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The computational complexity of the following classical theorems in real analysis 
is examined. (1)A funct ionf is  of bounded variation if and only if it is a difference 
of two increasing functions. (2)An absolutely continuous function on a compact 
interval is of bounded variation. (3)A function of bounded variation has a 
derivative almost everywhere. All the results obtained here are negative in the sense 
that if we restrict our domain to polynomial time computable functions, the new 
versions of the above theorems are no longer true. For instance, the polynomial 
time computability of a function and its total variation function does not guarantee 
the polynomial time computability of its derivative. 
I. INTRODUCTION 
A theory of computational complexity of real functions has been 
developed in Ko and Friedman (1982) and Ko (1982b). This paper reports 
further investigation of the computational complexity of some theorems in 
classical real analysis (see also Friedman, 1984 and Ko, 1982a). In 
particular, the following theorems about functions of bounded variation and 
their differentiability are considered. 
(1) A function is of bounded variation on a compact interval if and 
only if it is, on that interval, a difference of two increasing functions. 
(2) An absolutely continuous function on a compact interval is of 
bounded variation on that interval. 
(3) A function of bounded variation on a compact interval has a 
derivative on that interval almost everywhere. 
We restrict the domain of our study to the class of polynomial time 
computable functions on the unit interval [0, 1], and obtain some negative 
results to the above classical theorems. Our results can be summarized as 
follows. (For the definitions of the terminology, see the next section.) 
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(I) There exists a polynomial time computable function f on [0, 1] 
which is of bounded variation but is not a difference of any two polynomial 
time computable, increasing functions. 
(2) There exist two polynomial time computable increasing functions 
on [0, 1 ] whose difference does not have a polynomial time computable total 
variation function. 
(3) There exists a polynomial time computable function on [0, 1] 
which has a polynomial modulus of absolute continuity but does not have a 
polynomial time computable total variation function. 
(4) There exists a polynomial time computable function f having a 
polynomial time computable total variation function such that its derivative 
f '  exists and is continuous on [0, 1] but it is not polynomial time approx- 
imable. 
Result (4) answers an open question left in Ko and Friedman (1982). 
Note that it is proved there that if the derivative f '  of a polynomial time 
computable function f exists and is continuous on [0, 1], then it is 
polynomial time computable if and only if it has a polynomial modulus of 
continuity. Therefore, the derivative f '  of (4) cannot have a polynomial 
modulus of continuity. 
In the next section, we give a summary of the definitions and notation. 
Then, in the next two sections, the polynomial time computability questions 
about the total variation functions and the derivatives of polynomial time 
computable functions are studied. 
II. DEFINITIONS 
In this section we give the basic definitions of the computational 
complexity of real funtions. For the detailed iscussion of the definitions and 
their basic properties, please refer to Ko and Friedman (1982) and Ko 
(1982b). 
It is convenient to use a sequence of dyadic rational numbers to represent 
a real number. A dyadic rational d is a rational number with a finite binary 
representation. The length of a dyadic rational d in [0, 1 ] is the length of the 
shortest binary representation f d (i.e., the one without the trailing zeroes). 
A real number x in [0, 1] is represented by a sequence Id,} of dyadic 
rationals which satisfies the condition that for every n ~ O, Id, -x l  <~ 2-". If 
the sequence {d,} satisfies the above condition, then we say {d,} binary 
converges to x. A real number x is polynomial time computable if there is a 
sequence {dn} of dyadic rationals binary converging to x and the function 
20"[d,] is polynomial time computable. 
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Since a real number x is represented by a sequence {d~} of dyadic 
rationals, or, by the function 2n [dn], a real function f is then regarded as an 
operator on functions which represent real numbers. In order to define the 
computational complexity of real functions, we use an oracle machine as a 
computational model. ~1) We say a real function f on [0, 1] is eomputable if 
there is an oracle Turing machine which, when given a sequence {d,} of 
dyadic rationals as an oracle, computes a sequence {e,} of dyadic rationals 
such that {e,} binary converges to f (x )  if {d,} binary converges to x. f is 
polynomial time computable if the oracle machine for f operates in 
polynomial time. 
A funct ion f  on [0, 1] is said to have a polynomial modulus of continuity if 
there is a polynomial function p such that for all n />0 and for all 
x,y E [0, 1], I f (x )  - f (y ) [  ~< 2- "  whenever Ix -Y l  ~ 2-P("'. It is well known 
that a polynomial time computable function on [0, 1] is uniformly 
continuous on [0, 1] and has a polynomial modulus of continuity on 
[0, 1]. A function f is said to have a polynomial modulus of absolute 
continuity if there is a polynomial function p such that for all n/> 1 and 
for all finite collections of disjoint intervals {(ai,bi)}~= ~ in [0,1], 
Y~=I [f(bi) - f (a i ) [  ~ 2 - "  whenever Y'~=I (b i -  ai) ~ 2-P(")- Recall that the 
total variation function T I of the function f on [0, 1] is defined to be 
TI(x ) = sup {~-lk=l [ f (a i )  - - f (a  i 1)1:0 ~-a  0 < a I < . . ,  < a k =-x  is a partition 
of [0, x]} provided that f is of bounded variation. 
All computable real functions on [0, 1] are continuous on [0, 1 ]. In order 
to discuss the computational complexity of discontinuous functions, the 
following definitions are given in Ko (1982b). A real function f on [0, 1] is 
recursively approximable if there is an oracle Turing machine M which, 
when given a sequence {d,} of dyadic rationals as an oracle and given an 
integer input k, computes a dyadic rational e k such that m{x ~ [0, 1]: the 
oracle {d,} to M binary converges to x but the output {ek} does not satisfy 
the condition that ]ek--f(x) l~2-k}~2 -k, where m is the Lebesgue 
measure. A real function f on [0, 1 ] is polynomial time approximate if it is 
recursively approximable and the oracle machine M for f operates in 
polynomial time (i.e., M runs, for all oracles {d,} and all inputs k, in p(k) 
steps for some polynomialp).  
A useful characterization of polynomial time approximable functions is as 
follows (Ko, 1982b). 
It may seem natural to represent a real number by its binary expansion and to view a real 
function as a function mapping infinite strings to infinite strings. Thus, a regular Turing 
machine, instead of an oracle machine, may be used as a computational model. However, this 
model would produce computable functions which are discontinuous, and thus violates the 
fundamental property of constructive analysis that computable functions are continuous (cf. 
Ko and Friedman, 1982). 
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LEMMA 1. A real funetion f on [0, 1] is polynomial time approximable if
and only if there is a sequence {fn} of step functions and two polynomial 
functions p and q such that 
(i) for all n >/O, the jump points off,  are dyadic rationals of lengths 
<~(n); 
(ii) for all n>/O, m{xC [0, 1]: [ f , (x)-f(x)[  > 2-"} 42- ' ;  and 
(iii) {f,} is computable in time q(n + k) in the sense that for all dyadic 
rational d of length <.k, f,(d), a dyadic rational, can be found in q(n + k) 
steps. 
III. COMPLEXITY OF TOTAL VARIATION FUNCTIONS 
In classical analysis, if a function f is of bounded variation, then it is a 
difference of two increasing functions. As a matter of fact, both the total 
variation T I of f and the difference g = T I - f  are increasing. Since the 
difference of two polynomial time computable functions is also polynomial 
time computable, we have 
THEOREM 1. Let f be a polynomial time computable function which is of 
bounded variation on [0, 1 ]. I f  its total variation function T;. is polynomial 
time computable, then f is a difference of two polynomial time computable 
increasing functions. 
In the following we show that the condition that Ty is polynomial time 
computable in Theorem 1 cannot be dropped. 
LEMMA 2. Let fl and f2 be two polynomial time computable increasing 
functions on [0, 1]. Then, the total variation function T I of their difference 
f =fl - f  z has a polynomial modulus of continuity. 
Proof We first recall that if f=f l - f2  then, by definition, Ty(x)<~ 
Til(X ) + TI2(x ) for all x C [0, 1 ]. Furthermore, for x, y E [0, 1 ], x < y, 
Tj(y) - Ty(x) <~ (Tf,(y) - Tf,(x)) + (Ts2(y) - Ts2(x)). 
Assume that the polynomial functions pl and P2 are the modulus functions 
of f~ and f2, respectively. Define p(n)=p~(n)+pz(n ). Then, for all 
x,y C [0, 1], I x -y [  ~< 2 -p~"+~), we have 
I T j (x )  - T j (y ) I  <~lTs , (x)  - -  Z~,(y) l  +]Zs2(x )  - -  Tz~(y)l 
~ 2-(-+1) + 2 (,+~) = 2-n. 
Thus p is a polynomial modulus o f f  II 
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We say a function f is zigzag on [a, b] with width 2a (2a ~< b-  a) and 
height fl if f is pieeewise linear on [a, b] and 
f (x )  = (fl/a)(x -- a), if a -G< x -G< a + a, 
=(f l /a) (a+2a- -x) ,  if a+a<xKa+2a,  
and f (x)  =f(x  - 2a) if a + 2a < x K b. 
LEMMA 3. There exists a polynomial time eomputable function f which is 
of bounded variation on [0, 1 ] but its total variation function T s does not 
have a polynomial modulus of continuity. 
Proof. Let t(n) denote the number nn(n n -  1)+ n. The function f is 
defined as follows: 
f (0 )=f (1 )=0;  for each n>/O, f (x )=O if xE (2  in+l)+2 t¢,1,2 n), 
andf i s  zigzag on [2 -("+1), 2 ¢n+l)+ 2-t(n)] with width 2 ¢n2,1 and height 
2 -~n,,) 
We verify the following facts: 
(1) f is polynomial time computable. First, note that f has a 
quadratic modulus of continuity, i.e., i f (x)_f (y)]<~ 2 k whenever 
]x -y ]~<2 -~k2+1). Assume that, for a given sequence {d,} of dyadic 
rationals which binary converges to x, we want to find a dyadic rational e 
such that l e - f (x ) ]  ~< 2 -k. We first find the dyadic rational d=dk2+l (i.e., 
I d -x ]  ~< 2 ~k2+1)). This will take O(k 2) steps. If d= 0 or 1, then output 0; 
otherwise, determine the integer n such that d E [2 -(n+ 1~, 2 n). 
If In log n] >/[log k], then output 0; otherwise output the exact value of 
f(d). This can be done, by following the definition o f f  directly, in O(k 2) 
steps because In log n] < [log k] implies n" ~< k and t(n) = O(k2). 
Since ]d -x ]  ~< 2 -(k2+ 1) and since the function ~.k[k 2 + 1] is a modulus of 
continuity for f, the above algorithm gives us a number e such that 
l e - f (x ) ]  ~ 2 k. 
(2) f is of bounded variation. We observe that f (x )  is nonzero only 
when x C [2 -¢'+ 1), 2-~+1) + 2-t(n)] for some n ~> 0. The toal variation in 
the interval [2 -~"+1), 2-("+1) + 2 -t(") ] is 2 • 2-(n")(2-t~")/2 -("2")) = 2 -¢n-1). 
Therefore, f is of bounded variation. 
(3) Tj does not have a polynomial modulus of continuity. Assume, 
by way of contradiction, that T I has a modulus function p(n)<~ n k for some 
integer k ~> 0. From (2) above, Tj(2 -~n+ 1) _}_ 2-t(n)) _ Tc(2-(n+ 1)) = 2-("-1) 
for all n>~0. Therefore, if we let x=2-(k+l)  and y=x+2 t(k), then 
Ix -Yl---- 2-"k~ < 2 (kk), but T/y )  -- Tj(x) = 2 -(k-t) > 2 k. This contradicts 
our assumption. Thus, T I does not have a polynomial modulus of 
continuity. | 
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From Lemmas 2 and 3, we have 
THEOREM 2. There exists a polynomial time eomputable funetionf which 
is of bounded variation on [0, 1] but is not a difference of any two 
polynomial time computable increasing functions. 
Although Lemma 2 guarantees that the total variation of the difference of 
two polynomial time computable increasing functions must have a 
polynomial modulus, its time complexity can be arbitrarily high. 
THEOREM 3. There exist two polynomial time computable increasing 
functions I"1 and f2 such that the total variation function T s o f f  = f ~ - f 2 is 
not polynomial time computable. 
Proof Let A be a language over a single alphabet ~r = {0} such that A is 
computable in time 2 Cn for some constant e but not computable in time p(n) 
for any polynomial p, Define the function f as follows: 
f (0 )  =f (1 )  = 0 ; f (x )  = 0 if x E [2 -~n+ 1),2 n) and 0 n ~ A; andf i s  zigzag 
on [2 -(n+l), 2-"]  with width 2 -(2"+I) and height 2 -t2"+1), i f0" CA. 
To show that f is polynomial time computable, we consider the following 
algorithm which is similar to that of Lemma 3. To obtain a dyadic rational e 
such that le - f (x ) l  ~ 2 -k, we first determine whether x ~< 2 t~ogkJ or not. If 
yes, then output 0; otherwise, determine n such that x C[2  -("+~), 2-"). If 
n ~A,  then output 0; otherwise, output an approximate value to f (x)  
according to the definition o f f  
Since I f (x ) l~2 ~2,+1) for xC[2-~"+1) ,2-" ] ,  we have ]f(x)t~<2 k if 
X ~ 2 -[wgkj. Thus the above algorithm is correct. The amount of time 
required to find out whether 0 n CA or not is ~<2cn~ 2e[l°ggJ~ k e, and the 
rest (the time to compute the value of the zigzag part of f )  is linear. 
Therefore, f is polynomial time computable. 
Next we show that T s cannot be polynomial time computable because it 
would imply the polynomial time computability of the set A. Note that 
Tc(2-n) - Tr(2-~"+l))=0 if 0 n ~A;  and =2.  2--~2"+1)(2--~n+1)/2--~2"+1~)-- - 
2 -n, if 0" CA. Thus, by computing approximate values of Tf(2 -n) and T s 
(2 -~n+') with errors ~<2 -(n+z), we can determine whether 0 n E A or not. 
Thus, T s is not polynomial time computable because A is not. 
Finally note that fz(x)= 2x- f (x )  is increasing because f2 is a piecewise 
linear function andf ; (x )= 2 - f ' (x )  >/0 whenever it is defined. Thusf is  the 
difference of f l (x )=2x and f2, both of which are polynomial time 
computable and increasing. II 
From the above example, it is clear that we cannot give an upper bound to 
the complexity of the total variation of a polynomial time computable 
function--because we can make the set A in the above example arbitrarily 
difficult and so is the total variation. 
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Also note that the function defined in the above example actually has a 
polynomial modulus of absolute continuity. Therefore, we have 
COROLLARY 1. There exists a polynomial time computable function f on 
[0, 1] which has a polynomial modulus of absolute continuity but its total 
variation Ty on [0, 1 ] is not polynomial time computable. 
In the following we consider the relationship between absolutely 
continuous functions and increasing functions. 
Let x be a real number in [0, 1] with the ternary expansion 
x=Y~=la ,  3-n, an ~ {0,1, 2}. Let N=oo if none of the a n are 1, and 
otherwise let N be the smallest value of n such that a~ = 1. Let b n = an/2 for 
n < N and b~v.= 1. Then, it is easy to see that th'e value y~U=~b n 2 n is 
independent of the ternary expansion of x. The Cantor ternary function is 
= Y'n=~ bn 2-n. It is known that the Cantor then defined as follows: f (x )  N 
ternary function is increasing but not absolutely continuous. It is not hard to 
verify that the Cantor ternary function is polynomial time computable. Thus 
it provides us an example of polynomial time computable increasing function 
which is not absolutely continuous (not to mention the polynomial modulus). 
Conversely, the following question is open: 
Open Question. Let f be a polynomial time computable function with a 
polynomial modulus of absolute continuity on [0, 1]. Can we always find 
two polynomial time computable increasing functions such that their 
difference is f? 
Note that the technique used in Theorem 2 cannot be applied here because 
of 
LEMMA 4. Let f be a polynomial time computable function. I f  f has a 
polynomial modulus of absolute continuity, then its total variation function T I 
has a polynomial modulus of continuity. 
Proof Let p, a polynomial function, be the modulus function o f f  We 
claim that for all n ~> O, and for all x,y ~ [0, 1], if I x -y ]  <~ 2 -p(n+~), then 
IVy(x) - r/y)[ <~ 2-n. 
Assume that x < y and let Ty(y) - Ty(x) = c < oo. For each n/> 0, there is 
a partition {x = a 0 < a~ < ... < a k =y} of [x,y] such that 
Y~=l] f (a i ) - f (a i_ , ) l>/c - -2  ('+1). Since {(ai_l,ai)}~=l is a finite 
collection of disjoint intervals in [x,y] and since y -x  ~ 2 -p(n+l) we have 
Y~_ l [ f (a i ) - f (a i _ l ) ) l~2  -(n+'). Thus, 2 - ( , ,+1) )c_2  (n+,) and so 
c~< 2-".  | 
28 KER-I KO 
IV. COMPLEXITY OF DERIVATIVES 
We first answer an open question left in Ko and Friedman (1982) by 
showing the existence of a polynomial time computable function f which has 
a continuous, but not polynomial time computable, derivative f ' on [0, 1 ]. 
THEOREM 4. There exists a polynomial time computable function f on 
[0, 1] such that f '  exists and is continuous on [0, 1] burr' is not polynomial 
time computable. 
Proof. The construction below is a variation of the construction used by 
Myhill (1971) to show the existence of a recursive function which has a 
nonrecursive, continuous derivative. 
Let A be the set used in the proof of Theorem 3. That is, A ~ {0}* and 
A C DTIME(2 ~n) -- (.-)~-1 DTIME(ni), where DTIME(t) is the class of sets 
computable in time t. Let g: R ~ R be defined as follows: 
g(X)= X(X2--1) 2, if Ix[~<l, 
=0,  if Ix[> 1. 
g has the property that g ( -1 )= g(1)= O, g ' ( -1 )= g ' (1)= O, and g'(O)= 1. 
We say that g has a bump on [-1,1] of length 2 and height 2 
(2=maxg= 16/(25X/~)). For each n, we define g , (x)= (fln/,~)g(X/an), 
where a,  ---- 2 -~2"+") and ft, = 2 -~2°+2n). Then g, has a similar bump as g on 
[ -a , ,  a,] of length 2a. and heightfl n. 
Define f (x )  = Y~= 1,0,~A gn( x -- 2-"). That is, if 0 n ~ A then, at a small 
interval surrounding 2-" of length 2a , , fhas  a small bump of height im; and 
f is 0, otherwise. Note that for each n>/1, an+a~÷l~2 -~'+1~, and 
therefore f (x)  is either 0 or g,(x - 2 -~) for some n. 
Claim 1. f is polynomial time computable. 
We observe that if x ~< 2- ~, then [ f(x)[ ~< flk <~ 2- ~2k). Thus, this function f 
can be computed similarly to that defined in Theorem 3. 
Claim 2. f '  is continuous on [0, 1 ]. 
Since g ' ( -a , )= g'(a,,)= 0, we know that f '  is continuous on [0, 1]. We 
only need to verify that f '  is continuous at 0. First, f ' (0 )= 0 because 
[f(x)l<~fl. whenever 0~<x~<2-" and fln/2-n~o as n-~oo. Next, we 
observe that if j x -- 2- .1~< an , then I f '  (x)J = ] g'(x -- 2-")l = 
(fl./(Aa.)) ] g'(x)] ~< fl./(~an) = 2-n/L Thus f ' (x )  -~ 0 as x -~ 0+, and so f '  
is continuous at 0. 
Claim 3. f '  is not polynomial time computable. 
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From the definition of f, we have, for each n, f ' (2 -  n) = 0 if n ~ A; and 
f ' (2  -n) = 2-n/Z if n CA. Thus, the polynomial time computability o f f '  
would imply that of the set A. II 
Note that the above function f has a polynomial modulus of absolute 
continuity. It may seem that we have obtained a counterexample, at the 
polynomial time level, of the classical result that an absolutely continuous 
function has a derivative almost everywhere. However, if we use "polynomial 
time approximable" as an analog of "almost everywhere" at the polynomial 
time level, then the above example is not strong enough: the derivativef' in 
the proof of Theorem 4 is polynomial time approximable. In the following we 
strengthen Theorem 4 to makef '  not polynomial time aproximable. To make 
it simple, we first construct a piecewise linear function. 
THEOREM 5. There exists a polynomial time computable increasing 
function f which has a polynomial modulus of absolute eontinuity on [0, 1 ] 
but f '  .is not polynomial time approximable. 
Proof Let B ~_ {0}* be a set computable in time 0(22") but not in time 
2 p(n) for any polynomial p. Let b(n) = 2 2~. 
First, define a function g on [0, 1]: 
g(0) = g(1) = 0; 
g (x )=0 if xC[2 - t "+t ) ,2  -") and 0n~B;  
g(x) is zigzag on [2-~"+ 1), 2-") of width 2-btn) and height 2-~b{n)+ 1).
It is easy to verify, following the argument in Theorem 3, that g is 
polynomial time computable. 
Let f (x )=g(x)+x,  for all x C [0, 1]. Then f is polynomial time 
computable. Since [g'(x)[K1 for all xC  [0,1], we have 2>/ f ' (x )>/0  
whenever it exists, and so f is increasing and has a polynomial modulus of 
absolute continuity. 
Now we verify that f '  is polynomial time approximable. Assume, by way 
of contradiction, that f '  is polynomial time approximable. Let the sequence 
{ gn} of step functions be the one guaranteed by Lemma 1. More specifically, 
(i) there is a polynomial p such that all the jump points of gn are dyadic 
rationals of lengths <.K,p(n); (ii) there is an algorithm which computes gn(d) in 
q(n + k) steps for some polynomial q (where k = length of d); and (iii) 
m{x C [0, 1]:f '(x) exists and tgn(x ) - f ' (x ) l  ~ 2 -n} > 1 -2  -n. 
Recall that f ' (x )= l  if xC[2-(n+~),2-")  and 0 n~B,  and 
I f ' (x ) - l [= l  if xC[2- (n+l) ,2-" ) ,  0nCB and f ' (x)  exists. Let 
Sn= {xC [2-("+'),2-n):lg,+3(X) - l lK1/2}. Then, m(Sn)/>2 - (n+l ) -  
2-{n+3) = (3) 2-(n+~), if 0 n CB; and m(Sn) K (1) 2 -("+u, if 0 n C B. 
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Since gn+3 is a step function with jump points being dyadic rationals of 
lengths <.~.p(n+3), m(Sn) can be computed in (2-tn+l)/2-ptn+3)) . 
q(n +p(n + 3) + 1) steps (by computing n+3(d) for all dyadic ratinals d in 
[2 - (n+l) ,  2 -n )  which are of length exactly p(n + 3) + 1). Thus, the question 
whether 0" E A can be answered in 2 rt") steps for some polynomial r. This is 
a contradiction, l
Remark. The function f above is increasing; so, Ts=f. Therefore, the 
above is also a counterexample, at the polynomial time level, of the classical 
theorem that a function of bounded variation has a derivative a.e. 
Finally, we state an even stronger esult. 
COaOLLARY 2. There exists a polynomial time computable, increasing 
function which has a polynomial modulus of absolute continuity, and has a 
continuous derivative on [0, 1] but its derivative is not polynomial time 
approximable. 
Proof. For each A-shaped portion of the function g in the proof of 
Theorem 5, we replace it by a "smooth" bump. More specifically, first define 
h(x)=(x2-1)  2 on [-1,1]. h has the properties that h ' (0 )=h ' ( - -1 )= 
h ' (1)=0,  h ( -1 )=h(1)=0,  and h(0)= l .  Next let h,(x)=2 -~b~n)+"). 
h(x/2-b(n)), where b(n) is as defined in Theorem 5. Then the function g is 
defined as follows: 
g(0) = g(1) = 0; 
g (x )=0 if xE  [2-~n+l), 2-") and 0" ~ B; 
g(x) = hn(x-  (2 -("+1) + 2-b("))) 
if X C [2 -tn+'), 2 -(n+ 1) + 2 • 2-btn)], and 0" E B; 
g(x)=g(x- -2 .  2 -b~n)) if xC[2 -~"+l )+2.2 -e~") ,2 - " ]and0"EB.  
Now we let f (x )= g(x)+ 2x. Then f is polynomial time computable and 
increasing (because ] g'(x)] ~ 2) . f '  is continuous at 0 because ] g'(x)l ~ 2-" 
if ]xl ~< 2 -n, and hence continuous on [0, 1]. Finally, f '  is not polynomial 
time approximable because the membership of 0 n in B can be determined by 
computing p(n) many approximates to f ' (x)  in [2-("+1),2 "] for some 
polynomialp. I 
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Note added in proof The author has obtained the following stronger version of 
Theorem4: there exists a polynomial time computable function f on [0, 1] having a 
continuous derivativef' on [0, 1] such that for every dyadic rational d in (0, 1),f '(d) is not a 
computable real number. 
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