Abstract: Bilinear models with three types of effects are considered: fixed effects, random effects and latent variable effects. Explicit estimators are proposed.
Introduction
In this article we present a multivariate linear model which incorporates repeated measurements profiles (growth curves), covariate effects, random effects and effects due to latent variables. The model can be used to analyse quite complex data structures. Focus is on obtaining explicit estimators. We are not aware of any mathematical treatment of such a model.
A base model here is a bilinear regression model which is often referred to as the growth curve model and was introduced by Potthoff & Roy (1964) . It will be assumed that there exists covariate information (background information) which is modeled via fixed linear effects. It is also assumed that due to the sampling procedure there will be random effects which have an impact on the data, i.e. increase the variation. Further, we exploit the idea of adding latent process information to the model. When measuring many response variables it is often the case that fewer latent processes are governing these variables. For example, if we make field trials unobserved soil characteristics can be important and it seems reasonable to think of the soil characteristics as latent variables. When measuring EEG signals on many places on the scalp the response can be govern by a few latent variables. The latent variables in this article are taken into account by supposing rank restrictions on parameters and in our presentation a rank restriction on the mean parameters is applied. Note that sometimes in the literature latent variables are motivating the use of random effects which is a different implementation of the concept of latent variable.
Before defining the model some notation are introduced. Bold upper cases denote matrices: C(A) is the column vector space generated by the columns of A and C(A) ⊥ denotes its orthogonal complement. The orthogonal projector on C(A) is denoted P A and equals P A = A(A A) − A , where " − " denotes an arbitrary generalized inverse (g-inverse). Note that I − P A is a projector on C(A) ⊥ . The rank of A is denoted r(A). Moreover, we will often write (H)() instead of (H)(H) , where H represents any matrix expression. The matrix normal distribution with mean µ: p × n and dispersion Ψ ⊗ Σ (the symbol ⊗ stands for the Kronecker product) is denoted N p,n (µ, Σ, Ψ) for matrices of size p × n and positive semi-definite matrices Σ: p × p and Ψ: n × n (see Ohlson et al., 2013) . Now the model which will be considered is presented in detail.
where A:
Note the important standardization constraint ZZ = I which will be utilized later. The parameters which are to be estimated are B 1 , B 2 , Θ, Σ u and Σ e . Instead of C(F ) ⊆ C(C 1 ) given in Definition 1. .1 some other condition can be used which follows from the derivation of the estimates in the next section. Since in this article only estimation is considered the random effect U Z will not be predicted.
When in Definition 1. .1 B 2 C 2 = 0, ΘF = 0 and U Z = 0 the classical growth curve model appears (see Potthoff & Roy, 1964; von Rosen, 2018) . When ΘF = 0 and U Z = 0 then we have the growth curve model with background information, i.e. a mixture of GMANOVA and MANOVA models; some references to this model, as well as more general models, are Chinchilli & Elswick (1985) , Verbyla & Venables (1988 ), von Rosen (1989 and Bai & Shi (2007) . If B 2 C 2 = 0 and ΘF = 0 then we have the growth curve model with random effects (see Ip et al., 2007) whereas if only ΘF = 0 holds we refer to Yokoyama & Fujikoshi (1992) and Yokoyama (1995) where similar models are considered and where references to earlier works can be found. In these works one puts structures on the covariance matrix which leads to somewhat different models than in this article.
Estimation
Let Q 1 and Q 2 be matrices of basis vectors such that
A one-one transformation of the model in Definition 1. .1, using Q 1 and Q 2 , yields
Proof. Since C(Z ) ⊆ C(Q 1 ) and ZZ = I the lemma is established by straight forward calculations of V V .
From Lemma 2. .1 it follows that
where Γ: v×v is an orthogonal matrix. The identity in (2. .1) is post-multiplied by Γ leading to the model
However since
. Then we have three models which will be used when finding estimators:
The idea is to utilize (2. .5) and (2. .6) to estimate B 1 , B 2 , Θ and Σ e . Thereafter, these estimators are inserted in (2. .4) which yields simple estimation equations for obtaining Σ u . Suppose that estimators B 1 , B 2 , Θ and Σ e have been obtained, and let
i.e. under the assumption of no randomness in B 1 , B 2 and Θ we have a model
Based on this model the maximum likelihood estimator, under the assumption that p ≤ k 4 , Ψ = k −1 4 Y 0 Y 0 , which means that a natural estimator of Σ u is given by
Now we return to (2. .5) and (2. .6) to estimate B 1 , B 2 , Θ and Σ e , and it is convenient to merge the models, i.e.
and then (2. .7) is identical to
Furthermore, the likelihood function which corresponds to the model in (2. .10) equals
with equality if and only if
which, under some full rank conditions on D 2 , determines B 2 as a function of B 1 and Θ. To show the inequality we have used
where both terms are positive semi-definite. The density in (2. .11) corresponds to the model
Thus we have a model which was treated by von Rosen & von Rosen (2017) and any further calculations are not necessary. For notational conveniences we write the model in (2. .12)
) which is essential for being able to obtain explicit estimators (see von Rosen, 1989) . The following theorem presents the estimators of the parameters in the model given by Definition 1. .1.
Theorem 2. .1. Let the model be as in Definition 1. .1 and put v = dim C(C 1 : C 2 : Z ). Define Θ 1 and Θ 2 via Θ = Θ 1 Θ 2 , where Θ 1 : p × r(Θ) and Θ 2 : r(Θ) × k 3 . Moreover, the matrices D 1 , D 2 , and D 3 are given in (2. .8) and (2. .9), and Y 1 , D 1 and D 3 are identified by comparing (2. .12) and (2. .13). Then
where F consists of the eigenvectors corresponding to the eigenvalues of the positive definite matrix
where
and H is defined by
If additionally r( D 1 ) = k 1 and r(A) = q 1
(vi) 
