Interior point methods for semide nite optimization (SDO) have recently been studied intensively, due to their polynomial complexity and practical e ciency. Most of these methods are extensions of linear optimization (LO) algorithms. Unlike in the LO case, there are several di erent ways of constructing primal-dual search directions in SDO. The usual scheme is to apply linearization in conjunction with symmetrization to the perturbed optimality conditions of the SDO problem. Symmetrization is necessary since the linearized system is overdetermined. A way of avoiding symmetrization is to nd a least squares solution of the overdetermined system. Such a`Gauss Newton' direction was investigated by Kruk et al. 6], without giving any complexity analysis. In this paper we present a similar direction where a local norm is used in the least squares formulation, and we give a polynomial complexity analysis of the resulting primal-dual algorithm.
Introduction
Interior point methods for semide nite optimization (SDO) became a popular research area when it became clear that the algorithms for linear optimization (LO) can often be extended to the more general SDO case. Following the trend in LO, primal{dual algorithms soon enjoyed the most attention. Unlike the LO-case, however, there are many possibilities to obtain primal{dual search directions. Di erent directions arise when the perturbed optimality conditions are linearized and subsequently symmetrized (see Section 1.1); a quite comprehensive survey of the search directions obtained this way may be found in 10]. The need for symmetrization arises from the fact that the system of linearized perturbed optimality conditions is overdetermined.
A recent idea by Kruk et al. 6 ] was to avoid symmetrization by solving a least squares problem by the Gauss-Newton method (see Section 1.1). The authors obtained a numerically robust search direction in this way, but did not give convergence proofs for their search direction. The work in our paper was inspired by their approach: here we show that, by using scaling and a di erent (local) norm in the de nition of the least squares problem, a direction is obtained which allows a polynomial time convergence analysis.
Preliminaries
We consider the semide nite optimization problem in the standard form. Thus the primal problem (P) is given by: This Cartesian product of the primal and dual feasible sets will be called the primal-dual feasible region.
de ned on the primal{dual feasible region. Because of the two di erent associations, the parameter is called either the barrier parameter, or the centering parameter. Primal-dual interior point methods solve the system of perturbed optimality conditions approximately, followed by a reduction in . Ideally, the goal is to obtain primal and dual steps X and S, respectively, which satisfy X + X 0, S + S 0 and (X + X) (S + S) = I (1) Tr (A i X) = 0; i = 1; : : : ; m
( X) T = X; ( S) T = S: (4) Note that the requirement S T = S in (4) is redundant, due to the fact that the matrices A i in (3) are symmetric. Furthermore, equation (1) is nonlinear, and primal-dual methods di er with regard to how it is linearized. Moreover, care must be taken to ensure that the resulting linear system is not overdetermined. Zhang 11] suggested to discard the symmetry requirements (4) its existence and uniqueness; it is always a descent direction for the least squares objective (5); it is scale invariant; it reduces to the familiar primal-dual direction in the special case of linear optimization; it coincides with all the other primal-dual directions from Table 1 if the least squares residual in (5) is zero at optimality.
The new direction we propose can be introduced in a similar way as the GN direction { as will be shown in the next section { and it shares all the abovementioned features of the GN direction. Moreover, it allows a polynomial convergence analysis in the usual primal{dual algorithmic framework, as will become clear in Section 4.
The new search direction
Using the well-known NT-scaling (see Table 1 ), we now reformulate the system 
The equation (6) subject to the constraints (7){(9), and the optimal value of this problem is zero. The above problem is computationally intractable due to the nonlinear termD XDS . Therefore we omit this term. This omission makes it important to specify which norm is used, since the optimal solution to our new least squares problem will depend on the norm. The norm which we choose is the norm induced by the inner product:
hA subject to the constraints (7){ (9), and where the norm now indicates the Frobenius norm. In what follows we will frequently use the notation:
In other words, kRk 2 is the residual of the least squares problem (LQ). Proof: We rst show that (LQ) has a unique solution. Note that if we cast the elements of D X and D S as variables, then (LQ) is a feasible convex quadratic optimization problem (CQP) on a polyhedral set in the space IR 2n 2 +m and with an a priori lower bound on the optimal value (zero). The existence of the optimal solution for such a problem is well known. Hence, we need only consider the uniqueness of the solution. The system of linear optimality conditions of (LQ) has a unique solution if and only if the corresponding homogeneous system has only the zero solution. This homogeneous linear system is simply the system of optimality conditions of the CQP which is obtained by discarding the terms U and ?U ?1 in the objective of (LQ). We will call this problem the homogeneous (LQ). In other words, (LQ 
Estimating the least squares residual
In the analysis of the new search direction it is essential to show that the residual of the least squares problem, kRk, is`small enough' at the optimal solution of (LQ). The residual can be bounded from above in terms of the proximity to the target point I, where the proximity is measured by: In the present section, we will rst propose a primal-dual path following method based on the new search direction, and subsequently perform a complexity analysis of the algorithm.
Generic primal-dual path following method Recall that (X; S; ) = Tr (XS) ? n ? log det(XS) + n log :
In the update of the iterate, we require that the step length is chosen such that the potential function (X; S; ) decreases su ciently. Lemma 4.2 will give a default value for .
It is easy to verify that the potential function can also be rewritten as f(U) = (X; S; ) = Tr U 2 ? n ? ln det U 2 :
Assuming that D X ; D S are solutions of (LQ), we want to estimate the decreasing value of the potential function, given by: The statement of the Lemma is illustrated in Figure 2 . 
Small update methods
We are now in a position to perform the complexity analysis for a small update version of the algorithm. To x our ideas, we choose the parameters = 1 2 ; = 1 10 p n :
We assume at the current iterates (X; S), the proximity measure satis es (X; S; ) = 1 2 .
In this situation, we perform the update + = (1 ? 
Large update methods
Finally, we consider large update methods based on our search direction. We therefore choose the parameter > 0, and 2 (0; 1) independently of n. By (22) p n , which is the best known bound for these methods. The bound for large update methods of Theorem 4.3 is worse than the best known bound by a factor n 2 (1? ) , though.
Conclusions
We have presented a primal-dual Gauss-Newton-type direction for semide nite optimization which allows polynomial worst-case iteration complexity analysis. This analysis was inspired by the Gauss-Newton direction of Kruk et al. 6 ], but the new direction seems much more amenable to complexity analysis, due to the use of scaling and a local norm in the de nition of the least squares problem. It remains to be seen if the new direction is as numerically robust as the direction of Kruk et al. but the close relation between the directions suggests that this might well be the case. Some important remaining issues are:
To nd an e cient way of computing the new directions; To improve the complexity bound for the new direction in the case of large update methods (see Remark 4.2); To investigate possible superlinear convergence properties of the new direction. To this end, it will be necessary to analyse the behaviour of the a ne scaling direction which is de ned by setting = 0 in the de nition of the least squares problem (LQ).
