In this work, we propose an efficient finite element method for solving fractional Sturm-Liouville problems involving either the Caputo or Riemann-Liouville derivative of order α ∈ (1, 2) on the unit interval (0, 1). It is based on novel variational formulations of the eigenvalue problem. Error estimates are provided for the finite element approximations of the eigenvalues. Numerical results are presented to illustrate the efficiency and accuracy of the method. The results indicate that the method can achieve a second-order convergence for both fractional derivatives, and can provide accurate approximations to multiple eigenvalues simultaneously.
Introduction
We consider the following fractional Sturm-Liouville problem (FSLP): find u and λ ∈ C such that Then the weak formulation of the eigenvalue problem (1.1) reads: find u ∈ U and λ ∈ C such that a(u, v) = λ(u, v) for all v ∈ V.
(1.
2)
The finite element approximation of problem (1.2) is introduced in Section 3. Specifically, we define finite dimensional subspaces U h ⊂ U and V h ⊂ V , and seek an approximation u h ∈ U h and λ h ∈ C such that a(u h , v) = λ h (u h , v) for all v ∈ V h . (1.
3)
The main theoretical result of the paper is stated in Theorem 3.4, i.e., |λ − λ h | ≤ Ch r , where h denotes the mesh size. Provided that the eigenvalue λ is simple, the exponent r is given by r < α − 1 for the Riemann-Liouville case, while for the Caputo case if q ∈ H s (D) ∩ L ∞ (D), s ∈ [0, 1] and α + s > 3/2, then r < min(α + s, 2) − 1/2.
The rest of the paper is organized as follows. In Section 2, we describe the variational formulations of the source problem, and recall relevant regularity results on the variational solutions. Then in Section 3, we introduce the finite element method. We shall discuss details for its efficient implementation and provide rigorous error bounds. Readers who are not interested in the technical derivations may simply skip Sections 2.4 and 3.3. In Section 4, we present extensive numerical experiments to illustrate the convergence behavior and efficiency of the method, and briefly discuss possible extensions and its application in the study of fractional Sturm-Liouville problems.
Variational formulations for source problem
To derive the finite element method, we need the variational formulations of the following source problem −D α 0 u(x) + qu = f, x ∈ (0, 1),
where f ∈ L 2 (D) or suitable Sobolev space. We only give an informal derivation here, and refer interested readers to [11] for rigorous justifications. Also we recall the smoothing properties of the source problem, which will be essential for the error analysis in Section 3.
Notation for functional spaces
We first introduce notation for fractional order Sobolev spaces. Since the spectrum of the fractional differential operator −D whose extension by zero to R are in H β (R) [1] , and H Throughout we use c to denote a generic constant, which may change at different occurrences, but it is always independent of the mesh size h, and c α to denote a nonzero constant only depending on α.
Fractional derivatives and integrals
We first recall the definition of Caputo and Riemann-Liouville fractional derivatives. For any positive non-integer real number β with n − 1 < β < n, the (formal) left-sided Caputo fractional derivative of order β is defined by (see, e.g., [13, pp. 92] , [16] ) 
The right-sided versions of fractional-order integrals and derivatives are defined analogously, i.e.,
and
We also recall the following useful change of integration order formula [13, Lemma 2.7, part (a)]:
The starting point of the variational formulations is the following theorem [11] . (a) The operator
It follows directly from Theorem 2.1(b) that for 0 < β < 1, the operator
. Further, by (2.5) and Theorem 2.1(a), the following lemma holds [11, Lemma
Derivation of variational formulations
Now we can derive the variational formulation constructively. We shall first construct the strong solutions (in the case of q = 0), and then verify that the strong solution satisfies a certain variational formulation.
The well-posedness of the variational formulations will be discussed in Section 2.4.
We first consider the Riemann-
. By Theorem 2.1, the fractional derivative R 0 D α x g is well defined. Now by the semigroup property (2.4), we deduce
It is straightforward to check that ( 0 I 2 x f ) = f holds for smooth f and hence also on L 2 (D) by a density argument. This implies that
We thus find that
is a solution of (2.1) in the Riemann-Louiville case (for q = 0) since it satisfies the boundary conditions 
, we can apply Lemma 2.2 again to conclude
Further direct computation shows that (
Thus, u is a solution of the variational problem: Find u ∈ U := H α/2 (D) such that
When q = 0, the variational problem becomes
We shall show in Theorem 2.3 below that, under further assumptions, there is a unique weak solution u to (2.11) when q ∈ L ∞ (D). In this case, we set g = 0 I α x (f − qu) and find that
is the unique solution of the variational equation.
The case of the Caputo derivative is similar and we only illustrate the derivation when q = 0. Again we first construct a "strong" solution. By the identity (2.5), both 
The last term on the right hand side involves u (0), which is not allowed in a variational formulation in U = H α/2 (D), and can be removed by requiring the test function v to satisfy
This leads to the same bilinear form as in the Riemann-Liouville case except in the Caputo case,
Stability of the variational formulations
Now we briefly discuss the stability of the variational formulations: find u ∈ U such that 13) where f belongs to either L 2 (D) or suitable Sobolev space. Throughout we make the following assumption on the bilinear form a(u, v).
The problem of finding u ∈ U such that a(u, v) = 0 for all v ∈ V has only the trivial solution u ≡ 0.
(a * ) The problem of finding v ∈ V such that a(u, v) = 0 for all u ∈ U has only the trivial solution v ≡ 0.
Remark 2.1. It can be verified [10, 11] that in case of q = 0, the bilinear form a(u, v) is in fact coercive on H α/2 (D) and hence satisfies Assumption 2.1 in the Riemann-Liouville case. Hence it holds also for any bounded nonnegative potential q. In the Caputo case, it can be verified directly that the bilinear satisfies the assumption 2.1 for q = 0, but for a general potential it is unclear.
Then we have the following existence and stability result in the case of the Riemann-Liouville derivative. 
Proof. We only sketch the idea and refer the full details to [11] . Since the bilinear form A(·, ·) coerces the norm H α/2 (D), Assumption 2.1(a) implies that the bilinear form a(·, ·) satisfies the inf-sup condition [11, Theorem 4.3] . This and Assumption 2.1(a * ) imply that (2.13) has a unique weak solution u ∈ H α/2 (D).
The unique solution u satisfies (2.12) which exhibits u as a sum of functions,
. This completes the sketch of the proof.
Remark 2.2. In general, the best possible regularity of the solution to (2.1) with a Riemann-Liouville fractional derivative is H α−1+β (D) for any β ∈ [0, 1/2), due to the presence of the singular term x α−1 .
The only possibility of an improved regularity is the case ( 0 I α x f )(1) = 0 (in case of q = 0).
We shall need also the adjoint problem in the Riemann-Liouville case:
(2.14)
Then there exists a unique solution w ∈ U to the adjoint problem. Indeed, Assumption 2.1 implies that the inf-sup condition for the adjoint problem holds. For q = 0 and a right hand side f ∈ L 2 (D), we have
This implies a similar regularity pickup, i.e., w ∈ H α−1+β (D). Now we can repeat the arguments in the proof of Theorem 2.3 for a general q to deduce the regularity pick-up of the adjoint solution w. Thus we have the following result.
, there exists a unique weak solution w ∈ H α/2 (D) to (2.14) such that for any β ∈ [0, 1/2) there holds
Now we turn to the Caputo case, and have the following regularity result.
there exists a unique weak solution
Then the weak solution u solves (2.1) and satisfies
Proof. Again we only sketch the proof. First, by Assumption 2.1, the bilinear form a(u, v) satisfies the inf-sup condition [11, Theorem 4.5] , and thus problem (2.13) has a unique weak solution u ∈ H α/2 (D). To derive the regularity, we first consider the case q = 0. Then direct computation shows that the function
satisfies the differential equation under the condition f ∈ H β (D) with α + β > 3/2, and the boundary condition, and thus it is the solution to (2.1). The first term in the representation is smooth, and the second term belongs to H α+β (D), and thus u ∈ H α+β (D). In the case of a general q, we rewrite the Note also the drastic difference in the solution regularity for the Riemann-Liouville and Caputo cases:
for the former, the solution is generally at best in H α−1+β (D), for any β ∈ [0, 1/2), irrespective of the smoothness of the source f , whereas for the latter, it can be made arbitrarily smooth if the potential q and the source f are sufficiently smooth.
Finally we turn to the adjoint problem in the Caputo case: find w ∈ V such that repeating the preceding arguments, we deduce that for the case q = 0, the solution w can be written into
Therefore, we have the following regularity estimate.
is in H α−1+β (D) for any β ∈ [0, 1/2), and satisfies
Finite Element Method
Now we turn to the finite element formulation of the eigenvalue problem (1.1), based on variational formulations described in Section 2, and finite-dimensional subspaces U h ⊂ U and V h ⊂ V . Then the details of its efficient implementation will be presented. Finally, we shall apply the abstract convergence theory due to Bubaška-Osborn [3] to derive preliminary error estimates for the approximate eigenvalues.
Finite element spaces
In the finite element method, we first divide the unit interval D into a (not necessarily uniform) mesh, with the grid points 0 = x 0 < . . . < x m+1 = 1. We denote by h i = x i − x i−1 , i = 1, . . . , m + 1, the local mesh sizes, and h = max i h i the (global) mesh size. Then we define the finite dimensional space
The nodal basis for X h will be the standard "hat functions", denoted by φ j (x), j = 0, . . . , m + 1. Then the solution finite element space U h is defined as
The test space V h depends on the type of the fractional derivative. It can be taken to be V h = U h for the Riemann-Liouville derivative. For the Caputo derivative, we define a finite element subspace
To construct a basis for V , we consider the candidate set { φ j } m j=0 , with φ j = φ j −γ j (1−x), where the constants {γ j } are determined to satisfy the integral constraint (x 1−α , φ j ) = 0, i.e., γ i = 1 0
the coefficient γ i is given by
Similarly, the coefficient γ 0 is given by γ 0 = h 2−α 1
. In particular, on a uniform mesh, i.e., h i = h and
. By definition, the sequence {γ i } is strictly positive. Clearly the set { φ j } m j=0 spans the subspace V h , however, the functions φ j , j = 0, . . . , m are linearly dependent. To see this, we observe that by the identity
In our computation, we use the basis set { φ j } m j=1 . These finite element spaces U h and V h satisfy the following approximation properties [11, Lemma 5.1].
Implementation details
With the finite dimensional subspaces U h ⊂ U and V h ⊂ V at hand, we can now develop the finite element formulation of the eigenvalue problem (1.1): find u h ∈ U h and λ h ∈ C such that
Upon expanding the approximate eigenfunction u h into the canonical basis φ j (with u being the expansion coefficient vector) and choosing v h = φ i for the Riemann-Liouville derivative (respectively, v h = φ i for the Caputo derivative), we arrive at the the following finite dimensional generalized eigenvalue problem
where the stiffness matrix A = [a ij ] ∈ R m×m and the mass matrix M = [b ij ] ∈ R m×m are respectively defined by
Next we give explicit formulas for computing the stiffness matrix A and mass matrix M. We first consider the Riemann-Liouville case. We note that here the computation of the integrals involving the potential term and the mass matrix is rather straightforward. Hence we shall focus our derivation on the leading term, and for any order γ = α/2 ∈ (1/2, 1), we evaluate
where φ i and φ j are the hat basis functions associated to the ith and jth interior grid points, respectively. We note that φ i and φ j are both piecewise constant, each with a support on two neighboring elements. Without loss of generality, we can consider an interval [x k−1 , x k ]. We introduce the following two functions:
where χ S (x) refers to the characteristic function of the set S. Simple calculations yield (with c γ =
To further simplify the notation, we introduce the functions f k (x) and g k (x) by
Consequently, we can succinctly express I k andĨ k as
Now we can evaluate the integral (3.4). For each interior node
is the local mesh size). Hence, for any two interior nodes x i and x j , there holds
Therefore, it suffices to evaluate
Each of these four terms can be expressed in closed form using the Gamma function Γ(·) as follows: if
Here the last line follows from the definition of Beta function and its relation to Gamma function, i.e.,
The matrix
has the following structure.
Proposition 3.2. The matrix A 0 is of lower Hessenberg form, and on a uniform mesh, it is Toeplitz.
Proof. First we show thatã
To this end, we note that the functions I k (x) and I k (x) vanish on the interval [0, x k−1 ] and [x k , 1], respectively. Hence, for index j > i+1, in the integral (3.5), the first term of the integrand has a support supp(
, and the second term has a support supp(
.e., the integrand in (3.5) vanishes identically for j > i + 1, which shows the first assertion. According to (3.6), on a uniform mesh, the integral 1 0 f j g i dx depends only on the difference of the indices, i.e., x i − x j = (i − j)h, and so is the entryã i,j . Hence the matrix A 0 is Toeplitz. 
It follows directly from this identity that the stiffness matrix A Further, the jth entry b j := ( x) ) of the vector b can be explicitly evaluated as
, where the second line follows from (2.6) and the semigroup property (2.4). Similarly, the matrix involving the potential term and the mass matrix in the Caputo case can be constructed via a simple rank-one perturbation from the Riemann-Liouville counterparts.
Error analysis for the eigenvalue problem
In this part, we provide preliminary error analysis of the finite element approximations. We shall follow the notation and use some fundamental results from [3] . To this end, we introduce the operator T :
Obviously, T is the solution operator of the source problem (2.1). According to Theorems 2.3 and 2.5, the solution operator T satisfies the following smoothing property:
is a compact operator. Meanwhile, by viewing T as an operator on the space H α/2 (D) and using the regularity pickup established in Theorems 2.3 and 2.5 we can show that T :
compact. Then it follows immediately from (3.7) that (λ, u) is an eigenpair of (1.2) if and only if
i.e., if and only if (µ = 1/λ, u) is an eigenpair of T . With the help of this correspondence, the properties of the eigenvalue problem (1.2) can be derived from the spectral theory for compact operators [8] . Let σ(T ) ⊂ C be the set of all eigenvalues of T (or its spectrum), which is known to be a countable set with no nonzero limit points. Due to Assumption 2.1 on the bilinear form a(u, v), zero is not an eigenvalue of T . Furthermore, for any µ ∈ σ(T ), the space N (µI − T ), where N denotes the null space, of eigenvectors corresponding to µ is finite dimensional. Now let T h : U h → U h be a family of operators for 0 < h < 1 defined by 
Then we have the following estimates on h and * h . 
for any 0 ≤ γ ≤ 1. Therefore, by u H α+s (D) ≤ c, we get
The estimate * h follows from Theorem 2.6 and Lemma 3.1. The Riemann-Liouville case follows analogously from regularity estimates for the source problem and adjoint source problem in Theorems 2. This connection together with the exponential asymptotics of Mittag-Leffler functions allows one to show that eigenvalues with sufficiently large magnitudes are simple [7, 17, 12] , and hence the multiplicity δ = 1.
In our computations we observed that for all potential q the eigenvalues are simple, i.e., δ = 1.
Remark 3.3. The (theoretical) rate of convergence for the case of Riemann-Liouville fractional derivative is lower than that for the Caputo case. This is due to limited smoothing property for the Riemann-Liouville fractional derivative operator. It naturally suggests that an adaptive procedure involving a proper grid refinement or an augmentation of the solution and test spaces should be used. Nonetheless, a second-order convergence is observed for the eigenvalue approximations, even though the eigenfunction approximations in H α/2 (D)-norm are less accurate due to the conceived singularity, especially for α close to unity. In other words, the abstract theory gives only suboptimal convergence rates.
Numerical experiments
In this part we present numerical experiments for the FSLP to illustrate the performance of the finite element method. We consider the following three different potentials: The potentials q 1 and q 2 are smooth and belong to the space H 1 0 (D), while the potential q 3 is piecewise smooth and it belongs to the space H s 0 (D) for any s < 1/2. The profiles of the potentials q 2 and q 3 are shown in Fig. 1 . These examples are used to illustrate the influence of the potential on the convergence behavior of the finite element method.
As was mentioned in Section 1, in the case of a zero potential q(x) ≡ 0, the eigenvalues are known to be the zeros of the Mittag-Leffler function E α,2 (−λ) for the Caputo derivative (respectively E α,α (−λ) for the Riemann-Liouville derivative). This can be numerically verified directly, cf. Fig. 2 . Nonetheless, there is no known accurate solver for locating these zeros since accurately evaluating Mittag-Leffler functions is highly nontrivial, and further, it does not cover the interesting case of a general q. Throughout we partition the domain into a uniform mesh with m equal subintervals, i.e., a mesh size h = 1/m. We measure the accuracy of an FEM approximation λ h , by the absolute error, i.e., e(λ h ) = |λ − λ h | and the reference value λ is computed on a very refined mesh with m = 10240 and checked against that computed by the quasi-Newton method developed in [12] . All the computations were performed using MATLAB R2009c on a laptop with a dual-core 6.00G RAM memory. The generalized eigenvalue problems (3.3) were solved by built-in MATLAB function eigs with a default tolerance. Below we shall discuss the cases of Caputo and Riemann-Liouville derivative separately, since their eigenfunctions have very different regularity and hence, one naturally expects that the approximations exhibit different convergence behavior. Finally, we discuss possible extensions and as an application of the finite element method, we study also the behavior of the fractional SLP with a Riemann-Liouville derivative.
Caputo derivative case
By the solution theory in Section 2, for the smooth potentials q 1 and q 2 , the eigenfunctions are in the
, whereas for the discontinuous potential q 3 , the eigenfunctions lie in the space
for any s ∈ [0, 1/2). Hence they can be well approximated by uniform meshes.
Further, these enhanced regularity estimates predict a convergence rate of order min(α + s, 2) − 1/2 (with s ∈ [0, 1] being an exponent such that q ∈ H β 0 (D)) for the approximate eigenvalues. In particular, theoretically, the best possible convergence rate is O(h 3/2 ).
In Tables 1-3 we present the errors of the first ten eigenvalues for α = 5/3 and different mesh sizes,
where the empirical convergence rates are also shown. For all three potentials, there are only two real eigenvalues, and the rest appears as complex conjugate pairs. All the computed eigenvalues are simple.
Numerically, a second-order convergence is observed for all the eigenvalues. Further, the presence of a potential term influences the errors very little: they are almost identical for all three potentials, as are the convergence rates. The empirical rate is at least one half order higher than the theoretical one. The mechanism of the "superconvergence" phenomenon of the method still awaits explanation.
These observations were also confirmed by the numerical results for other α values; see Fig. 3 for the convergence behavior for four different α values, in case of the discontinuous potential q 3 . As the α value increases towards two, the number of real eigenvalues (which appear always in pair) also increases accordingly. The overall convergence seems relatively independent of the α values, except for α = 7/4, for which there are four real eigenvalues. Here the convergence rates for the first and second eigenvalues are different, with one slightly below two and the other slightly above two; see also Table 4 . A similar behavior can be observed for the third and fourth eigenvalues, although the difference is less dramatic.
The rest of the eigenvalues exhibits a second-order convergence, consistent with other cases. Hence the abnormality is only observed for the "newly" emerged real eigenvalues. The cause of the abnormal convergence behavior in the transient region is still unclear.
As was mentioned above, the Caputo eigenfunctions are fairly regular. We illustrate this in Fig. 4 , 
Riemann-Liouville derivative case
Now we turn to the numerically more challenging case of Riemann-Liouville derivative. By the regularity theory in Section 2.4, the eigenfunctions are less regular, with an inherent singularity concentrated at the origin and the degree of singularity is precisely of order x α−1 . Hence, one would naturally expect a slow convergence of the finite element approximations with a uniform mesh. Our experiments indicate that finite element approximations of the eigenfunctions for α close to unity indeed suffer from pronounced oscillations near the origin. The finite element method does converge, and hence the oscillations will go away as the mesh refines. Nonetheless, the oscillations still cast doubt into the accuracy of the eigenvalue approximations.
The numerical results for α = 5/3 with the three potentials are presented in Tables 5-7 . For all three potentials, the first nine eigenvalues are real and the rest appears as conjugate pairs, and in the tables, we
show the convergence results only for the first six eigenvalues. Surprisingly, the eigenvalue approximations exhibit consistently a second-order convergence, identical with that for the Caputo derivative. Like before, the convergence rate is almost independent of the presence of a potential term. The convergence behavior is further illustrated in Fig. 5 for different α values in the case of the discontinuous potential q 3 . The preceding observation remains largely true, except within a "transient" region 1.70 ≤ α ≤ 1.85 to which the value α = 7/4 belongs: the method still converges almost at the same rate, but the convergence is not as steady as for other cases. However, although not presented, we would like to remark that the convergence for larger eigenvalues is rather steady. We also emphasize that the good convergence of the eigenvalue approximations, especially for α close to one, has not been theoretically backed up. Our theory predicts that the eigenfunctions for the Caputo and Riemann-Liouville derivative behave very differently. To confirm this, we plot eigenfunctions for the latter in Fig. 6 . One can observe from
Figs. 4 and 6 that apart from a stronger singularity at the origin, the Riemann-Liouville eigenfunctions are also far more significantly attenuated towards x = 1. In case of q = 0, this might be explained by the 
Two extensions
In this part, we discuss two possible extensions of the finite element formulation.
A first natural idea of extension is to pursue other boundary conditions, e.g., Neumann type, Robin type or mixed type. The derivation of the variational formulation in Section 2 requires highly nontrivial modifications for these variations. As an illustration, we make the following straightforward attempt for the Riemann-Liouville case with mixed boundary conditions:
is a solution of (4.1) in the Riemann-Louiville case (for q = 0) since it satisfies the boundary conditions is necessary. This clearly illustrates the delicacy of properly treating boundary conditions in fractional differential equations, which has not received due attention in the literature.
Due to the one-sidedness of the fractional derivative, one naturally expects that a Neumann-type boundary condition on the left end point (x = 0) would influence the problem structure differently from that on the right end point (x = 1). Indeed, this seems to be generally the case. However, there is one special case for the Caputo derivative, where the spectrum cannot even distinguish the boundary conditions. With a vanishing potential q = 0, the eigenvalues are both given by the zeros of the Mittag-
Leffler function E α,1 (−λ) for either Neumann boundary condition u (0) = 0 or u (1) = 0. To see this, let u and v be solution to the following initial value problems:
Then following the construction in Section 2 (see also [13] ), the solutions u and v can be respectively represented by
Now in order for u to be an eigenvalue to the fractional SLP −
. Similarly, for v to be an eigenvalue
. This shows the desired assertion. In particular, this observation indicates the potential nonuniqueness issue for the related inverse Sturm-Liouville problem with a zero potential: given the complete spectrum, one may not even be able to determine the boundary condition. This is a bit surprising in view of the one-sidedness of the Caputo derivative.
Throughout we have exclusively focused our discussions on the left-sided Riemann-Liouville and Caputo derivatives. There are several alternative choices of the spatial derivative, depending on the specific applications. For example, one may also consider a mixed derivative D α θ defined by
where θ ∈ [0, 1] is a weight. The mixed derivative has been very popular in the mathematical modeling of spatial fractional diffusion. However, for such mixed derivative, there seems no known variational formulation, solution representation formula and the regularity pickup. Formally, for the fractional SLP with a mixed Riemann-Liouville derivative and a zero Dirichlet boundary condition, one would naturally expect that the respective weak formulation reads: find u ∈ H α/2 (D) and λ ∈ C such that
However, it is still unclear whether this does represent the proper variational formulation, due to a lack of the solution regularity, especially around the end points. Our numerical experiments with the variational formulation indicate that the eigenfunctions have singularity only at one end point, depending on the value of the weight θ: for θ > 1/2, the singularity is at the left end point, whereas for θ < 1/2, it is at the right end point. Due to the presence of fractional derivatives from both end points, the presence of only one single singularity seems counterintuitive. Nonetheless, in view of the empirically observed solution regularity, the numerical experiments do confirm a posteriori that the variational formulation in the Riemann-Liouville case seems plausible. However, a complete mathematical justification of the formulation is still missing. In contrast, the case of a mixed Caputo derivative is completely unclear.
Fractional SLP with a Riemann-Liouville derivative
In this part, we present a preliminary numerical study of the fractional SLP with a Riemann-Liouville derivative using the finite element method, since the Caputo case has been studied earlier in [12] .
In Section 4. [12] ). Generally, the structure of eigenvalues and eigenfunctions (for both fractional derivatives) is fairly elusive. For example, it is not known that the real eigenvalues always appear before complex conjugate pairs show up, and that the number of real eigenvalues is nondecreasing as the fractional order α increases, albeit both are observed in our numerical experiments.
One naturally wonders how the smallest eigenvalue λ 1 (α) would vary with the fractional order α.
It is tempting to conjecture that the real eigenvalue λ 1 (α) might be monotonically increasing in α, in view of the observation that asymptotically, the magnitude of the eigenvalues grows like (2nπ) α . This is however only partially correct; see Fig. 7 (a) for an illustration. It is observed that with the increase of the α value, the eigenvalue λ 1 (α) actually first monotonically decreases for α up to 1.27, and then it is monotonically increasing.
In case of a zero potential, the second and third real eigenvalues appear when the fractional order α increases from 1.3395 to 1.3396, where the complex conjugate pair 19.379372 ± 0.170620i splits into two real eigenvalues 19.283648 and 19.482320. Further refinement indicates these two real eigenvalues are genuinely simple, and with the second eigenfunction has one interior zero, and the third eigenfunction has two interior zeros, with the second zero located at 0.993, i.e., they are linearly independent. The second eigenfunction is shown in Fig. 7(b) , and the third one is graphically indistinguishable from the second one. Hence for all practical purposes, the third eigenfunction does not provide any new information In summary, the behavior of the fractional SLP is fairly intricate. Hence, not surprisingly, it is very difficult to obtain analytical results. The finite element method developed in this paper provides an invaluable tool for numerically investigating various "conjectures" on the analytical properties.
Concluding remarks
We have developed a finite element method for fractional Sturm-Liouville problems involving either the Caputo or Riemann-Liouville derivatives. It is based on novel variational formulations for fractional differential operators, and rigorous (but suboptimal) error bounds are provided for the approximate eigenvalues. Numerically, it is observed that the method converges at a second-order rate for both fractional derivatives, and can provide accurate estimates of multiple eigenvalues in the presence of either a smooth or nonsmooth potential term. Further, some properties of the eigenvalues and eigenfunctions are numerically studied.
This work represents only a first step towards rigorous numerics for fractional Sturm-Liouville problems. There are many possible extensions of the proposed method. First, the case of mixed left-sided and right-sided Caputo/Riemann-Liouville fractional derivatives occurs often in practice. However, the proper variational formulation and solution theory, especially regularity pickup, for such models are still unclear. Second, this work is exclusively concerned with Dirichlet eigenvalues. It is natural to pursue other boundary conditions, e.g., Neumann or Robin type boundary conditions. Third, a complete theoretical justification of the superior empirical performances of the finite element method is of immense interest.
