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Abstract
We introduce and analyze a natural geometric version of Renegar’s condition num-
ber R, which we call Grassmann condition number, for the homogeneous convex feasibility
problem associated with a regular cone C ⊆ Rn. Let Grn,m denote the Grassmann man-
ifold of m-dimensional linear subspaces of Rn with the Riemannian distance metric dg.
The set of ill-posed instances Σm ⊂ Grn,m consists of the linear subspaces W touch-
ing C. We deﬁne the Grassmann condition number C(W) of an m-dimensional subspace
W ∈ Grn,m as C(W)−1 := sindg(W,Σm). We also provide other characterizations of
C(W) and prove that C(W) ≤ R(A) ≤ C(W)κ(A), where W = imAT, and where
κ(A) =  A  A†  denotes the matrix condition number. This extends work by Belloni and
Freund in Math. Program. 119:95–107 (2009). Based on the Grassmann condition num-
ber, in a forthcoming paper, we shall provide, for the ﬁrst time, a probabilistic analysis of
Renegar’s condition number for an arbitrary regular cone C.
Key words: convex programming, perturbation, condition number
1 Introduction
It is by now a well established fact [24, 25, 28, 21, 15, 14, 10, 11] that the running time of a
variety of algorithms in linear programming can be eﬃciently bounded in terms of a notion of
condition. The condition is deﬁned as a measure of sensitivity of the output with respect to
small perturbations of the input. Diﬀerent variants of this notion exists: the most common is
the one originally introduced by Jim Renegar [23, 24, 25].
The analysis of the probability distribution of the condition of random input data is a
thoroughly studied subject, compare the recent survey [6] for references. It has recently
received increased attention through the concept of smoothed analysis, introduced by Spielman
and Teng [26], who managed to perform a smoothed analysis of Renegar’s condition number
for linear programming [12].
The motivation of the present work is to extend such probabilistic analyses to other convex
cones, notably to the cone of positive semideﬁnite matrices. Renegar’s condition number is
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1371/2-1 and DFG Research Training Group on Scientiﬁc Computation GRK 693 (PaSCo GK).
1hard to analyze directly. In fact, behind the analysis in [12] there is an intermediate concept,
the so-called GCC-condition number [9] tailored to the LP cone Rn
+, that has nice geometric
characterizations that facilitate its probabilistic analysis, see [8, 7]. All known probabilistic
analyses of condition numbers for linear programming heavily rely on the product structure
of the cone R+×···×R+ and thus cannot be extended to general convex cones. In this paper
we introduce a coordinate-free, geometric notion of condition of independent interest, that
allows to overcome this diﬃculty at the price of working in the intrinsic geometric setting of
Grassmann manifolds.
1.1 Renegar’s condition number
A regular cone C ⊂ Rn is a closed convex cone with nonempty interior that does not contain a
nontrivial linear subspace. The dual cone of C is deﬁned as ˘ C := {z ∈ Rn | ∀x ∈ C : zTx ≤ 0}.
If C is regular, then ˘ C is regular as well. We call C self-dual if ˘ C = −C. Important cones for
applications are, besides the LP case C = Rn
+, the second order cones C = Ln1 × ... × Lnk,
where Ln := {x ∈ Rn | xn ≥ x2
1 + ··· + ...,x2
n−1}, and the cone of positive semideﬁnite
matrices. All these cones are self-dual.
In the following we ﬁx a regular cone C ⊂ Rn. Throughout the paper we assume that
1 ≤ m < n. The homogeneous convex feasibility problem is to decide for a given matrix
A ∈ Rm×n the alternative
∃x ∈ Rn \ 0 s.t. Ax = 0, x ∈ ˘ C , (P)
∃y ∈ Rm \ 0 s.t. ATy ∈ C . (D)
We deﬁne the sets of primal and dual feasible instances with respect to C, respectively, by
F
P
R := {A ∈ Rm×n | (P) is feasible} = {A | ker(A) ∩ ˘ C  = 0} , (1)
F
D
R := {A ∈ Rm×n | (D) is feasible} = Rm×n
− ∪ {A | im(AT) ∩ C  = 0} , (2)
where Rm×n
− denotes the set of rank-deﬁcient matrices in Rm×n. Here are the most relevant
properties of the sets F
P
R and F
D
R: they are closed, both their boundaries coincide with the set
of ill-posed inputs ΣR := F
P
R ∩ F
D
R, and Rm×n = F
P
R ∪ F
D
R. (We shall state and prove related
statements in Section 1.2). We also note that F
P
R and F
D
R are invariant under the action of
the general linear group GL(m) on Rm×n by left multiplication.
Renegar’s condition [23, 24, 25] is deﬁned as the function
R := RC : Rm×n \ 0 → [1,∞] , RC(A) :=
 A 
d(A,ΣR)
, (3)
where  A  denotes the spectral norm, and d(A,ΣR) = min{ A − A′  | A′ ∈ ΣR}. One can
also characterize R(A)−1 as the maximum size of a perturbation of A, that does not change
the feasibility status of A,
R(A)−1 = max
￿
r
￿
￿ ￿
￿ ∆A  ≤ r ·  A  ⇒
￿
A + ∆A ∈ F
P
R if A ∈ F
P
R
A + ∆A ∈ F
D
R if A ∈ F
D
R
￿￿
.
The logarithm of Renegar’s condition number is known to control the number of iterations
of the ellipsoid method [15], as well as of primal-dual interior-point methods solving the
homogeneous convex feasibility problem. See [29] for a recent general result and further
references.
21.2 The Grassmann condition number
The Grassmann manifold Grn,m is deﬁned as the set of m-dimensional linear subspaces W
of Rn. Following (1) and (2), we deﬁne the sets of m-dimensional primal feasible subspaces,
and dual feasible subspaces with respect to the regular cone C, respectively, by
Pm(C) := {W ∈ Grn,m | W⊥ ∩ ˘ C  = 0} , Dm(C) := {W ∈ Grn,m | W ∩ C  = 0}.
Note that, unlike in (P) and (D), there is no structural diﬀerence between primal and dual
feasibility. The primal feasibility of W with respect to C just means the dual feasibility of
W⊥ with respect to ˘ C. In terms of the involution
ι: Grn,m → Grn,n−m, W  → W⊥
this can be expressed as Pm(C) = ι
￿
Dn−m( ˘ C)
￿
.
We claim that Grn,m = Pm(C) ∪ Dm(C). For this recall the well-known theorem on
alternatives, which for C = Rn
+ is also known as Farkas’ Lemma:1 for W ∈ Grn,m we have
W ∩ int(C)  = ∅ ⇐⇒ W⊥ ∩ ˘ C = 0. (4)
Now W  ∈ Pm(C) means W⊥ ∩ ˘ C = 0, which by (4) is equivalent to W ∩ int(C)  = ∅. This in
particular implies W ∈ Dm(C).
By a similar reasoning we obtain the following characterization of the set of m-dimensional
ill-posed subspaces Σm(C) := Pm(C) ∩ Dm(C) with respect to C:
Σm(C) = {W ∈ Grn,m | W ∩ C  = 0 and W ∩ int(C) = ∅} . (5)
Thus Σm(C) consists of the subspaces W ∈ Grn,m touching the cone C. As for the involution ι
we obtain the following duality relations:
ι(Pm(C)) = Dn−m( ˘ C), ι(Dm(C)) = Pn−m( ˘ C), ι(Σm(C)) = Σn−m( ˘ C). (6)
There is a natural topology on Grn,m that can, for instance, be deﬁned as follows: U ⊆
Grn,m is open iﬀ π−1(U) is open, where π: Rm×n
∗ → Grn,m, A  → im(AT) and Rm×n
∗ denotes
the set of matrices A ∈ Rm×n of full rank m.
Proposition 1.1. (1) The sets Pm(C) and Dm(C) are both closed subsets Grn,m.
(2) The boundaries of Pm(C) and Dm(C) both coincide with Σm(C).
It is well known that the Grassmann manifold Grn,m is a compact smooth manifold of
dimension m(n−m), on which the orthogonal group O(n) acts transitively, see for instance [5].
There is a natural Riemannian metric on Grn,m that is invariant under the action of O(n)
and which is uniquely determined up to a scaling factor [17]. The scaling factor is determined
by the following description. Fix a 2-dimensional subspace E of Rn and denote by Rα ∈
O(n) the rotation that ﬁxes the elements of E⊥ and, restricted to E, is the rotation by
the angle α. Then, for all W ∈ Grn,m with dim(W ∩ E) = dim(W⊥ ∩ E) = 1, the curve
γ: R → Grn,m, α  → Rα(W), has unit speed, i.e.,  
dγ
dα(α)  = 1. With this choice of the
1Although this theorem of alternatives is folklore, we could not ﬁnd a perfect reference for it in the literature.
See for example [3, Thm. 3] for a complex version of (4). The given proof is easily adapted to the real case.
3Riemannian metric on Grassmann manifolds, the involution ι: Grn,m → Grn,n−m, W  → W⊥
is isometric. The geodesic distance dg(W1,W2) between W1,W2 ∈ Grn,m is deﬁned as the
minimum length of a piecewise smooth curve in Grn,m connecting W1 with W2. This deﬁnes
a metric on Grn,m. The topology induced by the geodesic metric coincides with the topology
induced by the projection π: Rm×n
∗ → Grn,m, A  → im(AT).
The following deﬁnition of condition on Grn,m is completely natural from a diﬀerential
geometer’s point of view.
Deﬁnition 1.2. The Grassmann condition with respect to the regular cone C ⊆ Rn is deﬁned
as the function
CC : Grn,m → [1,∞] , CC(W) :=
1
sindg(W,Σm(C))
,
where dg(W,Σm(C)) := inf{dg(W,W′) | W′ ∈ Σm(C)}.
We have dg(W1,W2) = dg(W⊥
1 ,W⊥
2 ) since the involution ι: Grn,m → Grn,n−m, W  → W⊥
is isometric. This implies
CC(W) = C ˘ C(W⊥) . (7)
When the reference cone C is clear from the context we simply write C = CC
Remark 1.3. Another possible metric on Grn,m is the projection distance dp(W1,W2) :=
 ΠW1 −ΠW2 , where ΠWi denotes the orthogonal projection onto Wi, cf. [16, §2.6]. In Propo-
sition 4.6 we will see that CC(W)−1 = dp(W,Σm(C)) = inf{dp(W,W′) | W′ ∈ Σm(C)}.
In order to obtain a deeper understanding of Grn,m and its geodesic distance dg we need
the notion of principal angles going back to Jordan [18]. We use their characterization in
terms of singular values as given in [4].
We call a matrix B ∈ Rm×n balanced iﬀ BBT = Im. Let W1,W2 ∈ Grn,m and let
Bi ∈ Rm×n be balanced such that Wi = im(BT
i ), i.e., the rows of Bi form an orthonormal
basis of Wi. Let σ1 ≥ ... ≥ σm denote the singular values of B1BT
2 . Note that σ1 =
 B1BT
2   ≤  B1  BT
2   = 1. One may deﬁne the principal angles between W1 and W2 as
αi := arccosσi ∈ [0,π/2]. The principal angles depend only on the pair W1,W2 of subspaces.
Their relevance derives from the known fact [18, 30] that two pairs of subspaces in Grn,m lie
in the same O(n)-orbit iﬀ they have the same vector α of principal angles. Hence the geodesic
distance dg(W1,W2) should be expressible in terms of α. In fact, the following is true, cf. [30]:
dg(W1,W2) =  α 2 =
q
α2
1 + ... + α2
m . (8)
1.3 Main results
Our goal will be to relate the Grassmann condition number to Renegar’s condition number.
Again we ﬁx a regular cone C ⊆ Rn.
The angle ∢(x,y) between two vectors x,y ∈ Rn\0 is deﬁned by ∢(x,y) := arccos
￿ xTy
 x  y 
￿
,
where     denotes the Euclidean norm. We deﬁne the angle between x and a subspace
W ∈ Grn,m by ∢(x,W) := min{∢(x,y) | y ∈ W \ 0}. Lemma 4.2 to be proven in Section 4
states that dg(W,Ex) = ∢(x,W), where Ex := {W′ ∈ Grn,m | x ∈ W′}. From this result we
4can easily get a characterization of C(W) in the primal feasible case W ∈ Pm(C) as follows.
Note that
Dm(C) = {W′ ∈ Grn,m | W′ ∩ C  = 0} =
S
x∈C\0 Ex .
Deﬁning the angle between W and a regular cone C by ∢(C,W) := inf{∢(x,W) | x ∈ C \0},
we conclude with Lemma 4.2 that,
dg(W,Dm(C)) = inf
x∈C\0
dg(W,Ex) = inf
x∈C\0
∢(x,W) = ∢(C,W). (9)
Proposition 1.1 implies dg(W,Σm(C)) = dg(W,Dm(C)) in the case W ∈ Pm(C). We have
thus shown the following result.
Proposition 1.4. We have C(W)−1 = sin∢(C,W) for W ∈ Pm(C).
A subspace W ∈ Grn,m can be represented by a matrix A ∈ Rm×n
∗ in the form W =
im(AT) = ker(A)⊥. The numerical quality of the matrix A is measured by its condition
number κ(A) =  A  A† , where A† ∈ Rn×m stands for the Moore-Penrose pseudoinverse
of A. It is easy see that κ(A) = 1 iﬀ A is balanced (cf. Lemma 2.1). Our main result states
that C(W) equals Renegar’s condition number R(B) for a balanced representations B of the
subspace W.
Theorem 1.5. For B ∈ Rm×n balanced and W = im(BT) we have
C(W) = R(B) .
Now we address the question to what extent R(A) deviates from C(W), when we represent
the subspace W by a nonbalanced matrix A such that W = im(AT). As one may expect, this
is quantiﬁed by the matrix condition number κ(A).
Theorem 1.6. For A ∈ Rm×n
∗ and W = im(AT) we have
C(W) ≤ R(A) ≤ κ(A) · C(W) .
The left-hand inequality states that R cannot increase when we replace A by its balanced
approximation (cf. Section 2). The right-hand inequality expresses the fact that a large con-
dition R(A) is either caused by a large C(W), i.e., W meeting/missing C at small angle, or
caused by a large κ(A), i.e., a badly conditioned matrix A representing the subspace W.
Theorem 1.6 allows to break up the probabilistic study of R into the study of the geometric
condition C and the matrix condition κ. In particular, for random matrices A we have
ElogR(A) ≤ Elogκ(A) + ElogC(A).
In the forthcoming paper [1] we will, based on methods from diﬀerential and integral
geometry, give tight bounds on the tail probability of C and the expectation ElogC(A) for
random A ∈ Rm×n with independent standard Gaussian entries, for any regular cone C.
Remark 1.7. In the dual feasible case, the Grassmann condition as characterized in Propo-
sition 1.4 was already considered by Belloni and Freund in [2] and also the inequalities in
Theorem 1.6 were derived. What is missing in [2] is the treatment of the primal feasible
case, and the geometric viewpoint in the Grassmann manifold, which leads to a completely
transparent picture with regard to duality.
5Finally, we present a further geometric characterization of C(W), which is an easy conse-
quence of a known characterization of Renegar’s condition number in the primal feasible case,
see [25] or [22, Cor. 3.6]. Let Bn denote the closed unit ball in Rn.
Theorem 1.8. For W ∈ Pm(C) we have
C(W)−1 = max{r | r · Bn ∩ W ⊆ ΠW( ˘ C ∩ Bn)}.
The remainder of the paper is devoted to the proofs of the results stated.
2 Preliminaries
The Frobenius norm of a matrix A ∈ Rm×n is deﬁned as  A F := tr(AAT)1/2. Recall that
 A  denotes the spectral norm, that is, the largest singular value. Both matrix norms are
invariant under the left and right multiplication with orthogonal matrices. We will frequently
use the well known fact that  xyT  =  xyT F =  x  y  for x ∈ Rm and y ∈ Rn. (This
follows easily from the orthogonal invariance.)
A linear map between Euclidean vector spaces is called isometrical iﬀ it preserves the inner
product between vectors. The next lemma is well known and summarizes some of the deﬁning
properties of balanced matrices.
Lemma 2.1. For a matrix A ∈ Rm×n
∗ the following conditions are equivalent:
(1) A is balanced,
(2) the map AT : Rm → Rn is isometrical,
(3) A restricted to ker(A)⊥ is isometrical,
(4) κ(A) =  A  = 1.
In this case, ATA equals the orthogonal projection onto im(AT) = ker(A)⊥.
Proof. AT is isometrical iﬀ (ATei)T(ATej) = δij for all i,j. This is equivalent to eT
i AATej =
δij, or AAT = Im, which means that A is balanced. We have thus veriﬁed the equivalence of
(1) and (2).
We show now the equivalence of (1) and (3). Suppose that A is balanced. Then we have
(AATy1)TAATy2 = yT
1 y2 = (ATy1)T(ATy2) for all y1,y2 ∈ Rm. Hence the map A restricted
to ker(A)⊥ = imAT is isometrical.
To see the converse, suppose that (AATy1)TAATy2 = (ATy1)T(ATy2). This means that
AATAAT = AAT. Since AAT is invertible we get AAT = Im.
To see the equivalence of (1) and (4) suppose that A is balanced. Then  A  = 1 by (2)
and  A†  = 1 by (3). Conversely, assume that  A  =  A†  = 1. Since  A  is the largest
and  A† −1 is the smallest singular value of A, it follows that A = U (Im 0)V for orthogonal
matrices U ∈ O(m) and V ∈ O(n), cf. [16]. Hence (2) and thus (1) is true.
For the last assertion, let x = x1 + x2 with x1 ∈ ker(A) and x2 ∈ im(AT), say x2 = ATy2.
Then ATAx1 = 0 and ATAx2 = ATAATy2 = ATy2 = x2. Hence ATA equals the orthogonal
projection onto im(AT). ✷
6Recall that Rm×n
− denotes the set of rank deﬁcient matrices in Rm×n. The Eckart-Young
Theorem [13], see also [16, §2.5.5], states that
d(A,Rm×n
− ) =  A† −1. (10)
It follows that d(A,Rm×n
− ) = 1 if A is balanced.
In Section 1.3 we deﬁned the angle ∢(x,W) between a vector x ∈ Rn \ 0 and a subspace
W ∈ Grn,m. It is easy to see that ∢(x,W) = arccos
￿
 ΠW(x) / x 
￿
, where ΠW denotes the
orthogonal projection onto W. Note that ∢(x,W) ∈ [0,π/2].
For any A ∈ Rm×n
∗ we deﬁne S =
√
AAT and B = S−1A. Then S is positive deﬁnite and
BBT = S−1AATS−1 = I, hence B is balanced. One calls A = SB the polar decomposition
of A, cf. [16, §4.2.10]. It is clear that A and S have the same singular values [16, §2.5.3]
σ1 ≥ ··· ≥ σm > 0. In particular,  A  = σ1 =  S  and  A†  = σ−1
m =  S−1 . We shall call
B the balanced approximation of A. Replacing A by its balanced approximation B may be
interpreted as a preconditioning process.
Proof of Proposition 1.1. (1) Note that E := {(x,W) ∈ Sn−1 × Grn,m | x ∈ W} is a closed
subset of Sn−1 × Grn,m. The set Dm(C) is obtained as the projection of the compact set
(C × Grn,m) ∩ E onto the second component. A standard compactness argument shows that
Dm(C) is closed. The closedness of Pm(C) = ι(Dn−m( ˘ C)), cf. (6), follows from the closedness
of Dn−m( ˘ C) and the continuity of ι.
(2) As Pm(C) ∪ Dm(C) = Grn,m, we have Grn,m \Pm(C) ⊆ Dm(C), and thus ∂Pm(C) ⊆
Σm(C). Analogously, we have ∂Dm(C) ⊆ Σm(C).
For the other inclusion suppose W ∈ Σm(C), say x ∈ W ∩C for some x  = 0. There exists
a sequence xk ∈ int(C) such that  x − xk  ≤ 1
k for all k > 0. Put W := W ∩ x⊥ and deﬁne
Wk := Rxk+W. The forthcoming Lemma 4.1 states that dg(W,Wk) equals the angle between
the lines Rx and Rxk. Hence Wk converges to W for k → ∞. As xk ∈ Wk ∩ int(C) we have
Wk ∈ Grn,m \Pm(C) by (4) and hence W ∈ Grn,m \Pm(C). This proves Σm(C) ⊆ ∂Pm(C).
We have thus shown that ∂Pm(C) = Σm(C). The assertion ∂Dm(C) = Σm(C) follows now
from the duality relations (6). ✷
3 Perturbations of balanced operators
We provide here the proofs of most of the results stated in the introduction.
Suppose B ∈ Rm×n
∗ and consider a line Rx that is not contained in W = im(BT). What is
the minimum norm of a perturbation ∆ of B such that Rx ⊆ im(BT +∆T)? The two lemmas
below show that, for a balanced matrix B, the answer is given by sin∢(x,W). We also answer
the analogous question with regard to ker(B).
Lemma 3.1. Let B ∈ Rm×n be balanced and W := im(BT). Furthermore, let x ∈ Rn \ 0 and
put α := ∢(x,W), β := ∢(x,W⊥) = π
2 − α. Then for all ∆,∆′ ∈ Rm×n,
x ∈ im(BT + ∆T) ⇒  ∆  ≥ sinα ,
x ∈ ker(B + ∆′) ⇒  ∆′  ≥ sinβ .
7Proof. If x ∈ im(BT +∆T), then there exists v ∈ Sm−1 and r > 0 such that (BT +∆T)v = rx.
Then we have, as  BTv  = 1,
 ∆  ≥  ∆Tv  =  rx − BTv  ≥ sin∢(x,BTv) ≥ sinα .
If (B + ∆′) · x = 0, we have, writing x◦ :=  x −1x,
 ∆′  ≥  ∆′x◦  =  Bx◦  =  BTBx◦  = cosα = sinβ ,
as BTB is the orthogonal projection onto W, cf. Lemma 2.1. ✷
We will show next that the lower bounds in Lemma 3.1 are sharp by constructing explicit
rank one perturbations.
Lemma 3.2. We make the same assumptions as in Lemma 3.1 and additionally suppose that
x  ∈ W⊥ and  x  = 1. There exist matrices ∆,∆′ ∈ Rm×n of rank at most one such that
 ∆ F = sinα,  ∆′ F = sinβ, and x ∈ im(BT + ∆T), x ∈ ker(B + ∆′).
Proof. The matrices in the lemma may be chosen as
∆ := Bp(cos(α)x − p)T , ∆′ := −BxxT ,
where p := cos(α)−1 BTBx is the normalized orthogonal projection of x on W. These are
matrices of rank at most 1. Using the fact  yzT F =  y  z  we obtain for their Frobenius
norms
 ∆ F =  Bp  ·  cos(α)x − p  = sinα
and
 ∆′ F =  BxxT F =  Bx  ·  x  =  BTBx  ·  x  = cosα = sinβ .
Furthermore, we have
(BT + ∆T)Bx = BTBx + (cos(α)x − p)pTBTBx
= cos(α)p + cos(α) · (cos(α)x − p)pTp = cos2(α) · x ,
which shows that x ∈ im(BT +∆T). Moreover, we have (B +∆′)x = Bx−BxxTx = 0, which
shows that x ∈ ker(B + ∆′). ✷
Proof of Theorem 1.5. Let B ∈ Rm×n be balanced such that W = im(BT). We shall distin-
guish two cases.
(i) We assume that W ∈ Pm(C). Lemma 3.1 implies that for any x  = 0,
inf{ ∆  | x ∈ im(BT + ∆T)} ≥ sin∢(x,W) . (11)
In the case x  ∈ W⊥, Lemma 3.2 implies that equality holds (and the inﬁmum is attained).
By a limit consideration it follows that equality also holds for x ∈ W⊥ \ 0 (but the inﬁmum
may not be attained). It follows from the equality in (11) that
inf{ ∆  | im(BT + ∆T) ∩ C  = 0} = inf
x∈C\0
sin∢(x,W) = sin∢(C,W). (12)
We conclude that d(B,D) = sin∢(C,W), where D := {A ∈ Rm×n | im(AT) ∩ C  = 0}.
8By (2), we have d(B,F
D
R) = min{d(B,D),d(B,Rm×n
− )}. But the Eckart-Young Theo-
rem (10) implies d(B,Rm×n
− ) = 1. Therefore we have by the deﬁnition of Renegar’s condition
number (3),
R(B)−1 = d(B,ΣR) = d(B,F
D
R) = d(B,D) = sin∢(C,W).
Here we used the assumption W ∈ Pm(C), which means B ∈ F
P
R. Finally, Proposition 1.4
states that C(W)−1 = sin∢(C,W). Hence we conclude that C(W) = R(B) in the case
W ∈ Pm(C).
(ii) We assume now that W ∈ Dm(C), that is, B ∈ F
D
R. Lemma 3.1 implies for x  = 0 that
inf{ ∆′  | x ∈ ker(B + ∆′)} ≥ sin∢(x,W⊥)
and Lemma 3.2 shows that equality holds. Taking the inﬁmum over all nonzero x ∈ ˘ C it
follows that
R(B)−1 = d(B,F
P
R) = inf
￿
 ∆′  | ker
￿
B + ∆′￿
∩ ˘ C  = 0
￿
= sin∢( ˘ C,W⊥) .
On the other hand, W ∈ Dm(C) implies W⊥ ∈ Pm( ˘ C) and therefore, Proposition 1.4 yields
C ˘ C(W⊥)−1 = sin∢( ˘ C,W⊥). Hence we conclude that C ˘ C(W⊥) = RC(B). Finally, due to (7),
we get CC(W) = C ˘ C(W⊥) = RC(B), which completes the proof of Theorem 1.5. ✷
Remark 3.3. The proof of Theorem 1.5 shows that dF(A,ΣR) = d(A,ΣR) for a balanced
matrix A ∈ Rm×n, where dF denotes the distance measured in the Frobenius norm. In fact,
this also holds for the nonbalanced case. In the dual feasible case A ∈ F
D
R, a perturbation ∆
such that A + ∆ ∈ F
P
R and  ∆ F = d(A,ΣR) is given by ∆ = −AppT, where p ∈ ˘ C ∩ Sn−1 is
chosen such that  Ap  = min{ Aq  | q ∈ ˘ C ∩ Sn−1}, cf. [2, Lem. 3.2]. In the primal feasible
case A ∈ F
P
R, the fact that one can ﬁnd rank-one perturbations ∆ such that A + ∆ ∈ ΣR and
 ∆ F = d(A,ΣR) follows from [22, Prop. 3.5].
Proof of Theorem 1.6. Let A = SB be the polar decomposition of A ∈ Rm×n
∗ . Then B is
balanced and S =
√
AAT. Since A and S have the same singular values we have  S  =  A 
and  S−1  =  A†  (compare Section 2). By the main Theorem 1.5 we have C(W) = R(B).
Thus, by the deﬁnition (3) of Renegar’s condition number, the assertion of Theorem 1.6 is
equivalent to
1
d(B,ΣR)
≤
 A 
d(A,ΣR)
≤  A  A† 
1
d(B,ΣR)
,
or, equivalently,
 S−1 d(B,ΣR) ≤ d(A,ΣR) ≤  S d(B,ΣR) . (13)
To show the right-hand inequality, let ˜ B ∈ ΣR be such that d(B,ΣR) =  B − ˜ B . We
deﬁne ˜ A := S ˜ B. Then we have ˜ A ∈ ΣR by the invariance of ΣR under the GL(m)-left action
on Rm×n. Therefore,
d(A,ΣR) ≤  A − ˜ A  ≤  S(B − ˜ B)  ≤  S  B − ˜ B  =  S d(B,ΣR).
For the left-hand inequality, let ˜ A ∈ ΣR be such that d(A,ΣR) =  A − ˜ A . We deﬁne
˜ B := S−1 ˜ A and note that ˜ B ∈ ΣR. Then we have
d(B,ΣR) ≤  B − ˜ B  ≤  S−1(A − ˜ A)  ≤  S−1  A − ˜ A  =  S−1 d(A,ΣR). ✷
9Proof of Theorem 1.8. We use the following known characterization of Renegar’s condition
number in the primal feasible case: For A ∈ F
P
R and  A  = 1 we have (see [25] or [22,
Cor. 3.6])
R(A)−1 = max{r | r · Bm ⊆ A(Bn ∩ ˘ C)} .
Let A ∈ F
P
R be balanced such that W = im(AT). From Theorem 1.5 and from the above
characterization of R(A)−1 we get
C(W)−1 = max{r | r · Bm ⊆ A(Bn ∩ ˘ C)} = max
￿
r | r · AT(Bm) ⊆ ATA(Bn ∩ ˘ C)
￿
,
where the last equality follows from the fact that the map AT : Rm → Rn is isometrical,
cf. Lemma 2.1. Since ATA is the orthogonal projection ΠW : Rn → W, we get
C(W)−1 = max
￿
r | r · Bn ∩ W ⊆ ΠW(Bn ∩ ˘ C)
￿
. ✷
4 Distances in the Grassmann manifold
The goal here is to supplement the proof of Lemma 4.2, which was needed for the main
theorem, and to show that diﬀerent choices of distances in the Grassmann manifold yield the
same notion of Grassmann condition.
Lemma 4.1. Let W1,W2 ∈ Grn,m such that W := W1 ∩ W2 has the dimension m − 1 and
let the line Rxi denote the orthogonal complement of W in Wi such that  xi  = 1. Then the
principal angles α1 ≤ ... ≤ αm between W1 and W2 are given by α1 = ... = αm−1 = 0 and
αm = arccos|xT
1 x2|. The geodesic distance dg(W1,W2) equals the angle between Rx1 and Rx2.
Proof. Let the rows of Bi ∈ Rm×n consist of xi and an orthonormal basis of W. Then Bi is
balanced and im(BT
i ) = Wi. We have B1BT
2 =
￿
xT
1 x2 0
0 Im−1
￿
. Hence the vector of principal
angles between W1 and W2 equals (0,...,0,αm), where αm = arccos|xT
1 x2|. Equation (8)
implies dg(W1,W2) = α1 as claimed. ✷
Lemma 4.2. For x ∈ Rn \0 set Ex := {W′ ∈ Grn,m | x ∈ W′}. Then we have for W ∈ Grn,m
dg(W,Ex) := inf{dg(W,W′) | W′ ∈ Ex} = ∢(x,W) .
Furthermore, there exists W′ ∈ Ex with dg(W,Ex) = dg(W,W′) and dim(W ∩ W′) ≥ m − 1.
Proof. Let w ∈ W \ 0 be such that θ := ∢(x,W) = ∢(x,w). Without loss of generality we
may assume  x  =  w  = 1. We have the orthogonal decomposition W = W + Rw, where
W := W ∩ w⊥. Note that x ∈ W
⊥ since x − cos(θ)w ∈ W⊥. Hence we have an orthogonal
decomposition W′ := W + Rx and Lemma 4.1 implies that dg(W,W′) = ∢(x,w) = θ.
It remains to prove that dg(W,Ex) ≥ θ, For this, take any space W′ ∈ Ex and put W :=
W′ ∩ x⊥. Then we have an orthogonal decomposition W′ = W + Rx. In order to calculate
the principal angles between W and W′, let b1,...,bm−1 be an orthonormal basis of W and
consider the balanced matrix ˜ B ∈ Rm×n with the rows x,b1,...,bm−1. Then we have
˜ Bw = (xTw,xTb1,...,xTbm−1) = (xTw,0,...,0)
10since x ∈ W
⊥. Therefore,   ˜ Bw  = xTw = cosθ. Let B ∈ Rm×n denote a balanced matrix
consisting of the ﬁrst row w and an orthonormal basis of W. Using the fact that the smallest
singular value σm of the matrix ˜ BBT is given by σm = min y =1   ˜ BBTy  (cf. [27, Thm. I.4.3]),
we conclude σm ≤   ˜ BBTe1  =   ˜ Bw  = cosθ. If we denote by α = (α1,...,αm) the vector of
principal angles between ˜ W and W, we get by (8),
dg( ˜ W,W) =  α 2 ≥  α ∞ = arccos(σm) ≥ θ . ✷
Finally, we consider two further metrics on Grn,m, which may be more familiar than the
geodesic distance. On the one hand, we have the projection metric dp(W1,W2) =  ΠW1−ΠW2 ,
where ΠWi denotes the orthogonal projection onto Wi, cf. [16, §2.6]. On the other hand, we
have the Hausdorﬀ distance, which is given by
dH(W1,W2) = max{∢(x,W2) | x ∈ W1 \ 0} . (14)
This notion of distance evolves from the identiﬁcation of a subspace W ∈ Grn,m with the
subsphere W ∩ Sn−1 of the unit sphere. As the unit sphere is a metric space, also the set
of closed subsets of Sn−1 is endowed with a natural metric, which is known as the Hausdorﬀ
metric (cf. for example [20, §1.2]). For subspheres resp. subspaces via the above identiﬁcation,
this metric is given as stated in (14).
Lemma 4.3. Let W1,W2 ∈ Grn,m, and let α denote the vector of principal angles between W1
and W2. Then
dp(W1,W2) = sin α ∞ , dH(W1,W2) =  α ∞ .
Proof. For the equality dp(W1,W2) = sin α ∞ see for example [16, §12.4.3] or [27, §5.3]. For
the expression of the Hausdorﬀ metric let the rows of Bi ∈ Rm×n form an orthonormal basis
of Wi, for i = 1,2. Using the characterization of the smallest singular value of a matrix A via
min y =1  Ay , and using Lemma 2.1, we get
cos α ∞ = min
 y =1
 B2BT
1 y  = min
x∈W1∩Sn−1  B2x  = min
x∈W1∩Sn−1  ΠW2x  .
Applying the arccosine thus yields
 α ∞ = max
x∈W1∩Sn−1 arccos( ΠW2x ) = max
x∈W1∩Sn−1 ∢(x,W2) = dH(W1,W2) . ✷
Corollary 4.4. For W1,W2 ∈ Grn,m we have dH(W1,W2) ≤ dg(W1,W2). We have equality
if dim(W1 ∩ W2) ≥ m − 1. Moreover, dH(W1,Ex) = dg(W1,Ex) for x ∈ Rn \ 0.
Proof. The inequality dH ≤ dg is obvious from Lemma 4.3. Suppose now that dim(W1∩W2) =
m − 1. Then Lemma 4.1 states that the vector of principal angles between W1 and W2 is of
the form (0,...,0,αm). Hence Lemma 4.3 shows that dH(W1,W2) = dg(W1,W2). The last
assertion is immediate from Lemma 4.2. ✷
A proof for the following lemma can be found in [19, Thm. 3].
Lemma 4.5. The nonzero principal angles between W1,W2 ∈ Grn,m coincide with the nonzero
principal angles between W⊥
1 ,W⊥
2 ∈ Grn,n−m.
11Lemma 4.3 and Lemma 4.5 imply that dH(W1,W2) = dH(W⊥
1 ,W⊥
2 ) for W1,W2 ∈ Grn,m.
Using (6) we conclude that for W ∈ Grn,m
dH(W,Σm(C)) = dH(W⊥,Σm( ˘ C)) . (15)
We can ﬁnally show that the projection distance and the sine of the Hausdorﬀ distance
deﬁne the same notion of Grassmann condition.
Proposition 4.6. For W ∈ Grn,m the Grassmann condition C(W) is given in terms of the
Hausdorﬀ and the projection distance via
C(W)−1 = sindH(W,Σm) = dp(W,Σm) . (16)
Proof. The second equality in (16) follows immediately from Lemma 4.3. Thus it remains to
show that dg(W,Σm) = dH(W,Σm). Corollary 4.4 implies dg(W,Σm) ≥ dH(W,Σm).
For the reverse inequality, by (7) and (15), we may assume that W ∈ Pm = Pm(C)
without loss of generality. Arguing as for (9), we have dH(W,Σm) = dH(W,Dm) = dH(W,Ex)
for a suitable x ∈ C \ 0. By Lemma 4.2 and Corollary 4.4 there exists W′ ∈ Ex such that
dH(W,Ex) = dg(W,Ex) = dg(W,W′). Hence, as W′ ∈ Dm,
dg(W,Σm) = dg(W,Dm) ≤ dg(W,W′) = dH(W,Ex) = dH(W,Σm). ✷
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