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THE DELTA INVARIANT OF CURVES ON RATIONAL SURFACES II:
POINCARE´ SERIES AND TOPOLOGICAL ASPECTS
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AND ANDRA´S NE´METHI
Abstract. In this article we study abstract and embedded invariants of reduced curve
germs via topological techniques. One of the most important numerical analytic invari-
ants of an abstract curve is its delta invariant. Our primary goal is to develop delta
invariant formulae for curves embedded in rational singularities in terms of embedded
data. The topological machinery not only produces formulae, but it also creates deep
connections with the theory of (analytical and topological) multivariable Poincare´ series.
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1. Introduction
In this article we study crucial abstract and embedded invariants of reduced curve
germs via topological techniques. One of the most important numerical analytic invari-
ants of an abstract curve is its delta invariant. Our primary goal is to develop delta
invariant formulae for curves embedded in rational singularities in terms of embedded
data. Some of the formulae, which will be considered, were already found in [13] us-
ing algebro-geometric methods. Nevertheless, in the present note we run a completely
different (mostly topological) machinery, which produces some additional formulae and
also creates deep connections with the theory of (analytical and topological) multivariable
Poincare´ series.
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The motivation for this work comes from the common territory between the local and
global study of a (reduced) curve on a projective normal surface. In order to discuss this
aspect both from local and global points of view, in the sequel we make the following
preparations.
1.1. Let (X, 0) be a normal surface singularity and (C, 0) ⊂ (X, 0) a reduced curve germ
on it. Regarding the normal surface singularity, for simplicity we will assume that its link
Σ is a rational homology sphere, denoted by QHS3 (e.g. rational singularities satisfy
this restriction).
Then, we fix a good embedded resolution π : X˜ → X of the pair C ⊂ X and consider
the usual combinatorial package of the resolution (for details see section 2.1): E = π−1(0)
is the exceptional curve with its decomposition ∪vEv into irreducible components, L =
H2(X˜,Z) = Z〈Ev〉v is the lattice of π endowed with the negative definite intersection
form (Ev, Ew)v,w. We identify the dual lattice L
′ with those rational cycles ℓ′ ∈ L ⊗ Q
for which (ℓ′, ℓ) ∈ Z for any ℓ ∈ L. Then L′/L is the finite group H1(∂X˜,Z) (∂X˜ = Σ),
which will be denoted by H . We set [ℓ′] for the class of ℓ′ ∈ L′ in H .
Let Kπ ∈ L′ be the canonical cycle of π (cf. (9)), and we consider for any ℓ′ ∈ L′
the Riemann–Roch expression χ(ℓ′) := −(ℓ′, ℓ′ + Kπ)/2 (note that if ℓ ∈ L is effective
and non-zero then χ(ℓ) = h0(Oℓ) − h1(Oℓ)). Throughout this article, for a fixed good
resolution π the notation ZK := −Kπ will be used.
Let S ′ be the Lipman (anti-nef) cone {ℓ′ ∈ L′ : (ℓ′, Ev) ≤ 0 for all v}. By the negative
definiteness of (−,−) we know that S ′ sits in the first quadrant of L ⊗ R. One shows
that for any h ∈ H there exists a unique sh ∈ S ′ such that [sh] = h and sh is minimal
with these two properties. The cycle sh is zero only if h = 0, and it usually is rather
arithmetical and hard to find explicitly, cf. [31].
Regarding the embedded curve C, let π∗(C) be its total transform. It decomposes into
ℓ′C + C˜, where C˜ ⊂ X˜ is the strict transform and ℓ′C ∈ L′ is a rational cycle determined
uniquely by the property that ℓ′C + C˜ is a numerically trivial divisor. The embedded
topological type of C is basically determined by the information on how many components
of C˜ intersect each Ev.
Then, as a first step we consider two numerical invariants: the delta invariant δ(C) of
the abstract curve germ (C, 0) and the embedded topological invariant χ(−ℓ′C) of the pair
C ⊂ X.
1.2. Motivation (I). From a global analytic/algebraic point of view, there are several
articles studying the generalized Riemann–Roch theorem for Weil divisors on projective
normal surfaces. In this context, the usual formula valid for smooth surfaces is modified
by a correction term associated with the local singular points. E.g., Blache in [1] provides
the following formula, valid for any projective normal surface Y and any Weil divisor D
of Y
χ(OY (D)) = χ(OY ) + 1
2
(D,D −KY )−
∑
y∈Sing(Y )
AY,y(−D),
where the local correction contribution associated with the singular points is encoded by
a map AY,y : Weil(Y, y)/Cartier(Y, y)→ Q, which additionally satisfies
AY,y(D) = χ(−ℓ′D)− δ(D)
whenever (D, y) ⊂ (Y, y) is a reduced curve germ. In particular, if (D, y) is Cartier
then δ(D) = χ(−ℓ′D). This expression identifies an abstract analytic invariant with an
embedded topological invariant. (Different aspects of this identity are discussed in [13,
§3.4].)
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Then, one of our guiding question is the following:
Question 1. In general, for a given (X, 0), can AX,0, or equivalently δ(C), be read from
the local embedded topological type of the pair (C, 0) ⊂ (X, 0)?
1.3. Motivation (II). Regarding the curve and normal surface germs, in a series of arti-
cles – [3, 4, 5, 6, 7, 9, 8, 10] – A. Campillo, F. Delgado, and S. Gusein-Zade introduced the
multivariable analytical Poincare´ series associated with different filtrations of the corre-
sponding local ring of functions. In [2] they proved that for a plane curve singularity germ
the Poincare´ series is equivalent with the Alexander polynomial of its link. Moreover, for
a normal surface singularity (X, 0) the analytical Poincare´ series — as well as its topologi-
cal analogue, the topological Poincare´ series— codify a vast amount of information about
(X, 0). For example, in the case of (X, 0) with QHS3 link, by a regularization procedure
(measuring the asymptotic behavior of the coefficients of the series) the geometric genus
of (X, 0) can be interpreted as the periodic constant of the analytical series. Similarly,
from a topological point of view, the Seiberg–Witten invariant of the link of (X, 0) can
be determined as the periodic constant of the topological series (see section 2.8.4).
On the one hand, these results highlight the importance of the Poincare´ series. On the
other hand, they immediately pose the following questions in our context as well:
Question 2. Can the delta invariant of an (abstract) curve germ (C, 0) be obtained from
its Poincare´ series?
Question 3. If we consider (C, 0) ⊂ (X, 0), can the delta invariant be decoded from the
Poincare´ series of (X, 0)? Or, more generally, what kind of information of the embedded
curve can be derived from the Poincare´ series of the surface?
In this note we will produce numerical invariants from the series via their periodic
constants (this is a regularization procedure, see 2.6).
1.4. Main Results. The main results of the present article can be divided into three
parts. At a first glance, the first two parts are independent from each other. The first
part provides the δ-invariant of an abstract curve as the periodic constant of an analytic
Poincare´ series (associated with the abstract curve). The second one determines the
periodic constant of the topological Poincare´ series associated with an embedded situation
in terms of a finite sum. However, the third part connects them and it creates the
topological machinery, which produces concrete δ-invariant formulae (in terms of the
embedded topological type) whenever the ambient space (X, 0) is rational. In the sequel,
we will introduce some notation in order to state the results of the corresponding parts.
Part I. The first result of the present paper answers Question 2. Let (C, 0) be an
(abstract) reduced curve germ and write C = ∪i∈ICi as the union of its irreducible
components. Denote by PCJ (tJ) the Poincare´ series in variables {tj}j∈J associated with
CJ := ∪j∈JCj for a given ∅ 6= J ⊂ I (cf. section 2.9.1). By [11] (cf. Lemma 2.6)
PCJ is a polynomial whenever |J | > 1, hence it makes sense to consider the evaluation
PCJ (1J) := PCJ (tJ)|tj=1,∀j∈J . Moreover, for a branch Ci let pc(PCi) be the periodic
constant of PCi as defined in section 2.6. Then in Theorem 4.1 we obtain a formulae for
the δ-invariant of a possibly reducible curve germ in terms of the Poincare´ series as the
following alternating sum:
δ(Ci) = −pc(PCi(ti));(1)
δ(C) =
∑
i∈I
δ(Ci) +
∑
J⊂I, |J |>1
(−1)|J | PCJ (1J).(2)
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Though the theory of curves and their delta invariants is a classical subject, to the best
of our knowledge, formula (2) is new in the literature.
In particular, as it will be shown in section 4.2, for plane curve singularities formula (2)
is equivalent to the well-known formula δ(C) =
∑
i δ(Ci)+
∑
i<j(Ci, Cj), since PCi,j (1, 1) =
(Ci, Cj) gives the intersection multiplicity and PCJ (1J) = 0 for any |J | > 3.
Part II. Following with the notation introduced in section 1.1, let us fix a normal
surface singularity (X, 0), a good resolution π and let V be the set of vertices of the dual
resolution graph Γ. Denote rh =
∑
v∈V l
′
vEv ∈ L′ the unique representative of h (that
is, h = [rh] ∈ L′/L = H) with all l′v ∈ Q ∩ [0, 1). For ℓ′ =
∑
v l
′
vEv and ℓ
′′ =
∑
v l
′′
vEv
we write ℓ′ ≥ ℓ′′ if l′v ≥ l′′v for all v ∈ V . Let Z(t) =
∑
ℓ′∈L′ z(ℓ
′)tℓ
′
be the topological
Poincare´ series, where tℓ
′
:=
∏
v t
l′v
v for any ℓ′ =
∑
v l
′
vEv. The series Z(t) decomposes as∑
h∈H Zh(t), where Zh(t) :=
∑
[ℓ′]=h z(ℓ
′)tℓ
′
. Furthermore, for any subset I ⊂ V we write
Zh(tI) := Zh(t)|ti=1, i 6∈I . Fix h ∈ H and I ⊂ V and define the counting function of the
coefficients of Z(tI) by
Qh,I : {x ∈ L′ : [x] = h} → Z, Qh,I(x) :=
∑
ℓ′|Ix|I , [ℓ′]=[x]
z(ℓ′).
Note that the sum above is finite, see section 2.8.1. Then, in [22] J. Nagy and the second
and fourth authors proved that the periodic constant of the series Zh(tI) (defined via
the regularization procedure from section 2.6) for any I ⊂ V, I 6= ∅ and h ∈ H satisfies
pc(Zh(tI)) = Q[ZK ]−h,I(ZK − rh). This result transforms the Ehrhart-MacDonald-Stanley
reciprocity law from the theory of lattice polytopes to the level of series, giving the
duality between the periodic constant of Zh(tI) and a finite sum of coefficients of the dual
series Z[ZK ]−h(tI).
In this paper, we generalize the above duality for the twisted series Zℓ′
0
(t) := tℓ
′
0 · Z(t)
for some fixed ℓ′0 ∈ S ′ with [ℓ′0] = h0 and give the following twisted duality in Theorem 5.4
as follows:
(3) pc((Zℓ′
0
)h(tI)) = Q[ZK ]−h+h0,I(ZK − rh + ℓ′0).
In particular, for h = 0 one obtains
(4) pc((Zℓ′
0
)0(tI)) = Q[ZK ]+h0,I(ZK + ℓ
′
0).
It is worth emphasizing here that identity (3) has two important specializations: the
first one gives back the result from [22], the other one is the case h = 0 as stated in (4),
which will be applied to an embedded curve germ (C, 0) ⊂ (X, 0).
Part III. We answer here Questions 1 and 3 in the rational case. We consider the
pair (C, 0) ⊂ (X, 0) and assume that (X, 0) is rational. Fix a good embedded resolution
of the pair C ⊂ X and denote by IC ⊂ V the set of irreducible exceptional divisors which
intersect the strict transform of (C, 0). Moreover, we choose the resolution in such a way
that every component from IC intersects only one component of the strict transform.
First, the connection between Part I and II is derived in the rational case from the
identity of Campillo, Delgado, and Gusein-Zade [4] (called the relative CDGZ-identity,
cf. section 2.9.2)
PC(tIC) = Z
C
0 (tIC),
which identifies the Poincare´ series of the curve germ (C, 0) with the reduction of the
h = 0-part of the relative topological Poincare´ series ZC(t) = Z(t) · Πv∈IC (1− tE∗v ).
Second, motivated by the theory of adjoints and its application to singularity theory [26,
27, 12] another embedded analytic invariant – the κ-invariant κX(C) – appears in this
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picture. Its definition has been already given in [13] as a conceptual generalization of the
special cases considered previously in [12, 15, 14]. In general, κX(C) is defined as the
counting function of the analytical Poincare´ series of (X, 0) evaluated at ZK + ℓ
′
C . Thus,
when (X, 0) is rational, by the CDGZ-identity it is expressed by the counting function of
Z(t). More precisely, in Theorem 3.7 we prove the following result for the κ-invariant of a
reduced curve germ (C, 0) embedded into a rational surface singularity (X, 0) as follows:
(5) κX(C) = Q[ZK+ℓ′C ](ZK + ℓ
′
C) = Q[ZK+ℓ′C ],IC(ZK + ℓ
′
C).
Finally, the twisted duality allows us to connect the periodic constant of PC with κX(C),
and to use different methods regarding the counting function of Z(t) (and developed
recently by [23, 24, 21, 22]) in order to find the following explicit formula for the δ-
invariant of a reduced curve germ (C, 0) embedded into a rational surface singularity
(X, 0) as follows:
δ(C) = κX(C) = χ(ZK + ℓ
′
C)− χ(s[ZK+ℓ′C ]);(6)
AX,0(C) = χ(s[ZK+ℓ′C ]) = χ(s[−ℓ′C ]).(7)
Note that (6) and (7) are also proven in [13] using completely analytical methods
(without any connection with Poincare´ series). The above topological approach can be
summarized in the following schematic picture:
δ(C) via
pc(PC)
κX(C)
Twisted duality
for Z(t)
CDGZ-identity
for (X, 0) rational
δ(C) = κX(C)
1.5. Organization. The paper is organized as follows. Section 2 contains the necessary
ingredients of the paper such as the basic tools for study QHS3 surface singularities,
the theory of counting functions and periodic constants of multivariable series and useful
results about Poincare´ series of curves and surface singularities. Section 3 reviews first the
general definition of the κ-invariant from [13], then discusses its topological and reduced
analogues together with their identification in the case of rational surface singularities.
Then, section 4 contains the first part of the results about the δ-invariant of an abstract
curve germ, section 5 is about the twisted duality of the topological Poincare´ series and
section 6 presents the topological approach of the applications discussed above. We also
give some examples in section 7 illustrating the concepts and results of the paper.
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2. Preliminaries
2.1. Lattices for surface singularities with QHS3 links. Let us consider a complex
normal surface singularity X = (X, 0). Let π : X˜ → X be a good resolution with
dual resolution graph Γ whose set of vertices are denoted by V . Let {Ev}v∈V be the
irreducible components of the exceptional set π−1(0). We assume that the link Σ is a
rational homology sphere, i.e. Γ is a connected tree and all Ev are rational.
Define the lattice L as H2(X˜,Z), it is generated by the exceptional divisors Ev, v ∈ V ,
that is, L = ⊕v∈V Z〈Ev〉. In the homology exact sequence of the pair (X˜,Σ) (∂X˜ = Σ)
one has H2(Σ,Z) = 0, H1(X˜,Z) = 0, hence the exact sequence has the form:
(8) 0→ L→ H2(X˜,Σ,Z)→ H1(Σ,Z)→ 0.
Set L′ := Hom(H2(X˜,Z),Z). The Lefschetz-Poincare´ dualityH2(X˜,Σ,Z) ∼= H2(X˜,Z) de-
fines a perfect pairing L⊗H2(X˜,Σ,Z)→ Z. Hence L′ can be identified with H2(X˜,Σ,Z).
By (8) L′/L ∼= H1(Σ,Z), which will be denoted by H . (Note that even if Σ is not QHS3,
since the intersection form on L is non–degenerate, H2(X˜,Z)→ H2(X˜,Σ,Z) is injective,
and L′/L = Tors(H1(Σ,Z)).) Since the intersection form is non–degenerate, L′ embeds
into LQ := L⊗Q, and it can be identified with the rational cycles {ℓ′ ∈ LQ : (ℓ′, L)Q ∈ Z},
where ( , ) denotes the intersection form on L and ( , )Q its extension to LQ. Hence, in the
sequel we regard L′ as ⊕v∈V Z〈E∗v〉, the lattice generated by the rational cycles E∗v ∈ LQ,
v ∈ V , where (E∗u, Ev)Q = −δu,v (Kronecker delta) for any u, v ∈ V .
The elements E∗v have the following geometrical interpretation as well: consider γv ⊂ X˜
a curvette associated with Ev, that is, a smooth irreducible curve in X˜ intersecting Ev
transversally. Then π∗π∗(γv) = γv + E
∗
v .
Let KX˜ be the canonical divisor of the smooth surface X˜ . The canonical divisor in
(X, 0) is defined as KX := π∗(KX˜). Note that Kπ := KX˜ − π∗(KX) has support on the
exceptional set π−1(0). The divisor Kπ is called the relative canonical divisor of π, and it
is determined topologically by the linear system of adjunction relations
(9) (Kπ + Ev, Ev) + 2 = 0, for all v ∈ V.
In some cases, it is more convenient to use the canonical cycle ZK := −Kπ. Using (9),
ZK can be written as
(10) ZK = E −
∑
v∈V
(2− val(v))E∗v ,
where E =
∑
v∈V Ev and val(v) denotes the valence of v in Γ. In particular, ZK ∈ L′.
For any non–zero effective cycle ℓ ∈ L, from the cohomology exact sequence associated
with 0 → OX˜(−ℓ) → OX˜ → Oℓ → 0 one has χ(Oℓ) = χ(OX˜) − χ(OX˜(−ℓ)). This, by
the Riemann-Roch-Hirzebruch theorem gives χ(Oℓ) = −(ℓ, ℓ− ZK)/2. This motivates to
define χ(ℓ′) := −(ℓ′, ℓ′ − ZK)/2 for any ℓ′ ∈ L′.
2.2. H-representatives and the Lipman cone. For ℓ′1, ℓ
′
2 ∈ LQ with ℓ′i =
∑
v l
′
ivEv
(i = {1, 2}) one considers an order relation ℓ′1 ≥ ℓ′2 defined coordinatewise by l′1v ≥ l′2v
for all v ∈ V . In particular, ℓ′ is an effective rational cycle if ℓ′ ≥ 0. We set also
min{ℓ′1, ℓ′2} :=
∑
vmin{l′1v, l′2v}Ev and analogously min{F} for a finite subset F ⊂ LQ.
Given an element ℓ′ ∈ L′ we denote by [ℓ′] ∈ H its class in H = L′/L. The lattice L′
admits a partition parametrized by the group H , where for any h ∈ H one sets
(11) L′h = {ℓ′ ∈ L′ | [ℓ′] = h} ⊂ L′.
Note that L′0 = L. Given an h ∈ H one can define rh :=
∑
v l
′
vEv ∈ L′h the unique element
of L′h such that 0 ≤ l′v < 1. Equivalently, rh =
∑
v{l′v}Ev for any ℓ′ =
∑
v l
′
vEv ∈ L′h,
where 0 ≤ {·} < 1 represents the usual fractional part.
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We define the rational Lipman cone by
SQ := {ℓ′ ∈ LQ | (ℓ′, Ev) ≤ 0 for all v ∈ V },
which is a cone generated over Q≥0 by E∗v . Define S ′ := SQ∩L′ as the semigroup (monoid)
of anti-nef rational cycles of L′; it is generated over Z≥0 by the cycles E∗v . As mentioned
in section 2.1, any element of S ′ can be obtained as the exceptional part of the pull-back
of an effective divisor of X .
The Lipman cone S ′ also admits a natural equivariant partition indexed by H by
S ′h = S ′ ∩ L′h. Note the following properties of the Lipman cone:
(a) s1, s2 ∈ S ′h implies s2 − s1 ∈ L and hence min{s1, s2} ∈ S ′h.
(b) for any s ∈ LQ the set {s′ ∈ S ′h | s′ 6≥ s} is finite, since {E∗v}v have positive entries.
(c) for any h there exists a unique minimal cycle sh := min{S ′h} (see 2.2.1 below).
(d) S ′h is a cone with vertex sh in the sense that S ′h = sh + S ′0.
2.2.1. Generalized Laufer’s algorithm. [31, Lemma 7.4] For any ℓ′ ∈ L′ there exists
a unique minimal element s(ℓ′) of the set {s ∈ S ′ : s− ℓ′ ∈ L≥0}. It can be obtained by
the following algorithm. Set x0 := ℓ
′. Then one constructs a computation sequence {xi}i
as follows. If xi is already constructed and xi 6∈ S ′ then there exits some Eui such that
(xi, Eui) > 0. Then take xi+1 := xi + Eui (for some choice of Eui). Then the procedure
after finitely many steps stops, say at xt, and necessarily xt = s(ℓ
′).
Note that s(rh) = sh and rh ≤ sh, however, in general rh 6= sh. (This fact does not
contradict the minimality of sh in S ′h since rh might not sit in S ′h.) Also, if ℓ′ ∈ L′≤0, then
s(ℓ′) = s[ℓ′].
2.3. Local divisor class group. Using the exponential exact sequence of X˜ (and the
notation H1(X˜,O∗
X˜
) = Pic(X˜) and, as usual, L′ = H2(X˜,Z) ≃ H2(X˜,Σ,Z)) we get
(12) 0→ H1(X˜,OX˜)→ Pic(X˜)→ L′ → 0.
L embeds naturally in both L′ and in Pic(X˜) (in the second one by ℓ 7→ OX˜(ℓ)). The group
Pic(X˜)/L is the local divisor class group of (X, 0), that is, the group of local Weil divisors
modulo the local Cartier divisors. In particular, we have (the resolution independent)
exact sequence
(13) 0→ H1(X˜,OX˜)→Weil(X)/Cartier(X)→ H1(Σ,Z)→ 0.
Recall that h1(X˜,OX˜) = pg(X, 0) is the geometric genus of the germ (X, 0). The singu-
larity (X, 0) is called rational if pg(X, 0) = 0. By the above exact sequences, for rational
singularities one has Pic(X˜) = L′ (that is, any line bundle of X˜ is determined topolog-
ically by its first Chern class) and also, the local divisor class group is isomorphic with
H = H1(Σ,Z). Note that the morphism is induced as follows: take a divisor D, then the
homology class of its boundary ∂D ⊂ ∂X˜ = Σ gives the correspondence. Here we warn
the reader that if C is a reduced Weil divisor germ in X , and we set π∗C = C˜+ ℓ′C, where
C˜ is the strict transform and ℓ′C ∈ L′, then usually in this manuscript we set h = [ℓ′C ].
Hence, since C˜ + ℓ′C = 0 in H2(X˜,Σ,Z), the class of ∂C˜ is −h.
2.4. Multivariable series. In this subsection we will use the following (slightly more
general) notation. L is a lattice freely generated by base elements {Ev}v∈V , L′ is an
overlattice of the same rank (not necessarily dual of L), and we set H := L′/L, a finite
abelian group of order d. (The partial ordering is defined as in subsection 2.2.) Let Z[[L′]]
be the Z-module consisting of the Z-linear combinations of the monomials tℓ
′
:=
∏
v∈V t
l′v
v ,
where ℓ′ =
∑
v l
′
vEv ∈ L′. Note that it is a Z-submodule of the formal power series in
variables t
1/d
v , t
−1/d
v , v ∈ V .
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Consider a multivariable series S(t) =
∑
ℓ′∈L′ a(ℓ
′)tℓ
′ ∈ Z[[L′]]. Let SuppS(t) :=
{ℓ′ ∈ L′ | a(ℓ′) 6= 0} be the support of the series and we assume the following finiteness
condition: for any x ∈ L′
(14) {ℓ′ ∈ SuppS(t) | ℓ′ 6≥ x} is finite.
Throughout this paper we will use multivariable series in Z[[L′]] as well as in Z[[L′I ]]
for any I ⊂ V , where L′I = prI(L′) is the projection of L′ via prI : LQ → ⊕v∈IQ〈Ev〉.
For example, if S(t) ∈ Z[[L′]] then S(tI) := S(t)|tv=1,v /∈I is an element of Z[[L′I ]]. In the
sequel we use the notation ℓ′I = ℓ
′|I := prI(ℓ′) and tℓ′I := tℓ′|tv=1,v /∈I for any ℓ′ ∈ L′. Each
coefficient aI(x) of S(tI) is obtained as a summation of certain coefficients a(y) of S(t),
where y runs over {ℓ′ ∈ SuppS(t) | ℓ′|I = x} (this is a finite sum by (14)). Moreover,
S(tI) satisfies a similar finiteness property as (14) in the variables tI .
Any S(t) ∈ Z[[L′]] decomposes in a unique way as S(t) = ∑h Sh(t), where Sh(t) :=∑
[ℓ′]=h a(ℓ
′)tℓ
′
. Sh(t) is called the h-part of S(t). Note that the H-decomposition of the
reduced series is not well defined. That is, the restriction Sh(t)|tv=1,v /∈I of the h-part Sh(t)
cannot be recovered from S(tI) in general, since the class of ℓ
′ cannot be recovered from
ℓ′|I . Hence, the notation Sh(tI) (defined as Sh(t)|tv=1,v /∈I) is not ambiguous, but requires
certain caution.
2.5. Counting functions. Given a multivariable series A(tI) ∈ Z[[L′I ]] for ∅ 6= I ⊂ V
(eg., A(tI) = S(tI) or A(tI) = Sh(tI) for h ∈ H) two functions associated with the
coefficients of A(tI) can be considered (cf. [32, 24]). The first one is called the (original)
counting function (for the motivation of the summation-type see 2.8.4):
(15) Q(A(tI)) : L
′
I −→ Z, xI 7→
∑
ℓ′
I
xI
a(ℓ′I).
It is well defined whenever A satisfies the finiteness condition (14). If A(tI) = Sh(tI) then
Q(A(tI)) will also be denoted by Q
(S)
h,I . In this case,
Q(S(tI)) =
∑
h∈H
Q(Sh(tI)) =
∑
h∈H
Q
(S)
h,I .
The second function is called the modified counting function and it is defined by
(16) q(A(tI)) : L
′
I −→ Z, xI 7→
∑
ℓ′
I
≺xI
a(ℓ′I),
where the order relation ℓ′I ≺ xI means ℓ′v < xv for all v ∈ I. (A new symbol x ≺ y is
introduced to avoid ambiguity with x < y, which means x ≤ y and x 6= y.)
The inclusion-exclusion principle connects the two counting functions, namely,
(17) Q
(S)
h,I (x) =
∑
∅6=J⊂I
(−1)|J |+1q(S)h,J(x).
Both counting functions (and hence identity (17) as well) can be extended to x ∈ L′ via
the projection L′ → L′I , that is, Q(S)h,I (x) = Q(S)h,I (xI).
2.6. Periodic constants [23]. Let S(t) ∈ Z[[L′]] be a series satisfying the finiteness
condition (14) and consider its h-part Sh(t) for a fixed h ∈ H . Let K ⊂ L′ ⊗ R be a real
closed cone whose affine closure is top dimensional. Assume that there exist ℓ′∗ ∈ K and
a finite index sublattice L˜ of L and a quasi-polynomial Q˜
K,(S)
h,V (x) defined on L˜ such that
(18) Q˜
K,(S)
h,V (ℓ) = Q
(S)
h,V (rh + ℓ)
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whenever ℓ ∈ (ℓ′∗ + K) ∩ L˜ (rh ∈ L′ is defined similarly as in 2.2). Then we say that the
counting function Q
(S)
h,V (or just Sh(t)) admits a quasi-polynomial in K, namely L˜ ∋ ℓ 7→
Q˜
K,(S)
h,V (ℓ). In this case, we define the periodic constant of Sh(t) associated with K by
(19) pcK(Sh(t)) := Q˜
K,(S)
h,V (0) ∈ Z.
The number pcK(Sh(t)) is independent of the choice of ℓ
′
∗ and of the finite index sublattice
L˜ ⊂ L.
The same construction can be applied to the modified counting function as well.
Namely, if q
(S)
h,V admits a quasi-polynomial in K, say q˜K,(S)h,V (x), then the modified peri-
odic constant of Sh(t) (or simply the periodic constant of q
K,(S)
h,V ) associated with K is
defined by
(20) mpcK(Sh(t)) := q˜
K,(S)
h,V (0).
In some cases we might drop the indices K or S if there is no ambiguity regarding them.
Given any I ⊂ V the natural group homomorphism prI : L′ → L′I preserves the lattices
L → LI and hence it induces a homomorphism H → HI := L′I/LI , denoted by h 7→ hI .
(However, note that even if L′ is the dual of L associated with a form ( , ), L′I usually is
not a dual lattice of LI , it is just an overlattice. This fact motivates the general setup
of the present subsection.) In this projected context one can define again the (modified)
periodic constant associated with the reduced series Sh(tI) from the previous paragraph
exchanging V (resp. t, rh) by I (resp. tI , rhI ).
Example 2.1.
(1) If Sh(t) is a (Laurent) polynomial in Z[[L′]], that is, Supp(Sh(t)) is finite, then
its counting function Q
(S)
h,V is constant for large enough values and this constant
equals the sum of its coefficients, that is, Sh(1). Hence Q˜
K,(S)
h,V eg. for K = (R≥0)|V |
is the constant map Sh(1) and thus its periodic constant exists and equals Sh(1).
(The periodic constant for K = (R≤0)|V | also exists and it equals zero.)
(2) The periodic constant of one-variable series was introduced in [39, 37] as follows.
For simplicity, we assume that L = L′ ≃ Z and let S(t) = ∑ℓ≥0 cℓtℓ ∈ Z[[t]] be
a formal power series in one variable. If for some p ∈ Z>0 the counting function
Q(p)(n) :=
∑pn−1
ℓ=0 cℓ is a polynomial Q˜
(p) in n, then the constant term Q˜(p)(0) is
independent of p and it is called the periodic constant pc(S) of the series S. (Here
L˜ = pZ and the cone is automatically the ‘positive cone’.)
(3) Assume that the coefficients ℓ 7→ cℓ of the one-variable series S(t) is given by
a Hilbert function, which admits a Hilbert polynomial H(ℓ) with cℓ = H(ℓ) for
ℓ ≫ 0. Then a computation shows that the periodic constant of the regularized
series Sreg(t) =
∑
ℓ≥0H(ℓ)t
ℓ is zero, hence pc(S) = pc(S − Sreg) + pc(Sreg) =
(S − Sreg)(1), measuring the difference between the Hilbert function and Hilbert
polynomial. Eg., if S(t) is the generating series of a numerical semigroup S with
finite complement in Z≥0, then pc(S) = −|Z≥0 \S|.
2.7. Poincare´ series of surface singularities.
2.7.1. We fix a good resolution π of X . Consider c : Y → X , the universal abelian
covering of (X, 0), let Y˜ be the normalized pull-back of π and c, and denote by πY and c˜
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the induced maps by the pull-back completing the following commutative diagram.
(21) Y˜
#
c˜
//
πY

X˜
π

Y c
// X
We define the following H-equivariant L′-indexed divisorial filtration of the local ring
OY : for any given ℓ′ ∈ L′ set
(22) F(ℓ′) := {g ∈ OY | div(g ◦ πY ) ≥ c˜∗(ℓ′)}.
It is worth to mention that the pull-back c˜∗(ℓ′) is an integral cycle in Y˜ for any ℓ′ ∈ L′,
cf. [34, Lemma 3.3]. The natural action of H on Y induces an action on OY as follows:
h · g(y) = g(h · y), g ∈ OY , h ∈ H . This action decomposes OY as ⊕λ∈Hˆ(OY )λ according
to the characters λ ∈ Hˆ := Hom(H,C∗), where
(23) (OY )λ := {g ∈ OY | g(h · y) = λ(h)g(y), ∀y ∈ Y, h ∈ H}.
Note that there exists a natural isomorphism θ : H → Hˆ given by h 7→ exp(2π√−1(ℓ′, ·)) ∈
Hom(H,C∗), where ℓ′ is any element of L′ with h = [ℓ′]. In order to simplify our notations
we will use the notation (OY )h for (OY )θ(h) (and similarly for any linearH-representation).
The subspace F(ℓ′) is invariant under this action and F(ℓ′)h = F(ℓ′) ∩ (OY )h. Thus,
one can define the Hilbert function h(ℓ′) for any ℓ′ ∈ L′ as the dimension of the θ([ℓ′])-
eigenspace (OY /F(ℓ′))[ℓ′]. The corresponding multivariable Hilbert series is
(24) H(t) =
∑
ℓ′∈L′
h(ℓ′)tℓ
′ ∈ Z[[L′]].
The H-eigenspace decomposition of c˜∗(OY˜ ) is given by (see [32, 38])
(25) c˜∗(OY˜ ) =
⊕
h∈H
OX˜(−rh) with OX˜(−rh) = (c˜∗(OY˜ ))h,
where OX˜(ℓ′) is the only line bundle L on X˜ satisfying c˜∗L = OY˜ (c˜∗(ℓ′)) (see [34, 3.5])
and rh is the representative of h as in section 2.2. (As a word of caution: rh is a Q-divisor
in X˜ , and the notation OX˜(−rh) here is different from the one used by Sakai in [40].)
2.8. Some useful expressions for h(ℓ′). For any ℓ′ = ℓ+ rh > 0 one has the following
alternative expression of the Hilbert function (cf. [32, Corollary. 4.2.4])
(26) h(ℓ′) = dim
H0(X˜,OX˜(−rh))
H0(X˜,OX˜(−rh − ℓ))
.
Furthermore, for ℓ ∈ L effective and ℓ′1 ∈ L′ one has the restriction exact sequence
(27) 0→ OX˜(−ℓ− ℓ′1)→ OX˜(−ℓ′1)→ Oℓ(−ℓ′1)→ 0.
Applying (27) to ℓ′1 = rh and writing ℓ
′ = ℓ+ rh one obtains
h(ℓ′)− χ(Oℓ(−rh)) + h1(OX˜(−ℓ′))− h1(OX˜(−rh)) = 0
or equivalently,
(28) h(ℓ′) = χ(ℓ′)− h1(OX˜(−ℓ′))− χ(rh) + h1(OX˜(−rh)).
On the other hand, in the context of the generalized Laufer’s algorithm, since xi+1 =
xi + Eui (see 2.2.1) using equation (27) repeatedly and also (xi, Eui) > 0 one obtains
(29) h1(OX˜(−ℓ′))− χ(ℓ′) = h1(OX˜(−s(ℓ′)))− χ(s(ℓ′)).
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Note that, if ℓ′ = rh then s(rh) = sh, hence
(30) h1(OX˜(−rh))− χ(rh) = h1(OX˜(−sh))− χ(sh).
2.8.1. The series P (t) and Z(t). Campillo, Delgado and Gusein-Zade [3, 19] have de-
fined a different series too, it is called the multivariable analytic Poincare´ series P (t) =∑
ℓ′∈L′ p(ℓ
′)tℓ
′
. It can be defined by the identity
(31) P (t) = −H(t) ·
∏
v∈V
(1− t−1v ).
Although by considering P instead of H one might in principle loose some information
(because
∏
v(1− t−1v ) is a zero divisor), in fact, P and H do contain the same amount of
information (see [3, p. 50]). See [34] for the next concrete inversion identity
(32) h(ℓ′) =
∑
ℓ∈L,ℓ0
p(ℓ′ + ℓ).
The multivariable topological Poincare´ series (cf. [3, 19, 34]) is the Taylor expansion
Z(t) =
∑
ℓ′ z(ℓ
′)tℓ
′ ∈ Z[[L′]] at the origin of the rational zeta function
(33) f(t) =
∏
v∈V
(1− tE∗v )val(v)−2.
In both cases one can consider their H-decomposition P (t) =
∑
h∈H Ph(t) and Z(t) =∑
h∈H Zh(t) as well. The supports of P (t) and Z(t) are in the Lipman cone S ′ (for P (t)
see eg. [32, pp. 7-8] while for Z(t) follows from the definition). Since by 2.2(b) for any
x ∈ L′ the set {ℓ′ ∈ S ′ : ℓ′ 6≥ x} is finite, both P (t) and Z(t) satisfy the finiteness
condition (14), hence the corresponding counting functions are also well-defined, cf. 2.4
(and the sum in (32) is also finite).
2.8.2. Reduced versions. Sometimes it is natural to restrict the variables of the series to
a particular subset of the vertices of the resolution graph, mostly supporting an intrinsic
geometric meaning.
Following section 2.4, we fix a subset I ⊂ V and the projection L′ → L′I ⊂ Q〈Ev〉v∈I .
Then for any h ∈ H we define the reduced topological Poincare´ series as Zh(tI) :=
Zh(t)|tv=1,v /∈I ∈ Z[[L′I ]]. (Recall that the reduction procedure must be considered after
the H-decomposition, since in general the H-decomposition of Z(tI) is not well defined.)
Both the multivariable Hilbert series defined in (24) as well as the analytic Poincare´
series (24) can be reduced to I ⊂ V . Alternatively, one could also define a reduced
L′I-divisorial filtration following (22) as
(34) F(ℓ′I) := {g ∈ OY | div(g ◦ πY ) ≥ c˜∗(ℓ′I)}.
Then, for any h ∈ H one could define an alternative Hilbert series whose tℓ′I - coefficient
hh,I(ℓ
′
I) is defined as the dimension of the h-eigenspace (OY /F(ℓ′I))h. Using relation (31)
one could alternatively give a definition of a reduced analytic Poincare´ series as well. It
was shown in [32, Theorem 6.1.7] that both approaches result in the same series Hh(tI)
and Ph(tI).
2.8.3. Surgery formulae. Let us consider Γ the dual graph of a good resolution of (X, 0)
and fix a subset I ⊂ V of its vertices. The set of vertices V \ I determines the connected
full subgraphs {Γk}k with vertices V (Γk), i.e. ∪kV (Γk) = V \I. We associate with any Γk
the lattices L(Γk) and L
′(Γk) as well, endowed with the corresponding intersection forms.
Then for each k one considers the inclusion operator jk : L(Γk) → L(Γ), Ev(Γk) 7→
Ev(Γ), identifying naturally the corresponding E-base elements associated with the two
graphs. This preserves the intersection forms.
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Let j∗k : L
′(Γ) → L′(Γk) be the dual operator, defined by j∗k(E∗v(Γ)) = E∗v(Γk) if v ∈
V (Γk), and j
∗
k(E
∗
v (Γ)) = 0 otherwise. Note that j
∗
k(Ev(Γ)) = Ev(Γk) for any v ∈ V (Γk).
Then we have the projection formula (j∗k(ℓ
′), ℓ)Γk = (ℓ
′, jk(ℓ))Γ for any ℓ
′ ∈ L′(Γ) and
ℓ ∈ L(Γk), which also implies that
(35) j∗k(ZK) = ZK(Γk),
where ZK (resp. ZK(Γk)) is the canonical cycle associated with Γ (resp. Γk).
Similarly, the next formula holds for the corresponding minimal cycles sh:
Lemma 2.2 ([24]). For any h ∈ H one has j∗k(sh) = s[j∗k(sh)] ∈ L′(Γk).
Moreover, if QΓ and QΓk denote the counting functions associated with the topological
Poincare´ series of the corresponding graphs, then one has the following surgery formula.
Theorem 2.3 ([21, Theorem 3.2.2]). For any ℓ′ =
∑
v avE
∗
v with av ≫ 0 and with the
notation [ℓ′] = h one has the identity
(36) QΓh (ℓ
′) = QΓh,I (ℓ
′) +
∑
k
QΓk[j∗
k
(ℓ′)](j
∗
k(ℓ
′)).
More details regarding the above setting can be found in [21].
2.8.4. Geometric genera, Seiberg-Witten invariants and the CDGZ-identity.
By the next package of properties of these series we show that they encode important
analytical, respectively topological, invariants of the analytic type, resp. of the link.
As a consequence of the inversion identity (32), the counting function for Ph(t) is the
Hilbert function hh(x). In particular, in the sequel we will use the notation hh(x) for
Q
(P )
h (x). Therefore, in the sequel we will use the simplified notation Qh(x) = Q
(Z)
h (x) for
the topological counting function of Zh(t), if there is no danger of ambiguity.
Using (28) and the Grauert-Riemenschneider vanishing (see also [34, Prop. 3.2.4]) we
obtain that for any ℓ′ = rh + ℓ ∈ ZK + S ′ (where ℓ ∈ L and h = [ℓ′]) the Hilbert function
can be written in the form
(37) h(ℓ′) = χ(ℓ′)− χ(rh) + h1(X˜,OX˜(−rh)).
The right hand side is a multivariable polynomial in ℓ ∈ L by the Riemann-Roch formula,
cf. 2.1. This means that Ph(t) admits a (quasi-)polynomial in S ′R := S ′⊗R, hence by (19)
its periodic constant is pcS
′
R(Ph(t)) = h
1(X˜,OX˜(−rh)). Recall that {h1(X˜,OX˜(−rh))}h
are the equivariant geometric genera of (X, 0), the H–decomposition of the geometric
genus of the universal abelian covering.
Similarly, in the case of the topological series we have an analogous identity too: the
only difference is that the equivariant genera are replaced by the Seiberg-Witten invariants
of the link. More precisely, [33] shows that for any ℓ′ ∈ ZK + int(S ′) (where int(S ′) =
Z>0〈E∗v 〉v∈V ) the counting function of Zh(t) has the form
(38) Qh(ℓ
′) = χ(ℓ′)− χ(rh) + swnormh (Σ),
where swnormh (Σ) denotes the rh-normalized Seiberg-Witten invariant of the link Σ for
h ∈ H . Thus Zh(t) admits the (quasi-)polynomial
(39) Q˜h(ℓ) = χ(ℓ+ rh)− χ(rh) + swnormh (Σ),
in the cone S ′R and pcS′R(Zh(t)) = swnormh (Σ). For more details about the Seiberg-Witten
invariants of links of singularities we refer the reader to [31, 33, 23, 21].
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The above surprising similarity was conceptually formulated under the name Seiberg-
Witten Invariant Conjecture by Ne´methi and Nicolaescu [36], which says that for suffi-
ciently nice normal surface singularities with rational homology sphere link, the equivari-
ant geometric genera are topological, and they are given by the Seiberg-Witten invari-
ant of the link. For several cases, eg. for rational singularities, the conjecture is true,
see [31, 34, 35].
The conjecture can be raised to the level of the series as well. This is the subject
of the CDGZ-identity, named after Campillo, Delgado and Gusein-Zade thanks to their
contributions in [3] and [19]. Namely, they proved the following:
Theorem 2.4 (CDGZ-identity [3]). A rational surface singularity (X, 0) and any of its
resolution π satisfy the identity
(40) P (t) = Z(t).
The fourth author in [32], [34] extended the result for larger families of normal surface
singularities with rational homology sphere link. The largest family for which the CDGZ-
identity holds is the family of splice-quotient singularities with their special resolutions
satisfying the end-curve conditions, cf. [35].
Corollary 2.5. If (X, 0) is rational then the following facts hold.
(a) The quasi-polynomials of the analytic and of the topological Poincare´ series co-
incide: for ℓ′ with sufficiently large E∗-coefficients one has
hh(ℓ
′) = χ(ℓ′)− χ(rh) + h1(X˜,OX˜(−rh)) = χ(ℓ′)− χ(rh) + swnormh (Σ) = Q˜h(ℓ′).
This combined with (30) and with the Lipman’s vanishing h1(OX˜(−sh)) = 0 [28]
gives
h1(X˜,OX˜(−rh)) = swnormh (Σ) = χ(rh)− χ(sh).
(b) For any ℓ′ = ℓ+ rh ∈ ZK + S ′ one has Q˜h(ℓ) = Qh(ℓ+ rh).
Proof. Part (a) follows from the validity of the Seiberg-Witten Invariant Conjecture for
rational singularities (or from Theorem 2.4) and the identities (37) and (38). Part (b)
follows from (37) valid for any ℓ′ ∈ ZK + S ′. 
2.9. The relative theory.
2.9.1. Poincare´ series for curves. Let (C, 0) be an (abstract) reduced curve germ and
let (C, 0) =
⋃
i∈I(Ci, 0) be its irreducible decomposition with finite index set I. Let
γi : (C, 0)→ (Ci, 0), t 7→ γi(t), be a normalization of the branch (Ci, 0) and for any germ
g ∈ OC,0 we consider its value v(g) := (vi(g))i∈I defined by vi(g) := ordt(g(γi(t))) for
any i ∈ I. For any ℓ ∈ Z|I| one associates the ideal FC(ℓ) := {g ∈ OC,0 | v(g) ≥ ℓ}
and the multivariable Hilbert series HC(tI) :=
∑
ℓ hC(ℓ)t
ℓ
I , where the Hilbert function
is defined by hC(ℓ) := dimCOC,0/FC(ℓ). The Poincare´ series associated with (C, 0) is
defined as PC(tI) := −HC(tI) ·
∏
i∈I(1− t−1i ). Thus, if we write PC(tI) =
∑
ℓ pC(ℓ)t
ℓ
I then
its coefficients can be expressed by the Hilbert functions as
(41) pC(ℓ) :=
∑
J⊂I
(−1)|J |+1hC(ℓ+ 1J).
Moreover, Lemma 2.7 and (41) imply the following property.
Lemma 2.6 (cf. [11]). For |I| ≥ 2 the Poincare´ series PC(tI) is a polynomial.
Let SC be the value semigroup with its conductor c ∈ N|I|, and we use the notation
1J =
∑
j 1j where 1j is the j-th vector of the canonical basis of Z
|I| and, for convenience
1J = 0 if J = ∅. Then the Hilbert function satisfies the following useful properties:
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Lemma 2.7 ([11, Lemma 3.4], see also [29]). For any i ∈ I fixed, hC(ℓ + 1i) = h(ℓ) + 1
if and only if there exists s ∈ SC with si = ℓi and sj ≥ ℓj for each j.
The delta invariant δ(C) of (C, 0) is defined as follows. Let γ : (C, 0)˜ → (C, 0) be
the normalization, where (C, 0)˜ is the corresponding multigerm. Then δ(C) is defined as
dimC γ∗O(C,0)˜/O(C,0).
Lemma 2.8 ([30]). For any ℓ ∈ N|I| with ℓ ≥ c one has
(42) hC(ℓ) = |ℓ| − δ(C),
where the norm of ℓ = (ℓi)i∈I ∈ N|I| is |ℓ| :=
∑
i∈I ℓi.
2.9.2. The relative CDGZ-identity. Let now (C, 0) be a reduced curve germ embedded
in a normal surface singularity (X, 0). We fix a good embedded resolution π : X˜ → X
of C ⊂ X , and consider L and L′ the corresponding lattices associated with π. Denote
by C˜ the strict transform of C and IC ⊂ V be the set of irreducible exceptional divisors
which intersect C˜.
Moreover, we further assume that the resolution π satisfies the following condition
(43) every component Ev (v ∈ IC ⊂ V ) of E intersects only one component C˜v of C˜.
This technical condition is not essential, but will simplify the exposition.
In the topological setting we define the relative multivariable topological Poincare´ series
associated with C ⊂ X as the modified series
(44) ZC(t) := Z(t) ·
∏
v∈IC
(1− tE∗v ),
where IC ⊂ V is defined above. According to section 2.4, one can consider its H-
decomposition, namely, ZC(t) =
∑
h∈H Z
C
h (t) and the reduced series Z
C
h (tI) := Z
C
h (t)|tv=1,v /∈I .
Then Campillo, Delgado and Gusein-Zade proved the following identity relating PC(tI),
the abstract Poincare´ series of C, and ZC0 (tI), the 0-part of the relative multivariable
topological Poincare´ series, see also [32, Corollary 9.4.1] in the equivariant context.
Theorem 2.9 (Relative CDGZ-identity [4]). For any reduced curve germ (C, 0) embedded
into the rational singularity X one has
PC(tI) = Z
C
0 (tI).
Remark 2.10. As mentioned above, the extra assumption (43) on the resolution π is
unnecessary for the above identity, cf. [4, Theorem 2], however it makes the previous and
upcoming statements more transparent.
3. The κ-invariant for a QHS3 singularity
In this section we follow the notation from section 2.7. In a previous article [13] the
authors defined the following invariant associated with a resolution π : X˜ → X .
Definition 3.1. For any ℓ′ ∈ L′ set
(45) κX(ℓ
′) := h(ZK + ℓ
′) = dimC
( OY
F(ZK + ℓ′)
)
[ZK+ℓ′]
.
By the inversion identity (32) it follows that
(46) κX(ℓ
′) =
∑
ℓ∈L,ℓ0
p(ZK + ℓ
′ + ℓ) =
∑
ℓ′′ZK+ℓ′
[ℓ′′]=[ZK+ℓ
′]
p(ℓ′′)
THE DELTA INVARIANT... II: POINCARE´ SERIES AND TOPOLOGICAL ASPECTS 15
is given by the counting function of coefficients associated with the analytic Poincare´
series P[ZK+ℓ′](t).
Next, assume that (C, 0) is a reduced curve germ on (X, 0). The total transform of C
on X˜ is written as π∗C = C˜+ ℓ′C , where ℓ
′
C ∈ S ′ is the cycle supported on the exceptional
divisor, C˜ is the strict transform of C, and π∗C as element of H2(X˜, ∂X˜,Z) is trivial.
It turns out that the invariant κ(ℓ′C) is independent of the resolution π as long as one
chooses a good resolution of (X,C) (see [13, Corollary 3.4]).
This justifies the following definition of the κ-invariant of a reduced curve germ C ⊂ X
in a QHS3 surface singularity.
Definition 3.2. Let (X, 0) be a QHS3 surface singularity and C ⊂ X a reduced curve
germ. The κ-invariant of the pair C ⊂ X is defined as
(47) κX(C) = κX(ℓ
′
C) = dimC
( OY
F(ZK + ℓ′C)
)
[ZK+ℓ′C ]
.
One of the main results of [13] relates κX(C) and the δ-invariant of (C, 0) as follows.
Theorem 3.3 ([13, Theorem 1.1 & 1.2]). If (X, 0) is a rational surface singularity and
C ⊂ X a reduced curve germ, then
(48) κX(C) = δ(C) = χ(−ℓ′C)− χ(s−[ℓ′C ]).
Moreover, [13, Theorem 4.2(3)] in the context of an arbitrary normal surface singularity
describes those terms which obstruct the identity κX(C) = δ(C). They all vanish when
(X, 0) is rational. For an arbitrary (X, 0), [13, Lemma 3.3] provides the identity
κX(C) = χ(−ℓ′C)− χ(r[ZK+ℓ′C ]) + h1(OX˜(−r[ZK+ℓ′C ])).
Here χ(−ℓ′C) and χ(r[ZK+ℓ′C ]) depend on the embedded topological type of the pairs C ⊂
X , while h1(OX˜(−r[ZK+ℓ′C ])) depends both on the analytic type of (X, 0) and on the
embedded topological type of the pair. Hence, in this generality, it is hard to expect that
κX(C) might be computable either from the embedded topological type of the pair, or
from the analytic type of the abstract curve (C, 0).
Furthermore, in general, δ(C) (as an abstract analytic invariant of (C, 0)), even if (C, 0)
is embedded in some (X, 0), it cannot be determined from the embedded topological type
of C ⊂ X .
Indeed, in section 7.3 we exhibit two topologically equivalent reduced curve germs C
and C1 on the non-rational surface X = {x2+y3+z7 = 0} satisfying κX(C) = κX(C1) = 2,
δ(C) = 1, and δ(C1) = 0. This shows that κX(C) = δ(C) does not extend to Pic
0(X˜) 6= 0
case (even if the link is an integral homology sphere).
These facts motivate to introduce the reduced and the topological versions of the κ-
invariant by using the corresponding counting functions in the spirit of (46). In the rest
of this section we want to study the analytical and topological properties of these objects
and we wish to compare them.
3.1. A reduced version of the κ-invariant. Let IC ⊂ V be the set of irreducible
divisors intersecting C˜ and we assume that π satisfies (43), i.e. Ev intersects only one
component C˜v of C˜ for each v ∈ IC . It seems natural to consider the reduced filtration
F(ℓ′IC) associated with IC ⊂ V (cf. (34)), since this set IC carries certain intrinsic geo-
metrical properties of the curve germ. In this section we give the general definition for
the reduced version of the κ-invariant.
As in the previous section we consider a surface singularity with QHS3 link and we fix
a good resolution π. Let ℓ′ ∈ L′ and I ⊂ V .
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Definition 3.4. The reduced κ-invariant of ℓ′ associated with I is given by
(49) κX,I(ℓ
′) := h[ZK+ℓ′],I((ZK + ℓ
′)|I).
Note that section 2.8.2 implies that κX,I is given by the counting function associated
with P[ZK+ℓ′](tI).
This general definition applies in the presence of a curve (C, 0), when I = IC and ℓ
′ = ℓ′C .
However, in general, κX,IC(ℓ
′
C) depends on the choice of a good resolution of (X,C), even
when (C, 0) is reduced. Hence, it might be different from κX(ℓ
′
C). This phenomenon is
illustrated in section 7.3, where the reduced κ-invariant of the curve C = {z = x2+y3 = 0}
embedded into X = {x2 + y3 + z7 = 0} has different values computed in two different
resolutions.
On the other hand, the main advantage of the reduced κ-invariant is that it depends
on a special subset of vertices of Γ, namely, only on those vertices which are associated
with exceptional divisors intersecting the irreducible components of (C, 0). This allows
one the possibility to compare it directly with certain abstract invariants of the curve.
For instance, in the case of κX,IC(ℓ
′
C) for X rational surface singularity, we will prove
that in fact κX,IC (ℓ
′
C) = κX(ℓ
′
C). In particular, this reduced κ-invariant carries enough
information to determine the full κ-invariant of an embedded curve, which by Theorem 3.3
coincides with δ(C).
3.2. Topological counterparts of κ-invariants. In (46) the κ-invariant was exhibited
as a counting function of the analytic Poincare´ series of X . It seems natural to define
the topological counterpart of this expression obtaining a combinatorial invariant that
depends only on the dual graph Γ. The extend to which this invariant recovers the
original analytic version will be discussed in this section.
The decorated dual graph Γ determines the lattices L ⊂ L′ and the class [ℓ′] ∈ H = L′/L
of an element ℓ′ ∈ L′. Consider the counting function Q(ℓ′) (see section 2.5) of the
topological Poincare´ series Z(t). For any ℓ′ ∈ L′ and a subset I ⊂ V we set the following:
Definition 3.5.
(50) κΓ(ℓ
′) := Q[ZK+ℓ′](ZK + ℓ
′) and κΓ,I(ℓ
′) := Q[ZK+ℓ′],I(ZK + ℓ
′).
The example in section 7.3 shows that in general κΓ(ℓ
′) and κΓ,I(ℓ
′) can be different
and they also might depend (even under the natural identifications of ℓ′ and I) on the
chosen resolution.
3.3. κ-invariants for rational singularities. In order to identify the analytic and topo-
logical κ-invariants one needs to use the CDGZ-identity, which is valid for any rational
surface germ. Though the CDGZ-identity is valid even for the larger class of splice quo-
tient singularities, the equality of the full and reduced κ-invariants is specific exactly to
rational singularities (it cannot be extended in general for larger classes). In order to
make this fact more transparent, we split the results relating the κ-invariants into two:
Theorem 3.6 and 3.7.
Theorem 3.6. Assume that (X, 0) is a QHS3 surface singularity and π is a good reso-
lution for which the CDGZ-identity holds, that is, P (t) = Z(t). Let Γ be the dual graph
of π. Then for any ℓ′ ∈ L′ and I ⊂ V we have κX(ℓ′) = κΓ(ℓ′) and κX,I(ℓ′) = κΓ,I(ℓ′).
Proof. The assumption P[ZK+ℓ′](t) = Z[ZK+ℓ′](t) for π implies that the corresponding
coefficient functions are equal as well. Thus
κX(ℓ
′)
(46)
=
∑
ℓ′′ZK+ℓ′
[ℓ′′]=[ZK+ℓ
′]
p(ℓ′′) = Q[ZK+ℓ′](ZK + ℓ
′)
(50)
= κΓ(ℓ
′).
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On the other hand, the reduced CDGZ-identity for I ⊂ V is valid too by section 2.8.2,
which gives the reduced identities κX,I(ℓ
′) = κΓ,I(ℓ
′). 
Before we state the final result for rational singularities one needs to define the concept
of E∗-support of a cycle, which generalizes the object IC . Given a cycle ℓ
′ ∈ L′, we define
its support Supp∗(ℓ′) with respect to the {E∗v}-basis as Supp∗(ℓ′) := {v ∈ V | (Ev, ℓ′) 6= 0}.
Note that, if (C, 0) is a curve germ, then IC = Supp
∗(ℓ′C).
Theorem 3.7. Let (X, 0) be a rational singularity. Then for any ℓ′ ∈ S ′ one has
(51) κX(ℓ
′) = κΓ(ℓ
′) = κΓ,Supp∗(ℓ′)(ℓ
′) = κX,Supp∗(ℓ′)(ℓ
′).
In particular, if (C, 0) is a reduced curve germ in (X, 0), and IC = Supp
∗(ℓ′C), then
κX(C) = κX,IC (ℓ
′
C) = κΓ(ℓ
′
C) = κΓ,IC(ℓ
′
C),
which is an embedded topological invariant of C ⊂ X.
Proof. In order to prove (51) we use Theorems 2.4 and 3.6. It is enough to show κX(ℓ
′) =
κX,Supp∗(ℓ′)(ℓ
′), which is equivalent to hh(ZK+ ℓ
′) = hh,I(ZK+ ℓ
′), where h = [ZK+ ℓ
′] and
I = Supp∗(ℓ′). Set any I ′ such that I ⊂ I ′ ⊂ V . Then, from the definition of the relative
Hilbert coefficients, there exists an effective integral cycle ℓ0 =
∑
v∈V \I′ mvEv, with all
{mv}v∈V \I′ sufficiently large, such that hh,I′(ZK + ℓ′) = hh(ZK + ℓ′ − ℓ0). Then, by (28)
we have
hh,I′(ZK + ℓ
′) = χ(ZK + ℓ
′ − ℓ0)− h1(OX˜(−ZK − ℓ′ + ℓ0))− χ(rh) + h1(OX˜(−rh)).
Next, consider the cohomology long exact sequence associated with the short exact se-
quence of sheaves
0→ OX˜(−ZK − ℓ′)→ OX˜(−ZK − ℓ′ + ℓ0)→ Oℓ0(−ZK − ℓ′ + ℓ0)→ 0.
Since h1(OX˜(−ZK−ℓ′)) = 0 by Grauert-Riemenschneider’s vanishing Theorem, we obtain
that h1(OX˜(−ZK−ℓ′+ℓ0)) = h1(Oℓ0(−ZK−ℓ′+ℓ0)). Now, (ℓ′, Ev) = 0 for any v ∈ V \I ′,
hence the line bundleOℓ0(ℓ′) is numerically trivial. Since ℓ0 is supported by the exceptional
set of a resolution of a rational singularity, this bundle is in fact trivial. This and Serre
duality imply
h1(Oℓ0(−ZK − ℓ′ + ℓ0)) = h1(Oℓ0(−ZK + ℓ0)) = h0(Oℓ0).
Since X is rational, h1(Oℓ0) = 0, hence h0(Oℓ0) = χ(ℓ0). In conclusion (using χ(ZK + ℓ′−
ℓ0) = χ(ℓ0 − ℓ′) and (ℓ0, ℓ′) = 0) we obtain
hh,I′(ZK + ℓ
′) = χ(ℓ0 − ℓ′)− χ(ℓ0)− χ(rh) + h1(OX˜(−rh))
= χ(−ℓ′)− χ(rh) + h1(OX˜(−rh)).
This applied for I ′ = I and I ′ = V gives the statement. 
In fact, based on the above proof, we can also conclude in the next corollary that for
(X, 0) rational the surgery formula (36), as well as the quasi-polynomiality of the counting
function (Corollary 2.5(b)), extends to the entire ZK + S ′.
Corollary 3.8. IfX is rational, then QΓh(ZK+ℓ
′) = QΓh,I(ZK+ℓ
′) for ℓ′ ∈ S ′, h = [ZK+ℓ′],
and I = Supp∗(ℓ′).
Moreover, in the case of the surgery formula (36) one has QΓk[j∗
k
(ZK+ℓ′)]
(j∗k(ZK + ℓ
′)) = 0.
In particular, (36) holds for ZK + S ′.
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Proof. In the proof above one shows hh(ZK + ℓ
′) = hh,I(ZK + ℓ
′). By Theorem 2.4, this
implies QΓh(ZK + ℓ
′) = QΓh,I(ZK + ℓ
′). It remains to verify the vanishing of the correction
term QΓk[j∗
k
(ZK+ℓ′)]
(j∗k(ZK + ℓ
′)).
Note that j∗k(ℓ
′) = 0 by the choice of the set I and the definition of the dual operators j∗k .
Thus, using (35) one has QΓk[j∗
k
(ZK+ℓ′)]
(j∗k(ZK + ℓ
′)) = QΓk[ZK(Γk)](ZK(Γk)). Moreover, the
duality [22, Theorem 4.4.1] (see also Corollary 5.5) for counting functions gives the identity
QΓk[ZK(Γk)](ZK(Γk)) = pc
S′
R
(Γk)(ZΓk0 (t)),
where S ′R(Γk) is the real Lipman cone and ZΓk0 (t) is the 0-part of the topological Poincare´
series associated with Γk. Then Γk (being a subgraph of a rational graph) is rational, for
all k, and hence ZΓk0 (t) = P
Γk
0 (t) and pc
S′
R
(Γk)(ZΓk0 (t)) = pg(Xk) = 0. 
4. A formula for δ via periodic constants
4.1. The formula. Let C =
⋃
i∈I Ci be the irreducible decomposition (with finite set
I) of a reduced curve germ and consider CJ =
⋃
j∈J Cj for any ∅ 6= J ⊂ I. As in
section 2.9.1 one defines the Hilbert series HCJ (tJ) :=
∑
ℓJ
hCJ (ℓJ)t
ℓJ
J , and following (41)
we also consider the Poincare´ series PCJ (tJ) :=
∑
ℓJ
pCJ (ℓJ)t
ℓJ
J of any such CJ .
The aim of this section is to prove the following formulae for the delta invariant of
(C, 0) in terms of the periodic constants associated with these objects.
Theorem 4.1.
(a) For any i ∈ I one has δ(Ci) = −pc(PCi(ti)), and
(b) δ(C) =
∑
i∈I δ(Ci) +
∑
J⊂I, |J |>1(−1)|J | PCJ (1J).
Note that even though the proof of Theorem 4.1 will be heavily based on the concept
of periodic constant, in the recursive identity (b) its presence is completely hidden, even
missing.
We would like to emphasize that the delta invariant can be determined recursively
from the delta invariant of the components and the Hironaka generalized intersection
multiplicity as well. Namely, if we consider two (not necessarily irreducible) germs (C ′1, 0)
and (C ′2, 0) without common irreducible components, embedded in some (C
n, 0) such
that (C ′i, 0) is defined by the ideal Ii in O(Cn,0) (i = 1, 2), then Hironaka’s intersection
multiplicity is defined by (C ′1, C
′
2)Hir := dimC (O(Cn,0)/I1+I2). Then, one has the following
Hironaka’s formula [20] (see also [13, Sect. 5] for a detailed discussion)
(52) δ(C) =
∑
i∈I
δ(Ci) +
r−1∑
i=1
(Ci, C
i)Hir,
where C i := ∪rj=i+1Cj.
Formally ((b)) has some similarity with (52) but their equivalence is not apparent.
Nevertheless, our proof will be independent of (52).
Before we present the proof, in the next section we discuss the formula for two key
families: plane curves and ordinary r-tuples of curves in Cr. In a way, they constitute the
two opposite extreme cases. In our discussion we will stress the major differences between
them.
4.2. Special cases.
Example 4.2. Assume (C, 0) ⊂ (C2, 0) is an irreducible plane curve singularity. Then the
identity δ(C) = −pc(PC(t)) is well known, but in a different form, see eg. [17] and [25,
Section 7.1]. Indeed, by [17] the Poincare´ series PC(t) equals the generating series of
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the numerical semigroup associated with (C, 0), which implies the statement by Exam-
ple 2.1(3): the negative of the periodic constant equals the number of gaps, hence the
delta invariant of the curve.
Example 4.3. Assume that C = ∪i∈ICi (I = {1, . . . , r}) is a plane curve singularity. We
recall two basic properties, both of them specific to the case of plane curves.
First, in this context there exists the notion of Alexander invariant associated with
the covering C2 \ C (since this space has non-trivial fundamental group), hence one can
define the (multivariable) Alexander polynomial ∆(t1, . . . , tr) of C. Then, see eg. [2, 18],
PCi(ti) = ∆Ci(ti)/(1− ti) and PC(t1, . . . tr) = ∆(t1, . . . , tr) whenever r ≥ 2.
Second, there is an inductive Torres formula of type [41]
(53) PCI\{1}(t2, . . . , tr) = PC(t1, . . . , tr)|t1=1 · (1− t(C1,C2)2 · · · t(C1,Cr)r )−1.
Here (Ci, Cj) denotes the usual intersection multiplicity (which in the case of plane curves
coincides with Hironaka’s definition). Since ∆Ci(1) = 1, Torres’ formula applied to C{i,j}
proves PC{i,j}(1, 1) = (Ci, Cj) (i 6= j), and, again by Torres formula applied for |J | ≥ 3 we
get that PCJ (1J) = 0 if |J | ≥ 3. In particular, ((b)) gives the well-known formula, valid
for plane curves,
(54) δ(C) =
∑
i
δ(Ci) +
∑
i<j
(Ci, Cj).
This can be deduced from Hironaka’s formula (52) as well, since for plane curves (C ′, C1∪
C2) = (C
′, C1)+(C
′, C2), a property which usually fails for non-plane germs in the general
context of Hironaka’s intersection multiplicity.
For certain properties in the Gorenstein case see e.g. [29].
Example 4.4. Let (C, 0) be analytically equivalent to a union of r coordinate axes in Cr,
that is, (C, 0) is an ordinary r-tuple, then a straightforward computation shows PCJ (1J) =
1 if |J | ≥ 2. Since δ(Ci) = 0 for all i, Theorem 4.1(b) reads as δ(C) =
∑r
j=2(−1)j
(
r
j
)
=
r − 1.
4.3. Proof of Theorem 4.1. The proof of Theorem 4.1 is based on the inversion formula
of Gorsky and Ne´methi [16], and Moyano-Ferna´ndez [29], which recovers the Hilbert
function hC from the Poincare´ series PCJ , thus inverts formula (41) (and by its formal
proof, it is valid for any curve germ (C, 0) as well).
Note that by definition (see section 2.9.1) if ℓi = 0 for all i /∈ J , then hCJ (ℓJ) = hC(ℓI),
i.e. HCJ (tJ) = HC(tI)|ti=1,i/∈J . It also makes sense to write hC(ℓJ) so that ℓJ is extended
to a vector ℓI by setting its entries indexed by I \ J to be zero.
Then, the Hilbert function satisfies the following properties:
(a) hC(ℓI) = hC(max{ℓI , 0});
(b) hC(0) = 0;
(c) for any J ⊂ I we have pCJ (ℓJ) =
∑
I′⊂I(−1)|I
′|−1hC(ℓJ + 1I′).
Therefore [16, Theorem 3.4.3] applies and it implies the following inversion formula:
(55) hC(ℓI) =
∑
J⊂I
(−1)|J |−1
∑
0≤ℓ˜≤ℓJ−1J
pCJ (ℓ˜).
Proof of Theorem 4.1. By Lemma 2.6, PCJ (tJ) is a polynomial for |J | > 1, hence for
big enough ℓJ , the constant sum
∑
0≤ℓ˜≤ℓJ−1J
pCJ (ℓ˜) is the periodic constant and equals
PCJ (1J), cf. Example 2.1 (1).
If J = {i} for some i ∈ I, then the counting function is∑0≤ℓ˜≤ℓi−1 pCi(ℓ˜) whose constant
term is the periodic constant for ℓi ≫ 0. On the other hand, by (55) and (42) for ℓ ≥ c,
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where c is the conductor, we get
δ(C) = |ℓ|+
∑
J⊂I
|J |>1
(−1)|J |PCJ (1J)−
∑
i∈I
∑
0≤ℓ˜≤ℓi−1
pCi(ℓ˜).
Since the left hand side of the above identity is constant the result follows. 
5. Twisted duality for the topological Poincare´ series
5.1. Ehrhart-MacDonald-Stanley duality for rational functions. We will use [22]
as a general reference for this section, where more details can be found.
5.1.1. We fix a free Z-module L and an overlattice L′ ⊃ L of the same rank and denote
by H the finite quotient group L′/L of order, say d. Let us fix a basis {Ev}v∈V in L. In
the sequel we will adapt the notation of sections 2.1 and 2.4 to this more general context.
We consider the following type of multivariable rational functions (in the variables tL
′
)
with rational exponents in
(
1
d
Z
)|V |
:
(56) z(t) =
∑r
k=1 ιkt
bk∏n
i=1(1− tai)
,
where ιk ∈ Z, bk ∈ L′, and ai =
∑
v∈V ai,vEv ∈ L′, such that ai,v are all strictly positive.
Let Tz(t) =
∑
ℓ′ z(ℓ
′)tℓ
′ ∈ Z[[t1/d]][t−1/d] be the formal Taylor expansion of z(t) at the
origin and we also write the Taylor expansion of z(t) at infinity in the form
T∞z(t) =
∑
ℓ˜
z∞(ℓ˜)tℓ˜ ∈ Z[[t−1/d]][t1/d],
where T∞z is obtained by the substitution s = 1/t into the Taylor expansion at s = 0 of
the function z(1/s).
The function z has a decomposition
∑
h∈H zh(t) with respect to H = L
′/L, where
zh(t) is rational of the form
∑
b′∈h+L ιb′t
b′/
∏n
i=1(1 − tdai) (ιb′ 6= 0 for finite b′). The
decompositions
∑
h(Tz)h and
∑
h(T
∞z)h of the series Tz and T
∞z are defined similarly
as in section 2.4.
Once h ∈ H fixed, for any subset I ⊂ V we consider the reduced functions zh(tI) and
their series (Tz)h(tI) and (T
∞z)h(tI) by substituting ti = 1 for all i /∈ I (cf. section 2.4).
5.1.2. Quasi-polynomials and duality. Let q
(z)
h,I be the modified counting function
associated with (Tz)h(tI) as defined in (16). Following the results of [21, 24], by the
Ehrhart theory of polytopes associated with the denominator of z one can consider the
following chamber decomposition of prI(L
′ ⊗R) = R|I|: let BI be the set of all bases σ of
R|I| such that σ is a subset of the given configuration of vectors {ai|I}i=1,...,n∪{Ev|I}v∈I in
R|I| (here we use notation ai|I := prI(ai) as in section 2.4). Then a (big, open) chamber
c is a connected component of R|I| \ ∪σ∈BI∂∆≥0σ, where ∂∆≥0σ is the boundary of the
closed cone ∆≥0σ.
Then, by [22, Corollary 3.5.1] it is known that for any fixed chamber c the modified
counting function q
(z)
h,I admits a quasi-polynomial in the sense of section 2.6, namely q˜
c,(z)
h,I
satisfying q˜
c,(z)
h,I (ℓ) = q
(z)
h,I(rh + ℓ) for any ℓ sitting sufficiently deeply in the interior of c.
Thus, (Tz)h (often referred to as zh) admits a periodic constant mpc
c(zh(tI)) = q˜
c,(z)
h,I (0)
associated with the chamber c. Moreover, the next duality result from [22] shows that (un-
der some conditions) the modified periodic constant associated with a chamber c coincides
with a finite sum of certain coefficients of the Taylor expansion at infinity.
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Theorem 5.1 ([22, Th. 3.6.1]). Fix h and I as above. Denote by (T∞z)h(tI) =
∑
ℓ′ z
∞
h,I(ℓ
′)tℓ
′
I
the h-component of the Taylor expansion of z(t) at infinity. Assume that for a fixed cham-
ber c one has bk|I ∈ c for all k. Then
(57) mpcc(zh(tI)) =
∑
ℓ′≥0
z∞h,I(ℓ
′).
Note that the chamber decomposition depends essentially on the set of poles {ai}ni=1
(see the definition of BI). The construction of the chambers shows that by decreasing
the set of poles one might enlarge certain chambers, which can help improve results on
periodic constant calculations (cf. Theorem 5.1 and Proposition 5.2).
5.2. The twisted zeta function. We now return to the QHS3 surface singularity case,
where the dual graph Γ is fixed. Consider the zeta function f(t) as defined in (33) and
the topological Poincare´ series Z(t) as its Taylor expansion at the origin. We recall some
important results from [24], which will be used in the sequel.
For a subset ∅ 6= I ⊂ V , we define its closure I as the set of vertices of the connected
minimal full subgraph ΓI of Γ, which contains I. Note that this graph is unique since Γ
is a tree. Denote by valI(v) the valence of a vertex v ∈ I in the graph ΓI .
Then, in [24, Lemma 7] it was proved that f(tI) has a product decomposition of type
(58) f(tI) = Pol(tI) ·
∏
v∈I
(
1− tE∗vI
)val
I
(v)−2
= Pol(tI) · Prod(tI),
where Pol(tI) is a finite sum supported on πI(S ′), in particular it has no poles. Hence,
the possible set of poles of f via the I-reduction is reduced from the set of zeros of∏
v∈E(1 − tE
∗
v
I ) to the set of zeros of
∏
v∈E
I
(1 − tE∗vI ), where E (resp. EI) is the set of
end-vertices of Γ (resp. ΓI). Note that EI ⊂ I. Therefore, by the construction of the
chamber decomposition of R|I| the chambers associated with f(tI) can be determined by
the bases selected from the vector configuration {E∗v |I}v∈EI ∪ {Eu|I}u∈I . Moreover, one
can prove the following:
Proposition 5.2 ([24]). For any I ⊂ V the interior of the projected Lipman cone
int (πI(S ′R)) is contained entirely in a (big) chamber c of f(tI). Thus, the modified count-
ing function q
(Z)
h,I associated with Zh(tI) admits a quasi-polynomial in πI(S ′R), which will
be denoted simply by q˜h,I in the sequel.
Now, we consider the twisted zeta function fℓ′
0
(t) := tℓ
′
0 · f(t) for some fixed ℓ′0 ∈ S ′
(see section 5.3). By (58) the chamber decomposition associated with fℓ′
0
(tI) is the same
as the one of f(tI). Moreover, if f(tI) has product factorization Pol(tI) · Prod(tI), then
fℓ′
0
(tI) = Polℓ′
0
(tI) · Prod(tI), where Polℓ′
0
(tI) = t
ℓ′
0
I · Pol(tI) is still a finite sum and it is
still supported on πI(S ′) since ℓ′0 ∈ S ′.
Remark 5.3. The discussion above allows for the extension of the previous results to the
twisted case. In particular, Theorem 5.1 and Proposition 5.2 also hold for the twisted
zeta function fℓ′
0
(t) = tℓ
′
0 · f(t) as well.
5.3. Periodic constants for twisted functions. Let us fix a cycle ℓ′0 ∈ L′ with [ℓ′0] = h0
as before. Motivated by the previous section, it will be useful to compare invariants of a
series with its twisted series : for any fixed series S(t) we set the twisted R(t) := tℓ
′
0S(t).
By a straightforward calculation
(59)
Rh+h0(t) = t
ℓ′
0Sh(t)
Q
(R)
h+h0
(x) = Q
(S)
h (x− ℓ′0).
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For any h ∈ H we define the dual shift ℓˇ0(h) ∈ L′h of ℓ′0 with respect to the class h by
(60) ℓˇ0(h) := ℓ
′
0 + rh−h0.
For h = h0 the definition gives the cycle itself: ℓˇ0(h0) = ℓ
′
0. We will use the simplified
notation ℓˇ0 for the dual shift ℓˇ0(0). In this case one obtains ℓˇ0 ∈ L satisfying ℓˇ0 = ℓ′0+r−h0
(or ℓˇ0 = ⌈ℓ′0⌉). This rewritten in the form ℓ′0 = ℓˇ0 − r−h0 can be compared with the usual
decomposition ℓ′0 = ℓ0 + rh for ℓ0 = ⌊ℓ′0⌋ ∈ L. This symmetry (and its application in the
duality Theorem 5.4) explain the term dual. Note that, if h0 = 0, then ℓˇ0 = ℓ0.
The following relations for the quasi-polynomials associated with the (modified) count-
ing functions are straightforward from (59):
(61) Q˜
(R)
h+h0
(ℓ) = Q˜
(S)
h (ℓ+ rh − ℓˇ0(h)), q˜ (R)h+h0(ℓ) = q˜
(S)
h (ℓ+ rh − ℓˇ0(h)).
Note that the evaluation of the quasi-polynomial Q˜
(S)
h (ℓ) at zero provides the periodic
constant of Sh(t), and evaluation of Q˜
(R)
h+h0
(ℓ) at zero is the periodic constant of tℓ
′
0Sh(t):
(62) pcK(tℓ
′
0Sh(t)) = Q˜
(S)
h (rh − ℓˇ0(h)), mpcK(tℓ
′
0Sh(t)) = q˜
(S)
h (rh − ℓˇ0(h)).
Analogously, in the reduced situation, if I ⊂ V , then
(63) pcK(t
ℓ′
0
I Sh(tI)) = Q˜
(S)
h,I (rh − ℓˇ0(h)), mpcK(tℓ
′
0
I Sh(tI)) = q˜
(S)
h,I (rh − ℓˇ0(h)).
Again, as mentioned after (17), the reduced quasi-polynomials Q˜
(S)
h,I and q˜
(S)
h,I can for-
mally be applied to elements in L via the projection L→ LI .
5.4. Twisted duality for counting functions of Poincare´ series. Recall that for
any ∅ 6= I ⊂ V , for simplicity we have denoted by Qh,I(ℓ′) (resp. qh,I(ℓ′)) the counting
function (resp. modified counting function) associated with Zh(tI) for any h ∈ H . They
admit quasi-polynomials Q˜h,I(ℓ) (resp. q˜h,I(ℓ)) associated with the cone πI(S ′R) so that
for ℓ′ = rh + ℓ ∈ S ′ with ℓ ≫ 0 in L one has Qh,I(ℓ′) = Q˜h,I(ℓ) (resp. qh,I(ℓ′) = q˜h,I(ℓ)).
In particular, pcπI(S
′
R
)(Zh(tI)) = Q˜h,I(0) (resp. mpc
πI(S
′
R
)(Zh(tI)) = q˜h,I(0)) by definition.
The aim of this section is to prove the following twisted duality theorem for the counting
functions of the topological Poincare´ series.
Theorem 5.4. For any fixed ∅ 6= I ⊂ V , ℓ′0 ∈ S ′ with [ℓ′0] = h0 and h ∈ H the following
identities hold:
(a) mpcπI(S
′
R
)((fℓ′
0
)h(tI)) = q˜h−h0,I(rh− ℓˇ0(h)) = q[ZK ]−h+h0,I(ZK−rh+ℓ′0),
(b) pcπI(S
′
R
)((fℓ′
0
)h(tI)) = Q˜h−h0,I(rh− ℓˇ0(h)) = Q[ZK ]−h+h0,I(ZK−rh+ℓ′0),
where ℓˇ0(h) is the dual shift of ℓ
′
0 by h as defined in (60).
Proof. Part (a) implies (b) by the inclusion-exclusion principle (17), hence we only have
to show (a).
Consider the twisted zeta function fℓ′
0
(t) = tℓ
′
0 · f(t). Then for any ∅ 6= I ⊂ V and
h ∈ H the Taylor expansion at the origin can be written as (Tfℓ′
0
)h(tI) = t
ℓ′
0
I ·Zh−h0(tI). If
q
(fℓ′
0
)
h,I (ℓ
′) denotes the modified counting function associated with (Tfℓ′
0
)h(tI), then by (59)
one obtains q
(fℓ′
0
)
h,I (ℓ
′) = qh−h0,I(ℓ
′ − ℓ′0). By Remark 5.3, q
(fℓ′
0
)
h,I as well as qh−h0,I admit a
quasi-polynomial associated with πI(S ′R). Using (61) one obtains q˜
(fℓ′
0
)
h,I (ℓ) = q˜h−h0,I(ℓ +
rh− ℓˇ0(h)). Note that both quasi-polynomials are associated with the special cone πI(S ′R).
In particular, by (63) one has
(64) mpcπI(S
′
R
)((fℓ′
0
)h(tI)) = q˜
(fℓ′
0
)
h,I (0) = q˜h−h0,I(rh − ℓˇ0(h)).
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All the exponents in the numerator of fℓ′
0
(tI) are situated in πI(S ′R) since the same
holds for f(tI) and ℓ
′
0 ∈ S ′. Therefore, Theorem 5.1 can be applied to fℓ′0(tI) such that if
the h-component of the Taylor expansion at infinity of fℓ′
0
(tI) is written as (T
∞fℓ′
0
)h(tI) =∑
ℓ˜(f
∞
ℓ′
0
)h,I(ℓ˜)t
ℓ˜
I then
(65) mpcπI(S
′
R
)((fℓ′
0
)h(tI)) =
∑
ℓ˜≥0
(f∞ℓ′
0
)h,I(ℓ˜).
On the other hand, using our previous notation Tf(t) = Z(t) =
∑
ℓ′∈S′ z(ℓ
′)tℓ
′
(cf. section
2.8.1) we can write
(T∞fℓ′
0
)(tI) = t
ℓ′
0
I (T
∞f)(tI) = t
ℓ′
0
I
∑
ℓ′∈S′
z(ℓ′)tZK−E−ℓ
′
I ,
where the second identity follows by the symmetry f(tI) = t
ZK−E
I · f(t−1I ). Thus, by (64)
and (65) one obtains
mpcπI(S
′
R
)((fℓ′
0
)h(tI)) = q˜h−h0,I(rh − ℓˇ0(h)) =
∑
ℓ′
I
≤(ZK−E+ℓ
′
0
)I ,
[ℓ′]=[ZK ]−h+h0
z(ℓ′).
Note that since the sum considers only ℓ′ ∈ L′ with [ℓ′] = [ZK ] − h + h0, the condition
ℓ′I ≤ (ZK −E+ ℓ′0)|I is equivalent to ℓ′I ≺ (ZK − rh+ ℓ′0)|I . Hence, the sum coincides with
the modified counting function q[ZK ]−h+h0,I(ZK − rh + ℓ′0), which proves ((a)). 
The above twisted duality has two important specializations. The first one gives back
the already known duality result proved in [22], which was the motivation for the twisted
version as well.
Corollary 5.5 ([22, Theorem 4.4.1]). If (X, 0) is a QHS3 surface singularity, then
(a) mpcπI(S
′
R
)(Zh(tI)) = q[ZK ]−h,I(ZK − rh);
(b) pcπI(S
′
R
)(Zh(tI)) = Q[ZK ]−h,I(ZK − rh).
Proof. Use Theorem 5.4 for ℓ′0 = 0. 
The second specialization can be considered as a relative version of the duality and it
will be applied in the sequel to the case of an embedded reduced curve germ.
Corollary 5.6. If (X, 0) is a QHS3 surface singularity, then
(a) mpcπI(S
′
R
)((fℓ′
0
)0(tI)) = q˜−h0,I(−ℓˇ0) = q[ZK ]+h0,I(ZK + ℓ′0);
(b) pcπI(S
′
R
)((fℓ′
0
)0(tI)) = Q˜−h0,I(−ℓˇ0) = Q[ZK ]+h0,I(ZK + ℓ′0).
Proof. Specialize Theorem 5.4 to h = 0. 
6. Application of the twisted duality to invariants of curves on
rational surface singularities
6.1. According to Blache [1], for every algebraic normal surface germ (X, 0) there exists
a unique map AX,0 : Weil(X, 0)/Cartier(X, 0)→ Q with the following properties
AX,0(−D) = AX,0(−KX +D) for any Weil divisor D,
AX,0(C) = χ(−ℓ′C)− δ(C) for any reduced curve (C, 0) ⊂ (X, 0).(66)
This map appears as the correction term of the generalized Riemann-Roch formula and
adjunction formulae for Weil divisors on projective algebraic normal surfaces, and mea-
sures the local contribution of a singular point of the surface. For more details we refer
to [1] (or see the discussion from [13, 1.5]).
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6.2. We consider a reduced curve germ (C, 0) on a rational normal surface singularity
(X, 0). Let π : X˜ → X be a good embedded resolution of C ⊂ X and denote by Γ its dual
resolution graph. Although it is not necessary, for the transparency of the proof we will
also assume condition (43) for the resolution, that is, the strict transform C˜ meets each
Ev (v ∈ V ) in at most one point. As before, we denote by ℓ′C ⊂ L′ the exceptional part
of π∗C, that is, π∗C = C˜ + ℓ′C and IC = Supp
∗(ℓ′C), the subset of irreducible exceptional
divisors which intersect C˜.
The aim of this section is to apply the general delta invariant formula (Theorem 4.1) and
the twisted duality results of the previous section 5.4 to give a topological/combinatorial
proof for the following results, already presented in [13].
Theorem 6.1 ([13]). Let (X, 0) be a rational surface singularity and C ⊂ X a reduced
curve germ, then
(1) δ(C) = κΓ,IC(ℓ
′
C) = κX(C) = χ(ZK + ℓ
′
C)− χ(s[ZK+ℓ′C ]);
(2) AX,0(C) = χ(s[ZK+ℓ′C ]) = χ(s[−ℓ′C ]).
Remark 6.2. We emphasize that the first identity from Theorem 6.1 has the same spirit
as the results presented in section 2.8.4: it shows how to decode important invariants (in
this case δ(C)) from the Poincare´ series, since the relative κ-invariant κΓ,IC (ℓ
′
C) is defined
as its counting function. In forthcoming papers we plan to understand this concept in full
generality, i.e. in the case of reduced curves embedded in any normal surface singularity.
Proof. The expression (1) follows from the assumption on the resolution, we can write the
cycle associated with the curve C = ∪i∈ICi as ℓ′C =
∑
i∈I E
∗
i where I = IC ⊂ V . We also
define the cycles ℓ′CJ =
∑
j∈J E
∗
j associated with the curve CJ := ∪j∈JCj for any J ⊂ I,
and denote hJ := [ℓ
′
CJ
] ∈ H . For convenience, we set ℓ′C∅ = 0, so hC∅ = 0 ∈ H .
Consider the relative topological Poincare´ series of CJ which was defined in (44) by the
equation
(67) Z(CJ )(t) = Z(t) ·
∏
j∈J
(1− tE∗j ) for any J ⊂ I.
Then, as it is explained in section 2.9.2, one has the decomposition Z(CJ )(t) =
∑
h∈H Z
(CJ )
h (t),
and the relative CDGZ-identity (Theorem 2.9) provides for ∅ 6= J ⊂ I:
(68) PCJ (tJ) = Z
(CJ )
0 (tJ).
For J = {j}, the formula pc(PCj (tj)) = pc(Z(Cj)0 (tj)) follows from (68). Otherwise, |J | ≥
2, which implies PCJ is a polynomial by Lemma 2.6, and thus PCJ (1J) = pc
πJ(S
′
R
)(Z
(CJ )
0 (tJ)).
Moreover, thanks to (b) one can express δ(C) as
(69) δ(C) =
∑
∅6=J⊂I
(−1)|J |pcπJ (S′R)(Z(CJ )0 (tJ)).
From the definition (67) of Z(CJ ), its 0-part can be expressed as
Z
(CJ )
0 (tJ) =
∑
K⊂J
(−1)|K|tℓ
′
CK
J · Z−hK(tJ).
Hence, Z
(CJ )
0 (tJ) is the alternating sum of twisted zeta functions t
ℓ′CK
J Z−hK(tJ) whose
counting functions are Q−hK ,J(ℓ − ℓ′CK ) by section 5.4. Moreover, this implies that the
following function on L:
(70) DC(ℓ) :=
∑
∅6=J⊂I
(−1)|J |
∑
K⊂J
(−1)|K|Q−hK ,J(ℓ− ℓ′CK )
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admits a quasi-polynomial associated with the cone πJ (S
′
R), denoted by D˜C(ℓ), and
hence (69) implies D˜C(0) = δ(C).
On the other hand, we can rearrange the terms in the above definition of DC(ℓ) so that
DC(ℓ) = Q−hC ,I(ℓ− ℓ′C) +
∑
K(I
(−1)|K|R−hK (ℓ− ℓ′CK ),
where R−hK (ℓ− ℓ′CK ) :=
∑
J 6=∅
K⊂J⊂I
(−1)|J |Q−hK ,J(ℓ− ℓ′CK ), since the sign of the first term
associated with K = J = I is (−1)2|I|. Therefore, using the dual shift ℓˇC given by (60),
on the quasi-polynomial level one gets
D˜C(ℓ) = Q˜−hC ,I(ℓ− ℓˇC) +
∑
K(I
(−1)|K|R˜−hK (ℓ− ℓˇCK ),
with the notation
(71) R˜−hK (ℓ− ℓˇCK ) :=
∑
J 6=∅
K⊂J⊂I
(−1)|J |Q˜−hK ,J(ℓ− ℓˇCK ).
Then, after substituting ℓ = 0 above, one can apply the relative duality Corollary 5.6 to
Q˜−hC ,I(−ℓˇC) which provides the final equation
(72) δ(C) = Q[ZK+ℓ′C ],I(ZK + ℓ
′
C) +
∑
K(I
(−1)|K|R˜−hK (−ℓˇCK ).
By Theorem 3.7 we have Q[ZK+ℓ′C ],I(ZK + ℓ
′
C) =: κΓ,I(ℓ
′
C) = κX,I(ℓ
′
C) = κX(C). Hence, to
finish the proof it remains to show the vanishing of the sum in the final equation.
More precisely, we will prove that R˜−hK (−ℓˇCK ) = 0 for any K ( I. We apply the
surgery formula to express Q−hK ,J(ℓ− ℓ′CK ).
Thus, for the fixed subsets K ⊂ J ⊂ I ⊂ V (J 6= ∅) if we denote by {Γk}k the connected
full subgraphs determined by the subset of vertices V \ J , the surgery formula (36) gives
for a sufficiently large ℓ the expression
Q−hK ,J(ℓ− ℓ′CK ) = Q−hK (ℓ− ℓ′CK )−
∑
k
QΓk0 (ℓ|Γk),
since j∗k(ℓ − ℓ′CK ) = j∗k(ℓ) =: ℓ|Γk whenever K ⊂ J . This, on the quasi-polynomial level
with the substitution ℓ = 0 becomes
Q˜−hK ,J(−ℓˇCK ) = Q˜−hK (−ℓˇCK )−
∑
k
Q˜Γk0 (0),
which implies that
Q˜−hK ,J(−ℓˇCK ) = Q˜−hK (−ℓˇCK )
since the periodic constant Q˜Γk0 (0) associated with the subgraph Γk of the dual graph of
a rational singularity is 0 (see the last line of proof of Corollary 3.8).
If K = ∅, then ℓˇCK = 0 and hence Q˜0(0) = 0 as above. This shows in this case
R˜−hK(−ℓˇCK ) = 0.
Otherwise, K 6= ∅, then ℓˇCK = ℓCK + E and thus one obtains
R˜−hK(−ℓˇCK ) = R˜−hK (−ℓˇCK ) =
∑
K⊂J⊂I
(−1)|J |Q˜−hK(−ℓˇCK ) = 0,
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since Q˜−hK(−ℓˇCK ) does not depend of J and∑
K⊂J⊂I
(−1)|J | = (−1)|K|
|I|−|K|∑
k=0
(|I| − |K|
k
)
(−1)k = (−1)|K|(1− 1)|I|−|K| = 0.
On the other hand, (39) combined with Corollary 2.5(a) give
(73) Q˜[ℓ′](ℓ) = χ(ℓ
′)− χ(s[ℓ′]) where ℓ′ = ℓ+ r[ℓ′].
This, together with Corollary 2.5(b) implies that
Q[ZK+ℓ′C ](ZK + ℓ
′
C) = Q˜[ZK+ℓ′C ](ZK + ℓ
′
C) = χ(ZK + ℓ
′
C)− χ(s[ZK+ℓ′C ]),
which completes the proof of part (1).
As for part (2), the first identity is immediate by (66) and part (1). In order to show
the identity χ(s[ZK+ℓ′C ]) = χ(s[−ℓ′C ]) (not true for general normal surface singularities, cf.
[13, Example 4.5]) can be shown as follows.
The twisted duality Theorem 5.4(b) with h = 0 and ℓ′0 = ℓ
′
C (and ℓˇ
′
C = ℓ
′
C − r[−ℓ′C ],
cf. 5.3) implies Q[ZK+ℓ′C ](ZK + ℓ
′
C) = Q˜[−ℓ′C ](−ℓˇ′C). Moreover, by applying (73) for ℓ′ :=
−ℓ′C = −ℓˇ′C + r[−ℓ′C ] we obtain Q˜[−ℓ′C ](−ℓˇ′C) = χ(−ℓ′C) − χ(s[−ℓ′C ]), which deduces the
desired identity since χ(ZK + ℓ
′
C) = χ(−ℓ′C). 
7. Examples
7.1. A cyclic quotient. Consider X the cyclic quotient singularity 1
4
(1, 3), whose res-
olution graph is the A3 graph. The action is ξ ∗ (x, y) = (ξx, ξ3y) (ξ4 = 1), hence the
invariant ring is generated by u = x4, v = y4 and w = xy. In particular, X = {uv = w4}.
E1(−2)
E∗1 = (
3
4
, 1
2
, 1
4
)
E2(−2)
E∗2 = (
1
2
, 1, 1
2
)
E3(−2)
E∗3 = (
1
4
, 1
2
, 3
4
)
Figure 1. Dual graph of cyclic quotient singularity
The coordinates of E∗i are in terms of the basis {E1, E2, E3}. If f(x, y) = x12− y4, then f
is invariant, hence the corresponding divisor C = c({f = 0}) is Cartier (where c : C2 → X
is the universal abelian covering, cf. section 2.7.1). It is given by u3 = v on X . Therefore,
C is {uv − w4 = v − u3 = 0}, isomorphic to the plane curve singularity {w4 = u4} with
δ(C) = 6. Also note that ℓ′C = 4E
∗
1 = (3, 2, 1), hence rhC = shC = 0. The topological
Poincare´ series is given by
Z(t) = T
(
1
(1−t
3
4
1
t
1
2
2
t
1
4
3
)(1−t
1
4
1
t
1
2
2
t
3
4
3
)
)
=
∑
h∈Z4
Zh(t)
=
(
1 + t1t2t3 + t1t
2
2t
3
3 + t
2
1t
2
2t
2
3 + t
2
1t
3
2t
4
3 + t
2
1t
4
2t
6
3 +
∑
ℓ′∈L, ℓ′≥ℓ′
C
z(ℓ′)tℓ
′
)
+
∑
06=h∈Z4
Zh(t),
where T (·) is the Taylor expansion at the origin of the given rational function. This
together with ZK = 0 implies that κX(C) = Qh(ZK + ℓ
′
C) = Qh(ℓ
′
C) = 6.
Analogously, f(x, y) = x2 − y2 ∈ (OY )[2] defines a Weil divisor with h = [2] ∈ Z4. The
two components of f = 0 are sent by c into an irreducible C, with equation {u = w2 = v}.
THE DELTA INVARIANT... II: POINCARE´ SERIES AND TOPOLOGICAL ASPECTS 27
Hence C is smooth with δ(C) = 0. In this case ℓ′C = E
∗
2 = (
1
2
, 1, 1
2
), and, in fact, s[2] = ℓ
′
C
(though r2 = (
1
2
, 0, 1
2
)). Therefore, κX(C) = Qh(ℓ
′
C) = Qh(s[2]) = 0 by Corollary 2.5.
7.2. A non-cyclic quotient singularity. Consider the binary dihedral quotient singu-
larity X = C2/G where
G = BD12(7) =
〈
α =
(
0 −1
1 0
)
, β =
(
ξ 0
0 ξ7
)〉
,
and ξ12 = 1 is a primitive root of unity. Its resolution graph is
(−3)E2 E∗2 = (13 , 23 , 13 , 13)
(−2)E3
E∗3 = (
1
6
, 1
3
, 2
3
, 1
6
)
E4(−2)
E∗4 = (
1
6
, 1
3
, 1
6
, 2
3
)
(−2)E1
E∗1 = (
2
3
, 1
3
, 1
6
, 1
6
)
Figure 2. Dual graph of dihedral quotient singularity
In this case we consider embedded curves Ch with ℓ
′
Ch
= sh for h ∈ H , h 6= 0. For instance,
if h = [E∗2 ] and sh = E
∗
2 , then C˜h is a transversal cut (curvette) of E2 (analogously, 2E
∗
2
means two disjoint transversal cuts of E∗2 , etc). ZK = E
∗
2 =
1
3
E1 +
2
3
E2 +
1
3
E3 +
1
3
E4.
One shows that H = Z2[E∗1−E∗4 ]×Z6[E∗4 ], and [3E∗2 ] = [E∗1+E∗3+E∗4 ] = 0 in H . Hence
by the cyclic symmetry of the graph we have only five different cases. They correspond
to h ∈ {[E∗2 ] = (0, 2), [2E∗2 ] = (0, 4), [E∗1 ] = (1, 1), [E∗1 + E∗2 ] = (1, 3), [E∗1 + 2E∗2 ] = (1, 5)}.
The following table shows the values κX(Ch) = δ(Ch) for different cases. The column
Z[ZK ]+h(t) only shows the monomials z(ℓ
′)tℓ
′
whose degree is ℓ′  ZK + sh.
h ∈ H rh sh κX(Ch) Z[ZK ]+h(t) χ(−sh) AX,0(Ch)
(0, 2) (1
3
, 2
3
, 1
3
, 1
3
) (1
3
, 2
3
, 1
3
, 1
3
) 0 0 + ... 2
3
2
3
(0, 4) (2
3
, 1
3
, 2
3
, 2
3
) (2
3
, 4
3
, 2
3
, 2
3
) 2 1 + t(1,1,1,1) + ... 2 0
(1, 1) (2
3
, 1
3
, 1
6
, 1
6
) (2
3
, 1
3
, 1
6
, 1
6
) 0 0 + ... 1
2
1
2
(1, 3) (0, 0, 1
2
, 1
2
) (1, 1, 1
2
, 1
2
) 1 t(
1
6
, 1
3
, 2
3
, 1
6
) + ... 3
2
1
2
(1, 5) (1
3
, 2
3
, 5
6
, 5
6
) (1
3
, 2
3
, 5
6
, 5
6
) 1 t(
2
3
, 1
3
, 1
6
, 1
6
) + ... 7
6
1
6
7.3. A non-rational singularity. Consider the singularity X = ({x2+y3+z7}, 0) whose
dual good resolution graph Γ is
with ZK = 2E1 + E2 + E3 + E4 and H = {0}.
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E1(−1)
E2(−2) E3(−3)
E4(−7)
Figure 3. Triangle 2, 3, 7
(1) Consider the germ given by C = (z, x2+y3) for which one has ℓ′C = E
∗
4 = (6, 3, 2, 1).
Then one calculates κΓ(ℓ
′
C) = Q0(ZK + ℓ
′
C) = 2 given by the coefficients:
Z(t) =
(1− tE∗1 )
(1− tE∗2 )(1− tE∗3 )(1− tE∗4 ) = 1 + t
(6,3,2,1) + ... terms tℓ
′
, ℓ′ ≥ ZK + ℓ′C .
Analogously, κΓ,IC(ℓ
′
C) = 2. However, δ(C) = 1 since C is the ordinary plane cusp.
Let f ∈ OX be a function and ℓ′f denotes its corresponding cycle, ie. the excep-
tional part of π∗(f). Then, for the coordinate functions one has ℓ′x = (21, 11, 7, 3),
ℓ′y = (14, 7, 5, 2), and ℓ
′
z = (6, 3, 2, 1). Hence F(ZK + ℓ′C)0 = 〈x, y, z2〉, which
implies that κX(C) = κX,IC (ℓ
′
C) = 2. Thus, for C we have
κX(C) = κX,IC(ℓ
′
C) = κΓ(ℓ
′
C) = κΓ,IC(ℓ
′
C) 6= δ(C).
(2) On the other hand, if we consider C1 = (y + z
2, x − z3√1− z), then ℓ′C1 = E∗4 ,
hence it is embedded topologically equivalent with C. However, one shows that
C1 is smooth (see eg. [32]), hence δ(C1) = 0.
(3) Consider now a new good resolution π˜ resulting from π by blowing-up the point
of intersection of the strict transform of C and E4. This point P is the base point
of the maximal ideal by π, that is, π∗mXOX = mPOX˜(−Zmin). Then I˜C = E5,
(ℓ˜′C)E5 = 2, (ℓ˜
′
x)E5 = 3, (ℓ˜
′
y)E5 = 2, (ℓ˜
′
z)E5 = 2, and (Z˜K)E5 = 0, where E5
is the new exceptional divisor and (ℓ′f)E5 represents the E5-coordinate of (ℓ
′
f).
Hence F((Z˜K + ℓ˜′C)I˜C) = 〈x, y, z〉, and thus κX,I˜C (ℓ′C) = 1. On the other hand,
κX,I˜C1
(ℓ˜′C1) = 2 since I˜C1 = IC1 = E4. One can also check that κΓ˜(ℓ˜
′
C) = 2, whereas
κΓ˜,I˜C(ℓ˜
′
C) = 1.
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