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PAIR DEPENDENT LINEAR STATISTICS FOR CβE
ANDER AGUIRRE, ALEXANDER SOSHNIKOV AND JOSHUA SUMPTER
Abstract. We study limiting distribution of pair counting statistics of the form∑
1≤i6=j≤N f(LN(θi − θj)) for the circular β-ensemble (CβE) of random matrices for
sufficiently smooth test function f and LN = O(N). For β = 2 and LN = N our results
are inspired by a classical result of Montgomery on pair correlation of zeros of Riemann
zeta function.
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1. Introduction
Let {θi}Ni=1 be distributed on the unit circle according the circular β-ensemble (CβE), i.e.
have joint probability density
pβN(θ) =
1
ZN,β
∏
1≤j<k≤N
∣∣∣eiθj − eiθk ∣∣∣β , 0 ≤ θ1, . . . , θN < 2π,(1.1)
where β > 0 and ZN,β is an appropriate normalization constant that can be explicitly
written in terms of the Gamma function as follows:
ZN,β
(2π)N
=
1
(2π)N
∫
TN
∏
1≤j<k≤N
∣∣∣eiθj − eiθk ∣∣∣β dθ = Γ
Ä
1 + βN
2
ä
Γ
Ä
1 + β
2
äN .(1.2)
The ensemble was introduced in Random Matrix Theory by Dyson in [5]-[7]. Three special
cases β = 1, 2 and 4 correspond to the so-called Circular Orthogonal Ensemble (COE),
Circular Unitary Ensemble (CUE), and Circular Symplectic Ensemble (CSE). For the
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CUE (β = 2,) (1.1) is the joint distribution of the eigenvalues of an n×n random unitary
matrix U distributed according to the Haar measure. The joint distribution of U tU gives
the COE. If UD denotes the quaternion dual, then UDU gives the CSE for even n. We
refer the reader to [20] for details. For arbitrary β > 0, a (sparse) random matrix model
with eigenvalues distribution following (1.1) was introduced in [16].
Since the probability density (1.1) is invariant under rotations, one is interested in the
fluctuation of the empirical spectral density around the Lebesgue measure on the unit
circle. For results on the limiting distribution of linear statistics
∑n
j=1 f(θj) for “sufficiently
nice” test functions f we refer the reader to [12], [3], [14], [24], [27], [15], [2], [30], [31],
[29], [17], [9]. Denote the Fourier coefficients of an L2(T) function f as
fˆ(m) =
1
2π
∫ 2π
0
f(x)e−imxdx,
It was proven by Johansson in [12] that for arbitrary β > 0 and sufficiently smooth
real-valued f ∑N
j=1 f(θj)−Nfˆ(0)√
2
β
∑∞
−∞ |fˆ(m)|2|m|
converges in distribution to standard Gaussian random variable.
If f is not smooth enough and the variance of the linear statistic goes to infinity with
N, Diaconis and Evans [2] proved the CLT in the case β = 2 provided the sequence
{∑n−n |fˆ(m)|2|m|}n∈N is slowly varying. For the results about the Gaussian fluctuation of
the number of eigenvalues in arcs we refer the reader to [9] and references therein. For the
results on the characteristic polynomial of a random unitary matrix, we refer the reader
to [15], [1].
This paper is devoted to studying the limiting distribution of pair counting functions
SN(f) =
∑
1≤i 6=j≤N
f(LN(θi − θj)),(1.3)
where f be a a reasonably smooth function, and LN/N is bounded from above. The
case β = 2, LN = N is of the main interest since it is motivated by a classical result of
Montgomery on pair correlation of zeros of the Riemann zeta function [21]-[22]. Assuming
the Riemann Hypothesis (RH), Montgomery studied the distribution of the “non-trivial”
zeros {1/2± γn}, γn real positive. Rescaling zeros
γ˜n =
γn
2π
log(γn),
Montgomery essentially studied the statistic
F (α) = T−1
∑
0<γ˜j ,γ˜k≤T
exp(iα(γ˜j − γ˜k)) 4
4 + (γ˜j − γ˜k)2/ log(T )2 ,
for real α and large real T. Assuming RH, Montgomery rigorously proved that for
0 ≤ α ≤ 1 and large T the statistic behaves as
(1 + o(1))T−2α log(T )2α−1 + α + o(1),
He also proved heuristic arguments that
F (α) = 1 + o(1),
for α ≥ 1, uniformly in bounded intervals, which allowed him to conjecture that rescaled
non-trivial zeros of the Riemann zeta function behave locally as the rescaled eigenvalues
PAIR DEPENDENT LINEAR STATISTICS FOR CβE 3
of the CUE. It should be noted that min(|α|, 1) is the Fourier transform δ(x)−
(
sin(πx)
πx
)2
,
which suggests that rescaled two-point correlations of zeros of Riemann zeta functions
and eigenvalues of a large random unitary matrix coincide in the limit (we refer the
reader to [25] for further developments.) Hence comes our interest in studing the limiting
distribution of (1.3), especially in the microscopic regime LN = N.
The paper is organized as follows. We formulate our results in the next section. The
unscaled case (LN = 1) is studied in Sections 3 and 4. We discuss joint cumulants for
linear statistics in the β = 2 case in Section 5. The mesoscopic case LN →∞, LN/N → 0
is studied in Section 6. The microscopic case LN = N, β = 2 is studied in Section 7.
The auxillary results are colected in Appendices 1-3. The notation aN = O(bN) means
that the ratio aN/bN is bounded from above in absolute value. The notation aN = o(bN)
means that an/bN → 0 as N →∞. Occasionally, for non-negative quantities, in this case
we will also use the notation aN << bN .
Research has been partially supported by the Simons Foundation Collaboration Grant for
Mathematicians #312391.
2. Main Theorems
We start with the unscaled case LN = 1.
Theorem 2.1. Consider the CβE (1.1) and let
SN(f) =
∑
1≤i 6=j≤N
f(θi − θj),(2.1)
where f is a real even function on the unit circle such that f ′ ∈ L2(T) for β = 2,∑
k∈Z |fˆ(k)||k| <∞ for β < 2, ∑k∈Z |fˆ(k)||k| log(|k|+ 1) <∞ for β = 4, and∑
k∈Z |fˆ(k)||k|2 <∞ for β ∈ (2, 4) ∪ (4,∞).
Then we have the following convergence in distribution as N →∞:
SN(f)− ESN(f) D−−→ 4
β
∞∑
m=1
fˆ(m)m(ϕm − 1),
where ϕm are i.i.d. exponential random variables with E(ϕm) = 1.
Remark 2.2. The mathematical expectation of SN(f) satisfies
ESN(f) = fˆ(0)N
2 − f(0)N + 2
β
∞∑
k=−∞
fˆ(k)|k|+ o(1)(2.2)
for sufficiently smooth test function f. In particular, for β = 2 one has
ESN (f) = fˆ(0)N
2 − f(0)N +
∞∑
k=−∞
fˆ(k)min(|k|, N).(2.3)
In general, (2.2) holds for β ≤ 2 under the optimal condition ∑∞k=−∞ |fˆ(k)||k| < ∞. For
β > 2 we can show that
∑∞
k=−∞ |fˆ(k)||k|2 <∞ implies (2.2).
Remark 2.3. It is reasonable to expect that CLT holds for SN(f) provided the series∑
k∈Z |fˆ(k)|2|k|2 diverges and the sequence of its partial sums satisfies some regularity
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condition. This is outside the scope of this paper. Here we just note that for f =
(1/2) ln |2 sin(θ/2)| and arbitrary β > 0
SN(f)− E(SN(f))√
N
−→ N
Ñ
0,
2− βΨ(2) Ä1 + β
2
ä
4β
é
,
where Ψ(k)(x) =
Ä
d
dx
äk
log(Γ(x)). This is a simple corollary of the Selberg integral formula
(1.2).
Now we consider the mesoscopic regime 1 << LN << N. Let f ∈ C∞c (R) be an even,
smooth, compactly supported function on the real line. Consider the random variable
defined above in (1.3), namely
SN(f(LN ·)) =
∑
1≤i 6=j≤N
f(LN(θi − θj)).
Denote by
fˆ(t) =
1√
2π
∫
R
f(x)e−itxdx
the Fourier transform of f . The following result holds.
Theorem 2.4. Assume that 1 << LN << N, for β = 2 and that LN grows to infinity
slower than any power of N for β 6= 2. Then (SN(f(LN ·))−ESN (f(LN ·)))L−1/2N converges
in distribution to centered real Gaussian random variable with the variance
4
πβ2
∫
R
|fˆ(t)|2t2dt.
Finally, we consider the local case LN = N. We establish the following CLT for β = 2.
Theorem 2.5. Let f ∈ C∞c (R) be an even, smooth, compactly supported function on the
real line. Consider
SN(f(N ·)) =
∑
1≤i 6=j≤N
f(N(θi − θj)).(2.4)
Then (SN(f(N ·))−ESN(f(N ·)))N−1/2 converges in distribution to centered real Gaussian
random variable with the variance
1
π
∫
R
|fˆ(t)|2 min(|t|, 1)2dt− 1
π
∫
|s−t|≤1,|s|∨|t|≥1
fˆ(t)fˆ(s)(1− |s− t|)dsdt(2.5)
−1
π
∫
0≤s,t≤1,s+t>1
fˆ(s)fˆ(t)(s+ t− 1)dsdt.
Remark 2.6. Even though the number of terms in (2.4) is proportional toN2, the number
of non-zero terms in the sum is of order N. The pairs (i, j) that give non-zero contribu-
tion to (2.4) correspond to neighbors (nearest neighbors, next-to-nearest-neighbors, etc.)
Ordering the particles {θj}Nj=1 we introduce order statistics
0 ≤ θ(1) < θ(2) < . . . < θ(N) < 2π,
and rescaled nearest-neighbor spacings
τj = N(θ(j+1) − θ(j)), j = 1, . . . , N − 1.
One can compare (2.4) with the sum
SN(f) :=
N−1∑
j=1
f(τj).(2.6)
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The empirical distribution function of nearest-neighbor spacings was studied in [26], where
it was shown that
ξN(s) = (#{j : τj ≤ s} − E#{j : τj ≤ s})N−1/2
converges in finite-dimensional distributions and also, after minor modifications, in func-
tional sense, to a Gaussian random process ξ(s) as N → ∞ (see Theoreems 1.1 and 1.2
in [26]). As a corollary,Ñ
N−1∑
j=1
f(τj)− E
N−1∑
j=1
f(τj)
é
N−1/2 =
∫
f(s)dξN(s) = −
∫
f ′(s)ξN(s)ds
converges in distribution a Gaussian random variable − ∫ f ′(s)ξ(s)ds.
3. Proof of Theorem 2.1
For trigonometric polynomials, Theorem 2.1 is an immediate corollary of Johansson’s CLT
for linear statistics [12]. To prove the result for a wider class of test functions one needs
variance bounds and standard ǫ/3 type arguments (for the convenience of the reader,
presented in Appendix 1.) The proof under the optimal condition on f for β = 2 requires
careful variance computations given in Section 4.
Proof.
Consider an even real-valued test function f. Then
SN(f) =
∑
1≤i 6=j≤N
f(θi − θj) = 2
∞∑
m=1
fˆ(m)
∣∣∣∣∣∣
N∑
j=1
exp (imθj)
∣∣∣∣∣∣
2
+ fˆ(0)N2 −Nf(0).(3.1)
In particular, for even trigonometric polynomials fk of degree k we have:
SN(fk) = 2
k∑
m=1
fˆ(m)
∣∣∣∣∣∣
N∑
j=1
exp (imθj)
∣∣∣∣∣∣
2
+ fˆ(0)N2 −Nf(0).
We recall that [12] gives convergence of the real and imaginary parts of
∑N
j=1 exp (imθj)
to independent random variables N (0, m
β
) as N → ∞. Since the absolute value squared
of a standard complex Gaussian random variable is exponentially distributed, the result
follows for trigonometric polynomials.
For more general test functions f , we obtain the desired result by approximating f by the
partial sums fk of Fourier series and interchanging the limits in (3.1). In fact, for β = 2
we are able to prove the result of Theorem 2.1 under the optimal condition∑
k∈Z
|fˆ(k)|2|k|2 <∞.
To achieve it, we first carefully compute the variance of SN (f) for finite N and show that
“error” terms are negligible in the limit. This is done in Section 4. In particular, we will
prove Proposition 4.1, Corollary 4.2, and Proposition 4.3 in the next section. Then a
standard ǫ/3- type argument finishes the proof (see the Appendix 1 for the details).
For β 6= 2, we replace the Chebyshev bound with a corresponding Markov bound and
apply the asymptotics results of Jiang and Matsumoto [11] on the moments of traces.
Again, we refer the reader to the Appendix 1 for the details.
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4. Variance Calculation for β = 2
This section is devoted to the computation and asymptotic analysis of the variance of
the pair counting statistic SN(f) defined in (2.1). The main results of the section are
Proposition 4.1 and Proposition 4.3. We assume β = 2 for the rest of the section.
Proposition 4.1. Let f be a real even function on the unit circle such that f ′ ∈ L2(T)
and let β = 2. Then
Var(SN(f)) = 4
Ñ ∑
1≤s≤N−1
s2[fˆ(s)]2 +N2
∑
N≤s
[fˆ(s)]2 −N ∑
N≤s
[fˆ(s)]2
é
−4


∑
1≤s,t
1≤|s−t|≤N−1
N≤max(s,t)
(N − |s− t|)fˆ(s)fˆ(t) + ∑
1≤s,t≤N−1
N+1≤s+t
((s+ t)−N)fˆ (s)fˆ(t)

 .
As a corollary, we obtain:
Corollary 4.2. Let s, t ∈ Z≥0 and {θm}Nm=1 be distributed according to CUE(N). Then
cov
Ñ∣∣∣∣∣∣ N∑m=1 eisθm ∣∣∣∣∣∣2 , ∣∣∣∣∣∣ N∑m=1 eitθm ∣∣∣∣∣∣2é =


s2, 1 ≤ s = t ≤ N − 1, 2s ≤ N,
N + s2 − 2s, 1 ≤ s = t ≤ N − 1, N + 1 ≤ 2s,
N(N − 1), N ≤ s = t,
|s− t| −N, 1 ≤ |s− t| ≤ N − 1, N ≤ max(s, t),
N − (s+ t), 1 ≤ s 6= t ≤ N − 1, N + 1 ≤ s+ t,
0, else.
.
We note that the above formula immediately extends to the case where either s or t is
negative, since
∣∣∣∑ eisθm ∣∣∣ = ∣∣∣∑ e−isθm∣∣∣. For a graphical representation of the covariance
function, see the diagram below.
N(N − 1)
s
t
N − 1
N − 1
0
0
0
0
s2
|s− t| −N
|s− t| −N
N − (s+ t)
N − (s+ t)
N + s2 − 2s
Figure 1. cov(s, t)
PAIR DEPENDENT LINEAR STATISTICS FOR CβE 7
We need next proposition to prove Theorem 2.1 under the optimal assumptions on the
test function f.
Proposition 4.3. Let β = 2 and f satisfy the conditions of Theorem 2.1, i.e. f is an
even real function such that f ′ ∈ L2(T). Then
Var(SN (f)) = 4
∑
1≤k≤N−1
k2|fˆ(k)|2 + o(1).
First, we prove Proposition 4.1. The proof follows from quite straightforward, but some-
what tedious computations given below.
Proof.
We may assume, without loss of generality, that fˆ(0) = 0. Let ρN,k(θ) be the k-point
correlation functions for {θj}Nj=1 distributed according to CUE(N). It is well known
that CUE point correlation functions have determinantal structure (see e.g. [20]). In
particular, if QN(x, y) is the kernel of the orthogonal projection on
Span{ 1√
2π
eikx, 0 ≤ k ≤ N − 1}, namely
QN(x, y) =
1
2π
N−1∑
k=0
ei(x−y),
then
ρN,k(θ1, . . . , θk) = det (QN (θi, θj))1≤j,k≤k.
A simple computation gives
EN(SN(f)) = EN
Ñ ∑
0≤i 6=j≤N−1
f(θi − θj)
é
=
∫
T2
f(θ1 − θ2)ρN,2(θ1, θ2)dθ1dθ2
=
∑
|k|≤N−1
(|k| −N)fˆ(k).
Furthermore, the variance of SN (f) is given by
EN((SN(f))
2)− (EN(SN (f)))2 = 2
∫
T2
f 2(θ1 − θ2)ρN,2(θ1, θ2)dθ1dθ2
+ 4
∫
T3
f(θ1 − θ2)f(θ3 − θ2)ρN,3(θ1, θ2, θ3)dθ1dθ2dθ3
+
∫
T4
f(θ1 − θ2)f(θ3 − θ4)ρN,4(θ1, θ2, θ3, θ4)dθ1dθ2dθ3dθ4 − (EN(SN(f)))2
= 2N2
Ñ
fˆ 2(0)− ∑
|k|≤N−1
|fˆ(k)|2
é
(4.1)
+ 4
∑
0≤j,k,l≤N−1
fˆ(j − k)fˆ(k − l)− 2 ∑
0≤j,k,l,m≤N−1
fˆ(j − k)fˆ(k − l)χ(j−m=k−l)(4.2)
− 2N ∑
|k|≤N−1
fˆ 2(k) + 2
∑
|k|≤N−1
|k|fˆ 2(k) + 2 ∑
|k|≤N−1
|k|2|fˆ(k)|2.(4.3)
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The term (4.1) can be rewritten as
2N2
Ñ∑
k∈Z
|fˆ(k)|2 − ∑
|k|≤N−1
|fˆ(k)|2
é
= 4N2
∑
k≥N
|fˆ(k)|2.(4.4)
Next, we rewrite the terms in (4.2). We start with the first one:
4
∑
0≤j,k,l≤N−1
fˆ(j − k)fˆ(k − l) = 4 ∑
|s|,|t|≤N−1
fˆ(s)fˆ(t)max(0, N − (max(0, s, t)−min(0, s, t)))
(4.5)
= 4
∑
|s|,|t|≤N−1
fˆ(s)fˆ(t)max(0, N − L(s, t)),(4.6)
where
L(s, t) =

max(|s|, |t|), if sgn(s) = sgn(t)|s|+ |t|, otherwise.
Splitting up the sum and recalling that fˆ(s) = fˆ(−s), we can further rewrite the first
term in (4.2) as
2
∑
|s|,|t|≤N−1
|s|+|t|≤N−1
fˆ(s)fˆ(t)(N − (|s|+ |t|)) + 4 ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
fˆ(s)fˆ(t)(N −max(|s|, |t|)).
We rewrite the second term in (4.2) as
2
∑
0≤j,k,l,m≤N−1
fˆ(j − k)fˆ(k − l)χ(j−m=k−l) = 2
∑
|s|,|t|≤N−1
|s|+|t|≤N−1
fˆ(s)fˆ(t)(N − (|s|+ |t|)).
Thus, (4.2) becomes
4
∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
fˆ(s)fˆ(t)(N −max(|s|, |t|)),
which can be rewritten as
2N
∑
|s|,|t|≤N−1
fˆ(s)fˆ(t)− 2 ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
fˆ(s)fˆ(t)(|s− t|+ |s+ t|).(4.7)
Combining (4.7) with the first two terms of (4.3), we have a term proportional to N,
2N
Ñ ∑
|s|,|t|≤N−1
fˆ(s)fˆ(t)− ∑
|k|≤N−1
fˆ 2(k)
é
,(4.8)
and a term proportional to a constant,
2
á
∑
|k|≤N−1
|k|fˆ 2(k)− ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
|s− t|fˆ(s)fˆ(t)− ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
|s+ t|fˆ(s)fˆ(t)
ë
.(4.9)
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The expression (4.8) can be rewritten as
2N
Ñ ∑
|s|,|t|≤N−1
fˆ(s)fˆ(t)− ∑
|s+t|≤N−1
fˆ(s)fˆ(t)
é
=2N
∑
|s|,|t|≤N−1
N≤|s+t|
fˆ(s)fˆ(t)− 2N ∑
|s+t|≤N−1
N≤max(|s|,|t|)
fˆ(s)fˆ(t).(4.10)
Furthermore, (4.9) can be rewritten as follows:
2
∑
|s+t|≤N−1
|s+ t|fˆ(s)fˆ(t)− 2 ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
|s− t|fˆ(s)fˆ(t)− 2 ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
|s+ t|fˆ(s)fˆ(t).
We break up the sum into two parts, namely
2
∑
|s+t|≤N−1
sgn(s)6=sgn(t)
|s+ t|fˆ(s)fˆ(t)− 2 ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
|s− t|fˆ(s)fˆ(t)(4.11)
and
2
∑
|s+t|≤N−1
sgn(s)=sgn(t)
|s+ t|fˆ(s)fˆ(t)− 2 ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
|s+ t|fˆ(s)fˆ(t).(4.12)
The expression (4.11) can be rewritten as
2
∑
|s−t|≤N−1
sgn(s)=sgn(t)
|s− t|fˆ(s)fˆ(t)− 2 ∑
|s|,|t|≤N−1
sgn(s)=sgn(t)
|s− t|fˆ(s)fˆ(t)
= 4
á
∑
|s−t|≤N−1
1≤s,t
|s− t|fˆ(s)fˆ(t)− ∑
1≤s,t≤N−1
|s− t|fˆ(s)fˆ(t)
ë
= 4
á
∑
|s−t|≤N−1
1≤s,t
|s− t|fˆ(s)fˆ(t)− ∑
1≤s,t≤N−1
|s−t|≤N−1
|s− t|fˆ(s)fˆ(t)
ë
= 4


∑
|s−t|≤N−1
N≤max(s,t)
1≤s,t
|s− t|fˆ(s)fˆ(t)

 .(4.13)
Rewriting (4.12), we have
4
∑
s+t≤N−1
1≤s,t≤N−1
(s+ t)fˆ(s)fˆ(t)− 4 ∑
1≤s,t≤N−1
(s+ t)fˆ(s)fˆ(t)
= −4 ∑
1≤s,t≤N−1
N≤s+t
(s+ t)fˆ(s)fˆ(t).(4.14)
Combining the last term in (4.3) with (4.5), (4.10), (4.13), and (4.14) gives
Var(SN(f)) = 2
∑
|s|≤N−1
|s|2|fˆ(s)|2
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+4N2
∑
N≤s
|fˆ(s)|2 + 2N ∑
|s|,|t|≤N−1
N≤|s+t|
fˆ(s)fˆ(t)− 2N ∑
|s+t|≤N−1
N≤max(|s|,|t|)
fˆ(s)fˆ(t)
+4
∑
|s−t|≤N−1
N≤max(s,t)
1≤s,t
|s− t|fˆ(s)fˆ(t)− 4 ∑
1≤s,t≤N−1
N≤s+t
(s+ t)fˆ(s)fˆ(t),
which can be rewritten as
Var(SN(f)) = 4
∑
1≤s≤N−1
|s|2|fˆ(s)|2
+4(N2 −N) ∑
N≤s
|fˆ(s)|2 + 4N ∑
1≤s,t≤N−1
N≤s+t
fˆ(s)fˆ(t)− 4N ∑
1≤|s−t|≤N−1
N≤max(s,t)
1≤s,t
fˆ(s)fˆ(t)
+4
∑
1≤|s−t|≤N−1
N≤max(s,t)
1≤s,t
|s− t|fˆ(s)fˆ(t)− 4 ∑
1≤s,t≤N−1
N≤s+t
(s+ t)fˆ(s)fˆ(t).
Combining like sums gives the desired result. Proposition 4.1 is proven. 
Now, we turn our attention to the proof of Proposition 4.3. It will follow from Proposition
4.1 and the following technical lemma that allows us to control the negligible terms.
Lemma 4.4. Let f ′ ∈ L2(T). Then, as N →∞, we have
(i) ∑
1≤s,t≤N
s+t≥N+1
s|fˆ(s)| · |fˆ(t)| → 0,
(ii)
(N + 1)
∑
s−t≤N
s≥N+1
1≤t≤N
|fˆ(s)| · |fˆ(t)| → 0,
(iii)
N
∑
|s−t|≤N−1
s,t≥N
|fˆ(s)| · |fˆ(t)| → 0.
We first quickly prove Proposition 4.3 modulo Lemma 4.4 and then prove Lemma 4.4.
Proof of Proposition 4.3
Recall that β = 2 and we require that
∑∞
s=1 s
2[fˆ(s)]2 < ∞, i.e. f ∈ H1(T). We examine
the last four sums on the r.h.s. of the formula for VarN (SN(f)) in Proposition 4.1. Our
goal is to show that these four sums go to zero as N → ∞. The analysis of the first two
sums is trivial, since
0 ≤ ∑
s≥N
N [fˆ(s)]2 ≤ ∑
s≥N
N2[fˆ(s)]2 ≤ ∑
s≥N
s2[fˆ(s)]2,
which goes to zero under our stated assumptions. The remaining two sums require a little
bit more work done in Lemma 4.4. We have∣∣∣∣∣∣∣∣
∑
1≤s,t≤N−1
N+1≤s+t
((s+ t)−N)fˆ(s)fˆ(t)
∣∣∣∣∣∣∣∣ ≤ 2
∑
1≤s,t≤N−1
N+1≤s+t
(s+t)|fˆ(s)|·|fˆ(t)| = 4 ∑
1≤s,t≤N−1
N+1≤s+t
s|fˆ(s)|·|fˆ(t)|.
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It follows from Lemma 4.4(i) that the r.h.s. goes to zero as N →∞. Finally, we observe
that ∣∣∣∣∣∣∣∣∣∣∣∣
∑
1≤s,t
1≤|s−t|≤N−1
N≤max(s,t)
(N − |s− t|)fˆ(s)fˆ(t)
∣∣∣∣∣∣∣∣∣∣∣∣
≤ 2N ∑
1≤s,t
1≤|s−t|≤N−1
N≤max(s,t)
|fˆ(s)| · |fˆ(t)|
= 4N
∑
|s−t|≤N−1
s≥N
1≤t≤N−1
|fˆ(s)| · |fˆ(t)|+ 2N ∑
|s−t|≤N−1
s,t≥N
|fˆ(s)| · |fˆ(t)|
The first term goes to zero by Lemma 4.4 (ii) and the second term goes to zero by Lemma
4.4 (iii). This completes the proof of Proposition 4.3 modulo Lemma 4.4.
The rest of the section is devoted to the proof of Lemma 4.4.
Proof of Lemma 4.4
Let xs = s|fˆ(s)| for 1 ≤ s ≤ N and XN = {xs}Ns=1. By the assumption of Lemma 4.4 the
Euclidean norm of the vector XN is bounded in N . Note that
∑
1≤s,t≤N
s+t≥N+1
s|fˆ(s)| · |fˆ(t)| =
N∑
t=1
xt ·
Ñ
1
t
N∑
s=N−t+1
xs
é
=
N∑
t=1
xt ·
(
1
t
t∑
s=1
(UNXN)s
)
= 〈XN , ANXN〉,
(4.15)
with AN = BNUN , where UN is a unitary permutation matrix given by (UN)s,t =
1(t=N−s+1) and BN is a lower triangular matrix given by (BN)s,t = (1/s)1(t≤s). In partic-
ular,
BN =


1 0 0 0 . . . 0
1
2
1
2
0 0 . . . 0
1
3
1
3
1
3
0 . . . 0
...
...
...
...
. . .
...
1
N
1
N
1
N
1
N
. . . 1
N


Our goal is to show that the expression in (4.15) vanishes in the limit of large N. First
we show that the operator norm of the matrix AN is bounded in N . Indeed, BN(BN )
T =
BN+(BN)
T−D, whereDs,t = (1/s)1(s=t). This gives us the bound ||BN ||2op ≤ 2||BN ||op+1,
so ||AN ||op = ||BN ||op ≤ 3. The fact that AN weakly converges to 0 finishes the proof of
the Lemma. Indeed,
〈XN , ANXN〉 =
〈
XN −
L∑
s=1
〈es, XN〉es, ANXN
〉
+
〈
L∑
s=1
〈es, XN〉es, ANXN
〉
=
〈
XN −
L∑
s=1
〈es, XN〉es, ANXN
〉
+
L∑
s=1
〈〈es, XN〉es, ANXN 〉
=
〈
XN −
L∑
s=1
〈es, XN〉es, ANXN
〉
+
L∑
s=1
xs(ANXN)s
=
〈
XN −
L∑
s=1
〈es, XN〉es, ANXN
〉
+
L∑
s=1
xs
xN−s+1 + · · ·+ xN
s
.
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Let ǫ > 0. Then we can choose L sufficiently large such that,
|〈XN , ANXN〉| ≤
∣∣∣∣∣∣
〈
XN −
L∑
s=1
〈es, X〉es, ANXN
〉∣∣∣∣∣∣+
∣∣∣∣∣∣
L∑
s=1
xs
xN−s+1 + · · ·+ xN
s
∣∣∣∣∣∣
≤ ǫ+
∣∣∣∣∣∣
L∑
s=1
xs
xN−s+1 + · · ·+ xN
s
∣∣∣∣∣∣
→ ǫ
Since this holds for arbitrary ǫ, we can conclude that 〈X,ANX〉 → 0. This completes the
proof of Lemma 4.4(i).
To prove part (ii), let BN be defined as in the proof of part (i). Similarly, let xs = s|fˆ(s)|
andXN = {xs}2Ns=1. Now, XN is a 2N -dimensional vector bounded, uniformly with respect
to N, in Euclidean norm. Observe that
N
∑
s−t≤N
s≥N+1
1≤t≤N
|fˆ(s)| · |fˆ(t)| ≤
N∑
t=1
xt
Ñ
1
t
N+t∑
s=N+1
xs
é
= 〈CNXN ,MNXN 〉,
where
CN =
Ñ
IN 0
0 0
é
and MN =
Ñ
BN 0
0 0
éÑ
0 IN
IN 0
é
.
Using the same arguments as in the proof of (i), we can see that ||MN ||op ≤ 3. Clearly,
||CN ||op = 1. The rest of the proof is similar to that of (i). Indeed, for any ǫ > 0, we can
choose L sufficiently large such that
|〈CNXN ,MNXN〉| ≤
∣∣∣∣∣∣
〈
CNXN −
L∑
k=1
〈ek, CNXN〉ek,MNXN
〉∣∣∣∣∣∣+
∣∣∣∣∣∣
〈
L∑
k=1
〈ek, CNXN〉ek,MNXN
〉∣∣∣∣∣∣
≤ ǫ+
∣∣∣∣∣∣
L∑
k=1
xk(MNXN)k
∣∣∣∣∣∣
= ǫ+
∣∣∣∣∣∣
L∑
k=1
xk
xN+1 + · · ·+ xN+k
k
∣∣∣∣∣∣
→ ǫ
In the above inequalities, we assume N is large enough such that we can choose L ≤ N .
This completes the proof of (ii).
To prove (iii), we start by splitting up the sum into two parts, namely
N
∑
t−N+1≤s≤N+t−1
t≥N
|fˆ(s)| · |fˆ(t)| −N ∑
t−N+1≤s≤N−1
t≥N
|fˆ(s)| · |fˆ(t)|.(4.16)
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The second sum in (4.16) goes to zero by (ii). Let xs = s|fˆ(s)| for s ≥ 1. Then X =
{xs}∞s=1 ∈ ℓ2(N). We can bound the first sum in (4.16) as follows:
N
∑
N−t+1≤s≤N+t−1
t≥N
|fˆ(s)| · |fˆ(t)| ≤
∞∑
t=N
xt
Ñ
1
t
N+t−1∑
s=t−N+1
xs
é
= 〈LN−1X,RNX〉,
where L,RN are bounded linear operators on ℓ
2(N). In particular, L,RN are infinite
dimensional matrices such that Ls,t = 1t=s+1 and (RN)s,t =
1
N+s−11(s≤t≤s+2N−2).
L =
Ü
0 1 0 0 · · ·
0 0 1 0 · · ·
...
...
. . .
. . .
. . .
ê
RN =
à 1
N
1
N
1
N
· · · 1
N
0 0 0 · · ·
0 1
N+1
1
N+1
1
N+1
· · · 1
N+1
0 0 · · ·
0 0 1
N+2
1
N+2
1
N+2
· · · 1
N+2
0 · · ·
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
í
Clearly ||L||op = 1 and
||RN ||op ≤ ||RN ||2 =
Ã
(2N − 1)
∞∑
k=N
1
k2
≤
√
2N − 1
N − 1 ≤
√
3
for N ≥ 2. Now, by the Cauchy-Schwarz inequality,
|〈LN−1X,RNX〉|2 ≤ ||LN−1X||22 · ||RN ||2op · ||X||22
≤ 3
( ∞∑
k=N
|k|2|fˆ(k)|2
)( ∞∑
k=1
|k|2|fˆ(k)|2
)
→ 0.
This completes the proof of Lemma 4.4.
5. Joint Cumulants of Linear Statistics for β = 2
The goal of this section is to study joint cumulants of CUE linear statistics, i.e. of random
variables TN(fj) :=
∑N
i=1 fj(θi), j ≥ 1, where {θi : 1 ≤ i ≤ N} are the eigenvalues of an
N ×N CUE matrix. We refer the reader for definition of joint cumulants to [18]. Recall
that for a family of random variables {Xα∈A},
κi1,...,in := κ(Xi1 , . . . , Xin) =
∑
π
(|π| − 1)!(−1)|π|−1 ∏
B∈π
E
(∏
i∈B
Xi
)
,(5.1)
where the sum is over all partitions π of {i1, . . . , in}, B runs through the list of all blocks
of the partition π, and |π| is the number of blocks in the partition. Joint cumulants are
symmetric, i.e.
κ(X1, . . . , Xn) = κ(Xσ(1), . . . , Xσ(n)), σ ∈ Sn,
and have the multilinearlity property.
κ(c1Y1 + c2Y2, X2, . . . , Xn) = c1κ(Y1, X2, . . . , Xn) + c2κ(Y2, X2, . . . , Xn).
The joint moments are expressed in terms of joint cumulants as
E(X1, . . . , Xn) := E
∏
1≤i≤n
Xi =
∑
π
∏
B∈π
κ(Xi : i ∈ B).(5.2)
The joint cumulant of two random variables is the covariance. Finally, we note that as the
joint moments are expressed in terms of the partial derivatives at the origin of the Laplace
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transform (exponential moment) g(λ1, . . . , λn) = Ee
λ1X1+...λnXN , the joint cumulants can
be expressed in terms of the partial derivatives at the origin of log(g(λ1, . . . , λn)).
Denote by tN,k the trace of the k-th power of a CUE matrix, i.e.
tN,k :=
N∑
j=1
eikθj , k = 0,±1,±2, . . . .(5.3)
In the next lemma we study joint cumulants of the traces of powers of a CUE matrix
κ(N)n (k1, . . . , kn) := κ(tN,k1 , . . . , tN,kn).(5.4)
The following result follows from the formula (2.8) of [27] and the fact that κ(N)n (k1, . . . , kn)
is a symmetric function:
Lemma 5.1. Let n > 1. Then
κ(N)n (k1, . . . , kn) =
n∑
m=1
(−1)m−1
m
∑
(n1,...,nm):
n1+...nm=n, n1,...nm≥1
1
n1! · · ·nm!(5.5)
∑
σ∈Sn
#

u : 0 ≤ u ≤ N − 1, 0 ≤ u+
n1∑
i=1
kσ(i) ≤ N − 1, . . . , 0 ≤ u+
n1+...+nm−1∑
i=1
kσ(i) ≤ N − 1


for k1 + . . .+ kn = 0 and equals zero otherwise.
For n = 1 one has κ
(N)
1 (k) = N for k = 0 and κ
(N)
1 (k) = 0 otherwise.
Denote
IN(n1, . . . , nm; k1, . . . , kn) :=
(5.6)
#

u : 0 ≤ u ≤ N − 1, 0 ≤ u+
n1∑
i=1
ki ≤ N − 1, . . . , 0 ≤ u+
n1+...+nm−1∑
i=1
ki ≤ N − 1

 ,
where n1 + . . .+ nm = n and n1, . . . , nm ≥ 1. Clearly,
IN(n1, . . . , nm; k1, . . . , kn) =
(5.7)
max
Ñ
0, N −max
Ñ
0,
n1∑
i
ki,
n1+n2∑
i
ki, . . . ,
n1+...+nm−1∑
i
ki
é
−max
Ñ
0,
n1∑
i
(−ki), . . . ,
n1+...+nm−1∑
i
(−ki)
éé
.
Thus,
0 ≤ IN(n1, . . . , nm; k1, . . . , kn) ≤ N.(5.8)
Moreover, if
∑n
1 |ki| ≤ N, then
IN(n1, . . . , nm; k1, . . . , kn) =
(5.9)
N −max
Ñ
0,
n1∑
i
ki,
n1+n2∑
i
ki, . . . ,
n1+...+nm−1∑
i
ki
é
−max
Ñ
0,
n1∑
i
(−ki), . . . ,
n1+...+nm−1∑
i
(−ki)
é
.
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Next result follows from the above Lemma 5,1 (5.6-5.9), and the combinatorial Lemma
2 from [27] (for the convenience of the reader, we formulate the combinatorial Lemma 2
from [27] in Appendix 2 as Lemma 9.1.)
Lemma 5.2. (i) |κ(N)n (k1, . . . , kn)| ≤ constnN, where constn is some universal constant
that depends only on n.
(ii) Let n ≥ 1, and ∑n1 ki 6= 0. Then κ(N)n (k1, . . . , kn) = 0.
(iii) Let
∑n
1 ki = 0,
∑n
1 |ki| ≤ N, and n > 2. Then κ(N)n (k1, . . . , kn) = 0.
(iv) Let n = 2 and k1 = −k2. Then κ(N)2 (k1, k2) = κ(N)2 (k1,−k1) = min(N, |k1|).
Proof. (i) follows from Lemma 5,1 and (5.6-5.9).
(ii) follows form Lemma 5.1.
(iii) and (iv) follow from Lemma 5.1, (5.9) and the combinatorial lemma from [27] (see
Lemma 9.1 in Appendix 2).

6. Proof of Theorem 2.4
This section is devoted to the proof of Theorem 2.4. We use Lemma 5.2 and the Lindeberg-
Feller condition when β = 2 and Jiang-Matsumoto moment estimates [11] for arbitrary
β. Proof of Theorem 2.4.
When N is sufficiently large, the support of f(LN ·) is contained in the interval [−π, π).
In particular, f(LN ·) has a Fourier Series given by
f(LNθ) =
∑
k∈Z
1√
2πLN
fˆ
Ç
k
LN
å
eikθ
where θ ∈ [−π, π) and
fˆ(ξ) =
1√
2π
∫
R
f(x)e−iξxdx
is the Fourier transform of f. Then
SN(f(LN ·)) =
∑
1≤j 6=k≤N
f(LN (θj − θk)) =
∑
k∈Z
1√
2πLN
fˆ
Ç
k
LN
åÑ∣∣∣∣∣∣ N∑m=1 eikθm ∣∣∣∣∣∣2 −Né .
Consider first the case β = 2, so {θj}Nj=1 are distributed according to CUE(N). We have
SN(f(LN ·))− E(SN (f(LN ·))) = 2
∑
k≥1
1√
2πLN
fˆ
Ç
k
LN
åÑ∣∣∣∣∣∣ N∑m=1 eikθm∣∣∣∣∣∣2 −min(k,N)é .
(6.1)
By inserting the Fourier coefficients for the mesoscopic case into the variance formula
given in Proposition 4.1, we see that the term which determined variance in the unscaled
case, the last term in (4.3), becomes
LN

 2
πLN
∑
1≤k≤N−1
Ç
k
LN
å2 Ç
fˆ
Ç
k
LN
åå2 .
The term in the brackets is a Riemann sum which converges to ||f ′||2/π. Thus, the variance
of SN(f(LN ·)) is proportional to LN . We then normalize (6.1) by
»
LN/(2π) and break it
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up into two pieces:
2√
LN
√
NLN∑
k=1
k
LN
fˆ
Ç
k
LN
å
(ϕ
(N)
k − 1)(6.2)
+
2√
LN
∞∑
k=
√
NLN+1
1
LN
fˆ
Ç
k
LN
åÑ∣∣∣∣∣∣ N∑m=1 eikθm∣∣∣∣∣∣2 −min(k,N)é ,
where
ϕ
(N)
k :=
1
k
∣∣∣∣∣∣
N∑
m=1
eikθm
∣∣∣∣∣∣
2
=
1
k
|tN,k|2.
We show in Appendix 3 that the variance of the second sum in (6.2) converges to zero
by applying Proposition 4.1 and analogous arguments from the proof of Proposition 4.3.
Therefore, it is enough to study the asymptotic distribution of the first sum:
ΣN =
2√
LN
√
NLN∑
k=1
k
LN
fˆ
Ç
k
LN
å
(ϕ
(N)
k − 1).(6.3)
Consider a sequence of random variables ϕ
(N)
k labeled by positive integer k. As N →
∞, this sequence converges, in finite-dimensional distributions, to a sequence of i.i.d.
exponential random variables ϕk. Moreover, Lemma 5.1, specifically (ii)-(iii), implies that
for any fixed n and sufficiently large N (depending on n) all joint moments up to order n
of random variables {ϕ(N)k }
√
NLN
k=1 coincide with the corresponding joint moments of i.i.d.
exponential random variables {ϕk}
√
NLN
k=1 . Therefore, it is enough to study the asymptotic
distribution of
ΣN =
2√
LN
√
NLN∑
k=1
k
LN
fˆ
Ç
k
LN
å
(ϕk − 1),(6.4)
where we recall that {ϕk} are i.i.d. exponential random variables.
This is done below by routine computation, as we show that the sequence of random
variables in the above sum satisfy the Lindeberg-Feller condition [4]. For completeness,
we provide the details below.
Let
cN,k =
2k
L
(3/2)
N
fˆ
Ç
k
LN
å
, XN,k = cN,k(ϕk − 1).
Then E(Xk) = 0, Var(Xk) = c
2
N,k, and
ΣN =
√
NLN∑
k=1
XN,k,
Denote by s2N the variance of ΣN , i.e.
s2N =
√
NLN∑
k=1
c2N,k.
To see that the sequence of random variables (Xk) satisfy the Lindeberg-Feller condition,
we check that, given ǫ > 0,
1
s2N
√
NLN∑
k=1
E(X2k1|Xk|>ǫσN )→ 0.
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If |cN,k| = 0 for some k, then E(X2k1|Xk|>ǫσN ) = 0, so, without loss of generality, we will
assume that |cN,k| > 0 for all k and N . By direct computation, we see that
E(X2k1|Xk|>ǫσN ) = c
2
N,kE([ϕ
2
k − 2ϕk + 1]1|ϕk−1|>ǫσN/|cN,k|)
= c2N,k
∫
x>1+(ǫσN/|cN,k|)
(x2 − 2x+ 1)e−xdx.
Now sN = O(1) and, since f
′ is continuous and bounded, we have 1/|cN,K| ≥ C
√
LN for
some positive constant C that is independent of k and N . It follows that, for large enough
N , we can write
E(X2k1|Xk|>ǫσN ) ≤ c2N,k
∫
x>γN
(x2 − 2x+ 1)e−xdx
= c2N,ke
−γN (γ2N + 1),
where γN = C
√
LN [ǫσN ]. Clearly γN = O(
√
LN) and e
−γN (γ2N + 1) goes to zero indepen-
dent of k. This immediately implies
1
σ2N
√
NLN∑
k=1
E(X2k1|Xk|>ǫσN ) ≤
1
σ2N
√
NLN∑
k=1
c2N,k · oN(1) = oN(1),
so the Lindeberg-Feller condition is satisfied and we can conclude that
ΣN
sN
D−−→ N (0, 1) ,(6.5)
where s2N is a Riemann sum that converges to
2
∫
R
[xfˆ(x)]2 dx
as N →∞. This completes the proof of Theorem 2.4 when β = 2.
The proof in the case β 6= 2 relies on the results by Jiang and Matsumoto [11] that, in
particular, state that for any finitely many positive integers k1, k2, . . . kn, ki << N, 1 ≤
i ≤ n, one has
E
n∏
i=1
ϕ
(N)
ki
=
(
E
n∏
i=1
ϕki
)Ç
1 +O
Ç
k1 + . . . kn
N
åå
.
Therefore, as in the case β = 2 applying the method of moments, we conclude that it is
again enough to study the asymptotic distribution of
ΣN =
2√
LN
√
NLN∑
k=1
k
LN
fˆ
Ç
k
LN
å
(ϕk − 1).(6.6)
Theorem 2.4 is proven.
7. Proof of Theorem 2.5
The section is devoted to the proof of Theorem 2.5. The proof uses the method of moments
and is combinatorial in nature. Recall that
SN(f(N ·)) =
∑
1≤j 6=k≤N
f(N(θj − θk)) =
∑
k∈Z
1√
2πN
fˆ(k/N)
Ñ∣∣∣∣∣∣ N∑m=1 eikθm∣∣∣∣∣∣2 −Né ,
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where {θ1, . . . , θN} are distributed according to the CUE statistics (β = 2.) To simplify
the notations, we will write SN(f) for SN(f(N ·)) for the rest of this section. One has
ESN(f) =
∑
k∈Z
1√
2π
fˆ(k/N)min
Ç |k|
N
, 1
å
+ fˆ(0)N2 − f(0)N
and
SN(f)− ESN(f) = 2
∑
k≥1
1√
2πN
fˆ(k/N)
Ñ∣∣∣∣∣∣ N∑m=1 eikθm ∣∣∣∣∣∣2 −min(k,N)é(7.1)
= 2
∑
k≥1
1√
2π
min
Ç
k
N
, 1
å
fˆ(k/N)
(
ϕ
(N)
k − 1
)
,
where ϕ
(N)
k =
1
min(k,N)
∣∣∣∑Nm=1 eikθm ∣∣∣2 . For l ≥ 1 one has
E(SN(f)− ESN(f))l = (2/π)l/2N−l
∑
k1≥1
. . .
∑
kl≥1
E
l∏
i=1
fˆ(ki/N) (tN,kitN,−ki − EtN,kitN,−ki) ,
(7.2)
where we recall that the traces of powers of a CUE matrix tN,k are defined in (5.3). The
mathematical expectation on the r.h.s. of (7.2) can be written in terms of joint cumulants
(5.4) using Lemma 9.2 from Appendix 2. Namely, the lemma states that for centered
random variables X1, . . . , X2n with finite moments,
E
∏
1≤i≤l
(X2i−1X2i − EX2i−1X2i) =
∗∑
π
∏
B∈π
κ(Xi : i ∈ B),(7.3)
where the sum on the r.h.s. of (9.1) is over all partitions π of {1, . . . , 2l} that do not contain
singletons and two-element subsets of the form {2i− 1, 2i}, i = 1, . . . , l. In our analysis,
it will be useful to identify the set {1, . . . , 2l} with the set {k1,−k1, k2,−k2, . . . , kl,−kl}.
We are going to use Lemma 5.2 to evaluate the asymptotics of (7.2). Let us first consider
the cases l = 2 and l = 3.
We start with the already establsihed case l = 2. It follows from (7.2) and (7.3) that
E(SN(f)− ESN(f))2 = (2/π)N−2
∑
k1≥1
∑
k2≥1
fˆ(k1/N)fˆ(k2/N)κ
(N)
4 (k1,−k1, k2,−k2)+
(7.4)
(2/π)N−2
∑
k1≥1
∑
k2≥1
fˆ(k1/N)fˆ(k2/N)κ
(N)
2 (k1,−k2)κ(N)2 (−k1, k2)
(2/π)N−2
∑
k1≥1
∑
k2≥1
fˆ(k1/N)fˆ(k2/N)κ
(N)
2 (k1, k2)κ
(N)
2 (−k1,−k2).
Applying Lemma 5.2 part (ii), we conclude that the third sum on the r.h.s. of (7.4)
vanishes and the only non-zero terms in the second sum correspond to k1 = k2 in which
case κ
(N)
2 (k1,−k2) = κ(N)2 (−k1, k2) = min(N, k1). Therefore, up to a factor N, the second
sum is just a Riemann sum of the integral
1
π
∫
R
|fˆ(t)|2 min(|t|, 1)2dt.
Now we turn our attention to the first sum. The terms appearing in κ
(N)
4 (k1,−k1, k2,−k2)
have been studied in detail in Section 4. It follows that the first sum is also proportinal
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to N, and the coefficeint in front of N is recognized as a Riemann sum of
−1
π
∫
|s−t|≤1,|s|∨|t|≥1
fˆ(t)fˆ(s)(1− |s− t|)dsdt− 1
π
∫
0≤s,t≤1,s+t>1
fˆ(s)fˆ(t)(s+ t− 1)dsdt.
Combining these two results together, we obtain the variance asymptotics (2.5) for the
normalized random variable (SN (f)− ESN (f))N−1/2.
Consider now l = 3. Again, (7.2), (7.3), and Lemma 5.2 give us
E(SN(f)− ESN (f))3 =
(7.5)
(2/π)3/2N−3
∑
k1≥1
∑
k2≥1
∑
k3≥1
fˆ(k1/N)fˆ(k2/N)fˆ(k3/N)κ
(N)
6 (k1,−k1, k2,−k2, k3,−k3)+
3(2/π)3/2N−3
∑
k1≥1
∑
k2≥1
∑
k3≥1
fˆ(k1/N)fˆ(k2/N)fˆ(k3/N)κ
(N)
3 (k1, k2,−k3)κ(N)3 (−k1,−k2, k3)
2(2/π)3/2N−3
∑
k1≥1
∑
k2≥1
∑
k3≥1
fˆ(k1/N)fˆ(k2/N)fˆ(k3/N)κ
(N)
2 (k1,−k2)κ(N)2 (k2,−k3)κ(N)2 (k3,−k1).
It follows from Lemma 5.2 (i) that the first sum on the r.h.s. of (7.5) is of order N. It
further follows from Lemma 5.2 (i) and (ii) that the second sum is restricted to k1+k2 = k3
and is also of oder N. Finally, the third sum is restricted to k1 = k2 = k3 and is again of
order N. Thus, the third moment of the normalized random variable (SN(f)−ESN(f))×
N−1/2 goes to zero in the limit N →∞.
Now consider the case l > 3. Below we restrict our attention to the even case l = 2n. The
odd case l = 2n + 1 can be treated in a similar way. The starting point is again formula
(7.2). Applying (7.3) to the mathematical expectation E
∏2n
j=1
Ä
tN,kjtN,−kj − EtN,kj tN,−kj
ä
and writing the expectation as the sum of products of joint cumulants, we split the sum
into subsums labeled by the partitions π of {1, 2, . . . , 4n} with no atoms and no two-
point subsets of the form {2i − 1, 2i}, i = 1, . . . , 2n. We will denote a subsum in (7.2)
corresponding to a partition π by Σπ. We make the following definition.
Definition 7.1. We call a partition of the set {1, 2, . . . , 4n} (which can be also identified
with the set {k1,−k1, k2,−k2, . . . , k2n,−k2n}) optimal if π consists only of paired two-
point blocks {2i − 1, 2j}, {2i, 2j − 1}, 1 ≤ i < j ≤ 2n, (so that if {2i − 1, 2j} ∈ π for
some pair (i, j) then also {2i, 2j− 1} ∈ π) and/or four-point blocks {2i− 1, 2i, 2j− 1, 2×
j}, 1 ≤ i < j ≤ 2n. If π is not optimal, it will be called suboptimal.
In other words, the only blocks of an optimal partition π are of the form {ki,−kj}, {−ki, kj}
(if one of such two-element sets appears in π then the other must appear as well) or
{ki,−ki, kj,−kj}, i 6= j.
If π is optimal, then it induces a partition of the set {1, . . . 2n} into pairs {i, j}.Moreover,
the subsum Σπ then factorizes as a product of n two-dimensional sums. Each sum cor-
responds to a pair {i, j} and is proportional to N, with the computations being identical
to the ones discussed in the l = 2 case above. In particular, the coefficient in front of N
is given by a Riemann sum of the integral 1
π
∫
R
|fˆ(t)|2 min(|t|, 1)2dt in the case of paired
two-point blocks {2i − 1, 2j}, {2i, 2j − 1}, 1 ≤ i < j ≤ 2n, and is equal to a Riemann
sum of
−1
π
∫
|s−t|≤1,|s|∨|t|≥1
fˆ(t)fˆ(s)(1− |s− t|)dsdt− 1
π
∫
0≤s,t≤1,s+t>1
fˆ(s)fˆ(t)(s+ t− 1)dsdt
in the case of a four-point block {2i− 1, 2i, 2j − 1, 2j}, 1 ≤ i < j ≤ 2n.
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The main combinatorial ingredient of the proof of Theorem 2.5 is the following lemma
that shows that suboptimal partitions give vanishing contributions to the moments of the
normalized random variable SN (f)−ESN (f)√
VarSN (f)
.
Lemma 7.2. Let π be a suboptimal partition of {1, 2, . . . , 2l} = {k1,−k1, . . . , kl,−kl}.
Then the corresponding subsum Σπ is much smaller than N
l/2 in the limit N → ∞. In
other words,
ΣπN
−l/2 → 0
for any suboptimal π.
The result of Theorem 2.5 then immediately follows from Lemma 7.2 and l = 2 (variance)
computations since they imply that the moments of SN (f)−ESN (f)√
VarSN (f)
converge in the limit
N → ∞ to the moments of the standard Gaussian distribution. Indeed, combining all
optimal subsums Σπ, we conclude that the 2n-th moment of
SN (f)−ESN (f)√
VarSN (f)
converges to
(2n− 1)!! in the limit N →∞.
To prove Lemma 7.2, we recall the results of Lemma 5.2 about joint cumulants of traces
of powers of a CUE random matrix. The parts (i) and (ii) of Lemma 5.2 are of particular
importance in our analysis.
Let π be a partition of the set {1, . . . 4n} that has no singletons and no two-point subsets
of the form {2i − 1, 2i}, i = 1, . . . , 2n (as required by Lemma 9.2) and is not optimal.
We have to show that ΣπN
−n → 0. We proceed by induction in n.
First, without loss of generality, we can assume that π does not contain paired two-point
blocks {2i − 1, 2j}, {2i, 2j − 1} and four-point blocks {2i − 1, 2i, 2j − 1, 2j}. Indeed, if
it does contain one of those, the subsum Σπ factorizes into the sum corresponding to
variables ki and kj and the sum corresponding to the remaining variables. The first sum
is proportinal to N. The second sum corresponds to a partition π′ of 4n − 4 element
set, where π′ is obtained from π by removing the above-mentioned block(s) corresonding
to the (i, j) pair (i.e. removing variables ki,−ki and kj,−kj). Applying the induction
assumption to Σπ′ finishes the argument.
By the same token, we may assume that π does not contain paired three-point blocks
corresonding to variables {ki, kj,−kp}, {−ki,−kj, kp}, ki + kj = kp. If such paired
three-point blocks belong to π for some triple (i, j, p), then the subsum Σπ again factorizes,
and the sum corresponding to {ki, kj,−kp}, {−ki,−kj, kp}, ki + kj = kp is proportinal
to N as was shown in the l = 3 case computations above. Considering the partition
π′ of a 4n − 6 element set obtained from π by removing the paired three-point blocks
{ki, kj,−kp}, {−ki,−kj , kp} and applying the induction argument to Σπ′ finishes the
argument.
In addition, we may also assume that π does not contain a pair (two-element block) corre-
sponding to variables {ki,−kj}, i 6= j. If π contains such a two-element block then ki = kj
since otherwise κ
(N)
2 (ki,−kj) vanishes. Without loss of generality, we may assume i = 1
and j = 2. Consider the blocks containing variables −k1 and k2 correspondigly, namely
{−k1, ǫi1ki1, . . . , ǫimkim} and {k2, ǫj1kj1, . . . ǫjrkjr}, where each ǫ = ±1. Then, instead of the
original partition, consider a modified one denoted by π′′. The new partition π′′ contains
the blocks {k1,−k2}, {−k1, k2}, {ǫi1ki1, . . . , ǫimkim , ǫj1kj1, . . . ǫjrkjr}, and all the remain-
ing blocks of π. In other words, we replace three blocks {k1,−k2}, {−k1, ǫi1ki1 , . . . , ǫim ×
kim}, {k2, ǫj1kj1, . . . ǫjrkjr} by three blocks {k1,−k2}, {−k1, k2}, {ǫi1ki1 , . . . , ǫimkim , ǫj1 ×
kj1, . . . ǫjrkjr}. By power counting, the subsum Σπ′′ corresponding to the the mofified
partition is of higher order in N.
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One special case requires a separate treatment here. Indeed, when π contains the blocks
{k1,−k2}, {−k1, kj}, and {k2,−kj}, the mofified partition π′′ would contain the two-point
block {kj,−kj} forbidden by Lemma 9.2. Thus, the induction assumption does not apply.
However, in such a case Σπ clearly factorizes. The three-dimensional sum corresponding
to variables k1, k2, k3 has been studied earlier in the l = 3 case. It has been shown
to be proportional to N. One then applies the induction assumption to the remaining
(2n− 3)-dimensional sum (and a coresponding partition of a 4n− 6 element set.)
Finally, we can assume that a partition π does not contain a three-point subset {ki, kj,−km}.
Indeed, suppose π contains, say, {k1, k2,−k3}. Consider blocks, containing the variables
−k1,−k2 and k3, namely {−k1, ǫi1ki1 , . . . , ǫimkim}, {−k2, ǫj1kj1, . . . ǫjrkjr}, and
{k3, ǫg1kg1, . . . ǫgskgs}, correspondingly, where each ǫ = ±1. Compare π with a modified
partition π′′ that contains blocks {k1, k2,−k3}, {−k1,−k2, k3}, {ǫi1ki1 , . . . , ǫimkim , ǫj1 ×
kj1, . . . ǫjrkjr , ǫg1kg1, . . . ǫgskgs}, and all the remaing blocks of π. Again, by power counting,
the subsum Σπ′′ corresponding to the the mofified partition is of higher order in N.
Now, we are ready to finish the proof of the lemma. It remains to consider the case of
a suboptimal partition π of {1, 2, . . . 2l} such that all blocks of π consist of at least four
elements. If π contains a subset of cardinality 5 or higher, then the number of blocks of
the partition is not bigger than l/2 − 1. Each cumulant in (7.3) is O(N) by Lemma 5.2
(i). Thus, the subsum Σπ of (7.2) is bounded from above by
CN−lN l/2−1
∑
k1,...kl≥1
l∏
i=1
|fˆ(ki/N)| = O(N l/2−1),
where C is a constant independent of N. If all blocks of a partition π have cardinality
4, then the number of blocks is l/2. However, since π is suboptimal, at least one of the
blocks is not of the form {ki,−ki, kj,−kj}. It follows then from Lemma 5.2 (ii) that the
variables k1, k2, . . . , kl are not linearly independent, and the subsum Σπ is bounded from
above by
CN−lN l/2
∗∑
k1,...kl≥1
l∏
i=1
|fˆ(ki/N)|,
where the sum in the above formula is over lineraly dependent variables and is O(N l−1).
This immediately implies that
Σπ = O(N
l/2−1).
The lemma is proven. This finishes the proof of Theorem 2.5. Below, Appendices 1,2,and
3 contain some standard auxiliary results.
8. Appendix 1
Here we finish the proof of Theorem 2.1. Let ϕm be i.i.d exp(1) random variables and
define:
Tk = 4
β
k∑
m=1
fˆ(m)m(ϕm − 1) and T∞ = 4
β
∞∑
m=1
fˆ(m)m(ϕm − 1).(8.1)
We wish to show that SN(f) (see (1.3)) converges in distribution to T∞ by verifying
convergence in the Lévy metric. In other words, we check that the following pair of
inequalities hold for arbitrary δ > 0 and sufficiently large N :
Pr (SN(f)− ESN(f) ≤ x) ≤ Pr (T∞ − ET∞ ≤ x+ δ) + δ(8.2)
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Pr (T∞ − ET∞ ≤ x− δ)− δ ≤ Pr (SN(f)− ESN (f) ≤ x) .(8.3)
Let us first consider the case β = 2. To verify (8.2) we apply a trivial probability bound
and Chebyshev’s inequality to get
Pr (SN(f)− ESN (f) ≤ x) ≤ Pr
Ç
SN(fk)− ESN(fk) ≤ x+ δ
3
å
+ Pr
Ç
|SN(f − fk)− ESN(f − fk)| > δ
3
å
≤ Pr
Ç
SN(fk)− ESN(fk) ≤ x+ δ
3
å
+
9Var(SN(f − fk))
δ2
.(8.4)
It follows immediately from Proposition 4.3 that, for sufficiently large k and N we can
bound the variance of the tail, SN(f − fk), by an arbitrarily small quantity:
Var(SN(f − fk) =
∞∑
m=k+1
|fˆ(m)|2|m|2 + oN(1) = ok(1) + oN(1).
Now choose K0 (uniformly in N) and N0 (uniformly in k) large enough so that if k ≥ K0
and N ≥ N0 the following inequality is satisfied:
9Var(SN(f − fk))
δ2
=
9
δ2
ok(1) +
9
δ2
oN(1) ≤ δ
3
.(8.5)
Since Tk D−−→ T∞, they must converge in the Lévy metric. We can thus choose K1 such
that, for all k ≥ K1,
Pr
Ç
T∞ − ET∞ ≤ x− δ
3
å
− δ
3
≤ Pr (Tk − ETk ≤ x) ≤ Pr
Ç
T∞ − ET∞ ≤ x+ δ
3
å
+
δ
3
.
(8.6)
Similarly, by [12], there is an N1 such that if N ≥ N1 the following holds:
Pr
Ç
Tk − ETk ≤ x− δ
3
å
− δ
3
≤ Pr (SN(fk)− ESN(fk) ≤ x) ≤ Pr
Ç
Tk − ETk ≤ x+ δ
3
å
+
δ
3
.
(8.7)
We observe thatN1 may depend on k so we simply choose theN1 associated to (max(K0, K1)).
Thus we let k ≥ K = max(K0, K1) and N ≥ N2 = max(N0, N1(max(K0, K1))). Combin-
ing the rightmost inequalities in (8.6) and (8.7) and replacing x with x+ δ
3
, we obtain the
following bound for the first term of (8.4):
Pr
Ç
SN(fk)− ESN (fk) ≤ x+ δ
3
å
≤ Pr
Ç
Tk − ETk ≤ x+ 2δ
3
å
+
δ
3
≤ Pr (T∞ − ET∞ ≤ x+ δ) + 2δ
3
.
Finally, using (8.5) to bound the variance in (8.4), we obtain the final δ/3 term needed
to ensure the desired inequality:
Pr
Ç
SN(fk)− ESN(fk) ≤ x+ δ
3
å
≤ Pr (T∞ − ET∞ ≤ x+ δ) + δ
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Using the same K and N2 we can now verify (8.3). Indeed, assuming k ≥ K and N ≥ N2
by (8.6) and (8.7), we have:
Pr(T∞ − ET∞ ≤ x− δ)− δ
≤ Pr
Ç
Tk − ETk ≤ x− 2δ
3
å
− 2δ
3
≤ Pr
Ç
SN(fk)− ESN (fk) ≤ x− δ
3
å
− δ
3
≤ Pr (SN(f)− ESN (f) ≤ x) + Pr
Ç
|SN(f − fk)− ESN(f − fk)| ≥ δ
3
å
− δ
3
≤ Pr (SN(f)− ESN (f) ≤ x) ,
where the last inequality follows from the bound given in (8.5). This concludes the proof
for the case β = 2.
If β 6= 2, then we replace the Chebyshev bound in (8.4) with the corresponding Markov
bound and apply the results of Jiang and Matsumoto [11]. To see this, we will first rewrite
the tail as
SN(f − fk)− ESN(f − fk) =
∞∑
m=k+1
fˆ(m)
Ä|tN,m(θ)|2 − E|tN,m(θ)|2ä ,(8.8)
where
tN,m(θ) =
N∑
j=1
eimθj .
For 0 < β < 2, the proof of Lemma 4.3 in [11] gives the bound E|tN,m(θ)|2 ≤ (2/β)m for
all m ≥ 1 and N ≥ 2. It follows that
Pr
Ç
|SN(f − fk)− ESN(f − fk)| ≥ δ
3
å
≤ 3E|SN(f − fk)− ESN (f − fk)|
δ
≤ 3
δ
C
Ñ
∞∑
m=k+1
|fˆ(m)||m|
é
,
where C is a constant independent of N . Applying the condition in Theorem 2.1 for
0 < β < 2, the r.h.s. side of the above inequality vanishes asymptotically, independent of
N .
For β = 4 we break up (2.10) into three pieces:
SN(f − fk)− ESN (f − fk) =
N∑
m=k+1
(∗) +
2N∑
m=N+1
(∗) +
∞∑
m=2N+1
(∗).
Proposition 2 in [11] states that there exist constants C,K, independent of N , such that
E|pm(θ)|2 ≤ Cm in the first sum, E|pm(θ)|2 ≤ Km log(m + 1) in the second sum, and
E|pm(θ)|2 ≤ 2KN in the third sum. This gives the following bound for any α > 0:
|SN(f − fk)− ESN(f − fk)|
≤ C ′
Ñ
N∑
m=k+1
m · |fˆ(m)|+
2N∑
m=N+1
m log(m+ 1)|fˆ(m)|+
∞∑
m=2N+1
m · |fˆ(m)|
é
,
where C ′ is a constant independent of k and N . Applying the condition in Theorem 2.1
for β = 4, the first sum goes to zero in k independent of N and the last two sums go to
zero in N independent of k.
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When 2 < β 6= 4, we break the tail as follows:
SN(f − fk)− ESN(f − fk)
=
N/2∑
m=k+1
fˆ(m)
Ä|tN,m(θ)|2 − E|tN,m(θ)|2ä+ ∞∑
m=N/2+1
fˆ(m)
Ä|tN,m(θ)|2 − E|tN,m(θ)|2ä
In the first sum, E|tN,m(θn)|2 ≤ Cm where C = 2/β for 0 < β < 2 and C = e1−2/β for
β > 2. For the second sum, we use the trivial bound E|tN,m(θ)|2 ≤ N2 to get
E|SN(f − fk)− ESN (f − fk)| ≤
Ñ
2C
N/2∑
m=k+1
|fˆ(m)||m|+ 8
∞∑
m=N/2+1
|fˆ(m)||m|2
é
.
Once again, the first sum goes to zero in k independent of N and the second sum goes to
zero in N independent of k. 
9. Appendix 2
Denote
G(k1, . . . , kn) :=
∑
σ∈Sn
n∑
m=1
(−1)m−1
m
∑
(n1,...,nm):
n1+...nm=n, n1,...nm≥1
1
n1! · · ·nm!
max
Ñ
0,
n1∑
i
kσ(i),
n1+n2∑
i
kσ(i), . . . ,
n1+...+nm−1∑
i
kσ(i)
é
.
The following statement was proven in [27]:
Lemma 9.1. Let
∑
i ki = 0. Then G(k1, . . . , kn) equals zero for n > 2 and G(k,−k) = |k|
for n = 2.
The following standard lemma plays an important role in the CLT proof in the microscopic
case (Theorem 2.5, Section 7).
Lemma 9.2. Let X1, . . . , X2n be centered random variables with finite mathematical ex-
pectations. Then
E
∏
1≤i≤n
(X2i−1X2i − EX2i−1X2i) =
∗∑
π
∏
B∈π
κ(Xi : i ∈ B),(9.1)
where where the sum on the r.h.s. of (9.1) is over all partitions π of {1, . . . , 2n} that do
not contain atoms and two-element subsets of the form {2i− 1, 2i}, i = 1, . . . , n.
Proof. It follows from (5.2) that the r.h.s. of (9.1) is equal to a linear combination of∏
B∈π κ(Xi : i ∈ B), where π runs over the list of partitions of {1, 2, . . . , 2n}. Since Xi’s
are centered, partitions π with one-element subsets (atoms) give zero contribution. If π
does not contain a subset of the form {2i − 1, 2i}, i = 1, . . . , n, then the coefficient in
front of the product
∏
B∈π κ(Xi : i ∈ B) in the linear combination is 1 since it comes
from E
∏
1≤i≤nX2i−1X2i. Finally, suppose that π contains s two-elements subsets of the
prescribed form, namely {2i1− 1, 2i1}, . . . , {2is− 1, 2is}, 1 ≤ s ≤ n. Then the coefficient
in front of
∏
B∈π κ(Xi : i ∈ B) is equal to
s∑
k=0
(−1)k s!
k!(s− k)! = 0.(9.2)

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For convenience of the reader, we finish this section with the proposition which is related
to Lemma 1 and (2.8) from [27].
Proposition 9.3.
κ(TN(f1), . . . , TN(fn)) =
n∑
m=1
∑
ordered collections
of subsets R={R1,..Rm}
(−1)m−1
m
∑
k1+...+kN=0”fj11 (k1)...‘fj1l1 (kl1)”fj21 (ki1+1)....‘fj2l2 (kl1+l2)‘fjm1 (kl1+l2+...lm−1+1)...‘fjmlm (kN)
×#{u : 0 ≤ u ≤ N − 1, 0 ≤ u+
l1∑
i=1
ki ≤ N − 1, ...0 ≤ u+
l1+...lm−1∑
i=1
ki ≤ N − 1},(9.3)
where the sum is over all ordered collections of subsetsR = {R1, ..Rm} such that ⊔1≤i≤mRi =
{1, 2, . . . , N}, and R1 = {j11 , . . . , j1l1}, R2 = {j21 , . . . , j2l2}, . . . , Rm = {jm1 , . . . , jmlm}.
Proof. We start by computing the joint moment of linear CUE statistics.
E{1,2,...,n} = E
Ñ
N∑
i1=1
f1(θi1) · ... ·
N∑
in=1
fn(θin)
é
Let M be a partition of {1, 2, ...n} into subsets determined by coinciding indices in
i1, ..., in. The above mixed moment can be rewritten as:
E{1,2,...,n} =
∑
partitions
M={M1,..,Mr}
⊔Mi={1,...,n}
E
Ñ ∑
l1 6=... 6=lm
fM1(θl1) · ... · fMr(θlr)
é
(9.4)
Here fM(θ) =
∏
j∈M fj(θ) . To compute the expectations, we use the determinantal
structure of the CUE point-correlation functions. Indeed,
ECUE(N)
∑
l1 6=... 6=lr
fM1(θl1)· ...·fMr(θlr) =
∫
[0,2π]r
fM1(x1)· ...·fMr(xr)ρr(x1, . . . , xr) dx1 . . . dxr,
where
ρr(x1, . . . , xr) = det (QN (xi, xj)i,j=1,...,r) , QN (x, y) =
1
2π
N−1∑
j=0
eij(x−y).(9.5)
Writing
ρr(θ1,..., θr) =
∑
σ∈Sr
(−1)|σ|
r∏
i=1
QN(θi, θσ(i))
=
∑
partitions K
⊔Kα={1,...,r}
Ü
q∏
α=1
(−1)pα−1 ∑
cyclic perms
of Kα
pα∏
j=1
QN
Å
θ
t
(α)
j
, θ
σ(t
(α)
j
)
ãê
(9.6)
In the second equality we wrote the permutation σ ∈ Sr as a product of cycles. This
partitions {1, 2, ..., r} = ⊔qα=1Kα = ⊔qα=1{t(α)1 , ..., t(α)pα } into supports of those cycles. The
expression resulting from computing the expections in (9.4) using (9.5-9.6) can be sim-
plified by defining a new partition . Let P = ⊔qi=1Pi where Pi = ⊔j∈KiMj . Now observe
that Pi = ⊔j∈KiMj induces a partition of each Pi. Thus, exchanging summation:
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E{1,2,...,n} =
∑
partitions P
of {1,2...,n}
q∏
i=1
∑
partitions Pi
of {Pi,1,...,Pi,ti}
∫
Tti
fPi,1(θ1) · ... · fPi,ti (θti)
× (−1)ti−1 ∑
cyclic perms
σ∈Sti
ti∏
j=1
QN(θj , θσ(j))(9.7)
Recall that joint cumulants and joint moments are related by the following formula:
E{1,2,...N} =
∑
partitions
M={M1,..,Mr}
⊔Mi={1,...,N}
κM1 · ... · κMr =
Comparing it with (9.7) we can express the joint cumulants with indices {i1, ...il} as:
κ{i1,...,il} =
l∑
m=1
(−1)m−1 ∑
partitions
R={R1,..Rm}
⊔Ri={i1,...il}
∫
Tm
fR1(θ1)...fRm(θm)
∑
cyclic
permutations
σ∈Sm
m∏
j=1
QN (θj , θσ(j))dθ1...dθm
We may replace the range of the inside sum by averaging over all permutations to obtain:
κ{i1,...,il} =
l∑
m=1
(−1)m−1
m
∑
partitions
R={R1,..Rm}
⊔Ri={i1,...il}
∫
Tm
fR1(θ1)...fRm(θm)
∑
σ∈Sm
m∏
j=1
QN (θσ(j), θσ(j+1))dθ1...dθm
Next we observe that the change of variables θσ(j) → θj effectively amounts to permuting
the elements of the Ri’s and hence;
κ{i1,...,il} =
l∑
m=1
∑
partitions
R={R1,..Rm}
⊔Ri={i1,...il}
∑
σ∈Sm
∫
Tm
fσ(R1)(θ1)...fσ(Rm)(θm)
(−1)m−1
m
m∏
j=1
QN(θj , θj+1)dθ1...dθm
=
l∑
m=1
∑
ordered collections
of subsets R={R1,..Rm}
∫
Tm
fR1(θ1)...fRm(θm)
(−1)m−1
m
m∏
j=1
QN (θj , θj+1)dθ1...dθm
Finally, we integrate to obtain the following expression in terms of Fourier coefficients:
κ{i1,...,il} =
l∑
m=1
∑
ordered collections
of subsets
R={R1,..Rm}
(−1)m−1
m
N−1∑
s1=0
...
N−1∑
sm=0
fˆR1(−sm + s1)fˆR2(−s1 + s2) · ... · fˆRm(−sm−1 + sm)
(9.8)
The Fourier coefficients fˆRi(−si−1 + si) can be expanded as convolutions of the form:
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fˆR1(−sm + s1) =
∑
(k1,...,k|R1|)
k1+k2...+k|R1|=−sm+s1
fˆ1,1(k1) · ... · fˆ1,|R1|(k|R1|)
...
...
fˆRm(−sm−1 + sm) =
∑
(k|R1|+...+|Rm−1|+1,...,kl)
k|R1|+...+|Rm−1|+1...+kl=−sm+s1
fˆ1,m(k|R1|+...+|Rm−1|+1) · ... · fˆ1,|R1|(kl)
Note
∑l
1 ki = 0 for the every term in the product of these convolutions. Counting over all
possible possible 0 ≤ sj = ∑l1+...lj−1i=1 ki ≤ n − 1 from (9.8) we arrive at the final explicit
expression for the cumulants:
κ{i1,...,il} =
l∑
m=1
∑
ordered collections
of subsets R={R1,..Rm}
(−1)m−1
m
∑
k1+...+kl=0
fˆj1(k1)...fˆkl(kl)
#{u : 0 ≤ u ≤ N − 1, 0 ≤ u+
l1∑
i=1
ki ≤ N − 1, ...0 ≤ u+
l1+...lm−1∑
i=1
ki ≤ N − 1}(9.9)

10. Appendix 3
This appendix provides the modifications to Proposition 4.1 and Lemma 4.4 that are
necessary to adapt the proof of Proposition 4.3 to the mesoscopic case.
Lemma 10.1. (Extension of Proposition 4.1)
If β = 2 and f ∈ C∞c (R) is an even, smooth, complactly supported function on the real
line, then, for sufficiently large N ,Åπ
2
ã
Var
Ç
SN(f(LN ·))√
LN
å
=
1
LN
∑
1≤s≤N−1
Ç
s
LN
å2 ñ
fˆ
Ç
s
LN
åô2
+N2
∑
N≤s
ñ
fˆ
Ç
s
LN
åô2
−N ∑
N≤s
ñ
fˆ
Ç
s
LN
åô2
−
Ç
1
LN
å2 ∑
1≤s,t
1≤|s−t|≤N−1
N≤max(s,t)
Ç
N − |s− t|
LN
å
fˆ
Ç
s
LN
å
fˆ
Ç
t
LN
å
−
Ç
1
LN
å2 ∑
1≤s,t≤N−1
N+1≤s+t
Ç
(s+ t)−N
LN
å
fˆ
Ç
s
LN
å
fˆ
Ç
t
LN
å
.
Proof.
If f ∈ C∞c (R), then we may assume N large enough so that the support of f(LN ·)
is contained on [−π, π). We can immediately express f(LN ·) as a Fourier Series with
coefficients determined by the Fourier transform of f . Lemma 10.1 is then an immediate
corollary to Proposition 4.1. 
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Lemma 10.2. (Extension of Lemma 4.4)
Let f ∈ C∞c (R). Then
(i) Ç
1
LN
å2 ∑
1≤s,t≤N
s+t≥N+1
Ç
s
LN
å ∣∣∣∣∣fˆ Ç sLN å∣∣∣∣∣ · ∣∣∣∣∣fˆ Ç tLN å∣∣∣∣∣→ 0;
(ii)
N + 1
L3N
∑
s−t≤N
s≥N+1
1≤t≤N
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣ · ∣∣∣∣∣fˆ Ç tLN å∣∣∣∣∣→ 0;
(iii)
N
L3N
∑
|s−t|≤N−1
s,t≥N
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣ · ∣∣∣∣∣fˆ Ç tLN å∣∣∣∣∣→ 0.
Proof. To see (i), we replace the Fourier coefficients in the the proof of Lemma 4.4(i) with
the corresponding coefficients for the scaled case to getÇ
1
LN
å2 ∑
1≤s,t≤N
s+t≥N+1
Ç
s
LN
å ∣∣∣∣∣fˆ Ç sLN å∣∣∣∣∣ · ∣∣∣∣∣fˆ Ç tLN å∣∣∣∣∣
≤ 3

 1
LN
∞∑
s=kLN+1
Ç
s
LN
å2 ∣∣∣∣∣fˆ Ç sLN å∣∣∣∣∣21/2 [ 1LN ∞∑s=1Ç sLN å2 ∣∣∣∣∣fˆ Ç sLN å∣∣∣∣∣2]1/2(10.1)
+
1
LN
kLN∑
s=1
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣ · ∣∣∣∣∣xN−s+1 + · · ·+ xNLN ∣∣∣∣∣ ,
where k ∈ N. The first term in (10.1) contains, in brackets, two Riemann Sums and
consequently converges to
3
Å∫ ∞
k
[xfˆ(x)]2dx
ã1/2 Å∫ ∞
0
[xfˆ(x)]2dx
ã1/2
= ok(1).
Since f ∈ C∞c (R), we can write |fˆ(x)| ≤ C ′/x2 for some positive constant C ′ depending
only on f , i.e. independent of k and N . It follows that
1
LN
kLN∑
s=1
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣ · ∣∣∣∣∣xN−s+1 + · · ·+ xNLN ∣∣∣∣∣ ≤ C ′LN kLN∑s=1 ∣∣∣∣∣fˆ Ç sLN å∣∣∣∣∣ · Ç 1N − s+ 1 + · · ·+ 1Nå
≤
Ç
C ′
kLN
N − kLN
åÑ
1
LN
kLN∑
s=1
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣é .
For any fixed k, the term on the left is O
Ä
LN
N
ä
while the term on the right is a Riemann
Sum converging to ∫ k
0
|fˆ(x)| dx ≤ ||fˆ ||1 <∞
as N → ∞. It follows immediately that, for any ǫ > 0, we can choose k and N large
enough so that both terms in (10.1) are at most ǫ/2. This gives the desired result.
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Remark 10.3. In the above proof, we did not fully utilize the smoothness constraint on
f . In fact, it would have been sufficient to have f ∈ C2c (R).
To see (ii), we observe that, in the same way as in the proof of (i), the proof of Lemma
4.4(ii) immediately implies
N + 1
L3N
∑
s−t≤N
s≥N+1
1≤t≤N
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣ · ∣∣∣∣∣fˆ Ç tLN å∣∣∣∣∣
≤ 3
Ñ
1
LN
∞∑
s=kLN+1
Ç
s
LN
å2 ñ
fˆ
Ç
s
LN
åô2é1/2 ( 1
LN
∞∑
s=1
Ç
s
LN
å2 ñ
fˆ
Ç
s
LN
åô2)1/2
(10.2)
+
1
LN
∣∣∣∣∣∣
kLN∑
s=1
fˆ
Ç
s
LN
å
xN+1 + · · ·+ xN+s
LN
∣∣∣∣∣∣
The first term in (10.2) is the same as the first term in (10.1). Similarly, we observe that
the second term is bounded above byÇ
C ′
LN
N
åÑ
1
LN
kLN∑
s=1
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣é = OÇLNN å→ 0.
This completes the proof of (ii).
To see (iii), we once again follow the same argument as in the proof of Lemma 4.4(iii). In
particular, we split up the sum into two parts:
 NL3N
∑
t−N+1≤s≤N+t−1
t≥N
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣ · ∣∣∣∣∣fˆ Ç tLN å∣∣∣∣∣

−

 NL3N
∑
t−N+1≤s≤N−1
t≥N
∣∣∣∣∣fˆ
Ç
s
LN
å∣∣∣∣∣ · ∣∣∣∣∣fˆ Ç tLN å∣∣∣∣∣

 .
The first sum goes to zero by (ii), while the proof of Lemma 4.4(iii) implies that the
second sum is bounded above by
3
(
1
LN
∞∑
s=N
ñ
s
LN
fˆ
Ç
s
LN
åô2)( 1
LN
∞∑
s=1
ñ
s
LN
fˆ
Ç
s
LN
åô2)
.
The term on the r.h.s. is a Riemann sum that converges to∫ ∞
0
[xfˆ(x)]2dx <∞
as N →∞, while the term on the l.h.s. is, at most, on the order of∫ ∞
k
[xfˆ(x)]2dx
for any k ∈ N, i.e. goes to zero as N →∞. This completes the proof of Lemma 10.2.

We can immediately modify the proof of Proposition 4.3 by replacing Proposition 4.1 with
Lemma 10.1 and Lemma 4.4 with Lemma 10.2 to get the desired analogous result for the
mesoscopic/scaled case.
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