In this paper we present a new method for finding the weight enumerator of binary linear block codes by using genetic algorithms. This method consists in finding the binary weight enumerator of the code and its dual and to create from the famous MacWilliams identity a linear system (S) of integer variables for which we add all known information obtained from the structure of the code. The knowledge of some subgroups of the automorphism group, under which the code remains invariant, permits to give powerful restrictions on the solutions of (S) and to approximate the weight enumerator. By applying this method and by using the stability of the Extended Quadratic Residue codes (ERQ) by the Projective Special Linear group PSL 2 , we find a list of all possible values of the weight enumerators for the two ERQ codes of lengths 192 and 200. We also made a good approximation of the true value for these two enumerators.
I. INTRODUCTION
Let C(n,k,d) be a binary linear block code of length n, dimension k and minimum distance d.
The error-correcting capability of a code C is directly related to its minimum distance d; if C is linear then d is its lowest non-zero weight; the weight of a word c is the number of non zero elements it contains. The weights enumerator of C is the polynomial 0 ( ) . C is said to be self dual if it is equal to its dual, and it is said to be formally self dual (f.s.d) if
it has the same weight enumerator as its dual.
For a f.s.d codes, the weight enumerator is given by Gleason's theorem [3] : For random codes, which doesn't have any particularity in their structures, it is known that there isn't algorithms in polynomial time to compute A. The simplest way is to compute it by using an exhaustive research which is feasible only for small codes, i.e codes of dimension of about 45. In this paper we give a new method based on genetic algorithms to have information about the coefficients A i ; thus we find a threshold s for which it is sufficient to find only the coefficients A i , with i less than s, to deduce all the others. We call the polynomial For some codes, the wealth of their algebraic structures permits to determine the weight enumerator; so many excellent studies and methods succeed in finding the weight enumerator of quadratic residue codes or their extended codes [4] [5] [6] [7] and the weight enumerators are known for all lengths less than or equal to 167. These methods are based on some algorithms for computing the number of codewords of a given weight [4] [5] [6] .
The minimum weight in quadratic residue code is 27, 27, 31 and 31 respectively for lengths 191, 193, 199 and 223 [8-9] . Here we apply our method in order to find the weight polynomial of two ERQ codes with lengths 192 and 200.
The remainder of this paper is organised as follows. In the next section, we describe briefly the genetic algorithms. In section 3 we present some algorithms for finding the binary weight enumerator and some methods for computing the codewords of a given weight. In section 4
we present a method for finding the weight enumerator from the binary weight enumerator and we give the results of its application on some quadratic residue codes. Finally, a conclusion and a possible future direction of this research are outlined in section 5.
II. GENETIC ALGORITHMS
Genetic algorithms are heuristic search algorithms premised on the natural selection and genetic [10] [11] . It is defined by:
 Individual or chromosome: a potential solution of the problem, it's a sequence of genes. Selection: it permits to select the best individuals to insert in the intermediate generation.
Crossover: For a pair of parents (p 1 , p 2 ) it permits to create two children (ch 1 ; ch 2 ), with a crossover probability p c .
Mutation: The genes of the individual are muted according to the mutation rate m r and the mutation probability p m.
III. BINARY WEIGHT ENUMERATOR AND THE COMPUTING OF CODEWORDS OF A GIVEN WEIGHT

1) Binary weight enumerator:
In this section we try to give an answer for the following question:
Let w an integer less than the length of a code C, is there a codeword of weight w in C? Thus if C is linear then we can deduce its minimum distance.
We define the binary enumerator of C by the polynomial:
contains a codeword of weight i and P i =0 if there is no codeword of weight i in C.
1.1) Description of the WGA algorithm
In order to use genetic algorithms, in our work, we use binary encoding which consists to treat an individual as a binary sequence. The WGA algorithm permits to verify if a weight is in the code or no and we propose two variants of this algorithm. The first consists in starting with a generation of information vectors of a random weights and lengths equals to the dimension of the code and to try to converge toward a vector I of which the weight of the codeword C(I), obtained by coding I has weight equal to w. The second variant consists in starting with a 5 generation of words with length equals to the length of the code and weights equal to w and to try to converge toward a codeword; all individuals keep the same weight w.
In the sequel of this paper, we use the following notations: Algorithm A1: Let w be the objective weight, the WGA algorithm works as follows:
Inputs: w, P; End for. 3.5 Ng  Ng + 1.
Outputs: P 7
Remark R1: For the A1 algorithm, in the case where the coding is systematic, to generate the initial population it is preferable that the weight of each individual is lower than w+1.
1.2) Description of the BEGA algorithm:
The BEGA algorithm permits to find all coefficients of the binary weight enumerator P, by using the WGA algorithm, The BEGA algorithm works as follows:
1. For i=0 to n P i 0 end for;
For i=0 to n if (P i = 0 ) then execute WGA(P,i) end if; end for;
1.3) Test and validation of the BEGA algorithm:
To validate the BEGA algorithm we tested it on some codes with known weight enumerators.
We use WGA algorithm with following parameters:
-Selection: we use the selection by truncation; we select randomly two individuals, from the best current parents.
-Crossover: we chose one point from the individual.
-Ngmax=100; N i =1000; N e =500; p c = 0.9; p m =0.15 and m r =0.25.
We choose the two codes: BCH (255, 207) and RQ (167, 84).
For the BCH code we used the A2 algorithm and the Berlekamp-Massey decoder [12] . For the Quadratic Residue code, we used the A1 algorithm.
The results coincide with those found from the exact enumerator of the two codes [13] , [6] . 3) Approximating the number of codewords of a given weight In [15] Sidel'nikov has proved that the weight enumerator of some binary primitive BCH codes can be given by the approximate following formula: 2 . In the case when C has a large length and dimension, the M1, M2 and M3 methods become very complex and unsuitable. If the weight enumerator A is unknown then it is interesting to give, at least, a good approximation of A. In this sub-section we apply a Monte Carlo method [17] in order to get an approximation of A.
In the general case, the Monte Carlo method consists in formulating a game of chance or a stochastic process which produces a random variable whose expected value is the solution of a certain problem. An approximation to the expected value is obtained by means of sampling from the resulting distribution. This method is used for example in the evaluation of some integrals [17] .
In order to have a good approximation of A w , we propose the following probabilistic method, which is a variant of Monte Carlo method.
M4 method: Let C w be the set of all codewords of weight w and  a subset of C w . We define the dominance rate of C w related to  by: R( ) w C   With symbol . denoting the cardinal.
The WGA algorithm allows finding a codeword of weight w in the code C. By reiterating this algorithm we can find a set S1 of codewords of weight w, and by using the automorphism group of C on the set S1 we find a large set S2 of codewords with the same weight w. S2 may contain multiple copies of some codewords. Let S3 be the largest subset of S2 which doesn't contain any duplicated codeword. Then A w is approximated by S3 .R(S3). We find the value of i max statistically; it is the value of i for which the dominance rate R(S3) becomes relatively invariant.
Remark R3:
In the practice, S3 is also evaluated statistically as following:
1. 0 t  ; For j from 1 to j max do: -Randomly choose a codeword c from S2. We find the value of j max statistically; it is the value of j for which the rate max / jt becomes relatively invariant.
IV. FROM THE BINARY WEIGHT ENUMERATOR TO THE EXACT WEIGHT ENUMERATOR
1) Description of the method: Let A and B, respectively the weight enumerators of C and its dual, P and Q respectively the binary weight enumerators of C and its dual, which we find by the BEGA algorithm. We have the following equalities:
MacWilliams-identity [19] : 
From (1) and (2) we construct a linear system (S) of integer variables A i . The resolution of (S) permits to find a threshold s for which it is sufficient to find the semi local weight enumerator 
12 By definition of EQR codes and (3) we have:
2.
2) The projective special linear group PSL 2 (n)
For a prime 1(mod 8) n  , the set of permutations over {0,1,2,…,n-1,}, of the form For all values of n, the binary EQR(n) code is invariant under G [19] . This method can be applied to any linear code by using its automorphism group [19] .
2.4) Weight enumerators of the QR (191) and EQR (191) codes
Let A and E be, respectively the weight enumerator of the   QR 191 and the EQR(191) codes.
By using the BEGA algorithm based on A1 algorithm we find the binary weight enumerators P and Q for the QR(191) and its dual respectively: A and E are related by (4) and we give in Table 1 the weight enumerator E of the EQR(191) code which we deduced from the solution A, with z 1 and z 2 two unknown integers. E is symmetric then we give only its first half. G , 1 4 G , 3 S , 5 S , 19 S and 191 S are found and the number of codewords of weight 28 and 32 in these subcodes are then computed. The results are summarised in Table 2 , where k denotes the dimension of the corresponding subcode. We used the direct computing method for finding the weight enumerators E' of all fixed subcodes of dimension k48. For k=48 we used the method M4, thus we found a set of 144 codewords of weight 28
in the corresponding subcode and we verified by the A1 algorithm that there isn't no codeword of weight 28 in this subcode outside this set. As the same we have found that the number of codewords of weight 32 in this subcode is 5274. Approximation of A 27 and A 31 : According to the notations used in the method M4, we give in Table 3 the statistic results obtained by applying this method with the remarks R2 and R3 on the RQ(191) code for w=27 and w=31. EQR(199) codes. By using the BEGA algorithm based on A1 algorithm we find the binary weight enumerators P and Q for the QR(199) and its dual respectively: A and E are related by (4) and we give in Table 6 the weight enumerator E of the EQR(199) code which we deduced from the solution A, with z is an integer unknown. E is symmetric then we give only its first half. The results are tabulated in Table 7 , where k denotes the dimension of the corresponding subcode. Approximation of A 31 : According to the notations used in the method M4, we give in Table 8 the statistic results obtained by applying this method with the remarks R2 and R3 on the RQ(199) code for w=31. 
V. CONCLUSION AND PERSPECTIVES
In this paper we used genetic algorithms for finding all weights in a linear code C, in particular the minimum weight which coincide with the minimum distance. The knowledge of the weights contained in C and its dual are utilised with the MacWilliams identity combined with the automorphism group of C to give an exact or an approximate value of its weight enumerator A(x). In summary our method permits to find a semi local weight enumerator A'(x,s) which is sufficient for finding A(x) and it is less complex to compute than to compute A itself. In the perspectives we have to apply our method on other linear codes like BCH and LDPC codes. 
