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Abstract
With the aim of understanding the mathematical structure of the fluctuation–dissipation theorem in non-equilibrium statistical
physics and then constructing a mathematical principle in the modeling problem for time series analysis, we have developed the
theory of KM2O-Langevin equations for discrete time stochastic processes. In this paper, as a new method for model analysis
in the theory of KM2O-Langevin equations, we show that block frames provide a natural mathematical language for dealing
with minimum norm expansions of multi-dimensional stochastic processes which do not necessarily satisfy stationarity and non-
degeneracy conditions.
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1. Introduction
One of the standard tasks of both time series analysis and signal processing is to find a description of time evolution
for a one-dimensional square integrable stochastic process of interest, say X = (Xt ; t ∈ Z), on the basis of the behavior
of an observable process Y = (Yt ; t ∈ Z). Quite often it is assumed that Xt = Yt and then typical models used in
practice are either of the form
Xt = E[Xt | . . . ,Xt−2,Xt−1] +
√
Var[Xt | . . . ,Xt−2,Xt−1]t (t ∈ Z)
or
Xt = E[Xt | . . . ,Xt−2,Xt−1] + νt (t ∈ Z),
where t is standardized.
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similar models. Commonly, the conditional variance is structured in terms of ARCH, GARCH or generalizations of
these models. Yet another possibility is to describe both parameters through models of the type TAR, STAR, SETAR
etc. (see e.g. [23]). Obviously all these models can be naturally extended to multi-dimensional stochastic processes.
An alternative approach to modeling of the time evolution of a stochastic process X = (Xt ; t ∈ N∗) with time
parameter space N∗ is to utilize recursive linear representations of stochastic flows, where N∗ denotes the set of non-
negative integers. In this case, if X is a d-dimensional square integrable stochastic process, one uses the decomposition
of the form
Xt = PMt−10 (X)(Xt )+ νt
(
t ∈ N∗),
where PMt−10 (X) denotes the orthogonal projection operator onto the d th Cartesian power of the subspace M
t−1
0 (X)
generated by the components of all linear combinations C0X0 + C1X1 + · · · + Ct−1Xt−1 whose coefficients Cs are
real (d × d)-matrices. Recursive linear representations of stochastic flows have been used for decades in time series
analysis and signal processing, but mainly under the assumption of stationarity and non-degeneracy. Early ideas of
this type can be found in [3,6–8,22,24], with an overview given in [25]. Okabe has done a thorough study with
weaker assumptions by developing the theory of KM2O-Langevin equations (for more information see [5,9–21] and
references given there).
Not only in theory but also in practice, it is both challenging and important to obtain an algorithm for computing
the conditional expectations
E[Xt | . . . ,Xt−2,Xt−1] (t ∈ Z) or E[Xt | X0,X1, . . . ,Xt−1]
(
t ∈ N∗)
from the viewpoint of non-linear prediction problems. Okabe, Matsuura and Kaneko have given a solution of
non-linear prediction problems for both stochastic processes X = (Xt ; t ∈ Z) with time parameter space Z and
X = (Xt ; t ∈ N∗) with time parameter space N∗ by using a classic result due to Dobrushin and Minlos [2]
(see e.g. [9,17] and [19]). We will explain their ideas for one-dimensional stochastic process X = (Xt ; t ∈ N∗).
Since the set of all random variables with finite variance, defined on a probability space (Ω,F ,P), forms the
Hilbert space H = L2(Ω,F ,P), large part of time series analysis can be studied in terms of geometry of
Hilbert spaces. In particular, in this setting, if the stochastic process X is square integrable, the conditional ex-
pectation E[Xt | X0,X1, . . . ,Xt−1] becomes simply the orthogonal projection of Xt onto the closed subspace
L2(Ω,X−10,t−1(B),P) of H , where X0,t−1 = (X0,X1, . . . ,Xt−1) and B denotes the σ -algebra of Borel subsets
of Rt . In practice, the conditional expectation E[Xt | X0,X1, . . . ,Xt−1] presents a computational difficulty as the
space L2(Ω,X−10,t−1(B),P) is infinite-dimensional, even if t = 1. A natural way of circumnavigating the problem
would be to replace L2(Ω,X−10,t−1(B),P) by a finite-dimensional subspace reflecting—in some sense—the properties
of X0,X1, . . . ,Xt−1, and use the orthogonal projection on this new subspace instead of conditional expectation. A re-
formulation of a classic result due to Dobrushin and Minlos [2], which is pertinent to the problem in hand, states that
the vector space V (Pt ) = {p(X0,X1, . . . ,Xt−1): p ∈ Pt } is dense in L2(Ω,X−10,t−1(B),P), provided that for some
α > 0, exp(|Xj |) ∈ Lα(Ω,F ,P). Here, Pm denotes the space of all polynomials of m real variables. By taking a
“sufficiently big” finite-dimensional subspace E of Pn, one could replace E[Xt | X0,X1, . . . ,Xt−1] by the orthogonal
projection of X onto V (E), and thus benefit from computationally viable least squares algorithms.
Whenever a model of the type outlined above is meant to lead to computable algorithms, one needs efficient
mechanism for dealing with least squares problems involving large number of block vectors and block matrices. Of
particular interest is the representation of PMt−10 (X)(Xt ) = C0X0 + C1X1 + · · · + Ct−1Xt−1 in which the Euclidean
norm of the (d × dt)-block matrix (C0,C1, . . . ,Ct−1) is minimized. In this paper we show that block frames—
a concept inspired by frame theory—can provide a perfect theoretical and practical tool for these tasks.
The organization of the paper is as follows. In Section 2, we establish notation facilitating the use of block vectors
in Hilbert spaces. In Sections 3 and 4, we develop the formalism of block frames. This is done in a self-contained
manner, without reference to general frame theory. In Section 5, we show how properties of block frames imply easily
results concerning representations of stochastic flows as matrix linear combinations with minimum norm coefficients.
In particular, we will obtain Dissipation–Dissipation Property, Fluctuation–Dissipation Property and Burg’s Relation
which are fundamental in the theory of KM2O-Langevin equations. Applications of block frame methodology in the
context of computational approach to conditional expectation will be studied in a separate article.
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If L is a matrix (or a linear operator), we will denote its transpose matrix (respectively adjoint operator) by the
symbol L∗. In this section H will denote a real Hilbert space1 with the inner product (x, y) → 〈x, y〉. If d is a
positive integer, then by Hd we will denote the Cartesian power of H of order d . The vector space Rd×d of real
(d × d)-matrices will be treated as a Hilbert space with the natural inner product
〈A,B〉 = trace(AB∗)= d∑
i,j=1
aij bij ,
where A = [aij ] ∈ Rd×d and B = [bij ] ∈ Rd×d . Obviously Hd is also a Hilbert space with the inner product
〈x,y〉 =
d∑
i=1
〈xi, yi〉,
where x = (x1, . . . , xd) ∈ Hd and y = (y1, . . . , yd) ∈ Hd . We will also need the following matrix-valued bilinear
mapping on Hd ×Hd :
〈〈x,y〉〉 =
⎡
⎢⎢⎢⎢⎣
〈x1, y1〉 〈x1, y2〉 · · · 〈x1, yd〉
〈x2, y1〉 〈x2, y2〉 · · · 〈x2, yd〉
...
...
. . .
...
〈xd, y1〉 〈xd, y2〉 · · · 〈xd, yd〉
⎤
⎥⎥⎥⎥⎦ ∈ Rd×d,
where x = (x1, . . . , xd) ∈ Hd and y = (y1, . . . , yd) ∈ Hd .
Elements of Hd can be multiplied by (d × d)-matrices from the left:
Ax =
(
d∑
j=1
a1j xj , . . . ,
d∑
j=1
adj xj
)
∈ Hd,
where A = [aij ] ∈ Rd×d and x = (x1, . . . , xd) ∈ Hd .
Let x = (x1, . . . , xd) ∈ Hd and y = (y1, . . . , yd) ∈ Hd . The following properties are obvious:
(a) 〈x,y〉 = trace〈〈x,y〉〉;
(b) 〈〈x,y〉〉 = 〈〈y,x〉〉∗;
(c) A〈〈x,y〉〉B = 〈〈Ax,B∗y〉〉 for all A,B ∈ Rd×d ;
(d) 〈〈x,y〉〉 = 0 if and only if xi is orthogonal to yj for all choices of i and j ;
(e) For xj = (x1j , . . . , xdj ) ∈ Hd with j = 1, . . . , n, we define Span(x1, . . . ,xn) to be the subspace of H generated
by the vectors {xij ; i = 1, . . . , d, j = 1, . . . , n}. Then
y ∈ (Span(x1, . . . ,xn))d
if and only if there exist matrices C1, . . . ,Cn ∈ Rd×d such that
y =
n∑
i=1
Cixi . (1)
The matrix coefficients are uniquely determined if the vectors xij are linearly independent.
As we will see in the next section, one can use Hilbert space geometry to make a more explicit choice of the matrix
coefficients in (1).
1 Since we are primarily interested in projections onto finite-dimensional subspaces of Cartesian powers of H , we could simply assume that H
is an inner product space. On the other hand, every inner product space can be densely embedded into a Hilbert space and hence the distinction is
largely irrelevant.
M. Klimek et al. / J. Math. Anal. Appl. 342 (2008) 816–829 8193. Block frames
Let M = {0} be a finite-dimensional subspace of H . Because of finite dimension, a frame for M is simply a finite
set of vectors generating M . In analogy to this, we will say that a finite ordered list F = [x1, . . . ,xn] of block vectors
in Hd is a block frame for the subspace Md ⊂ Hd if M = Span(x1, . . . ,xn). As we assume that M = {0}, at least
one of the block vectors xi must be different from zero. For brief introduction to frames see e.g. [1] or [4]. Let
F = [x1, . . . ,xn] be a block frame for Md . The linear operator SF : Md → Md given by the formula
SF (x) =
n∑
i=1
〈〈x,xi〉〉xi , x ∈ Md, (2)
will be called the block frame operator associated with the block frame F . If xj = (x1j , . . . , xdj ) ∈ Hd with j =
1, . . . , n, then the vectors xij form a frame for M with the corresponding frame operator
sF ′ :M  x →
d∑
i=1
n∑
j=1
〈x, xij 〉xij ∈ M,
where F ′ = [xij : i = 1, . . . , d; j = 1, . . . , n]. It is easy to see that
SF (z) =
(
sF ′(z1), . . . , sF ′(zn)
)
, z = (z1, . . . , zn) ∈ Md,
but this relationship will not be very useful here as we will be particularly interested in the matrix coefficients in (2).
Note that x1, . . . ,xn ∈ Hd forming a block frame for Md generally do not generate Md and hence are not a frame in
the usual sense.
If M is a closed subspace of H , then by pM we will denote the orthogonal projection of H onto M and by PM the
componentwise orthogonal projection of Hd onto Md :
PM(x) =
(
pM(x1), . . . ,pM(xn)
) ∈ Md, x = (x1, . . . , xd) ∈ Hd.
We will call this mapping the block projection onto Md . Obviously PM is simply the orthogonal projection of Hd
onto Md , since (Md)⊥ = (M⊥)d , but to simplify notation it is convenient to have a separate symbol for this specific
type of projection. Clearly PM⊥(x) = x − PM(x). It will also be convenient to have a special symbol for the matrix
expressing the magnitude of the block projection error
ErrM(x) =
〈〈
PM⊥(x),PM⊥(x)
〉〉= 〈〈PM⊥(x),x〉〉. (3)
Theorem 1. Let F = [x1, . . . ,xn] be a block frame for Md .
(i) The block frame operator SF :Md → Md is an isomorphism and 〈〈SF (x),y〉〉 = 〈〈x, SF (y)〉〉 for all x,y ∈ Md .
(ii) The block projection onto Md is given by the formula
PM(y) =
n∑
i=1
〈〈
y, S−1F (xi )
〉〉
xi =
n∑
i=1
〈〈y,xi〉〉S−1F (xi ), y ∈ Hd. (4)
Moreover, 〈〈PM(x),y〉〉 = 〈〈x,PM(y)〉〉 for all x,y ∈ Hd .
(iii) If y ∈ Hd , then the unique minimum norm solution (Y1, . . . , Yn) ∈ (Rd×d)n to the equation
PM(y) =
n∑
i=1
Yixi
is given by Yi = 〈〈y, S−1F (xi )〉〉.
Proof. Consider the surjective linear operator
T :
(
R
d×d)n  Z = (Z1, . . . ,Zn) → n∑Zixi ∈ Md.
i=1
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T (Z),y
〉〉=
〈〈
n∑
i=1
Zixi ,y
〉〉
=
n∑
i=1
Zi〈〈xi ,y〉〉 =
n∑
i=1
Zi〈〈y,xi〉〉∗
for all Z = (Z1, . . . ,Zn) ∈ (Rd×d)n and y ∈ Md . Consequently, if we define
T ∗ :Md  y → (〈〈y,x1〉〉, . . . , 〈〈y,xn〉〉) ∈ (Rd×d)n,
then
〈
T (Z),y
〉= trace〈〈T (Z),y〉〉= n∑
i=1
trace
(
Zi〈〈y,xi〉〉∗
)= 〈Z, T ∗(y)〉.
Hence the operator T ∗ is the adjoint of T , and since SF = T T ∗, the operator SF is self-adjoint. Now, if SF (x) = 0,
then 0 = 〈SF (x),x〉 = ‖T ∗(x)‖2. This means that all components of x are orthogonal to all components of x1, . . . ,xn.
Consequently x = 0, which shows that SF is an isomorphism as dimM < ∞. We have also proved that T ∗ is injective.
Note that SF is also “self-adjoint” in the sense of the matrix-valued inner product:
〈〈
SF (x),y
〉〉= n∑
i=1
〈〈x,xi〉〉〈〈xi ,y〉〉 =
n∑
i=1
〈〈x,xi〉〉〈〈y,xi〉〉∗ =
〈〈
x, SF (y)
〉〉
.
This yields a similar property for S−1F , because if SF (z) = x we have〈〈
S−1F (x),y
〉〉= 〈〈z, SF S−1F (y)〉〉= 〈〈SF (z), S−1F (y)〉〉= 〈〈x, S−1F (y)〉〉.
Due to the form of the block frame operator it suffices to prove (4) for y ∈ Md . We have
y = SFS−1F (y) =
n∑
i=1
〈〈
S−1F (y),xi
〉〉
xi =
n∑
i=1
〈〈
y, S−1F (xi )
〉〉
xi
as required. The second representation of y follows from the fact that SF is bijective and
SF
(
n∑
i=1
〈〈y,xi〉〉S−1F (xi )
)
=
n∑
i=1
〈〈y,xi〉〉SF
(
S−1F (xi )
)= SF (y).
Combining both representations in (4), we get
〈〈
PM(x),y
〉〉= n∑
i=1
〈〈x,xi〉〉
〈〈
S−1F (xi ),y
〉〉= n∑
i=1
〈〈
x,
〈〈
y, S−1F (xi )
〉〉
xi
〉〉
=
〈〈
x,
n∑
i=1
〈〈
y, S−1F (xi )
〉〉
xi
〉〉
= 〈〈x,PM(y)〉〉.
It is sufficient to show the last conclusion of the theorem for y ∈ Md . Now, given such y ∈ Md , any solution Y to
the equation T (Y) = y (which is the equation we are trying to solve) must be of the form Y = Y′ + Y′′, where Y′
belongs to the range of T ∗ and is unique, whereas Y′′ ∈ Ker(T ) is arbitrary. Clearly Y is a minimum norm solution if
and only if Y′′ = 0. Since SF = T T ∗,
Y = T ∗(S−1F (y))= (〈〈S−1F (y),x1〉〉, . . . , 〈〈S−1F (y),xn〉〉)= (〈〈y, S−1F (x1)〉〉, . . . , 〈〈y, S−1F (xn)〉〉)
is a solution to T (Y) = y and the argument is complete. 
Obviously the vectors S−1F (x1), . . . , S
−1
F (xn) form another block frame for Md . We will refer to it as the dual blockframe for the block frame x1, . . . ,xn.
The next theorem shows how the inverse of the block frame operator SF , the block projection PM and the block
projection error ErrM change when additional block vectors are included in the frame F .
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Fy = F & y, where & is the append operator, i.e., F & y = [x1, . . . ,xn,y]. Then
S−1Fy (x) = S−1F (x)−
〈〈
S−1F (x),y
〉〉
S−1Fy (y), x ∈ Md, (5)
PMy(z) = PM(z)+
〈〈
z, S−1Fy (y)
〉〉
PM⊥(y), z ∈ Hd, (6)
ErrMy(z) =
(
I − 〈〈z, S−1Fy (y)〉〉〈〈y, S−1Fz (z)〉〉)ErrM(z), z ∈ Hd, (7)
where Fz = F & z, Mz = M + Span(z) and I denotes the (d × d)-identity matrix.
Proof. Since SFy is one-to-one, in order to prove (5) it is enough to show that when the operator is applied to the
right-hand side of (5), it returns x. Now
SFy(w) = 〈〈w,y〉〉y + SF (w), w ∈ Md,
and hence we get
SFy
(
S−1F (x)−
〈〈
S−1F (x),y
〉〉
S−1Fy (y)
)= 〈〈S−1F (x),y〉〉y + x − SFy(〈〈S−1F (x),y〉〉S−1Fy (y))
= 〈〈S−1F (x),y〉〉y + x − 〈〈S−1F (x),y〉〉SFy(S−1Fy (y))
= x,
because of homogeneity of the block frame operators with respect to matrix multiplication from the left.
Formula (6) follows directly from (5) because
PMy(z) =
n∑
i=1
〈〈
z, S−1Fy (xi )
〉〉
xi +
〈〈
z, S−1Fy (y)
〉〉
y
= PM(z)−
n∑
i=1
〈〈
z,
〈〈
S−1F (xi ),y
〉〉
S−1Fy (y)
〉〉
xi +
〈〈
z, S−1Fy (y)
〉〉
y
= PM(z)−
n∑
i=1
〈〈
z, S−1Fy (y)
〉〉〈〈
y, S−1F (xi )
〉〉
xi +
〈〈
z, S−1Fy (y)
〉〉
y
= PM(z)−
〈〈
z, S−1Fy (y)
〉〉
PM(y)+
〈〈
z, S−1Fy (y)
〉〉
y,
as required.
In view of (6) we have
ErrMy(z) =
〈〈
PM⊥y (z), z
〉〉= 〈〈z − PMy(z), z〉〉
= 〈〈z − PM(z)− 〈〈z, S−1Fy (y)〉〉PM⊥(y), z〉〉
= 〈〈PM⊥(z), z〉〉− 〈〈z, S−1Fy (y)〉〉〈〈PM⊥(y), z〉〉
= ErrM(z)−
〈〈
z, S−1Fy (y)
〉〉〈〈
PM⊥(y),PM⊥(z)
〉〉
.
On the other hand, if w ∈ (M⊥z )d , then 〈〈w, z − PM(z)〉〉 = 0. Thus by applying 〈〈·,PM⊥(z)〉〉 to both sides of the
formula
PM⊥z (y) = PM⊥(y)−
〈〈
y, S−1Fz (z)
〉〉
PM⊥(z)
(which is valid in view of (6)), we get
0 = 〈〈PM⊥(y),PM⊥(z)〉〉− 〈〈y, S−1Fz (z)〉〉ErrM(z),
as required. 
The theorem yields the following useful property showing how the matrix coefficients of an element of Hd with
respect to a block frame change if the block frame is expanded.
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z ∈ Hd ,
〈〈
z, S−1Fy
(
PM(y)
)〉〉= n∑
i=1
〈〈
z, S−1Fy (xi )
〉〉〈〈
S−1F (xi ),y
〉〉
, (8)
〈〈
z, S−1Fy (xi )
〉〉= 〈〈z, S−1F (xi )〉〉− 〈〈z, S−1Fy (y)〉〉〈〈y, S−1F (xi )〉〉, i = 1, . . . , n. (9)
Proof. Application of SFy to each side of the formula
S−1Fy
(
PM(y)
)= n∑
i=1
〈〈
y, S−1F (xi )
〉〉
S−1Fy (xi )
gives PM(y), and hence the formula itself is valid. Now, by applying 〈〈z, ·〉〉 to both sides, we derive (8). To show (9),
it suffices to apply 〈〈z, ·〉〉 to both sides of (5) with x = xi . 
In the proof of Theorem 2 we have derived some useful relationships, which deserve to be stated separately.
Corollary 2. Assume that F = [x1, . . . ,xn] is a block frame for Md , y ∈ Hd , Fy = F & y and My = M + Span(y).
Then
PM⊥y (z) = PM⊥(z)−
〈〈
z, S−1Fy (y)
〉〉
PM⊥(y) (10)
and 〈〈
PM⊥(z),PM⊥(y)
〉〉= 〈〈z, S−1Fy (y)〉〉ErrM(y) (11)
for all z ∈ Hd . The last identity can also be written as
〈〈z,y〉〉 −
n∑
i=1
〈〈
z, S−1F (xi )
〉〉〈〈xi ,y〉〉 = 〈〈z, S−1Fy (y)〉〉ErrM(y). (12)
Proof. We only have to show (12). Since 〈〈PM⊥(z),PM⊥(y)〉〉 = 〈〈z − PM(z),y〉〉, the relationship (12) follows from
(11) and (4). 
Corollary 3. Let F = [x1, . . . ,xn] be a block frame for Md . If y, z ∈ Hd , Fy = F &y, Fz = F & z, My = M +Span(y)
and Mz = M + Span(z), then〈〈
z, S−1Fy (y)
〉〉
ErrM(y) = ErrM(z)
〈〈
S−1Fz (z),y
〉〉
. (13)
In other words,
n∑
i=1
〈〈
z, S−1F (xi )
〉〉〈〈xi ,y〉〉 = n∑
i=1
〈〈z,xi〉〉
〈〈
S−1F (xi ),y
〉〉
. (14)
Proof. In view of (11) we have〈〈
z, S−1Fy (y)
〉〉
ErrM(y) =
〈〈
PM⊥(z),PM⊥(y)
〉〉= 〈〈PM⊥(y),PM⊥(z)〉〉∗ = ErrM(z)〈〈S−1Fz (z),y〉〉.
The last equality follows from the first part of the calculation with the roles played by y and z reversed. Formula (14)
follows directly from (13) and (12). 
If C is a matrix, then by C† we will denote the Moore–Penrose pseudoinverse of C. If x, bi ∈ Rd denote
column vectors and A ∈ Rd×d is such that the equations Ax = bi have solutions, then the unique minimum
norm solution xi to Axi = bi is given by xi = A†bi . Hence the minimum norm solution to the matrix equa-
tion A[x1, . . . , xn] = [b1, . . . , bn] is given by A†[b1, . . . , bn]. Since (A∗)† = (A†)∗, the minimum norm solution
of XA = B is X = BA†. Recall that if we treat A as a linear operator and R(A) denotes its range, then A† =
(A|R(A∗) :R(A∗) →R(A))−1 ◦ PR(A).
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z, S−1{y} (y)
〉〉〈〈y,y〉〉 = 〈〈z,y〉〉. (15)
Moreover,
Cmin =
〈〈
z, S−1{y} (y)
〉〉= 〈〈z,y〉〉〈〈y,y〉〉† (16)
is the minimum norm solution to the equation C〈〈y,y〉〉 = 〈〈z,y〉〉.
Proof. We obtain (15) by applying 〈〈·,y〉〉 to both sides of 〈〈z, S−1{y} (y)〉〉y = PSpan(y)(z). Formula (16) follows
from (15), Theorem 1 and the above comments concerning Moore–Penrose pseudoinverses. 
Corollary 5. If x,y ∈ Hd and x = 0, then〈〈
y, S−1{x} (x)
〉〉(
I − 〈〈x,x〉〉〈〈x,x〉〉†)= 0.
Conversely if C ∈ Rd×d is such that
C
(
I − 〈〈x,x〉〉〈〈x,x〉〉†)= 0 (17)
and
PSpan(x)(y) = Cx, (18)
then C = 〈〈y, S−1{x} (x)〉〉.
Proof. By substituting (15) into (16) we get〈〈
y, S−1{x} (x)
〉〉= 〈〈y, S−1{x} (x)〉〉〈〈x,x〉〉〈〈x,x〉〉†,
as needed.
Conversely, assume that (17) and (18) are satisfied. In view of (18), C〈〈x,x〉〉 = 〈〈y,x〉〉. Thus by (17) C =
C〈〈x,x〉〉〈〈x,x〉〉† = 〈〈y,x〉〉〈〈x,x〉〉†, which means that C is the minimum norm solution of Eq. (18) and so the desired
conclusion follows from Corollary 4. 
Lemma 1. Let F = [x1, . . . ,xn] be a block frame for Md and let y ∈ Hd . Suppose that D is a solution of
DErrM(y) =
〈〈
PM⊥(z),PM⊥(y)
〉〉 (19)
and the matrices Ci are defined by the formula
Ci =
〈〈
z, S−1F (xi )
〉〉−D〈〈y, S−1F (xi )〉〉, i = 1, . . . , n. (20)
Then
PMy(z) = Dy +
n∑
i=1
Cixi , (21)
where My is as before.
Proof. We have to show that〈〈
z −Dy −
n∑
i=1
Cixi ,w
〉〉
= 0 (22)
for each w ∈ {y,x1, . . . ,xn}. Since
z −Dy −
n∑
i=1
Cixi = z −Dy −
n∑
i=1
〈〈
z, S−1F (xi )
〉〉
xi +D
n∑
i=1
〈〈
y, S−1F (xi )
〉〉
xi = PM⊥(z)−DPM⊥(y),
it is clear that (22) holds for w = xi . It also holds for w = y in view of (19). 
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z, S−1Fy (y)
〉〉− n∑
i=1
〈〈
z, S−1Fy (xi )
〉〉〈〈
S−1F (xi ),y
〉〉)(
I − ErrM(y)ErrM(y)†
)= 0. (23)
Proof. Note that for any matrix C, the relations (CC†)∗ = CC† and CC†C = C hold. Therefore,〈〈(
I − ErrM(y)ErrM(y)†
)∗PM⊥(y),PM⊥(y)〉〉= (I − ErrM(y)ErrM(y)†)ErrM(y) = 0.
This gives(
I − ErrM(y)ErrM(y)†
)∗PM⊥(y) = 0.
Since SFy is linear, we know that〈〈
z, S−1Fy
(
PM⊥(y)
)〉〉(
I − ErrM(y)ErrM(y)†
)= 〈〈z, S−1Fy (0)〉〉= 0.
Thus it suffices to observe that
〈〈
z, S−1Fy
(
PM⊥(y)
)〉〉= 〈〈z, S−1Fy (y)〉〉−
n∑
i=1
〈〈
z, S−1Fy (xi )
〉〉〈〈
S−1F (xi ),y
〉〉
according to (8). 
Given y, z ∈ Hd and a block frame F = [x1, . . . ,xn], one can use (9) to calculate the matrix coefficients of z
corresponding to all xi , with respect to the extended frame Fy. The missing coefficient with respect to y can be
obtained from the following theorem based on Lemma 2.
Theorem 3. Let F = [x1, . . . ,xn] be a block frame for Md . For y, z ∈ Hd define
A =
n∑
i=1
〈〈
y, S−1F (xi )
〉〉〈〈
S−1F (xi ),y
〉〉
, B =
n∑
i=1
〈〈
z, S−1F (xi )
〉〉〈〈
S−1F (xi ),y
〉〉
,
U = ErrM(y), V = −
〈〈
PM⊥(z),PM⊥(y)
〉〉
.
Then 〈〈
z, S−1Fy (y)
〉〉= −{VU† −B(I −UU†)}{I +A(I −UU†)}−1, (24)
where Fy = F & y.
Proof. Applying (9) to (23), we have(〈〈
z, S−1Fy (y)
〉〉
(I +A)−B)(I −UU†)= 0.
This leads to〈〈
z, S−1Fy (y)
〉〉{
I +A(I −UU†)}= −{VU† −B(I −UU†)}
because of (11). To complete the proof, we show that {I + A(I − UU†)} is invertible. Since A 0 and I − UU† =
(I −UU†)∗(I −UU†) 0, we observe that
det
{
I +A(I −UU†)}= det{I +A 12 (I −UU†)A 12 }> 0,
as needed. Here, we used the following fact: For any (m × n)-matrix J and (n × m)-matrix K , det(I + JK) =
det(I +KJ). 
Remark 1. In Theorem 3, if all components of all block vectors xi and y form a linearly independent set in H , then
from (3), the matrix U = ErrM(y) is invertible. In this case, therefore, (24) simply means〈〈
z, S−1Fy (y)
〉〉= −VU−1 = 〈〈PM⊥(z),PM⊥(y)〉〉ErrM(y)−1. (25)
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D −
n∑
i=1
Ci
〈〈
S−1F (xi ),y
〉〉)(
I − ErrM(y)ErrM(y)†
)= 0, (26)
then
D = 〈〈z, S−1Fy (y)〉〉 and Ci = 〈〈z, S−1Fy (xi )〉〉 for i = 1, . . . , n.
Proof. In the same way as in the proof of Theorem 3, we obtain
D = −{VU† −B(I −UU†)}{I +A(I −UU†)}−1
from (19) and (20). Hence, D = 〈〈z, S−1Fy (y)〉〉. Moreover, by comparing (9) and (20), we have Ci = 〈〈z, S−1Fy (xi )〉〉. 
Corollary 7. The following statements summarize recursive formulas for calculation of block frame coefficients:
(i) Let x,y, z ∈ Hd , M = Span(x) and F = {x}. If 〈〈x,x〉〉, 〈〈y,x〉〉, 〈〈z,x〉〉 are known, then 〈〈y, S−1F (x)〉〉, 〈〈z, S−1F (x)〉〉
can be calculated from (16). Consequently, ErrM(y) and ErrM(z) can be calculated from the definition of ErrM .
(ii) Let x1, . . . ,xn,y, z ∈ Hd be such that at least one xj = 0. Let
F = [x1, . . . ,xn], M = Span(x1, . . . ,xn),
Fy = [x1, . . . ,xn,y], My = Span(x1, . . . ,xn,y),
Fz = [x1, . . . ,xn, z], Mz = Span(x1, . . . ,xn, z).
If
〈〈y,xi〉〉, 〈〈z,xj 〉〉, 〈〈xi ,xj 〉〉, for all i, j,〈〈
y, S−1F (xi )
〉〉 for all i, 〈〈z, S−1F (xj )〉〉 for all j,
ErrM(y), ErrM(z)
are known, then 〈〈y, S−1Fz (z)〉〉, 〈〈z, S−1Fy (y)〉〉 can be calculated from Theorem 3. Consequently 〈〈y, S−1Fz (xi )〉〉,
〈〈z, S−1Fy (xi )〉〉 can be calculated from (9) while ErrMz(y), ErrMy(z) can be computed from (7).
4. Matrix representations
In this section, we will re-examine block frames in terms of matrix representations. Perturbations of block frames
are also discussed.
Here we assume that H is finite-dimensional.2 Let {e1, . . . , em} be an orthonormal basis of H . For each x ∈ Hd ,
we denote by L(x) the matrix representation of x with respect to {e1, . . . , em}. In other words, if
x = (x1, . . . , xd) =
(
m∑
i=1
a1iei , . . . ,
m∑
i=1
adiei
)
∈ Hd, [aij ] ∈ Rd×m,
then L(x) = [aij ]. It is easily verified that 〈〈x,y〉〉 = L(x)L(y)∗ for any x,y ∈ Hd . We also use the same notation for
any frame F = [x1, . . . ,xn]:
L(F) = (L(x1)∗, . . . ,L(xn)∗)∗ ∈ Rnd×m.
Then we have the following lemma.
2 As we have noted before, we are primarily interested in projections onto finite-dimensional subspaces of Cartesian powers of H . Therefore, the
assumption of finite dimensionality is not essential here.
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(i) The matrix representations of the linear operators SF and S−1F are given by the formulas
L
(
SF (x)
)= L(x)L(F )∗L(F), L(S−1F (x))= L(x)(L(F)∗L(F))†, x ∈ Md.
(ii) If y ∈ Hd , then the unique minimum norm solution (Y1, . . . , Yn) ∈ (Rd×d)n to the equation
PM(y) =
n∑
i=1
Yixi
is given by (Y1, . . . , Yn) = L(y)L(F )†.
Proof. The first equation in (i) follows directly from (2). Moreover, L(x) = L(SF (S−1F (x))) = L(S−1F (x))L(F )∗L(F).
Hence, L(S−1F (x)) = L(x)(L(F )∗L(F))†. Now, (Y1, . . . , Yn) is a solution to PM(y) =
∑n
i=1 Yixi if and only if it is a
least-squares solution to y =∑ni=1 Yixi , i.e., L(y) = (Y1, . . . , Yn)L(F ). This implies (ii). 
In connection with the calculation of minimum norm coefficients of block frames, we will show a proposition about
perturbations of matrices.
If A ∈ Rn×n, by R(A) we will denote the column space of A and by N (A) the null space of A. One can also
treat A as the linear operator A : Rn → Rn with range R(A) and kernel N (A).
Proposition 1. Let A ∈ Rn×n, A 0 and A = A∗. Then (A+ I)−1 exists for each  > 0 and
lim
→0(A+ I)
−1y = A†y (27)
for all y ∈R(A), where A† denotes the Moore–Penrose pseudoinverse of A.
Proof. If  > 0, then 〈(A+ I)x, x〉 ‖x‖2 for all x ∈ Rn and hence A+ I is invertible.
Note that R(A) is an invariant subspace for the operator A + I , that is (A + I)(R(A)) = R(A). This is so
because N (A)⊥ =R(A∗) =R(A), (A+ I)(R(A)) ⊂R(A) and A+ I is injective.
If A−1 exists, (27) simply means that lim→0(A+ I)−1Ax = x for all x ∈ Rn. Since the mapping B → B−1 is a
homeomorphism of the open set {B: B−1 exists } ⊂ Rn×n onto itself, it is enough to notice that
(A+ I)−1A → I as  → 0
if and only if
A−1(A+ I) = I + A−1 → I as  → 0,
which is certainly true.
For an arbitrary A we simply apply the above argument to the operator A restricted to R(A). 
From Lemma 3 and Proposition 1, we deduce the following theorem.
Theorem 4. Let F = [x1, . . . ,xn] be a block frame for Md and let y ∈ Hd . Then the unique minimum norm solution
(Y1, . . . , Yn) ∈ (Rd×d)n to the equation PM(y) =∑ni=1 Yixi can be expressed in three different ways:
(Y1, . . . , Yn) = L(y)
(
L(F)∗L(F)
)†
L(F)∗ (28)
= L(y)L(F )∗(L(F)L(F )∗)† (29)
= lim
→0L(y)L(F )
∗(L(F)L(F )∗ + I)−1. (30)
Proof. For any matrix C, C† = (C∗C)†C∗ = C∗(CC∗)†. Thus (28) and (29) follow from (ii) in Lemma 3. Applying
Proposition 1 to (29) with A = L(F)L(F )∗, we obtain (30). 
M. Klimek et al. / J. Math. Anal. Appl. 342 (2008) 816–829 827Here, we note that (28) is essentially same as Theorem 1(iii) because of Lemma 3.
Let F = [x1, . . . ,xn] be a block frame for Md and let y ∈ Hd . Moreover, let G = [ξ1, . . . , ξn] be an ordered list of
block vectors satisfying the conditions
〈〈ξ i , ξ j 〉〉 = δij I, 〈〈ξ i ,xj 〉〉 = 0, 〈〈ξ i ,y〉〉 = 0, i = 1, . . . , n, j = 1, . . . , n.
For each w > 0, we define the new ordered list of vectors Fw = [xw1 , . . . ,xwn ] by
xwi = xi +wξ i , i = 1, . . . , n, (31)
and put Mw = Span(xw1 , . . . ,xwn ). Obviously Fw is a block frame for Mdw . Furthermore, we have the following
theorem.
Theorem 5. Let F = [x1, . . . ,xn] be a block frame for Md and let y ∈ Hd . Using the above notation, we can derive
the following conclusions.
(i) The vectors xwij (i = 1, . . . , d, j = 1, . . . , n) form a linearly independent set in H , where xwij is the ith component
of xwj .
(ii) The relation limw→0〈〈y, S−1Fw(xwi )〉〉 = 〈〈y, S−1F (xi )〉〉 holds.
Proof. Since L(Fw)L(Fw)∗ = L(F)L(F )∗ + w2I > 0, we have (i). Noting that 〈〈ξ i ,y〉〉 = 0, we know that
L(y)L(Fw)∗ = L(y)L(F )∗. Hence, from Theorem 4, we know that
lim
w→0
(〈〈
y, S−1Fw
(
xw1
)〉〉
, . . . ,
〈〈
y, S−1Fw
(
xwn
)〉〉)= lim
w→0L(y)L
(
Fw
)∗(
L
(
Fw
)
L
(
Fw
)∗)−1
= lim
w→0L(y)L(F )
∗(L(F)L(F )∗ +w2I)−1
= (〈〈y, S−1F (x1)〉〉, . . . , 〈〈y, S−1F (xn)〉〉)
as required. 
As we have observed before, given a frame F for Md , we can directly calculate minimum norm coefficients of F
according to Corollary 7. On the other hand, Theorem 5 provides an alternative method. The coefficients of F are
given as the limits of those of Fw , which can be obtained from Corollary 7 with (24) replaced by (25).
5. Applications to general stochastic flows
By a d-dimensional flow in H we mean a function
X : {N−,N− + 1, . . . ,N+ − 1,N+} → Hd,
where N−,N+ ∈ Z and N− <N+. Here, H is not necessarily finite-dimensional. In probabilistic applications H can
be interpreted as a space of random variables with finite variance and zero mean on a given probability space. The
inner product in H would correspond to the expected value of the product of two random variables.
Given X, if N−  p  q N+ we define
M
q
p = Span
(
X(p),X(p + 1), . . . ,X(q − 1),X(q)).
We also define the matrix covariance function
R : {N−, . . . ,N+} × {N−, . . . ,N+}  (k, l) →
〈〈
X(k),X(l)
〉〉 ∈ Rd×d .
With any m ∈ {N−, . . . ,N+} we associate the forward and backward fluctuation flows ν+ and ν−:
ν+(m,0) = X(m),
ν+(m,n) = P(Mm+(n−1)m )⊥
(
X(m+ n)) if m = N+ and n ∈ {1, . . . ,N+ −m},
ν−(m,0) = X(m),
ν−(m,n) = P(Mm )⊥
(
X(m− n)) if m = N− and n ∈ {1, . . . ,m−N−}.m−(n−1)
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V±(m,n) =
〈〈
ν±(m,n), ν±(m,n)
〉〉
, n ∈ {0,1, . . . ,±(N± −m)}.
For any n ∈ {1, . . . ,±(N± −m)}, there exist matrix coefficients γ±(m,n, k) ∈ Rd×d such that
X(m± n) = −
n−1∑
k=0
γ±(m,n, k)X(m± k)+ ν±(m,n). (32)
These equations are often referred to as the KM2O-Langevin equations with dissipation coefficients γ±(m,n, k).
As the matrices γ±(m,n,0) are somewhat special, they warrant a separate symbol δ±(m,n) and are called partial
correlation coefficients. Among the coefficients γ±(m,n, k) we will be looking at the unique set of matrix coefficients
γ 0±(m,n, k) which have minimal norm, understood as before as the Euclidean norm in (R(d×d))n. For the matrices
γ 0±(m,n,0) we will also use the symbol δ0±(m,n). In the light of the properties of block frames we have explored, if
F
q
p =
[
X(p), . . . ,X(q)
]
, p  q,
then
γ 0+(m,n, k) =
{
−〈〈X(m+ n),S−1
Fm+n−1m
(X(m+ k))〉〉 if Fm+n−1m = {0},
0 otherwise
}
∈ Rd×d
and
γ 0−(m,n, k) =
{
−〈〈X(m− n),S−1
Fmm−n+1
(X(m− k))〉〉 if Fmm−n+1 = {0},
0 otherwise
}
∈ Rd×d,
for k = 0, . . . , n − 1. Consequently, block frames provide the natural mathematical environment for studying interre-
lationships between the above objects, when minimal norm coefficients are of importance. In the general development
of the theory of KM2O-Langevin equations, there is a group of identities which play a crucial role in all applications
of the theory. We will show now how the formalism of block frames permits quick derivation of these identities.
Let X : {−N−, . . . ,N+} → Hd be a d-dimensional flow.
Dissipation–dissipation property:
γ 0±(m,n, k) = γ 0±(m± 1, n− 1, k − 1)+ δ0±(m,n)γ 0∓(m± n∓ 1, n− 1, n− k − 1). (33)
Fluctuation–dissipation properties:
V±(m,n) =
(
I − δ0±(m,n)δ0∓(m± n,n)
)
V±(m± 1, n− 1), (34)
δ0+(m,n)V−(m+ n− 1, n− 1) = V+(m+ 1, n− 1)δ0−(m+ n,n)∗, (35)
V+(m,0) = V−(m,0), (36)
ν±(m,n) = ν±(m± 1, n− 1)+ δ0±(m,n)ν∓(m± n∓ 1, n− 1). (37)
Burg’s relation:
n−1∑
k=0
γ 0+(m,n, k)R(m+ k,m− 1) =
n−1∑
k=0
R(m+ n,m+ n− 1 − k)γ 0−(m+ n− 1, n, k)∗. (38)
Proof. We first check the “plus” case. Put F = Fm+n−1m+1 , xi = X(m+ i), y = X(m) and z = X(m+ n). Then formu-
las (9) and (7) yield (33) and (34), respectively. Formula (35) follows from (15) for n = 1 and from (13) for n 2. The
definition of V± gives (36), whereas (10) implies (37). Now, we redefine F and y as F = Fm+n−1m and y = X(m− 1).
Then formula (14) implies (38). The “minus” case is proved in the same way by putting F = Fm−1m−n+1, xi = X(m− i),
y = X(m) and z = X(m− n). 
A flow X is said to be non-degenerate if all components of all block vectors X(n) form a linearly independent set
in H . Otherwise X is called degenerate. Moreover, a flow is said to be stationary if its covariance R(k, l) depends only
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the formulas (33)–(37) are essentially the same as the recursive formulas of the generalized Levinson’s algorithm [6].
In particular, in the case of non-degenerate stationary flows these formulas coincide with the recursive formulas of the
Levinson–Durbin algorithm [3,8].
Matsuura [12] proposed an algorithm for calculation of γ 0±(m,n, k) and V±(m,n) given that R(k, l) are known. In
view of the above observations, Corollary 8 provides an alternative justification of Matsuura’s algorithm.
We would like to conclude this paper with a comment concerning Theorem 4. The methods used in [12] and
other previous works (e.g. [9,15]) are mainly based on matrix equations involving the covariance matrices (see e.g.
Lemma 3.2 in [9]) which correspond to (29). Moreover, the so-called weight transformations utilized in [9], are the
same as those given by (31). In the approach based on weight transformations, (30) is the key equation. On the other
hand, the block frame approach, newly developed in this paper, corresponds to (28). Thus, three different expressions
in Theorem 4 lead to three different ways of analyzing general stochastic flows.
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