3 Why? What's the Point?
If a computational system can be host to the evolution of naturalistic grammars, resembling the grammars of known languages, without the rules being directly invented and simply written in by the programmer, then presumably the system must in some sense be emulating the forces which gave rise to the real grammars of languages. The cautionary phrase`in some sense' is to be emphasized.
Objects built of metal may always lack some of the properties of objects built of protein, but neither should possible similarities and parallelisms be ignored.
If naturalistic grammars can be evolved in a computer system, the parameters of the system in which this is done may be argued to shed light on the real-world conditions in which real grammars evolved. The grammars of individual languages are not themselves biological objects. The conditions that give rise to grammars are in part biological and in part social. Grammars are shaped both by the innate biological capacities of humans and by the pressures of the social environment. Some of the parameters of a computer system in which life-like grammars arise could be plausibly interpreted as mirroring bio-psychological capacities of individuals; and other parameters can plausibly seen as parallel to social forces operative in the`Arena of Use' 1 .
If, however, repeated attempts fail to construct an arti cial system in which grammars simply evolve, then there would be mounting evidence that natural grammars do not arise merely by the interaction of selection, random innovation and faithful transmission across generations. What might an alternative source of grammars be? Presumably something like a creationist account is the alternative to evolution, some kind of deliberate, one-o , large scale invention, masterminded perhaps by some genius. Such an account would see the grammar of a language as something analogous to Esperanto or perhaps Euclid's geometry 2 , a whole integrated system springing fully 1 see Hurford (1990 Hurford ( , 1994 and Kirby (1994 Kirby ( , 1996 formed from the brow of its inventor, and preserved but scarcely improved by succeeding generations over millennia.
The issue addressed could be expressed as: Did humans (somewhat deliberately) make language? or did language just grow in humans (and human societies)? The more one tries to esh out any non-evolutionary explanation of how languages got to be the way they are, the less plausible any creationist or macro-inventionist account seems. Yet on the other hand, the evolutionary style of explanation, which holds that (the grammars of) languages evolved gradually into their present shapes, itself stands sorely in need of eshing out. It remains to be demonstrated in detail that there could be plausible sets of conditions from which classical evolutionary mechanisms produce grammars of the familiar sort.
De ning and adjusting the parameters of a GA in which naturalistic grammars evolve provides a strictly disciplined framework within which the detailed conditions giving rise to linguistic evolution can be explored. Putting the matter at its least pretentious, all a GA does is emulate a tness-driven random search of some space. The search space is de ned by the properties of the basic genetic units, and the more or less complex con gurations into which they may be combined. The strategy guiding the search is de ned by the tness function which selects the more promising con gurations for`survival' and`reproduction' with each generation.
A speci c example, simulating the growth of numeral systems, will be provided in the next sections, after which some due reservations about the complete appropriateness of GAs to the linguistic case will also be set out.
natural languages, and that Euclid did not stand at the end of a long tradition, itself the product of evolution 4 Natural Numeral Systems
In this paper, we necessarily set rather humble goals, and concentrate on the cardinal numeral subgrammars of languages. What, then, are the numeral systems of languages like? It suits our purpose to distinguish between two broad types, which I will call`primitive' and`developed' 3 . Naturally, there are some intermediate cases between primitive and developed, but the broad dichotomy is useful. I will characterize the two types of system in the next two subsections.
Primitive Systems
Not all languages have a numeral system 4 . Some languages have quite simple systems, capable of counting only to about 20 or even lower. In primitive systems, the words have not always fully lost their non-numerical meanings. So the word for 5 might also mean`(left) hand'; the expression for + 1' might also mean`and another'; the expression for 10 might also mean`man' or`whole' or nished' or`right hand'. In what follows, I will only mention the numerical meanings.
In these systems, either all the numeral expressions are monomorphemic (or at least do not contain more than one morpheme with a numerical interpretation), or a relatively low number, such as 2, 3, 4, or 5, is used as a basis of addition (or very much more rarely of subtraction or multiplication). Sometimes, after a base number appears in the counting sequence, it is used for all higher numbers. But this is not always so, and there can be what appears to be fairly random interspersing of morphologically complex numerals with monomorphemic numerals.
Examples of the rst few numerals in some such simple systems are given below (in some cases, the examples given apparently comprise the whole system). In these examples, a single Arabic digit No insult is implied to the speakers of languages with primitive numeral systems. It will be apparent that the descriptive terms adopted are apt.
indicates that the number in question has an arithmetically simple, often monomorphemic, numeral; and where several Arabic digits are given, this indicates an arithmetically complex numeral, typically re ecting addition. Only a single example of each type is given here, but most of the types are not uncommon; more examples of them could be given, and from more than one part of the world.
These primitive types are widely documented and discussed in a number of works surveying numeral systems (such as Conant (1923) , Hymes (1955) , Kluge (1937-42) , Lean (1985-6) , Menninger (1969) , Pott (1847) , Salzmann (1950 ), Seidenberg 1960 Austing and Upia (1975:523-24) , quoted in Lean, vol.5:40 6 Weimer and Weimer (1974) , quoted in Lean, vol.5:52 7 Lean, vol.5:38 4.1.2 3 as a base Keapara, Hula dialect 14 1 2 3 4 5 2 3 2 4 -1 2 4 10-1 Hymes (1955:27) calls this type`pairing'; this pairing type, and several of the other types illustrated above and below, are found in Athabaskan languages, according to Hymes' survey. 10 Smith (1984:253) , quoted in Lean, vol.5:16 11 Informant, Mukhtaar ben Fraj: These forms were used by the informant's grandmother, and are (or were) used in markets. Friederici (1913, quoted in Lean, vol.4:92) mentions a similar 4-based counting system for yams, taro and coconuts in Bariai (Austronesian). 12 Lean, vol.7:67 13 Lean, 14 Lean, 4.1.5 3-, 4-and 5-based 
Quinary systems
A purely 5-based system is referred to as`quinary'. Such systems are very common, being found in almost all quarters of the world, and taking the shape: 1 2 3 4 5 5+1 5+2 5+3 5+4 10 15 Cauty (1986:138) 16 Macdonnell (1917:171) , quoted in Lean, vol.5:70 4.2 Developed Systems
The most familiar type of numeral system in better known languages is decimal, and sometimes also partly vigesimal. This canonical type has the following characteristics:
Single words for 1-10, Use of addition to 10 for 11-19, Use of multiplication by 10 (or 20), (and addition) for 20-99, Single words for higher bases, typically 100, 1000, and sometimes also 20.
Examples of such systems are very familiar.
Further characteristics, common to both primitive and developed types of system, are:
Complete coverage to some limit { no gaps (although the sporadic use of subtraction suggests there can be temporary stages of a language in which there may be gaps);
No ambiguity or homonymy (examples of ambiguous numerals are extremely scarce, if they occur at all);
Little, if any, redundancy or synonymy (from a vast set of arithmetically possible combinations for any given number, typically there is only a single well-formed numeral used in the canonical counting sequence. The occasional exception to this generalization occurs, as in paraphrases like English one thousand one hundred versus eleven hundred);
Recursion { expressions for higher numbers typically contain expressions for lower numbers nested within them;
Packing Strategy { the recursive possibilities are severely constrained by a principle to the general e ect that one builds on the highest valued expression available (See Hurford 1975 , 1987 , for details and discussion).
Growing Numeral Systems Arti cially
We now bring the arti cial techniques of Genetic Algorithms to bear on this diverse range of naturally occurring systems. The basic idea of GAs is applied here to grammars; the genetic units making up each`organism' are rules, which may be speci cations of lexical items or rules of syntactic combination; each grammar is a set of such rules. The proposal is to selectively`breed' grammars of numeral systems from an initial randomly generated set of grammars. The interest is in seeing whether the range of systems described above simply emerges after systematic selection of grammars over many generations.
The elementary components of the system, by which rules are de ned, are:
A vocabulary of arbitrary monosyllables (e.g. ba, be, bi, ca, ce, ci, da, de, di, : : : ;
A set of semantic primitives. These are the concepts of certain small numbers | 1 -10, which it is assumed are accessible to the mind independently of the existence of a counting system. It seems right to stipulate that some of these numbers are more accessible to the mind than others.
In particular, probably 1, 2 and 3 are ranked highest in order of accessibility, followed perhaps by 5 (a whole hand) and 10 (both hands). 6, 7, 8, and 9 are, intuitively, relatively inaccessible.
Various possible weightings for the availability of the semantic primitives were experimented with. Numbers higher than 10 were judged to be inaccessible as semantic primitives, without bene t of some linguistic counting system, and were never included among the primitives.
Basic cognitive operations, such as addition, multiplication and subtraction. These can be grasped from such concrete operations as placing more objects in a pile, making groups of piles, and taking objects out of a pile. Again, these basic operations are not equally accessible to the mind. It was judged that addition is most accessible, and multiplication and subtraction much less accessible. Various quantitative interpretations of these di erent degrees of accessibility were experimented with.
Arbitrary syntactic categories, here labelled s0, s1, s2, : : : . In order for any grammatical system to arise, the notion of word-class must be available. There is no presupposition of any particular natural connection between any such arbitrary word class and any particular semantic primitive or cognitive operation. These arbitrary syntactic labels are used for the construction of lexical and syntactic rules. In the simulations, the actual number of available syntactic categories was experimentally varied, ranging between 2 and 5; clearly there have to be more than one syntactic category for the concept to be useful.
An arbitrary rule in the system is generated by taking the following steps, in order:
1. Randomly select a`mother' syntactic category (from the set f s0, s1, s2, : : : g ).
2. Decide, by the random toss of a computational coin (which may be biased), whether to generate a lexical item or a syntactic rule.
3. If a lexical item is to be generated, select a random semantic primitive, and a random monosyllable. Together, the`mother' category, the semantic primitive and the monosyllable constitute the randomly assembled lexical entry. For example, s1 ! fa (3) would be a lexical entry for the word fa, givings its meaning as the number 3, and assigning it to the syntactic category s1.
4. If a syntactic rule is to be generated, select two random syntactic categories (which can be the same), and a random cognitive operation. An example of such a randomly generated syntactic rule is:
This rule states that a constituent of category s2 can be constructed from a pair of elements, of categories s1 and s2, respectively, and that the whole is to be interpreted by the arithmetical addition of the values of the parts. In this work, all syntactic rules were binary branching. No extralinguistic signi cance being associated with the syntactic categories, which are merely a kind of`glue' for building syntactic rules, the choice of syntactuic categories was never weighted in any way. The choice of cognitive operation was weighted in some, but not all, simulations, re ecting the possible greater accessibility of addition than, say, subtraction.
A grammar is a set of lexical items and phrase structure rules, of the sort just illustrated above.
For numeral systems at least, this simple view of what constitutes a grammar is arguably adequate.
A random grammar is a random-sized set of randomly generated lexical items and rules.
The core routine of the simulations carried out consisted of the following steps:
1. Generate a large set of random grammars, as de ned and illustrated above.
2. Select the` ttest' grammars as`parents' of the next generation;
3.`Breed' a new generation of grammars, perhaps with some`mutation'; 4. Return to step 2 and keep recycling.
Implementing this system in detail calls for a number of decisions to be made. It is a virtue of the computational approach that it forces one to specify explicitly many parameters of grammars which are seldom, if ever, contemplated by descriptive linguists, although they are nonetheless real, and in no way artifacts arising simply out of the approach. In some cases, one can make a plausible intuitive guess at an appropriate value for some parameter, and hold it constant; in other cases, one can use the computational system to experimentally manipulate the values of parameters, within an intuitively plausible range. The relative success with which such experimental settings lead to naturalistic grammars can be taken as evidence pointing to corresponding values in the real-world conditions in which natural grammars evolved. In yet other cases, unfortunately, the settings of parameters are determined by computational convenience, although in no case did it seem that such settings were very counterintuitive. The more salient parameters involved in the current simulations are mentioned below. The rst paremeters mentioned are linguistic, having to do with the nature of grammars; the ones mentioned later are`population-genetic', having to do with the particular mechanics of GAs.
SOME TWEAKABLE PARAMETERS
Size of initial grammars. An upper limit of 50 rules (lexical and syntactic totalled) was put on the initial population of random grammars. The initial grammars varied randomly in size between 1 rule and 50.
Lexicon to syntactic rule ratio. Di erent ratios of lexical items to syntactic rules were experimented with. In some simulations, the probabilities of random rules being lexical or syntactic were equal. (See step 2 in the rule generation procedure above.) In other simulations, the expected ratio of lexical rules to syntactic rules was as high as 20:1.
Weighting of semantic primitives. In some simulations, all the numbers from 1 to 10 were equally weighted. This implies equal probabilities for lexical items with meanings from 1 to 10. A range of other weightings was tried, in which the numbers 1, 2, 3, 5 and 10 were given greater probability of having their own lexical items.
Weighting of semantic operations. Each syntactic rule generated is associated with a particular arithmetic operation, such as addition, multiplication, or subtraction. Sometimes these operations were assigned to rules with equal probability. In other cases, addition was favoured over subtraction and multiplication.
Fitness function. This is a crucial aspect of the simulation. Here, one has to try to make plausible assumptions about what factors might make one numeral grammar preferable, to a group of human users, over another.
{ Greater coverage is, other things being equal, presumably desirable; a counting system that reaches to 100 is more useful than one that reaches only to 20.
{ The absence of gaps in the counting sequence is presumably also desirable, as natural numeral systems do not have gaps. But the existence of subtraction in a few natural systems shows that a tness function that makes a single unbroken sequence a mandatory property for`survival' is too strict. Presumably in the evolution of natural systems with subtraction the higher numeral (e.g. 10) pre-existed the lower one (e.g. 10-1, 10-2).
{ Lack of redundancy is also typical of natural numeral systems, and some penalty for providing several expressions for the same number should be built into the tness function.
Again, however, this cannot be an absolute prohibition, as one occasionally nds a natural numeral system with more than one way of expressing a particular number.
{ The complexity of numeral expressions is relevant. Other things being equal, a system with shorter, or less grammatically complex, expressions must be preferable.
Number of initial grammars. This is largely a matter of computation convenience. For a GA to work well, there needs to be a reasonably large number of initial grammars, providing an original`gene pool' with enough variants in it for there to be a chance of it containing most of the required types of rules and lexical items. Obviously, though, these rules are not at the beginning assembled into coherent sets (grammars) that generate naturalistic sequences of numeral expressions. In these simulations, the number of initial grammars varied from 25 to 100.
Percentage selected. The number of grammars taken each generation as parents of the next generation needs also to be set. In these simulations, the number of grammars selected as breeding stock varied between 5 and 10.
Mutation rate. This is the rate at which, during the mimicked evolutionary process, random rules were added to grammars or deleted from them. Too high a mutation rate prevents the evolutionary process from settling down to stable solutions, as the gene pool is excessively stirred. Too slow a mutation rate can lead to convergence on solutions which would not, with a higher mutation rate, be stable. Given that the term`Genetic Algorithm' is no more than a metaphor for the computational process outlined here, there is no need, of course, to worry about any biological verisimilitude in setting the mutation rate. These are not biological mutations, but just random innovations in the search space.
Evaluation methods. Given some tness function, a method needs to be determined for applying it to grammars. Several alternatives are conceivable:
{ From the grammar. In this syntax-driven approach, one evaluates a set of products of the grammar, produced either exhaustively or randomly. Having used the grammar to generate a set of expressions, one checks to see how this set is valued in terms of the tness function, i.e. what coverage it achieves, with how many gaps, with how much redundancy, and so on.
{ From the meanings In this meaning-driven approach, one takes a set of`target mean-ings', and tests whether the grammar generates expressions for them, and if so, with what redundancy, complexity of expression, and so forth.
Results
A number of simulations were run, under di erent conditions. These are described in order of growing complexity.
Coverage versus lack of redundancy: a simple lesson
In this simulation, the grammars consisted only of lexical entries. There were no phrase structure rules. This simple experiment teaches us a lesson about the tness function which applies to all more complex simulations. Which should be paramount in the tness function, coverage or lack of redundancy? Putting it in terms of real human numeral systems, does the optimal system (i.e. that type found most commonly in human languages) favour coverage even at the expense of massive redundancy?
favour lack of redundancy, even at the expense of gaps in the system (lack of coverage)?
favour some kind of balance between coverage and lack of redundancy? Repeated simulations were run in which the tness function always preferred a grammar generating expressions for the most numbers, regardless of how many such expressions it generated for each number. Only when the coverage of two grammars was equal was relative lack of redundancy invoked to discriminate between them, in favour of the grammar generating fewer expressions.
With this tness function, there was never any convergence on a naturalistic numeral lexicon, with just one word for each of the numbers from 1 to 10.
Another set of simulations was run in which the tness function was the reverse of that just described. In this case, lack of redundancy, rather than coverage, was paramount. The tness function always preferred a grammar which had as few extra expressions as possible for each number, even if some other grammar actually provided expressions for more numbers. Only when two grammars had equally few expressions was the coverage of meanings invoked, so that the grammar with the greater coverage was, then, preferred.
In this case also, after many runs, there was no convergence on a naturalistic numeral lexicon with just one word for each number up to 10.
On brief re ection, it becomes obvious why these simulations do not work to produce languagelike results. Large grammars, containing more lexical items, are more likely to cover more meanings;
just as a longer sequence of throws of a die is more likely to have at least one throw landing on each possible value than a shorter sequence of throws. If the selection process always favours coverage, large grammars will be selected which have enough lexical items to cover all the possible values.
Almost inevitably, such grammars will be massively redundant.
Conversely, if lack of redundancy is selected for, the preferred grammars will be those which manage to express meanings with only one expression each. Small grammars, containing fewer lexical items, are more likely to avoid generating several expressions for the same number; just as a shorter sequence of throws of a die is more likely to avoid repetitions than a longer sequence. But the price of selecting smaller grammars is that they almost inevitably lack some coverage of the set of possible meanings.
Now a third set of simulations was run, in which the tness of a grammar was calculated from a combination of coverage and lack of redundancy. Simply, and no doubt crudely, the tness of a grammar in this case was inversely proportional to the sum of the gaps in the number sequence and the number of redundant expressions. To give an example, imagine a grammar which happened to provide words for numbers as follows: 1 2 3 4 5 6 7 8 9 10 do mi la ti re fa do so Here there are 6 numbers unexpressed by any word (i.e. 6 gaps), and 4 super uous words. The combined gap-redundancy score is thus 6+4=10. Grammars with lower gap-redundancy scores were favoured in the simulation.
In these runs, there was always convergence to a naturalistic lexicon with just one word for each number from 1 to 10. Sometimes this convergence waas achieved very quickly, once in as few as 5
generations. In other runs, convergence took as long as 200 generations.
The combined gap-redundancy tness function took no account of homonymy, and occasionally a simulation converged on a numeral lexicon in which a single monosyllable happened to express more than one number. This homonymy is, as far as I know, never found in real numeral systems.
Further simulations should also build homonymy-avoidance into the tness function. As the method for doing this is straightforward, this line of investigation was not followed. (In the grammars that emerged in later simulations, the occasional instances of homonymy were tolerated; nothing rides on this, as far as I can see.)
In the more complex simulations described below, the tness function was always some combination of coverage and lack of redundancy, sometimes with other factors as well.
E ects of other variables
In further experiments with versions generating only simple lexicons, the situation after initial convergence on optimal tness was studied, to see whether this tness is maintained for long stable periods. Both mutation rate and population size were`tweaked'. Clearly, too fast a mutation rate (e.g. every cycle) stirs up the pool of grammars too much, and optimal tness is only reached sporadically, with many lapses. But also important is population size. With 20 initial grammars and 5 grammars selected each cycle, there was frequent lapsing from optimal tness over time, with few periods of stable optimal tness. With 100 initial grammars and 10 grammars selected each cycle, the situation improved considerably, with long stable periods of optimal tness, but still the occasional lapse, which was almost always immediately recovered from. With this population size, a mutation rate of 1 mutation per 15 grammars bred was, impressionistically, slightly more stable than a rate of 1 per 5.
The lesson one quickly learns, if one did not know it before, is that there is an intractably large number of possible variables, both linguistic and non-linguistic, which a ect the evolution of grammars in this framework. By no means all of the possible variations are mentioned here, for readability's sake. Anyone attempting to replicate these experiments will be (or become) aware of the vast number of theoretical possibilities. It is conceivable that the evolution of real grammars is in fact subject to a small number of real variables. The computational approach described here might in principle lead to the discovery of some very parsimonious`magical combination' of settings of a few variables, which give rise to naturalistic grammars. Alternatively, lack of progress in nding such a combination might suggest the conclusion that the evolution of real-life grammars is subject to a great many chance vagaries, both psychological and social.
6.3`Peano-type' results
In the next series of experiments, the random grammars could contain both lexical items and simple phrase structure rules, as described above.
In the weightings for these runs, the random generation of a syntactic rule was made as probable as the random generation of a lexical item. Many of these simulations converged on numeral systems of a mathematically very elegant type, but a type which is quite unnatural, in the sense of being unrepresentative of natural languages. The systems arrived at were highly economical of both lexical and syntactic resources. They also achieved complete coverage of the number sequence up to any limit, sometimes with no cost in redundancy. One such extreme outcome was:
This grammar generates a single structure for the number 1, as in Factors which favour the evolution of such unnatural Peano-type solutions include:
Fitness de ned primarily as economy of storage of grammar, i.e. the ttest grammar has the fewest rules and lexical items;
Relatively favorable weighting for combinatory syntactic rules, as opposed to lexical items;
Evolution of`primitive' systems
One combination of variables was found to give rise to many systems closely resembling the natural primitive' systems described earlier. Recall these were typically found in relatively small, and relatively isolated communities.
In these runs, a grammar's tness was de ned as the highest number it could 'count to' with no gaps, and not too much redundancy. Here, the algorithm to determine tness is, basically: count from 1 upwards, and stop at the rst gap, or where there are more than 2 (an arbitrarily chosen limit on redundancy) expressions for some number. The expected ratio of syntactic rules to lexical items was set at 1:8, and the number of abstract syntactic categories permitted was 2.
Starting with a population of 100 random grammars, the ttest 10 grammars were selected as parents grammars for the next generation. These parents bred (all with each other) a generation consisting of a further 100 o spring grammars. From this new generation, the ttest 10 were again selected as parents, and so on. The simulations ran for 1000 generations each, at which stage the ttest (usually the only) remaining grammar was inspected to see what numeral expressions, up to 20, it generated.
Of the 164 runs, over half (86) The similarities between these arti cially generated systems and the`primitive' systems described earlier, are striking.
Systems get stuck in local optima
It is noteworthy that, of all the arti cial grammars generated in the runs described above, not a single pure decimal system emerged. We will explore why this is so.
Recall that what is simulated here is a quasi-social process whereby grammars are formed from a pool of variant lexical items and syntactic rules which are somehow ambient in the community.
Over time, the pool of available lexical items and rules becomes restricted so that only one grammar may be constructed from them, and this grammar is the` ttest' that the community has happened upon. After that point of convergence, only random`mutations' to the pool of lexical items and rules may disturb the situation. And such mutant lexical items or rules will only persist in the pool if they happen to t in with existing rules and lexical items to form a grammar which is tter than the one previously converged upon.
As readers familiar with any complex adaptive system will know, there can exist many`local optima', that is solutions to a problem (such as nding an e ective counting system) which are tter than their close neighbours in the possibility space, but not the ttest solutions overall, in any global sense. It is clear that the arti cial systems illustrated above are local (near-)optima, in this sense. In other words, any small mutation to one of the grammars arrived at tended very strongly to produce a grammar that was less t If a particular grammar converged upon by the algorithm is at a local optimum, then any random mutation applied to it, in the form of a randomly added or deleted syntactic rule or lexical item, will result in a grammar less t (by whatever de nition of tness was used to arrive at the tested grammar) than the tested grammar. If such random mutations do not always, but nevertheless tend strongly to, result in less t grammars, then the tested grammar is near a local optimum.
The 13 rst grammars converged upon by the algorithm decribed above were tested for local optimality in this way. To each of these grammars, 100 random mutations were applied (not serially, but always starting with the tested grammar). Thus for each tested grammar, 100 one-step mutants were produced. The results for the 13 tested grammars are aggregated below.
1 mutation produced a less t grammar in 444 cases.
1 mutation produced an equally t grammar in 776 cases.
1 mutation produced a tter grammar in 80 cases.
Thus the probability of a random mutation producing an improvement to one of the convergedupon grammars is low, 0.062 (80/1300). These grammars are at or near local optima.
To test whether the algorithm would recognize a globally optimal solution if it saw one, another series of runs was carried out in which the initial population of 100 random grammars was`seeded' with a small number (10) of copies of a grammar which (I thought) was globally optimal. There were no nasty surprises here, and the algorithm always quickly converged, after just one or two cycles, on the globally optimal solution. The algorithm did however administer one sobering little lesson, in that it discovered a better grammar than the one with which I had seeded it. My`optimal' grammar was not quite optimal, as it allowed both 1-deleted and non-1-deleted variants of 10 (i.e. 10 = 10 and 10 = 1 10), which occurred in all the -teen expressions, giving redundancy.
Evolution of`developed' systems
The algorithm explored here never succeeded, in a limited number of trials, in converging on a complete and pure decimal numeral system such as is the basis of the counting systems of most of the world's major languages. On several occasions it got close.
One its better e orts was as follows: As can be seen, this system is like a developed decimal system up to 20, but goes no further.
Another near miss (though at rst blush it may not look like it) is as follows: The main problem with this system is the lexical gaps for values 1 and 7, and the gaps caused by the fact that the words for 4 and 5 are not of the appropriate syntactic category to t into the higher-valued syntactic constructions. If those gaps were lled with appropriately categorized lexical items, the system would be close to a modern decimal system. But note the hint of a vigesimal system in the various ways of expressing 60.
Conclusion
In the arti cial approach described here, a numeral system resembling the dominant type found in the world's languages can emerge only very rarely, though it is not actually impossible. On the other hand,`suboptimal systems', resembling the systems found in a number of isolated language communities throughout the world, emerge frequently. If a developed system is arti cially imposed on a community with such a suboptimal system, the developed system is quickly adopted. If the approach outlined here has any verisimilitude, we may conclude that the natural primitive systems have an internal stability but are highly vulnerable to invasion (through language contact) by the developed decimal system which prevails throughout much of the world. This ts very well with the facts of language contact; in fact,`exotic' numeral systems as have been shown above are typically abandoned in favour of a`modern' decimal system. The simulations here show that this replacement may be due to some kind of real linguistic superiority (in coverage, lack of redundancy, and suitability to speci cally human memory constraints) of the decimal system, and not just a consequence of the superior economic or military power of the invading culture.
