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The quantum discord, which quantifies the amount of quantum correlations present between parts
of a system, is investigated for antiferromagnetic spin systems. The discord for a pair of spins in the
many-spin ground state is related to the diagonal and off-diagonal spin-spin correlation functions
and the local magnetization. For isotropic and translationally invariant states, the discord is shown
to be a function of the diagonal correlation function only. Thus, near a thermal/quantum critical
point, the discord for a pair of spins shows long-range behavior, analogously of the correlation
function. The discord exhibits a kink singularity as a function of the anisotropy parameter for
the the ground state of the Heisenberg model, for both nearest-neighbor spins as well as for well-
separated spins. The preferred measurement basis for the minimum conditional entropy, which
determines the discord, changes discontinuously across the critical point. The conditional entropy
distribution over all possible the measurement basis is investigated. For the isotropic model, the
distribution is just a δ-function, whereas it has a twin-peak structure for anisotropic model. It is
shown that the average value and the mean-square fluctuation of the conditional entropy also show
a signature of the critical-point behavior.
I. INTRODUCTION
Entanglement quantifies quantum correlations be-
tween various parts of the system, and it has been recog-
nized as a resource for quantum computational tasks[1].
Quantum correlations act as markers for both thermal
and quantum phase transitions, being able to indicate a
critical point (CP) through singularities. In recent years
the study of quantum correlations and Entanglement in
spin 1/2 spin systems has gained importance due to their
potential application in building quantum computers.
For many-qubit spin systems, it is interesting to study
phase transitions from the perspective of how quantum
entanglement and information are shared between differ-
ent pairs of spins. In particular there are many well-
studied spin models, for which the entanglement and
information distribution can be studied easily, as these
systems have known diagonal and off-diagonal correla-
tion functions exhibiting critical behavior near a phase
transition point[2]. Various measures of entanglement
have been used to study phase transitions in spin systems
[3, 4]. The spin-spin correlations become long-ranged in
the vicinity of a quantum or classical critical point. How-
ever, this may not translate to a long-ranged behavior of
the entanglement, as the entanglement measures use a
combination of both the diagonal and the off-diagonal
spin-spin correlation functions[5].
A quantum-information-theoretic measure, viz. the
quantum discord, has been explored by Oliver and
Zurek[6], and Vedral[7], which incorporates how mea-
surements on subsystems affect the quantum correla-
tions shared between two subsystems. They argued that
the quantum discord quantifies the minimum amount
of quantum correlations for mixed states, thus the dis-
cord characterizes the quantumness of the system. It is
shown that a nonzero discord can provide quantum ad-
vantage over classical systems even when the system has
zero concurrence measure [8] The quantum discord has
been explored in the recent years[9–11] in the context of
quantum phase transitions. In this paper we study the
behavior of quantum correlations and quantum discord
near a critical point in general, and then explicitly study
pairwise quantum correlations in Heisenberg spin chain.
We will show that the quantum discord has a long range
behavior if the two-point diagonal correlation function
is long ranged, for isotropic and translationally-invariant
systems. Thus, the quantum discord can track the crit-
ical behavior of systems, near either a classical thermal
critical point or a quantum critical point, in an analogy
with the spin correlation functions.
The paper is organized as follows. We first derive an
analytic formula, in the next section, for the quantum
discord for a class of two-qubit mixed states. This is an
improvement to the previous formulas [12, 13] that this
method completely characterizes the optimal measure-
ment basis. In the third section we study the discord
in spin systems with different symmetries. For isotropic
states, we show that the discord between any pair of
spins is completely determined by their diagonal correla-
tion functions. We show that the discord exhibits a kink
at the Kosterliz-Thouless transition for the anisotropic
Heisenberg model. We investigate the behavior of the
discord with the distance between spins. In the fourth
section we investigate the distribution of conditional en-
tropies as the measurement basis is varied for the sub-
system. Instead of just picking the minimum value of
the conditional entropy, as is done while computing the
quantum discord, a distribution of conditional entropies
is associated with a given two-qubit mixed state. We
study the average conditional entropy and the mean-
square fluctuations of this distribution for the ground
state of the anisotropic Heisenberg model.
ar
X
iv
:1
30
7.
13
25
v1
  [
qu
an
t-p
h]
  4
 Ju
l 2
01
3
2II. Quantum Correlations and Discord
We will first consider two-qubit mixed states, and
study the information-theoretic measure of discord be-
tween two spins. This measure will be used later, in
the next section, to study the quantum correlations be-
tween a given pair of qubits in a particular many-qubit
state, for example the ground state of a spin chain with
anisotropic Heisenberg interactions between neighboring
spins. In this section, we focus directly on a pair of spins,
which can be viewed as a bipartite system.
Let ρAB be a general two-qubit state comprising of
A and B qubits. Let ρA(B) denote the reduced density
matrix of the qubit A(B), which is obtained through a
partial trace over the states of B(A), ρA = TrB ρAB .
The von Neumann entropy of a density matrix is defined
as S(ρ) = −Tr ρ log2 ρ. The mutual information shared
between the two qubits can be defined in terms of von
Neumann entropies of the composite system and the sub-
systems, given by
J(ρAB) = S(ρA) + S(ρB)− S(ρAB). (1)
For a pure two-qubit state, this is just twice the entangle-
ment, as S(ρAB) is zero and the other two von Neumann
entropies are equal. Classically, the mutual information
can be equivalently written in terms of the conditional
entropy, C(A|B), using the Bayes theorem that relates
the joint and conditional probabilities of a composite sys-
tem, C(A|B) = S(A,B)/S(B). The mutual information
is now given as I(A,B) = S(ρA) − C(A|B). In classical
information theory C(A|B) denotes the entropy of A, af-
ter knowing that B takes a particular value. Quantum
mechanically the conditional entropy requires measure-
ment on qubit B, by choosing a particular measurement
basis. Thus, the mutual information can depend on the
measurement basis.
Let us set up a measurement basis |k˜〉 for the qubit B
as,
| 0˜ 〉 = cos θ
2
| 0 〉+ eiφ sin θ
2
| 1 〉 (2)
and | 1˜ 〉 which is orthogonal to | 0˜ 〉, where | 0 〉 and
| 1 〉 are the eigenstates of sz operator. The conditional
density matrix of A with B = Bk˜, with an associated
probability pk˜, is found by a partial trace over B, and
using the corresponding projection operator,
ρA|Bk˜ =
1
pk˜
TrB | k˜ 〉〈 k˜ |ρAB . (3)
The mutual information Iθ,φ(ρAB) now depends on mea-
surement basis, as the conditional entropy depends on
the measurement basis. We have,
Iθ,φ(ρAB) = S(ρA)− Cθ,φ(ρA|B), (4)
where Cθ,φ(ρA|B) is the conditional entropy given by,
Cθ,φ(ρA|B) = p0˜S(ρA|B0˜) + p1˜S(ρA|B1˜). (5)
This mutual information takes various values as the
measurement basis is varied, and it may not be equal to
the mutual information J(ρAB), given in Eq.1, which just
depends on the von Neumann entropy of the subsystem.
Now, the quantum discord is defined as the minimum
difference between J(ρAB) and Iθ,φ(ρAB) taken over all
possible measurement basis, given by
D(A,B) = min
(θ,φ)
Cθ,φ(ρA|B)− S(ρAB) + S(ρB). (6)
Taking the minimum value of the difference between Eq.1
and Eq.4 corresponds to maximizing the classical mutual
information over all the measurement bases. Thus, the
discord defined above measures the minimum amount of
quantum correlations (information) between the qubits
in the mixed two-qubit state. The best possible mea-
surement basis which minimizes discord is characterized
by two optimal angles θ,φ. We will see below that, for
pure states, this reduces to the entanglement between the
two qubits A and B, i.e. entropy of the subsystem S(ρA).
In section IV we will study the full distribution of the
conditional entropy values as the measurement basis is
varied. Though, the quantum discord concerns only with
the minimum value of the conditional entropy, various
other characteristics of the conditional entropy distribu-
tion are also capable of quantifying the quantum correla-
tions of the two-qubit state. In fact, we will see that the
first and the second moments of the conditional entropy
distribution can track the quantum phase transitions.
Minimization of conditional entropy
We consider two-qubit states with a density matrix,
expressed in the sz diagonal basis as
ρAB =

| 00 〉 | 01 〉 | 10 〉 | 11 〉
〈 00 | u 0 0 y∗
〈 01 | 0 w1 x∗ 0
〈 10 | 0 x w2 0
〈 11 | y 0 0 v
. (7)
These states are known as the X states, as the nonzero
elements of the density matrix are so located to resemble
that alphabet. The conditional density matrix ρA|Bk˜ is
obtained from Eq.3,we have
ρA|Bk˜ =
1
TrρA|Bk˜
(
a2u+ b2w1 z
∗
z a2w2 + b
2v
)
, (8)
where a = cos(θ/2) and b = sin(θ/2), and z =
cos(θ/2) sin(θ/2)[xeiφ+ye−iφ]. The eigenvalues of ρA|Bk˜
3are given by,
λ±
k˜
=
(
pk˜ ±
√
b2
k˜
+ 4|z|2
)
/2pk˜, (9)
where
p0 = (u+ w2) cos
2(θ/2) + (w1 + v) sin
2(θ/2),
p1 = (u+ w2) sin
2(θ/2) + (w1 + v) cos
2(θ/2), (10)
b0 = (u− w2) cos2(θ/2) + (w1 − v) sin2(θ/2),
b1 = (u− w2) sin2(θ/2) + (w1 − v) cos2(θ/2).
We can see from the above, replacing θ by θ+ pi, (p0, b0)
and (p1, b1) get interchanged. This implies that the con-
ditional entropy is symmetric about θ = pi/2 and the min-
imum and maximum values occur at θ = 0 and θ = pi/2
respectively. When θ = 0, Cθ,φ(ρA|B) becomes indepen-
dent of φ. We have,
C0,0(ρA|B) = −u log2
(
u
u+ w2
)
− w2 log2
(
w2
u+ w2
)
−v log2
(
v
v + w1
)
− w1 log2
(
w1
v + w1
)
.
(11)
For θ = pi/2 the conditional entropy is optimized for
φ = φ∗, where
tan(2φ∗) = −Im(xy∗)/Re(xy∗). (12)
For x = 0 and/or y = 0, the conditional entropy is inde-
pendent of φ, as can be seen from Eq.9. The conditional
entropy can be written in terms of Shannon Binary En-
tropy function H(p) = −p log2 (p) − (1 − p) log2 (1− p).
We have,
C90,φ∗ = H
(
1 +
√
(u− v + w1 − w2)2 + 4(x+ y)2
2
)
.
(13)
The eigenvalues of the composite density ma-
trix ρAB are (u+ v ±
√
(u− v)2 + 4|y|2)/2,
(w1 + w2 ±
√
(w1 − w2)2 + 4|x|2)/2 and ρB is diag-
onal with eigenvalues u+w2 and v+w1. Calculating the
corresponding entropies, and using Eq.6, we can write a
compact form for the discord as,
D(A,B) = Min{C0,0, C90,φ∗} − S(ρA,B) + S(ρB). (14)
Thus we have completely characterized the choice of ba-
sis state for calculation of discord of X states. We now
consider a few simple cases below,.
Werner-separable state: In this state the off-diagonal
terms of ρAB are zero. From Eq 11, and Eq.13, we see
that the preferred basis is θ = 0. It is easy to see that
the conditional entropy C0,0(A|B) is equal to S(ρA,B)−
S(ρB), making the discord equal to zero, which is the
least possible value. As expected the discord is identically
zero for states with no off-diagonal terms.
Pure state: The most general two qubit pure state
is given by | ψAB 〉 = a| 00 〉 + b| 01 〉 + c| 10 〉 +
d| 11 〉. We can write this state in Schmidt basis as
| ψAB 〉 = √p| 0˜ 〉A| 0˜ 〉B +
√
1− p| 1˜ 〉A| 1˜ 〉B where
p = (1 +
√
1− |2(bc− ad)|2)/2. The kets | 0˜ 〉, | 1˜ 〉 are
linear combinations of σz eigenkets, and are functions
of the coefficients a, b, c, d. The density matrix can be
written in the form given in Eq.7 with u = p, v = 1− p,
w1 = w2 = 0, x = 0 and y =
√
p(1− p). Since it is a pure
state S(ρAB) = 0 and S(ρB) = H(p). From Eq.13, we
find that C90,0(A|B) = 0 in this case. This reduces the
discord to the entropy of qubit B, viz. the entanglement
between A and B,
Dpure(A,B) = S(ρB) = H(p) (15)
III. Distribution of discord in a many-qubit state
Let us consider a spin-1/2 system of N spins. Any
N-qubit pure state can be written as
| ψ 〉 =
∑
s1..sN
c(s1..sN )| s1..sN 〉 (16)
where c(s1..sN ) is the probability amplitude for N-qubit
direct product basis state | s1s2...sN 〉. The site variable
si denotes the eigenvalue of the operator s
z
i , and it can
take values si =↑ or ↓. The two-site reduced density
matrix is
ρi,j = Tr
′ρ = Tr′| ψ 〉〈 ψ |. (17)
where prime denotes tracing over all spins other than the
sites (i, j). We use the two-qubit basis states | ↑↑〉, | ↑↓〉,
| ↓↑〉, | ↓↓〉 for representing the density matrix. This form
is natural to spin representation and is equivalent to the
basis | 0 〉 and | 1 〉 used in the last section. For a system
where [ρ,
∑
i(−1)s
z
i ] = 0, the states with even N↑ do
not mix with the states with odd N↑ , where N↑ is the
number of spin with si =↑ in the many-qubit basis state.
The two-site density matrix will be of the form of the X
states given in Eq.7.
The nonzero elements of the two-site density matrix
can be written in terms of the diagonal and the off-
diagonal correlation functions, and the local magnetiza-
tions of the system[5]. We have u, v = 1/4 + ΓDij ±〈(szi +
szj )〉 and w1, w2 = 1/4− ΓDij ± 〈(szi − szj )〉 where
ΓDij = 〈szi szj 〉, (18)
and
x = ΓOij = 〈s+i s−j 〉, y = 〈s+i s+j 〉. (19)
If the total z component of the spins sz of the state is
conserved, viz. [ρ, sz] = 0, then states with different
4number of N↑ do not mix with one another, implying
that y = 0. If the state is time reversal symmetric then
the magnetization terms are zero, and x is real. The
equations Eq.11 and Eq.13 are simplified in this case. Let
us represent ΓOij = kΓ
D
ij . We have simplified expressions
for the conditional entropies, given by
C90,φ∗(ρsi|sj ) = H(
1
2
+kΓDij), C0,0(ρsi|sj ) = H(
1
2
+2ΓDij).
(20)
Since the Shannon entropy function H(p) is maximum
at p = 1/2, in the above we see that the value of k deter-
mines which of the two quantities is minimum. For k > 2,
θ = 90 is preferred measurement basis, and for k < 2 the
preferred basis is θ = 0. It follows C90,φ∗ ≥ C0,0 when
k ≥ 2 and C0,0 ≥ C90,φ∗ when k ≤ 2. The positivity of
eigenvalues of density matrix sets limits for ΓDij , given by
1/4(1− k) ≤ ΓDij ≤ 1/4(1 + k). (21)
Let us consider many-qubit states with translational
invariance, and arrange the spins in a closed chain. Here,
we can fix the focused pair of spins to be s1 and s1+r. All
pairs of spins with separation r will have the same corre-
lation functions, and thus the same discord, D(s1, s1+r).
The discord now can be written in terms of the diagonal
correlation functions and k, we have
D(s1, s1+r) = 1− S(ρAB) +H(1
2
+ 2ΓD1,1+r) +
θ(k − 2)[H(1
2
+ kΓD1,1+r)−H(
1
2
+ 2ΓD1,1+r)]. (22)
Now the eigenvalues of ρAB are
1
4 + Γ
D
1,1+r (two-fold
degenerate), 14 ± (k∓ 1)ΓD1,1+r, and the eigenvalues of ρB
are 1/2 and 1/2. For ΓD1,1+r << 1/4(k + 1), the leading
order is given by D(s1, s1+r) ≈ 2(k2 + 4)(ΓD1,1+r)2/ log 2.
If the state is also rotationally symmetric, i.e. belongs
to S=0 subspace, then ΓO1,1+r = 2Γ
D
1,1+r, that is k = 2,
for all dimensions as all directions are equivalent. In
this case no minimization is required as C90,0(ρsi|sj ) =
C0,0(ρsi|sj ). The discord depends on the diagonal corre-
lation function only, for this case of isotropic states, we
have
D(si, sj) = 1 + 3(
1
4
+ ΓD1,1+r) log2(
1
4
+ ΓD1,1+r) +
(
1
4
− 3ΓD1,1+r) log2(
1
4
− 3ΓD1,1+r) +H(
1
2
+ 2ΓD1,1+r).
(23)
Since in the isotropic state there is no preferred orien-
tation, as expected the discord is independent of mea-
surement basis. The limiting form of the discord, for
ΓD1,1+r << 1/12, varies as the square of the diagonal cor-
relation function, we have
D(s1, s1+r) ≈ 16
log 2
(ΓD1,1+r)
2. (24)
Now, we can examine the behavior of the discord as
a function of the separation between the pair of spins,
as it just depends on the diagonal correlation function.
Near a critical point, the correlation function is expected
to be long ranged, which implies a long-ranged discord.
In the vicinity of a thermal/quantum critical point, the
diagonal correlation functions is expected to be of the
form, ΓDi,i+r(t) = e
−r/ξ/r for large r; where ξ diverges as
ξ0|1 − t|−ν in general, and as epi/
√
t−1 for a Kosterlitz-
Thouless-type transition. Here, t = T/Tc is the ratio
of the temperature and the critical temperature(Tc) for
a thermal phase transition and a corresponding dimen-
sionless tuning parameter for a quantum phase transi-
tion. For a pair of nearby spins, the behavior of the
correlation function does not follow the above form. The
nearest-neighbor spin correlation function is directly pro-
portional to interaction energy (as in Heisenberg model
we will consider in the next section)[15]. The specific
heat being a derivative of the internal energy, its criti-
cal behavior is related to the behavior of Γ1,2(t). The
leading-order behavior of the correlation function can be
written, using the specific heat exponent α, as
ΓD1,2(t) ≈ ΓD1,2(1)−
(
ΓD1,2(1)− ΓD1,2(0)
) |1− t|1−α (25)
In the above equation, the first term is just the value
of nearest neighbor correlation function at the critical
point, which we take as Γ1,2(1) = −1/4, for an antifer-
romagnetic system. We estimate the other constant as
ΓD1,2(0) ≈ −1/6, which varies about this value for other
models. Therefore, ΓD1,2 is given by −1/4(1−|1−t|1−α/3).
Using typical values of the exponents, α = 0.1, ν = 0.6
and ξ0 = 4 (corresponding to a 3-dimensional Ising-type
critical point[14]) , Fig.1 shows the normalized discord,
Dt(s1, s1+r)/Dt=1(s1, s1+r) as a function of reduced tem-
perature t, for correlations between nearest neighbor
spins and spins separated far apart(r = 20). Since the
correlations for far-off spins are much smaller than near-
est neighbors, the discord itself is very small for r = 20
than nearest neighbors. In both cases, discord shows a
similar behavior exhibiting a kink at the critical point. It
is seen that as the system approaches criticality at t = 1,
the discord of the pair of spins attains its maximum value,
which depends on the separation between the spins.
Quantum Discord in anisotropic spin chains
Consider a systems of spin-1/2 closed chain with N
spins with a nearest-neighbor anisotropic Heisenberg in-
teraction, with the Hamiltonian given by
H =
N∑
i=1
(sxi s
x
i+1 + s
y
i s
y
i+1 + ∆s
z
i s
z
i+1) (26)
where ∆ is the anisotropy parameter. For ∆ < 0, the
coupling is ferromagnetic and for ∆ > 0 it is antifer-
50 1 2
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FIG. 1: The quantum discordDt(s1, s1+r)/Dt=1(s1, s1+r), for
nearest neighbor spins and well-separated spins as a function
of t near a critical point (t = T/Tc for a thermal critical point,
and a corresponding tuning parameter for a quantum phase
transition). The singularity in the nearest-neighbor discord,
which uses the form for ΓD1,2 as given in Eq 25, is related to the
specific heat exponent. The singularity for r = 20 depends
on the correlation length exponent.
romagnetic in nature. For ∆ ≤ −1, it is energetically
more favorable if the nearest neighbor spins are aligned
in same direction. For this Hamiltonian sz is good quan-
tum number for all ∆, i.e. it is time reversal invariant and
for ∆ = 1, the total spin is also a good quantum num-
ber, thus the Hamiltonian is rotational invariant. The
ground state of the system belongs to sz = 0 subspace
for ∆ > −1. This mode is solved exactly using the Bethe
Ansatz[15–17]. The correlation function for ∆ = 1 is ex-
pected to decay as |ΓD1,1+r| ≈
√
log r/r. For ∆ 6= 1, the
form of the correlation function is modified[19].
Fig.2 shows the variation of D(s1, s1+r) as a function
of the spin separation, for different values of ∆ for a
closed spin chain with N = 22 sites. The discord varies
smoothly as a function of the distance between the spins
in all values of ∆. For ∆ < 0, i.e. in the ferromag-
netic regime, D(s1, s1+r) is larger than that of the case
when ∆ > 0 for well-separated spins. This is because for
∆ < 0, the large value of k gives a dominant contribution
to the discord, which decays slower than the correlation
function. At the critical point as the correlation length
becomes infinite, the correlation function shows only a
power-law decay, as 1/r, the discord decays as 1/r2,.
Fig[3] shows the discord as a function of the anisotropy
parameter ∆, which exhibits a kink at ∆ = 1 indicating
a quantum critical point. This transition corresponds
to exponential correlation length decay as ξ = epi/
√
∆−1,
valid close to the critical point from above, which is char-
acteristic of a Kosterlitz-Thouless type transition[18, 19].
Near the critical point, the variation of discord is domi-
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FIG. 2: The quantum discord D(s1, s1+r) is plotted as a
function of the separation r between the two spins, for a few
values of the anisotropy parameter ∆ calculated for N = 22
spin chain with periodic boundary condition. For ∆ < 0
(ferromagnetic case), the discord exhibits a slower decay.
nantly decided by the factor k, as the correlation length
diverges. At the critical point, the derivative of discord is
discontinuous and the second derivative diverges. From
Eq.20, it can be seen that the discontinuity of discord at
the quantum critical point is due to change in optimal
basis from sx to sz from the transition in gapless(∆ < 1)
to gapped phase(∆ > 1). We can argue that the max-
imum information about the orientation of the spins is
obtained by measuring from a direction parallel to the
polarization of the spins. The nearest-neighbor discord
D(s1, s2) is largest for the isotropic case at ∆ = 1, but
for further-neighbor discord D(s1, s1+r) is maximum for
∆ ≈ −1. At ∆ ≤ −1 since the state is ferro-magnetically
ordered, ΓO = 0, and hence the discord drops sharply
to zero, indicating a phase transition. Thus, the discord
can detect changes from gapless to gapped phases as it
has the same length scale as the correlation length.
In Fig.4 we plot the ratio of the correlation functions
as a function of the anisotropy parameter ∆. Since,
k = ΓO/ΓD determines the discord, the preferred mea-
surement basis also depends on its value. From the nu-
merical calculation for N = 22, it seems that for all spin
separations, k > 2 in the regime ∆ < 1. In this case, the
preferred measurement basis is sx basis (or equivalently
sy basis or any linear combination of the two), as in this
regime the interaction is XY-like. For ∆ > 1, the Ising
regime, we have k < 2, implying sz basis is preferred,
In this case, spins are predominantly polarized along the
z axis. This behavior is captured by the discord as we
discussed above.
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FIG. 3: The discord is plotted against the anisotropic pa-
rameter ∆ from exact diagonalization for a N = 22 closed
spin chain, for separations r = 1, 2, 4, 8. For ∆ < −1 the
discord is zero for all r. In all the cases, a kink singularity in
discord at ∆ = 1, similar to the one shown in Fig.1, tracks a
quantum phase transition of Kosterlitz-Thouless type.
IV. DISTRIBUTION OF CLASSICAL
CONDITIONAL ENTROPY Cθ,φ(ρs1|s1+r )
The classical conditional entropy of a particular den-
sity matrix requires a selection of a measurement basis
for one of the subsystems characterized by continuous
parameters θ, φ. A particular value of the conditional
entropy may obtain for multiple sets of parameter val-
ues. We are hitherto concerned with the minimum value
only, for computing the discord, of the distribution of
conditional entropies. To give a complete characteriza-
tion of the state, a distribution of conditional entropies
should be associated with a mixed two-qubit state, just
as a mixed state should be viewed as a distribution over
pure states. Apart from the minimum and the maximum
values of the distribution, we can also study various mo-
ments of the distribution. The first and the second mo-
ments, which are used to characterize a distribution in
most practical situations, should also be able to track
the quantum correlations, as well as the discord that we
studied in the previous section. As we will see below,
the average value and the mean-square deviation of the
conditional entropy distribution can also detect a criti-
cal point, For each value of the conditional entropy C,
we can associate a probability P (C), which is a measure
of the likelihood of the conditional entropy taking that
particular value C(ρs1|s1+r ) = C. We define P (C) as,
P (C) =
1
4pi
∫
δ(C − Cθ,φ(ρs1,s1+r ))dΩ, (27)
where the integral is over all possible values of θ and φ,
thus spanning all the possible measurement bases. This
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∆
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FIG. 4: The ratio of the off-diagonal and the diagonal cor-
relation functions, k = ΓO1,1+r/Γ
D
1,1+r for odd r is plotted as a
function of the anisotropy parameter ∆, for a N = 22 closed
spin chain. For all separations r, for ∆ < 1, we have k > 2.
In this regime, the preferred basis for minimum conditional
entropy Eq 14 is the sx basis. For ∆ > 1, where k < 2, the
sz basis minimizes the quantum discord. A similar behavior
is observed for even r.
distribution can be different for different pairs of spins
in a given many-spin state. We expect that the distri-
bution will carry a strong dependence on the anisotropic
parameter, as seen for the case of the discord. The full
distribution of classical conditional entropy can capture
more features of the conditional correlations than just
the minimum of the distribution that has been used for
calculating the discord. For pure states, this distribution
reduces to a Dirac-δ function at C = 0, and for Werner-
separable states, the distribution becomes a Dirac-δ func-
tion at some particular value of C.
We find that the distribution is difficult to obtain an-
alytically in general, though for the isotropic model is
quite easy to construct. To this end, we examine the
conditional entropy distribution numerically, for a closed
spin chain with N = 22 spins, of a pair of spins with
a given separation in the ground state of anisotropic
Heisenberg model. Fig.5 shows the distribution of the
nearest-neighbor conditional entropy for a few values of
the anisotropic parameter ∆. We have coarse-grained
the distribution with a bin size of 0.005 to smoothen it.
In the isotropic case,i.e. ∆ = 1, since all the directions
are equivalent, the distribution is independent of θ, φ,
thus P (C) just a δ-function at C = 0.72. For ∆ 6= 1,
the distribution shows a twin-peak structure, with peaks
at the minimum and the maximum values of the con-
ditional entropy, with unequal probabilities. The peak
at the minimum value of C is more probable only for
∆ ∼ 1. The two peaks also correspond to the two or-
thogonal directions needed to specify the orientation of
the spins, corresponding to the two choices for Cθ,φ that
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FIG. 5: The probability distribution P (C) is plotted against
Conditional Entropy (C) for a 22-site closed chain for a few
values of the anisotropic parameter ∆. For ∆ = 1, the dis-
tribution is just a delta function at around C ≈ 0.72. For
∆ 6= 1, the distribution has two peaks, the peak at lower
value of C is sightly less probable. However, the less proba-
ble peak determines the quantum discord. To show a smooth
distribution, we have coarse grained the distribution with a
bin size of dC = 0.005.
we discussed earlier (see Eq.20) .
Though, the quantum discord is defined using the min-
imum value of quantum correlations, and analogously
minimum of classical conditional entropy Cθ,φ(ρs1|s1+r ),
in experiments it is more likely that we measure the aver-
age value of a quantity than either the minimum or most
probable value. From the distribution we can calculate
average and other moments of classical conditional en-
tropy and hence the average quantum correlations. The
average of the conditional entropy for Heisenberg model
is shown in Fig.6. The average value of conditional en-
tropy for nearest neighbors decreases with ∆. For well
separated spins, the average conditional entropy shows
a maximum at ∆ = 1, detecting phase transition. How-
ever, it is quite surprising that the nearest-neighbor aver-
age conditional entropy is not showing any structure at
the critical point, but the further-neighbor conditional
entropy does show a peak structure. We also show the
mean-square deviation of the conditional entropy σ2(C)
as a function of ∆, in Fig.6, for different values of the
separation. Here, for all separations the mean-square de-
viation shows a minimum at the critical point. Clearly
at a quantum phase transition the distribution being δ-
function implies that the standard deviation goes to zero
at ∆ = 1, and away from the critical point the fluctua-
tions grow, thus detecting the phase transition.
In conclusion, we have shown that the quantum dis-
cord, and the conditional entropy distribution and its mo-
ments can track the critical behavior, as they depend on
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FIG. 6: The figure shows the average classical correlations
〈C(ρs1|s1+r )〉 over all possible measurement basis for 22 sites
closed chain anisotropic chain. The average value for pairs
other than nearest neighbor shows a maximum near the crit-
ical point indicating criticality. Also note that the average
value is as expected greater than the minimum value for all
∆. The second figure shows the variation of square of stan-
dard deviation σ2(C) with delta. Clearly at quantum phase
transition the distribution being delta function implies the
standard deviation goes to zero at ∆ = 1.
the spin correlations present in many-spin ground state
of anisotropic Heisenberg model. A closed form of quan-
tum discord is given in Eq.14, that is applicable for the
two-qubit X states . The discord is directly determined
by the diagonal correlation function, for rotationally and
translationally symmetric states with time-reversal in-
variance. Thus, the discord is long ranged, analogously as
the correlation function exhibits long-range behavior in
the vicinity of a thermal or quantum critical point. The
quantum discord for a pair of well-separated spins also is
shown to track the Kosterlitz-Thouless type critical point
in the anisotropic Heisenberg model. The conditional en-
tropy for a pair of spins has a distribution of values as
the measurement basis for one qubit is varied. The con-
ditional entropy distribution has been studied as a func-
tion of the anisotropic parameter. The average value and
the mean-square fluctuation amplitude of the conditional
entropy distribution exhibits a peak and valley structure
respectively close to the critical point.
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