Abstract. In this paper we describe and analyze a class of multiscale stochastic processes which are modeled using dynamic representations evolving in scale based on the wavelet transform. The statistical structure of these models is Markovian in scale, and in addition the eigenstructure of these models is given by the wavelet transform. The implication of this is that by using the wavelet transform we can convert the apparently complicated problem of fusing noisy measurements of our process at several different resolutions into a set of decoupled, standard recursive estimation problems in which scale plays the role of the time-like variable. In addition we show how the wavelet transform, which is defined for signals that extend from -~ to + ~, can be adapted to yield a modified transform matched to the eigenstructure of our multiscale stochastic models over finite intervals. Finally, we illustrate the promise of this methodology by applying it to estimation problems, involving single and multi-scale data, for a first-order Gauss-Markov process. As we show, while this process is not precisely in the class we define, it can be well-approximated by our models, leading to new, highly parallel and scalerecursive estimation algorithms for multi-scale data fusion. In addition our framework extends immediately to 2D signals where the computational benefits are even more significant.
Introduction and background
Multiresolution methods in signal and image processing have experienced a surge of activity in recent years, inspired primarily by the emerging theory of multiscale representations of signals and wavelet transforms [3, 10, 11, 12, 15, 18, 19, 24, 29] . One of the lines of investigation that has been sparked by these developments is that of the role of wavelets and multiresolution representations in statistical signal processing [1, 2, 7-9, 13, 14, 17, 30, 31] . In some of this work (e.g. [ 13, 14, 17, 28] ) the focus is on showing that wavelet transforms simplify the statistical description of frequently used models for stochastic processes, while in other papers (e.g. [1, 2, [7] [8] [9] 30 , 31]) the focus is on using wavelets and multiscale signal representations to construct new types of stochastic processes which not only can be used to model rich classes of phenomena but also lead to extremely efficient optimal processing algorithms using the processes' natural multiscale structure. The contributions of this paper lie in both of these arenas, as we both construct a new class of multiscale stochastic models (for which we also derive new and efficient algorithms) and demonstrate that these algorithms are extremely effective for the processing of signals corresponding to more traditional statistical models.
In [ 30, 31 ] a new class of fractal, 1/f-like stochastic processes is constructed by synthesizing signals using wavelet representations with coefficients that are Signal Processing uncorrelated random variables with variances that decrease geometrically as one goes from coarse to fine scales. The wavelet transform, then, whitens such signals, leading to efficient signal processing algorithms. The model class we describe here not only includes these processes as a special case but also captures a variety of other stochastic phenomena and signal processing problems of considerable interest. In particular by taking advantage of the time-like nature of scale, we construct a class of processes that are Markov in scale rather than in time. The fact that scale is time-like for our models allows us to draw from the theories of dynamic systems and recursive estimation in developing efficient, highly parallelizable algorithms for performing optimal estimation. For our models we develop a smoothing algorithm, an algorithm which computes estimates of a multiscale process based on multiscale data, which uses the wavelet transform to transform the overall smoothing problem into a set of independently computable, small 1D standard smoothing problems.
If we consider smoothing problems for the case in which we have measurements of the full signal at the finest scale alone, this algorithmic structure reduces to a modest generalization of that in [31 ] -i.e., the wavelet transform whitens the measurements, allowing extremely efficient optimal signal processing. What makes even this modest contribution of some significance is the richness of the class of processes to which it can be applied, a fact we demonstrate in this paper. Moreover, the methodology we describe directly yields efficient scale-recursive algorithms for optimal processing and fusion of measurements at several scales with only minimal increase in complexity as compared to the single scale case. This contribution should be of considerable value in applications such as remote sensing, medical imaging and geophysical exploration, in which one often encounters data sets of different modalities (e.g. infrared and radar data) and resolutions. Furthermore, although we focus on 1D signals in this paper, the fact that scale is a time-like variable is true as well in the case of 2D, where similar types of models lead to efficient recursive and iterative algorithms; the computational savings in this case are even more dramatic than in the case of ID.
In order to define some of the notation we need and to motivate the form of our models, let us briefly recall the basic ideas concerning wavelet transforms. The multiscale representation of a continuous signal f (x) consists of a sequence of approximations of that signal at finer and finer scales where the approximations of f(x) at the m-th scale consists of a weighted sum of shifted and compressed (or dilated) versions of a basic
scaling function d)( x ),
fro(x)= y' f(m,n)2m/zqb(2~x-n). (1) For the (m + 1 )-st approximation to be a refinement of the m-th we require &(x) to be representable at the next scale, (2) n As shown in [ 11 ] , h(n) must satisfy several conditions for ( 1 ) to be an orthonormal series and for several other properties of the representation to hold. In particular h(n) must be the impulse response of a quadrature mirror filter (QMF) [ 11, 27] , where the condition for h(n) to be a QMF is as follows:
6(x) = ~ V~h(n) qb(2x-n).
k By considering the incremental detail added in obtaining the (m + 1 )-st scale approximation from the m-th, we arrive at the wavelet transform based on a single function tO(x) that has the property that the full set of its scaled translates {2m/2to(2mx-n)} form a complete orthonormal basis for L 2. In [ 11 ] it is shown that 4, and tO are related via an equation of the form (4) n where g(n) and h(n) form a conjugate mirror filter pair [ 27 ] , and that f,,+ i(x) =fro(x) +~2 d(n,n)2m/ztO(2mx-n). (5) n Note that g(n) and h(n) must obey the following algebraic relationships:
If we have the coefficients {f(m+l,.)} of the (m + 1)-st-scale representation we can 'peel off' the wavelet coefficients at this scale and carry the recursion one complete step by calculating the coefficients {f(m,. ) } at the next coarser scale. The resulting wavelet analysis equations are
where the operators Hm and G,, are indexed with the subscript m to denote that they map sequences at scale m+ 1 to sequences at scale m. ~ From (3), (7), (6) we have the following:
~Note that for the case of infinite sequences the operators as defined here are precisely equivalent for each scale; i.e. they are not a function of m. However, we adhere to this notation for the reasons that (a) we may allow for the QMF filter to differ at each scale and (b) for the case of finite length sequences the operators are in fact different at every scale due to the fact that the number of points differs from scale to scale.
HmH* =1, (11) GroG* =I, (12) HmG* =0, (13) where * denotes the adjoint of the operator.
Reversing this process we obtain the synthesis form of the wavelet transform in which we build up finer and finer representations via a coarse-to-fine scale recursion,
k Expressed in terms of the operators Hm and Gin, we
or H*mHm+G*Gm=I, (16) which is an expression of (8) in operator form. Thus, we see that the synthesis form of the wavelet transform defines a dynamical relationship between the coefficientsf(m,n) at one scale and those at the next, with d(m,n) acting as the input. Indeed this relationship defines an infinite lattice on the points (m,n), where
This structure is illustrated in Fig. 1 for the case where h(n) is a 4-tap filter, where each level of the lattice represents an approximation of our signal at some scale m. Note that the dynamics in (14) are now with respect to scale rather than time, and this provides us with a natural framework for the construction of multiscale stochastic models.
In particular if the input d(m,n) is taken to be a white sequence, then f(m,n) is naturally Markov in scale (and, in fact, is a Markov random field with respect to the neighborhood structure defined by the lattice). Indeed the class of 1/f-like processes considered in [30, 31] is exactly of this form with the additional specialization that the variance of d(m,n) decreases geometrically as m increases. While allowing more general variance structures on d(m,n) expands the set of processes we can construct somewhat, a bit more thought yields a substantially greater extension. First of all, with wavelet coefficients which are uncorrelated, (14) represents a first-order recursion in scale that is driven by white noise. However, as we know from time series analysis, white-noise-driven first-order systems yield a comparatively small class of processes which can be broadened considerably if we allow higher-order dynamics, which can either be captured as higher-order difference equations in scale, or, as we do here, as firstorder vector difference equations. As further motivation for such a framework, note that in sensor fusion problems one wishes to consider collectively an entire set of signals or images from a suite of sensors. In this case one is immediately confronted with the need to use higher-order models in which the actual observed signals may represent samples from such a model at several scales, corresponding to the differing resolutions and modalities of individual sensors.
Thus the perspective we adopt here is to view multiscale representations more abstractly than in the wavelet transform, by using the notion of a state model in which the state at a particular node in our lattice captures the features of signals up to that scale that are relevant for the 'prediction' of finer-scale approximations. As we will see, this leads us to a model class that includes the wavelet representation of (14) as a special case and that leads to extremely efficient processing algorithms. In the next section we introduce our framework for state space models evolving in scale, and we show that the wavelet transform plays a central role in the analysis of the eigenstructure of these processes. This fact is then used in Section 3 to construct scalerecursive, and highly parallel algorithms for optimal smoothing for such processes given data at possibly a number of different scales. In Section 4 we then investigate an important issue in the practical application of these ideas, namely the issue of applying the wavelet transform to finite length data. The typical approach is to base the transform on cyclic convolutions rather than on linear convolutions and to perform the scale by scale recursion up to some specified coarse scale. We present a more general perspective on the problem of adapting the wavelet transform to finite length data which includes as a special case the approach using cyclic convolutions as well as other approaches which provide modifications of the wavelet transform to provide Karhunen-Loeve expansions of windowed multiscale processes. In Section 5 we illustrate the promise of our multiscale estimation framework by applying it to smoothing problems for lst-order Gauss-Markov processes, including problems involving the estimation of such processes based on multiresolution data. Additional experimental results for other processes, including 1/f-like fractal processes can be found in [7] . To motivate our general model let us first consider the synthesis equation (14) driven by uncorrelated wavelet coefficients d(m,n), where the variances are constant along scale but varying from scale to scale. In this case we obtain the following stochastic dynamic state model where we define the scale index m from an initial coarse scale L to a finest scale, MI and where we assume that the coarsest scaling coefficientsf(L,n) are uncorrelated. Thus, with x (m) corresponding tof(m,. ) and
x(m+ 1)
Note that if we let A~ = o-22-~' g, this model is precisely the one considered in [ 30, 31 ] for modeling a 1/f-type process with spectral parameter y. The model class we consider in this paper is a natural generalization of ( 17)- (19) . In specifying our model we abuse notation and use the same notation H,,, Gm tor the coarsening and differencing operators defined as in (9), (10) In this section we define our class of multiscale state space models and analyze their eigenstructure. We develop our ideas for the case of the infinite lattice, i.e., for signals and wavelet transforms of infinite extent. In Section 4 we discuss the issue of adapting the wavelet transform and our results to the case of finite length data.
Consider an infinite lattice corresponding to a wavelet whose scaling filter, h(n), is a FIR filter of length P. Recall that in the wavelet transform of a signalfeach
where
and where, B( m ), Q( m ) and Px( L ) are finite-dimensional matrices representing the system matrix, the process noise matrix, the process noise covariance matrix, and the initial state covariance matrix, respectively.
If we letx(m,n) and w(m,n) denote the components of x(m) and w(m), respectively, the model (21) can be written in component form as
where the w(m,n) are white with covariance Q(m).
Note also that if we use (16) plus the fact that commutes with G,, and H,,, we find that (21) (18), we see that we have generalized (18) in two ways. First, the noise in (21 ) is added directly to the (m + 1 )-st scale rather than being interpolated through G* as in (18) , and in (28) we see that the implication of this is that the noise specifies both the detail ~'(m+ 1)G,,w(m+ 1) plus a contribution ~(m+l)Hmw(m+l) to the coarser scale description. From a signal modeling rather than signal synthesis perspective, this makes considerable sense. For example, imagine modeling a signal consisting of a long constant pulse on which a short constant pulse is superimposed. To be sure the short pulse will contribute a modest amount to the overall average value, the wavelet transform of such a signal will display the effect of this short pulse in wavelet coefficients at a number of scales. However, the model (21 ) can capture the modeling of this signal in exactly the manner we described: a long pulse plus a simple pulse added at the appropriate scale.
Note that in this case the coarse version of the signal is not the coarse wavelet approximation but rather is a more general (and intuitive) representation of the features in the signal up to the considered scale. Moreover, by adopting this more general philosophy we can extend this abstraction even further. In particular by allowing values of d(m) other than 1 and, more generally, by allowing x(m + 1 ) to be a finite-dimensional state vector, we allow for the possibility of higher-order models in scale. This allows us to consider a considerably richer class of processes which is parametrized by the matrices corresponding to our state model. Furthermore, despite this generalization, as we now proceed to show, the wavelet transform provides us with a very efficient multiscale whitening procedure for this class of models.
In particular, as mentioned in the introduction, the model ( 17)- (19) yields a covariance with eigenstructure given by the wavelet transform, and it is this fact that is used in [ 30, 31 ] to develop efficient processing algorithms for 1/f-like processes. As we now state, the same is true for our more general model (21) , where in this generalization we focus on what can be thought of as the 'block' eigenstructure of the process x(m). 
where for ~1, i =j,
Let us next define a sequence of block unit vectors as follows:
i-th where the superscriptj is used to denote that the vector (in (12) The following holds:
(38)
The details of the proof of this result can be found in [7] . Rather than to present these details here, we provide a simple interpretation of them which will also be of value in understanding the optimal estimation algorithms presented in the next section. Specifically, for m =L ..... M-1 define the following transformed quantities, where j in (39) runs from I through m-1 and k from -~ to + oo: Zm--l.k(n), viewed as a discrete signal with index k, and then we have computed successively coarser wavelet coefficients, through ZL.k(m), also producing the coarse scaling coefficients uL.k(m).
What the lemma states is that all of these variables, 
where rL.k(m + 1 ) is the coarse wavelet approximation of w(m+ 1,. ), i.e., 2
and where the initial condition for (41) is simply the coarse scale signal itself,
Next, the wavelet coefficients at different scales evolve according to 
are the corresponding wavelet coefficients of w(m+ 1,-). Finally, as we move to scale m+ 1 from scale m we must initialize one additional finer level of wavelet coefficients,
What we have determined via this transformation is a set of decoupled ordinary dynamic systems (41) 
Wavelet-based multiscale optimal smoothing
In this section we consider the problem of optimally estimating one of our processes as in (21) given sensors of varying SNRs and differing resolutions. An example where this might arise is in the case of fusing data form sensors which operate in different spectral bands. We formulate this sensor fusion problem as an optimal smoothing problem in which the optimally smoothed estimate is formed by combining noisy measurements of our lattice process at various scales. In other words each sensor is modeled as a noisy observation of our process at some scale of the lattice. 
We define the coarse-to-fine filtered estimate to be the expected value of x(m) conditioned on
We define the coarse-to-fine one-step predicted estimate to be the expected value of x(m) conditioned on
From standard Kalman filtering theory, we can derive a recursive filter with its associated Riccati equations, where the recursion in the case of our lattice models is in the scale index m. We choose to solve the smoothing problem via the Rauch-Tung-Striebel (RTS) algorithm [26] . This gives us a correction sweep that runs recursively from fine to coarse scales with the initial condition of the recursion being the final point of the Kalman filter. The following equations describe the 'down' sweep, i.e. the filtering step from coarse to fine scales.
For m = L ..... M,
3(mira-1)
.
with initial conditions
We also have the following equations for the correction sweep of the Rauch-Tung-Striebel algorithm, i.e. the 'up' sweep from fine to coarse scales.
Note that we could equally have chosen to start the RTS algorithm going from fine to coarse scales followed by a correction sweep from coarse to fine, i.e., an up-down rather than the down-up algorithm just described. This involves defining the filtered and one-step predicted estimates in the direction from fine to coarse rather than coarse to fine. Similarly, we could also construct a socalled two-filter algorithm [26] consisting of parallel upward and downward filtering step. Details on these variations are found in [7] . The smoothing algorithm described to this point involves a single smoother for the entire state sequence x(m) at each scale. However, if we take advantage of the eigenstructure of our process and, more specifically, the decoupled dynamics developed at the end of the preceding section, we can transform our smoothing problem into a set of decoupled 1D RTS smoothing problems which can be computed in parallel. Specifically, define the following transformed quantities: 
Z~k(rn) ~= (vJk(m) )Tx~(rn),

P~k(m) ~= (v{(m) )X g~(m)v{(m),
~ S 1~ Zc.k(rn) = ( v~( m) ) Xx~(rn),(79)
P~.t(m) z~ (v~(m))T~S(m)v~(m).
(81)
These quantities represent the transformed versions of the predicted, filtered and smoothed estimates in the Rauch-Tung-Striebel algorithm, along with their respective error covariances, in the transform domain. We also need to represent the transformed data, where the data at each scale, y (m), has components which are finite-dimensional vectors of dimension b × 1. We represent these vectors using eigenvectors as in (32),
, where in this case the blocks in (31) are b×b,
~JLk(m) ~= ( ff~(m) )TY(m).
As before for each scale m, where m = L + 1 ..... M, the index ranges are j = L ..... m -1 and -oo < k < oo. That is, for each m Other than at the coarsest scale, L, we transform our quantities so that they involve eigenvectors whose coarsest scale is L. We now can state the following, which follows directly from the analysis in the preceding section. 
.. M-1 and
k~7/, ~.k(J'+ l[j) =0,(86)
Pj,k(j+llj)=B(j+I)Q(j+I)BT(j+I).
+ ~[y,k(m)(~,k(m) --C(m)~.k(mlm--
1)),(88)
Pj~l(mlm) =['j~l(mlm--
1) + c'r(m)R-l(m)C(m), m=j+l,j+2 ..... M,(89)
Kj.k(m) & (v{(m) )T~/(m)T{(m).
For k ~ 7/we have
dL.k(mlm--1)=A(m)dL,k(m--llm--1),
fiLk(m [m--1) =A(m)PL.k(m-1 I m-1)AT(m) +B(m)Q(m)BT(m),
with the initial conditions
SIMPLE FFF AND DCT ALGORITHMS WITH REDUCED NUMBER OF OPERATIONS
Martin VETTERLI, member EURASIP, and Henri J. NUSSBAUMER 
Introduction
Since the rediscovery of the fast Fourier transform (FFT) algorithm [1, 2] for the evaluation of discrete Fourier transforms, several improvements have been made to the basic divide and conquer scheme as for example the mixed radix FFT [3] and the real factor FFT [4, 5] . The introduction of the Winograd Fourier transform (WFTA) [6] , although a beautiful result in complexity theory, did not bring the expected improvements once implemented on real life computers [7] , essentially due to the large total number of operations and to the structural complexity of the algorithm.
The fact that most FFT's are taken on real data is seldom fully taken into account. The algorithm using a FFT of half dimension for the computation of a DFT on a real sequence [8] uses substantially more operations than the method of computing a single FFT on two real sequences simultaneously [9] . The latter method has the disadvantage that one has to take two DFT's at once and that the sorting of the output uses additional adds. The fact that the input and output sequences are real is used explicitly in a real convolution algorithm [10] where the DFT and inverse DFT are computed with a single complex FFT.
Another transform that is mostly applied to real data is the discrete cosine transform. Since the introduction of the DCT [11] , the search for a fast algorithm followed two main different approaches. One was to compute the DCT through a FFT of same dimension [12] , where one is bound to take two transforms simultaneously. The other was a direct approach, leading to rather involved algorithms [13] . It should be noted that the former technique outperforms all the latter ones when using optimal FFT's, a fact often left in the dark [14] .
Recently, evaluation of signal processing algorithms has shifted away from multiplication counts alone to the counting of the total number of operations, including data transfers [15] . This is due to the fact that the ratios (multiplication time)/(addition time) and (multiplication time)/(load time) are close to one on most computers and signal processors. Another growing concern has been the generation of time efficient software [16] , and finally, the efficiency of an algorithm turns out to be a non-trivial combination of the various operation counts as well as of its structural complexity [17] .
In this communication, we address an old problem, namely, the efficient evaluation of DFT's and DCT's of real data. Efficiency is meant in the sense of ~inimal number of multiplications and additions as well as in the sense of structural simplicity. As it turns out, the two problems are closely related, since a DFT This leads to an elegant recursive formulation of the two algorithms and to a number of multiplications identical to the best FFT's while diminishing substantially the number of additions (typically 30%). Interestingly, this last saving is partly kept when computing complex DFT's, and as an example, the total number of operations for a 1024-point transform is nearly 10% below the number of operations required for a 1008-point WFTA. The prime factor FFT (PFA) requires about the same number of operations [18] , but has a more complex structure.
Note that the algorithms below were developed while searching for an efficient way to compute DCT's of real data. The derived FFT algorithm for real data that follows immediately requires a number of multiplications identical to the one found in [19] (which is a variation of the Rader-Brenner algorithm), and a total number of operations that can be found in [20] . While obtaining an identical complexity, the derivations are quite different and the algorithm below seems more suitable for programming. Section 2 is used to derive the general algorithm and Section 3 evaluates its computational complexity. In Section 4, the results are compared to other algorithms and some implementation considerations are addressed. Note that in the definition of the DCT, the normalizing factor I/,/'-2 at k = 0 is omitted for simplicity.
Derivation of the algorithms
While the transforms are usually only defined for k = 0,..., N -1, one will see that other values are useful as well and can easily be obtained from the ones defined above. Obviously, the following relations hold:
sin-DFT(N -k, N, x) = -sin-DFT(k, N, x).
Looking at the evaluation of cos-DFT(k, N, x), we note that since the cosine function is even: (2n+l)+x(N-2n-1)) .cos\_ ]' (11) or, in a more succinct form:
cos-DFT(k,N,x)=cos-DFT(k,N/2, xt)+DCT(k,N/4, x2), k=0,...,N-1,
where (8) or (9) are applied when necessary.
Hence, the cosine DFT of dimension N has been mapped into a cosine DFT of N/2 and a DCT of N/4, at a cost of N/4 input and N/2 output additions (note that cos-DFT(k, N, x) is evaluated for k = O,..., N/2 but that k = N/4 does not require an output addition). The cosine DFT of N/2 can be handled similarly (and this until the transform becomes trivial) and the case of the DCT will be treated below.
Turning to the sine DFT, we take a similar approach, using the fact that the sine function is odd.
N/2 t [2rrnk'~
n --() n =0
Using the following identity:
we can rewrite (13), using (8) or (10) (14) DCT(N/2, N, x) = cos(~r/4) • cos-DFT(N/2, N, x4).
The matrix product in (19) can be evaluated multiplications and 2 additions) [9] as follows: is handled in a similar fashion until the length is reduced so that the transform becomes trivial. We now focus our attention on the computation of the DCT. Using the following mapping [12] :
n=0,...,N/2-1, the DCT can be evaluated as:
Using basic trigonometry, (17) becomes:
(18)
With the symmetries of trigonometric functions, (18) can be computed as follows:
where p~ and P2 are precomputed. Using all simplifications, the computation of (19) requires therefore a total of (3 N/2) -2 multiplications and (3 N/2) -3 additions. Thus, we have shown how to map a N dimensional DFT into two DCT's of N/4 (5, 12 and 15) and how to map a DCT of N into a DFT of same size (16 and 19) . In other words, since the DCT is computed through a DFT, it is shown how to compute a DFT of N with 2 DFT's of N/4 plus auxiliary operations, and this operation can be repeated until N has been reduced sufficiently so as to lead to trivial transforms. The algorithm is best suited for DFT's on real data, but if the input is complex, one simply takes the real and imaginary parts separately (thus doubling the computational load) and evaluates the output with 2N-4 auxiliary adds (k = 0 and N/2 require no additions).
Computational complexity
Even if the derivation above used only the fact that N was a multiple of 4, the algorithm, as other divide and conquer schemes, performs best when N is highly composite, typically a power of 2.
Below, we restate the number of operations required for the various steps needed in the evaluation of 
Sine DFT on length-N real data:
From (21)- (25) one can compute recursively the number of operations needed for the various transform types and sizes greater than 2. For N = 1, no operations are required, and the values for N = 2 are given in (26), thus defining the initial conditions for the above recursions.
But, when N is a power of 2 and that the recursions are therefore applied Log 2 N times, the operation counts for the DCT reduces simply to:
From (27) it follows immediately with (21)-(23) that: 
OA[C-DFT(N)]
The above closed form expressions can now easily be compared to existing algorithms.
(29)
Comparison with existing algorithms
First, the introduced algorithm (which is called in the following fast Fourier-cosine transform or FFCT) is compared to other algorithms which work directly on real data. Then we look at the case where two transforms on real data are taken simultaneously with an optimal FFT algorithm. The case of the FFT on complex data is investigated as well, and the issue of algorithm structure is addressed. The operation counts for FFT's are taken from [9] unless otherwise specified.
For the computation of a DFT on real data, one can use the algorithm based on an FFT of N/2 [8] .
Using again the 3 mult/3 adds approach for the auxiliary output operations, one gets the following complexity: Turning to the DCT, one can compare the FFCT to fast discrete cosine algorithms which perform the transform directly, without going to the FFT (and therefore to the need to perform 2 transforms on real data at the same time). The various operation counts are shown in Table 2 . The number of multiplications for the FFCT is always below the other algorithms, and even if the number of additions is slightly above the Chen et al. version, the total number of operations is always substantially less.
Signal Processing Table 2 Comparison of direct computation of a DCT on real data with the algorithms of Chen et al. [13] , Wang et al. [14] and the FFCT (the operation counts for the two first algorithms are taken from [14] The other general approach to transforms on real data is to compute simultaneously the transform of two real sequences. Beside the drawback that one has always to compute two transforms (otherwise the approach is suboptimal), the sorting of the output requires about N output additions. The operation count for a DFT on real data are given below: Table 3 compares (31) with the FFCT, and, as can be seen, the multiplication count is identical while a saving of about 30% is made with regard to additions.
OA[R-DFT( N)] ---1/2" OA[FFT( N)] + N -2.
The situation is quite similar when computing a DCT with an FFT [12] . It is assumed that 2 DCT's on real data are evaluated at the same time. Thus, the operation count is: A technique similar to the one used in (23) was used in the computation of the output of the DCT. The results are compared in Table 4 where it is seen that the additions are reduced in the FFCT by about 25% with an identical number of multiplies. Turning to the computation ofa DFT on a complex input, one can use (29) for the FFCT. The comparison to the Rader-Brenner FFT is given in Table 5 where the number of multiplies turns out to be identical while the number of additions is reduced by nearly 20%.
OA[R-DFT(N)]
Looking at last at the Winograd Fourier transform, one sees that even if the number of multiplies is larger in the FFCT case, the total number of operations is smaller for large transforms (for example 5% for the WFTA(504)/FFCT(512) and 9% for the WFTA(1008)/FFCT(1024) comparison). Note that the gain is less in the PFA case (5% and 2% respectively).
Concerning the WFTA and the PFA, one recalls that its main drawback is the involved structure of the algorithm. Even if the structure of the FFCT is not as straightforward as the radix-2 FFT, it remains simple (it is similar to the structure of the Rader-Brenner algorithm). In the FFCT, the reduction in the number of operations is obtained at the cost of additional permutations and data transfers. Even if these Signal Processing permutations can be grouped with previous ones (for example at the entry of the DCT), the resulting structure is more complex. But this increase in topological complexity is annihilated by the substantial decrease in arithmetic complexity. Looking at the implementation, one sees the importance of using very efficient small transforms. Together with the explicit coding technique [16] , this should lead to fast code for real transforms, especially on micro and signal processors, where the number of arithmetic and data registers is small (leading to unefficient implementations of the complex transform on two real sequences version).
Concluding remarks
We have introduced a simple, recursive algorithm for the computation of the discrete Fourier transform and the discrete cosine transform. First, this algorithm can be applied directly to real data, providing therefore an attractive alternative to the method using a complex transform of two real sequences. Secondly, it uses the same number of multiplies as the best structured FFT algorithms but decreases the number of additions by about 25 to 30% for DFT's and DCT's on real data and by nearly 20% for DFT's on complex data when compared to currently used algorithms. At last, its structure is simple enough so that it should lead to efficient implementations.
It is worth noting that the proposed algorithm, while leading to the same computational complexity for the FFT as the one in [20] , is not isomorphic. Interestingly, the algorithm in [20] has been around for 15 years but was seldom referenced and even less used. Meanwhile, literature was published on ameliorations of the Cooley-Tukey FFT which leads to less efficient algorithms than the one in [20] .... More recently, actually just as the final copy was being sent to the publisher, yet another algorithm appeared that leads to the same complexity for the complex FFT [21] .
Investigations are under way in order to generalize the above ideas to other sinusoidal transforms and to higher dimensions, as well as to prove the efficiency of an implementation. Abstract. It is well-known that most contemporary algorithms for calculating discrete convolutions are based on the Chinese remainder theorem (CRT). In this paper, the problem of calculating convolutions or equivalently, polynomial products, is addressed from the opposite point of view. Instead of showing how a given polynomial product (most often, a circular convolution) can be calculated by means of the CRT, we investigate which polynomial product algorithms make the most efficient use of the CRT. One set of polynomial product algorithms is subsequently discussed in detail. Amongst others, it is shown that the circular convolution is the most efficient representative in this set.
CONVOLUTION ALGORITHMS, BASED ON THE CRT
Introduction
Over the past few years, a number of new and efficient algorithms have been presented for calculating discrete convolutions [1] [2] [3] [4] [5] . Many authors view a discrete convolution as a polynomial product, where the input sequences are assigned to be the coefficients of the participating polynomials. The product of two such polynomials, of respective degree K -1 and L-i, is not altered by reducing the result modulo a third polynomial, provided the degree of this polynomial is greater than or equal to K + L-1 [5, p. 23] . With the exception of the degree, the choice of this modulo polynomial is entirely free. Hence, any finite discrete convolution can be converted into a polynomial product, modulo an arbitrary polynomial of sufficient high degree.
Until now, attention has been focused mainly on polynomial products modulo (z N-1), i.e., circular convolutions. As a result, most of the currently available convolution algorithms are based on algorithms for calculating circular convolutions. In a recent article [6] , the author has extended the class of polynomial products for which there exist efficient algorithms to also include modulo polynomials of the form z N -W N.
Under certain restrictive conditions, a polynomial of the form z N -W N can be factorized into linear factors. Provided this factorization satisfies the demands of the Chinese remainder theorem (CRT) [7, 8] , the polynomial product modulo z N -W N can be mapped into N pointwise products. Due to this property of the polynomials z N -W N, they are used almost exclusively as modulo polynomials. However, problems arise when the underlying conditions, upon which this property is based, cannot be satisfied. In such cases, it may be interesting to have other efficient modulo polynomials available.
In this paper, the problem of calculating polynomial products is addressed from a different point of view. We assume that the CRT will be used for calculating polynomial products. We then derive conditions for the modulo polynomials in order for such a calculation to be efficient. Subsequently, we select a number of polynomials that satisfy these conditions. As expected, the polynomials of the form z N -W N are amongst the most interesting choices. However, other modulo polynomials will be shown to also have their specific advantages.
Polynomial products by means of the Chinese remainder theorem
Let X(z) and H(z) be two polynomials of degree smaller than or equal to N-1. Our goal is to derive polynomials f(z), of degree N, that permit an efficient calculation of the polynomial product
by means of the Chinese remainder theorem (CRT). In order for the CRT to be applicable, the polynomial f(z) must be composed of smaller factors, i.e., 
A necessary and sufficient condition for this factorization to satisfy the CRT is that the elements sk(z) = [qk(z)]-' mod fk(z),
exist for all k = 0, 1,..., n. The polynomials qk(z) are defined by 
j=o Given that the factorization of (2) 
Y(z) = Y(z) +a(z). qk(z) (7C) end
Note that the elements Sk(Z) of eq. (3) are used in this reconstruction algorithm, and that they are hence supposed to exist.
We note that the above polynomial product algorithm consists of three distinct steps. We now derive conditions for f(z) in order to improve the efficiency of each of these steps.
First, in order for the polynomial reductions of eq. (5) to be relatively simple, it is necessary that the polynomials fk(Z) have simple coefficients. For instance, to avoid multiplications, these coefficients will usually be restricted to 0, 1 or -1. Furthermore, augmenting the number of zero coefficients reduces the number of additions required in this step of the algorithm.
Second, the polynomial fk(Z) should be such that a calculation of the polynomial product of eq. (6) is fairly easy, either by recursive or direct methods. Recursive calculation of this polynomial product requires that the polynomial fk(Z) is of a similar form as the original f(z). Direct calculation, on the other hand, is only possible in case the degree of the modulo polynomial is small. In this case, the derivation of efficient computation algorithms can be performed by trial and error methods. Note that a number of the most interesting low degree polynomial product algorithms have been tabulated (see e.g. [5] ).
Third, the CRT reconstruction algorithm can also be simplified by suitable choice of the polynomials fk(Z), for k = 0, 1,..., n. It may seem that the polynomial reductions of eq. (7a) and (5) 
