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ABSTRACT 
 
Brassinosteroids (BRs) and gibberellins (GAs) are two major plant hormones 
involved in many plant developmental processes. However, the knowledge of BR and GA 
control of agronomic traits in maize is limited compared to model species Arabidopsis and 
rice, especially BR. This PhD project focused on BR and GA control of plant height from 
genetics and plant biology perspectives, as these two plant hormones have shown great 
impact for shaping plant height, and a short/tall stature of maize height is beneficial for 
grain/biomass production, respectively. We introgressed multiple exotic accessions into two 
maize heterotic groups Stiff Stalk and Non Stiff Stalk, with phenotype selection for taller 
plant height and undistinguishable flowering time as temperate elite lines. Finally, we created 
two backcross libraries varied with plant height and the level of heterozygosity. Moreover, 
another two doubled-haploid libraries were established without any phenotype selection as a 
comparison. We conducted genome-wide association studies to investigate plant height, BR 
and GA candidate genes, and explored co-localizations. In addition, we compared BR and 
GA control of plant height in heterozygotes (backcross families) and inbred lines (doubled 
haploid lines) by correlating seeding BR/GA inhibitor response with field plant height. We 
found that discovered plant height associated genomic regions were overlapped with BR and 
GA candidate genes. Moreover, we found that seedling stage BR and GA inhibitor response 
was able to predict plant height for heterozygotes, but not inbred lines. Path analyses showed 
that higher level of heterozygosity increased GA level, and GA promoted BR (by crosstalk), 
finally BR and GA will increase heterosis in maize plant height. 
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CHAPTER 1. 
GENERAL INTRODUCTION 
Modern agriculture remarkably increased food production, yet one in nine people remain 
undernourished and unable to consume sufficient protein and energy [1]. Although plant 
breeding activities have been very successful in the past few decades (e.g. Green Revolution) as 
a linear increase at an average rate of 32 million metric tons per year has been achieved for yield 
[2], this is not sufficient, as the global population likely exceeding 9 billion by 2050. An average 
annual increase of 44 million metric tons per year is needed [1, 3] to address the food crisis. 
Moreover, altered consumption habits, climate change and production of raw materials for 
biofuels and other products may require further increase in crop productivity and stability.  
 
Manipulation of plant architecture is an effective way to improve crop yield, also for 
increasing pest and disease resistance. Primary growth, branching and reiteration allow the plant 
to develop its 3D structure to escape or survive to attacks [4]. The principles and controls of 
plant architecture underlie every successful breeding program. For example, Over the past 70 
years, genetic improvements as well as farming practices have produced a >6-fold increase in 
corn yields. These have not resulted from increases in individual plant yields, but rather from 
increased tolerance to higher cropping densities, enabled in large part by changes in shoot 
architecture such as altered leaf angle (more upright) [5, 6]. Plant hormones determine traits such 
as plant height (PHT), biomass, organ size, yield, branching, stress tolerance, all of which affect 
plant performance. The knowledge of metabolism, transport and signaling of hormone pathways 
is important for controlling plant architecture traits and for crop improvement.  
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Among plant architecture traits, PHT is a key architectural trait intimately related to both 
grain and biomass yield [7, 8]. The “green revolution” was due to development and widespread 
adoption of high-yielding semi-dwarf varieties of rice and wheat, in combination with the 
application of increased amounts of nitrogen fertilizer [9]. Application of nitrogen fertilizer 
promotes grain development to a greater extent than vegetative growth in such dwarf varieties, 
which are now used extensively worldwide. Additionally, the use of dwarf crop plants allows 
reduced use of pesticides and fertilizers, better water use efficiency, and higher planting densities. 
Thus, increased use of semi-dwarf crop varieties may help meet future agricultural production 
demands and environmental challenges. However, for dual purpose or biomass crop, a tall stature 
is more desirable [10]. For example, increased stover biomass adds value (grain is harvested for 
food or feed, stover for bioenergy conversion) for dual-purpose maize. In 2009, more than 10 
billion gallons of ethanol were produced in the US - mostly as corn-starch ethanol 
(www.ethanolrfa.org) and production of 36 billion gallons is targeted by the US congress for 
2022 (Renewable Fuels Standard, EPA). However, seed-based biofuel production is limited by 
competing requirements for feed and food corn. Cellulosic biomass provides an alternative basis 
for biofuels, but the shift to cellulosic biomass requires the deployment of new interrelated plant 
traits such as greater vegetative biomass, altered stature (taller plants) and biomass composition 
[11, 12]. To overcome lodging associated with taller PHT, breeders can either produce maize 
varieties with increased lignin level (highly lignified cell walls are more suitable for 
thermochemical conversion for biomass production) or a stronger root system to stabilize plants. 
Thus, the maize plant ideotype for biomass production is different from the grain production 
ideotype. 
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Considerable information is available on the hormonal control of PHT and single gene 
loci are known with profound effects on this trait. Many of the genes involved in gibberellin (GA) 
or brassinosteroid (BR) synthesis or signaling were originally discovered by virtue of their dwarf 
mutant phenotypes. In maize, several maize dwarf genes have been well characterized, but are 
not intentionally used in breeding programs due to their adverse impact on grain yield, such as 
dwarf3 [13], dwarf8 and dwarf9 and nana plant1 [14-16], and brd1 [17]. All these genes cause 
defects in either the BR or the GA pathway, stressing the importance of these two plant 
hormones in the control of maize PHT. It was reported that BR and GA have the most direct 
effects on PHT without major negative pleiotropic effects as compared to other plant hormones 
[10]. Understanding the profound role of hormones in controlling plant architecture has led to the 
development of synthetic growth retardants, which are routinely used to reduce stem elongation 
in a variety of crops and ornamentals. All the commonly used growth retardants are inhibitors of 
gibberellin biosynthesis and limit stem or shoot growth by reducing elongation. However, most 
of these compounds are detrimental to human and animal health and are only used for non-food 
plant species. Uncovering the molecular mechanisms controlling plant growth will help optimize 
crop ideotypes, and allow increased yields with reduced dependence on synthetic growth 
regulators.  
 
Brassinosteroids 
BRs are a type of hormone that is found throughout the plant kingdom. They are steroid 
hormones similar to those found in animals [18]. They promote cell growth, even if at low 
concentrations, by regulating cell divisions and elongation [19, 20]. As mentioned, mutants 
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defective in BR biosynthesis or signaling display dwarf phenotypes while increased BR can 
increase plant size, biomass and seed yield [18, 21]. Mutations that disrupt enzymatic steps in 
BR biosynthesis can decrease PHT due to impaired cell elongation [18]. In maize, reduced 
expression of ZmDWF1 resulted in dwarf plants [22], whereas overexpression of the maize 
DWF4 increased BR biosynthesis and activity in rice [23]. Recently, nana plant1 (na1) and brd1 
were reported as BR-deficient mutants in maize with strong reduction in internode elongation as 
well as novel phenotypes, including sex determination and leaf auricle development [16, 17]. 
Na1 is a homolog of DET2, which encodes a steroid 5α-reductase, while brd1 encodes a BR-C-6 
oxidase. These studies indicate that BR synthesis in maize is similar to Arabidopsis, but that BRs 
have novel functions in maize architecture. Remarkably, some BR functions appear opposite in 
maize vs. Arabidopsis or other plants. Down-regulated BR signaling in maize, such as in the 
recently isolated url1 mutant– the maize homolog of the BR regulatory transcription factor 
OsDLT1 - causes an increased leaf angle in stark opposition to the strong epinasty shown in 
Arabidopsis leaves (The “classical” BR mutant phenotype in Arabidopsis includes a significant 
increase in leaf number and shoot branches, whereas maize BR mutants show a strong 
suppression of tiller branching, which is epistatic even to high-tillering mutants such as teosinte 
branched1 (tb1). This was corroborated with suppression of tillering in the close maize relative, 
Sorghum bicolor, by pharmacological inhibition of BR biosynthesis. 
 
BR signal transduction [24-26] initiates with binding to BRI1, a plasma membrane-
localized leucine rich repeat (LRR) receptor kinase. BRI1 has been studied in several crops 
including the dwarf 61 (d61) mutant in rice [27, 28] and the “green revolution” semi-dwarf 
“uzu” barley [29]. In the absence of BR, the negative regulator BKI1 binds and inhibits BRI1 
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function [30, 31]. Transcription factors BES1/BZR1 are phosphorylated by BIN2 and are 
inhibited by several mechanisms [32-36]. Binding of BR to BRI1 leads to release of BKI1, 
which interacts with 14-3-3 and thus promotes nuclear accumulation of BES1 [37]. Association 
of BRI1 with co-receptor BAK1 activates BRI1 kinase activity [38-46]. Activated BRI1 signals 
through BSK1 and CDG1 kinases as well as BSU1 phosphatase to inhibit BIN2 kinase activity 
[47-49]. The inhibition of BIN2 and action of PP2A phosphatase allow accumulation of 
BES1/BZR1 in the nucleus, which regulates gene expression in combination with other 
transcription regulators [50-53]. Other transcription factors are also regulated by BIN2 in 
response to BR [54, 55]. Multiple mechanisms function to attenuate BR signaling. Accumulated 
BES1 and BZR1 repress the expression of BR biosynthesis genes and activate BR degradation 
enzymes as a feedback inhibition mechanism [56]. Moreover, LCMT, a Leucine C-terminal 
Methyltransferase, activates PP2A, which dephosphorylates BRI1, turning off the BR signaling 
[57, 58]. BRI1 auto-phosphorylation can also deactivate itself [59]. BES1 and BZR1 bind to E-
box or BRRE promoter elements to regulate target gene expression [52, 53]. ChIP-chip 
experiments identified BES1 and BZR1 target genes, which are enriched for functions in cellular 
growth and other signaling pathways such as auxin, abscisic acid (ABA), and stress responses, 
confirming that BRs interact with many other signaling systems to regulate various biological 
responses [60, 61]. OsBZR1, a rice homolog of BES1/BZR1, similarly mediate BR responses 
[62]. Several additional transcription factors are involved in BR responses in rice and/or 
Arabidopsis [63-66]. Some of them, such as DLT [64] and LIC [67] appear unique in cereals, 
suggesting that not all the BR signaling components are conserved between Arabidopsis and 
cereals. 
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Gibberellins 
GAs are cyclic diterpene compounds that promote stem elongation, and mutants in GA 
synthesis or signaling show dwarf phenotypes. The semi-dwarf habits of several green revolution 
crops result from mutations in GA related genes [68, 69]. For example, the Green Revolution 
semi-dwarf IR8 rice was a GA deficient mutant with a mutation in the GA20ox-2 gene. In maize, 
five recessive dwarf mutants are known to block enzymatic steps in early GA biosynthesis [13, 
70-72]. In rice, GA homeostasis is maintained through a balance of anabolic (GA20ox and 
GA3ox) and catabolic (GA2ox and EUI1) activities, regulated through feedback transcriptional 
control [73-76]. The semi-dwarf ‘green revolution’ phenotype in rice results from a mutation in 
the semidwarf1 (sd1) gene, which encodes a GA20oxidase (OsGA20ox2) [69], and dwarf18 (d18) 
dwarves result from mutations in a GA3ox gene (OsGA3ox2) [74].An increase in the amount of 
EUI causes a reduction in GA levels, and consequently leads to dwarfism [77]. All the known 
metabolic genes except EUI have been identified in maize and most are encoded by multigene 
families with differential expression patterns [78]. 
 
For GA signaling, key components of the pathway have been identified in plants such as 
Arabidopsis, rice, maize, and others. It was shown in rice that (GIBBERELLIN INSENSITIVE 
DWARF1) GID1 is the GA receptor [79]. Different GAs have different affinities to GID1 and 
the one with the highest affinity is GA4, the major bioactive GA in rice [80]. Both positive and 
negative regulators of GA signaling have demonstrated effects on PHT. In rice, gid1-1 mutants 
have dark-green leaf blades with a dwarf stature resembling GA related mutants, and show 
greatly reduced sensitivity to applied GA [79]. GA signaling induces gene expression by 
targeting the DELLA proteins for degradation. In rice, GA binding by the GA receptor (GID1) 
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induces a GA-dependent interaction between GID1 and the DELLA protein SLENDER RICE1 
(SLR1) [79-81]. This interaction leads to ubiquitination and proteolysis of SLR1, mediated by 
GID2 [82]. Thus, GID1 and GID2 are positive regulators of GA signaling and SLR1 is a 
negative regulator. Loss of function mutations in GID1 or GID2 result in dwarf phenotypes 
because of reduced GA signaling, whereas GID1 overexpression causes GA hypersensitivity and 
internode elongation [79]. In the absence of GA, DELLA proteins accumulate in the nucleus and 
negatively regulate GA responsive gene expression [83]. In the presence of GA, DELLA 
proteins are degraded by 26S proteasome-mediated proteolysis, which in turn de-represses GA 
responsive gene transcription. DELLA proteins are negative regulators that repress GA-induced 
transcription, and GA signaling targets DELLA proteins for degradation, thereby de-repressing 
GA responsive genes [84]. DELLA mutations that disrupt the interactions with GID1 or GID2 
proteins cause dominant GA-insensitive dwarf phenotypes in all species. For example, in maize, 
dominant mutations in D8 or D9 DELLA genes cause GA insensitive dwarf phenotypes [68, 85], 
and in wheat, Rht1 similarly cause dominant, GA-insensitive dwarf phenotypes [68, 86]. 
 
Quantitative Genetics of PHT in Maize 
PHT is one of the most heritable and easily measured traits in maize. Given a pedigree or 
estimates of the genomic identity-by-state among related plants, height is also accurately 
predictable [87]. But, mapping alleles explaining natural variation in maize height remains a 
formidable challenge as PHT is a complicated quantitative trait that is controlled by a large 
number of genes. PHT shows polygenic inheritance, with over 100 maize QTL reported in at 
least 40 genomic locations [88]. As many as 30 QTL have been detected in a single mapping 
experiment [89]. PHT loci have been cloned and resolved by molecular tagging of large effect 
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alleles often induced by mutagenesis [8, 90]. Over 40 maize genes at which mutations have large 
effects on plant height have been identified [91]. These are involved in hormone synthesis, 
transport, and signaling [92]. The large effects of these loci suggest they may not commonly 
segregate in natural populations due to rapid loss or fixation. However, admixture of exotic 
germplasm and locally adapted subpopulations may also allow persistent segregation of large-
effect alleles due to evolutionary capacitance [93]. 
 
For individual QTL, all modes of inheritance (additive, partial, complete, or over-
dominance) have been found with a tendency toward dominance for alleles that increase PHT 
[94-96]. PHT shows substantial hybrid vigor and is an excellent model trait to unravel the 
molecular basis of heterosis [97]. Maize breeders maintain inbred heterotic groups with 
established general combining abilities but select individuals based upon specific hybrid 
performance. This practice may allow segregation of large recessive effects. QTL identified from 
individual mapping studies usually have large confidence intervals, obscuring co-localization of 
QTL and underlying genes. 11 candidate genes were identified in meta-analyses attempting to 
identify the most likely position of QTL ("real QTL") consistently found across PHT studies [88, 
98]. One of the likely candidate loci was na1 which functions in BR biosynthesis. However, not 
all known maize PHT genes mapped to QTL and for most PHT QTL, no candidate genes have 
yet been identified. This could be due to a lack of genetic variation for PHT genes in the QTL 
mapping populations or technical limitations of these studies. 
 
The overall goal of this manuscript was to 1) introgress multiple exotic tropical and sub-
tropical accessions into two maize heterotic groups Stiff Stalk and Non stalk to improve PHT 
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performance, 2) identify putative causative loci throughout the genome associated with PHT, BR 
and GA, and 3) investigate the BR and GA control of PHT from a genetics and physiological 
perspective. The first objective (Chapter 2) in this project was to propose a “Molecular 
Strengthening” (MOST) concept to improve trait expression (such as the control of flowering 
time for tropical germplasm adaptation in temperate areas) from a non-genetics perspective. 
Unraveling the function of genes affecting agronomic traits is accelerating due to progress in 
DNA sequencing and other high-throughput genomic approaches. Characterized genes can be 
exploited by plant breeders by using either marker assisted selection (MAS) or transgenic 
procedures. As a third ‘outlet’, MOST can be used as an alternative option for exploiting detailed 
molecular understanding of trait expression. Informed by -omics approaches, molecules can be 
produced or extracted to target biological molecules or structures to manipulate crop 
performance, which is comparable to the pharmaceutical treatment of human diseases. The 
second objective (Chapter 3) was to propose a “phenotype-selected introgression library” method 
for utilizing exotic germplasm, which can be used for improving complex traits such as plant 
height. We backcrossed multiple tropical and subtropical exotic accessions with PHB47 and 
PHZ51 to broaden the genetic variation of the two maize heterotic groups. At the same time, we 
did phenotype selection to improve PHT and select backcross families with undistinguishable 
flowering time as their recurrent parents, with the goal to produce pre-breeding materials with 
potential for biofuel maize production to be grown at temperate area. We measured PHT 
performance and flowering time across multiple years and locations to evaluate efficiency of this 
“phenotype-selected introgression library” method. The third objective (Chapter 4) was to 
investigate the BR and GA control of PHT. To do this we used the two phenotype-selected 
introgression libraries from Chapter three to conduct a genome-wide association study to explore 
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which genomic regions are controlling PHT, BR, and GA, and test the hypothesis that there are 
co-localizations among these genomic regions. Moreover, we used plant hormone inhibitors to 
treat different maize backcross families (with different levels of heterozygosity), and correlated 
hormone inhibitor response with the level of heterozygosity and PHT, and tested the hypothesis 
that seedling stage hormone inhibitor response can be used to predict heterosis in maize PHT. 
The fourth objective (Chapter 5) was to investigate the BR and GA control of seedling traits, as a 
high quality seedling establishment is required for stable field performance such as PHT and 
yield. As BRs and GAs have shown strong correlation with seedling vigor and biotic/abiotic 
stress tolerance, we did genome-wide association analysis across 207 diverse doubled haploid 
lines to investigate the genomic regions associated with BR and GA pathway that controlling 
seedling architecture traits. At the same time, we compared these regions to known QTL regions 
regulating stress tolerance such as cold tolerance. Moreover, we tested the hypothesis that 
seedling stage hormone level can be used to predict PHT, yield and flowering time for an inbred 
genetic background.  
 
Organization of the thesis 
This thesis contains two published research articles (Chapters 2 and 3) and one 
manuscripts under review (Chapter 4), and one manuscript in preparation (Chapter 5). The 
conclusions of all studies are summarized in a final chapter (Chapter 6). As each chapter contains 
its own introduction, the general introduction was kept brief. Literature for each individual 
experiment and procedure is introduced and discussed within the respective chapters. 
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Abstract 
Unraveling the function of genes affecting agronomic traits is accelerating due to 
progress in DNA sequencing and other high-throughput genomic approaches. Characterized 
genes can be exploited by plant breeders by using either marker-aided selection (MAS) or 
transgenic procedures. Here, we propose a third ‘outlet’, ‘molecular strengthening’ (MOST), as 
alternative option for exploiting detailed molecular understanding of trait expression, which is 
comparable to the pharmaceutical treatment of human diseases. MOST treatments can be used to 
enhance yield stability. Alternatively, they can be used to control traits temporally, such as 
flowering time to facilitate crosses for plant breeders. We also discuss the essence for developing 
MOST treatments, their prospects, and limitations. 
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 Understanding of The Molecular Basis of Traits Is Accumulating 
The amount of sequences deposited in GenBank (ftp://ftp. ncbi.nih.gov/genbank/gbrel.txt) 
increased from 11 billion to 165 billion base pairs from 2000 to 2014. Due to progress in high-
throughput sequencing approaches (next- and third-generation sequencing [1,2]), resequencing 
of well characterized species has become affordable [3,4], as well as de novo sequencing of 
species without reference genomes [5,6]. Even for polyploid species, major breakthroughs have 
been reported [7]. Resulting DNA sequence information can be converted into effective 
molecular marker applications [8,9] to generate genetic and physical maps, thus facilitating 
mapping of agronomic traits [10,11]. Alternatively, sequencing can be used directly for genome-
wide association studies (GWAS; see Glossary) [12,13] or candidate gene-based association 
studies [14,15] to identify genes and intragenic polymorphisms associated with target traits. As a 
result, the number of discoveries of novel genes has increased exponentially [16,17]. In addition, 
functional [18] and comparative genomic studies [7,19] benefit substantially from progress in 
sequencing technology, contributing to the accelerated isolation and characterization of genes 
with impacts on agronomic traits [20,21]. Moreover, due to rapid progress in transcriptome 
analysis [22,23], chemical genomics [24,25], proteomics [26,27], metabolomics [28,29], and 
emerging hormone studies [30,31], understanding of gene and protein function as well as gene 
networks and metabolic pathways has increased dramatically over the past decade. Traditionally, 
detailed molecular genetic information of trait expression is exploited by either MAS or 
transgenic procedures. However, the recent implementation of genomic prediction and selection 
[32–34] has caused a paradigm shift in plant breeding that questions the need for understanding 
the underlying molecular genetics (i.e., gene function or pathways) of agronomic traits. It was 
shown initially in animals and later in plant breeding, that a ‘black box approach’ based on low-
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cost and dense coverage markers across the genome [35,36] can efficiently enhance breeding 
programs. This raises two questions in relation to crop improvement: (i) How relevant is the 
understanding of gene and pathway information for agronomic trait improvement? (ii) In which 
ways can the accumulating -omics information be exploited, besides providing low cost markers? 
Comparable to medical genomics, we propose MOST treatments as alternative and potentially 
superior routes for exploiting molecular information in plants. Our objectives here are to: (i) 
systematically introduce the concept of MOST; (ii) compare the advantages and disadvantages of 
the three avenues for exploiting understanding of the molecular basis of agronomic trait 
expression (MAS, MOST, and transgenic methods); and (iii) use examples to illustrate the 
significance of MOST treatments.  
 
 Three Major Avenues to Use Molecular Genomic Information for Crop Improvement 
Knowledge of genes affecting agronomic traits is successfully exploited in transgenic and 
MAS approaches for crop improvement. However, in human genetics, pharmaceutical genomics 
is the primary route for exploiting gene information [37–40], turning key molecules into drugs to 
provide health benefits [41,42]. This pharmaceutical approach is less explored in crop 
improvement, but has the potential to become a third important outlet to fully utilize the 
accumulating genomic information (Figure 1).  
MAS  
Once a gene has been identified, linked, gene-derived, or functional markers [43] can be 
used as diagnostic tools for breeders to select valuable parents or progenies. Currently, major 
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MAS applications include marker assisted backcrossing, marker-assisted introgression, gene 
pyramiding, marker-assisted recurrent selection, and F2 enrichment [44,45]. Successes based on 
MAS have been reported, such as food quality improvement in tomato (Solanum lycopersicum) 
[46], yield improvement in maize (Zea mays) under water-limited conditions [47], gene 
pyramiding in rice (Oryza sativa) [48], and the development of disease-resistant soybeans 
(Glycine max (L.) Merr) [49]. However, successes recorded so far have mainly been for genes 
with major effects. By contrast, most agronomic traits are quantitatively inherited, with minor 
contributions from many genes. For those traits, genomic selection seems to be more promising 
[32], because it does not require prior characterization of genes or quantitative trait loci (QTL) 
affecting traits of interest.  
 
Transgenics  
Since the release of the first genetically modified (GM) crop variety in 1992 (‘FlavrSavr’ 
tomato), a massive expansion of GM crops has occurred. In 2013, 173 million hectares were 
planted with commercial GM crops (http://isaaa.org/ 
resources/publications/pocketk/16/default.asp), especially for maize, soybean, and cotton 
(Gossypium spp.) [50]. Most of the transgenes that were introduced to these crops are related to 
pest, disease, or herbicide resistance. The Bt trait [a transgenic trait conferring resistance to 
lepidopteran insects found in Bacillus thuringiensis (Bt)] in cotton reduces costs relating to 
pesticides and labor, increases yield, and, thus, leads to economic and health benefits for farmers 
[51]. The main advantage of transgenic approaches is that they can utilize genes from other 
species, introducing novel beneficial traits. However, legal approval for a new transgenic product 
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costs approximately US$35 million for the regulatory process (http://www.isaaa.org/ 
gmapprovaldatabase/default.asp). As a consequence, only a few transgenic events promising 
sufficient return on investment are used for crop improvement. This limits the number of genes 
and crop species for which the use of transgenic varieties is economically feasible. Moreover, 
public concern about the safety and environmental impact of GM crops prohibits their use in 
various countries. Novel genome-editing methods [52] might provide a fresh perspective with 
acceptance of transgene products due to a more targeted manipulation of genomes.  
 
MOST 
 We will use the term ‘MOST’ for the non-genetic manipulation of crop improvement, 
based on understanding of molecular mechanisms. Informed by -omics approaches, molecules 
can be produced or extracted to target biological molecules or structures to manipulate crop 
performance, similar to medical treatment of humans. MOST treatments can be used to enhance 
yield stability under different abiotic or biotic stress conditions, to reduce fertilizer input, and to 
modulate plant developmental or morphological traits, such as flowering time. The idea of plant 
treatment is not novel: from the 1940s to the late 1970s, application of ethylene, gibberellins, 
auxins, cytokinins, and their antagonists and protagonists was used extensively by plant 
biologists following the discovery that 2,4- dichlorophenoxyacetic acid (2-4-D) induces plant 
growth [53]. Application of chlorocholine chloride (CCC) to avoid wheat lodging was prevalent 
during the early 1960s, although CCC was initially discovered to reduce growth. Only several 
years later was its relation to gibberellic acid (GA) synthesis inhibition uncovered [54]. In 
contrast to these traditional studies, MOST is a sequence-based ‘reverse crop improvement’ 
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strategy, which depends on an understanding of gene function or molecular pathways, while 
earlier work on phytohormones precedes this knowledge; in addition, MOST is not focused on 
plant hormones. Instead, it includes a broad range of effector molecules, such as DNA, RNA, 
proteins, metabolites, and plant extracts. In addition, nanoparticle approaches provide novel 
opportunities to deliver proteins or other molecules into plant cells.  
 
Comparison of MAS, transgenic procedures, and MOST treatments  
MAS benefits from new genotyping technologies, and the price per marker data point has 
dropped substantially over the past decade. MAS is routine in commercial breeding programs for 
simple and oligogenic inherited traits. However, the identification of minor-effect QTL and the 
pyramiding of those into elite germplasm did not appear to be a feasible strategy, which is why 
such QTLs were replaced by genomic selection (GS). The major advantage of transgenic 
approaches compared with MAS and MOST procedures is that it is possible to create novel trait 
expressions that are unavailable in the original plant species. However, costs and public concerns 
are often prohibitive to using this option (Table 1). The essential difference between MOST and 
MAS and transgenic procedures is that the latter two approaches act at the genetic level to 
improve genetic potential of breeding materials over multiple generations, whereas MOST does 
not affect genetic potential, but rather aims at maximizing trait expression for any given 
genotype (e.g., to counteract environmental conditions). Alternatively, MOST might override 
genetic determination to manipulate traits temporarily (e.g., flowering control for controlled 
crosses by plant breeders). In contrast to MAS and transgenic methods, which need multiple 
generations for the introgression of favorable alleles or transgenic events into improved genetic 
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backgrounds, once a new MOST treatment is established, it may become broadly applicable 
across genotypes and species without further delay. However, MOST has some potential 
drawbacks, such as efficient ways of application, adverse effects, and potential interactions with 
environmental conditions. Given the history of the negative impact on human and environmental 
conditions, such as the application of 2-4-D, dioxin, and dichlorodiphenyltrichloroethane (DDT), 
novel MOST treatments need to be carefully examined before field applications can go ahead.  
 
Development of MOST Treatments 
The development of MOST treatments starts with a thorough understanding of the 
underlying molecular components and mechanisms (i.e., genes, RNAs, proteins, and pathways) 
affecting the expression of a particular trait. This molecular information can then be translated 
into potential effectors, that is, molecules that activate, modulate, or inactivate the action of 
specific molecular targets (Figure 2). After a perfect ‘hit’ between effectors and molecular 
targets is identified, extensive field trials are needed before MOST treatments can be developed 
that are applicable under practical conditions.  
 
Molecular targets  
Plant molecules as potential molecular targets include DNA, RNA, proteins, and lipids. 
DNA targets include regulatory sequences, sites underlying epigenetic regulation, and binding 
sites for transcription factors. Coding RNA (mRNA) and noncoding RNA (tRNA and rRNA) can 
be targeted to control protein synthesis. Other RNA classes are siRNA and miRNA, which affect 
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the abiotic stress response [55,56]. Protein targets can have a functional or structural role. 
Functional proteins include enzymes, transcription factors, transport proteins, and receptors. 
Structural proteins, such as cell wall proteins, are crucial for support and cellular motility 
functions [57–59]. Lipids, such as phospholipids, are key components of cell membranes and 
important players in plant metabolism [59,60]. Steroids as functional lipids may act as hormones 
or hormone precursors. Moreover, metabolites, including hormones, can be molecular targets, as 
well as part of DNA–protein, RNA–protein, protein–protein, and higher-order complexes. For 
developing MOST strategies, the preferred molecular target is specifically affected by a 
corresponding effector. If the molecular target is involved in multiple biological processes, 
implications for other traits need to be considered. For medical research, next generation 
sequencing (NGS) data have been successfully used in the early stages of target identification 
[61]. RNAseq data from whole human exomes can help to identify potential new targets for 
disease pathology for rare Mendelian disorders [62]. 
 
Effectors  
 DNA, RNA, protein, hormones, plant extracts, and chemically synthesized molecules 
can function as effectors to affect molecular targets and metabolic pathways to manipulate trait 
expression. The transient introduction of DNA (e.g., by Agro-infiltration [63]) may stimulate 
ectopic expression of pivotal proteins or metabolites. In contrast to transgenic methods, DNA as 
an effector is transiently expressed in particular target cells without genome integration. RNAi is 
a useful tool for gene knockdown and the fact that siRNA and miRNA are both naturally used by 
cells for gene expression regulation means that RNA effectors will be nontoxic and highly 
27 
 
 
effective. Designed double stranded RNA (dsRNA) can be used as effectors to reduce the 
expression of unfavorable gene sets in a targeted way. Alternatively, RNA silencing can be used 
as a plant immune system against virus infection [64]. For the purpose of medical treatments, the 
use of protein-based drugs has dramatically increased since the introduction of insulin. In plants, 
proteins or recombinant proteins can be applied to execute essential functions, or to interact with 
potential targets. However, it is harder to deliver proteins into plant cells than into animal cells 
because of the plant cell wall. Nanoparticle approaches for delivering proteins directly into plant 
cells offer great insights into the delivery process for plants [65]. Transcription factors or 
enzymes can either modulate gene expressions or affect important biochemical reactions. Plant 
hormones are involved in key developmental processes and mediate responses to both biotic and 
abiotic stresses throughout the whole life cycle of a plant [66]. Hormones not only orchestrate 
intrinsic genetic programs, but also integrate environmental cues to adapt to environments. By 
controlling hormone abundances, crop performance can be optimized [67]. Plant extracts have 
shown to be efficient in controlling enzymes related to disease resistance [68]. Instead of using 
natural biological molecules, synthesized molecules can be designed and applied. For example, 
some chemicals could act as hormone inhibitors to control hormone synthesis and signaling 
pathways.  
  
Systematic discovery of target–effector hits  
For medical research, improper target selection may lead to a high rate of failure for drug 
development [69]. Thus, the first critical step to develop a new MOST treatment is proper target 
identification and validation. Accumulating sequence-based -omics information provides 
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massive opportunities for target selection. Bioinformatic tools combined with genetic and 
biological models can be used to predict and prioritize molecular targets [70]. For target 
validation, emerging genome-editing techniques are promising. Based on zinc-finger nucleases 
(ZFNs), transcription activator-like endonucleases (TALENs), and clustered regularly 
interspaced short palindromic repeat [CRISPR)/ CRISPR-associated protein 9 (Cas9)] systems, it 
is possible to introduce or revert mutations at specific sites in a genome and in key regulatory 
proteins [71]. Subtle target site modification can validate predicted phenotypes. After that, 
chemical genomics or chemogenomics can test interactions between molecular targets and small 
molecules to identify hits [72]. For example, a transmembrane protein BIL4 related to the control 
of cell elongation was found to be affected by the brassinosteroid synthesis inhibitor brassinazole 
[73]. A chemically synthesized molecule Gravicin has been shown to interact with PGP19, a 
member of abscisic acid (ABA) transporters in Arabidopsis thaliana [74]. Bioassays to screen 
diverse chemical, bioactive molecule collections for their effect on particular cells or plants in 
vitro provide a strong basis [75] for future MOST developments. Alternatively, in silico tools can 
be used for identifying hits, and these have been used extensively for drug discoveries [76]. For 
example, TargetHunter has been developed for predicting bio-targets of chemical compounds 
[77]. This web-based target prediction tool implements an in silico target prediction algorism, 
fishing targets and similar counterparts by exploring the largest available chemogenomic 
databases, reaching a prediction accuracy of 91.1%. NGS technologies have been successfully 
applied in high-throughput compound screening by using a method called ‘encoded library 
technology’ [78]. This method searches for compounds that are covalently linked to short 
oligonucleotide labels. By sequencing oligonucleotide tags, chemical compounds can be 
identified in chemical libraries by affinity selection. This hit discovery process can produce 
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results specific for different organs or developmental stages, thus offering clues about when and 
where to apply MOST. 
 
 Application of MOST treatments  
MOST treatments have to be economic and easily applicable, such as by seed coating or 
foliar spraying. MOST application might be optional (e.g., no drought treatment in case of 
sufficient water supply). In addition, the effector should be stable across environments, easily 
absorbed by plants, and degradable. Extensive field examinations are a prerequisite to establish 
robust MOST treatments. It is important that potentially adverse influences of effectors on 
unrelated traits are examined. As for other agricultural applications (such as use of pesticides), 
MOST treatments need to meet country-specific regulations, such as the Environmental 
Protection Agency in the USA (http:// www.epa.gov/) with regard to potential ecological and 
human health risks, including adverse effects on soil, water systems, and wildlife species. 
Effectors should be biodegradable so that residues will not enter the food chain. Potential hazard 
identification, dose response, exposure assessment, and risk characterization of MOST 
treatments need to be examined for either field handlers or final product consumers. The 
registration of a new pesticide costs approximately US$500 000 (http://www2. 
epa.gov/pesticide-registration), and is likely to be similar for any new MOST treatment. 
Compared with transgenic approaches, for which each new event needs to be approved and 
registered, once a novel MOST treatmentis approved, it can be applied broadly and extensively 
to different species.  
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Examples  
MOST treatments can be used to induce disease resistance (Box 1). Alternatively, MOST 
treatments can be used to provide tolerance to abiotic stress factors, to control crop morphology 
and development, or to reduce fertilizer input. Drought stress exerts a dramatic impact on crop 
production. Traditionally, farmers use irrigation (if available) or, in some cases, polyethylene 
cover to protect soil. However, these methods have inherent problems, such as adverse 
environmental influences and a high price [79,80]. Alternatively, exploiting biological 
mechanisms for plant drought tolerance are promising [81]. ABA acts as a key regulator of yield 
increase under drought conditions [82]. Intervention in ABA signaling by small molecules could 
help plants to reduce the impact of drought [83]. However, direct application of ABA is affected 
by chemical instability and rapid catabolism by plant enzymes. A recently discovered ABA-
mimicking ligand is promising as a potential effector. It acts as a potent activator of multiple 
members of ABA receptors, and proved to be efficient in protecting crops from drought by 
external application [84]. Alternatively, molecular targeting of receptor-like kinases (RLKs) was 
found to increase drought tolerance [80]. RLKs and related peptide ligands are evolutionarily 
highly conserved, which facilitates their transfer from model to crop species [85]. For control of 
plant architecture, phytohormones can be targeted. For example, by reducing brassinosteroid 
levels, rice leaves become more erect, which increases yield and biomass production [86]. This 
can be achieved by the application of the brassinosteroid synthesis inhibitor propiconazole, 
which is easy to apply and available at low cost [87]. In maize, the loss of ability to produce 
brassinosteroids results in female maize plants [88]. This may be useful for maize hybrid seed 
production, because producers must remove tassels from female parents to avoid self-pollination. 
Usually, phytohormones have pleiotropic effects. Thus, the impact of MOST treatments on other 
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traits needs to be carefully examined. For example, low levels of brassinosteroids might lead to 
oxidative damage induced by water stress [89]. However, this can be complemented by external 
application of ABA [89]. Combinations of effectors addressing different hormone pathways to 
execute unique or complementary functions will be required to address the problem of correlated 
traits. Finally, MOST treatments may be used for decreasing fertilizer inputs. For example, 
external application of secret small peptides increased both lateral root elongation and nitrogen 
use-efficiency as a result of the upregulation of nitrate transporter genes [90].  
 
Concluding Remarks 
Here, we have highlighted MOST as a third important route for utilizing detailed 
molecular genomic information generated from current large-scale sequencing and -omics 
projects. Although classic methods such as MAS and transgenics are successful, they have 
inherent limitations and could be substituted or complemented by MOST treatments. Some 
current limitations of the existing methods are that, in European countries, transgenics are not 
accepted and MAS cannot be utilized if there is no natural variation for a desired trait. However, 
if there is prior knowledge underlying a desirable trait in other species, MOST treatments may be 
used to trigger specific metabolic pathways, which may lead to a target phenotype. Nonetheless, 
the applicability is depending on the acceptance by plant breeders and/or consumers of the 
specific treatment method. For the purpose of complementing existing methods, MOST 
treatments can be used for maximizing trait expression after an elite cultivar is produced by 
MAS or transgenic approaches. For example, MOST can increase biotic or abiotic resistance for 
yield stability. Moreover, MOST treatments can be used to induce the expression of a transgene 
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at a defined time point. Promoters that will be induced by a known effector can be used to 
construct transgenic events [91]. Finally, detailed understanding of molecular processes in plants 
can be exploited not only for crop improvement (MOST), but also for identification of molecules 
of high economic value for other applications [92].  
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Figure 1. Three ways to utilize detailed molecular genetic information for crop improvement. 
Phenotypes generated from the field, high-throughput sequencing techniques, and various -omics 
approaches generate vast amounts of valuable data in the information pool for crop improvement. 
Traditionally, this detailed molecular genomic information is exploited by marker-aided 
selection (MAS) (i) and transgenic approaches (ii) for producing better new varieties. MAS can 
be used for both parental and progeny selection, whereas transgenic methods provide 
opportunities for introducing novel beneficial traits. Molecular strengthening (MOST) treatments 
(iii) as a third outlet can facilitate the breeding process (i.e., flowering time regulation or  
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Figure 1 continued 
controlled crosses). MOST treatments can also be applied directly in the field for crop 
management, for reduced fertilizer input, or improved yield stability due to increased biotic 
and/or abiotic resistance. Abbreviations: GWAS, genome-wide association studies; QTL, 
quantitative trait loci. 
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Figure 2. Possible interactions between effectors and molecular targets. The triangles represent 
six classes of effector. Green represents DNA as effectors and/or targets, red represents RNA, 
orange represents proteins, purple represents hormones, dark red represents metabolites, silver 
represents lipids, yellow represents synthesized chemical molecules, and green represents plant 
extracts. Possible interactions are shown as triangles and targets combined. 
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Table 1. Comparison of MAS, transgenics and MOST 
 
Trait MAS Transgenics MOST 
Effect on environment No effect May have effect May have effect 
Transferability across species Low Mediana High 
Multitrait integration Median Low Highb 
Novel trait induction No High Medianc 
Cost for producers Median Expensive Median 
Cost for farmersd Low Median Low 
Public concern No High Median 
 
a Plant transformation protocol may not be available for species of interest. 
b Combination of molecules targeting multiple traits is feasible. 
c Metabolic pathways may not exist in target species. 
d MOST treatments are applied only when it is needed. Compared with farmers who 
encounter severe yield losses without MOST application, farmers using MOST will 
consider it cost efficient. 
 
 
 
 
44 
 
 
Box 1. Comparison of MAS, transgenics and MOST methods 
Bacterial blight is one of the most important bacterial diseases of rice and is caused by 
Xanthomonas oryzae pv. oryzae (Xoo). It can reduce rice yields by up to 50% [93]; thus, 
worldwide efforts have been devoted to solve this problem. Successful examples of increasing 
the disease resistance by MAS, transgenic, and MOST methods are available. A combination of 
all three methods might be superior to each of those individually. 
 
MAS 
MAS is mainly used to pyramid different resistance genes into elite materials. Different 
combinations of these resistance genes provide high levels of resistance, such as introgression of 
xa5, xa13, and Xa21 into elite line cv. PR106 [94]; Xa7, Xa21, Xa22, and Xa23 into the elite rice 
line Huahui 1035 [95; and Xa4, Xa21, and Xa27 into Mianhui 725 [96]. These MAS pyramiding 
strategies were efficient for developing varieties resistant to rice bacterial blight. However, the 
introgression process is time consuming, and has to be repeated for novel cultivars. Once new 
pathogen isolates evolve that can overcome specific resistance genes, further R genes need to be 
introgressed. 
 
Transgenics 
Similar to MAS, transgenic approaches aim to introduce resistant genes into elite rice varieties. 
Besides introducing rice resistance genes, for example Xa21 into IR72 [97], genes from other 
species can be introduced in this way, such as antimicrobial peptide genes Np3 and Np5 from 
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Chinese shrimp [98] and antibacterial peptide cecropin B from Bombyx mori [99]. Compared 
with MAS, transgenic approaches are more expensive and strictly regulated. Thus, MAS is 
preferable for rice genes. However, for genes from non-crossable species, transgenic approaches 
are the only option. 
 
MOST 
MOST treatments do not change the genetic information of an organism. However, in contrast to 
traditional fungicides, MOST targets the genome, transcriptome, or proteome of the host plant 
instead of the invading pathogens, although the mode of action may be similar. Exogenous 
application of jasmonic acid (JA) can induce resistance to Xoo [100]. Expression of linalool 
synthase is increased and leads to the upregulation of defense-related genes. Alternatively, some 
plant extracts can induce defense-related enzymes, such as protoporphyrinogen oxidase (PPO), 
prolyl oligopeptidase (PO) and β-1,3-glucanase [68, which can suppress the disease by up to 
70% under field conditions. However, environmental, social, and economical consequences need 
to be considered before large-scale application. 
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Abstract 
This study aimed at developing, characterizing and evaluating two maize phenotypic-
selected introgression libraries for a collection of dominant plant height (PHT)-increasing alleles 
by introgressing donor chromosome segments (DCS) from Germplasm Enhancement of Maize 
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(GEM) accessions into elite inbred lines: PHB47 and PHZ51. Different backcross generations 
(BC1-BC4) were developed and the tallest 23 phenotype-selected introgression families (PIFs) 
from each introgression library (PHB47 or PHZ51) were selected for single nucleotide 
polymorphism genotyping to localize DCS underlying PHT. The result shows that most PIFs 
carrying DCS were significantly (α= 0.01) taller than the respective recurrent parent. In addition, 
they contained larger donor genome proportions than expected in the absence of selection or 
random mating across all BC generations. The DCS were distributed over the whole genome, 
indicating a complex genetic nature underlying PHT. We conclude that our PIFs are enriched for 
favorable PHT-increasing alleles. These two libraries offer opportunities for future PHT gene 
isolation and allele characterization and for breeding purposes, such as novel cultivars for biofuel 
production. 
 
Introduction 
Plant height (PHT) is an important agronomic trait that is associated with grain yield. 
PHT exhibits a strong correlation with relative yield (grain production; r2 = 0.67) and moderate, 
but highly significant, correlations with ear height and the number of leaves per plant (r2 = 0.88) 
(Sibov et al. 2003, Aastveit and Aastveit 1993, Lima et al. 2006), illustrating the importance of 
PHT as fitness trait in the agricultural context. Currently, the focus is on high grain yield due to 
increasing plant population densities of moderate-sized, lodging-tolerant cultivars. However, an 
increased demand for lignocellulosic biomass for biofuels has led to a paradigm shift in plant 
architecture (Fernandez et al. 2009, Schwietzke et al. 2009, Hu and Lubberstedt 2015). As tall 
plants can produce more vegetative tissue, there is a positive and strong correlation between PHT 
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and biomass in maize (r 2 > 0.73) (Lubberstedt et al. 1997). Moreover, for dual-purpose crops for 
which grain is still of high value, increased stover biomass is an added value. In the Midwestern 
and Central Plains regions, 100 million metric tons of maize stover can be produced for biofuel 
production (Graham et al. 2007). Moreover, selection for taller plant stature increases the yield 
capacity under water-limiting conditions, as PHT shows a positive and high correlation with 
yield under drought (Edmeades et al. 1999, He et al. 2010, Sayed 2011). Although tall plants are 
more susceptible to lodging, selection for traits that enhance the plant stability (Fernandez et al. 
2009) can avoid the lodging problem.  
 
However, continued selection of moderate PHT within elite germplasm may cause the 
reduction in genetic diversity (Hawkes 1977, Goodman 1999). Introgression library may act as a 
potential method to add extra genetic diversity – as introgression of unadapted exotic germplasm 
into elite breeding materials can reduce genetic vulnerability and broaden the variability 
available for selection (Tanksley and Nelson 1996). Despite poor agronomic performance, exotic 
germplasm has repeatedly shown to contain favorable genes (Frey et al. 1984, Elgin and Miller 
1989, DeVicente and Tanksley 1993), which provides novel opportunities to maximize the 
genetic diversity and produce new cultivars.  
 
Previously, introgression libraries were proposed as powerful tool to disrupt elite genetic 
background as little as possible by introducing a limited number of exotic segments by 
backcrossing (Eshed et al. 1992). Introgression involves the repeated backcrossing with the elite 
line as recurrent parent (RP), thereby minimizing the negative side effects attributable to genetic 
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interactions between exotic and elite genomes. Because Eshed and Zamir (1994) constructed the 
first introgression line library in tomato carrying single wild tomato (Lycopersicon pennellii) 
chromosomal segments in the genetic background of cultivated tomato (Lycopersicon 
esculentum), introgression libraries were successfully used in other crop species. Beneficial 
effects of alleles from exotic germplasm have been illustrated for PHT (Miedaner et al. 2011), 
various agronomic traits (Huang et al. 2003, Pillen et al. 2003, Septiningsih et al. 2003, Tian et al. 
2006, Tan et al. 2007, Von Korff et al. 2008), quality-related traits (Matus et al. 2003, Pillen et al. 
2003, Kunert et al. 2007) and biotic and abiotic stress tolerance (Von Korff et al. 2005, Siangliw 
et al. 2007, Gu et al. 2012). 
 
Introgression libraries ideally consist of a set of homozygous, near-isogenic lines, each 
carrying a single marker-defined donor chromosome segment (DCS) in the genetic background 
of an elite line (Zamir 2001), which facilitates the characterization and utilization of exotic 
segments by plant breeders (Eshed et al. 1996). These DCS are introduced by marker-assisted 
backcrossing (MABC), and all DCS in the introgression library jointly represent the total donor 
genome. So far, introgression libraries were developed for maize (Ribaut and Ragot 2007, 
Szalma et al. 2007) and other economically important crop species including tomato (Eshed et al. 
1992, Eshed and Zamir 1994), Brassica napus (Howell et al. 1996, Ramsay et al. 1996), rice (Lin 
et al. 1998), barley (Matus et al. 2003, Von Korff et al. 2004, 2008), soybean (Concibido et al. 
2003), lettuce (Jeuken and Lindhout 2004), melon (Eduardo et al. 2005), wheat (Liu et al. 2006) 
and rye (Miedaner et al. 2011).  
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However, traditional establishment of introgression libraries using MABC is time-
consuming, laborious (Zamir and Eshed 1998) and requires extensive genotyping process, 
although significant improvements have been made such as how to more efficiently use the high-
throughput marker selection system and different crossing schemes to shorten backcross (BC) 
generations (Herzog et al. 2014). Moreover, for traditional introgression libraries, only two 
parents will be involved to construct introgression libraries, which may limit their genetic 
diversity. In this manuscript, we address the idea of phenotypic-selected introgression library to 
accumulate PHT-increasing genetic variation. Phenotype-selected introgression families (PIFs) 
still need several generations of backcrossing, but without marker selection or genotyping, this 
method is more cost-effective. Moreover, it maximizes the genetic diversity for the target trait by 
using more donor accessions. In summary, it has three major differences compared to traditional 
introgression line libraries: (i) PIFs for PHT do not necessarily cover all regions of the genome, 
but accumulate DCS affecting PHT within an elite/adapted genetic background; (ii) DCS 
originate from multiple donors; and (iii) only phenotypic selection was employed. PIF libraries 
enable broader and more targeted (trait-specific) use of exotic germplasm. Multiple exotic 
donors have the advantage over a single donor to provide a greater variety of chromosomal 
segments in any genomic location (Holland 2004, Zeng et al. 2007, Ladizinsky 2012). In each 
generation, only tall plants were selected and backcrossed, which leads to an enrichment of 
chromosome segments and genes with impact on increasing the PHT in isogenic background.  
 
The objectives of our study were to (i) develop two maize PIF libraries using the 
Germplasm Enhancement of Maize (GEM) accessions as a source of DCS into the genetic 
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background of PHB47 and PHZ51 elite maize lines, (ii) investigate the per se performance of 
introgression families resulting from BC individuals selected for PHT to study the potential 
utility of establishing trait-based introgression libraries using PHT as well-characterized 
quantitative genetic model character, and (iii) identify, localize and characterize DCS of 
individual PIFs to investigate the genetic architecture underlying maize PHT for future maize 
PHT improvement programs using markers. 
 
Materials and Methods 
Two libraries of introgression families were developed. Exotic donor parents as source 
materials were obtained from the GEM project (Salhuana and Pollak 2006), which aims at 
developing adapted germplasm from unadapted sources from the Latin American Maize Project 
(LAMP) (Salhuana and Pollak 2006) that can be utilized in the major corn-growing areas of the 
United States. These exotic maize accessions were crossed with expired PVP (Plant Variety 
Protection) lines PHZ51 and PHB47 as RPs, resulting in two libraries based on either PHB47 or 
PHZ51 genetic background as PIFB47 or PIFZ51. PHB47 belongs to the Iowa stiff stalk (BSSS) 
gene pool, while PHZ51 is belonging to the non-stiff-stalk gene pool. As illustrated in (Fig. 1), 
for each donor accession, bulked pollen from donor individuals was used to cross with RP 
(PHB47 or PHZ51) to produce F1 seed. Five random F1 individuals were backcrossed with the 
RP plants to produce five BC1F1 families (BC1F1 ears were kept separate as BC1 families). 
Among the five BC1F1 families, only the families flowering about the same time (within 5 days) 
as the RP were advanced. On average, one to three BC1F1 families were selected for each donor 
accession. The two tallest plants in each selected BC1F1 family were picked and backcrossed to 
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the RP. Seed from the tallest plant was used to produce a BC1:2 family (Fig. 1). BC1:2 seed of the 
other selected plant was kept as a backup. This procedure was repeated to produce advanced 
BC2:3 or BC3:4 families with the goal to produce one advanced BC family per accession × 
background combination. In total, 58 and 62 exotic accessions were used to establish the PIFB47 
and PIFZ51 libraries, respectively, including 17 accessions commonly used for both PIF libraries 
(Table 1). For PIFZ51, there are 2 BC1 families, 79 BC2 families, 42 BC3 families and 3 BC4 
families. For PIFB47, we developed 4 BC1 families, 39 BC2 families, 53 BC3 families and 4 BC4 
families. 
 
Field evaluation 
In the 2010 and 2011 growing seasons, all BC families (126 from PIFZ51, 100 from 
PIFB47 – some donor accessions produce more than one PIF) were planted at two locations: 
Agronomy farm, Iowa State University, Ames, IA (Ames), and Plant Introduction Station, IA 
(Ames), in 2-m plots. Twenty-five plants were planted per plot with 0.75 m between plots. BC 
families (226 in total) and the two parental inbred lines (PHB47 and PHZ51), included as checks, 
were planted in unreplicated field trials in 2010 and in a randomized complete block (RCBD) 
design in two replicated field trials in 2011 at two locations. Days to tasseling was recorded, 
when at least 50% of the plants per plot showed emerged tassels. Two weeks after tasseling, the 
plant with a median PHT within each plot was selected and measured; PHT was recorded from 
the ground to the top of the tassel. The average of PHT across locations and replications was 
calculated to represent the PHT performance for each family. 
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DNA extraction and genotyping 
 Leaf samples of the selected PIFs were collected for DNA extraction after tasseling. The 
DNA of the BC families was extracted from the leaf materials according to the protocol 
described by Saghai-Maroof et al. (1984). The tallest 23 families from each introgression library 
(PIFB47 and PIFZ51) were selected (=subset of ‘selected introgression libraries’), named as 
PIFB47S and PIFZ51S for genotyping with 207 mapped single nucleotide polymorphism 
markers (SNP) [based on ISU SNP map (Liu et al. 2010)]. The markers are distributed 
throughout the genome using the SequenomMassARRAY System at the Genomic Technologies 
Facility (http://www. plantgenomics.iastate.edu/) at ISU. Estimation of recurrent and donor 
parent genome percentages for each BC family was carried out by considering alleles differing 
from those of the RP as donor introgressions, while marker alleles identical to the RP alleles 
were classified as RP alleles. Fifty BC1 doubled haploid (DH) lines developed from the GEM 
project were used for comparison as unselected library in this study (Brenner et al. 2012). Briefly, 
GEM-DH lines were generated by introgressing the same set of exotic maize races into the 
genetic background of PHZ51 and PHB47, respectively, to produce GEM-DH-B47 and GEM-
DH-Z51 lines. The difference between GEM-DH lines and PIFs is that instead of repeated 
backcrossing with phenotypic selection, DH lines were generated from BC1 individuals without 
any phenotypic selection. The 50 GEM-DH lines were genotyped with 199 SNP markers with a 
subset of 139 SNP markers overlapping with the 207 used for genotyping the PIFs. 
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Statistical analyses 
Phenotypic data were subjected to analyses of variance based on a RCBD. Entry means 
were used in the combined analyses across locations. Only data collected in 2011 were used in 
the combined analyses. Location was considered as a fixed factor, whereas genotypes were 
considered as a random factor. The variance components for genotypes (σ2g), genotype × 
environment variance (σ2g×e) and error variance (σ2e) were estimated according to Hallauer and 
Miranda (1988). Heritability h2 was calculated on an entry mean basis. After excluding 
monomorphic markers and markers polymorphic for only one of 23 families in either PIFB47S 
or PIFZ51S, 71 and 84 markers were used for further analyses in PIFB47S and PIFZ51S. 
Graphical genotypes were obtained using the software package Graphical GenoTypes (GGT) 
(Van Berloo 2008). Genotyped BC families were characterized for the percentage of donor 
parent compared to RP alleles. Based on genotype representation with GGT, the number of DCS 
as well as the percentage of donor genome was determined. For the calculation of segment length 
and genome ratios, the half-intervals flanking a marker locus were considered to be of the same 
genotype as implemented by the GGT software. For a few missing marker data points, because 
the flanking markers are RP genotype, BC families with missing data were assumed to have the 
genotype of the RP for this particular marker. We define hot spots in this manuscript as meta-
analyses results of previous published PHT QTL regions from Wang et al. (2006). 
Results 
Average PHT was 220.7 and 237.3 cm for the RPs PHZ51 and PHB47, respectively (Fig. 
2). As expected, the means of most families from PIFB47 and PIFZ51 exceeded their respective 
RPs. For PIFB47 and PIFZ51, PHT ranged from 215.5 to 296.0 cm and from 231.1 to 285.3 cm, 
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respectively; 55% of PIFB47 families and 98% of PIFZ51 families were significantly taller than 
their corresponding RP (α = 0.01). In contrast, only 10% and 9% of GEM-DH-B47 and GEM-
DH-Z51 lines were significantly taller than their corresponding RP – most GEM-DH lines 
showed no difference in PHT, supporting the efficiency of phenotypic selection and indicating 
that the PHT-increasing donor alleles have been successfully accumulated in PIFB47 and 
PIFZ51 introgression libraries. DTT (Days to Tasseling) means were close to RPs in both 
libraries. All BC families reached tasseling within five days for PIFB47 and within seven days 
for PIFZ51, except for one family (PHZ51 < 2 > /(BOFO DGO123/ PHZ51)/PHZ51#005)#001 > 
01/Z51:1050)-B) with 10 days delayed tasseling compared to PHZ51. In contrast, most 
unselected GEM-DH lines show later flowering time, supporting the efficiency of phenotypic 
selection in preparing our PIF introgression libraries. Pearson’s phenotypic correlations between 
PHT and DTT were low, although significant (r = 0.19**). When correlations were calculated 
separately for each library, low significant positive correlations were obtained within the PHB47 
library (r = 0.21**). No significant correlation was found within the PHZ51 library between PHT 
and DTT. Variance components for genotype generally exceeded those for genotype 9 
environment (GxE) interactions (Table 2). Nevertheless, GxE interaction components were 
significant (P = 0.01). Estimates for h2 were high: h2 for PHT and DTT were 0.79 and 0.74, 
respectively. 
Genetic characterization of backcross families 
Generally, BC families displayed a higher percentage of donor genome than the expected 
25%, 12.5%, 6.25% and 3.125% for BC1, BC2, BC3 and BC4 generations (Table 3 and Table 4). 
For example, there are on average 21.56% and 11.8% for BC2 and BC3 in the PIFZ51S (Table 3) 
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and 16.24% and 11.47% for BC2 and BC3 in the PIFB47S (Table 4). The percentage of donor 
introgressions ranged from 8.4% to 64.6% and from 6.3% to 32.5% for PIFZ51S and PIFB47S, 
respectively. The number of donor segments ranged from 4 to 19 in PIFZ51S and 4 to 18 in 
PIFB47S. 
 
Advanced BC generations in both selected introgression libraries (PIFB47S and PIFZ51S) 
showed an obvious decrease in the number of DCS and the proportion of donor genome per PIF 
(Table 3 and Table 4). In PIFB47S, the percentage of donor parent decreased from 24.5% (10 
segments) in BC1, 16.3% (seven segments) in BC2, to 11.5% (six segments) in BC3 families. In 
PIFZ51S, the proportion of donor parent decreased from 21.6% (nine segments) in BC2 to 11.8% 
(six segments) in BC3 families. However, one BC4 family had a 56% donor genome proportion 
(19 segments), which may be due to random drift or a large linkage block inherited from its 
original donor. The observed donor genome proportion was greater for PIFs compared to the 
unselected GEM-DH lines (Table 3 and Table 4). On average, unselected GEM-DH lines had a 
reduced percentage of donor introgressions (21.3% and 16.5% in GEM-DH-Z51 and GEMDH-
B47 lines, respectively) compared with the expected value of 25.0% in BC1. 
 
Comparison between the two selected libraries (PIFB47S and PIFZ51S) 
Donor chromosome segments are distributed over the whole genome for the two selected 
libraries (Figs 3 and 4). The maximum frequency of donor introgressions was found on 
Chromosome 4 in both libraries (21.4% and 33.2% in PIFB47S and PIFZ51S, respectively). 
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Chromosomes 1 (21.2%) and 6 (17.3%) for PIFB47S and Chromosomes 2 (21.8%) and 3 (24.0%) 
for PIFZ51S also displayed high percentages of donor introgressions. The lowest frequency of 
donor allele introgressions was observed for Chromosomes 2 (9.3%), 3 (10.4%) and 7 (10.0%) in 
PIFB47S and for Chromosomes 6 (8.8%) and 7 (12.4%) in PIFZ51S. In PIFZ51S, seven 
genomic regions displayed the highest donor genome percentages, which suggests that in these 
regions the RP alleles tend to be replaced by donor segments during the phenotypic selection 
process. The highest genome contribution (45%) was detected within the intervals ranging from 
16.0 to 29.7 cM on Chromosome 4, followed by nine regions with 35% donor genome 
contribution distributed over five chromosomes. The second highest donor genome contributions 
were located on Chromosomes 1, 2, 3 and 4. Regions with low frequency of RP allele 
substitution by donor segments were clustered in 10 regions on seven chromosomes: 
Chromosome 1 (0 and 201.4– 230.1 cM), Chromosome 2 (99.3 cM), Chromosome 4 (17.7–29.0 
cM), Chromosome 6 (12.9 cM), Chromosome 7 (11.5–34.3 cM), Chromosome 9 (30.3 and 81.2 
cM) and Chromosome 10 (83.6 and 146.7 cM). For PIFB47S, 10 regions with a high donor 
replacement frequency were distributed over six chromosomes. The highest donor genome 
percentages were detected on Chromosome 6 at 12.1 cM (65%) and 47.7 cM (45%), followed by 
the telomeric regions of Chromosomes 1, 4, 6 and 10 with 35% donor allele contributions. 
Sixteen regions with a low replacement frequency were identified for PIFB47S distributed over 
the whole genome with 15% of donor genome. 
 In several cases, introgressions coming from different donor parents were shared by 
selected BC families in both libraries. The most frequent donor regions detected in both selected 
libraries were at 93.5 and 117.1 cM on Chromosome 1, 21.4 cM on Chromosome 2, 201.9 cM on 
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Chromosome 3, 16.0 and 101.0 cM on Chromosome 4, 12.1 cM on Chromosome 6, 41.3 and 
77.5 cM on Chromosome 8 and 72.4 cM on Chromosome 9. 
 
Discussion 
Our study aimed to establish two phenotypic-selected introgression libraries to 
accumulate dominant maize PHT-increasing alleles from various donors into the same genetic 
background. Tall plants were selected that flowered about the same time as the RP, to reduce the 
confounding effect of flowering time and PHT. Various unrelated PHT QTL from different 
donor parents may facilitate the discovery of novel PHT-related genes, and they may be useful 
for breeding varieties aiming at maximizing biomass yield (Fernandez et al. 2009). 
 
The two introgression libraries used in this study consist of BC families carrying DCS, 
which were introgressed into a common elite genetic background of either PHB47 or PHZ51. 
The selected and genotyped tallest 46 BC families (23 in each RP background) with significantly 
(α = 0.01) taller PHT than their RPs contained 4–19 DCS with donor genome percentages 
ranging from 6.3% to 64.6%. Compared to high-throughput genotyping technologies that 
produce thousands of markers for each individual, the number of markers used in this study was 
limited. However, because most of the individuals are only BC2-BC3, the number of SNP 
markers used in this study is sufficient to capture large DCS (Figs 3 and 4) – in PIFZ51S, the 
average donor genome proportion is 21.3%, and there are on average 9.6 donor segments, so the 
average length is 21.3%/9.6 = 2.22% of the genome. We used 84 markers across the genome and 
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the average length between each two markers is 100%/84 = 1.19% < 1.83 – the number of 
markers are able to capture the large donor segments. Distribution of DCS across the whole 
genome in these selected PIFs is consistent with quantitative inheritance of PHT. In the present 
study, most PIFs were generated after two to three generations of backcrossing. Without 
selection, the proportion of donor genome should decrease by 50% after each generation of 
backcrossing. A lower-than-expected donor genome proportion was observed (BC1DH = 16 < 
25%) for the unselected GEMDH lines. This can be explained by monomorphic markers between 
the RP and donors, which leads to an underestimated donor genome proportion. In contrast, PIFs 
had a higher level (on average 8%) of donor genome proportion (BC2 = 19.1%, BC3 = 11.6%, 
etc.) than expected without selection. Because some markers are monomorphic between RP and 
donor parent and the number of SNP markers is relatively small in this study, the true donor 
genome proportion in PIFs is expected to be even higher. This indicates that the selection process 
was successful and that donor alleles related to PHT were accumulated in our PIF libraries. Some 
alleles with small effects related to PHT may be lost during the selection process. However, PIFs 
are still able to capture more DCS relating to tallness compared with traditional introgression 
methods. Substantial hitchhiking and linkage drag around the target locus can be expected (Stam 
and Zeven 1981), resulting on average in 36-cM-long donor regions in BC3 for a chromosome of 
200 cM. Our phenotypic selection process likely selected multiple loci related to PHT in each 
PIF, explaining the much higher donor genome proportion found in our study. A rough 
calculation could be that if only one locus affecting PHT was selected, then additional donor 
genome proportion is expected to be 2% [36 cM/1800 cM – ISU SNP map (Liu et al. 2010)]. If 
two independent loci are selected, then it should be 4%, etc. Based on the BC1DH information, 
when the expected donor genome proportion is 25%, on average there is 9% (25–16%) lower 
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donor genome proportion likely due to monomorphic markers, which means that when the 
observed donor proportion is 16%, there will be 9% underestimated. So on average, when the 
observed extra donor genome proportion is 8%, there will be 8%×9%/16% = 4.5%. The extra 
donor genome proportion for the PIFs should then be (8% + 8%× (9%/ 16%) = 12.5%), which 
means that there were around seven (12.5%/2%) loci selected for each PIF on average. For the 
PIF with the largest donor genome proportion, the number of loci would be 41 (one BC2F1 – 
(64.6–12.5) ×(25/16)/2). 
 
To differentiate genome regions with the effect on PHT from regions carrying DCS and 
present due to random drift, we determined hot spots for PHT in the genome. A hot spot in our 
study was defined as genomic region, where the RP allele is replaced by DCS in more than seven 
PIFs across both PIFB47S and PIFZ51S. A DCS is expected to occur at 50% in BC1F1, 25% in 
BC2F1 and 12.5% in BC3F1 due to the random drift. Because there were 1 BC1, 33 BC2, 10 BC3 
and 2 BC4 families within our PIF library, we calculated an approximate weighted probability for 
a DCS to occur by random drift among our selected 46 PIFs as P = 0.25× (1/46) + 0.125×(33/46) 
+ 0.0625× (10/46) + 0.03125×(2/46) = 0.1. Based on a binomial distribution mass function 
(Frisch et al. 1999) of F (7, 46, 0.1) = 0.92, the probability of more than seven individuals 
carrying a donor allele SNP by random drift rather than by selection pressure is smaller than 0.08. 
The more often a DCS substitutes a particular region, the more likely it becomes that this 
substitution is not only by chance but indeed due to selection. Our hypothesis is that hot spots are 
more likely to carry PHT-related QTL. This is similar to introgression mapping process proposed 
by Thurber et al. (2013). Therein, for all BC4-derived lines, the theoretical expectation of finding 
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a donor segment without selection was 3% and a cut-off of 4% was used to define the regions 
retained due to selection. As a result, 28 hot spots met our criterion, spread across the whole 
genome (Table 5). The number of hot spots in our study was comparable with the number of 
QTL identified in previous studies of maize using large mapping populations. In a study based 
on a population size of N = 976 in maize, a total of 30 QTL were detected for PHT (Schon et al. 
2004). Melchinger et al. (1998) detected a total of 31 QTL for PHT among 344 maize F3 families 
derived from a biparental cross. Wang et al. (2006) found 40 ‘real’ PHT QTL using meta 
analyses by collecting all previous PHT QTL results distributed over the whole maize genome. 
We found that 12 hot spots in our study overlapped with respective ‘real’ QTL, which means that 
these 12 hot spots overlapped with repeatedly reported QTL in previous mapping studies for 
PHT QTL. For example, the hot spot on Chromosome 4 with the maximum frequency of donor 
introgressions overlapped with previously reported PHT QTL (Wang et al. 2006). This number 
of overlapping with previous published PHT hot spots is higher than expected by chance: the 
probability of finding 12 hot spots by chance based on 28 regions detected in our study is below 
0.1. Around 31% of the total markers overlap with the ‘real’ QTL. Based on a binomial 
distribution mass function (Frisch et al. 1999) of F (11, 28, 0.31) ~0.9, the probability of finding 
12 or more overlap regions with the ‘real’ QTL just by chance is around 0.1. These 12 overlap 
regions may be the main clusters of PHT-related genes segregating within elite maize materials. 
 
For the 126 PIFs from the PIFZ51 and 100 PIFs from the PIFB47, we only genotyped 23 
PIFs from each library and only the regions without an effect on flowering time were selected. 
This may be the reason that we did not capture more ‘real’ QTL. We also detected 16 hot spots 
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different from the 40 ‘real’ QTL. As most of the previous PHT QTL mapping studies were based 
on elite germplasm, it is no surprise to find novel PHT related regions in our study, because we 
utilized offspring of exotic × elite crosses. Across the 28 regions, the region around 12.1 cM on 
Chromosome 6 and 101 cM on Chromosome 4 [based on the ISU SNP map (Liu et al. 2010)] 
had the highest DCS substitution rates: 18 of 46 PIFs carried DCS in these two regions. 
 
Our approach of utilizing a small population size while tapping into extensive genetic 
diversity by using multiple donor accessions is different from bi-parental QTL mapping and 
introgression mapping populations. Small population sizes influence the power to detect QTL 
and the accuracy of estimated QTL effects (Melchinger et al. 1998). In a study performed by 
Beavis (1994) using 400 maize F3 families derived from the B73 × Mo17 cross to determine the 
effect of population size on the number of QTL detected, only four QTL were detected in the 
combined mapping population of size N = 400, further reduced to 1–3 in each of the subsets of N 
= 100 families. In another study performed by Schon et al. (2004), a total of 30 QTL for PHT 
were detected, but with a very large mapping population of N = 976 maize F2:5 families derived 
from a bi-parental cross. When multiple sets of smaller population sizes N = 488, 244 and 122 
F2:5 from the same bi-parental cross were used by sampling without replacement, the number of 
QTL detected decreased to 17.6, 12.0 and 9.1, respectively. Therefore, our PIF library method 
provides a promising opportunity to efficiently use the genetic potential of exotic germplasm and 
targeting genomic regions underlying quantitative traits based on a small number of selected 
families. 
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The method to use introgression libraries to discover PHT QTL was successful in 
previous studies (Pillen et al. 2003, Septiningsih et al. 2003, Liu et al. 2006, Von Korff et al. 
2008) and for other agronomically important traits (Huang et al. 2003, Pillen et al. 2003, 
Septiningsih et al. 2003, Tian et al. 2006, Tan et al. 2007, Von Korff et al. 2008). Even for 
introgression lines with extra donor segments, new statistical methods have been developed for 
QTL detection (Falke et al. 2014). A pre-selection for target genes underlying a quantitative trait 
or phenotype in previous BC generations was shown to be helpful for accelerating the recovery 
of the elite RP genome (Frisch 2005, Falke et al. 2008). Our PIF library method is comparable to 
other traditional introgression libraries, with the difference being that only phenotypic selection 
was executed, multiple donor parents were used and we only focused on one trait. Compared 
with the traditional introgression libraries, the use of PIFs has advantages: (i) low cost 
phenotypic selection, (ii) multiple donors and (iii) focus on only one trait to accumulate 
respective genomic regions. However, this approach of using PIFs may only be useful for highly 
heritable traits and a limited use for only one trait – PIFs may not be suitable for complex traits 
that are more difficult to phenotype with lower heritability. However, the fast developing novel 
high-throughput phenotyping techniques may provide more opportunities for PIF method. 
Without high-throughput marker-assisted selection, there may be linkage drag problems 
associated with PIF method; however, PIF is still a very efficient way to maximize the genetic 
variation and to establish pre-breeding materials. 
Flowering time and PHT are closely correlated. We intentionally and successfully 
enriched for DCS affecting PHT, but not flowering time as documented by much lower 
correlations between both traits (r2 = 0.19) compared to other studies, for example r2 = 0.34 in 
the NAM (Nested Association Mapping) population and r2 = 0.78 in NCRPIS panel (Peiffer et al. 
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2014). In this way, the PHT-related genomic regions will not be confounded with flowering time. 
This is valuable to develop silage and dual-purpose maize varieties to increase the biomass yield 
via PHT without affecting the maturity. 
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Figure 1. Breeding scheme to generate one PIF/the donor accession is a segregating exotic 
source population. Bulked pollen from the donor accession was used to pollinate the recurrent 
parent (RP). As the F1 is segregating, random F1 plants were used to backcross (BC) with RP. 
BC1F1 families were harvested separately, and for selected BC1F1 families (similar flowering 
time with RP), the two tallest plants (O) were selected and backcrossed with RP, one to be 
planted next season and one as a backup. This process was repeated in following BC generations. 
The most advanced PIF per donor × background combination in terms of BC generations was 
used for further phenotypic and genotypic characterization in this study. 
72 
 
 
 
Table 1. Exotic accessions used for establishing PIFs 
 
No. PIFB47 PIFZ51 
  
1 
ABANERO 
CUN342 
Amarillo 
Huancabamba – 
PIU 17B 
2 
ALTIPLANO 
BOV903 
ANCASH 291 
3 
Amarillo 
Huancabamba – PIU 
38B B 
ANDELA 
ECU699 ICA 
4 
ANCASHINO 
ANC102 
Araguito – VEN 
678 
5 
ANDAQUI 
CAQ307 FT 
Arequipeno – 
ARQ 1 B 
6 
ANDELA ECU 
699 
Argentino – 
BOV 920 
7 
ARAGUITO 
VEN678 
Arizona – LIB 
16 B 
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Table 1 continued 
8 
Arequipeno – 
ARQ 1 B) 
AvatiPichingaIh
u – BR 2830 
9 
AvatiMorotiGuapi 
– PAG 139 B 
Blanco Ayabaca 
– PIU119 B 
10 
Blanco Ayabaca – 
PIU119 B 
Blanco Blandito 
– ECU 523 B 
11 
Blanco Blandito – 
ECU 523 B 
BOFO DGO123 
12 BR106:S99n99n 
BR105:N99v99
v 
13 
CABUYA 
SAN316 FTC 
Calchaqui white 
flint – ARG 2420 
14 
CAMELIA 
CHI411 
CANGUIL GR. 
ECU447 
15 
CANDELA 
ECU531 
Canilla – 
VEN693 B 
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Table 1 continued 
16 
Canilla – VEN 
693 B 
Capiorosado – 
ARG 460 
17 
CatetoNortista – 
GIN I B 
Chandelle – 
VEN 409 
18 
Chillo – ECU 458 
B 
Chillo – ECU 
411 
19 
Chirimito – VEN 
703 B 
Chirimito – 
VEN 703 B 
20 
Comiteco – GUA 
515 B 
Clavito – 
ECU884 B 
21 
CON NORT 
ZAC161 
Clavo – NAR 
329 
22 
CON PUNT 
CUZ13 
Comiteco – 
GUA 515 B 
23 
CONICO 
[PUE116]{CIMYT 
CON PN 
CUZ13 
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Table 1 continued 
24 
Costeño – 
Antioquia 394 B 
Coroicoblanco 
– BOV 406 
25 
COSTENO 
[VEN775]{ICA} 
Cravoriogrande
nse – RGS VII B 
26 
Cravoriograndens
e – RGS VII B 
Cristal – SP X 
B 
27 Cuzco gigante 
Cubanodentado 
– BOV 585 
28 
DULCILLO DE 
NO SON57 
Culli – ARG 
471 
29 DZ B GUA131 
CUZCO 
CUZ217 
30 
EARLY 
CARIBBEAN 
MAR9 
Cuzco gigante 
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Table 1 continued 
31 
ELOTES 
OCCIDENT NAY29 
DE T CAL. 
GUA159 
32 
GORDO 
[CHH131]{CIMYT} 
DULCILLO 
DEL NO SON57 
33 
IMA 66 
Ames8554 
ELOTES 
OCCIDENT 
DGO236 
34 
KARAPAMPA 
BOV978 
ELOTES 
OCCIDENT 
NAY29 
35 
MISHCA 
ECU321 
Huachano – 
LIM 43 B 
36 
MONTANA 
NAR625 
Huarmaca – 
PIU 72 
37 
MORADO 
BOV567 
Huevito – VEN 
396 B 
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Table 1 continued 
38 MOROC APC67 Jora – ANC 1 B 
39 
NANO # 
BOV1032 
KCELO 
BOV948 
40 OLITA DGO159 
MISHC 
ECU321 
41 
OLOTON 
[GUA383]{CIMYT} 
Morchon – 
ECU454B 
42 
ONAVENO 
SON24 
Morocho – APC 
77 
43 PARO CUZ76 
MOROCHO 
APC67 
44 
PATILLO 
GRANDE BOV649 
MOROTI PEI 
45 PERLA ANC23 
Negrita de 
tierrafria – GUA 
522 
46 PISAN BOV344 
NINUELO 
BOV1088 
78 
 
 
Table 1 continued 
47 
POJ CHICO 
BOV800 
Oke – ARG 539 
48 
PUE116 
{CIMYT} 
OLLO CUN424 
ICA 
49 
Puya – MAG 355 
B 
Patillo – ECU 
417 
50 
Rabo De Zorro – 
ANC 325 B 
Piricinco – SM 
8 B 
51 
Racimo de Uva – 
ECU 517 B 
PISAN 
BOV344 
52 SABN CUN367 
Rabo De Zorro 
– ANC 325 B 
53 
SAN MARCENO 
# [GUA724]{INIA} 
Racimo de Uva 
– ECU 517 B 
54 
Semi 
dentadopaulista – 
PAG I B 
Rienda – CAJ 
80 B 
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Table 1 continued 
55 TEPE CHS225 
SARCO 
ANC184 
56 
Tepecintle – GUA 
65 B 
SG HUANCAV 
JUN164 
57 
Vandeño – GRO 
96 B 
Sin 
Clasificación – 
CAU454 
58 
YUCATAN 
TOL389 ICA 
TuxpeñoNorteñ
o – CHH287 
59   
UCHIM 
ECU681 
60   
Uchuquilla – 
BOV318 
61   
Vandeño – 
GRO 96 B 
62   
YUNGUENO 
BOV362 
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Figure 2. Ranges of plant height of 126 (PIFZ51) and 100 (PIFB47) PIFs and the 23 selected 
phenotype-selected introgression families (PIFB47S and PIFZ51S)/the box defined between the 
first quartile (Q1) and the third quartile (Q3) represent 50% of the backcross family values. The 
line in the box indicates the median value. The two horizontal rows represent the means of the 
two recurrent parents, the upper one represents for PHB47, and the bottom one represents for 
PHZ51. 
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Table 2. Estimates of variance components, broad-sense heritability h2 for phenotype-selected 
introgression families (PIFs). 
 
Trait Variance component   
Location Genotype G × E Error h2 
PHT 450.26** 154.54** 31.81** 50.94** 0.8 
DTT 10.31** 0.74** 0.25** 0.31** 0.7 
 
PHT, plant height; DTT, days to tasseling; G × E, genotype by environment interaction. 
‘*’ and ‘**’ show the significances at 0.05 and 0.01 of probability level, respectively. 
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Table 3. Genetic characterization of PIFZ51S: Proportion of donor parent genome and its 
expected values and the observed number of donor chromosomal segments (DCS). 
PIF Donor BC 
Expected 
donor 
Observed 
donor No.DCS 
1 
Chandelle – 
VEN 409 
BC2 12.5 22.5 10 
2 
Capiorosado 
– ARG 460 
BC2 12.5 10.1 7 
3 
Negrita de 
tierrafria – 
GUA 522 
BC2 12.5 17.3 11 
4 
Blanco 
Blandito – ECU 
523 B 
BC2 12.5 35.3 15 
5 
Rabo De 
Zorro – ANC 
325 B 
BC2 12.5 12.7 8 
6 
Huevito – 
VEN 396 B 
BC2 12.5 21.2 10 
7 
Piricinco – 
SM 8 B 
BC2 12.5 23.4 10 
8 
Culli – ARG 
471 
BC2 12.5 13.4 9 
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Table 3 continued 
9 
Huachano – 
LIM 43 B 
BC2 12.5 31.8 12 
10 
BOFO 
DGO123 
BC4 3.125 56 19 
11 
Racimo de 
Uva – ECU 517 
B 
BC2 12.5 64.6 10 
12 
Chillo – ECU 
458 
BC2 12.5 25.4 11 
13 
BOFO 
DGO123 
BC4 3.125 10.9 7 
14 
BOFO 
DGO123 
BC3 6.25 14.3 7 
15 
Sin 
Clasificación – 
CAU454 
BC2 12.5 18.1 9 
16 
Jora – ANC 
1 B 
BC2 12.5 14.3 8 
17 
Patillo – 
ECU 417 
BC2 12.5 15.5 10 
18 
Comiteco – 
GUA 515 B 
BC2 12.5 20.4 11 
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Table 3 continued 
19 
BOFO 
DGO123 
BC3 6.25 12.4 7 
20 
Arizona – 
LIB 16 B 
BC3 6.25 8.7 4 
21 
Chillo – ECU 
411 
BC2 12.5 19.6 10 
22 
Cuzco 
gigante 
BC2 12.5 8.4 4 
23 
Canilla – 
VEN693 B 
BC2 12.5 14.1 11 
  
Avg. 
PIFZ51S (23 
ILs) 
  10.8 21.3 9.6 
  
Avg. GEM-
DH-Z51 lines 
(20 ILs) 
BC1
-DH 
25 16.5 8.95 
 
BC, backcross generation; DH, doubled haploid; GEM, Germplasm Enhancement of Maize; PIF, 
phenotype-selected introgression families. 
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Table 4. Genetic characterization of PIFB47S: Proportion of donor parent genome and its 
expected values and the observed number of donor chromosomal segments (DCS). 
PIF Donor BC 
Expected 
donor 
Observed 
donor No.DCS 
1 
Blanco Ayabaca – 
PIU119 B 
BC2 12.5 10 4 
2 
ELOTES OCCIDENT 
NAY29 
BC3 6.25 32.5 18 
3 
Racimo de Uva – ECU 
517 B 
BC2 12.5 9 9 
4 Vandeño – GRO 96 B BC2 12.5 20.1 13 
5 
Amarillo 
Huancabamba – PIU 38B 
B 
BC2 12.5 18.2 12 
6 
PHB47/Chillo – ECU 
458 
BC2 12.5 11.6 8 
7 
Comiteco – GUA 515 
B 
BC2 12.5 10.5 5 
8 
Rabo De Zorro – ANC 
325 B 
BC2 12.5 18.7 10 
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Table 4 continued 
9 
CatetoNortista – GIN I 
B 
BC2 12.5 29.8 11 
10 
B47NANO # 
BOV1032/PHB47 
BC3 6.25 5.4 5 
11 
Semi dentadopaulista – 
PAG I B 
BC2 12.5 19.5 9 
12 CON PUNT CUZ13 BC3 6.25 6.7 4 
13 
GORDO 
[CHH131]{CIMYT})-B-
B-SIB-023-001-001)#001 
BC2 12.5 8.6 5 
14 CAMELIA CHI411 BC3 6.25 10.3 8 
15 
Costeño – Antioquia 
394 B 
BC2 12.5 22.2 11 
16 
B47/COSTENO 
[VEN775]{ICA})-B-B-
SIB-018-001-001)#001 
BC3 6.25 12.2 8 
17 
Blanco Ayabaca – 
PIU119 B 
BC2 12.5 15.6 9 
18 Cuzco gigante BC1 25 24.5 12 
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Table 4 continued 
19 Cuzco gigante BC2 12.5 11.5 5 
20 
Blanco Ayabaca – 
PIU119 B 
BC3 6.25 6.9 4 
21 Canilla – VEN 693 B BC2 12.5 20.4 7 
22 TEPE CHS225 BC3 6.25 6.3 4 
23 
Blanco Blandito – 
ECU 523 B 
BC2 12.5 18 11 
  Avg. PIFB47S (23 ILs) 
Mixe
d 
11.1 15.2 8.3 
  
Avg. GEM-DH-B47 
lines (20 ILs) 
BC1-
DH 
25 15.5 6.8 
 
BC, backcross generation; DH, doubled haploid; GEM, Germplasm Enhancement of Maize; PIF, 
phenotype-selected introgression families. 
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Figure 3: Genotypic characterization of the top 23 phenotype-selected introgression families 
within PIFB47S/the marker position (vertical bars) is presented above the figure, black 
represents heterozygous state of the donors, and grey represents for recurrent parents. 
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Figure 4: Genotypic characterization of the top 23 phenotype-selected introgression families 
within PIFZ51S/the marker position (vertical bars) is presented above the figure, black 
represents heterozygous state of the donors, and grey represents for recurrent parents. 
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Table 5. Positions and frequencies of selected hot spots. 
 
Chr. 
Position 
(cM) 
Donor 
frequency 
1 0 19.55 
1 93.5 21.75 
1 107.2 15.2 
1 117.1 23.9 
1 125.3 17.39 
1 174.5 17.39 
1 221 15.2 
2 1.1 19.57 
2 21.4 23.9 
3 174.5 17.39 
3 201.9 26.05 
4 16 28.25 
4 29.7 21.74 
4 94.1 15.2 
4 101 34.75 
5 16 19.55 
5 70.8 15.2 
5 71.9 17.35 
6 12.1 41.3 
6 47.7 21.74 
6 79.7 17.39 
8 41.3 19.55 
8 59 15.2 
8 62.2 15.2 
8 77.5 17.4 
8 80.8 17.35 
9 72.4 19.55 
10 140.1 19.57 
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CHAPTER 4. 
GIBBERELLINS PROMOTE BRASSINOSTEROIDS AND BOTH 
INCREASE HETEROSIS FOR PLANT HEIGHT IN MAIZE 
 
Songlin Hu1, Cuiling Wang2, Darlene L. Sanchez1, Alexander E. Lipka3, Peng Liu4, Yanhai Yin5, 
Michael Blanco6, Thomas Lübberstedt1* 
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Abstract 
Brassinosteroids (BR) and Gibberellins (GA) are two classes of plant hormones which have 
shown great agronomic potential to promote plant height (PHT). A dwarf or tall stature of crops 
can be achieved through an increased or decreased BR and GA level or signaling, which is 
beneficial for grain or biomass production, respectively. In this study, we established two maize 
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backcross libraries with substantial variation for the level of heterozygosity and PHT, with two 
doubled haploid libraries as comparison. We conducted genome wide association studies to 
explore the genetic control of PHT by BR and GA. In addition, we used BR and GA inhibitors to 
compare the relationship between PHT, BR, and GA in inbred lines and heterozygotes from a 
physiological and biological perspective. A total of 73 genomic loci were discovered to be 
associated with PHT, with 7 co-localized with GA, and 2 very close to BR candidate genes. Field 
PHT was significantly correlated with seedling stage BR and GA inhibitor responses. However, 
this observation was only valid for maize heterozygotes, but not for inbred lines. Our path 
analysis results demonstrated that higher level of heterozygosity led to elevated GA activities. 
Increased GA promoted BR level, and both increase heterosis in maize PHT. We concluded that 
seedling stage hormone inhibitor response is promising for predicting heterosis for field PHT. 
 
Author Summary 
Heterosis is the phenomenon in which hybrids exhibit superior phenotypes compared to their 
parents. Although plant breeders have utilized heterosis for the development of superior yielding 
varieties in many important crop species, the molecular basis of heterosis has not been fully 
understood. Here, we provided new insights to show that two major plant hormones 
brassinosteroids (BR) and gibberellins (GA) was involved in the regulation of heterosis in maize 
plant height. We found that seedling stage BR and GA inhibitor response can be correlated with 
field plant height for heterozygotes, but not for inbred lines. We employed path analysis, which 
revealed that higher level of heterozygosity lead to higher GA and BR (due to crosstalk with GA) 
levels, and these two plant hormones promote heterosis for plant height. Compared to previous 
93 
 
 
reports to use genes, metabolites, or transcripts, we were able to use plant hormones to predict 
heterosis for plant height in maize. This knowledge enriches the knowledge of plant hormone 
control of plant performance, and will benefit future maize hybrid breeding projects.  
 
Introduction 
Increasing demand for biomass production led to a paradigm shift regarding plant height 
(PHT) from dwarfs to giants [1]. Tall maize varieties are more desirable, if maize is used as dual 
purpose or biomass crop. For dual-purpose maize, increased stover biomass adds value: grain is 
harvested for food or feed, stover for bioenergy conversion. While PHT increasing alleles 
contribute to increasing biofuel production, they also increase the risk of lodging. To overcome 
this negative side effect, breeders can either produce maize varieties with increased lignin level 
or a stronger root system to stabilize plants [1]. Increased lignin levels are not desirable for 
biochemical, but favorable for thermochemical conversion of biomass [2]. 
 
PHT is an important agronomic trait in modern maize and more generally cereal breeding 
programs, and has been manipulated during maize domestication as it shows significant 
correlations with different agronomic traits such as grain yield [3, 4]. For grain maize production, 
breeders prefer a short stature, as high yielding maize varieties need to be lodging-tolerant under 
high nitrogen levels and high density planting conditions. Breeders use semi-dwarf genes to 
moderately decrease PHT in cereals, such as the green revolution genes sd-1 in rice [5] and Rht 
in wheat [6]. In maize, several maize dwarf genes have been well characterized, but are not 
intentionally used in breeding programs due to their adverse impact on grain yield, such as 
dwarf3 [7], dwarf8 and dwarf9 [8, 9], nana plant1 [10], and brd1 [11]. All these genes cause 
94 
 
 
defects in either the brassinosteroid (BR) or the gibberellin (GA) pathway, stressing the 
importance of these two plant hormones in the control of PHT. It was reported that BR and GA 
have the most direct effects on PHT without major negative pleiotropic effects as compared to 
other plant hormones [1].  
 
Plant hormone inhibitors are powerful tools for elucidating plant hormone functions during 
plant development. For example, BR inhibitor Propiconazole (Pcz) has successfully been 
employed for studying BR control of sex determination and PHT in maize [12]. GA inhibitor 
Uniconazole (Ucz) was used to explore root growth and nitrogen transfer in soybean [13]. 
Instead of using hormone pathway mutants, plant hormone inhibitors can phenocopy hormone-
deficient mutants in crops, with the advantage that deficiency levels of hormones can be 
controlled. Moreover, plant hormone inhibitors can help with identification and characterization 
of hormone deficient mutants without prior knowledge of the mutant phenotype [12]. In maize, 
Pcz and Ucz are two popular plant hormone inhibitors of BR and GA, respectively, due to their 
easy accessibility and low costs [12, 14]. Application of Pcz and Ucz reduce mesocotyl 
elongation, and genotypes with elevated BR or GA level are more tolerant to Pcz or Ucz, 
resulting in alleviated reduction of mesocotyl length [12]. Therefore, Pcz and Ucz can be 
employed to explore the relationship between morphological traits, BR and GA activities in 
maize.  
 
In this study, two sets of backcross (BC) libraries derived by introgression of a diverse set of 
tropical maize accessions into inbred lines, representing two major maize heterotic groups (Iowa 
Stiff Stalk and Non Stiff Stalk), were evaluated for PHT. Moreover, we applied BR and GA 
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inhibitors Pcz and Ucz at seedling stage to compare BR and GA inhibitor responses between tall 
and short maize BC families within each library, and between the tallest and shortest individuals 
within BC families. In addition, two sets of doubled haploid (DH) libraries derived from the 
same parents producing the two BC libraries were tested for PHT and BR/GA activities as a 
comparison. Our objectives were (1) to evaluate the PHT performance of the two BC libraries 
and the two DH libraries; (2) to conduct a genome-wide association study (GWAS) to investigate 
the genomic regions associated with BR, GA, and PHT in these BC families; and (3) to apply 
Pcz and Ucz treatments to these two BC libraries and two DH libraries to investigate the 
relationship between BR, GA, and PHT in both inbred lines (the two DH libraries) and 
heterozygotes (the two BC libraries). 
 
Results 
All statements about statistical inferences are based on a type I error rate (or family-wise 
error rate) of 5% unless P-values are specifically given in the result section. As described in the 
section of Methods, two libraries of phenotypic-selected introgression families (PIFs): PIFB47 
(PHB47 as recurrent parent) and PIFZ51 (PHZ51 as recurrent parent), and two doubled haploid 
(DH) libraries (DHB47 and DHZ51, without any phenotype selection) were compared with their 
recurrent parent. Most PIFs were significantly taller than their recurrent parent (Fig 1) and 
showed consistent PHT performance (heritability: h2=0.81) across three years (S1 Fig). The 
percentages of PIFs significantly taller than their recurrent parent in each year were: 91.6% 
(2013), 92.5% (2014), 92.0% (2015) for PIFB47; and 85.7% (2013), 85.5% (2014), and 90.0% 
(2015) for PIFZ51. Even for the shortest individual within each PIF (SPHT), 91.2% and 59.4% 
of these individuals were taller than recurrent parent within PIFB47 or PIFZ51, respectively. In 
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contrast, the proportion of taller BGEM lines (DH lines from DHB47 and DHZ51: See methods 
section) compared with their recurrent parent was only 23% for DHZ51 and 18% for DHB47. 
PIFB47 was on average 23 cm taller than PIFZ51, and PHB47 was on average 8 cm taller than 
PHZ51. For the BGEM lines, DHB47 was on average 2 cm taller than DHZ51. None of the PIFs 
were significantly taller than the F1 hybrid of PHB47×PHZ51. 
 
All PIFs flowered within three days compared to the respective recurrent parent for both 
days to tasseling (DDT) and days to silking (DTS). The average anthesis - silking interval (ASI) 
was 0.3 and 0.6 days for PIFB47 and PIFZ51, respectively, and thus similar to PHB47 (0.2 days) 
and PHZ51 (0.4 days). Differences of DDT and DTS between BGEM lines and recurrent parent 
ranged from 0-13 days in DHB47 and 0-15 days in DHZ51. The F1 hybrid of PHB47×PHZ51 
flowered four or six days earlier than PHB47 and PHZ51, respectively. Selection for PHT 
affected other agronomic traits including ear height (EHT), number of nodes (NNode), and tassel 
length (TL) but not leaf angle (LA). EHT, NNode and TL increased along with an increased PHT 
(Table 1) and LA is not associated with other traits. Summary statistics for other traits are listed 
in S1 Table.  
 
Genotypic characterization  
We defined donor genome proportion (DGP) of PIFs as 50% of heterozygosity (percentage 
of heterozygous markers) in this study, as for each heterozygous locus, only one allele is from 
the donor parent. On average, PIFs had a higher DGP than expected by chance (Table 2). For 
example, the expected DGP without selection is on average 0.78% for BC6 individuals, but the 
observed DGP for BC6 PIFs was 17.2% and 6.2% in PIFB47 and PIFZ51, respectively. On 
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average, PIFB47 contained 12.9% higher DGP compared to PIFZ51. In contrast, BGEM lines 
showed a slightly reduced average DGP of 22.3% in DHB47 and 23.8% in DHZ51, compared 
with the expected 25% of BC1-DH. DGP and PHT are significantly correlated for both PIFB47 
(r=0.72) and PIFZ51 (r=0.70). However, there was no significant linear relationship between 
DGP and PHT for BGEM lines. 
 
Hormone inhibitor responses of PIFs and BGEM lines 
We applied BR and GA inhibitors to PIFB47, PIFZ51, DHB47 and DHZ51 to calculate the 
BR and GA inhibitor responses. The BR and GA inhibitor Pcz and Ucz greatly reduced 
mesocotyl length compared to water treatment (Fig 2). Heritabilities of BR inhibitor response 
(MP/MW; see methods section) and GA inhibitor response (MU/MW) were 0.74 and 0.80, 
respectively. Ucz showed stronger effects than Pcz for reducing the mesocotyl length for both 
PIFs and BGEM lines (Fig 3). PHZ51 showed stronger BR and GA inhibitor response compared 
to PHB47. MP/MW was 0.19 and 0.35 for PHB47 and PHZ51, and MU/MW was 0.07 and 0.20 
for PHB47 and PHZ51, respectively. 69% (PIFB47) and 45% (PIFZ51) of PIFs had increased 
BR inhibitor response (e.g., PIF58 in S2 Fig) compared to their respective recurrent parent. GA 
inbititor response was 68% (PIFB47) and 38% (PIFZ51) increased for PIFs (e.g., PIF59 in S2 
Fig), compared to their respective recurrent parent. In contrast, only 6% to 13% of BGEM lines 
showed significant increased BR/GA inhibitor response compared to their recurrent parent, and 
the BR and GA inhibitor responses of the recurrent parents were always close to the median of 
DHB47 and DHZ51 (without phenotype selection) (Fig 3). The F1 hybrid of PHB47 × PHZ51 
showed significantly higher hormone inhibitor response for both BR and GA than most of the 
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PIFs. Only one PIF from PIFZ51 showed higher BR inhibitor response than the hybrid of PHB47 
× PHZ51 (Fig 3). 
 
BR and GA control of PHT 
Within both PIFB47 and PIFZ51: BR and GA inhibitor responses, and PHT were 
significantly correlated (Table 3). PIFs with stronger BR or GA inhibitor response were taller in 
the field. In contrast, no significant correlation was found between BR inhibitor response and 
PHT or between GA inhibitor response and PHT for BGEM lines. When assessed between the 
tallest individual and the shortest individual within PIFs, seed harvested from the tallest 
individual showed stronger hormone inhibitor response (either BR or GA or both) compared with 
the seed harvested from the shortest individual (S2 Table). For example, seed from the tallest 
individual was more tolerant to GA inhibitor compared to the seed from the shortest one of 
PIF113 (P=0.0003) (Fig 4). These PIFs contained a high level of heterozygosity (%) with on 
average 40.4% (PIFB47) and 17.8% (PIFZ51).  
 
Path analysis was used to connect the level of heterozygosity, BR inhibitor response, GA 
inhibitor response, and PHT separately within both PIFB47 and PIFZ51. Starting from the 
proposed model (see methods section), new links were added and old links were deleted based 
on the correlation structure. Path analysis for PIFB47 and PIFZ51 arrived at the same final best 
model, for which the direct correlation between heterozygosity and BR was deleted, and new 
links between BR and GA, and between heterozygosity and PHT was added (Fig 5) compared to 
the original proposed model. This was the only model fitting all criteria (Summary statistics in 
S3 Table) and it was associated with the lowest Akaike information criterion (AIC) value. 
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According to the final model a high level of heterozygosity has a direct positive effect on PHT 
and two indirect paths to impact PHT: (i) a higher level of heterozygosity increases the GA level 
(synthesis or signaling), and increased GA promotes PHT; (ii) increased GA causes an increased 
BR level/signaling, which then promotes PHT.  
 
 
Genome-wide association analysis 
Three sub-populations were obtained for joint analysis of PIFB47 and PIFZ51 (S3 Fig), with 
two subpopulations containing PHB47 and PHZ51, respectively (with limited donor 
introgression), and a mixed subpopulation containing a large (~30 %) donor genome proportion. 
With three GWAS models MLM, GLM+Q, FarmCPU for balancing false positives and false 
negatives (See Methods Section), we found that none of the SNP markers was found to be 
significantly associated with BR/GA inhibitor responses, PHT and other agronomic traits with a 
MLM (Q+K) model. With the FarmCPU method (Q+K model, but with controlled confounding 
effect between covariates (Q, K) and testing markers), we found one SNP SYN38535 on 
Chromosome 5 (282,014,45 bp; P-value 1.39 × 10-15) significantly associated with PHT (Fig 6) 
and one SNP PZE-108005623 on Chromosome 8 (567,899,5 bp; P-value 5.45 × 10-8) 
significantly associated with GA inhibitor response (Fig 6). QQ-plot showed that population 
structure and kinship controlled false positives effectively (Fig 6). With a GLM+Q model, 73 
SNPs were significantly associated with PHT (S4 Table) including SYN38535 from FarmCPU, 
and 22 of them overlapping with the 40 published PHT quantitative trait loci (QTL) hot spots 
[15]. Of these 73 SNPs, 41 were located within genes and these gene functions were summarized 
in S5 Table according to the function of their orthologues in rice and Arabidopsis. Among these 
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genes, the four genes GRMZM2G348452, GRMZM2G082191, GRMZM2G100423, and 
GRMZM2G025171 are promising for further investigation, as the orthologues of these four genes 
- cytokinin oxidase, receptor-like protein kinase, cytochrome P450 and ATP synthase in 
Arabidopsis and rice are functioning in PHT control [16-19]. 
 
For GA and BR inhibitor response, we found five, and two significant SNPs with GLM+Q 
method, respectively (S4 Table), with one overlapping SNP marker SYN19928 on Chromosome 
8 (128,133,446 bp) associated with both BR (P-value 3.62×10-5) and GA (P-value 1.66×10-5) 
inhibitor response. This SNP marker was found to be the closest linked marker in our dataset to a 
BR signaling pathway candidate gene ZmBSU1 with a 200kb physical distance. For the other 
four SNPs associated with GA inhibitor response, three were close to GA candidate genes: PZE-
108005623 (overlapped with FarmCPU method) and PZA00058.6 (Chromosome 8; 602,357,7 
bp) are clustered and 2 Mb away from GA signaling candidate gene ZmRBX1A. Marker PZE-
108070783 (Chromosome 8; 123,786,918 bp) is 3Mb away from GA signaling candidate gene 
ZmCUL1. These three candidate genes ZmBSU1, ZmRBX1A, and ZmCUL1 are expressed at 
seedling stage with the same absolute expression value of 3475.53 [20]. For the other traits, four 
markers were associated with EHT, one with NNode, and one with LA (S4 Table). None of these 
markers were close to any BR or GA candidate genes. 
 
Co-localization of BR and GA candidate genes with PHT associated SNP markers 
We systematically used orthologue information from Arabidopsis and rice to find all GA and 
BR candidate genes in maize. Compared with a different method, which used all previously 
reported genes encoding GA metabolism enzymes in maize and other species as BLAST queries 
101 
 
 
to find GA candidate genes, all the GA candidate genes found in this study matched with their 
results [21]. With 1Mb bin size, seven PHT associated SNP markers co-localized with GA 
candidate genes (Table 4). Except for marker PZA02388.01 and PZE-108073190, which are the 
third and second closest SNP markers to the candidate gene, all the other SNP markers are the 
closest SNP markers included in our marker dataset to the candidate gene. The probability of 
finding seven PHT associated SNP markers co-localized with GA candidate genes by chance 
with a 1Mb bin size within our marker dataset is P=0.041 based on a non-parametric resampling 
method. We did not find BR candidate genes co-localized with PHT associated SNP markers 
with 1Mb bin size. The two closest PHT associated SNP markers PZE-108100090 and PZE-
109116158 were 1.13 and 1.25 Mb away from two BR candidate genes, ZmBRI1-1 and 
ZmBSK1-1, respectively. 
 
Discussion 
Phenotypic selection for PHT and flowering time was successful in this study. Most PIFs 
(~90%) were significantly taller than their respective recurrent parent (Fig 1), while flowering 
undistinguishable from their recurrent parents. Selection for PHT resulted in high levels of 
heterozygosity (Table 2). The percentage of heterozygous markers for PIFB47 and PIFZ51 after 
four to six generations of backcrossing was on average 34% and 9%, respectively. Percentage of 
heterozygosity was correlated with PHT in both PIFB47 and PIFZ51 (r~0.7). In contrast, only 
about 20% of BGEM lines were significantly taller than their recurrent parent, and there was no 
significant correlation between donor genome proportion (DGP) and PHT. Without selection, the 
observed DGP is around 23%, close to the expected 25% for BC1-DH lines.  
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Stronger selection was observed in PIFB47. PIFB47 was on average 23 cm taller than 
PIFZ51, and this difference was larger than the difference between PHB47 and PHZ51 (8cm). 
Moreover, PIFB47 contained on average 25% more heterozygous markers than PIFZ51. In 
comparison, DHB47 was on average 2cm taller than DHZ51, and both of them had an observed 
DGP around 23%. In addition, we compared a subset of PIFs from PIFB47 and PIFZ51, which 
were derived from the same set of donor parents backcrossed with both PHB47 and PHZ51. On 
average, these PIFs were 30 cm taller for PIFB47 compared to PIFZ51. The stiff stalk group 
(including PHB47) is more distantly related to tropical germplasm than the non-stiff stalk group 
(including PHZ51) [22]. Thus, the chance of heterotic effects increases for crosses between 
PHB47 and tropical germplasm. Previous studies for U.S. maize germplasm showed that 
panmictic midparent heterosis (PMPH) linearly increased with increasing genetic distance [23], 
and PMPH also increased with increasing genetic distances among tropical and U.S. germplasm, 
unless affected by maladaptation problems [24]. An increased divergence between two 
genotypes of a heterotic pattern increases the probability to select for complementary favorable 
alleles at different loci [25], which is consistent with our findings of accumulating more exotic 
regions at heterozygous state in PHB47 background. 
 
BR and GA inhibitor responses are correlated with PHT for PIFs 
BR and GA are two classes of plant hormones that are regarded as major pathways 
controlling PHT [26]. The effect of BR and GA on PHT is manifested primarily through 
enhanced internode elongation resulting from both increased cell elongation and cell division [1, 
27]. Previous studies focused on two aspects to connect BR, GA, and PHT in maize from a 
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genetic perspective: 1) identification of genes with profound effect on PHT leading to dwarf 
mutants, caused by defects in BR or GA synthesis or signaling pathway genes [1, 6, 10, 11, 26]; 
2) identification of PHT QTL, co-localized with BR and GA candidate genes [1, 4, 28, 29]. In 
this study, we found seven co-localized GA candidate genes with PHT associated SNP markers 
using a 1Mb bin size, and this observed frequency of co-localization is significantly different 
from random co-segregation. In addition, two BR candidate genes were found to be 1.13 and 
1.25 Mb away from two PHT associated SNPs. With a diverse panel of 7000 accessions, Yang et 
al [30] successfully discovered co-localizations with 1Mb bin size. Considering the limited 
number of backcross generations for generating PIFs, 1Mb is a reasonable cutoff to serve as a 
linkage block in this study. In maize, there are around 32,000 genes predicted, with a 2700 Mb 
genome size of maize [31]. On average, there are around 32000/2700=12 genes within a 1Mb 
region. Our assumption is, that BR and GA candidate genes are promising candidates for PHT 
control. In sorghum, two recent studies have used the Sequenom (SQNM) MassARRAY iPLEX 
platform [32] to develop molecular markers from GA and BR candidate genes [33, 34] for 
association studies, this method is promising to be applied in maize populations with low linkage 
disequilibrium but do not add more information for populations with extended linkage blocks 
such as in PIFs. 
 
Previous studies used Pcz and Ucz as BR and GA inhibitors to phenocopy the effect of BR 
and GA biosynthetic gene mutations [12]. With Pcz and Ucz treatment, mesocotyl length of 
maize seedlings is significantly reduced, and genotypes with higher BR and GA biosynthesis or 
signaling show increased tolerance to corresponding inhibitors. In this study, we applied Pcz and 
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Ucz to compare the BR and GA inhibitor responses among PIFs and BGEM lines. We found that 
the pattern of hormone inhibitor responses was very similar to the pattern of PHT performance 
(Figs 1 and 3), as PIFs are on average more tolerant to both BR and GA inhibitors compared to 
their respective recurrent parents and BGEM lines. In addition, taller PIFs are associated with 
stronger BR and GA inhibitor response within both PIFB47 and PIFZ51 (Table 3). Even within 
the same PIF, there were significant differences for hormone inhibitor response between 
offspring from the tallest and the shortest plants. In this study, the only selection applied was for 
PHT, not for hormone inhibitor response. This indicates that 1) “stronger” hormone pathway 
genes were directly selected for by selecting for increased PHT, or 2) there was a common 
pathway contributing to both taller PHT and increased hormone inhibitor response for PIFs. 
 
Crosstalk between BR and GA 
We found significant correlations between BR and GA inhibitor responses for both the PIFs 
and BGEM lines (Table 3). PIFs and BGEM lines that are more tolerant to one of these two 
hormone inhibitors also tend to show tolerance to the other hormone inhibitor. Pathway analysis 
suggested that there was a direct crosstalk between the BR and GA pathways, supported by 
recent studies in Arabidopsis and rice [35-40]. In addition, we found the same SNP, co-localized 
with a BR candidate gene ZmBSU1, to be associated with both BR and GA. This indicates that 
BSU1 may have a function in the interaction between BR and GA. A previous study showed that 
BZR1, a transcription factor activated by BR signaling and a DELLA protein, which inhibits the 
GA signaling pathway, are the key genes mediating crosstalk between BR and GA signaling 
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pathways [17, 38]. Since BSU1 is activating BZR1 activity [41], it explains detection of BSU1 as 
a modulator. 
 
Prediction of heterosis in PHT by early monitoring of BR and GA levels 
Heterosis and inbreeding depression are considered two sides of the same coin [42] and both 
of them are defined and quantified in relation to a reference population. Any effect of inbreeding 
in a population will increase heterosis by the same amount [43]. Heterosis is clearly related to 
heterozygosity, but it has long been debated how heterozygosity results in heterosis [44]. 
Inbreeding depression is caused by increased homozygosity of individuals [45], as increased 
levels of homozygosity accumulate detrimental recessive mutations and reduce heterozygote 
advantages. Positive correlations between trait expression and level of heterozygosity are 
recognized as suggestive evidence for heterosis and inbreeding depression, and inbreeding 
coefficients estimated using homozygous SNPs was found to correlate well with pedigree 
inbreeding coefficient to infer inbreeding depression [46]. In this study, we found significant 
positive correlations between PHT and the level of marker heterozygosity (r~0.7). Path analysis 
indicates that the level of heterozygosity is directly and positively correlated with GA levels 
(r~0.5), and seedling stage BR/GA inhibitor responses were positively correlated with field PHT 
for PIFs (r~0.5), but not BGEM lines (r~0.1). We were not able to directly correlate BR/GA with 
heterosis in PHT, as we only have recurrent parent and backcross progeny information (exotic 
donor parents are segregating accessions without available seed source and characterization). 
However, we were able to calculate the level of homozygosity, and correlate the level of 
homozygosity with PHT. Increased inbreeding significantly reduced PHT, with correlation 
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(between the level of homozygosity and PHT) around 0.7. As the level of homozygosity is 
closely correlated with inbreeding depression [46], and inbreeding depression is the flip side of 
heterosis, we conclude that BR and GA promote heterosis for PHT (α=0.05) in this study. 
 
Previous studies have shown that GA levels are correlated with seedling heterosis: 1) 
hybrids were associated with higher GA levels than parental inbred lines in maize [47, 48], 
sorghum [49], poplar [50] and rice [51], and when heterosis was not displayed due to 
unfavorable environmental conditions, the hybrid contained equal levels of endogenous GA-like 
substances [52] as the inbred parents; 2) maize inbred lines were more responsive to external 
application of GAs compared to hybrid progeny, suggesting a deficiency of endogenous GAs in 
inbred lines [48]; 3) GA biosynthesis and positive signaling components were up-regulated in 
hybrids, whereas genes deactivating bioactive GAs, and negative GA signaling components were 
down-regulated, which together increase seedling heterosis [51]. In addition to seedling heterosis, 
GA content was also found to be correlated with heterosis in PHT: it was reported that increased 
elongation of the uppermost internode contributed most to heterosis for PHT in wheat hybrids 
[27]. Examination of GA levels and activities in the uppermost internode tissue of wheat hybrids 
revealed, that 1) genes promoting GA biosynthesis were up-regulated and GA deactivating genes 
were down-regulated, which resulted in higher level of GA in hybrids; 2) upregulation of GA 
receptors GID1 (for GA INSENSITIVE DWARF1) and positive regulator GAMYB, and down-
regulation of negative component GAI resulted in enhanced GA sensitivity; 3) GA promoted the 
expression of expansion genes such as gibberellins induced proteins (GIPs) and endoxyloglucan 
transferase (XET), which promoted cell division and cell elongation, finally contributed to 
increased internode elongation and heterosis in PHT. After four days of germinating rice seed, 
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the content of GA4 started to be significantly higher in hybrids compared to their inbred parents 
[51]. At both seedling and adult stages, GA levels were increased in hybrids. This explains why 
the seedling stage GA level was correlated with heterosis in PHT for PIFs. There are only few 
correlation studies between BR and heterosis available, although BRs function in both cell 
division and elongation in model species rice and Arabidopsis [35, 53-55]. Despite BRs’ broad 
effects on the physiological and developmental processes of plants, they were not widely 
recognized as plant hormones until the mid-1990s [56, 57]. We observed that the BR level was 
increased for PIFs with higher levels of heterozygosity, and path analysis indicated that this was 
due to an indirect effect from the crosstalk with the GA pathway. Nonetheless, BR was shown to 
directly increase PHT. BR and GA coordinately promote plant growth and development by 
jointly regulating the expression of specific groups of genes [58]. Heterosis for PHT is also 
affected by other factors. For example, we did not measure the auxin response due to the 
complexity of the auxin biosynthesis pathway [59], but polar auxin transport has been shown to 
affect PHT [26]. 
 
Both DNA markers, transcripts, and metabolites have been evaluated for prediction of 
heterosis with various approaches [60-62]. Molecular markers associated with genomic regions 
contributing to heterosis can be identified with linkage or association mapping methods, and 
used in a linear regression approach to predict heterosis [63-66]. The advantage of transcriptome 
based prediction of heterosis over DNA markers is that transcript abundancies are resulted from 
the integration of the whole genome information, including DNA methylation level and histone 
modification status, thus the prediction accuracy is higher [67]. For metabolism based prediction 
of heterosis, metabolic markers were used for the prediction of biomass heterosis in Arabidopsis 
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[61], as metabolite levels are the result of more genes than those represented by genetic markers. 
Here, we used plant hormone inhibitors to assess the BR and GA level in different maize 
genotypes, and this information is significantly correlated with heterosis in PHT. With both 
seedling stage BR and GA inhibitor responses incorporated into a linear model, the prediction 
accuracies (r) are 0.62 in PIFB47 and 0.63 in PIFZ51. Our results indicate the possibility to use 
seedling stage hormone inhibitor response to predict heterosis for PHT in maize breeding 
projects, especially for biomass maize production. However, it needs to be noted that our 
prediction is based on the heterozygotes (PIFs) per se, instead of using their parental information. 
In other words, previous studies used molecular data from inbred parents to predict heterosis, 
whereas our prediction was from the same genotypes. To further investigate the usage of 
hormone based prediction, we measured 201 hybrids for PHT across four replications, which 
were derived from BGEM lines (DHB47) × PHZ51, BGEM lines (DHZ51) × PHB47, and 
PHB47 × PHZ51 (Sanchez et al., 2016 in preparation). We calculated the Mid-parent heterosis as 
we measured PHT for F1, BGEM lines, PHB47 and PHZ51. We used parental BR and GA 
inhibitor response to predict Mid-parent heterosis, with data available in S6 Table. Neither BR 
nor GA inhibitor responses of the inbred parents were associated with heterosis in PHT, with 
correlations less than 0.1. Thus, our hormone based prediction method can only be used to 
predict adult performance based on seedling information of the same genotype, instead of using 
inbred parental information to predict heterosis in hybrids.  
 
Conclusions 
In this study, we used phenotypic selection to improve PHT and broadened the genetic 
variation of two maize heterotic groups (Stiff Stalk and Non Stiff Stalk) by adapting multiple 
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tropical and subtropical accessions into these two genetic pools. We found that phenotypic 
selection of PHT was genotype dependent, and stronger selection was observed when crosses 
were made between Stiff Stalk and tropical germplasm. For heterozygotes, GA activities were 
elevated with an increased level of heterozygosity. Increased GA promotes BR and they together 
lead to increased heterosis in maize PHT. If this can be generalized for other populations of 
hybrids (in addition to the crosses between temperate lines and tropical accessions), early stage 
monitoring of plant hormones is promising for predicting PHT for maize heterozygotes without 
growing all seed in the field. 
 
Methods 
Plant materials 
Two libraries of phenotypic-selected introgression families (PIFs): PIFB47 (PHB47 as 
recurrent parent) and PIFZ51 (PHZ51 as recurrent parent) were used in this study. PHB47 and 
PHZ51 are two elite expired PVP (Plant Variety Protection) inbred lines which belong to Iowa 
Stiff Stalk and Non Stiff Stalk heterotic groups, respectively. Donor parents were tropical or sub-
tropical accessions from the Germplasm Enhancement of Maize (GEM) project [68], of which 42 
different accessions were used for PIFB47 and 46 for PIFZ51, with 5 accessions being used for 
both PIFB47 and PIFZ51 (S7 Table). The process of constructing PIF libraries was described in a 
previous study [3]. Briefly, in each backcross (BC) generation, phenotypic selection for PHT 
(selection for tallness) and flowering time (synchrony with recurrent parent) was carried out to 
accumulate PHT increasing alleles from donor parents into elite maize background (PHB47 and 
PHZ51) and to minimize confounding effects between flowering time and PHT. As a result, 75 
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and 71 PIFs were produced for PIFB47 and PIFZ51, respectively (S7 Table). In addition, two 
doubled haploid (DH) libraries (DHB47 and DHZ51) were used as unselected groups for 
comparison, including 103 and 66 BGEM (DH lines from GEM project) lines [69], respectively. 
The method used to create the BGEM lines was described in a previous study [70]. Briefly, 
donor parents from GEM project were used for BGEM lines as for PIFs, and same recurrent 
parents (PHB47 and PHZ51) were used for backcrossing. Different from PIF development, 
BGEM lines were produced (induced and doubled) from BC1 individuals, and there was no 
phenotypic selection during the BC process. The hybrid of PHB47×PHZ51 was included in field 
experiments for comparison. 
 
Field experiments 
PIFs together with their recurrent parents were evaluated for PHT across three years (2013, 
2014, 2015), with one location in 2013 (Plant Introduction Station: PSI, Ames, IA), three 
locations in 2014 (Agronomy farm (AG), Ames, IA, PSI, and Neely-Kinyon Memorial Research 
and Demonstration Farm (NK) – Greenfield, IA) and one location in 2015 (AG) with a 
randomized complete block design (RCBD) within each location (two blocks per location). All 
locations were under standard farm management practices (tillage, nutrient management, etc.), 
with 15 plants per plot and 0.75m between plots. PIFs were compared with their recurrent 
parents and hybrid of PHB47×PHZ51 for PHT and flowering time. Two weeks after tasseling, a 
representative plant with median PHT (MPHT) was selected per plot, and PHT was recorded 
from ground to tassel tip. In 2014, the shortest (SPHT) and the tallest individual (TPHT) within 
each PIF were also measured. In 2014 and 2015, flowering time were recorded for each plot, 
when at least 50% of the plants shed pollen or showed silks.  
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DHB47, DHZ51 together with their recurrent parent were characterized for PHT and 
flowering time in 2014 and 2015 with a RCBD design with two replications at AG. In each plot, 
one representative individual grown in the middle of the plot was used to measure PHT, and 
flowering time was measured in the same way as for PIFs. 
 
In 2014 at PSI, leaf samples of the two tallest plants from each PIF together with six PHB47 
and six PHZ51 individuals (304 individuals in total) were collected after tasseling for genotyping. 
PHT, ear height (EHT), node number (NNode), leaf angle of the first leaf below the flag leaf (LA) 
and tassel length (TL) were measured for each genotyped individual. EHT was measured from 
the ground to the primary ear node. NNode was scored as the number of nodes between the top 
brace root node and the flag leaf excluding the variation in brace root nodes and subterranean 
nodes. LA was measured as the angle between horizontal position and the midrib of the first leaf 
below the flag leaf. TL was measured from the non-branching node present below the lowermost 
primary branch to the tip of central spike. In 2015, the tallest and shortest individual from each 
PIF was selected to produce backcross seed for hormone inhibitor response comparison.  
 
Hormone inhibitor test  
All PIFs and BGEM lines were evaluated for responses to BR and GA inhibitors in three 
independent experiments (BR, GA, and water). All entries were treated with 80µM BR inhibitor 
Pcz, 80µM GA inhibitor Ucz and water (mock treatment), with three replications per experiment 
in a completely randomized design (CRD). Each treatment was applied to 12 kernels from each 
PIF, and 6 kernels from each BGEM line for each replication within each experiment. Seed was 
soaked for 24 hours, then transferred to paper rolls [71] containing the same soaking solution 
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(i.e., water, Pcz, or Ucz). Rolls were placed in buckets with a cover in a growth chamber without 
light at 25C. After eight days, seedlings were removed from the growth chamber and mesocotyl 
length was measured from the root-shoot transition zone to the first node for each seedling [12] 
as an indicator for hormone inhibitor response. The average mesocotyl length for the 12 (or 6) 
seedlings under Pcz, Ucz, and water treatment was recorded as MP (mesocotyl length with Pcz 
treatment), MU (mesocotyl length with Ucz treatment), and MW (mesocotyl length with water 
treatment), respectively. BR inhibitor response was defined as MP/MW, and GA inhibitor 
response as MU/MW [12, 72], as shown in S4 Fig. Seed harvested from the tallest and the 
shortest individual within each PIF in 2015 was tested using the same protocol described above 
in three independent experiments. 
 
DNA extraction and genotyping 
DNA was extracted using Qiagen BioSprint96 at the Genomic Technology Facility at Iowa 
State University. Samples were genotyped with the MaizeSNP3K chip (3072 SNPs across the 
whole genome), which is a subset of the Illumina MaizeSNP50 BeadChip [73]. Genotyping was 
executed using the Illumina GoldenGate SNP genotyping platform [74] at the National Maize 
Improvement Center of China (China Agricultural University). DNA from all BGEM lines was 
extracted using 1-10 kernels per line, and genotyped with 8523 (chip-based) SNPs across the 
genome, in which 7739 polymorphic markers were used in the analysis, with 920 markers 
overlapping with the MaizeSNP3K subset across the genome. Both DNA extraction and SNP 
chip genotyping of the BGEM lines were done at KWS SAAT SE (company in Germany). 
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Marker quality control  
The twelve genotyped recurrent parent individuals (six PHB47 and six PHZ51) were 
analyzed for marker quality control: SNP markers missing across all RP individuals or showing 
heterozygous state across at least three (out of six) recurrent parent individuals were excluded, as 
residual heterozygosity is random and unlikely to frequently occur at the same genomic position 
within a fixed inbred line. Subsequently, all PIF genotypes were jointly analyzed. SNP markers 
with >5% missing data were discarded. For missing SNP markers, the LD k-
nearest neighbor algorithm (LD KNNi imputation) was used for imputation using TASSEL5.2.15 
[75].  
Phenotype and genotype statistical analysis 
Phenotypic data was analyzed using SAS 9.3 software (SAS Institute). For each evaluated 
trait, variance component estimates were obtained from a mixed linear model fitted across all 
environments in SAS PROC MIXDED. Variance components ( ) were estimated 
where  corresponds to genotypic variance, genotype by environmental interaction 
variance, and error variance respectively. Entry mean-based heritability was calculated from 
variance components estimates as where r is the number of replications 
within each location, and n is the number of locations [76]. Comparisons between PIFs and 
recurrent parents or between DH lines and recurrent parents were done using Fisher’s Least 
Significant Difference (LSD) with a significance level of 0.05. Pearson’s correlation coefficients 
were used to assess the relationship between different traits with the SAS PROC CORR function. 
Linear regression analysis was performed using the SAS PROC GLM function. Graphs were 
obtained using ggplot2 in R [77]. 
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Genome-wide association study 
We conducted GWAS for all measured field traits and BR/GA inhibitor responses of the PIFs 
(292 genotypes) with 2930 polymorphic genome wide SNPs (minor allele frequency>5%). 
Population structure was estimated using Structure 2.3.4 software [78]. The parameter settings 
included a burn-in length of 50,000 followed by 50,000 iterations of setting K (clusters - number 
of subpopulations) from 1-10, with 5 replications for each K [79]. The most probable K value 
was picked by plotting each K (x-axis) with its estimated Ln probability of data (y-axis). The K 
value was selected when the estimated Ln probability of data reached a plateau [78].  
 
To balance false positives and false negatives, we used three models for GWAS analysis: 1) 
a Generalized Linear Model (GLM) + Q, with the covariates Q from STRUCTURE included in 
the model as fixed effects to account for population structure; 2) a mixed linear model (MLM) 
[80] with population structure and kinship as covariates; and 3) FarmCPU (Fixed and random 
model Circulating Probability Unification) with kinship and population structure as covariates, 
but with additional algorithms solving the confounding problems between testing markers and 
covariates [81]. GLM was conducted with the software program TASSEL 5.0 [82]. MLM was 
used as implemented in GAPIT (Genome Association and Prediction Integrated Tool-R package) 
[83]. FarmCPU was applied with R package FarmCPU [81]. Statistical program simpleM 
implemented in R was used to account for multiple testing [84]. The threshold level was based 
on an effective number of independent tests m, and m was used in a similar way as the 
Bonferroni correction method [79]. In this study, for a family-wise error rate of 0.05 the 
threshold for significant trait-marker associations was set as 4.44×10-5 (multiple testing threshold 
level). 
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Comparison with published PHT QTL regions 
SNP markers associated with PHT were compared with previously published PHT 
quantitative trait loci (QTL). The dataset for comparison is based on a maize PHT QTL meta-
analysis aimed at identifying the most likely position of PHT QTL that are consistently found 
across studies. This dataset summarized published PHT QTL into 40 hot spots across the maize 
genome based on the maize B73 RefGen_v2 physical map [15]. PHT associated SNP markers 
from this study were compared with these hot spots to study co-localizations. 
 
BR and GA candidate genes 
The information about the genes involved in BR and GA biosynthesis and signaling pathway 
was collected from Arabidopsis and rice (model species). The protein sequence of these genes 
was obtained from the National Center for Biotechnology Information (NCBI) databases, and 
was used to identify orthologous genes in maize through BLASTP in Gramene [85]. Based on 
BLASTP score, % Identity, and E-value, hits were ranked. From the most likely hit, a reverse 
BLAST search was conducted: maize genes identified using the approach described above were 
blasted back to model species to identify orthologous genes, the goal was to confirm that the 
gene with the highest score was the original BR/GA pathway gene from model species. If the 
gene identified was not the original gene (used to find maize candidate genes), it was discarded. 
Finally, each BR/GA gene from the model species was aligned with at least one candidate gene 
in maize, with a few genes aligned with 2-4 maize candidate genes (which are likely due to gene 
duplications in maize). Finally, we compared the GA candidate genes found in this study with 
GA candidate genes published with another method [21], which used all previously reported 
genes encoding GA metabolism enzymes in maize and other species as BLAST queries. 
116 
 
 
Co-localization of BR and GA candidate genes and PHT associated SNPs 
We used a bin size of 1Mb [30] around each PHT associated SNP to capture BR/GA 
candidate genes. Moreover, we used a re-sampling based non-parametric method to test the 
hypothesis, that the observed number of BR or GA candidate genes co-localized with PHT 
associated SNP markers using a 1Mb bin size is not different from randomly occurrence. First, 
we defined the number of PHT associated SNP markers capturing BR/GA candidate genes using 
a 1Mb bin size as “observed value”. Second, the same number of PHT associated SNP markers 
from GWAS results was randomly sampled (sampling with replacement) from the whole set of 
SNP markers. In each random sample, all sampled SNP markers used a bin size of 1Mb to 
capture BR/GA candidate genes. The number of SNP markers capturing a BR or GA candidate 
gene was recorded as test statistic. This procedure was repeated for 10,000 times, and the number 
of test statistics exceeding the observed value was divided by the total number of simulations to 
compute a P-value [30, 86].  
 
 
Path analysis between BR, GA, PHT, and heterozygosity 
For each PIF, we recorded the BR inhibitor response, GA inhibitor response, PHT 
performance and the level of heterozygosity (the percentage of heterozygous markers). We used 
path analysis implemented in IBM SPSS Amos 20 [87, 88] to investigate the direct or indirect 
correlations between these four variables by fitting proposed path models according to the 
covariance structure of the underlying data [88]. The correlations between each pair of these four 
variables are used to calculate total, direct, and indirect effects between the observed variables. 
We started with a proposed model with the hypothesis that the level of heterozygosity indirectly 
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impacts PHT through the regulation of BR and GA instead of a direct correlation. In other words, 
there are no other factors connecting heterozygosity and PHT except for BR and GA. Based on 
the data structure, path analysis suggests to add new links or to delete old links between variables. 
The final best fit was defined by a stringent criterion with chi square P-value>0.05, root mean 
square error of approximation (RMSEA)<0.05, comparative fit index (CFI)>0.95, goodness of fit 
index (GFI)>0.8, adjusted goodness of fit index (AGFI)>0.9, normed fit index (NFI)>0.9, 
relative fit index (RFI) >0.9, incremental fit index (IFI) >0.9. If more than one model fit all 
criteria, then selection was based on a minimum Akaike’s information criterion (AIC) value [88, 
89]. 
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Fig 1. Box plots of PHT performance of the BGEM lines and PIFs. The box in the middle 
between the first (Q1) and third quartile (Q3) represents 50% values. The lines within in each 
box indicate the median value for each group. The three bold horizontal lines represent the F1 
hybrid of PHB47 × PHZ51, PHB47 and PHZ51, respectively. 
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Fig 2. Hormone inhibitor responses of PHB47, PHZ51 and their F1 hybrid of PHB47 × 
PHZ51. From left to right, PHB47, PHZ51, F1 hybrid of PHB47 × PHZ51 were treated with 
gibberellin inhibitor Ucz (green), brassinosteroid inhibitor Pcz (orange), and Water (blue), 
respectively. 
 
 
 
 
 
 
 
 
 
126 
 
 
 
 
Fig 3. Hormone inhibitor responses of BGEM lines and PIFs. X-axis: Groups from left to 
right represent different combinations of library and hormone inhibitor treatments. For example, 
DHB47-BR represents the DHB47 library treated with BR inhibitor. Y-axis reflects the hormone 
inhibitor response which is calculated as (mesocotyl length with hormone inhibitor 
treatment)/(mesocotyl length with water treatment). The box in the middle between the first (Q1) 
and third quartile (Q3) represents 50% values. The lines within in each box indicate the median 
value for each group. Solid and dashed lines indicate BR and GA treatment, respectively. The six 
horizontal lines from top to bottom indicate F1 (hybrid of PHB47 × PHZ51) BR inhibitor  
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Fig 3. continued 
response, F1 GA inhibitor response, PHZ51 BR inhibitor response, PHZ51 GA inhibitor response, 
PHB47 BR inhibitor response, PHB47 GA inhibitor response, respectively. 
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Fig 4. Hormone inhibitor response of seed from tallest and shortest individuals of PIF113. 
Green, orange and blue represents for gibberellin inhibitor Ucz, brassinosteroid inhibitor Pcz, 
and water treatment, respectively. 
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Fig 5. The final best model from path analysis for PIFB47 and PIFZ51. Heterozygosity 
represents for the proportion of heterozygous markers for PIFs. BR and GA represents for 
brassinosteroid and gibberellin inhibitor response, respectively. PHT represents for plant height. 
The numbers represent for P-values of direct relationships between each two variables (without 
confounding effects). 
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Fig 6. Manhattan plot and QQ-plot of the FarmCPU results for plant height (PHT) and 
gibberellin inhibitor response (GA). In the left panel, X-axis represents for the ten 
chromosomes in maize and Y-axis represents for negative log10-transformed P-values. In the 
right panel, X and Y axis represents for the expected and observed negative log10-transformed P-
values for FarmCPU model, respectively. 
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Table 1. Phenotypic correlations between different agronomic traits in PIFB47 and PIFZ51. 
 
PIFZ51 PHT EHT TL NNode LA 
PHT - 0.70** 0.36** 0.31** -0.05 
EHT  - 0.26* 0.28** 0.19 
TL   - -0.01 0.04 
NNode    - -0.17 
LA     - 
PIFB47 PHT EHT TL NNode LA 
PHT - 0.73** 0.38** 0.31** 0.1 
EHT  - 0.28** 0.25* 0.15 
TL   - 0.05 0.09 
NNode    - 0.04 
LA         - 
 
‘*’ and ‘**’ show the significances at α=0.01 and α=0.001, respectively. 
PHT, EHT, TL, NNode and LA represents for plant height, ear height, tassle length, number of 
nodes, and leaf angle, respectively. 
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Table 2. Genetic characterization of PIFB47 and PIFZ51. 
 
Generation Expected DGP 
(%) 
Observed DGP 
(%) of PIFB47 
Observed DGP 
(%) of PIFZ51 
BC3 6.25 17.3 4.1 
BC4 3.13 16.7 2.7 
BC5 1.56 17.1 4.9 
BC6 0.78 17.2 6.2 
DGP represents for donor genome proportion. 
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Table 3. Correlations between BR/GA inhibitor response, PHT, and heterozygosity for PIFs 
and BGEM lines. 
 
PIFB47 PHT BR GA Heterozygosity 
PHT - 0.46*** 0.59*** 0.72*** 
BR  - 0.52*** 0.34** 
GA   - 0.53*** 
Heterozygosity       - 
PIFZ51 PHT BR GA Heterozygosity 
PHT - 0.51*** 0.58*** 0.70*** 
BR  - 0.54*** 0.32** 
GA   - 0.41** 
Heterozygosity       - 
DHB47 PHT BR GA - 
PHT - -0.12 -0.07 - 
BR  - 0.68*** - 
GA     - - 
DHZ51 PHT BR GA - 
PHT - -0.08 -0.04 - 
BR  - 0.49*** - 
GA     - - 
‘*’, ‘**’, ‘***’ show the significances at α=0.01, α=0.001, α=0.0001, respectively; BR and GA 
represents for brassinosteroid and gibberellin inhibitor response, respectively; PHT represents for 
plant height. 
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Table 4. Co-localization of gibberellin (GA) candidate genes and PHT loci.  
 
Marker 
Distance 
(Mb) to 
candidate 
gene 
Candidate 
gene 
Pathway 
Candidate gene 
ID 
PZE-
101087901 
0.47 ZmCPS3 
GA 
biosynthesis 
GRMZM2G044481 
PZE-
103056753 
0.39 
ZmDELLAs-
1 
GA 
signaling 
GRMZM2G001426 
PZE-
106070979 
0.43 ZmGA2ox7 
GA 
biosynthesis 
GRMZM2G078798 
PZA02388.1 0.77 ZmPIF3-2 
GA 
signaling 
GRMZM2G387528 
PZE-
108073190 
0.75 ZmCUL1-1 
GA 
signaling 
GRMZM2G166089 
SYN13209 0.87 ZmGA20ox4 
GA 
biosynthesis 
GRMZM2G049418 
PZE-
109092637 
0.36 ZmKAO1 
GA 
biosynthesis 
GRMZM2G089803 
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Figure S1: PHT (plant height) performance of PIB47 and PIFZ51 across the three 
backcross generations.  
A. MPHT (median plant height) performance of PIFB47 across three years (three generations), 
the red line at the very bottom represents for recurrent parent (PHB47), and the very top line 
represents for the hybrid of PHB47×PHZ51. 
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Figure S1 continued 
B. MPHT (median plant height) performance of PIFZ51 across three years (three generations), 
the red line at the very bottom represents for recurrent parent (PHZ51), and the very top line 
represents for the hybrid ofPHB47×PHZ51. 
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Figure S2A: A representative of brassinosteroid (BR) inhibitor tolerant PIF (PIF58) 
compared with its recurrent parent (RP). 
Figure S2B: A representative of gibberellin inhibitor tolerant PIF (PIF59) compared with 
its recurrent parent (RP). 
Blue, orange and green represents for water, BR inhibitor and GA inhibitor treatment, 
respectively. 
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Figure S3: Population structure estimates for PIFs. The three different colors illustrate the 
proportion of each subpopulation. 
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Figure S4: Brassinosteroid (BR) and gibberellin (GA) inhibitor response calculation. Pcz 
and Ucz represents for BR and GA inhibitor, respectively. MU, MP and MW represents for 
mesocotyl length with Ucz, Pcz and water treatment. BR inhibitor response was calculated as 
MP/MW, and GA inhibitor response was calculated as MU/MW. 
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Table S1: Summary statistics for other agronomic traits (besides PHT) in PIFB47 and 
PIFZ51. 
Library Trait Average STDEV 
Recurrent 
parent 
PIFB47 EHT(cm) 113.4 12.35 86 
PIFB47 TL(cm) 35.42 5.25 28 
PIFB47 NNode 13.83 0.61 13 
PIFB47 LA(°) 50 5.96 50 
PIFZ51 EHT(cm) 90.73 11.77 85 
PIFZ51 TL(cm) 37.41 3.9 34 
PIFZ51 NNode 14.34 0.87 13 
PIFZ51 LA(°) 40.81 9.07 47 
 
PHT, EHT, TL, NNode and LA represents for plant height, ear height, tassle length, number of 
nodes, leaf angle respectively; STDEV stands for standard deviation.    
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Table S2: Comparison between the seed from the tallest/shortest individual within one PIF 
for hormone inhibitor response. 
Shortest 
individual 
Tallest 
individual 
P-value of the 
difference for 
BR inhibitor 
response  
P-value of the 
difference for 
GA inhibitor 
response  
Donor 
genome 
proportion 
(DGP %) 
PIF17S PIF17T 0.9466 0.0313 19.34 
PIF34S PIF34T 0.0173 0.6992 20.09 
PIF58S PIF58T 0.9581 0.0047 20.87 
PIF59S PIF59T <.0001 0.0654 20.5 
PIF90S PIF90T 0.0009 0.4546 7.43 
PIF99S PIF99T 0.0205 <.0001 5.53 
PIF113S PIF113T 0.9975 0.0003 11.88 
PIF134S PIF134T 0.0449 0.1328 10.86 
BR and GA represents for brassinosteroid and gibberellin, respectively. 
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Table S3: Parameters of the best model from path analysis for PIFB47 and PIFZ51. 
Model fit PIFB47 PIFZ51 
P-value for 
Chi square 
test 
0.479 0.272 
RMSEA 0.0001 0.05 
CFI 1 1 
GFI 0.996 0.991 
AFGI 0.964 0.913 
NFI 0.995 0.988 
RFI 0.972 0.912 
IFI 1.005 0.998 
AIC 18.502 19.207 
RMSEA, CFI, GFI, AFGI, NFI, RFI, IFI, and AIC represents for root mean square 
approximation, comparative fit index, goodness of fit index, adjusted goodness of fit index, 
normed fit index, relative fit index, incremental fit index, Akaike's information criterion, 
respectively.          
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Table S4: Markers associated with PHT, EHT, NNode, and LA from association study. 
Method Trait SNP Chromosome Position P.value 
FarmCPU PHT SYN38535 5 28201445 
1.39E-
15 
FarmCPU GA  
PZE-
108005623 
8 5678995 
5.45E-
08 
GLM+Q PHT SYN20493 3 186435833 
9.08E-
09 
GLM+Q PHT 
PZE-
109044053 
9 74588641 
1.11E-
08 
GLM+Q PHT 
PZE-
109044064 
9 74588367 
2.27E-
08 
GLM+Q PHT SYN32654 8 160366514 
5.35E-
08 
GLM+Q PHT 
PZE-
108074750 
8 130213045 
5.69E-
08 
GLM+Q PHT 
PZE-
107028505 
7 34172216 
7.41E-
08 
GLM+Q PHT 
PZE-
109116158 
9 152920575 
1.15E-
07 
GLM+Q PHT 
PZE-
104132368 
4 215385635 
2.39E-
07 
GLM+Q PHT 
PZE-
108082592 
8 139343576 
2.60E-
07 
GLM+Q PHT SYN23237 3 184601452 
3.67E-
07 
GLM+Q PHT 
ZM013369-
0605 
9 74171446 
6.29E-
07 
GLM+Q PHT 
PZE-
108047536 
8 79934432 
9.88E-
07 
GLM+Q PHT SYN31220 3 180977949 
1.07E-
06 
GLM+Q PHT SYN29112 4 231412099 
1.35E-
06 
GLM+Q EHT 
PZE-
106105143 
6 155654988 
1.80E-
06 
GLM+Q PHT SYN19565 2 30589468 
1.84E-
06 
GLM+Q PHT 
PZE-
106087627 
6 145180751 
2.15E-
06 
GLM+Q PHT 
PZE-
110058308 
10 112204539 
2.73E-
06 
GLM+Q GA  
PZE-
108005623 
8 5678995 
3.07E-
06 
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Table S4 continued 
GLM+Q PHT 
PZE-
106062991 
6 114178476 
3.54E-
06 
GLM+Q PHT 
PZE-
107029002 
7 35162894 
3.82E-
06 
GLM+Q PHT 
PZE-
108103023 
8 158762013 
4.74E-
06 
GLM+Q PHT 
PZE-
109049656 
9 86397696 
4.83E-
06 
GLM+Q PHT 
PZE-
108047365 
8 79424912 
5.25E-
06 
GLM+Q PHT 
PZE-
106063009 
6 114185516 
5.82E-
06 
GLM+Q PHT 
PZE-
103073770 
3 122077074 
5.83E-
06 
GLM+Q PHT 
PZE-
106070979 
6 125452957 
6.34E-
06 
GLM+Q PHT 
PZE-
108100090 
8 156213656 
6.46E-
06 
GLM+Q EHT 
PZE-
101161892 
1 205219399 
6.56E-
06 
GLM+Q PHT SYN19755 8 138390481 
6.95E-
06 
GLM+Q PHT 
PZE-
103075614 
3 125427407 
7.69E-
06 
GLM+Q PHT 
PZE-
102129469 
2 179538585 
8.06E-
06 
GLM+Q PHT 
PZE-
108073190 
8 127625290 
8.10E-
06 
GLM+Q PHT PZA02388.1 8 169137 
9.80E-
06 
GLM+Q PHT 
PZE-
109092637 
9 139661789 
9.91E-
06 
GLM+Q PHT 
PZE-
106063007 
6 114181162 
1.04E-
05 
GLM+Q PHT 
PZE-
108041894 
8 68313123 
1.06E-
05 
GLM+Q PHT 
PZE-
103060293 
3 110461222 
1.07E-
05 
GLM+Q PHT 
PZE-
104103747 
4 180053538 
1.15E-
05 
GLM+Q PHT 
PZE-
102077234 
2 59631929 
1.16E-
05 
GLM+Q LA 
PZE-
107081317 
7 136261616 
1.45E-
05 
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Table S4 continued 
GLM+Q PHT 
PZE-
107094423 
7 149854371 
1.46E-
05 
GLM+Q GA  PZA00058.6 8 6023577 
1.56E-
05 
GLM+Q PHT SYN26803 9 28506261 
1.59E-
05 
GLM+Q GA  SYN19928 8 128133446 
1.66E-
05 
GLM+Q PHT 
PZE-
103056753 
3 69558888 
1.70E-
05 
GLM+Q EHT 
PZE-
104132368 
4 215385635 
1.75E-
05 
GLM+Q PHT PZA02479.1 4 212747880 
1.78E-
05 
GLM+Q PHT 
PZE-
108058109 
8 103638340 
1.80E-
05 
GLM+Q PHT 
PZE-
109054725 
9 94798138 
1.84E-
05 
GLM+Q GA  
PZE-
108070783 
8 123786918 
1.96E-
05 
GLM+Q PHT SYN10393 1 259824332 
1.96E-
05 
GLM+Q PHT SYN13209 8 164063270 
1.97E-
05 
GLM+Q PHT SYN35767 1 69881711 
1.97E-
05 
GLM+Q NNode SYN10369 2 5379183 
1.98E-
05 
GLM+Q PHT 
PZE-
103151399 
3 205260873 
2.02E-
05 
GLM+Q PHT 
PZE-
108049639 
8 85863945 
2.15E-
05 
GLM+Q PHT 
PZE-
104119909 
4 196930705 
2.23E-
05 
GLM+Q EHT SYN4646 6 147717038 
2.42E-
05 
GLM+Q PHT 
PZE-
107130789 
7 171926341 
2.49E-
05 
GLM+Q PHT SYN35471 4 199278965 
2.53E-
05 
GLM+Q PHT 
PZE-
101164570 
1 207712012 
2.56E-
05 
GLM+Q PHT 
PZE-
109013469 
9 13755379 
2.74E-
05 
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Table S4 continued 
GLM+Q PHT 
PZE-
110000136 
10 1018195 
2.74E-
05 
GLM+Q PHT SYN11836 8 131337588 
2.75E-
05 
GLM+Q PHT 
PZE-
101039301 
1 26496101 
2.79E-
05 
GLM+Q PHT 
PZE-
109121160 
9 154964992 
2.81E-
05 
GLM+Q PHT SYN35141 6 115294816 
2.81E-
05 
GLM+Q PHT SYN38535 5 28201445 
2.81E-
05 
GLM+Q PHT 
PZE-
102071022 
2 49913767 
2.83E-
05 
GLM+Q PHT 
PZE-
108050016 
8 87037136 
2.88E-
05 
GLM+Q PHT 
PZE-
109066773 
9 110930390 
2.89E-
05 
GLM+Q PHT 
PZE-
101087901 
1 79236710 
2.90E-
05 
GLM+Q PHT 
PZE-
108048010 
8 80503266 
2.94E-
05 
GLM+Q PHT 
PZE-
104105165 
4 181429757 
3.13E-
05 
GLM+Q BR  
PZE-
108026715 
8 26074383 
3.36E-
05 
GLM+Q PHT 
PZE-
104124953 
4 202279305 
3.40E-
05 
GLM+Q PHT 
PZE-
102065424 
2 43372951 
3.42E-
05 
GLM+Q PHT 
PZE-
109012555 
9 12983891 
3.53E-
05 
GLM+Q PHT SYN9992 7 175637786 
3.60E-
05 
GLM+Q BR  SYN19928 8 128133446 
3.62E-
05 
GLM+Q GA  
PZE-
108080005 
8 136129416 
3.79E-
05 
GLM+Q PHT 
PZE-
107028964 
7 35080464 
3.80E-
05 
GLM+Q PHT SYN28264 8 115029108 
3.90E-
05 
GLM+Q PHT 
PZE-
108052803 
8 93929253 
4.08E-
05 
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Table S4 continued 
GLM+Q PHT 
PZE-
103157755 
3 209798825 
4.11E-
05 
 
PHT, ETH, NNode, LA represents for plant height, ear height, number of nodes, leaf angle, 
respectively; GLM+Q represents for Generalized linear model+ population structure. 
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Table S5: PHT associated SNP marker annotations and gene functions. 
SNP Chr Position Gene annotation 
PZE-
101039301 
1 26496101 NA 
SYN35767 1 69881711 DUF581 domain containing protein expressed 
PZE-
101087901 
1 79236710 Thymidine kinase 
PZE-
101164570 
1 207712012 Cytokinin oxidase 
SYN10393 1 259824332 Plasma-membrane choline transporter 
SYN19565 2 30589468 Receptor-like protein kinase 
PZE-
102065424 
2 43372951 Transporter 
PZE-
102071022 
2 49913767 PHD-finger domain protein 
PZE-
102077234 
2 59631929 NA 
PZE-
102129469 
2 179538585 NA 
PZE-
103056753 
3 69558888 NA 
PZE-
103060293 
3 110461222 NA 
PZE-
103073770 
3 122077074 NA 
PZE-
103075614 
3 125427407 NA 
SYN31220 3 180977949 NA 
SYN23237 3 184601452 NA 
SYN20493 3 186435833 GTPase-activating protein 
PZE-
103151399 
3 205260873 NA 
PZE-
103157755 
3 209798825 RING/U-box superfamily protein 
PZE-
104103747 
4 180053538 NA 
PZE-
104105165 
4 181429757 ATP synthase  
PZE-
104119909 
4 196930705 Tetratricopeptide repeat (TPR)-like superfamily protein 
SYN35471 4 199278965 Squamosa promoter binding protein 
PZE-
104124953 
4 202279305 Cytochrome P450 
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Table S5 continued 
PZA02479.1 4 212747880 Phox-associated domain 
PZE-
104132368 
4 215385635 NA 
SYN29112 4 231412099 RNA-binding 
SYN38535 5 28201445 NA 
PZE-
106062991 
6 114178476 
GATA type zinc finger transcription factor - binding 
proteins 
PZE-
106063007 
6 114181162 NA 
PZE-
106063009 
6 114185516 NA 
SYN35141 6 115294816 (ADL3, CF1, DL3, DRP2B) dynamin-like 3 
PZE-
106070979 
6 125452957 NA 
PZE-
106087627 
6 145180751 NA 
PZE-
107028505 
7 34172216 Lipid binding protein 
PZE-
107028964 
7 35080464 Methyltransferase 
PZE-
107029002 
7 35162894 NA 
PZE-
107094423 
7 149854371 NA 
PZE-
107130789 
7 171926341 kinase 
SYN9992 7 175637786 NA 
PZA02388.1 8 169137 Squamosa promoter binding 
PZE-
108041894 
8 68313123 tRNA-binding 
PZE-
108047365 
8 79424912 NA 
PZE-
108047536 
8 79934432 NA 
PZE-
108048010 
8 80503266 NA 
PZE-
108049639 
8 85863945 (ATCHX19, CHX19) cation/H+ exchanger 
PZE-
108050016 
8 87037136 (UXS4) UDP-xylose synthase 
PZE-
108052803 
8 93929253 Acyltransferase 
PZE- 8 103638340 NA 
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SYN28264 8 115029108 Protein kinase 
PZE-
108073190 
8 127625290 NA 
PZE-
108074750 
8 130213045 NA 
SYN11836 8 131337588 MYB family transcription factor  
SYN19755 8 138390481 NA 
PZE-
108082592 
8 139343576 ZOS1-10 - C2H2 zinc finger protein  
PZE-
108100090 
8 156213656 RING/FYVE/PHD zinc finger protein 
PZE-
108103023 
8 158762013 Phytochromobilin: ferredoxin oxidoreductase 
SYN32654 8 160366514 RNA helicase  
SYN13209 8 164063270 ARM repeat superfamily protein 
PZE-
109012555 
9 12983891 NA 
PZE-
109013469 
9 13755379 NA 
SYN26803 9 28506261 NA 
ZM013369-
0605 
9 74171446 NA 
PZE-
109044064 
9 74588367 NA 
PZE-
109044053 
9 74588641 NA 
PZE-
109049656 
9 86397696 NA 
PZE-
109054725 
9 94798138 NA 
PZE-
109066773 
9 110930390 NA 
PZE-
109092637 
9 139661789 NA 
PZE-
109116158 
9 152920575 NA 
PZE-
109121160 
9 154964992 NA 
PZE-
110000136 
10 1018195 NA 
PZE-
110058308 
10 112204539 Nudix hydrolase 
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Table S6:  Raw data for the prediction of Mid-parent heterosis for plant height. 
Hybrid P1BR P1GA P2BR P2GA MPHT 
BGEM-0001-
N/PHB47 
0.5 0.2 0.19 0.07 110.005 
BGEM-0003-
N/PHB47 
0.57 0.25 0.19 0.07 95.005 
BGEM-0005-
N/PHB47 
0.33 0.11 0.19 0.07 40.625 
BGEM-0006-
S/PHZ51 
0.29 0.12 0.35 0.2 94.585 
BGEM-0008-
S/PHZ51 
0.31 0.14 0.35 0.2 90.215 
BGEM-0010-
S/PHZ51 
0.28 0.07 0.35 0.2 98.965 
BGEM-0011-
S/PHZ51 
0.37 0.15 0.35 0.2 87.085 
BGEM-0012-
S/PHZ51 
0.36 0.16 0.35 0.2 88.965 
BGEM-0013-
S/PHZ51 
0.28 0.07 0.35 0.2 107.085 
BGEM-0014-
S/PHZ51 
0.34 0.24 0.35 0.2 119.585 
BGEM-0018-
S/PHZ51 
0.18 0.07 0.35 0.2 95.835 
BGEM-0019-
S/PHZ51 
0.17 0.06 0.35 0.2 107.085 
BGEM-0020-
S/PHZ51 
0.28 0.06 0.35 0.2 94.585 
BGEM-0022-
S/PHZ51 
0.33 0.07 0.35 0.2 93.335 
BGEM-0023-
S/PHZ51 
0.22 0.07 0.35 0.2 108.335 
BGEM-0024-
S/PHZ51 
0.34 0.13 0.35 0.2 100.835 
BGEM-0025-
S/PHZ51 
0.34 0.13 0.35 0.2 110.215 
BGEM-0026-
S/PHZ51 
0.2 0.1 0.35 0.2 107.715 
BGEM-0027-
S/PHZ51 
0.26 0.07 0.35 0.2 90.835 
BGEM-0028-
S/PHZ51 
0.25 0.07 0.35 0.2 105.835 
BGEM-0029-
S/PHZ51 
0.32 0.09 0.35 0.2 110.215 
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Table S6 continued 
BGEM-0030-
S/PHZ51 
0.28 0.12 0.35 0.2 108.335 
BGEM-0031-
S/PHZ51 
0.23 0.11 0.35 0.2 97.085 
BGEM-0032-
S/PHZ51 
0.5 0.15 0.35 0.2 109.585 
BGEM-0033-
S/PHZ51 
0.54 0.17 0.35 0.2 102.085 
BGEM-0034-
S/PHZ51 
0.26 0.1 0.35 0.2 129.585 
BGEM-0035-
S/PHZ51 
0.35 0.12 0.35 0.2 111.465 
BGEM-0036-
S/PHZ51 
0.49 0.12 0.35 0.2 120.835 
BGEM-0037-
S/PHZ51 
0.38 0.14 0.35 0.2 99.585 
BGEM-0039-
N/PHB47 
0.4 0.23 0.19 0.07 118.125 
BGEM-0040-
N/PHB47 
0.56 0.21 0.19 0.07 113.755 
BGEM-0041-
S/PHZ51 
0.21 0.06 0.35 0.2 98.465 
BGEM-0042-
S/PHZ51 
0.2 0.05 0.35 0.2 113.335 
BGEM-0044-
S/PHZ51 
0.31 0.08 0.35 0.2 115.215 
BGEM-0045-
N/PHB47 
0.34 0.17 0.19 0.07 88.755 
BGEM-0046-
N/PHB47 
0.25 0.08 0.19 0.07 95.005 
BGEM-0047-
S/PHZ51 
0.21 0.06 0.35 0.2 94.585 
BGEM-0048-
S/PHZ51 
0.4 0.2 0.35 0.2 106.465 
BGEM-0049-
S/PHZ51 
0.26 0.11 0.35 0.2 78.085 
BGEM-0050-
S/PHZ51 
0.21 0.07 0.35 0.2 97.085 
BGEM-0051-
S/PHZ51 
0.34 0.1 0.35 0.2 107.085 
BGEM-0052-
S/PHZ51 
0.4 0.17 0.35 0.2 76.465 
BGEM-0054-
S/PHZ51 
0.15 0.06 0.35 0.2 103.335 
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Table S6 continued 
BGEM-0055-
S/PHZ51 
0.16 0.04 0.35 0.2 107.085 
BGEM-0056-
S/PHZ51 
0.25 0.08 0.35 0.2 106.465 
BGEM-0057-
S/PHZ51 
0.2 0.05 0.35 0.2 112.085 
BGEM-0059-
S/PHZ51 
0.28 0.04 0.35 0.2 105.215 
BGEM-0063-
N/PHB47 
0.56 0.22 0.19 0.07 95.625 
BGEM-0066-
N/PHB47 
0.72 0.5 0.19 0.07 96.255 
BGEM-0067-
S/PHZ51 
0.44 0.09 0.35 0.2 91.465 
BGEM-0068-
S/PHZ51 
0.39 0.1 0.35 0.2 105.835 
BGEM-0070-
S/PHZ51 
0.21 0.11 0.35 0.2 93.965 
BGEM-0071-
S/PHZ51 
0.4 0.09 0.35 0.2 122.085 
BGEM-0072-
S/PHZ51 
0.39 0.1 0.35 0.2 102.085 
BGEM-0073-
S/PHZ51 
0.23 0.09 0.35 0.2 123.965 
BGEM-0074-
S/PHZ51 
0.19 0.08 0.35 0.2 115.215 
BGEM-0077-
S/PHZ51 
0.44 0.13 0.35 0.2 99.585 
BGEM-0078-
S/PHZ51 
0.57 0.2 0.35 0.2 64.585 
BGEM-0079-
S/PHZ51 
0.12 0.05 0.35 0.2 50.215 
BGEM-0080-
S/PHZ51 
0.3 0.07 0.35 0.2 112.715 
BGEM-0082-
S/PHZ51 
0.19 0.07 0.35 0.2 90.215 
BGEM-0083-
S/PHZ51 
0.26 0.06 0.35 0.2 94.585 
BGEM-0085-
N/PHB47 
0.55 0.29 0.19 0.07 94.375 
BGEM-0087-
N/PHB47 
0.44 0.16 0.19 0.07 95.005 
BGEM-0088-
N/PHB47 
0.67 0.28 0.19 0.07 103.755 
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Table S6 continued 
BGEM-0089-
N/PHB47 
0.49 0.3 0.19 0.07 93.125 
BGEM-0090-
N/PHB47 
0.32 0.27 0.19 0.07 95.005 
BGEM-0094-
S/PHZ51 
0.2 0.08 0.35 0.2 55.215 
BGEM-0095-
S/PHZ51 
0.51 0.12 0.35 0.2 97.715 
BGEM-0097-
S/PHZ51 
0.21 0.06 0.35 0.2 107.085 
BGEM-0099-
S/PHZ51 
0.41 0.14 0.35 0.2 104.585 
BGEM-0100-
S/PHZ51 
0.39 0.07 0.35 0.2 101.465 
BGEM-0102-
N/PHB47 
0.4 0.13 0.19 0.07 100.005 
BGEM-0107-
N/PHB47 
0.24 0.06 0.19 0.07 68.125 
BGEM-0108-
S/PHZ51 
0.37 0.19 0.35 0.2 107.715 
BGEM-0110-
N/PHB47 
0.35 0.19 0.19 0.07 102.505 
BGEM-0111-
S/PHZ51 
0.47 0.28 0.35 0.2 106.465 
BGEM-0112-
S/PHZ51 
0.34 0.2 0.35 0.2 75.835 
BGEM-0113-
S/PHZ51 
0.45 0.26 0.35 0.2 108.965 
BGEM-0114-
S/PHZ51 
0.47 0.23 0.35 0.2 112.085 
BGEM-0115-
S/PHZ51 
0.55 0.26 0.35 0.2 102.085 
BGEM-0116-
S/PHZ51 
0.37 0.22 0.35 0.2 90.835 
BGEM-0117-
S/PHZ51 
0.41 0.24 0.35 0.2 103.335 
BGEM-0118-
S/PHZ51 
0.42 0.19 0.35 0.2 113.335 
BGEM-0120-
N/PHB47 
0.4 0.19 0.19 0.07 123.125 
BGEM-0121-
N/PHB47 
0.36 0.11 0.19 0.07 110.625 
BGEM-0122-
N/PHB47 
0.34 0.29 0.19 0.07 103.125 
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Table S6 continued 
BGEM-0123-
N/PHB47 
0.44 0.24 0.19 0.07 116.255 
BGEM-0124-
N/PHB47 
0.44 0.23 0.19 0.07 105.625 
BGEM-0125-
N/PHB47 
0.5 0.18 0.19 0.07 83.125 
BGEM-0126-
N/PHB47 
0.39 0.19 0.19 0.07 94.375 
BGEM-0127-
N/PHB47 
0.39 0.25 0.19 0.07 100.625 
BGEM-0129-
N/PHB47 
0.21 0.07 0.19 0.07 68.755 
BGEM-0130-
N/PHB47 
0.31 0.22 0.19 0.07 97.505 
BGEM-0131-
N/PHB47 
0.4 0.09 0.19 0.07 118.125 
BGEM-0133-
S/PHZ51 
0.25 0.07 0.35 0.2 108.965 
BGEM-0134-
S/PHZ51 
0.13 0.07 0.35 0.2 95.215 
BGEM-0136-
S/PHZ51 
0.43 0.1 0.35 0.2 105.835 
BGEM-0137-
S/PHZ51 
0.18 0.09 0.35 0.2 103.965 
BGEM-0138-
S/PHZ51 
0.26 0.14 0.35 0.2 96.465 
BGEM-0140-
N/PHB47 
0.46 0.26 0.19 0.07 95.625 
BGEM-0141-
N/PHB47 
0.4 0.23 0.19 0.07 115.625 
BGEM-0143-
N/PHB47 
0.33 0.3 0.19 0.07 96.255 
BGEM-0144-
N/PHB47 
0.48 0.13 0.19 0.07 107.505 
BGEM-0145-
N/PHB47 
0.27 0.12 0.19 0.07 109.375 
BGEM-0146-
N/PHB47 
0.31 0.17 0.19 0.07 100.625 
BGEM-0149-
S/PHZ51 
0.41 0.13 0.35 0.2 92.715 
BGEM-0150-
S/PHZ51 
0.22 0.05 0.35 0.2 113.335 
BGEM-0151-
N/PHB47 
0.33 0.16 0.19 0.07 73.755 
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Table S6 continued 
BGEM-0152-
N/PHB47 
0.37 0.17 0.19 0.07 56.875 
BGEM-0153-
S/PHZ51 
0.24 0.08 0.35 0.2 116.465 
BGEM-0154-
S/PHZ51 
0.33 0.14 0.35 0.2 105.215 
BGEM-0155-
S/PHZ51 
0.2 0.05 0.35 0.2 114.585 
BGEM-0156-
S/PHZ51 
0.35 0.14 0.35 0.2 130.835 
BGEM-0157-
N/PHB47 
0.45 0.15 0.19 0.07 96.255 
BGEM-0158-
S/PHZ51 
0.43 0.11 0.35 0.2 75.215 
BGEM-0159-
S/PHZ51 
0.2 0.07 0.35 0.2 112.085 
BGEM-0160-
S/PHZ51 
0.23 0.09 0.35 0.2 105.215 
BGEM-0161-
S/PHZ51 
0.28 0.17 0.35 0.2 113.965 
BGEM-0162-
S/PHZ51 
0.2 0.09 0.35 0.2 104.585 
BGEM-0164-
S/PHZ51 
0.25 0.08 0.35 0.2 95.215 
BGEM-0165-
S/PHZ51 
0.44 0.17 0.35 0.2 63.335 
BGEM-0166-
S/PHZ51 
0.38 0.18 0.35 0.2 77.085 
BGEM-0167-
S/PHZ51 
0.39 0.15 0.35 0.2 108.965 
BGEM-0169-
S/PHZ51 
0.26 0.17 0.35 0.2 111.465 
BGEM-0170-
S/PHZ51 
0.33 0.13 0.35 0.2 90.215 
BGEM-0172-
S/PHZ51 
0.21 0.07 0.35 0.2 113.965 
BGEM-0173-
S/PHZ51 
0.4 0.07 0.35 0.2 111.465 
BGEM-0174-
N/PHB47 
0.39 0.21 0.19 0.07 110.625 
BGEM-0175-
S/PHZ51 
0.31 0.19 0.35 0.2 63.335 
BGEM-0178-
S/PHZ51 
0.31 0.07 0.35 0.2 87.085 
157 
 
 
Table S6 continued 
BGEM-0179-
S/PHZ51 
0.28 0.05 0.35 0.2 107.085 
BGEM-0182-
N/PHB47 
0.43 0.21 0.19 0.07 104.375 
BGEM-0184-
N/PHB47 
0.32 0.16 0.19 0.07 95.625 
BGEM-0186-
S/PHZ51 
0.43 0.11 0.35 0.2 108.965 
BGEM-0187-
S/PHZ51 
0.28 0.12 0.35 0.2 133.335 
BGEM-0188-
S/PHZ51 
0.35 0.04 0.35 0.2 115.215 
BGEM-0190-
N/PHB47 
0.44 0.31 0.19 0.07 100.625 
BGEM-0191-
N/PHB47 
0.65 0.56 0.19 0.07 105.625 
BGEM-0192-
N/PHB47 
0.24 0.21 0.19 0.07 96.255 
BGEM-0193-
N/PHB47 
0.28 0.18 0.19 0.07 101.255 
BGEM-0196-
N/PHB47 
0.43 0.26 0.19 0.07 95.005 
BGEM-0197-
S/PHZ51 
0.36 0.12 0.35 0.2 92.085 
BGEM-0198-
S/PHZ51 
0.19 0.05 0.35 0.2 107.715 
BGEM-0199-
S/PHZ51 
0.32 0.07 0.35 0.2 92.085 
BGEM-0200-
S/PHZ51 
0.23 0.07 0.35 0.2 122.715 
BGEM-0201-
N/PHB47 
0.37 0.15 0.19 0.07 109.375 
BGEM-0202-
N/PHB47 
0.42 0.29 0.19 0.07 113.125 
BGEM-0203-
N/PHB47 
0.36 0.19 0.19 0.07 95.625 
BGEM-0204-
N/PHB47 
0.42 0.22 0.19 0.07 85.625 
BGEM-0205-
N/PHB47 
0.45 0.25 0.19 0.07 73.125 
BGEM-0206-
N/PHB47 
0.3 0.23 0.19 0.07 95.625 
BGEM-0207-
N/PHB47 
0.18 0.29 0.19 0.07 109.375 
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Table S6 continued 
BGEM-0209-
N/PHB47 
0.67 0.34 0.19 0.07 90.625 
BGEM-0210-
N/PHB47 
0.54 0.25 0.19 0.07 85.005 
BGEM-0211-
N/PHB47 
0.52 0.44 0.19 0.07 119.375 
BGEM-0212-
N/PHB47 
0.54 0.31 0.19 0.07 86.875 
BGEM-0213-
S/PHZ51 
0.24 0.09 0.35 0.2 101.465 
BGEM-0215-
N/PHB47 
0.29 0.02 0.19 0.07 76.875 
BGEM-0216-
N/PHB47 
0.39 0.16 0.19 0.07 100.005 
BGEM-0218-
S/PHZ51 
0.45 0.16 0.35 0.2 89.585 
BGEM-0221-
S/PHZ51 
0.26 0.09 0.35 0.2 90.835 
BGEM-0222-
S/PHZ51 
0.16 0.1 0.35 0.2 107.715 
BGEM-0223-
N/PHB47 
0.54 0.13 0.19 0.07 101.875 
BGEM-0224-
N/PHB47 
0.81 0.25 0.19 0.07 138.125 
BGEM-0225-
N/PHB47 
0.41 0.15 0.19 0.07 88.125 
BGEM-0226-
S/PHZ51 
0.3 0.09 0.35 0.2 90.835 
BGEM-0227-
N/PHB47 
0.36 0.08 0.19 0.07 88.755 
BGEM-0228-
N/PHB47 
0.42 0.23 0.19 0.07 107.505 
BGEM-0233-
S/PHZ51 
0.24 0.07 0.35 0.2 92.085 
BGEM-0235-
N/PHB47 
0.32 0.14 0.19 0.07 92.505 
BGEM-0236-
S/PHZ51 
0.24 0.11 0.35 0.2 108.335 
BGEM-0237-
N/PHB47 
0.39 0.16 0.19 0.07 108.755 
BGEM-0239-
N/PHB47 
0.36 0.14 0.19 0.07 102.505 
BGEM-0240-
N/PHB47 
0.33 0.21 0.19 0.07 108.125 
159 
 
 
Table S6 continued 
BGEM-0242-
N/PHB47 
0.34 0.27 0.19 0.07 106.875 
BGEM-0243-
S/PHZ51 
0.34 0.07 0.35 0.2 82.085 
BGEM-0244-
S/PHZ51 
0.24 0.07 0.35 0.2 110.215 
BGEM-0247-
N/PHB47 
0.47 0.14 0.19 0.07 126.875 
BGEM-0248-
N/PHB47 
0.21 0.06 0.19 0.07 72.505 
BGEM-0250-
S/PHZ51 
0.42 0.11 0.35 0.2 132.085 
BGEM-0252-
S/PHZ51 
0.25 0.08 0.35 0.2 110.215 
BGEM-0253-
N/PHB47 
0.6 0.15 0.19 0.07 104.375 
BGEM-0254-
S/PHZ51 
0.49 0.15 0.35 0.2 111.465 
BGEM-0255-
S/PHZ51 
0.29 0.11 0.35 0.2 97.715 
BGEM-0256-
N/PHB47 
0.46 0.14 0.19 0.07 101.875 
BGEM-0257-
S/PHZ51 
0.37 0.13 0.35 0.2 117.715 
BGEM-0258-
S/PHZ51 
0.27 0.12 0.35 0.2 120.835 
BGEM-0259-
N/PHB47 
0.37 0.25 0.19 0.07 87.505 
BGEM-0260-
N/PHB47 
0.33 0.13 0.19 0.07 48.125 
BGEM-0261-
S/PHZ51 
0.31 0.1 0.35 0.2 98.335 
BGEM-0262-
S/PHZ51 
0.39 0.27 0.35 0.2 60.215 
BGEM-0263-
S/PHZ51 
0.39 0.24 0.35 0.2 57.715 
BGEM-0264-
S/PHZ51 
0.26 0.14 0.35 0.2 63.335 
BGEM-0265-
S/PHZ51 
0.38 0.04 0.35 0.2 87.715 
BGEM-0266-
S/PHZ51 
0.39 0.25 0.35 0.2 62.085 
BGEM-0268-
S/PHZ51 
0.31 0.15 0.35 0.2 94.585 
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Table S6 continued 
BGEM-0269-
S/PHZ51 
0.63 0.32 0.35 0.2 72.085 
BGEM-0270-
S/PHZ51 
0.45 0.3 0.35 0.2 105.835 
BGEM-0272-
S/PHZ51 
0.39 0.1 0.35 0.2 75.835 
PHB47/PHZ51 0.19 0.07 0.35 0.2 95.51 
 
P1BR, P2BR, P1GA, P2GA, represents for parent 1 or 2 with BR or GA inhibitor response, 
respectively. 
MPHT represents for mid-parent heterosis for plant height. 
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Table S7: Donor parent information and backcross generations for PIFs. 
Donor 
Library Year 
PIFB47 2013 2014 2015 
Blanco Ayabaca - PIU119 B PIF1 BC4 BC5 BC6 
OLOTON [GUA383]{CIMYT} PIF2 BC4 BC5 BC6 
Rabo De Zorro - ANC 325 B PIF3 BC3 BC4 BC5 
SABN CUN367 PIF4 BC3 BC4 BC5 
MONTANA NAR625 PIF5 BC3 BC4 BC5 
CABUYA SAN316 FTC PIF6 BC3 BC4 BC5 
OLOTON [GUA383]{CIMYT} PIF7 BC4 BC5 BC6 
COSTENO [VEN775]{ICA} PIF8 BC4 BC5 BC6 
Avati Moroti Guapi - PAG 139 B PIF9 BC3 BC4 BC5 
MOROCHO APUC77 PIF10 BC4 BC5 BC6 
Amarillo Huancabamba - PIU 38B B PIF11 BC3 BC4 BC5 
YUCATAN TOL389 ICA PIF12 BC5 BC6 BC7 
COSTENO [VEN775]{ICA} PIF13 BC2 BC3 BC4 
OLOTON [GUA383]{CIMYT} PIF14 BC4 BC5 BC6 
ARAGUITO VEN678 PIF15 BC4 BC5 BC6 
MOROC APC67 PIF16 BC4 BC5 BC6 
CONICO [PUE116]{CIMYT} PIF17 BC3 BC4 BC5 
CONICO [PUE116]{CIMYT} PIF18 BC4 BC5 BC6 
DZ B GUA131 PIF19 BC5 BC6 BC7 
Canilla - VEN 693  B PIF20 BC4 BC5 BC6 
Rabo De Zorro - ANC 325 B PIF21 BC3 BC4 BC5 
COSTENO [VEN775]{ICA} PIF22 BC2 BC3 BC4 
ANDAQUI CAQ307 FT PIF23 BC3 BC4 BC5 
MOROC APC67 PIF24 BC3 BC4 BC5 
OLOTON [GUA383]{CIMYT} PIF25 BC4 BC5 BC6 
Blanco Blandito - ECU 523  B PIF26 BC3 BC4 BC5 
Chillo - ECU 458  B PIF27 BC3 BC4 BC5 
MORADO BOV567 PIF28 BC3 BC4 BC5 
ANDAQUI CAQ307 FT PIF29 BC4 BC5 BC6 
ANCASHINO ANC102 PIF30 BC4 BC5 BC6 
CABUYA SAN316 FTC PIF31 BC5 BC6 BC7 
IMA 66 Ames8554 PIF32 BC5 BC6 BC7 
PERLA ANC23 PIF33 BC4 BC5 BC6 
CABUYA SAN316 FTC PIF34 BC5 BC6 BC7 
Cuzco gigante PIF35 BC4 BC5 BC6 
NANO # BOV1032 PIF36 BC4 BC5 BC6 
YUCATAN TOL389 ICA PIF37 BC4 BC5 BC6 
PARO CUZ76 PIF38 BC4 BC5 BC6 
SAN MARCENO # [GUA724]{INIA} PIF39 BC5 BC6 BC7 
Chirimito - VEN 703 B PIF40 BC2 BC3 BC4 
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Table S7 continued 
IMA 66 Ames8554 PIF41 BC3 BC4 BC5 
YUCATAN TOL389 ICA PIF42 BC4 BC5 BC6 
Blanco Ayabaca - PIU119 B PIF43 BC3 BC4 BC5 
ALTIPLANO BOV903 PIF44 BC5 BC6 BC7 
OLITA DGO159 PIF45 BC4 BC5 BC6 
OLOTON [GUA383]{CIMYT} PIF46 BC3 BC4 BC5 
TEPE CHS225 PIF47 BC5 BC6 BC7 
POJ CHICO BOV800 PIF48 BC5 BC6 BC7 
ALTIPLANO BOV903 PIF49 BC4 BC5 BC6 
SAN MARCENO # [GUA724]{INIA} PIF50 BC5 BC6 BC7 
Blanco Ayabaca - PIU119 B PIF51 BC3 BC4 BC5 
Arequipeno - ARQ 1 B PIF52 BC3 BC4 BC5 
ARAGUITO VEN678 PIF53 BC3 BC4 BC5 
Chillo - ECU 458  B PIF54 BC4 BC5 BC6 
CON NORT ZAC161 PIF55 BC4 BC5 BC6 
PISAN BOV344 PIF56 BC5 BC6 BC7 
ONAVENO SON24 PIF57 BC3 BC4 BC5 
EARLY CARIBBEAN MAR9 PIF58 BC3 BC4 BC5 
PISAN BOV344 PIF59 BC4 BC5 BC6 
Chirimito - VEN 703 B PIF60 BC2 BC3 BC4 
GORDO [CHH131]{CIMYT} PIF61 BC4 BC5 BC6 
COSTENO [VEN775]{ICA} PIF62 BC4 BC5 BC6 
TEPE CHS225 PIF63 BC4 BC5 BC6 
CAMELIA CHI411 PIF64 BC3 BC4 BC5 
Costeño - Antioquia 394  B PIF65 BC2 BC3 BC4 
Canilla - VEN 693  B PIF66 BC4 BC5 BC6 
Blanco Blandito - ECU 523  B PIF67 BC3 BC4 BC5 
Cuzco gigante PIF68 BC2 BC3 BC4 
ALTIPLANO BOV903 PIF69 BC3 BC4 BC5 
OLOTON [GUA383]{CIMYT} PIF70 BC3 BC4 BC5 
MISHCA ECU321 PIF71 BC4 BC5 BC6 
COSTENO [VEN775]{ICA} PIF72 BC4 BC5 BC6 
SABN CUN367 PIF73 BC4 BC5 BC6 
SAN MARCENO # [GUA724]{INIA} PIF74 BC4 BC5 BC6 
ELOTES OCCIDENT NAY29 PIF75 BC3 BC4 BC5 
Donor PIFZ51 2013 2014 2015 
Rienda - CAJ 80 B PIF76 BC4 BC5 BC6 
NINUELO BOV1088 PIF77 BC4 BC5 BC6  
Canilla - VEN693 B PIF78 BC4 BC5 BC6  
DE T CAL. GUA159 PIF79 BC2 BC3 BC4 
Chillo - ECU 458 PIF80 BC4 BC5 BC6  
Canilla - VEN693 B PIF81 BC4 BC5 BC6  
Chillo - ECU 411 PIF82 BC2 BC3 BC4 
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Table S7 continued 
Arizona - LIB 16 B PIF83 BC3 BC4 BC5 
MISHC ECU321 PIF84 BC4 BC5 BC6  
Arequipeno - ARQ 1 B PIF85 BC3 BC4 BC5 
Cristal - SP X B PIF86 BC3 BC4 BC5 
Argentino - BOV 920 PIF87 BC2 BC3 BC4 
Chandelle - VEN 409 PIF88 BC2 BC3 BC4 
BR105:N99v99v PIF89 BC2 BC3 BC4 
Rienda - CAJ 80 B PIF90 BC4 BC5 BC6  
Chirimito - VEN 703 B PIF91 BC4 BC5 BC6  
SARCO ANC184 PIF92 BC4 BC5 BC6  
CANGUIL GR. ECU447 PIF93 BC3 BC4 BC5 
Uchuquilla - BOV318 PIF94 BC3 BC4 BC5 
Rabo De Zorro - ANC 325 B PIF95 BC3 BC4 BC5 
Morocho - APC 77 PIF96 BC3 BC4 BC5 
CUZCO CUZ363 PIF97 BC4 BC5 BC6  
Huevito - VEN 396 B PIF98 BC4 BC5 BC6  
Avati Pichinga Ihu - BR 2830 PIF99 BC4 BC5 BC6  
Negrita de tierra fria - GUA 522 PIF100 BC2 BC3 BC4 
Oke - ARG 539 PIF101 BC3 BC4 BC5 
Vandeño - GRO 96 B PIF102 BC3 BC4 BC5 
Huarmaca - PIU 72 PIF103 BC3 BC4 BC5 
MOROCHO APC67 PIF104 BC3 BC4 BC5 
CON PN CUZ13 PIF105 BC5 BC6 BC7 
DULCILLO DEL NO SON57 PIF106 BC3 BC4 BC5 
Araguito - VEN 678 PIF107 BC5 BC6 BC7 
ANDELA ECU699 ICA PIF108 BC5 BC6 BC7 
YUNGUENO BOV362 PIF109 BC3 BC4 BC5 
Cristal - SP X B PIF110 BC3 BC4 BC5 
Comiteco - GUA 515 B PIF111 BC3 BC4 BC5 
Blanco Ayabaca - PIU119 B PIF112 BC2 BC3 BC4 
Araguito - VEN 678 PIF113 BC3 BC4 BC5 
Clavo - NAR 329 PIF114 BC3 BC4 BC5 
ANDELA ECU699 ICA PIF115 BC5 BC6 BC7 
Araguito - VEN 678 PIF116 BC5 BC6 BC7 
CON PN CUZ13 PIF117 BC5 BC6 BC7 
Rabo De Zorro - ANC 325 B PIF118 BC4 BC5 BC6  
Patillo - ECU 417 PIF119 BC4 BC5 BC6  
Comiteco - GUA 515 B PIF120 BC4 BC5 BC6  
SG HUANCAV JUN164 PIF121 BC3 BC4 BC5 
CON PN CUZ13 PIF122 BC5 BC6 BC7 
Avati Pichinga Ihu - BR 2830 PIF123 BC4 BC5 BC6  
ANDELA ECU699 ICA PIF124 BC5 BC6 BC7 
Patillo - ECU 417 PIF125 BC4 BC5 BC6  
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Table S7 continued 
Araguito - VEN 678 PIF126 BC5 BC6 BC7 
Capio rosado - ARG 460 PIF127 BC3 BC4 BC5 
MOROTI PEI PIF128 BC4 BC5 BC6  
Comiteco - GUA 515 B PIF129 BC4 BC5 BC6  
CON PN CUZ13 PIF130 BC5 BC6 BC7 
Calchaqui white flint - ARG 2420 PIF131 BC3 BC4 BC5 
ELOTES OCCIDENT NAY29 PIF132 BC3 BC4 BC5 
Chillo - ECU 458 PIF133 BC5 BC6 BC7 
Rienda - CAJ 80 B PIF134 BC4 BC5 BC6  
Rabo De Zorro - ANC 325 B PIF135 BC4 BC5 BC6  
DULCILLO DEL NO SON57 PIF136 BC3 BC4 BC5 
Blanco Blandito - ECU 523 B PIF137 BC3 BC4 BC5 
Culli - ARG 471 PIF138 BC2 BC3 BC4 
Jora - ANC 1 B PIF139 BC3 BC4 BC5 
BOFO DGO123 PIF140 BC5 BC6 BC7 
Araguito - VEN 678 PIF141 BC3 BC4 BC5 
Chillo - ECU 458 PIF142 BC2 BC3 BC4 
NINUELO BOV1088 PIF143 BC4 BC5 BC6  
Sin Clasificación - CAU454 PIF144 BC3 BC4 BC5 
Chirimito - VEN 703 B PIF145 BC4 BC5 BC6  
Chirimito - VEN 703 B PIF146 BC4 BC5 BC6  
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CHAPTER 5. 
BRASSINOSTEROID AND GIBBERELLIN CONTROL OF SEEDLING 
TRAITS IN MAIZE 
Songlin Hu1, Darlene Sanchez1, Cuiling Wang2, Alexander E. Lipka3, Yanhai Yin4, 
Candice A.C. Gardner1,5, Thomas Lübberstedt1 
 
Paper in preparation to be submitted to the Plant Journal. Abstract, structure, and references are 
formatted according to the journal standards. 
 
SH and TL conceived the study, designed the experiments, discussed the results and finalized the 
manuscript; DLS collected field data for BGEM lines and helped with genotype analyses; CW 
helped with plant hormone related experiments; AEL helped with statistical analysis. YY 
established protocol for measuring BR/GA inhibitor response. TL, AEL, YY, CG edited the 
manuscript; all authors read and approved the final manuscript. 
 
Summary 
Brassinosteroids (BRs) and gibberellins (GAs) are two major plant hormones regulating 
various plant developmental processes. In maize, BRs and GAs were shown to regulate field 
traits such as plant height and sex determination. In this study, we established two doubled 
haploid (DH) libraries with a total of 207 DH lines. We applied BR and GA inhibitors to all these 
DH lines at seedling stage and measured BR and GA inhibitor response for four seedling traits. 
Moreover, we evaluated plant height, flowering time, and yield for each DH line. We conducted 
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genome-wide association studies (GWAS) with 62,049 genome wide SNPs to explore the genetic 
control of seedling traits by BR and GA. In addition, we correlate seedling stage hormone 
inhibitor response with field traits. Large variation for BR and GA inhibitor response and field 
traits was observed across these DH lines. Seedling stage BR and GA inhibitor response was able 
to predict yield and flowering time. With three GWAS models of a general linear model, mixed 
linear model, and fixed and random model Circulating Probability Unification (FarmCPU), 
multiple SNPs were discovered to be significantly associated with BR and GA inhibitor response 
with some localized within gene models. SNPs from gene model GRMZM2G013391 were 
associated with GA inhibitor response across all three GWAS models. This gene is expressed in 
roots and shoots and was shown to regulate GA signaling. These results show that BRs and GAs 
have a great impact for controlling seedling growth. Gene models from GWAS results could be 
targets for seeding traits improvement. 
 
Significance Statement 
BR and GA related candidate genes were identified in this study for future maize 
improvement projects. In addition, seedling BR and GA inhibitor response was able to predict 
field traits for inbred lines.  
 
Introduction 
Brassinosteroids (BRs) and gibberellins(GAs) are two groups of plant hormones that 
control various plant developmental processes. Aberrations occurring in BR/GA biosynthesis or 
signaling can greatly alter plant stature and change plant responses to environmental and 
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developmental cues. BRs are steroid hormones similar to those found in animals (Fujioka and 
Yokota, 2003). They regulate important traits such as germination, cell elongation, root 
development, fertility, flowering time, and plant architecture traits such as leaf angle and plant 
height (Clouse, 1996; Taiz and Zeiger, 2010; Vriet et al., 2012). In addition, BRs also play 
positive roles in resistance to both biotic and abiotic stresses such as drought, salt, heat, cold, 
oxidative stress and pathogen attacks (Krishna, 2003). BR biosynthesis and signaling pathways 
have been well established in the model species Arabidopsis thaliana (Clouse, 2011; Zhao and Li, 
2012; Hao et al., 2013; Jiang et al., 2013; Zhu et al., 2013), and in rice (Oryza sativa) (Bishop 
and Koncz, 2002; Tong and Chu, 2012). These BR pathway components have shown a great 
potential to serve as targets for genetic engineering for crop improvement. For example, seed-
specific over-expression of AtDWF4 in Arabidopsis can enhance cold tolerance, which was 
attributed to the up-regulation of the cold-responsive gene COR15A (Divi and Krishna, 2009). 
Loss-of-function of OsGSK improved rice tolerance to cold, heat, salt, and drought stress (Koh et 
al., 2007). In contrast, role and pathway information of BRs in maize is still limited (Hartwig et 
al., 2011; Makarevitch et al., 2012). 
  
GAs are a large group of cyclic diterpene compounds (Sakamoto et al., 2004). They are 
involved in seed germination and vegetative growth including elongation of stems, roots, and the 
expansion of leaves, development of flowers, fruit set, and the control of fertilization (Dellaporta 
and Calderon-Urrea, 1994; Sasaki et al., 2002; Oikawa et al., 2004; Fleet and Sun, 2005; Lange 
and Lange, 2006; Zhang et al., 2008). GA biosynthesis and signaling pathways have been 
extensively studied in Arabidopsis, rice, maize and other crops (Fleet and Sun, 2005; Ueguchi-
Tanaka et al., 2005; Ueguchi-Tanaka et al., 2007; de Lucas et al., 2008; Tong and Chu, 2012). 
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Mutations in GA pathway genes played a vital role in the green revolution such as the 
semidwarf1 (sd1) gene (GA biosynthesis pathway), which encodes a GA20oxidase (OsGA20ox2) 
(Sasaki et al., 2002) and reduced height-1 (RHT-1) (GA signaling pathway) of wheat (Triticum 
aestivumL.) (Peng et al., 1999). With the knowledge of BR and GA control of traits and stress 
tolerance, crop improvement can greatly benefit in three ways 1) genetic engineering of BR and 
GA biosynthesis and/or signaling pathways can be employed to improve stress tolerance, and 
perhaps biomass and yield of agricultural crops (Choudhary et al., 2012); 2) Molecular 
strengthening (Hu and Lübberstedt, 2015) treatments can be developed to optimize trait 
expression temporally; 3) functional markers (Andersen and Lübberstedt, 2003) can be 
developed for BR/GA pathway genes to breed better cultivars. 
 
Establishment of seedlings is a key factor for uniform, high-yielding field stands and, 
consequently, stable yields (Amram et al., 2015). Several traits were used to measure seedling 
vigor in maize, including seed germination rate, seedling shoot length, root length, seedling dry 
weight, root dry weight etc., and these traits have been extensively used for correlation studies 
with adult plant traits in different maize genotypes (Asghar and Khan, 2005; Cervantes-Ortiz et 
al., 2007; Molatudi and Mariga, 2009; Abdel-Ghani et al., 2013). Early maize seedling vigor 
greatly enhances crop establishment, especially in stressful environments such as under low 
temperatures in central Europe and northern Mediterranean areas (Hund et al., 2004). In low 
precipitation areas, where the soil moisture in the upper layer is quite limited and seeds are 
exposed to frequent dehydration events, deep sowing could ensure adequate seed-zone moisture 
before germination and thereby enhance seedling establishment (Richards et al., 2010; Zhang et 
al., 2012). However, when sown deep, an elongated and vigorous mesocotyl is needed to push 
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the shoots to the surface. It was reported that deep-seeding tolerance was significantly associated 
with mesocotyl elongation (Troyer, 1997; Zhao et al., 2009). BRs and GAs control maize 
seedling architecture traits such as mesocotyl length, seeding and root length (Hartwig et al., 
2012). In addition, they are associated with seedling stress tolerance such as chilling tolerance 
and salinity stress (Anuradha and Rao, 2001; Li et al., 2013; Strigens et al., 2013). In this study, 
we used the BR and GA inhibitors Propiconazole (Pcz) and Uniconazole (Ucz) to explore the BR 
and GA levels in different maize genotypes due to their easy accessibility, high stability and low 
costs (Rademacher, 2000; Hartwig et al., 2012), and investigated the control of seedling traits by 
BR and GA from physiological and genetic perspectives. Our main objectives were to i) study 
phenotypic variation of BR and GA inhibitor responses of four seedling traits within a diverse 
maize association panel, ii) use Genome-wide association studies (GWAS) to identify SNPs 
throughout the genome associated with BR and GA inhibitor responses, iii) investigate the 
correlation between seedling stage hormone level with field traits of plant height, flowering time 
and yield. 
 
Results 
Designations of measured BR and GA inhibitor responses of traits was summarized in 
Table 1. All traits have shown considerable variation and diversity for BR and GA inhibitor 
responses within both DHB47 and DHZ51. The standard deviation for BRR and GAR varied the 
most with values of 0.14 and 0.11 within DHZ51, and 0.13 and 0.1 within DHB47. All trait BR 
and GA inhibitor responses maximum, minimum, mean, median and standard deviations are 
listed in Table 2. Specifically, averages of BRM, BRS, BRR, GAM, GAS, and GAR ranged from 
0.2 to 0.8 across the entire panel. For these traits, the BR and GA inhibitor responses were below 
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1.0, indicating that the mesocotyl, shoot, and primary root lengths were inhibited by hormone 
inhibitor application. Moreover, GA inhibitor Ucz showed a stronger effect compared to BR 
inhibitor, as the values for GAM, GAS, and GAR were 0.21, 0.38, 0.71 in DHZ51, lower than 
those for BRM, BRS, and BRR, which were 0.42, 0.57, 0.84, respectively. Similar results were 
observed in DHB47 (Table 2). The means for BRM and GAM were lowest with 0.3-0.4 for BRM, 
and 0.1-0.2 for GAM, compared to other traits with BRR, BRS, BRW ranged from 0.5~1 and 
GAR, GAS, GAW ranged from 0.3-1. This indicated that the mesocotyl length was more 
sensitive in response to BR and GA inhibitors compared to shoot length, primary root length and 
seedling dry weight. We noticed that the median of trait values in DHB47 and DHZ51 was close 
to their recurrent parent (PHB47 and PHZ51) performance (Table 2). For example, the median of 
BRS in DHB47 was 0.49, close to BRS (0.47) for PHB47. The median of BRS in DHZ51 was 
0.55, close to BRS (0.54) for PHZ51. This indicated that around half of the BGEM lines were 
more tolerant to BR and GA inhibitors compared to their recurrent parents. For heritability, BRM 
and GAM showed the highest values (H2~0.8) compared to seedling length (H2~0.55), root 
length (H2~0.3), and dry weight (H2~0.1). BRM, BRS, BRR, GAM, GAS, GAR were 
significantly and positively correlated (P=0.001) with each other (Figure 1), suggesting that 
higher levels of BR and GA increase elongation of mesocotyl length, shoot length and primary 
root length. However, BRW and GAW were not significantly correlated with any other traits, 
although significantly correlated with each other (P=0.001). 
 
Field performance of BGEM lines 
Large variation was also observed for field traits (Table 2). Standard deviation of 
Growing Degree Units (GDUs; see methods section) for anthesis and silking was similar with 
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28.8 °C and 40.7 °C in DHZ51, and 32.7°C and 32.9 °C in DHB47. For ASI (GDUs), standard 
deviation in DHB47 was 15.1°C, smaller than 22.8°C in DHZ51. For PHT (cm) and yield (tons 
per hectare), the standard deviation within DHB47 was 20 cm, 0.9 tons per hectare, almost the 
same as in DHZ51 which was 21.5 cm and 0.9 tons per hectare, respectively. When BGEM lines 
were compared to the recurrent parents, the median of field trait values in DHB47 and DHZ51 
was close to PHB47 and PHZ51 (Table 2). For example, the median value of PHT in DHB47 and 
DHZ51 were 225 and 222.2 cm, respectively, and for PHB47 and PHZ51 230.8 and 225 cm, 
respectively. However, there was one exception for ASI (GDUs) in DHB47, where the median 
value is 8.8°C, while PHB47 was 0.2°C. Moreover, for yield, PHB47 and PHZ51 performed 
better than most of the BGEM lines (PHB47 was with the maximum value for yield). For 
heritability, PHT showed the highest value of H2~0.9, followed by flowering time (anthesis and 
silking) with H2~0.7, yield with H2~0.6, and ASI with H2~0.4 in DHB47 and H2~0.5 in DHZ51. 
The highest correlation was observed between GDUs to anthesis and silking, with r=0.85. Both 
traits were significantly and negatively correlated with yield (α=0.001). ASI was negatively 
correlated with yield and PHT, and there was a positive correlation between yield and PHT 
(α=0.001). 
 
Correlation between hormone inhibitor responses and field traits 
There was no significant correlation (α=0.01) between field traits PHT, GDUs for 
anthesis, and seedling BR and GA inhibitor responses. However, field traits yield, GDUs to 
silking, and ASI were significantly (α=0.01) correlated with seedling BR and GA inhibitor 
responses. Specifically, yield was significantly (α=0.001) and negatively correlated with BRM, 
BRS, BRR, GAM, GAS, and GAR. The highest correlation was between yield and BRM with a 
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negative correlation of 0.3. GDUs for silking was positively and significantly (α=0.01) correlated 
with BRM, BRS, BRR, GAM, GAS, and GAR. The highest correlation was between GDUs for 
silking and BRM with a positive correlation of 0.26. ASI was significantly (α=0.001) and 
positively correlated with BRM, BRS, BRR, GAM, and GAS. The highest correlation was 
observed between BRM, GAM, and ASI, with a positive correlation of 0.33. In summary, 
seedling stage hormone inhibitor responses were predictive for field traits yield, ASI and GGD 
for silking for BGEM lines, and BRM, GAM are the best predictors (with highest correlation). 
 
Population structure  
Consistent with the two recurrent parent subsets, we found two sub-populations, used for 
joint analysis of DHB47 and DHZ51. One subpopulation comprised 60% BGEM lines used for 
GWAS including PHB47, which include mostly BGEM lines from DHB47 group, and nine 
BGEM lines BGEM-0005-N, BGEM-0085-N, BGEM-0107N, BGEM-0121N, BGEM-0129N, 
BGEM-0215N, BGEM-0227N, BGEM-0248N, BGEM-0260N from DHZ51 group. Another 
subpopulation comprised 40% BGEM lines including PHZ51, including mostly BGEM lines 
from DHZ51 group, with nines BGEM-0007-S, BGEM-0052S, BGEM-0078-S, BGEM-0094-S, 
BGEM-0165-S, BGEM-0166-S, BGEM-0175-S, BGEM-0220-S, BGEM-0266-S from the 
DHB47 group. These BGEM lines are with on average around 50% donor genome proportion, 
larger than the average of donor genome proportion for the whole BGEM collection which was 
18.3%. 
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Genome-wide association analyses 
Three SNP markers S8_174376713 (P=1.57×10-7), S8_174338368 (P=1.24×10-6), and 
S8_174376891 (P=1.75×10-6) were significantly associated with GAM (H2~0.85) using MLM 
and are located on Chromosome 8: S8_174376713 and S8_174376891 were from the same gene 
GRMZM2G013391 and S8_174338368 is located in an intergenic region 40kb upstream of 
GRMZM2G013391 (Figure 2A). Linkage disequilibrium (LD) between S8_174338368 and 
GRMZM2G013391 was r2=0.85. Tissue specific expression of GRMZM2G013391 has been 
determined using high density NimbleGen Microarrays based on B73. It was shown that 
GRMZM2G013391 was expressed with absolute expression level of 422 in shoots and 1899.04 in 
primary roots at seedling stage (Sekhon et al., 2011). It means that this gene is involved in 
metabolic processes for seedling growth. The homologs of GRMZM2G013391 in model species 
Arabidopsis and rice are zinc-finger type transcription factors, designated as WRKY, and it was 
shown that a rice WRKY gene encodes a transcriptional repressor of the gibberellin signaling 
pathway (Zhang et al., 2004). We searched for GA candidate genes near GRMZM2G013391 to 
test the hypothesis that the signal was caused by strong LD between GA candidate genes and 
GRMZM2G013391. The closest GA candidate gene ZmGA2ox1 is 500kb away from 
GRMZM2G013391. However, the r2value between a SNP derived from this GA candidate gene 
and the two SNPs (significantly associated with GAM) from GRMZM2G013391 was below 0.1 
(Figure 2B). 
 
With the FarmCPU model, 19 significant SNPs were found using the same threshold of 
P=2.55×10-6 for GAM, GAS, BRM, and BRS. For root traits GAR and BRR (H2 ranged from 
0.2-0.4), no significant markers were detected using the FarmCPU model. Eleven candidate 
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genes were predicted based on the 19 SNPs and their surrounding regions of 2kb up- and 
downstream of markers (Table 3). Among them, four genes GRMZM2G024657, 
GRMZM2G091919, GRMZM2G177050, GRMZM2G114911 were associated with BR inhibitor 
response (BRM and BRS), and seven genes GRMZM2G013391, GRMZM2G022258, 
GRMZM2G001169, GRMZM2G148229, GRMZM5G891656, GRMZM2G412085, 
GRMZM2G132663 were associated with GA inhibitor responses (GAM and GAS). All 11 genes 
are expressed at seedling shoots based on B73 (Sekhon et al., 2011), with gene 
GRMZM2G022258 associated with the highest expression value of 9118.35. Its orthologue in 
Arabidopsis is exportin protein that mediates the nuclear export of proteins, rRNA, snRNA, and 
some mRNA (Andorf et al., 2010). Orthologues for the other genes in Arabidopsis and rice are 
WRKY transcription factor, cysteine proteinases, kinase, and binding proteins, among others 
(Table S1). None of these genes were co-localized with any BR or GA candidate genes. We 
noticed that the most significant marker associated with GAM is exactly the same detected both 
by FarmCPU (SNP S8_174376713 in Figure 2) and MLM, with P=3.22×10-11 for FarmCPU.  
 
Considering that the use of a MLM and FarmCPU could generate false negative results as 
both kinship and population structure are included to control the false positive results, we 
identified the most significant associations with GLM+PCA method, using the same threshold as 
MLM and FarmCPU of P=2.55×10-6, resulting in 134 significant markers for all traits (Table S2). 
More significant markers were detected, and some markers overlapped with MLM and 
FarmCPU results. In particular, the top three markers from GLM+PCA are exactly the same as 
the three significant markers with MLM method (for GAM), with P-values 3.23×10-13, 3.45×10-
13, 4.32×10-12 for S8_174376891, S8_174376713, and S8_174338368, respectively. In total, 24 
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markers were significantly associated with GAM and GAS on Chromosome 8, clustered within a 
1Mb region up- and downstream of gene GRMZM2G013391. As a result, gene 
GRMZM2G013391 is significantly associated with GAM across all three methods of MLM, 
FarmCPU, and GLM and always associated with the lowest P-values. 
 
Except for gene GRMZM2G013391, there were four genes consistent across FarmCPU 
and GLM+PCA methods with two associated with BR inhibitor response and another two with 
GA inhibitor response. Specifically, GRMZM2G024657 and GRMZM2G114911 were associated 
with BRM and BRS, respectively. GRMZM2G024657 codes for a cysteine proteinase, and it was 
found in common bean that cysteine proteinase was regulated by BR for germination and 
seedling elongation (Yamauchi, 2007). GRMZM2G001169 and GRMZM5G891656 were 
associated with GAM, however, they did not overlap with predicted GA candidate genes. 
GRMZM2G001169 is a gene with unknown function, and GRMZM5G891656 is an 
oxidoreductase family protein. 
 
Discussion 
Plant hormones are small molecules that regulate many aspects regarding to plant growth 
and developments, as well as responses to changing environmental conditions. By modifying the 
production, distribution or signal transduction of plant hormones, plants are able to regulate and 
coordinate both growth and/or stress tolerance to promote survival or escape from environmental 
stress (Colebrook et al., 2014). In this study, we focused on BR and GA control of seedling traits, 
as BR and GA promote seedling vigor and growth (Fuchs and Lieberman, 1968; Evans and 
Poethig, 1995; Clouse, 2001; Özdemir et al., 2004; Ashraf et al., 2010) and they are positively 
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correlated to seedling stress tolerance of drought, salinity, cold/heat, and heavy metals in 
different plant species such as maize, sorghum, Arabidopsis and rice (Anuradha and Rao, 2001; 
Vardhini and Rao, 2003; Kagale et al., 2007; Colebrook et al., 2014). For example, exogenous 
application of BRs increased the cold tolerance of maize seedlings (Singh et al., 2012), and 
increased endogenous levels of GAs were effective in protecting maize seedlings from drought 
stress (Wang et al., 2008). As a high quality seedling establishment can lead to uniform field 
stands and stable yields, we investigated the BR and GA activities at seedling stage across 207 
BGEM lines. On average, an expected 25% (with observed 18.3%) tropical germplasm was 
introgressed into PHB47 and PHZ51, representing the two maize heterotic groups Stiff Stalk and 
Non Stiff Stalk in the corn belt area of United States. We measured the hormone inhibitor 
responses of these 207 BGEM lines, and an extensive amount of phenotypic variation was found 
for all traits measured (Table 2). For example, BGEM-0191-N was 28 times more tolerant to GA 
inhibitor compared to BGEM-0215N with regard to GAM, and BGEM-0269-S was 6 times more 
tolerant to BR inhibitor compared to BGEM-0079-S. Moreover, without selection, the donor 
segments have random effects for hormone inhibitor response – around half BGEM lines are 
more tolerant/not tolerant to BR and GA inhibitors for each trait measured compared to recurrent 
parents. In conclusion, there is substantial variation for BR and GA control of seedling traits. 
 
For both DHB47 and DHZ51, shoot length, mesocotyl length, and primary root length 
were reduced with the application of BR and GA inhibitors compared to water treatment. BRM, 
BRS, GAM and GAS was below 1.0 for all the 207 BGEM lines except for one line BGEM-
0123-N with BRS equal to 1.1. Primary root length was less sensitive to BR/GA inhibitor 
compared with shoot and mesocotyl length, as on average BRR and GAR was larger than BRM, 
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BRS, GAM and GAS. We noticed that on average, BRW and GAW was close to 1 (Table 2). The 
dry weight of most BGEM lines was not affected with the application of BR and GA inhibitors, 
although the length of both shoot and primary root length was significantly reduced. It may be 
because BR and GA regulate cell length instead of cell number and weight at seedling stage, and 
we observed that the seedlings were “fatter” and “shorter” with hormone inhibitors compared to 
water treatment. However, BRW and GAW were with very low heritabilities for both DHB47 
and DHZ51, thus the effect of BR and GA inhibitor on seedling dry weight was not reliable. 
Heritability values ranged from 0.01 to 0.87. BRM and GAM showed the highest 
heritability (>0.8) across both DHB47 and DHZ51, followed by BRS and GAS (0.5-0.7). By 
keeping all conditions equal, mesocotyl was the most stable and repeatable trait for reflecting BR 
and GA inhibitor response across different maize genotypes. BRR and GAR had a heritability 
close to 0.35, this corresponds to previous studies with similar ranges of heritability for root 
traits both under controlled environmental and field conditions (Krill et al., 2010; Cai et al., 2012; 
Pace et al., 2015). For BRW and GAW, the heritability was very low and less than 0.1. This may 
because biomass traits were not measured as accurately as length traits, or seedling dry weight 
was very sensitive to environmental conditions. 
 
BR and GA inhibitor response prediction for field traits 
Seedling traits are easy to measure in controlled environments and have been used for 
comparison with adult plant traits. For example, since root traits are difficult and laborious to 
measure at the adult stage, measurements of seedling root architectural traits were compared with 
field root traits and some root traits have been shown to be positively correlated with yield 
(Abdel-Ghani et al., 2013; Pace et al., 2015). Instead of using seedling traits per se, we 
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calculated the correlation between seedling stage BR/GA inhibitor response and field traits. 
Because BRs and GAs regulate both seedling growth and field traits such as plant height, sex 
determination, and yield in maize (Hartwig et al., 2011; Vriet et al., 2012; Best et al., 2016), our 
hypothesis is that genotypes with elevated early BR and/or GA activities are more tolerant to BR 
and GA inhibitors, and will grow taller and with higher yield. If so, we can use seedling stage BR 
and GA inhibitor response to predict field traits for inbred lines. We found that BRM, BRS, BRR, 
GAM, GAS were positively (α=0.01) correlated with GDUs to silking and ASI, and were 
negatively correlated with yield. Reduced yield may result from a longer ASI, as grain yield and 
its component, ears per plant, showed a dependence on ASI with a negative correlation 
(Edmeades et al., 2000), the asynchrony of male and female flowering can cause reduced 
pollination rate. Although there was a positive correlation between PHT and yield, seedling stage 
BR and GA inhibitor response did not predict field PHT for BGEM lines. The reason may be that, 
the BR and GA genes functioning at seedling stage and the developmental process to form PHT 
are different sets of genes in an inbred background. With a heterozygous background, our results 
showed that seedling stage BR and GA inhibitor response showed a very strong and positive 
correlation with plant height in maize (Hu et al., 2016 submitted). 
 
Genome-wide association analyses 
Genome-wide association studies identified candidate genes or putative functional 
markers affecting field traits, seedling traits, stress tolerance, or nutritional quality in maize 
(Buckler et al., 2009; Weng et al., 2011; Yan et al., 2011; Huang et al., 2013; Lipka et al., 2013; 
Pace et al., 2015). In this study, we used three methods (GLM+PCA, MLM, FarmCPU) to 
conduct genome-wide association studies for BR and GA inhibitor response, and found in total 3, 
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19, and 134 significant SNPs with MLM, FarmCPU, and GLM+PCA methods, respectively. As 
noted in other studies, MLM can overfit a model and create type II errors (Xue et al., 2013) and 
GLM method can create type I errors. We made an effort to reduce type I errors by using GLM 
by fitting a PCA matrix to control for population structure, and by applying correction for 
multiple testing. In addition, we applied a recently developed method FarmCPU, which included 
both population structure and kinship matrix in the GWAS model like for the MLM, but used 
additional algorithms to address confounding problems between testing markers and covariates 
(Liu et al., 2016). As a result, it is less stringent compared to the MLM method, but more 
stringent than the GLM+PCA model, and markers not detected by MLM, but significant using 
FarmCPU, are representing the causal variants masked by kinship or between subpopulations. 
This explains the discrepancy of the number of significant associations detected by these three 
methods. However, significant markers from MLM are consistent with GLM+PCA and 
FarmCPU methods. Using all three methods in conjunction is preferable to balance the false 
positives and false negatives for gene trait associations.  
 
Across all three association models, SNPs from GRMZM2G013391 were consistently 
associated with GAM and were always associated with the lowest P-values. Although there is a 
GA candidate gene close to (within 0.5 Mb) GRMZM2G013391, the LD between these two 
genes is below 0.1. Moreover, GRMZM2G013391 is expressed throughout seedling development 
with absolute expression level of 422 in B73 shoots (Sekhon et al., 2011). It needs to be noted 
that expression is only based on B73, and variation in transcriptome profiles between multiple 
inbred lines has been reported (Hansey et al., 2012). The gene model of GRMZM2G013391 
codes for WRKY transcription factors predicted from MaizeGDB (Monaco et al., 2013). 
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Plant WRKY gene family represents an ancient and complex class of zinc-finger transcription 
factors (TFs) that are involved in the regulation of various physiological processes and many 
plant pathways such as development and senescence, and in plant response to many biotic and 
abiotic stresses (Wang et al., 2014; Zhang et al., 2015). In rice, it was shown that a WRKY gene 
encodes a transcriptional repressor of the GA signaling pathway in aleurone cells: OsWRKY71 
blocks GA signaling by functionally interfering with GA-inducible transcriptional activator 
OsGAMYB and exogenous GA treatment decreases the steady-state mRNA level 
of OsWRKY71 and destabilizes the GFP:OsWRKY71 fusion protein (Zhang et al., 2004). 
Moreover, synergistic interaction of ABA-inducible WRKY genes was regulating GAMYB-
mediated GA signaling in aleurone cells, thereby establishing a novel mechanism for ABA and 
GA signaling cross-talk (Xie et al., 2006). If the function of GRMZM2G013391 is similar as 
WRKY transcription factors in rice to regulate GA signaling, this candidate gene could be a vital 
player in regulating GA levels in maize seedlings. In maize, WRKY transcription factors were 
found to be associated with chilling tolerance of maize seedlings, with a GWAS analysis of 
chilling tolerance indices (ratio of measurements taken under chilling stress and control 
conditions) (Huang et al., 2013). Since WRKY genes are associated with both GA activities and 
chilling tolerance, it is possible that WRKY genes are regulating chilling tolerance through 
increasing endogenous GA levels. It was shown that endogenous GA levels were positively 
associated with chilling stress tolerance: GA3 treatment increased chilling tolerance with 
decreased electrolyte leakage and malondialdehyde content, increased proline content, and 
improved antioxidant enzyme activities. Treatment with GA inhibitors exacerbated chilling 
injury (Ding et al., 2015). This may explain that in our study, we detected WRKY genes with GA 
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inhibitor response of seedlings, and WRKY genes were also associated with seedling chilling 
tolerance in previous studies. 
 
Except for GRMZM2G013391, ten genes were found to be significantly associated with 
BRM, BRS, GAM, and GAS with FarmCPU method, and they are all expressed throughout 
seedling development at different expression levels in B73 (Table 3). Based on the known 
functions of the homologs of these candidate genes in Arabidopsis and rice, these candidate 
genes are related to proteinases, protein kinase, transferase, binding proteins, and SNARE 
(Soluble NSF Attachment Protein Receptor) proteins (Table S1). Some genes with enzyme 
activity functions were found to be regulated by BR and GA in different species. For example, 
GRMZM2G024657 is predicted to code for cysteine proteinases and associated with BRM in this 
study. It was shown that BRs and GAs are involved in the expression of cysteine proteinases in 
cotyledons of common beans for germination. BRs and GAs regulate the synthesis of cysteine 
proteinases to degrade storage proteins in cotyledons of legume plants, to provide enough 
nutrition for the germination and growing process (Yamauchi, 2007). In addition, 
GRMZM2G091919 is predicted to code for glycosyl transferase and also associated with BRM. 
Glycosyl transferase is one of the most important modification reactions towards plant secondary 
metabolites, and plays a key role in maintaining cell homeostasis (Wang and Hou, 2009). It was 
shown that glycosyl transferase regulates BR activities. When UDP-glycosyltransferase 73C5 
(UGT73C5) was ectopically overexpressed in Arabidopsis, the transgenic plants displayed 
characteristic BR-deficient dwarf phenotypes, and this dwarfism was reverted to wild-type 
morphology by exogenous application of epi-BL (Poppenberger et al., 2005). The genes 
associated with BR and GA inhibitor responses in this study may represent BR/GA pathway 
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components, or they regulate BR/GA activities, or they are regulated by BR/GA. They may play 
key roles for the BR and GA control of seedling traits such as mesocotyl length, shoot length and 
primary root length. Several loci with small effects were likely missed in our study due to limited 
population size (Yan et al., 2011). However, the genes identified by GWAS in this study are in 
various cases consistent with findings of earlier studies of large effect loci, which could be used 
as direct targets of marker assisted selection (Huang et al., 2013). 
 
Experimental Procedures 
A set of 207 BGEM (BC1 derived doubled haploid (DH) lines – with expected25% donor 
and 75% recurrent parent genome composition) were used in this study, which were obtained 
from the USDA-ARS North Central Regional Plant Introduction Station (NCRPIS) in Ames, 
Iowa. Donor parents are landraces included in the Germplasm Enhancement of Maize (GEM) 
project. Recurrent parents are two expired PVP (Plant Variety Protection) lines PHB47 and 
PHZ51, which are from the two maize heterotic groups Stiff Stalk and Non Stiff Stalk in corn 
belt area of United States, respectively. The methods used to create the BGEM lines were 
described in a previous study (Brenner et al., 2012). Briefly, various landrace accessions were 
used as donor parents, and PHB47/PHZ51served as recurrent parents for one generation of 
backcrossing. BC1 individuals were subsequently used to produce DH lines. There was no 
intentional selection during BGEM line development. BGEM lines are intended as a resource for 
biological research and potential discovery of unique alleles and traits. In this study, 76 BGEM 
lines are in PHZ51 and 131 BGEM lines in PHB47 background (DHZ51 and DHB47 subset, 
respectively). The pedigree, DH code, and donor accession information of the 207 BGEM lines 
is listed in Table S3. 
183 
 
 
Phenotyping 
A paper roll cultivation method was employed as described in a previous study (Kumar et 
al., 2012) to germinate seed. All BGEM lines were treated with three independent treatments of 
80µM BR inhibitor propiconazole (Pcz), 80µM GA inhibitor uniconazole (Ucz) and water as 
mock treatment. Each treatment was applied in three independent experiments completed June 8, 
2015, June 19, 2015, and June 29, 2015 using a completely randomized design (CRD). For each 
treatment, 18 seeds from each BGEM line were used with 6 seeds assigned to each experiment. 
Seed was germinated in three steps: 1) seed was soaked 24 hours for absorption of sufficient 
treatment solution; 2) seed was transferred into paper rolls containing the respective soaking 
solution (water, Pcz, or Ucz); 3) paper rolls were placed in covered buckets in a growth chamber 
without light at 25C. After eight days, seedlings were removed from the growth chamber and 
different traits were measured. Each paper roll with six seedlings was considered as an 
experimental unit. 
 
Four seedling traits - mesocotyl length, shoot length, primary root length, and total dry 
weight were manually evaluated for the three treatments (BR inhibitor, GA inhibitor, and water). 
Mesocotyl length (cm) was measured with a ruler from the root-shoot transition zone to the first 
node of the seedling. Shoot length (cm) was measured with a ruler from the root-shoot transition 
zone to the tip of the seedling. Primary root length (cm) was measured with a ruler from the root-
shoot transition zone to the tip of the primary root. After these three measurements, seedlings 
were dried for 48 hrs at 55C (Pace et al., 2015), to determine the seedling dry weight (g). 
Hormone inhibitor response was calculated as the ratios of the measurements taken under BR (or 
GA) inhibitor and mock treatment (Huang et al., 2013). Except for seedling traits, field traits 
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plant height (PHT), Growing Degree Units (GDUs) to anthesis, GDUs to silking, anthesis silking 
interval (ASI) and yield (tons per hectare) were measured under regular field conditions 
(nutrition, irrigation etc.,). PHT was evaluated at Agronomy Farm (Boone, IA) across two years 
2014-2015 using a randomized complete block design with two replications (50 individuals per 
plot – with two rows). Two weeks after tasseling, a representative plant in the center of each plot 
was selected and PHT was measured from the ground to the top of the tassel. Yield and flowering 
time (anthesis, silking, ASI) were evaluated across three environments (with one replication 
within each environment) at Agronomy Farm2014, Agronomy Farm 2015, and the ISU research 
farm (2015, Nashua IA) following a completely randomized design. In each replication, 50 
individuals from each BGEM line were grown per plot. At maturity, ears were machine-
harvested and yield was measured on a plot basis at 15.5% moisture content and subsequently 
converted to tons per hectare (details were described in Sanchez et al., 2016 in preparation). 
Days to anthesis and silking were counted from date of sowing to the day, when 50% of the 
plants in a plot had tassels with anthers exerted from the glumes and ears with emerged silks, 
respectively. These were converted to GDUs:  GDUs = (Tmax +Tmin)/2 –10, where Tmax is 
maximum daily temperature and is set equal to 30 °C when temperatures exceeded 30 °C. Tmin 
is the minimum daily temperature and is set equal to 10 °C when temperatures fall below 10 °C. 
ASI was calculated as the difference in GDUs between anthesis and silking.  
 
Phenotypic data analysis 
From each experimental unit (each roll): four seedlings out of six were sampled to 
eliminate possible not or poorly germinating seedlings, and means were taken per roll. The 
additive model for analysis of variance of seedling traits, flowering time and yield was: 
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yij=µ+Ei+Gj+eij (Pace et al., 2015), where yij represents the observation from the ij
th experimental 
unit, µ is the overall mean, Ei is the experiment, and Gj is the genotype, and eij is the error. The 
interaction between the genotype and experiment is confounded within the error eij. Best linear 
unbiased prediction (BLUP) was calculated by fitting genotype and experiment as random 
effects in SAS 9.2 (SAS Institute, 2008). The additive model for analysis of variance of PHT was: 
yijk=µ+Ei+Rj(Ei)+Gk+Gk*Ei+eijk, where yijk represents the observation from the ijk
th experimental 
unit, µ is overall mean, Ei is the environment, Rj (Ei) is the replication nested within each 
environment, Gk is the genotype, and Gk*Ei is the interaction between genotype and environment, 
ejik is the error. Best linear unbiased prediction (BLUP) was calculated by fitting genotype, 
environment and replication as random effects in SAS 9.2 (SAS Institute, 2008). Heritability for 
all traits was calculated based on a “plot basis" (Holland et al., 2003). For each evaluated trait, 
variance component estimates were obtained from a mixed linear model fitted across all 
environments in SAS PROC MIXDED. Variance components ( ) were estimated 
according where  corresponds to genotypic variance, genotype by environmental 
interaction variance, and error variance, respectively. Entry mean-based heritability was 
calculated from variance component estimates as  where r is the number of 
replications within each location, and n is the number of locations (Holland et al., 2003). 
Phenotypic correlations were calculated based on Pearson’s correlation method, and graphs were 
obtained using ggplot2 in R (Wickham, 2009). 
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Marker data 
The diversity panel was genotyped with a genotyping-by-sequencing (GBS) protocol 
(Elshire et al., 2011) by Cornell University from Buckler lab. Removal of monomorphic and 
low-quality SNPs, as well as those with minor allele frequencies below 2.5% and missing data 
rate >25%, generated a data set with 247,775 SNPs. For SNPs located at the same position (with 
genetic distance equal to 0 cM) in the genetic map, only one randomly selected SNP per map 
position was retained, which reduced the final number of SNPs to 62,049. For missing SNP 
markers, the LD k-nearest neighbor algorithm (LD KNNi imputation) was used for imputation 
using TASSEL 5.0 (Bradbury et al., 2007). We observed many short recurrent parent segments 
interspersed with exotic donor genotypes, leading to more than 1,000 recombinations across the 
genome per line. Since we only conducted one generation of backcrossing, the recombination 
frequency should be much lower. Thus, we corrected for monomorphic markers within large 
donor segments based on Bayes theorem (Sanchez et al., in preparation), with underlying 
assumption that the short recurrent parent segments are monomorphic markers instead of due to 
double recombinations. These short recurrent parent segments were corrected or kept as original 
genotype based on P-values from the Bayes theorem. After correction the donor genome 
composition was closer to the expected 25% compared to original marker data, and the average 
recombination rate substantially reduced. The corrected dataset was used for genome-wide 
association studies. 
 
Population structure, linkage disequilibrium, and genome-wide association analyses 
Population structure was estimated using the genome-wide 62,049 SNPs with principle 
component analysis (PCA). PCA was calculated with R package GAPIT (Genome Association 
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and Prediction Integrated Tool-R package) (Lipka et al., 2012). The most probable number of 
subpopulations was picked by plotting the number of PCAs (X-axis) against the variance 
explained by PCA numbers (Y-axis). The best number of subpopulations was selected, when the 
decrease of variance reached a plateau (no more variance can be explained by adding more PCs) 
(Lipka et al., 2012). The software program TASSEL 5.0 (Bradbury et al., 2007) was used to 
calculate linkage disequilibrium (LD) among SNP markers.  
 
BLUPs of trait values for BR/GA inhibitor response of mesocotyl length, shoot length 
and primary root length were used for GWAS with 62,049 SNPs. GWAS analysis for field traits 
is summarized by Sanchez et al. (in preparation). Seedling weight was not included due to low 
heritability (<0.3). To balance false positives and false negatives, three association analysis 
methods were applied in this study:1) General Linear Model (GLM)+PCA, with covariate PCA 
from GAPIT was included as fixed effects to account for population structure, 2) mixed linear 
model (MLM) (Yu et al., 2006) with population structure (PCA) and kinship included as 
covariates, and 3) FarmCPU (Fixed and random model Circulating Probability Unification) with 
kinship and population structure (PCA) as covariates, but with additional algorithms solving the 
confounding problems between testing markers and covariates (Liu et al., 2016). The software 
program TASSEL 5.0 (Bradbury et al., 2007) was used to conduct GWAS with GLM+PCA 
method. GAPIT (Genome Association and Prediction Integrated Tool-R package) (Lipka et al., 
2012) was applied to conduct MLM. The R package FarmCPU was used to conduct GWAS with 
FarmCPU model. The statistical program simpleM implemented in R was used to account for 
multiple testing (Johnson et al., 2010). The threshold level was based on the effective number of 
independent tests m (Meff_G) and m was used in a similar way as the Bonferroni correction 
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(Pace et al., 2015). To obtain Meff_G for SNP data, a correlation matrix for all markers needs to 
be constructed and corresponding eigenvalues for each SNP locus calculated. A composite LD 
(CLD) correlation is calculated directly from SNP genotypes (Lipka et al., 2012). Once this SNP 
matrix is created, the effective number of independent tests is calculated.  In this study, with 
α=0.05 as family-wise error rate, the threshold for significant trait-marker associations was set as 
2.55×10-6 (multiple testing threshold level). 
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Figure 1. Pearson correlations between all 13 traits collected. * and ** represent significance 
levels at α = 0.01 and 0.001, respectively. BRM, BRS, BRR, BRW, GAM, GAS, GAR, and 
GAW: see Table 1 for explanation; ASI, anthesis silking interval; PHT, plant height. 
 
 
 
 
 
 
 
197 
 
 
 
 
Figure 2. GWAS for GAM in maize. 
(A) GWAS results from the mixed linear model (MLM) of GAM. GAM represents for GA 
control of mescocotyl length and calculated as ratio of mesocotyl length under GA inhibitor 
treatment to the length under water treatment). X-axis represents the ten chromosomes and y-axis 
represents for the -log10P-values. The horizontal line represents for the threshold from SimpleM. 
(B) Scatter plot of association results from MLM analysis of GAM and LD estimates (r2) across 
Chromosome 8 where SNPs were found to be significantly associated with GAM. -log10P-values  
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Figure 2 continued 
(left, y-axis) are from GWAS results and r2 values (right, y-axis) represent the LD between all 
SNPs from Chromosome 8 to the top marker which locates within GRMZM2G01339. The grey 
vertical lines are -log10 P-values for SNPs. Triangles are the r2 values of each SNP relative to the 
peak SNP (indicated in red) at 174,376,713 bp. The black horizontal dashed line indicated the 
threshold from SimpleM. 
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Table 1. Trait designations and descriptions. 
Trait name Trait description 
BRM Ratio of mesocotyl length with BR inhibitor treatment to water treatment 
GAM Ratio of mesocotyl length with GA inhibitor treatment to water treatment 
BRS Ratio of shoot length with BR inhibitor treatment to water treatment 
GAS Ratio of shoot length with GA inhibitor treatment to water treatment 
BRR Ratio of primary root length with BR inhibitor treatment to water treatment 
GAR 
Ratio of primary root length with GA inhibitor treatment to water 
treatment 
BRW 
Ratio of seedling dry weight with BR inhibitor treatment to water 
treatment 
GAW 
Ratio of seedling dry weight with GA inhibitor treatment to water 
treatment 
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Table 2. Summary statistics for both hormone inhibitor response and field traits. 
Library: DHZ51             
Trait Min Max Mean Median PHZ51 SD H2 
BRM 0.18 0.81 0.42 0.4 0.46 0.12 0.71 
BRS 0.39 0.88 0.57 0.55 0.54 0.11 0.52 
BRW 0.87 1.5 1.12 1.11 1.11 0.12 0.01 
BRR 0.54 1.18 0.84 0.82 0.94 0.14 0.19 
GAM 0.02 0.56 0.21 0.21 0.28 0.09 0.87 
GAS 0.2 0.79 0.38 0.38 0.4 0.09 0.68 
GAR 0.48 1.07 0.71 0.71 0.73 0.11 0.38 
GAW 0.75 1.39 1.04 1.04 0.96 0.11 0.05 
Anthesis (GDUs) 723.9 881.8 786.8 784.1 766.3 28.8 0.65 
Silking (GDUs) 745.2 927.8 813.2 811.1 783.7 40.7 0.70 
ASI (GDUs) -11.8 104.7 26.2 19.7 17 22.8 0.53 
PHT(cm) 177.2 268.3 222.6 222.2 225 20 0.85 
Yield (tons/hectare) 0.9 4.6 2.6 2.5 3.9 0.9 0.59 
Library: DHB47             
Trait Min Max Mean Median PHB47 SD H2 
BRM 0.12 0.63 0.31 0.31 0.28 0.1 0.8 
BRS 0.31 0.73 0.5 0.49 0.47 0.09 0.5 
BRR 0.47 1.12 0.75 0.75 0.58 0.13 0.39 
BRW 0.86 1.64 1.13 1.12 1.11 0.13 0.03 
GAM 0.04 0.32 0.12 0.1 0.09 0.06 0.85 
GAS 0.15 0.53 0.29 0.28 0.27 0.07 0.68 
GAR 0.38 1.06 0.64 0.62 0.57 0.1 0.39 
GAW 0.79 1.3 1.03 1.02 1 0.1 0.01 
Anthesis (GGD) 664.6 864.8 778.9 780.1 746.1 32.7 0.73 
Silking (GDUs) 691.1 867 787.4 784.7 746.1 32.9 0.65 
ASI (GDUs) -24.7 45.8 9.2 8.8 0.2 15.1 0.39 
PHT(cm) 173.2 279 225.4 225 230.8 21.5 0.88 
Yield 1.1 5.3 3.2 3.1 5.3 0.9 0.62 
 
GDUs, Growing Degree Units (°C); SD, standard deviation; H2, heritability; ASI, anthesis 
silking interval; PHT, plant height. For BRM, BRS, BRR, BRW, GAM, GAS, GAR, and GAW: 
see Table 1 for explanation. 
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Table 3. Significant SNPs from FarmCPU. 
Trait SNP Chr Position 
P-
value 
Gene 
Absolute 
expression 
value in 
seedling 
BRM S5_3538677 5 3538677 
3.29E-
08 
GRMZM2G024657 69.88 
BRM S7_143003800 7 143003800 
3.03E-
07 
GRMZM2G091919 102.82 
BRM S7_172879110 7 172879110 
2.50E-
06 
GRMZM2G177050 163.72 
BRS S4_154986604 4 154986604 
1.06E-
06 
GRMZM2G114911 2173.76 
BRS S3_184357485 3 184357485 
1.41E-
06 
Intergenic 
 
BRS S9_76294986 9 76294986 
2.44E-
06 
Intergenic 
 
GAM S8_174376713 8 174376713 
3.22E-
11 
GRMZM2G013391 422 
GAM S5_749312 5 749312 
2.63E-
09 
GRMZM2G022258 9118.35 
GAM S4_2511802 4 2511802 
5.05E-
09 
GRMZM2G001169 46.65 
GAM S7_170538823 7 170538823 
4.37E-
08 
GRMZM2G148229 8265.48 
GAM S8_4409026 8 4409026 
7.41E-
08 
Intergenic 
 
GAM S9_152757586 9 152757586 
1.25E-
06 
GRMZM5G891656 256.55 
GAS S8_174377648 8 174377648 
6.44E-
12 
GRMZM2G013391 422 
GAS S3_2813553 3 2813553 
1.85E-
11 
GRMZM2G412085 423.37 
GAS S8_119054591 8 119054591 
1.93E-
08 
GRMZM2G132663 1704.02 
GAS S4_2511802 4 2511802 
2.14E-
08 
GRMZM2G001169 46.65 
GAS S3_3123403 3 3123403 
1.34E-
07 
Intergenic 
 
GAS S1_292671200 1 292671200 
2.96E-
07 
Intergenic 
 
GAS S10_140978407 10 140978407 
4.33E-
07 
Intergenic   
Chr represents for Chromosome, BRM, BRS, GAM, GAS: see Table 1 for explanation. 
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Table S1. Orthologues of genes from FarmCPU results in Arabidopsis and rice. 
Trait Gene Arabidopsis 
BRM GRMZM2G024657 Cysteine proteinases superfamily protein 
BRM GRMZM2G091919 Protein kinase superfamily protein 
BRM GRMZM2G177050 SOS3-interacting protein 4 
BRS GRMZM2G114911 ORMDL family protein 
GAM GRMZM2G013391 WRKY DNA-binding protein 65 
GAM GRMZM2G022258 (ATCRM1, ATXPO1, HIT2, XPO1, XPO1A) exportin 1A 
GAM GRMZM2G001169 Protein of unknown function (DUF1645) 
GAM GRMZM2G148229 SNARE associated Golgi protein family 
GAM GRMZM5G891656 FAD/NAD(P)-binding oxidoreductase family protein 
GAS GRMZM2G013391 WRKY DNA-binding protein 65 
GAS GRMZM2G412085 Unknown 
GAS GRMZM2G132663 Unknown 
GAS GRMZM2G001169 Protein of unknown function (DUF1645) 
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Table S2. SNPs from GLM+PCA results. 
Trait Marker Chr Position (bp) P-value 
GAM S8_174376891 8 174376891 3.23E-13 
GAM S8_174376713 8 174376713 3.45E-13 
GAM S8_174338368 8 174338368 4.32E-12 
GAM S8_174338241 8 174338241 1.83E-11 
GAM S8_174377648 8 174377648 3.35E-11 
GAM S6_115077944 6 115077944 1.62E-10 
GAM S4_2511802 4 2511802 2.14E-10 
GAM S8_173872193 8 173872193 8.35E-10 
GAM S6_142405130 6 142405130 5.20E-09 
GAS S3_197247986 3 197247986 6.11E-09 
GAM S3_210838424 3 210838424 6.48E-09 
GAS S3_210838424 3 210838424 7.07E-09 
GAM S3_197247986 3 197247986 7.17E-09 
GAM S8_173872578 8 173872578 8.47E-09 
GAS S6_142405130 6 142405130 1.05E-08 
GAM S4_29298 4 29298 1.28E-08 
GAM S1_135726530 1 135726530 1.33E-08 
GAM S8_171750406 8 171750406 1.41E-08 
GAM S4_30007 4 30007 1.50E-08 
GAM S8_173873070 8 173873070 1.55E-08 
GAM S8_173888280 8 173888280 1.58E-08 
GAM S8_171751561 8 171751561 1.69E-08 
GAS S3_178727369 3 178727369 1.91E-08 
GAM S8_171138492 8 171138492 2.08E-08 
GAM S1_30215825 1 30215825 2.36E-08 
GAS S1_156436847 1 156436847 3.04E-08 
GAS S1_156531194 1 156531194 3.04E-08 
GAS S3_176366179 3 176366179 3.24E-08 
GAM S8_173872457 8 173872457 3.31E-08 
GAR S6_87590837 6 87590837 3.77E-08 
GAM S8_174398658 8 174398658 4.54E-08 
BRS S4_154986604 4 154986604 5.02E-08 
GAM S5_206554916 5 206554916 5.48E-08 
GAM S5_206555336 5 206555336 5.48E-08 
GAM S8_171137903 8 171137903 6.76E-08 
GAM S8_171169875 8 171169875 6.85E-08 
GAR S6_66346291 6 66346291 7.90E-08 
GAM S3_178727369 3 178727369 8.11E-08 
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Table S2 continued 
GAM S3_176366179 3 176366179 8.24E-08 
GAM S8_171679655 8 171679655 9.04E-08 
GAM S8_171076169 8 171076169 9.64E-08 
GAM S5_158289246 5 158289246 9.71E-08 
GAS S5_57247757 5 57247757 1.10E-07 
GAM S6_61674688 6 61674688 1.12E-07 
GAM S8_174400650 8 174400650 1.16E-07 
GAM S6_115641175 6 115641175 1.21E-07 
GAM S8_171881360 8 171881360 1.58E-07 
GAM S4_2512830 4 2512830 1.69E-07 
GAM S8_174398862 8 174398862 1.71E-07 
BRS S4_155009009 4 155009009 1.80E-07 
GAM S4_30681 4 30681 1.80E-07 
GAM S8_171750740 8 171750740 2.00E-07 
GAM S8_174329369 8 174329369 2.01E-07 
GAM S2_199389407 2 199389407 2.24E-07 
GAM S5_158407271 5 158407271 2.33E-07 
GAM S1_5328404 1 5328404 3.11E-07 
GAM S1_156436847 1 156436847 3.61E-07 
GAM S1_156531194 1 156531194 3.61E-07 
GAM S9_152757586 9 152757586 3.94E-07 
GAS S6_115077944 6 115077944 4.29E-07 
GAM S8_171649742 8 171649742 4.33E-07 
GAM S8_171745653 8 171745653 4.69E-07 
GAM S8_174312656 8 174312656 4.82E-07 
GAM S8_172680709 8 172680709 4.82E-07 
GAM S4_2487687 4 2487687 5.06E-07 
GAM S8_171745131 8 171745131 5.21E-07 
GAS S6_61674688 6 61674688 5.21E-07 
GAM S9_143892516 9 143892516 5.58E-07 
GAM S2_236476080 2 236476080 5.75E-07 
GAM S4_2513379 4 2513379 5.94E-07 
GAS S3_172198353 3 172198353 6.06E-07 
GAM S4_32475 4 32475 6.32E-07 
GAM S2_199206870 2 199206870 6.46E-07 
GAM S1_77891902 1 77891902 6.48E-07 
GAM S4_2514646 4 2514646 6.53E-07 
GAM S3_3202458 3 3202458 6.60E-07 
GAM S4_2487570 4 2487570 7.76E-07 
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GAM S8_174316462 8 174316462 7.91E-07 
GAM S5_6543680 5 6543680 8.88E-07 
GAS S8_174338368 8 174338368 9.09E-07 
GAM S8_171037601 8 171037601 9.62E-07 
GAM S2_184698003 2 184698003 9.86E-07 
GAM S8_171170018 8 171170018 9.91E-07 
GAR S6_80949310 6 80949310 9.92E-07 
GAM S2_199462332 2 199462332 1.00E-06 
GAM S4_2513671 4 2513671 1.04E-06 
GAR S6_103702345 6 103702345 1.06E-06 
GAM S3_3472787 3 3472787 1.07E-06 
GAS S8_174377648 8 174377648 1.12E-06 
GAM S1_8266562 1 8266562 1.14E-06 
GAM S1_211893357 1 211893357 1.19E-06 
GAM S8_174398727 8 174398727 1.21E-06 
BRS S9_82352749 9 82352749 1.22E-06 
GAM S1_6163742 1 6163742 1.22E-06 
GAM S3_3698698 3 3698698 1.24E-06 
GAM S2_209921466 2 209921466 1.28E-06 
GAM S3_81926 3 81926 1.28E-06 
GAM S1_211894567 1 211894567 1.30E-06 
BRS S9_76294986 9 76294986 1.31E-06 
BRS S5_3538677 5 3538677 1.32E-06 
GAM S4_31326 4 31326 1.41E-06 
GAM S1_195720491 1 195720491 1.46E-06 
GAM S8_171795838 8 171795838 1.47E-06 
GAM S3_221218307 3 221218307 1.47E-06 
GAR S6_92390733 6 92390733 1.54E-06 
BRS S9_58847187 9 58847187 1.55E-06 
GAM S1_208097436 1 208097436 1.62E-06 
GAM S8_171647664 8 171647664 1.62E-06 
GAM S8_171072149 8 171072149 1.66E-06 
GAM S2_184646154 2 184646154 1.74E-06 
GAS S1_161614796 1 161614796 1.74E-06 
GAM S8_160922631 8 160922631 1.79E-06 
GAM S8_171751162 8 171751162 1.88E-06 
GAM S3_221218730 3 221218730 1.93E-06 
GAM S8_160925172 8 160925172 1.93E-06 
GAR S6_4896509 6 4896509 1.94E-06 
GAM S8_160978625 8 160978625 1.95E-06 
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GAM S8_160927952 8 160927952 1.95E-06 
GAM S8_172126644 8 172126644 1.96E-06 
GAM S1_127046561 1 127046561 1.99E-06 
GAS S8_174376891 8 174376891 2.01E-06 
GAM S4_2066556 4 2066556 2.02E-06 
GAM S8_171759875 8 171759875 2.02E-06 
GAM S1_206268074 1 206268074 2.09E-06 
GAS S5_28022363 5 28022363 2.17E-06 
GAM S1_12596372 1 12596372 2.21E-06 
GAM S5_111307116 5 111307116 2.22E-06 
GAM S8_173389037 8 173389037 2.32E-06 
GAS S8_171169875 8 171169875 2.34E-06 
GAM S8_174329425 8 174329425 2.42E-06 
GAM S8_173851481 8 173851481 2.48E-06 
GAM S3_6677098 3 6677098 2.52E-06 
GAM S6_114931605 6 114931605 2.55E-06 
GAM S8_174329308 8 174329308 2.55E-06 
GAM, GAS, GAR, BRS: see Table 1 for explanation. 
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Table S3. Detailed information about the 207 BGEM lines  
      
DH code Pedigree 
Donor 
Accession 
number 
BGEM-0001-
N 
(ALTIPLANO BOV903/PHZ51)/PHZ51 #002-(2n)-003 PI 485364 
BGEM-0003-
N 
(ALTIPLANO BOV903/PHZ51)/PHZ51 #005-(2n)-001 PI 485364 
BGEM-0004-
N 
(ALTIPLANO BOV903/PHZ51)/PHZ51 #005-(2n)-003 PI 485364 
BGEM-0005-
N 
(ALTIPLANO BOV903/PHZ51)/PHZ51 #005-(2n)-005 PI 485364 
BGEM-0006-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #001-(2n)-002 PI 485364 
BGEM-0007-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #001-(2n)-004 PI 485364 
BGEM-0008-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #001-(2n)-005 PI 485364 
BGEM-0010-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #003-(2n)-002 PI 485364 
BGEM-0011-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #004-(2n)-002 PI 485364 
BGEM-0012-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #004-(2n)-003 PI 485364 
BGEM-0013-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #005-(2n)-001 PI 485364 
BGEM-0014-
S 
(ALTIPLANO BOV903/PHB47)/PHB47 #005-(2n)-003 PI 485364 
BGEM-0018-
S 
(ANDAQUI CAQ307 FT/PHB47)/PHB47 #003-(2n)-002 PI 444284 
BGEM-0019-
S 
(ANDAQUI CAQ307 FT/PHB47)/PHB47 #003-(2n)-004 PI 444285 
BGEM-0020-
S 
(ANDAQUI CAQ307 FT/PHB47)/PHB47 #003-(2n)-005 PI 444286 
BGEM-0022-
S 
(ANDAQUI CAQ307 FT/PHB47)/PHB47 #003-(2n)-007 PI 444287 
BGEM-0023-
S 
(ANDAQUI CAQ307 FT/PHB47)/PHB47 #005-(2n)-001 PI 444288 
BGEM-0024-
S 
(ANDAQUI CAQ307 FT/PHB47)/PHB47 #006-(2n)-001 PI 444289 
BGEM-0025-
S 
(ANDAQUI CAQ307 FT/PHB47)/PHB47 #007-(2n)-002 PI 444290 
BGEM-0026-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #003-(2n)-002 NSL 283561 
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Table S3 continued 
BGEM-0027-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #003-(2n)-003 NSL 283561 
BGEM-0028-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #003-(2n)-004 NSL 283561 
BGEM-0029-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #005-(2n)-003 NSL 283561 
BGEM-0030-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #005-(2n)-004 NSL 283561 
BGEM-0031-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #005-(2n)-005 NSL 283561 
BGEM-0032-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #006-(2n)-002 NSL 283561 
BGEM-0033-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #006-(2n)-004 NSL 283561 
BGEM-0034-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #006-(2n)-006 NSL 283561 
BGEM-0035-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #006-(2n)-007 NSL 283561 
BGEM-0036-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #006-(2n)-008 NSL 283561 
BGEM-0037-
S 
(ARAGUITO VEN678/PHB47)/PHB47 #006-(2n)-009 NSL 283561 
BGEM-0039-
N 
((Arizona - LIB 16/PHZ51 B)/PHZ51)-(2n)-002 PI 485359 
BGEM-0040-
N 
((Arizona - LIB 16/PHZ51 B)/PHZ51)-(2n)-003 PI 485360 
BGEM-0041-
S 
((Arizona - LIB 16/PHB47 B)/PHB47)-(2n)-001 PI 485361 
BGEM-0042-
S 
((Avati Moroti Guapi - PAG 139/PHB47 B)/PHB47)-(2n)-
003 
PI 485458 
BGEM-0044-
S 
((Blanco Blandito - ECU 523/PHB47  B)/PHB47)-(2n)-001 PI 488113 
BGEM-0045-
N 
(BOFO DGO123/PHZ51)/PHZ51 #002-(2n)-001 Ames 28481 
BGEM-0046-
N 
(BOFO DGO123/PHZ51)/PHZ51 #002-(2n)-002 Ames 28481 
BGEM-0047-
S 
(BOFO DGO123/PHB47)/PHB47 #001-(2n)-001 Ames 28481 
BGEM-0048-
S 
(BOFO DGO123/PHB47)/PHB47 #002-(2n)-003 Ames 28481 
BGEM-0049-
S 
(BOFO DGO123/PHB47)/PHB47 #003-(2n)-003 Ames 28481 
BGEM-0050-
S 
(BOFO DGO123/PHB47)/PHB47 #004-(2n)-001 Ames 28481 
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Table S3 continued 
BGEM-0051-
S 
(BOFO DGO123/PHB47)/PHB47 #004-(2n)-002 Ames 28481 
BGEM-0052-
S 
(BOFO DGO123/PHB47)/PHB47 #004-(2n)-003 Ames 28481 
BGEM-0054-
S 
(CAMELIA CHI411/PHB47)/PHB47 #002-(2n)-001 NSL 42755 
BGEM-0055-
S 
(CAMELIA CHI411/PHB47)/PHB47 #005-(2n)-002 NSL 42755 
BGEM-0056-
S 
(CAMELIA CHI411/PHB47)/PHB47 #005-(2n)-003 NSL 42755 
BGEM-0057-
S 
(CAMELIA CHI411/PHB47)/PHB47 #005-(2n)-006 NSL 42755 
BGEM-0059-
S 
(CANDELA ECU531/PHB47)/PHB47 #003-(2n)-001 NSL 287040 
BGEM-0063-
N 
(CHANDELLE CUB68 CI/PHZ51)/PHZ51 #004-(2n)-001 Ames 28574 
BGEM-0066-
N 
(PHZ51/CON PN CUZ13)/PHZ51 #007-(2n)-001 Ames 28653 
BGEM-0067-
S 
(PHB47/CON PUNT CUZ13)/PHB47 #002-(2n)-001 Ames 28653 
BGEM-0068-
S 
(PHB47/CON PUNT CUZ13)/PHB47 #005-(2n)-001 Ames 28653 
BGEM-0070-
S 
(CON NORT ZAC161/PHB47)/PHB47 #003-(2n)-001 PI 515577 
BGEM-0071-
S 
(CON NORT ZAC161/PHB47)/PHB47 #004-(2n)-001 PI 515577 
BGEM-0072-
S 
(CON NORT ZAC161/PHB47)/PHB47 #004-(2n)-004 PI 515577 
BGEM-0073-
S 
(CON NORT ZAC161/PHB47)/PHB47 #005-(2n)-001 PI 515577 
BGEM-0074-
S 
(CON NORT ZAC161/PHB47)/PHB47 #005-(2n)-003 PI 515577 
BGEM-0077-
S 
(CRISTALINO AMAR AR21004/PHB47)/PHB47 #001-
(2n)-001 
PI 516163  
BGEM-0078-
S 
(CRISTALINO AMAR AR21004/PHB47)/PHB47 #001-
(2n)-002 
PI 516163  
BGEM-0079-
S 
(CRISTALINO AMAR AR21004/PHB47)/PHB47 #005-
(2n)-003 
PI 516163 
BGEM-0080-
S 
(CRISTALINO AMAR AR21004/PHB47)/PHB47 #005-
(2n)-004 
PI 516163 
BGEM-0082-
S 
(CRISTALINO AMAR AR21004/PHB47)/PHB47 #007-
(2n)-002 
PI 516163 
BGEM-0083-
S 
((Cubano dentado - BOV 585/PHB47 B)/PHB47)-(2n)-001 PI 485383 
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Table S3 continued 
BGEM-0085-
N 
(CUZCO CUZ217/PHZ51)/PHZ51 #002-(2n)-001 PI 485274 
BGEM-0087-
N 
(DULCILLO DEL NO SON57/PHZ51)/PHZ51 #001-(2n)-
001 
PI 490973 
BGEM-0088-
N 
(DULCILLO DEL NO SON57/PHZ51)/PHZ51 #002-(2n)-
002 
PI 490973 
BGEM-0089-
N 
(DULCILLO DEL NO SON57/PHZ51)/PHZ51 #002-(2n)-
003 
PI 490973 
BGEM-0090-
N 
(DULCILLO DEL NO SON57/PHZ51)/PHZ51 #002-(2n)-
004 
PI 490973 
BGEM-0091-
N 
(DULCILLO DEL NO SON57/PHZ51)/PHZ51 #003-(2n)-
002 
PI 490973 
BGEM-0094-
S 
(DULCILLO DE NO SON57/PHB47)/PHB47 #005-(2n)-
003 
PI 490973 
BGEM-0095-
S 
(DULCILLO DE NO SON57/PHB47)/PHB47 #006-(2n)-
001 
PI 490973 
BGEM-0097-
S 
(EARLY CARIBBEAN MAR9/PHB47)/PHB47 #001-(2n)-
002 
Ames 28579 
BGEM-0099-
S 
(EARLY CARIBBEAN MAR9/PHB47)/PHB47 #006-(2n)-
002 
Ames 28579 
BGEM-0100-
S 
(EARLY CARIBBEAN MAR9/PHB47)/PHB47 #007-(2n)-
001 
Ames 28579 
BGEM-0102-
N 
(ELOTES OCCIDENT NAY29/PHZ51)/PHZ51 #002-(2n)-
001 
PI 484828  
BGEM-0107-
N 
(ELOTES OCCIDENT NAY29/PHZ51)/PHZ51 #004-(2n)-
004 
PI 484828  
BGEM-0108-
S 
(ELOTES OCCIDENT NAY29/PHB47)/PHB47 #002-(2n)-
001 
PI 484828 
BGEM-0110-
N 
(ELOTES OCCIDENT DGO236/PHZ51)/PHZ51 #007-(2n)-
001 
PI 484828 
BGEM-0111-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-001 
PI 484406 
BGEM-0112-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-002 
PI 484406 
BGEM-0113-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-003 
PI 484406 
BGEM-0114-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-004 
PI 484406 
BGEM-0115-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-005 
PI 484406 
BGEM-0116-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-006 
PI 484406 
BGEM-0117-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-007 
PI 484406 
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Table S3 continued 
BGEM-0118-
S 
(B47/GORDO [CHH131]{CIMYT})-B-B-SIB-011-001-001-
(2n)-008 
PI 484406 
BGEM-0120-
N 
((Jora - ANC 1/PHZ51 B)/PHZ51)-(2n)-001 PI 571477 
BGEM-0121-
N 
((Jora - ANC 1/PHZ51 B)/PHZ51)-(2n)-002 PI 571477 
BGEM-0122-
N 
((Jora - ANC 1/PHZ51 B)/PHZ51)-(2n)-003 PI 571477 
BGEM-0123-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #001-(2n)-001 NSL 286824 
BGEM-0124-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #003-(2n)-001 NSL 286824 
BGEM-0125-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #003-(2n)-002 NSL 286824 
BGEM-0126-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #003-(2n)-003 NSL 286824 
BGEM-0127-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #003-(2n)-004 NSL 286824 
BGEM-0129-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #003-(2n)-006 NSL 286824 
BGEM-0130-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #003-(2n)-007 NSL 286824 
BGEM-0131-
N 
(KARAPAMPA BOV978/PHZ51)/PHZ51 #003-(2n)-008 NSL 286824 
BGEM-0133-
S 
(KARAPAMPA BOV978/PHB47)/PHB47 #003-(2n)-001 NSL 286824 
BGEM-0134-
S 
(KARAPAMPA BOV978/PHB47)/PHB47 #004-(2n)-001 NSL 286824 
BGEM-0136-
S 
(KARAPAMPA BOV978/PHB47)/PHB47 #005-(2n)-002 NSL 286824 
BGEM-0137-
S 
(KARAPAMPA BOV978/PHB47)/PHB47 #005-(2n)-003 NSL 286824 
BGEM-0138-
S 
(KARAPAMPA BOV978/PHB47)/PHB47 #005-(2n)-005 NSL 286824 
BGEM-0140-
N 
(PHZ51/KCELO BOV948)/PHZ51 #001-(2n)-002 Ames 28740 
BGEM-0141-
N 
(PHZ51/KCELO BOV948)/PHZ51 #001-(2n)-005 Ames 28740 
BGEM-0143-
N 
(PHZ51/KCELO BOV948)/PHZ51 #003-(2n)-001 Ames 28740 
BGEM-0144-
N 
(PHZ51/KCELO BOV948)/PHZ51 #003-(2n)-002 Ames 28740 
BGEM-0145-
N 
(PHZ51/KCELO BOV948)/PHZ51 #004-(2n)-001 Ames 28740 
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Table S3 continued 
BGEM-0146-
N 
(PHZ51/KCELO BOV948)/PHZ51 #004-(2n)-002 Ames 28740 
BGEM-0147-
S 
(PHB47/KCELO BOV948)/PHB47 #001-(2n)-001 Ames 28740 
BGEM-0149-
S 
(PHB47/KCELO BOV948)/PHB47 #001-(2n)-003 Ames 28740 
BGEM-0150-
S 
(PHB47/KCELO BOV948)/PHB47 #003-(2n)-002 Ames 28740 
BGEM-0151-
N 
(PHZ51/MISHC ECU321)/PHZ51 #004-(2n)-002 PI 488016 
BGEM-0152-
N 
(PHZ51/MISHC ECU321)/PHZ51 #004-(2n)-003 PI 488016 
BGEM-0153-
S 
(PHB47/MISHCA ECU321)/PHB47 #002-(2n)-001 PI 488016 
BGEM-0154-
S 
(PHB47/MISHCA ECU321)/PHB47 #003-(2n)-001 PI 488016 
BGEM-0155-
S 
(PHB47/MISHCA ECU321)/PHB47 #004-(2n)-001 PI 488016 
BGEM-0156-
S 
(PHB47/MISHCA ECU321)/PHB47 #004-(2n)-002 PI 488016 
BGEM-0157-
N 
CUBA164:N(PHZ51)(PHZ51)-(2n)-002 PI 489361 
BGEM-0158-
S 
(MONTANA NAR625/PHB47)/PHB47 #003-(2n)-002 PI 445252  
BGEM-0159-
S 
(MONTANA NAR625/PHB47)/PHB47 #003-(2n)-003 PI 445252  
BGEM-0160-
S 
(MONTANA NAR625/PHB47)/PHB47 #006-(2n)-001 PI 445252 
BGEM-0161-
S 
(MONTANA NAR625/PHB47)/PHB47 #006-(2n)-003 PI 445252 
BGEM-0162-
S 
(MORADO BOV567/PHB47)/PHB47 #002-(2n)-001 PI 485373 
BGEM-0163-
S 
(MORADO BOV567/PHB47)/PHB47 #003-(2n)-001 PI 485373 
BGEM-0164-
S 
(MORADO BOV567/PHB47)/PHB47 #003-(2n)-002 PI 485373 
BGEM-0165-
S 
(MORADO BOV567/PHB47)/PHB47 #003-(2n)-003 PI 485373 
BGEM-0166-
S 
(MORADO BOV567/PHB47)/PHB47 #005-(2n)-002 PI 485373 
BGEM-0167-
S 
(MORADO BOV567/PHB47)/PHB47 #005-(2n)-003 PI 485373 
BGEM-0169-
S 
(MORADO BOV567/PHB47)/PHB47 #006-(2n)-002 PI 485373 
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BGEM-0170-
S 
(MORADO BOV567/PHB47)/PHB47 #006-(2n)-003 PI 485373 
BGEM-0172-
S 
(MORADO CANTENO LIM55/PHB47)/PHB47 #002-(2n)-
002 
PI 515026 
BGEM-0173-
S 
(MORADO CANTENO LIM55/PHB47)/PHB47 #002-(2n)-
004 
PI 515026 
BGEM-0174-
N 
(PHZ51/(PHZ51/MOROCHO APC67) #001-(2n))-001 PI 571413 
BGEM-0175-
S 
(MOROCHO APUC77/PHB47)/PHB47 #003-(2n)-001 PI 503511 
BGEM-0178-
S 
(B47/(B47/OLOTON [GUA383]{CIMYT}))-SIB-005-001-
001-(2n)-001 
Ames 28539 
BGEM-0179-
S 
(B47/(B47/OLOTON [GUA383]{CIMYT}))-SIB-005-001-
001-(2n)-003 
Ames 28539 
BGEM-0180-
S 
(B47/(B47/OLOTON [GUA383]{CIMYT}))-SIB-007-001-
001-(2n)-001 
Ames 28539 
BGEM-0182-
N 
(ONAVENO SON24/PHZ51)/PHZ51 #004-(2n)-001 PI 484880  
BGEM-0184-
N 
(ONAVENO SON24/PHZ51)/PHZ51 #005-(2n)-002 PI 484880  
BGEM-0186-
S 
(ONAVENO SON24/PHB47)/PHB47 #002-(2n)-001 PI 484880 
BGEM-0187-
S 
(ONAVENO SON24/PHB47)/PHB47 #003-(2n)-001 PI 484880 
BGEM-0188-
S 
(ONAVENO SON24/PHB47)/PHB47 #004-(2n)-001 PI 484880 
BGEM-0190-
N 
((Patillo - ECU 417/PHZ51)/PHZ51)-(2n)-002 PI 488039 
BGEM-0191-
N 
(PATILLO BOV493/PHZ51)/PHZ51 #001-(2n)-001 Ames 28736 
BGEM-0192-
N 
(PATILLO BOV493/PHZ51)/PHZ51 #003-(2n)-001 Ames 28736 
BGEM-0193-
N 
(PATILLO BOV493/PHZ51)/PHZ51 #003-(2n)-002 Ames 28736 
BGEM-0196-
N 
(PATILLO GRANDE BOV649/PHZ51)/PHZ51 #006-(2n)-
003 
Ames 28748 
BGEM-0197-
S 
(PATILLO GRANDE BOV649/PHB47)/PHB47 #002-(2n)-
001 
Ames 28748 
BGEM-0198-
S 
(PATILLO GRANDE BOV649/PHB47)/PHB47 #003-(2n)-
001 
Ames 28748 
BGEM-0199-
S 
(PATILLO GRANDE BOV649/PHB47)/PHB47 #006-(2n)-
001 
Ames 28748 
BGEM-0200-
S 
(PHB47/PERLA ANC23)/PHB47 #002-(2n)-001 PI 571479 
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Table S3 continued 
BGEM-0201-
N 
(PIRA TOL405/PHZ51)/PHZ51 #001-(2n)-001 PI 445528 
BGEM-0202-
N 
(PIRA TOL405/PHZ51)/PHZ51 #002-(2n)-001 PI 445528 
BGEM-0203-
N 
(PHZ51/PISAN BOV344)/PHZ51 #001-(2n)-002 NSL 286568 
BGEM-0204-
N 
(PHZ51/PISAN BOV344)/PHZ51 #001-(2n)-003 NSL 286568 
BGEM-0205-
N 
(PHZ51/PISAN BOV344)/PHZ51 #001-(2n)-004 NSL 286568 
BGEM-0206-
N 
(PHZ51/PISAN BOV344)/PHZ51 #001-(2n)-005 NSL 286568 
BGEM-0207-
N 
(PHZ51/PISAN BOV344)/PHZ51 #001-(2n)-006 NSL 286568 
BGEM-0209-
N 
(PHZ51/PISAN BOV344)/PHZ51 #002-(2n)-002 NSL 286568 
BGEM-0210-
N 
(PHZ51/PISAN BOV344)/PHZ51 #003-(2n)-001 NSL 286568 
BGEM-0211-
N 
(PHZ51/PISAN BOV344)/PHZ51 #003-(2n)-002 NSL 286568 
BGEM-0212-
N 
(PHZ51/PISAN BOV344)/PHZ51 #005-(2n)-001 NSL 286568 
BGEM-0213-
S 
(PHB47/PISAN BOV344)/PHB47 #003-(2n)-001 NSL 286568 
BGEM-0215-
N 
(POJ CHICO BOV800/PHZ51)/PHZ51 #001-(2n)-001 NSL 286760 
BGEM-0216-
N 
(POJ CHICO BOV800/PHZ51)/PHZ51 #006-(2n)-001 NSL 286760 
BGEM-0218-
S 
(POJ CHICO BOV800/PHB47)/PHB47 #002-(2n)-001 NSL 286760 
BGEM-0220-
S 
(POJ CHICO BOV800/PHB47)/PHB47 #006-(2n)-004 NSL 286760 
BGEM-0221-
S 
(POJ CHICO BOV800/PHB47)/PHB47 #006-(2n)-005 NSL 286760 
BGEM-0222-
S 
(POJ CHICO BOV800/PHB47)/PHB47 #006-(2n)-006 NSL 286760 
BGEM-0223-
N 
(SG HUANCAV JUN164/PHZ51)/PHZ51 #005-(2n)-001 PI 503711 
BGEM-0224-
N 
(SG HUANCAV JUN164/PHZ51)/PHZ51 #005-(2n)-002 PI 503711 
BGEM-0225-
N 
(SG HUANCAV JUN164/PHZ51)/PHZ51 #005-(2n)-003 PI 503711 
BGEM-0226-
S 
((Semi dentado paulista - PAG I/PHB47 B)/PHB47)-(2n)-
002 
PI 449576 
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Table S3 continued 
BGEM-0227-
N 
BR105:N(PHZ51)(PHZ51)-(2n)-001 Ames 26251 
BGEM-0228-
N 
BR105:N(PHZ51)(PHZ51)-(2n)-003 Ames 26251 
BGEM-0233-
S 
((Tehua - CHS29/PHB47 B)/PHB47)-(2n)-003 Ames 29075 
BGEM-0235-
N 
((Tuxpeño - GUA 456/PHZ51 B)/PHZ51)-(2n)-002 Ames 28567 
BGEM-0236-
S 
((Vandeño - GRO 96/PHB47 B)/PHB47)-(2n)-001 Ames 28466 
BGEM-0237-
N 
(YUCATAN TOL389 ICA/PHZ51)/PHZ51 #003-(2n)-001 PI 445514  
BGEM-0239-
N 
(YUCATAN TOL389 ICA/PHZ51)/PHZ51 #005-(2n)-001 PI 445514  
BGEM-0240-
N 
(YUCATAN TOL389 ICA/PHZ51)/PHZ51 #005-(2n)-002 PI 445514 
BGEM-0242-
N 
(YUCATAN TOL389 ICA/PHZ51)/PHZ51 #005-(2n)-005 PI 445514 
BGEM-0243-
S 
(YUCATAN TOL389 ICA/PHB47)/PHB47 #002-(2n)-001 PI 445514 
BGEM-0244-
S 
(YUCATAN TOL389 ICA/PHB47)/PHB47 #003-(2n)-001 PI 445514 
BGEM-0247-
N 
(YUNGUENO BOV362/PHZ51)/PHZ51 #005-(2n)-002 NSL 286578 
BGEM-0248-
N 
(YUNGUENO BOV362/PHZ51)/PHZ51 #006-(2n)-002 NSL 286578 
BGEM-0250-
S 
(YUNGUENO BOV362/PHB47)/PHB47 #001-(2n)-001 NSL 286578 
BGEM-0252-
S 
(YUNQUILANO F AND ECU710/PHB47)/PHB47 #007-
(2n)-001 
PI 485436 
BGEM-0253-
N 
((Avati Moroti Guapi - PAG 139/PHZ51 B)/PHZ51)-(2n)-
001 
PI 485458 
BGEM-0254-
S 
((Chandelle - VEN 409/PHB47 B)/PHB47)-(2n)-001 PI 488529 
BGEM-0255-
S 
((Chirimito - VEN 703/PHB47 B)/PHB47)-(2n)-001 PI 504168 
BGEM-0256-
N 
((Chirimito - VEN 703/PHZ51 B)/PHZ51)-(2n)-001 PI 504168 
BGEM-0257-
S 
((Culli - ARG 471/PHB47 B)/PHB47)-(2n)-001 Ames 28799 
BGEM-0258-
S 
((Culli - ARG 471/PHB47 B)/PHB47)-(2n)-002 Ames 28799 
BGEM-0259-
N 
((PHZ51/Jala - JAL 44)/PHZ51)-(2n)-001 PI 484704 
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Table S3 continued 
BGEM-0260-
N 
((Puya - MAG 355/PHZ51 B)/PHZ51)-(2n)-001 PI 444923 
BGEM-0261-
S 
((Tepecintle - GUA 65/PHB47 B)/PHB47)-(2n)-001 Ames 29169 
BGEM-0262-
S 
((Tuxpeño Norteño - CHH287/PHB47 B)/PHB47)-(2n)-001 PI 629142 
BGEM-0263-
S 
((Tuxpeño Norteño - CHH287/PHB47 B)/PHB47)-(2n)-002 PI 629142 
BGEM-0264-
S 
((Tuxpeño Norteño - CHH287/PHB47 B)/PHB47)-(2n)-005 PI 629142 
BGEM-0265-
S 
((Capio rosado - ARG 460/PHB47 B)/PHB47)-(2n)-001 Ames 28794 
BGEM-0266-
S 
((Cateto Nortista - GIN I/PHB47 B)/PHB47)-(2n)-003 PI 449478 
BGEM-0268-
S 
((Capio rosado - ARG 460/PHB47 B)/PHB47)-(2n)-002 Ames 28794 
BGEM-0269-
S 
((Cateto Nortista - GIN I/PHB47 B)/PHB47)-(2n)-002 PI 449478 
BGEM-0270-
S 
((Chandelle - VEN 409/PHB47 B)/PHB47)-(2n)-002 PI 488529 
BGEM-0272-
S 
((PHB47/Tuxpeño - VER 143)/PHB47)-(2n)-002 Ames 28567 
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CHAPTER 6. 
GENERAL CONCLUSIONS  
 
BRs and GAs have shown great potential to be used as plant growth regulators in 
different crop species, and their biosynthesis and signaling pathways have been well established 
in model species rice and Arabidopsis. However, their mechanism in maize is relatively limited 
especially BR. Despite BRs’ broad effects on the physiological and developmental processes of 
plants, they were not widely recognized as plant hormones until the mid-1990s. In this study, we 
focused on BR and GA control of maize PHT from genetics and plant physiology perspectives, 
as PHT is significantly associated with maize grain yield and biomass production. To do this, we 
established two backcross libraries (phenotype-selected introgression libraries, representing 
heterozygotes) and two doubled haploid (DH) libraries (representing inbred background). We 
genotyped and phenotyped these populations and conducted genome-wide association studies to 
find genome-wide SNPs associated with PHT, BR, and GA and explore co-localizations. At the 
same time, we applied BR and GA inhibitors to these populations, to compare the BR and GA 
inhibitor response of heterozygotes and inbred lines, and to connect seedling stage hormone 
inhibitor response to field PHT. 
 
In chapter two, we proposed a “MOST” concept to improve crop performance from a 
non-genetics perspective. We highlighted MOST as a third important route for utilizing detailed 
molecular genomic information generated from current large-scale sequencing and -omics 
projects, in additional to MAS and transgenics methods. In European countries, transgenics 
methods are not accepted and MAS cannot be utilized if there is no natural variation for a desired 
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trait. If there is prior knowledge underlying a desirable trait in other species, MOST treatments 
may be used to trigger specific metabolic pathways, which may lead to a target phenotype. 
Moreover, MOST treatments can be used for maximizing trait expression after an elite cultivar is 
produced by MAS or transgenic approaches. With detailed BR and GA pathway established in 
maize, this knowledge can be used to develop effectors to address key proponents in BR or GA 
pathway that regulate trait expression to improve crop performance. 
 
In chapter three, we developed, characterized and evaluated two maize two maize 
phenotypic-selected introgression libraries by introgressing donor chromosome segments (DCS) 
from Germplasm Enhancement of Maize (GEM) accessions into elite inbred lines: PHB47 and 
PHZ51. We found that our phenotype selection was efficient, as most phenotype-selected 
introgression families (PIFs) carrying DCS were significantly (α= 0.01) taller than the respective 
recurrent parent. In addition, they contained larger donor genome proportions than expected in 
the absence of selection or random mating across all BC generations. The DCS were distributed 
over the whole genome, indicating a complex genetic nature underlying PHT. We found that our 
PIFs were enriched for favorable PHT-increasing alleles, with normal flowering time at 
temperate area, and we found 12 hot spots overlapped with previous identified PHT QTL regions. 
These two libraries offer opportunities for future PHT gene isolation and allele characterization 
and for breeding purposes, such as novel cultivars for biofuel production. Compared with the 
traditional introgression libraries, the use of PIFs has advantages: (i) low cost phenotypic 
selection, (ii) multiple donors and (iii) focus on only one trait to accumulate respective genomic 
regions. However, this approach of using PIFs may only be useful for highly heritable traits and 
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a limited use for only one trait – PIFs may not be suitable for complex traits that are more 
difficult to phenotype with lower heritability. 
 
In chapter four, we genotyped the two phenotype-selected introgression libraries with 
3072 genome wide SNPs. In addition, we genotyped (with 8,000 SNPs) and phenotyped two 
doubled haploid (DH) libraries as comparison. We found that on average, PIFs contained larger 
donor genome composition compared to DH lines because of phenotype selection, and PIFB47 
has a stronger phenotype selection due to a further relatedness between Stiff Stalk (includes 
PHB47) and tropical germplasm. We conducted genome wide association studies and found 73 
genomic loci associated with PHT, with 7 co-localized with GA candidate genes and two very 
closed to BR candidate genes, and this number of co-localization is significantly different from 
random occurrence. We concluded that BR and GA had a great impact for PHT increase in 
maize. From a plant physiology perspective, we applied BR and GA inhibitors to all PIFs and 
DH lines, and found that field PHT was significantly correlated with seedling stage BR and GA 
inhibitor responses. However, this observation was only valid for PIFs, but not for inbred lines. 
Our path analysis results demonstrated that higher level of heterozygosity led to elevated GA 
activities. Increased GA promoted BR level, and both increase heterosis in maize PHT. To our 
knowledge, this is the first study in maize to connect BR and GA with heterosis for PHT. 
 
In chapter five, we genotyped the two DH libraries (207 DH lines) with 62,049 GBS 
markers, and measured BR and GA inhibitor responses for mesocotyl length, seedling length, 
and primary root length. In addition, we measured plant height, yield and flowering time for 
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these 207 DH lines. We conducted genome-wide association studies with three models MLM, 
GLM+Q and FarmCPU, and found 3, 19, 134 SNPs significantly associated with different 
seedling traits, with gene GRMZM2G013391 associated with GA inhibitor response for 
mesocotyl length across the three models. This gene was found to regulate GA signaling in rice. 
With these three models, we were able to balance the false positives and false negatives for 
GWAS analysis. We noticed that seedling stage hormone inhibitor response can be used to 
predict field performance yield and flowering time. Genotypes with increased BR and GA 
inhibitor response were with lower yield, which may due to longer anthesis-silking interval.  
 
The studies described herein were a first step to understand the BR and GA control of 
PHT in maize. The populations used in this PhD research were from the crosses between tropical 
germplasm and temperate maize lines, thus, other types of populations are needed to further 
verify our conclusions. We only measured PHT, yield, flowering time and seedling traits for the 
DH lines, it will be interesting to know if seedling BR/GA inhibitor response can be correlated 
with other important agronomic traits such as leaf angle, and biotic/abiotic stress tolerance in 
maize. In addition, since other plant hormones such as auxin was shown to regulate PHT, it will 
be beneficial to incorporate other plant hormones, and investigate how they are controlling 
different traits in maize.  
 
 
 
 
