Although numerous theoretical models implicate the prefrontal cortex (PFC) as a source of top-down control signals, empirical support is limited. In this review, we highlight direct evidence for this view of PFC function and discuss several lines of other supportive findings. Most evidence to-date is only suggestive due to methodological challenges in tracking the spatiotemporal dynamics of cortical networks. However, we discuss several promising approaches that could further our understanding of the role of the PFC in goaldirected behavior.
Introduction
The prefrontal cortex (PFC) is implicated in numerous cognitive-control processes that are necessary to bridge the gap between the processing of incoming sensory input and the execution of actions adaptively suited to the current environment. One process is working memory (WM)-a set of operations necessary for maintaining and manipulating information ''on-line'' in the service of behavior. While numerous lines of animal and human neurophysiological evidence report phasic and sustained PFC activity throughout WM processing stages, there is considerable debate concerning the specific functional contribution(s) of these signals. Recent evidence suggests that the PFC contributes to cognitive control by maintaining top-down signals that guide neural activity in bottom-up-driven regions based on current goals (for a review, see Curtis and D'Esposito, 2003) .
Although theories of PFC function propose that it mediates these diverse cognitive-control operations through direct feedback signals to posterior unimodal association cortex (Miller and Cohen, 2001) , this speculation is largely driven by suggestive findings rather than direct empirical evidence. Without a strong empirical foundation characterizing the nature of PFC/unimodal association cortex interactions and how this coupling changes across cognitive operations, it has not been possible to test and refine models implicating PFC top-down signals in perceptual and mnemonic control. In this review, we highlight the direct evidence for PFCinitiated top-down signals. Only a few experiments have provided such evidence by using novel methodologies to combine functional deactivation of the PFC with posterior physiology measures. Other investigations of top-down control processes have faced several methodological challenges inherent to tracking the spatiotemporal dynamics between regions in distributed neural networks. As a result of these challenges, most published data provide only suggestive evidence for a role of PFC in top-down control, as they fail to address the nature of the causal interactions across regions. Recent advances in multivariate statistical analyses of human functional MRI (fMRI) data provide the quantitative methods necessary for detecting coupling between brain areas (i.e., functional connectivity) as well as determining the causal directionality of these interactions (i.e., effective connectivity). We discuss these emerging fMRI methods and emphasize a complementary role for latency analyses of physiological responses in detecting bottom-up and top-down interactions. Direct Evidence that the PFC Provides Top-Down Control Signals While humans with PFC lesions exhibit a number of behavioral impairments consistent with failures of topdown control, these data are based solely on behavioral measures and cannot provide conclusive evidence that these performance deficits are due to faulty PFCmediated modulation of posterior neural responses. One methodological tool for directly addressing these distributed neural influences is to manipulate activity in a proposed source region of top-down signals and asses the causal effects of this disruption on proposed sites of top-down modulation. Fuster et al. (1985) were the first to investigate the effect of PFC cooling on spiking activity in inferotemporal (ITC) neurons during a delayed-matchto-sample task. During the delay period-when persistent stimulus-specific ITC activity is observed-cooling caused attenuated spiking profiles and a loss of stimulus-specificity in ITC neurons. These two alterations of ITC signaling strongly implicate the PFC as a source of top-down signals necessary for maintaining robust sensory representations in the absence of bottom-up sensory input. Moore and Armstrong (2003) employed a similar strategy by microstimulating neurons in the frontal eye field (FEF) and measuring the effect of this stimulation on responses in V4 neurons. The FEF has been implicated as a potential source of top-down signals that selectively gate visual responses in posterior neurons. In the 70 ms following the FEF stimulation, neurons in V4 with corresponding retinotopy exhibited enhanced responses to visual targets within their receptive field. This increase in the gain of visual neurons mirrors the effect of attention on these neurons and provides strong causal evidence that activity in FEF neurons can directly modulate V4 signals in a top-down manner.
Only one other animal study has utilized a combined lesion/electrophysiological approach. Tomita et al. (1999) isolated top-down signals during the retrieval of paired associates in a visual memory task. Spiking activity was recorded from stimulus-specific ITC neurons as cue stimuli were presented to the ipsilateral hemifield. This experiment's unique feature was the ability to separate bottom-up sensory signals from a top-down mnemonic reactivation by using a posterior split-brain procedure that limited hemispheric crosstalk to the anterior corpus callosum connecting each PFC. When a probe stimulus was presented ipsilaterally to the recording site, thus restricting bottom-up visual input to the contralateral hemisphere, stimulus-specific neurons became activated at the recording site about 170 ms *Correspondence: btmiller@berkeley.edu later. Because these neurons received no bottom-up visual signals of the probe stimulus and the only route between the two hemispheres was via the PFC, this experiment showed that PFC neurons were sufficient to trigger the reactivation of object-selective representations in ITC regions in a top-down manner.
In humans, these approaches have rarely been implemented. Chao and Knight (1998) studied patients with PFC lesions during delayed-match-to-sample tasks and found that when distracting stimuli are presented during the delay period, posterior event-related potentials were markedly increased in patients compared to controls. This disinhibition of sensory processing supports a role of the PFC in suppressing the representation of stimuli that are irrelevant for current behavior. Suggestive Evidence that PFC Provides Top-Down Control Signals Unlike combined lesion/physiology studies that provide direct evidence of PFC/ITC interactions, most singleunit physiology and human neuroimaging studies todate have only provided suggestive evidence that such interactions exist. One type of suggestive finding reports stimulus-evoked sensory activity in ITC that is modulated by manipulations of attention, working memory, and behavioral context. Collectively, these experiments assess context-dependent changes in posterior cortical responses across two task conditions in which bottom-up perceptual input is held constant. Convergent evidence in single-unit recordings (for a review see Desimone and Duncan, 1995) has shown that when two stimuli are presented in the receptive field of an ITC neuron, these stimuli engage in competitive interactions that lead to a suppressive effect on spiking activity. When one stimulus is selected as task-relevant, the suppressive effect of the second stimulus is removed and the cell responds as if only the preferred stimulus was present. This neural signature of selection is the foundation for the ''biased-competition'' model of attention, which proposes that signals from regions upstream of ITC bias posterior processing in favor of taskrelevant stimuli. While these single-unit studies have not isolated the source of these biasing signals, human neuroimaging studies using similar tasks highlight a purported frontoparietal network involved in the control of spatial attention (for a review see Corbetta and Shulman, 2002) .
Human neuroimaging studies have investigated the differential response of stimulus-specific extrastriate regions to their preferred stimulus type depending on whether or not the representations are relevant for the current task. O'Craven et al. (1997) presented subjects with stimuli composed of both moving and stationary dots. When the subjects were instructed to pay attention to the moving rather than stationary dots, activity in motion-specific regions was selectively increased. This experiment suggests that feature attention facilitates processing in the corresponding ITC region, but it cannot address whether these modulations are due to the enhancement of task-relevant processing or the suppression of the irrelevant domain. Gazzaley et al. (2005) investigated these two alternatives by comparing activity in face-and scene-selective extrastriate regions (the fusiform face area [FFA] and parahippocampal place area [PPA] , respectively) during a delayed recognition task in which faces and scenes were presented sequentially on every trial. Subjects were instructed whether faces or scenes were the relevant memoranda for each trial, and the magnitude of FFA and PPA activity reflected this relevance. Comparison to a bottom-up perceptual baseline found that the representation of the stimuli in these regions during encoding could be either enhanced or suppressed relative to this baseline, depending upon the relevant category. Increased PFC and parietal activity suggested a contribution of these regions to these complementary enhancement and suppression mechanisms, but these data do not support a direct role of these regions in top-down signaling.
Stimulus-independent shifts in ITC activity have also been reported in the anticipation of the spatial and object attributes of upcoming target stimuli. Kastner et al. (1999) cued subjects to covertly shift attention to a specific spatial location in expectation of potential target stimuli. During this expectation period, a number of regions in visual cortex (e.g., V1, V2, V4) exhibited increased activity relative to a resting baseline. Interestingly, even greater anticipatory activity was present in a distributed set of frontal and parietal regions, once again implicating these regions in tonic prestimulus top-down signaling to bias posterior regions. Similar work in neurophysiology studies suggests that these prestimulus ''baseline shifts'' are selective to neurons in visual regions that are sensitive to the attended regions in space (Luck et al., 1997) . This evidence demonstrates that stimulus-independent feedback to ITC neurons can selectively code an ''attentional set'' to bias incoming sensory signals in a goal-directed manner. Beyond Suggestive Evidence for Top-Down Control Timing of Responses Across Neural Regions. A promising approach for characterizing top-down interactions is to track the temporal cascade of neural signals in distributed cortical networks. Information about the relative onset of physiological activity across regions can provide information about the directionality of signal propogation (i.e., effective connectivity). Although single-unit studies offer the best spatial and temporal resolution, it has been hard to compare the relative onset of neuron spiking across regions because almost all studies todate have recorded from neurons in a single cortical region. To compare regional timing differences, then, it has been necessary to do meta-analyses combining timing differences across experiments performed using different behavioral tasks and in different laboratory settings. A meta-analysis of two similar studies investigating memory-guided visual search suggests that target detection involves a top-down signal from the PFC to visual neurons in ITC. When monkeys were required to detect target objects in space, target-sensitive PFC firing (140 ms) preceded that in the ITC (175 ms) by 35 ms (Rainer et al., 1998; Chelazzi et al., 1993) .
A much more powerful test of this interaction, however, would be simultaneous multisite recording. A recent report (Freedman et al., 2003) is the only experiment employing this multisite recording in both PFC and ITC. During the cue period of a delayed-match-tocategory task, neural activity in ITC precedes that in the PFC by as much as 90 ms. These latency measures suggest that during memory-encoding operations, initial processing of stimuli in visual regions is followed in PFC, perhaps for further monitoring and strategic encoding. Alternatively, when the monkeys made a decision as to whether a probe stimulus belongs to the same category as a cue stimulus, PFC neurons exhibited very rapid match/non-match activity differences at 130 ms, consistent with a potential top-down role in memory-guided decision making.
While multisite recordings have and will continue to become more prevalent, they remain technically challenging and still very limited in the number of regions that can be recorded from simultaneously. Given its simultaneous whole-brain recording, temporal parameters of BOLD fMRI responses (e.g., time-to-onset, timeto-peak), which can be measured with millimeter resolution, offer the potential of supplementing and extending neurophysiology data by providing regional timing data. This has been quite challenging in practice because the BOLD fMRI signal is a low-pass filter, which leads to a blurring of neural activity into sluggish hemodynamic signals. Recent event-related fMRI methods, however, have suggested that fMRI can reliably detect timing differences in right and left V1 on the order of tens of milliseconds (Menon et al., 1998) .
Latency-resolved fMRI becomes a greater challenge, however, as researchers address more complex cognitive operations involving interactions between distributed neural systems. Due to regional differences in vascular supply, it is challenging to map hemodynamic timing measures directly back on to the underlying neurophysiology because these measures could be an artifact of regional variation in baseline vascular response. To overcome this ''hemodynamic inverse problem'' (for a review see Buckner, 2003) , recent methodological advancements and design strategies have focused on improving control over regional differences in baseline hemodynamics. One promising design strategy is to engage a brain network across two different cognitive contexts with the same bottom-up sensory input in order to determine how a cognitive manipulation alters the timing of the region's response across conditions. Bellgowan et al. (2003) used rotated-word stimuli to show a slowing of neural activity in the inferior frontal gyrus that corresponded to the extent of the word rotation. This gradual increase in onset latency reflects a contextdependent delay in physiological response that is due to a manipulation of cognitive context. Recent advances have further improved fMRI's sensitivity to detecting systematic temporal relationships between regions. Sun et al. (2005) proposed and validated a novel analysis strategy that makes inferences about relative timing by estimating phase differences in the coherence between fMRI time series across regions. Subjects were given visual cues instructing them to make a series of key presses that alternated between hands. Using the phase-delay estimates, they isolated timing measures across the brain indicating that premotor activity precedes SMA activity but both areas lead primary motor cortex temporally. These findings are consistent with previous neurophysiology evidence and provide promising evidence that temporal relationships between fMRI hemodynamic measures can track the flow of neural signaling.
These methodological strategies are well-suited for tracking bottom-up and top-down interactions across cognitive operations. For example, a recent fMRI study (Druzgal and D'Esposito, 2003) showed that the timeto-peak of the FFA response was earlier than the PFC response during the encoding of faces into WM, consistent with bottom-up flow of visual signals (Freedman et al., 2003) . Interestingly, this relative pattern reverses when subjects made match/nonmatch decisions to the memory probe. These fMRI patterns corroborate the relative timing measures discussed in the single-unit data above and provide further evidence that memoryguided decisions involve a top-down interaction between the PFC and ITC. Thus, while BOLD fMRI does not provide absolute measures of the onset of neural responses, tracking relative timing measures across regions provides a strong complement to single-unit recordings to test for bottom-up and top-down interactions across the whole brain.
Multivariate Statistical Analyses of fMRI Data. A weakness of using temporal information as the sole marker for directionality of influence across neural systems is that these measures provide no anatomical or functional evidence that bottom-up or top-down regions are actually interacting. In the case of simultaneous single-unit recordings in PFC and ITC, for example, the chance that two randomly sampled neurons in the two regions are directly connected is extremely unlikely. Furthermore, because standard univariate analyses of singleunit or fMRI data perform statistical tests independently at each neuron or voxel, they inherently emphasize functional localization over functional integration. Recent advancements in the application of multivariate statistical analyses to fMRI data have highlighted its ability to render a systems-level picture of the functional and effective connections within cortical networks.
Particularly relevant for investigating top-down interactions are several recent analytic methods aimed at assessing the effective connectivity between regions. One of the first statistical methods to characterize directionality of influence in fMRI data was structural equation modeling (SEM). With SEM, the investigator produces an a priori model composed of the regions (or ''nodes'') presumed to be engaged by the task as well as the allowable connections of influence between them. The strengths of these connections (i.e., path coefficients) that best fit the model to the observed covariance structure between regions in the data are calculated. Using SEM, Rowe et al. (2005) tested for changes in effective connectivity between the PFC and modality-specific posterior regions during free selection compared to externally triggered responses. They report increased strength of feedback connections from the PFC to either motor cortex or visual regions during the free selection of a button-press or a color target, respectively. This directionality evidence supports the hypothesis that selection involves a top-down signal from the PFC to different posterior regions, depending upon whether a color or action is selected.
While SEM has been utilized in a number of similar studies looking at directionality, it has some shortcomings. For example, it requires the specification of a predetermined (and necessarily limited) model about the nodes in the network and the allowable bottom-up and top-down connections between them. Consequently, causal inferences are assumed a priori rather than in a data-driven manner. This limitation is compounded by the fact that SEM cannot account for temporal shifts in the signals across regions and therefore ignores relative timing as a valuable index of signal directionality. Two recent analytic techniques-dynamic causal modeling (DCM) and Granger causality mapping (GCM)-have taken steps to address these weaknesses by limiting a priori assumptions about directionality and capitalizing on temporal measures across regions to assess effective connectivity.
DCM models responses at the neural level by taking into account the hemodynamic parameters of each region in a predetermined anatomical network. The dynamics of these neural responses are then used to assess how the coupling between regions change in response to different cognitive demands. Mechelli et al. (2004) applied DCM to fMRI data during both a visual perception task and a visual imagery task. Active regions were submitted to a DCM analysis to detect changes in intrinsic coupling induced by the task conditions. They reported that during visual perception, feedforward bottom-up signals emanated from early visual areas to category-specific visual regions (e.g., FFA for face perception). During visual imagery, however, a different pattern emerged as feedback top-down signals from the PFC to the appropriate category-specific ITC region were significantly stronger. These multivariate data strongly complement previous findings indicating a role for the PFC in initiating top-down signals necessary for the activation of sensory representations in visual imagery.
Another technique explicitly aimed at measuring directionality of signaling in cortical networks is GCM, which infers causal interactions between two regions by determining the extent to which the time series of area A predicts the future time series of area B. This technique capitalizes on the fact that network dynamics evolve over time and uses these predictive relationships to index effective connectivity. Roebroeck et al. (2005) applied GCM to a complex visuomotor task by using a PFC region of interest. As opposed to SEM and DCM, GCM does not require a predetermined anatomical network and can thus be used as an exploratory method to isolate areas throughout the brain that show systematic relationships with a region of interest. Roebroeck et al. report a directed influence from the PFC to the parietal cortex, indicating a role of the PFC in guiding behavioral performance. Conclusion Although theoretical models have implicated the PFC in a wide array of top-down control operations, these hypotheses have far exceeded empirical support. Despite a rich foundation of suggestive evidence implicating the PFC as a candidate source of top-down signals, methodological limitations have made it difficult to directly detect causal relationships between regions in a distributed brain network. In this review, we have highlighted several promising approaches that can improve our understanding of bottom-up and top-down neural interactions. By using fMRI to assess the coupling between regions and utilizing timing measures to track the directionality of signals within these networks, valuable models will be generated that can guide further experimentation. Future work combining fMRI and EEG recordings with transcranial magnetic stimulation (TMS) or patients with focal prefrontal lesions will be key for testing these models and providing direct causal evidence for PFC top-down signals in human subjects. This combination of methodologies will overcome the limitations of each and enhance our understanding of the causal interactions within cortical networks
