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Abstract 
The development of large collections of systems or a ‘System-of-Systems (SoS)’ is challenging due to the large number of 
systems involved, complex dynamics attributed to interdependencies between systems, and inherent technical and programmatic 
uncertainties. The sheer number of decision variables involved in SoS development exceeds the mental faculties of the SoS 
practitioner, prompting the need for effective analytical support frameworks. Current frameworks and guidelines in addressing 
SoSE challenges lack analytical means of objective SoS level decision-making. Research in this paper adopts computational 
decision support methods from financial engineering that allows SoS practitioners the means to identify optimal ‘portfolios’ of
systems based on dimensions of capability, cost and operational risk. The SoS architecture is represented as a hierarchical 
collection generic nodes that interact to provide the overarching SoS level set of capabilities based on an archetypal set of inter-
nodal behaviors.  Our research leverages a Conditional Value-at-Risk (CVaR) perspective to managing risks that can incorporate 
agent based simulation data in the decision-making process. We demonstrate the method using a LCS inspired Naval Warfare 
Scenario (NWS) as an illustrative case study. 
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1. Introduction 
Modern engineering systems have evolved to now encompass large collections of interoperating systems, or a 
‘System-of-Systems’ (SoS), that work cohesively to provide some overarching desired set of capabilities. The 
constituent systems in the SoS have a hierarchical structure, fall under independent operational and developmental 
jurisdictions, and have complex interactions due to the many interconnectivities that exist across technical and 
programmatic dimensions. Typical engineering efforts focus on locally incremental developments and do not 
explicitly consider their effects within the larger context of the original SoS architecture. Evolving these SoS 
constructs is a complex endeavor that typically involves the confluence of efforts across multiple stakeholders that 
work together in developing these large scale collections of systems. Actions of  introducing new systems, retiring 
legacy systems, or implementing various acquisition policies, is fraught with cascading risks that manifest due to 
system interconnectivities. The result is often inflated costs, delayed schedules, and compromised performance, as 
evidenced by various program failures. The inherent difficulties in architecting SoS that typically span across 
multiple domains, and multiple authorities, especially when considering the ubiquity of uncertainties, presents the 
need for effective analytic tools in minimizing risks, mitigating unnecessary costs, and maximizing SoS level 
capabilities. These difficulties are further exacerbated by the large number of decision variables involved in 
developing an SoS architecture; this makes meaningful analysis of an SoS a task that goes well beyond the 
immediate mental faculties of the SoS practitioner.  
The United States Department of Defense (DoD), has released the Defense Acquisitions Guidebook (DAG) (5000 
series) [1], System Engineering Guide for System of Systems (SoS-SE) [2] and solicited adaptation of a 'Wave 
Model' process [3] towards improving SoS acquisition and architecting for the DoD. However, the higher-level 
articulations in these guides are in need of analytical tools that can quantitatively support SoS level architectural 
decision-making. Research in this paper is part of a larger body of work funded by the DoD Systems Engineering 
Research Center (SERC) towards the development of a SoS Analytic Workbench -an effort aimed at reducing the 
high dimensional complexities of SoS tradespace and providing practitioners with a better informed decision-making 
environment. The workbench tools do not seek to replace, but rather to complement a SoS practitioner’s decision-
making process with quantitative insights extracted from characteristics of the SoS tradespace. 
This paper in particular focuses on one aspect of the workbench: a portfolio based approach that identifies optimal 
‘portfolios of interconnected systems based on practitioner’s preferences of SoS level capability, cost and acceptable 
risks. The portfolio formulation extends prior research by the authors that uses robust portfolio optimization 
techniques to develop SoS architectures [4]. Our current work adopts additional innovations from financial 
engineering using a ‘Conditional Value-at-Risk’ perspective as a means of protecting the portfolio from 
simulated/observable worst case losses in performance or cost. What this more specifically translates to is the 
mitigation of complex risks that may not normally be easily captured in terms of a typical covariance matrix, as 
formulated in prior, mean-variance based portfolio formulations. The complex interactions between systems may 
give rise to complex correlations and changing situations that make it difficult to be represented within the notion of 
a tailored covariance. Instead, the CVaR based approach more directly addresses the nature of risk (here, loss in 
performance of the SoS level capability). Our framework leverages performance outputs of agent-based simulation 
of the operations of an SoS architecture as part of the portfolio formulation.   
2. Background and Motivation  
2.1. System of Systems  
The System of Systems (SoS) paradigm presents a different perspective on how systems need to be categorized 
and subsequently ‘engineered’ towards providing some desired overarching capability. The traditional systems 
engineering paradigm now includes additional consideration for interactive effects with a larger set of dimensions, 
prompting the development of an alternative taxonomy as defined in reference [5]. In the U.S. Department of 
Defense, decision-making for SoS architecture development is intuitively represented by the Wave model, as 
proposed by Dahmann [3] and illustrated in Fig 1. 
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Fig.1 (a) Wave model (b) SoS functional hierarchy (c) physical hierarchy 
 
Fig. 1(a) illustrates the evolutionary timescale of the Wave model where sequential updates that span tactical and 
strategic decisions are made to the SoS architecture towards developing new capabilities. Fig. 1(b) represents the 
translation of the desired SoS level core set of overarching capabilities to a set of requirements that need to be 
fulfilled; these requirements are satisfied interdependent operations of constituent physical systems. Fig.1(c) notes 
the hierarchical structure of the physical systems themselves that work cohesively based on system level 
requirements and operability. The decision to add new systems, retire legacy systems and/or change the operational 
context of how these systems interoperate are intuitively tied to a decision analysis framework that can be described 
as within an operations research lexicon.  
2.2. Background - Portfolio Optimization   
Research in financial engineering and operations research have yielded computational tools that assist portfolio 
managers in making better informed investment decisions. Central to portfolio allocation, is the idea of maximizing 
expected profit while mitigating the risks attributed to inherent volatility in the observed returns of the underlying 
financial asset. Seminal work by Markowitz [6] in 1952 introduced a method of optimally allocating investments 
that maximizes expected profits given an investor’s tolerance of risk. The resulting optimization problem is a 
quadratic programming (QP) problem which is amenable to highly efficient methods of solution. In a parallel vein, 
more recent advances in the field of optimization have recognized the impact of data uncertainty, where errors in 
estimated parameters of an optimization problem can result in highly suboptimal solutions. The impact of 
uncertainty in data, as typically encountered in real world problems, has resulted in much theoretical work in 
developing robust counterparts of LP, QP and other types of convex optimization problems [7, 8] We have, in prior 
work, adapted the robust mean-variance approach of Tutuncu [9] to balancing the expected rewards of selecting 
‘portfolios’ of interdependent systems against development time risk. However, the mean-variance approach 
accounts for both losses and gains through parameterization of risk as observed variance.  Additionally, variances 
are assumed to typically follow a normal distribution. (or close to normal) – a notion that does not extend easily to 
operational contexts of risks where highly complex interdependencies can result in complex joint distribution 
behavior for interacting agents.  
2.3. Conditional Value-at-Risk Approach to Risk Management 
A more recent measure of risk, developed by financial engineers at J.P. Morgan, is the Value-at-Risk (VaR) 
measure that defines percentiles of loss and represents predicted maximum loss with a specified probability level 
over a defined time horizon [10]. A direct evolution of the VaR measure is the Conditional Value-at-Risk (CVaR) 
that represents a weighted average between the value at risk and the losses exceeding the value at risk measure; this 
is important as protections against VaR alone do not limit exposures to the maximum losses that  can be incurred 
should worst case scenarios be realized. The CVaR formulation to managing portfolio risk is very attractive since it 
does not require explicit construction of complicated joint distributions in the formulation, results in a linear 
programming (LP) problem, and satisfies subadditivity of risks. (For a detailed derivation of the linear programming 
counterpart of CVaR, we invite the reader to reference [7,10] ). The formulation assumes a linear loss function 
714   Navindran Davendralingam and Daniel DeLaurentis /  Procedia Computer Science  28 ( 2014 )  711 – 719 
associated with each asset, as is typically the case for holding financial assets. The resulting linear optimization 
problem can be written as the following: 
, , 1
1min  
(1 )S
S
sx z s
z
J
J
D  
­ ½
® ¾¯ ¿
¦    (1) 
subject to: 
( ) 's i is i
i
z b y x Jt  ¦    (2) 
i i
i
x RP t¦    (3) 
, 0s iz x t    (4) 
        
Eq. 1 is the objective function that seeks to minimize the CVaR and comprises of the value at risk term, ࢢ, and 
weighted summations of the simulated loss scenarios (s=1….S), at the prescribed confidence level, Į. Eq. (2) is the 
inequality constraint associated with the loss incurred for each simulated scenario where bi is the expected return 
and yis is the stochastically simulated return scenario (s) for asset (i); the number of scenarios (S) represents the total 
number of Monte Carlo simulations run. Eq. (3) enforces a minimum expected return requirement of total R from 
the chosen portfolio; a Pareto frontier is typically generated by solving the optimization problem of Eq. (1-4) using a 
range of values for R. The resulting frontier represents the optimal set of portfolios that best tradeoff expected return 
against CVaR. In the context of a SoS development framework, the frontier will illustrate the tradeoffs between 
performance and anticipated worst case scenario losses at the prescribed confidence level. 
3. System-of-Systems (SoS) Network Architecture and Optimization 
In this section, we first describe the hierarchical SoS network model that sets a basis for the CVaR portfolio 
optimization problem. We also give a brief insight into agent based modeling and its role in providing ‘real world’ 
performance data that maps to the lexicon of the network model. We then proceed to describe the CVaR portfolio 
optimization model in its entirety and describe the resulting mathematical formulation. 
3.1. SoS Network Modeling and Agent Behaviors 
In this paper, we adopt a SoS hierarchical network description to guide the development of the portfolio 
optimization approach. While the interactions between constituent systems may exhibit complex dynamics due to 
various physical or operational effects, the archetypal system interactions are intuitively linear and combinatorial in 
nature. The interconnected nodes of the hierarchy are governed by connectivity rules of behavior, and, with each 
node having a discrete set of distinct capabilities and requirements. The nodes are subject to various behaviors of 
interaction that ultimately provide some SoS level capabilities. The individual nodes can be thought of as 
‘investment instruments’ with associated costs (requirements) and potential payoffs (capabilities), having an overall 
SoS level performance (investment portfolio performance). This portfolio view allows tools from operations 
research and financial engineering to be used to tackle the combinatorial challenges of selecting an appropriate 
portfolio of systems, based on and SoS practitioner's preferences of tolerable operational risk, cost and desired SoS 
level performance. 
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Fig.2. Generic SoS node behaviors  
 
Fig. 2 above shows the generic behaviors that individual nodes (systems) exhibit on the SoS network. The idea is 
to model basic, aggregate systems level interactions as simple, nodal behaviors that are applicable to a wide variety 
of inter-system connections. The motivation is to capture the salient features within a framework that can be 
translated to an effective mathematical model. While not exhaustive, the combinations of these nodal behaviors as 
modeling rules can cover a large set of real world inter-system interactions. Fig. 2 shows the five most intuitive 
nodal interactions where: 
 
x Capability: Nodes have finite supply of capabilities that are limited by quantity and number of 
connections. 
x Requirements: Nodes have requirements to enable inherent capabilities. Requirements are fulfilled by 
receiving connections from other nodes that possess a capability to fulfill said requirements.  
x Relay: Nodes can have the ability to relay capabilities between adjacent nodes. This can include excess 
input of capabilities that are used to fulfill node requirements.  
x Bandwidth: Total amount of capabilities or number of connections between nodes are bounded by 
connection bandwidth. 
x Compatibility: Nodes can only connect to other compatible nodes. 
 
The performance of a SoS is related to the ability of the connected network of individual systems to fulfill SoS 
level objectives. It is assumed that these core objectives can be at least, approximated quantitatively – a notion that 
leads us into the idea of agent based modeling. Agent based models have been extensively used as a flexible means 
of simulating collective behavior of interacting entities of ‘agents’. In this case, the agents would correspond to the 
collections/clusters systems that are interconnected to give rise to some agent behaviors. 
 
 
3.2. Conditional Value at Risk (CVaR) Optimization  
The SoS portfolio optimization problem is posed as a mathematical programming problem that seeks to minimize 
the SoS performance index CVaR exposure as quantified from agent simulated operational losses in SoS level 
performance. The optimization problem also is subject to satisfying a range of physical and operational constraints 
as described in Section 3.1. The resulting equations are given as the following:  
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Eq. 5 is the objective function that seeks to minimize the CVaR of selecting a collection of SoS level assets that 
directly contributed to the SoS performance index calculations. Eq. 6 incorporates agent based simulated outcomes 
of potential SoS level performance losses through the vector( isy ) which represent the simulated outcomes in 
performance for system (i) under scenario (s). Here, we define a scenario as being a situation where the system (i) is 
deployed alongside other systems in the agent model simulation and under different mission scenarios of operation. 
More specifically, the parameters for key drivers of the mission are changed for each simulation run (e.g. effective 
range of radar, simulated communication links being compromised due to enemy actions). The number of scenarios 
is equal to the number of agent simulation runs required to reasonably approximate the outcomes of the SoS 
architectures. Eq. 7 ensures a minimum SoS level of performance as constrained by the constant (SoScap) – the 
optimization problem is solved using a range of values to generate the Pareto frontier that trades off SoS level 
performance for SoS value at risk. Eq. (8) ensures that supply of a capability (c) does not exceed the maximum limit 
of each node. Eq. (9) ensures that the requirements of each node are satisfied by incoming capabilities from 
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connecting nodes. Eqs. (10-12) enforce combinatorial rules between systems and ensure compatibility. Eqs. (11- 12) 
adopt a ‘Big-M’ approach to keeping track of the number of connections that each system makes through the 
variable xij. Eq. (13) enforces limits on the number of connections that each node can make, as dictated by the 
specification of the node. Equation (13) enforces that the total of some capability (q) that is supplied to a node, 
combined with its inherent capability (c) is not exceeded by demand for the capability from connected nodes. 
4. Application to Naval Warfare Scenario (NWS) 
We demonstrate notional application of the presented method for the case of a Naval Warfare Scenario (NWS) 
that is based on the Littoral Combat Ship (LCS) [11] concept of operations. The LCS is a naval platform that 
provides agile, cost effective solutions for naval operations in littoral waters.  The platform serves to fulfill mission 
objectives through use of interchangeable ship packages that include: Mine Warfare (MIW), Anti-Submarine 
Warfare (ASW), Surface Warfare (SUW) and Irregular Warfare. From an acquisitions and systems engineering 
perspective, the LCS’s modularity facilitates future development of the platform through a highly flexible open 
architecture policy and allows for competitive elements of contracting to be brought to bear in reducing acquisition 
costs.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Table 1 lists candidate Naval Warfare Scenario systems in order of classification (ASW, MCM, SUW, Seaframe 
and Comm). Each candidate system has a collection of capabilities and requirements as listed. The individual system 
capabilities, as listed in columns 1-5, can be used to either directly fulfill an overarching SoS requirement (listed in 
columns 1-3), or to fulfill individual support system requirements (columns 4-9). Columns 6-7 are systems 
requirement metrics across the candidate systems. Zero value entries in there columns indicate that the respective 
listed system does not have that particular system requirement to be fulfilled. In this simplified scenario, it is 
assumed that a communications layer exists where all assets in Table 1 have an ability to ‘communicate’ with one 
another in the transfer of information, subject to a path-wise cost. The objective here is to select a collection of 
assets (system) from the available list in Table 1 to that minimizes the SoS level conditional value at risk; this is 
subject to input agent based model data on the interactive performance of candidate systems and the minimum 
expected performance of the SoS. Additional constraints include the fact that only one system can be selected for 
each package with the exception of the communications packages where a total of up to two may be deployed. This 
small problem results in a design space of (3x2*2*3*15=540) possible combinations. We assume a simulated output 
of potential outcomes for interactions between feasible collections of candidate systems in the NWS; this collection 
Weapon Detection Anti Comm. Power Power Comm. Max
Range Range Mine Capability Capability Req. Req. Connect.
ASW VariableDepth 0 50 0 0 0 100 200 1
MultiFcnTow 0 40 0 0 0 90 120 1
Lightweighttow 0 30 0 0 0 75 100 1
MCM RAMCSII 0 0 10 0 0 70 120 1
ALMDS(MHͲ60) 0 0 20 0 0 90 150 1
SUW NͲLOSMissiles 25 0 0 0 0 0 250 1
GriffinMissiles 3 0 0 0 0 0 100 5
Seaframe Package1 0 0 0 0 300 0 0 5
Package2 0 0 0 0 450 0 0 0
Package3 0 0 0 0 500 0 0 4
Comm. Package1 0 40 0 180 0 100 0 5
Package2 0 200 0 200 0 120 0 3
Package3 0 0 0 240 0 140 0 2
Package4 0 0 0 300 0 160 0 4
Package5 0 0 0 360 0 180 0 4
Package6 0 0 0 380 0 200 0 5
Table 1: NWS candidate systems
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of agent simulation outcomes represents the simulation vectors (yis) of systems that interact within a missions (or 
multiple mission) scenario and under different feasible architectural considerations.  
 
Fig 3. (a) CVaR efficiency frontier (b) Portfolio compositions for CVaR frontier 
 
Fig. 3 (a) shows the efficiency frontier that results from solving the minimization problem of Eq. (5-17), using 
values ranging from 0.5 to 2.75 for minimum SoS performance required (SoScap). The problems were solved in the 
MATLAB [12] environment using YALMIP [13] interface with the Gurobi solver option. Each discrete point on the 
frontier of Fig 3(a) represents an optimal portfolio at a corresponding minimum SoScap value. As the required 
minimum SoS performance (SoScap) is increased, the value at risk increases as well; the frontier is similar in nature 
to the mean-variance frontier of Markowitz in that it trades of risk against performance. The difference here 
however is that the simulated risks (loss in SoS level performance) can account for highly complicated dependencies 
between assets and are not constrained to restrictive assumptions as in the case with the mean variance approach. 
The corresponding portfolio compositions (collections of systems selected) for each prescribed value of SoScap is 
given in the table of Fig. 3(b). As the minimum SoS level performance is increased, the composition of the portfolio 
changes, bearing the combinatorial rules (Section 3.1) in mind. The results shown in Fig 3(a) and (b) can provide the 
SoS practitioner with useful insights on the tradeoffs between SoS performance and potential loss due to complex 
cascading  risks through comparison of the candidate optimal architectures. The optimal collections in Fig 3(b) 
allow for the practitioner’s additional insights to be brought to bear in deciding a final architecture that best fulfills 
strategic objectives. 
 
5. Summary and Future Work  
This paper has presented a portfolio optimization based approach to managing SoS architectural development. 
The method describes the underlying SoS architecture as a generic network of interconnected nodes and leverages 
information from agent-based simulation data through a Conditional Value-at-Risk (CVaR) optimization 
framework. A Naval Warfare Scenario (NWS) case study illustrates application of the method for operational risks; 
however, alternative measures of simulated risks can be used as well (e.g. financial, developmental schedule time). 
Additionally, the method is fully applicable to general SoS problems that can be described within the context of the 
generic network framework used in this research. 
Future work will explore alternative optimization frameworks to more generally address portfolio based 
performance and risk management in SoS development; this may include use of alternative methods of capturing 
measures of performance and outputs of key performance parameters from simulation data, and, optimization 
strategies that can best use such measures in building robustness and resilience for an SoS architecture. 
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