Abstract. Visual Attention Models (VAMs) predict the location of an image or video regions that are most likely to attract human attention. Although saliency detection is well explored for 2D image and video content, there are only few attempts made to design 3D saliency prediction models. Newly proposed 3D visual attention models have to be validated over large-scale video saliency prediction datasets, which also contain results of eye-tracking information. There are several publicly available eye-tracking datasets for 2D image and video content. In the case of 3D, however, there is still a need for large-scale video saliency datasets for the research community for validating different 3D-VAMs. In this paper, we introduce a large-scale dataset containing eye-tracking data collected from 61 stereoscopic 3D videos (and also 2D versions of those) and 24 subjects participated in a free-viewing test. We evaluate the performance of the existing saliency detection methods over the proposed dataset. In addition, we created an online benchmark for validating the performance of the existing 2D and 3D visual attention models and facilitate addition of new VAMs to the benchmark. Our benchmark currently contains 50 different VAMs.
Introduction
When watching natural scenes, the Human Visual System (HVS) receives and overwhelming amount of visual data, much beyond its capability to process at once 1 . In order to process these data efficiently, HVS first performs a rapid parallel scan over the scene to locate and prioritize the Regions Of Interests (ROIs). Then, in-depth scene analysis is performed for limited portions of the scene data, according to the priority of different regions. In the literature, the first stage is referred to as "pre-attentive" and the second one is known as the "attentive" stage of vision 2 
.
The only true way to study the pre-attentive stage of the human vision is to use eye-tracking devices to record the eye movements and extract the eye gazed points (fixations). The information of fixations and saccades collected from these experiments helps us understand the process of ROI detection and prioritization in the HVS. Although eye trackers are used occasionally in some experiments, the use of such devices is not plausible when either an automatic ROI detection is required or setting up the experiment environment and involving subjects is not practical. In this case, computational models of visual attention are employed instead. Visual Attention Models (VAMs) aim to estimate the location of the ROIs by predicting the coordinates of the eye fixation points. VAMs usually generate a Fixation Density Map
(FDM) to demonstrate the likelihood for each part of an image or video to attract attention.
VAMs are used in a diverse range of applications such as object detection and recognition [3] [4] [5] [6] , image and video compression [7] [8] [9] , retargeting and retrieval [10] [11] [12] [13] , quality evaluation [14] [15] [16] and various other fields [17] [18] [19] [20] .
Visual attention models generally consider a set of saliency attributes and combine these features to an overall saliency map. VAMs are usually classified as either bottom-up or top-down methods according to the saliency attributes they consider. Bottom-up VAMs are the ones that only incorporate the low-level stimulus-driven information of the scene such as brightness contrast, color, motion, texture orientations, or depth. Top-down VAMs, on the other hand, adopt higher-level context-dependent information such as the presence of humans, text, animals, or vehicles for some specific tasks under investigation. In addition to the bottom-up and top-down attention models, there are also some less common integrated models, which combine the bottom-up and top-down saliency attributes [21] [22] .
Most of the existing VAMs are designed for saliency detection in 2D image and video content. However, natural scenes are seen in a 3D environment. In fact, the perceived depth of a scene is a strong source of information for HVS that can significantly alter the attention towards specific regions in that scene. Therefore, accurate saliency prediction is possible only when depth effects are also taken into account. Moreover, considering that recent advances in 3D technologies make use of consumer 3D systems (such as 3D TVs, cameras, displays, theaters, or games), saliency detection mechanisms incorporated in these systems have to consider the depth perception paradigm of HVS as well as the 2D saliency attributes.
Eye-tracking datasets are usually used as ground-truth to validate the performance of different saliency prediction methods. In a recent study by Engelke et al. it was found that FDMs resulting from independent eye-tracking experiments were very similar 23 . In other words, independently conducted eye-tracking experiments provided similar results for saliency prediction, quality assessment, and image retargeting purposes. This suggests that a benchmark eye-gaze dataset can be robustly used as a reference ground-truth point for various applications.
The research community has made publicly available over a dozen 2D image and video datasets, to facilitate testing the performance of automatic VAMs for predicting human fixation points . In the case of 3D, however, there are very few stereoscopic image datasets available [51] [52] [53] .
While there are plenty of eye-tracking datasets available for 2D VAM studies, there is only a couple of stereoscopic video dataset available so far, which contain 8 and 47 stereoscopic sequences 54, 138 . The lack of such 3D datasets is an additional obstacle in evaluating and comparing 3D-VAMs and saliency prediction mechanisms for 3D video content. This paper introduces a large-scale publicly available eye-tracking dataset of stereoscopic 3D videos. Our dataset contains eye-tracking data collected from 61 stereoscopic 3D videos (and 2D versions of those) and 24 subjects. We created an online benchmark system 55 to validate and compare the performance of the existing 2D and 3D visual attention models over our dataset.
Our online benchmark currently contains 50 different VAMs and facilitates addition of new
VAMs to the benchmark.
The rest of this paper is organized as follows: Section 2 reviews the existing 3D eye-tracking datasets, Section 3 provides an overview of existing 3D-VAMs, Section 4 describes the specifics of our dataset (including 3D video capturing, equipment, subjective experiments, data collection and analysis processes), Section 5 contains the performance evaluation results of the existing VAMs using the proposed dataset, and Section 6 concludes the paper.
Review of the Existing Eye-Tracking Datasets
Available eye-tracking datasets are categorized as: 2D image, 2D video, 3D image, and 3D video datasets. In this section we introduce the representative datasets for the 3D category. Table 1 provides the specification of the datasets mentioned in this section at a glance. Readers are referred to Ref. 32 for a review on the existing 2D eye-tracking datasets.
3D Image Eye-Tracking Datasets
There are only a few 3D eye-tracking datasets publically available. The NUS3D dataset collected human eye fixations from 600 stereopairs viewed by 80 subjects 52 . To create this dataset, a . The stereoscopic images used in this dataset were captured using 3D cameras. Disparity maps were later generated by automatic disparity map generation algorithms. In a study by Khaustova et al.
53
, a dataset of stereopairs was introduced that contains eye fixation data corresponding to 54
captured stereoscopic images at full-HD resolution (1920×1080) viewed by 15 subjects. This dataset was then used to investigate the possible changes in visual attention with respect to depth and texture variations.
3D Video Eye-Tracking Datasets
To the best of our knowledge, to this date, the only publicly available 3D video eye-tracking datasets are the EyeC3D   54   and the IRCCyN   138 datasets, which contain 8 and 47 stereoscopic videos, respectively.
Overview of the State-of-the-Art 3D VAMs
The overwhelming majority of the existing literature on visual attention modeling is dedicated to 2D VAMs. Due to recent advances in 3D video technologies, there is currently an increasing interest in 3D VAMs. It is worth noting that 2D saliency prediction mechanisms fail to accurately identify the salient regions in 3D images and videos, as they do not incorporate scene depth information 51, [58] [59] [60] . Depth perception changes the effect of 2D saliency features such as intensity, texture, color, and motion. In addition, several saliency attributes such as depth range 6 and display size and technology solely exist for the case of 3D [61] [62] [63] [64] . Fig. 1 demonstrates an example in which state-of-the-art 2D VAMs fail to precisely detect the salient areas in a stereoscopic image (models are applied only to one view). It is observed from Fig. 1 Similar to the 2D case, the main body of the state-of-the-art 3D VAMs is based on the concept of feature maps [67] [68] , conspicuity maps 69 , center-surround competition 69 , and Feature
Integration Theory (FIT) 21 . The multi-resolution technique proposed in an early work by Itti and Koch 70 is also frequently used in the design of 3D VAMs, combining different feature values at several resolution levels.
To account for the effect of depth in 3D visual attention modeling of static scenes (stereoscopic images), Maki et al. proposed the direct use of the disparity map as a weighting . The chair is the most salient object as it stands out in 3D due to its depth.
factor to a 2D saliency map. Their model is based on the assumption that the objects closer to observer draw the viewer's attention more 71 . In similar approaches, Ouerhani et al. 72 and Potapova et al. 73 generated three depth-driven feature maps and combined them with an existing 2D VAM. Park et al. 74 combined the 2D VAM model of Itti 75 with a map of skin detection and visual-comfort-weighted disparity map. Unlike these studies where the disparity/depth was directly used, Niu et al. 59 argued that the closer objects are not necessarily salient to HVS. On the other hand, they proposed to use a measure of depth abruptness for saliency prediction. They adopted two disparity-based conspicuity maps (one from disparity contrast and another one from 3D comfort zone) and combined them to form an overall fixation density map. Lang et al. 52 extracted the depth information directly using a Kinect sensor and developed a probabilistic framework to measure the saliency probability at every depth level and combine the resulted depth saliency with existing 2D VAMs. Iatsun et al. 76 derived the depth information from only monocular depth cues (i.e., only from one view of an image) and incorporated the resulting artificial depth in conjunction with an existing 2D VAM. Wang et al. 51 generated a depth saliency map using a Bayesian approach to be combined with existing 2D VAMs. They verified their approach using the data collected from eye-tracking experiments. Jiang et al. 77 created a depth saliency map (based on foreground and background extraction) and combined it with the 2D VAM of Ref. 78 . In another study by Fang et al., DCT coefficients of 8×8 patches of one view and the disparity map were selected to represent features from intensity, color, texture, and depth 58 . These features were combined to produce a saliency map.
Compared to 3D VAMs for stereoscopic images, saliency prediction for stereoscopic video has attracted significantly less attention, therefore leaving room for improvement. One reason might be due to the lack of publicly available benchmark stereoscopic video datasets. To account for the impact of depth in 3D video saliency, Chamaret et al. 79 used the disparity information as a weighting factor to refine the ROI selection made by the 2D VAM of Ref. 56 . In a similar study by Zhang et al. 80 , the depth map is combined with the 2D VAM of Ref. 75 and motion saliency map, to generate a saliency map for 3D video. Coria et al. 81 proposed a reframing framework in which a novel saliency prediction mechanism for 3D video was used. They combined the disparity map (as a conspicuity map) with 2D saliency features to find a bounding box around the most visually important areas in a stereoscopic video. Kim et al. 60 utilized a scene classification approach and incorporated concepts like saliency compactness, depth discontinuities, and visual discomfort for their 3D VAM. They combined the resulting conspicuity maps in a linearly summation or multiplication fashion. In our earlier work 82 we proposed to use a learning-based scheme to developed a random forest model of various lowlevel saliency features (luminance, color, texture, motion, and depth) as well as the high-level ones (face, person, vehicle, text, animal, and horizon) for saliency prediction on stereoscopic videos. The importance of each feature was reported and the performance of the proposed 3D VAM was validated using a large-scale dataset of stereoscopic videos. Table 2 shows a description of different 3D VAMs at a glance.
Benchmark 3D Eye-Tracking Dataset for Visual Saliency Prediction on Stereoscopic 3D

Video
It is widely acceptable that the existence of a large-scale eye-tracking dataset for stereoscopic 3D videos will accelerate the development of precise 3D VAMs. This paper introduces a publicly available eye-tracking dataset of stereoscopic videos, which aims at facilitating the research community's efforts to compare and validate new 3D saliency prediction algorithms. This section provides information about our eye-tracking dataset and the subjective experiments.
Capturing the Stereoscopic 3D Videos
Sixty-one (61) indoor and outdoor scenes are selected to produce our 3D video dataset for the eye-tracking experiment. A stereoscopic 3D camera (JVC Everio) was used to capture the sequences. The distance between the two lenses of the camera is 6.5 cm, which is the same as the average inter-ocular distance for humans. The camera was fixed on a tripod at the time of capturing so there were no camera movements. No zooming was used for the camera lenses.
Special attention was put during the capturing on avoiding possible window violations. Note that window violation is a common artifact for 3D video acquisition and occurs when parts of an object fall outside the capturing frame. As a consequence, part of the object is perceived inside and screen and other parts appear outside the 3D screen. The two contradictory depth cues result in 3D visual discomfort and reduce the 3D Quality of Experience (QoE).
Each view is captured in full HD (high definition) resolution of 1920×1080 at the frame rate of 30 frames per second (fps). Moreover, the length of each video is approximately 10 seconds.
The video sequences contain a wide range of intensity, motion, depth, and texture density.
Scenes are selected in a way that the captured dataset covers almost all different possible combinations of these parameters. In other words, there are multiple video sequences captured for each combination of four parameters, intensity, motion, depth, and texture density, with two levels of each (low and high), resulting in 16 different scenarios. As a result, our dataset is not biased towards a specific scenario. These capturing parameters are particularly chosen because they are the key low-level attributes for visual attention modeling 75 . Fig. 2 provides a statistical overview of the video sequences. In this figure, in order to measure the motion and texture density, we utilize the temporal and spatial information (TI and SI, respectively) metrics. We follow the recommendation of ITU 83 for the calculation of SI and TI measures. Applying the SI and TI metrics on the depth maps (instead of the videos) provides us with the Depth Spatial Indicator (DSI) and Depth Temporal Indicator (DTI), respectively 139 . DSI and DTI assess the depth variations of the video content in the spatial and temporal domain.
In addition, we provide the histograms of the average intensity values for the video dataset as well as the average disparity bracket of the scenes. Disparity bracket is defined as the range of the disparity (in pixels) for each stereopair (i.e., horizontal coordinate of the closest point subtracted by the horizontal coordinate of the farthest point). Note that since some of the VAMs in the literature utilize machine learning techniques for saliency prediction, we split the dataset to the training and validation sets so that the training part can be used for training different VAMs and validation is used for validation of the models. We chose 24 videos for training (~ 40 %) and A snapshot of the right view of some of the videos in our database is demonstrated in Fig. 3 .
Since the videos are captured in two left and right views, disparity estimation algorithms should be incorporated to extract disparity. We provide the disparity maps generated using the Depth Estimation Reference Software DERS 84 of MPEG. Any other method can be used when a disparity map is needed.
Post-processing the Captured Videos
Using a 3D camera with parallel lenses results in negative parallax, which corresponds to objects popping out of the 3D display screen. Experimental studies have shown that viewers distinctly prefer to perceive the objects of the interest on the screen and other objects inside/outside of the screen 85 . At the time of capturing, we used the manual mode of disparity adjustment so that the camera doesn't automatically change the disparity. 13 Therefore, it is required to bring the objects to the 3D comfort zone to provide the viewers with a high 3D quality of experience. To this end, we perform disparity correction to the captured sequences. Disparity correction is achieved by cropping the left side of the left view and the right side of the right view. The amount of cropping is selected based on the disparity of the object of interest in a way that the disparity corrected stereopair places the object of interest on the screen.
For each video sequence the object of the interest is identified through a subjective user study.
More details regarding this disparity correction methodology can be found in Ref. 86 .
Eye-Tracking Experiments
In order to record the eye movements of the viewers we use a SensoMotoric Instrument (SMI) iView X RED system 87 . This eye-tracker uses infrared illumination to track the eye movements.
Images of the eye are analyzed in real-time by detecting the pupil, calculating the center, and Note that the eye-tracking system is claimed by its manufacturers to work robustly in the presence of most contact lenses or eye glasses 87 . However, before the actual experiments, we also verified in our own pre-tests that having eye glasses has no influence on the recorded gaze points. None of the subjects was wearing contact lenses.
The eye-tracker used in our experiments records the movements of both eyes. To create a 3D FDM for each frame, we keep the right eye fixation point as is, but transfer the left eye fixation point to the right eye using the left-to-right disparity map generated by the MPEG Depth Estimation Reference Software (DERS 84 ). These two fixation points are later used for creating the FDMs using a Gaussian kernel (sub-section 4.4). Note that a similar approach was used in the creation of the state-of-the-art 3D eye-tracking datasets 51, 54, 138 . This process results in a fixation map associated to the right eye. The reason of choosing the right eye is that for our 2D experiments we use the right views and also approximately 70 % of humans are right eye dominant 141 (so chances are likely that right eye fixations are better representatives). This process was shown through experiments performed in our lab to offer accurate tracking in 3D content, which was confirmed by comparing the generated fixation maps with the tested 3D content.
The resolution of the display is full HD (1920×1080) in the 2D mode and, thus, there is no need for up/down sampling the video data. Note that the video sequences were displayed in interlaced format so that the eye-tracker grabs the displayed frames through an HDMI cable.
Synchronization between the video player and the eye-tracker was ensured, as the eye-tracker utilizes a frame-grabber device to capture the frames shown to the observers. The frame-grabber is directly connected to the TV using an HDMI cable, and takes a copy of the signal presented to the viewers. Peak luminance of the LCD screen is 120 cd/m 2 . Color temperature was fixed at 6500K, which is recommended by MPEG for subjective evaluation of the proposals submitted in response to the 3D Video Coding Call for Proposals 88 . Subjective experiments were performed in a room that is specifically designed for visual experimental studies. The wall behind the display was illuminated using a uniform light source, with light level of 5% of the screen peak luminance.
In order for the eye-tracker to accurately follow the eye movements, it was placed between the viewers and the 3D display. The distance and height of the eye-tracker is based on the recommendations of the SMI internal software. Subjects were instructed to try to keep their head movements at minimum. The eye movement of the viewers is continuously monitored to ensure that the eye-tracker is constantly recording valid gazed points. The eye-tracker is capable of tracking the viewers' heads at a fairly wide range of 40 × 20 cm at 70 cm distance. Fig. 4 sketches the test setup and placements of the devices. Fig. 5 shows the real test environment.
Twenty-four participants attended our test sessions (12 male and 12 female). Prior to the actual eye-tracking experiments, all the subjects were screened by pre-tests to assess their visual acuity using the Snellen chart, color blindness using the Ishihara graphs, and stereovision using the Randot test. Users who didn't pass any of the three pre-tests were not entered to the eyetracking experiment.
Users were selected among university students who were naïve to the purpose of the test and it was ensured that they do not have prior knowledge about the research topic.
Subjects participated in the eye-tracking experiment one at a time. The test involved a freeviewing task, in which viewers freely watched the sequences and their eye movements were recorded. In order to study the statistical differences between the 2D and 3D fixations and saccades, for each participant we performed a test with the 3D sequences and another one with only one of the views (right view). The order of the videos was randomly changed for each subject and each session to avoid memorization of the sequences. Note that having a large number of videos (61) makes it very difficult to memorize the content of different scenes. Also, there was 10 minutes resting (and memory refreshing) period for each subject between the two sessions. To ensure that the subjects were not biased towards the order of the presentation material, the order of the 2D and 3D videos was switched for every subject so that counter balance was achieved.
Prior to each test session, a calibration was performed for each user to ensure the accurate recording of the gaze points. The calibration was performed a few times at the beginning and throughout the experiment so that the eye-tracker doesn't lose track of the eye movements. For calibration, the internal SMI software was used to show a circular dot on the screen and viewer was asked to follow its movement. The circular dot moved in random fashion to the corners of the screen to ensure a reliable calibration for each subject.
Data Collection and Fixation Map Generation
After performing the eye-tracking experiments, the gaze points are collected and are ready to be processed. In the literature, the fixation points are usually converted to a fixation density map (or sometimes heat map) to provide a 2D representation of most salient points. This map basically shows the likelihood of an object to draw attention. Note that the eye-tracking system used in our experiments already discriminates the fixations and saccades using its internal software. We use only the fixation points in the generation of the FDMs.
Due to the possible inaccuracies of the eye-trackers and to account for the drop in vision sharpness as the distance increases from the fovea center point, the fixation points are usually filtered using a Gaussian kernel to create the fixation density maps 24, 51, 52, 58, 89, 90 . The Gaussian kernel mimics the photoreceptor distribution of the fovea. Due to photoreceptor distribution in the human eyes, objects at the center of focus are projected to the center of fovea and therefore appear to be the sharpest. As the eccentricity from the fovea increases, vision sharpness drops rapidly [91] [92] [93] [94] . The radius size L of the mask is selected based on the 3D display size and the distance of the viewer from the display as follows (Fig. 6 ):
where H and RH are the vertical height and resolution of the display and α is the half of the visual angle, which is usually chosen to be one degree of the visual angle 51, 58 . In our setup, the distance of the viewer from the display, Zobserver, is set at 183 cm and the display height, H, is 57. After applying the Gaussian kernel to the gazed points, a fixation density map is generated for each frame of the videos. A similar process is repeated for both 2D and 3D videos to generate the fixation maps for each user. User fixation maps are then averaged to create a fixation map video for each sequence. Fig. 7 shows the average of the fixation maps for the 2D and 3D sequences and for all users. It is observed from Fig. 7 that the fixations are distributed all around The created fixation maps are used as ground truth saliency maps for validating the performances of visual attention models. Our eye-tracking dataset of stereoscopic videos is made publicly available and can be accessed at: http://ece.ubc.ca/~dehkordi/saliency.html. Moreover, we created an online benchmark dataset and evaluated the performance of the existing 2D and 3D VAMs on our 3D eye-tracking dataset. In our online benchmark, we provide performance comparisons of many saliency detection algorithms and facilitate the addition of new models.
We provide ground truth fixation maps for the training part of the dataset and ask interested contributors to send us the implementation of their VAM or their generated saliency maps so we can conduct performance evaluations using their input and our validation part of the dataset. The results will be added to the benchmark.
Performance Evaluations
This section provides details of the currently implemented VAMs in our benchmark and their performance evaluation. Specifically, descriptions of the performance metrics, baseline saliency maps, and comparison of existing VAMs over our eye-fixation dataset of 3D videos are presented.
Metrics of Performance
The Area Under the Receiver Operating Characteristics (ROC) Curve (commonly referred to as AUC) is a basic measure of performance in our evaluations 95 . In addition to AUC, several other metrics are incorporated for evaluating different VAMs. In particular, the shuffled AUC 96 , Normalized Scanpath Saliency (NSS) 66 , Pearson correlation ratio (PCC) 22 , Earth Mover's Distance (EMD) 97, 98 , Kullback-Leibler Divergence (KLD) 99 , and a Similarity score proposed by Judd et al. 31 were used in our evaluations. The values of the above metrics are calculated for each frame of our validation video dataset and then averaged over all the frames to provide one metric score for each video. Each of these metrics is explained in this sub-section.
1) AUC: AUC has been frequently used for evaluating the performance of saliency prediction models 95, [100] [101] [102] [103] . AUC is computed between a saliency map and a ground truth fixation map and quantifies the ability of a saliency map in classifying the fixated and non-fixated locations. AUC achieves values between 0.5 and 1. A higher value of AUC denotes a more accurate saliency map. A value of unity indicates 100% accuracy in saliency prediction and a value of 0.5 indicates that the saliency map predicts the saliency points no better than by chance.
2) Shuffled AUC: AUC is often being criticized for being affected by the center-bias phenomenon 104, 105 . To address this disadvantage, the definition of the "negative set" in classic AUC is modified to account for the center-bias problem. The new definition of AUC is known as Shuffled AUC (sAUC) 104, 105 . sAUC achieves higher reliability compared to classic AUC and reduces the effect of the center bias. We use a publicly available implementation of sAUC provided by Zhang and Sclaroff 
5) EMD:
It is argued that the AUC metric does not take into account the distance between the points in a saliency map and the corresponding points in the fixation map. However, the distance between these points can also be a measure of how close a saliency map is to a fixation map 107 .
The Earth Mover's Distance (EMD) 97 is often used for taking into account the distance between two probability distribution functions. In the context of visual attention modeling, EMD measures the cost of converting a saliency map to its corresponding human fixation map. Here, It is worth noting that none of these objective metrics would perform as accurate as human observers. However, except sAUC, which was an improvement over AUC, each of the other metrics was proposed as an attempt to improve the measurement accuracy of VAMs. It was shown in [96] that most saliency prediction performance metrics are similar and that using sAUC, KLD, and one other metric among NSS, PLCC, SROCC, and SIM provides a fair comparison. Although we provide the performance evaluation results of the entire set of metrics for various 3D VAMs, we only use sAUC, KLD, and NSS for ranking their performance.
Baselines
When comparing the performance of different visual attention models over our stereoscopic video dataset, we use four different baselines as reference models to be compared against each participants (i out of 24) to ensure more robustness (less bias towards particular subjects). Fig. 8 shows the performance of the observers in predicting fixations of other observers. The AUC value for a subset of observers is calculated by comparing the fixation maps generated from the gaze points of those observers against the fixation map generated from the remaining observers.
In other words, the process explained in sub-section 4.4 is repeated for the i and N-i observers to generate the fixation maps. The AUC values resulting from comparing these fixation maps are reported in Fig. 8 . To find an estimate of the infinity-vs-infinity case, we follow a same method used in Ref. 31 by fitting a curve with the following form to this graph:
where a, b, and c are constant coefficients and x is the number of observers. The AUC for an infinite number of humans is extrapolated from Fig. 8 . In other words, the limit of the AUC function when the number of observers approaches infinity is an approximation of the upper bound. The same procedure is repeated for other metrics to find the upper/lower bounds of each metric. The values of the parameters in (2) for different metrics along with their corresponding 95% confidence intervals (CIs) are reported in Table 3 . 
Influence of the presentation order on the FDMs
It was mentioned in sub-section 4.3 that during our eye-tracking experiments, the order of the 2D and 3D videos was switched for every subject to ensure that the subjects were not biased towards the order of the presentation material, so counter balance is achieved. This sub-section verifies our claim quantitatively. To this end, inspired by Nemoto et al. at the first or second session, there is a strong correlation between each corresponding pair of FDMs. In addition to the similarity values, we also perform a statistical testing by measuring the P-values, as shown in Table 4 . The values in Table 4 show that there is a significant difference between the FDMs of 2D and 3D videos, and that the presentation order has no influence on the results. 
Comparing the Performance of State-of-the-Art VAMs
This section provides a comparison between the performance of the existing 2D and 3D visual attention models over our stereoscopic video dataset. Currently, we have considered 50 different models. Any new model can be submitted via our web page and will be added to the Note that each model may have had its own objectives and history. However, for the sake of completeness, we present an evaluation of these models using our eye-tracking dataset.
Moreover, we compare the performance of the different visual attention models with those of the four baseline models mentioned in sub-section 5.2.
It is recommended (and is common practice) to perform histogram matching between a saliency map and the corresponding human fixation map 31 , so that the saliency evaluation metrics attain more meaningful and fair comparisons. Note that histogram matching forces saliency maps to place the majority of the salient locations at the fixated regions.
In addition to histogram matching, blurring and adding center bias is a common practice for saliency prediction models as they slightly increase the performance of different models 31, 104, 108, 137 . To account for the center-bias, a Gaussian disk located at the center of the coordinate axes (with the same size as the saliency map) is added to each saliency map as follows:
where w specifies the weight of the center-bias. To account for the blurring effect, each saliency map is convolved with a Gaussian (of the same size). The values of the weight of center-bias (w)
are swept between 0 and 1, while the values of the standard deviation for the center-bias and blurring are swept between 0.1 and 500 (pixels). These three parameters are exhaustively swept over a wide range of values, and the set of parameters that results in the highest AUC is selected.
Histogram matching, blurring, and adding a center-bias generally can increase the AUC performance by several percentage points. Among these, histogram matching has the highest impact on the AUC. Blurring and center-bias has only minor influence on the performance of different VAMs when using our dataset. One reason is that we don't have severe amounts of center-bias in our eye-tracking experiments (see Fig. 7 ). Table 5 shows the performance of different 3D VAMs with respect to several saliency prediction metrics. In order to compare the accuracy using all of the metrics, we assign a rank to each model using each metric independently and then sorting the resulting ranks. In other words, assuming that various metrics are of the same importance, average of the ranks demonstrates how well each VAM performs with respect to all of the metrics. As mentioned in sub-section 5.1, most performance metrics are similar and using sAUC, KLD, and one other metric among NSS, PLCC, SROCC, and SIM provides a fair comparison. To avoid the introduction of bias in the ranking, we use only sAUC, KLD, and NSS for ranking the performance of various VAMs. Table 6 shows the performance of 2D VAMs against the FDM results of 2D and 3D eyetracking experiments. We compare the saliency maps produced by these models with the fixation maps resulted from eye-tracking experiments on 2D and 3D video data. For each model, Pvalues are calculated to measure the statistical difference between its ability to distinguish between 2D and 3D FDMs.
It is worth noting that an early approach in designing 3D VAMs was to directly integrate the saliency maps produced by 2D VAMs with the generated/captured depth maps. We investigate the performance of 2D VAMs when depth maps are combined with the saliency maps. Table 7 shows the results of this investigation. It is observed from Table 7 that using depth maps usually improves the saliency prediction performance. However, the improvements are sometimes negligible.
Complexity of Different VAMs
The mathematical definition of the complexity of an algorithm involves calculating the number of operations. Due to the complex structure of most of the visual attention models, it is not possible to calculate their mathematical complexity. Instead, the only feasible solution to compare the complexity of different algorithms is to compare their simulation times. To this end, we used a workstation with i7 CPU and 18 GBs of memory to perform complexity measurements. Note that it was ensured that no other program was running during the measurement process. The results of complexity measurements are reported in Table 5 and 6.
Discussions
The performance evaluations in Table 5 and Table 6 show that the model with the highest performance takes into account high-level features (person, car, and etc.). This confirms the importance of high-level saliency features in human visual attention. Moreover, 3D visual attention models in general do not show promising performance over our dataset (the highest AUC resulting from the existing VAMs is around 0.72). Comparing the performance of 2D VAMs in saliency prediction for 2D and 3D videos (see Table 6 ) shows that the metric values are significantly lower for the case of 3D. This was expected to some extent, since saliency prediction in 3D is much more difficult due to the impact of depth perception. Our results in Table 7 show that even tough using depth information along with 2D VAMs can potentially improve the saliency prediction accuracy, but 2D VAMs plus depth prior do not outperform the 3D VAMs. In addition, Table 5 and Table 6 show that predictions made by one human observer are not representative of an infinite number of observers, which means there are more complex visual attributes involved in 3D perception. In conclusion, the above results clearly show that there is still a need for designing more accurate 3D visual attention models. 
Performance of Different VAMs When Applied to Videos with no Outstanding Objects
This sub-section investigates how having outstanding objects such as humans or cars in a scene can change the performance of 3D VAMs. To this end, only a subset of the 3D video dataset containing 22 videos are used. These videos do not include any high level salient object such as .1445 * The values of the weights for the linear combination are selected such that for each model the AUC is maximized between that model and the FMDs of the training dataset. Moreover, when using depth maps as weights, they are first normalized to 0-1.
humans, vehicles, text, animals, or etc. Table 8 shows the performance evaluation results when only the mentioned subset of videos is used. The results in Table 8 show the ability of different VAMs in bottom-up saliency prediction, where no high level attribute is present in the scenes. It is observed from Table 8 that using different test videos in general changes the performance the VAMs, however, the changes are usually not significant. Some models performed better in the presence of high level cues, which might be due to the fact that they use those cues for saliency prediction. Some models perform worse when high level salient objects are present. This might be because these models are only using low level cues, or they cannot efficiently locate the high level salient objects (e.g. having trouble identifying humans or cars if they are of small size).
Conclusions
The lack of benchmark eye-tracking datasets for stereoscopic videos has slowed down the progress in developing efficient 3D visual attention models. This paper introduces a benchmark stereoscopic video dataset coupled with the data from a free-viewing eye-tracking experiment, as a step towards facilitating the design of advanced 3D visual attention models. Our dataset contains the eye fixation points collected from 61 stereoscopic videos. We evaluate the [58] 0.6973 0.2228 1.0982 Coria [81] 0.6665 0.2438 1.0088 Chamaret [79] 0.6671 0.2308 0.9257 Niu [59] 0.6587 0.2178 0.5974 Park [74] 0.6449 0.2177 0.7628 Ouerhani [72] 0.6411 0.2265 0.5319 Fan [112] 0.6166 0.2294 0.4093 Ju [120] 0.5933 0.2301 0.3266 Center 0.5896 0.2477 0.5838 Jiang [77] 0.5843 0.2370 0.3309 Zhang [80] 0.5804 0.2299 0.2665 Chance 0.5 0.2300 0.0778 * Motion features are excluded.
performance of existing 3D saliency prediction models over the proposed dataset. Moreover, we evaluate the performance of the existing 2D VAMs against 2D and 3D eye-tracking FDMs and show that the two cases are statistically performing differently for most VAMs. A web page is designed to present the performance of existing 2D and 3D visual attention models and to submit new 3D VAMs to be compared to the currently implemented ones.
