Abstract-Sparse Bayesian learning is one of the state-ofthe-art machine learning algorithms, which is able to make stable and reliable probabilistic predictions. However, some of these algorithms, e.g. probabilistic classification vector machine (PCVM) and relevant vector machine (RVM), are not capable of eliminating irrelevant and redundant features which could lead to performance degradation. To tackle this problem, in this paper, we propose a sparse Bayesian classifier which simultaneously selects the relevant samples and features. We name this classifier a probabilistic feature selection and classification vector machine (PFCVM), in which truncated Gaussian distributions are employed as both sample and feature priors. In order to derive the analytical solution for the proposed algorithm, we use Laplace approximation to calculate approximate posteriors and marginal likelihoods. Finally, we obtain the optimized parameters and hyperparameters by the type-II maximum likelihood method. The experiments on synthetic data set, benchmark data sets and high dimensional data sets validate the performance of PFCVM under two criteria: accuracy of classification and efficacy of selected features. Finally, we analyze the generalization performance of PFCVM and derive a generalization error bound for PFCVM. Then by tightening the bound, we demonstrate the significance of the sparseness for the model.
I. INTRODUCTION
In supervised learning, we are given input feature vectors
and corresponding labels y = {y i } N i=1 . 1 The goal is to predict the label of a new datumx based on the training data set S = {x, y} together with other prior knowledge. For regression, we are given continuous labels y ∈ R, while for classification we are given discrete labels. In this paper we focus on the binary classification case, in which y ∈ {−1, +1}. Recently, learning sparseness from large-scale datasets has generated significant research interest [1] [2] [3] [4] [5] . Among the methods prooposed, the support vector machine (SVM) [1] , which based on the kernel trick [6] to create a non-linear decision boundary with a small number of support vectors, is the stateof-the-art algorithm. The prediction function of SVM is a combination of basis functions:
where φ(·, ·) is the basis function, w = {w i } N i=1 are sample weights, and b is the bias.
Similar to SVM, many sparse Bayesian algorithms use (1) as their decision function; examples include like the relevance vector machine [7, RVM] and the probabilistic classification vector machine [8, PCVM] . Unlike SVMs, whose weights are determined by maximizing the decision margin and limited to hard binary classification, Bayesian algorithms optimize the parameters by computing the maximum probability and make predictions based on the average of the prediction function over the posterior. For example, PCVMs compute the maximum a posteriori (MAP) estimation using the expectationmaximization (EM) algorithm; RVMs and efficient probabilistic classification vector machines [3, EPCVM] compute the type-II maximum likelihood [9] to obtain the best parameters. These algorithms have to deal with different scales of features.
In order to fit different scales of features, basis functions are always controlled by basis parameters (or kernel parameters). For example, in LIBSVM [10] with Gaussian radial basis functions (RBF) φ(x, z) = exp(−ϑ||x − z|| 2 ), the default ϑ is set relatively small for high-dimensional datasets, and large for low-dimensional datasets. Although the use of basis parameters may help to address the curse of dimensionality [11] , the performance might be degraded when there are lots of irrelevant and/or redundant features [2, 12, 13] . Parameterized basis functions are designed to deal with this problem. There are two popular basis functions that can incorporate feature parameters easily:
Pth order polynomial:
where the subscript denotes the corresponding index of features, and θ ∈ R M are feature parameters (also called feature weights). Once a feature weight θ k → 0, 3 the corresponding feature will not contribute to the classification.
Feature selection plays an important role in reducing the dimensionality of data. Feature selection methods can be divided into three groups: filter methods [14] [15] [16] , wrapper methods [17] , and embedded methods [2, 5, 12, 13, 18] . Filter methods independently select the subset of features from the classifier learning. Wrapper methods first train the classifier with all possible feature subsets and then select a specific subset with the best performance. Therefore, filter methods have relatively low accuracy but high computational efficiency compared to wrapper methods. Embedded methods embed feature selection in the training process, which aims to combine the advantages of the filter and wrapper methods. Peng et al. [14] , propose a filter method, mRMR, that selects relevant features and simultaneously removes redundant features according to mutual information. Based on the above basis functions, Weston et al. [17] develop a wrapper feature selection schema for SVM, and Nguyen and De la Torre [13] design an embedded feature selection model, Weight SVM (WSVM), that can jointly perform feature selection and classifier learning for linear and non-linear SVM. However, these methods are not able to produce probabilistic outputs, and they need to predetermine the number of selected features before training.
For Bayesian (embedded) approaches, a joint classifier and feature optimization algorithm (JCFO 4 ) is proposed in [12] ; the authors adopt a sparse Bayesian model to simultaneously perform classifier learning and feature selection. To select relevant features, JCFO introduces hierarchical sparseness promoting priors on feature weights and then employs EM and gradient based methods to optimize the feature weights. In order to simultaneously select relevance samples and features, Mohsenzadeh et al. [18] extend the standard RVM and then design the relevance sample feature machine (RSFM) and an incrementally learning version (IRSFM) [5] , that scales the basis parameters in RVM to a vector and applies zero-mean Gaussian priors on feature weights to generate sparsity in the feature space. Li and Chen [2] propose an EM algorithm based joint feature selection strategy for PCVM (denoted as PFCVM EM ), in which they add truncated Gaussian priors to features to enable PCVM to jointly select relevant samples and features. However, JCFO, PFCVM EM and RSFM use an EM algorithm to calculate a maximum a posteriori point estimate of the sample and feature parameters. As pointed out by Chen et al. [3] , the EM algorithm has the following limitations: first, it is sensitive to the starting points and cannot guarantee convergence to global maxima or minima; second, the EM algorithm results in a MAP point estimate, which limits to the Bayes estimator with the 0-1 loss function and cannot represent all advantages of the Bayesian framework.
JCFO, RSFM and IRSFM adopt a zero-mean Gaussian prior distribution over sample weights, and RSFM and IRSFM also 3 Practically lots of feature weights θ k → 0. When a certain θ k is smaller than a threshold, we will set it 0.
4 http://www.cns.atr.jp/ ∼ oyamashi/SLR WEB/ use this prior distribution over feature weights. As a result of adopting a zero-mean Gaussian prior over samples, some training samples that belong to the positive class (y i = +1) will receive negative weights and vice versa; this may result in instability and degeneration in solutions [8] . Also, for RSFM and IRSFM, zero-mean Gaussian feature priors will lead to negative feature weights, which reduces the value of kernel functions for two samples the similarity in the correspond features is increased [12] . Finally, RSFM and IRSFM a N × M kernel matrix for each sample, which yields a space complexity of at least O(N 2 M ) to store the design kernel matrices.
We propose a complete, sparse Bayesian method, i.e., a Laplace approximation based feature selection method PCVM (PFCVM LP ), which uses the type-II maximum likelihood method to arrive at a fully Bayesian estimation. In contrast to filter methods such as mRMR [14] and the student t-test [15] , and the embedded WSVM method [13] , the proposed PFCVM LP method can make probabilistic predictions with adaptive sparsity in the sample and feature space. Moreover, PFCVM LP adopts truncated Gaussian priors as both sample and feature priors, which avoids the negative values for sample and feature weights. We summarize the main contributions as follows.
• Unlike PCVM and RVM, our proposed algorithm can automatically select informative features in non-linear basis functions, which leads to a more robust classifier for high-dimensional data sets.
• Compared with PFCVM EM [2] , JCFO [12] and RSFM [18] , PFCVM LP computes the type-II maximum likelihood [7] , thereby avoiding limitations of the EM algorithm.
• We derive a generalization bound for PFCVM LP . By analyzing the bound, we demonstrate the significance of feature selection and introduce a way of choosing the initial values.
The rest of the paper is structured as follows. Background knowledge on sparse Bayesian learning is introduced in Section II. Section III details the implementation of simultaneously optimizing sample and feature weights of PFCVM LP . In Section IV experiments are designed to evaluate both the accuracy of classification and the effectiveness of feature selection. Analyses of sparsity and generalization for PFCVM LP are presented in Section V. We conclude in Section VI.
II. SPARSE BAYESIAN FRAMEWORK
In the sparse Bayesian learning framework, we usually use the Laplace distribution and/or the student's-t distribution as the sparseness-promoting prior. In binary classification problems, we choose a Bernoulli distribution as the likelihood function. Together with the proper marginal likelihood, we can compute the parameters' distribution (posteriori distribution) either by MAP point estimation or by type-II-maximum likelihood. Below, we detail the implementation of this framework.
A. Model Specification
We concentrate on a linear combination of basis functions. To simplify our notation, the decision function is defined as:
where w denotes the N + 1-dimensional sample weights; w 0 denotes the bias; Φ θ (x) is an N × (N + 1) basis function matrix, except for the first column 
where t i = (y i + 1)/2 denotes the probabilistic target of the i-th sample and σ i denotes the sigmoid mapping for the i-th sample:
consists of the probabilistic targets of all training samples and S = {x, y} is the training set.
B. Priors over Weights and Features
According to Chen et al. [8] , a truncated Gaussian prior may result in the proper sparseness to sample weights. Following this idea, we introduce a non-negative left-truncated Gaussian prior N t (w i | 0, α −1 i ) to each sample weight w i :
where α i (precision) is a hyperparameter, which is equal to the inverse of variance, and 1 x≥0 (x) is an indicator function that returns 1 for each x ≥ 0 and 0 otherwise. For the bias w 0 , we introduce a zero-mean Gaussian prior N (w 0 | 0, α
Assuming that the sample weights are independent and identically distributed (i.i.d.), we can compute the priors over sample weights as follows:
Feature weights indicate the importance of features. For important features, the corresponding weights are set to relatively large values, and vice versa. For irrelevant and/or redundant 5 We assume that each sample weight has the same sign as the corresponding label. So by multiplying the basis vector with the corresponding label, we can assume that all sample weights are non-negative.
features, the weights are set to 0. Following [12] , we should not allow negative values for feature weights. Based on these discussions, we introduce left truncated Gaussian priors for feature weights. Under the i.i.d. assumption, the prior over features is computed as follows:
where β = (β 1 , . . . , β M )
T are hyperparameters of feature weights. Each prior is formalized as follows:
For both kinds of priors, we introduce Gamma distributions for α i and β k as hyperpriors. The truncated Gaussian priors will work together with the flat Gamma hyperpriors and result in truncated hierarchical Student's-t priors over weights. These hierarchical priors, which are similar to Laplace priors, work as L1 regularization and lead to sparse solutions [8, 12] .
C. Computing Posteriors
The posterior in a Bayesian framework contains the distribution of all parameters. Computing parameters boils down to updating posteriors. Having priors and likelihood, posteriors can be computed with the following formula:
Some methods, such as PCVM, PFCVM EM and JCFO, discard the marginal likelihood and use the EM algorithm to obtain an MAP point estimation of parameters. Although an efficient estimation can be obtained by the EM algorithm, it overlooks the information in the marginal likelihood and is not regarded as a complete Bayesian estimation. Other methods, such as RVM and EPCVM, retain the marginal likelihood. They compute the type-II maximum likelihood and obtain a complete Bayesian solution.
The predicted distribution for the new datumx is computed as follows:
If both terms in the integral are Gaussian distributions, it is easy to compute this integral analytically. We will detail the implementation of PFCVM LP in the next section.
III. PROBABILISTIC FEATURE SELECTION CLASSIFICATION VECTOR MACHINE
Details of computing sample weights and sample hyperparameters were reported by Chen et al. [3] . In this section we mainly focus on computing parameters and hyperparameters for features.
A. Approximations for Posteriori Distributions
Since the indicator function in (8) is not differentiable, an approximate function is required to smoothly approximate the indicator function. Here, we use a parameterized sigmoid assumption. Fig. 1 shows the approximation of an indicator function made by a sigmoid function σ(λx). As depicted in Fig. 1 , the larger λ is, the more accurate approximation a sigmoid function will make. In PFCVM LP , we choose σ(5x) as the approximation function. We calculate (9) by the Laplace approximation, in which the Gaussian distributions 6 N (u θ , Σ θ ) and N (u w , Σ w ), are used to approximate the unknown posteriors of feature and sample weights, respectively. We start with the logarithm of Equation (9) by the follow formula:
where
and const is independent of w and θ.
Using the sigmoid approximation, we substitute 1 x≥0 (x) by σ(λx) with λ = 5. We can compute the derivative of the feature posterior function as follows:
T , and D = ∂Φ θ w ∂θ . 6 Because of the truncated prior assumption, we should take the positive quadrant part of the two Gaussian distributions, which only have an extra normalization term. Fortunately, the normalization term is independent of w and θ. So, in the derivation, we still use the Gaussian distributions.
For Gaussian RBF
For P th order polynomial
The mean u θ of the feature posterior distribution is calculated by setting ∂Q(w,θ) ∂θ = 0:
Then we compute the second-order derivative of Q(w, θ), the Hessian matrix:
and is computed as follows: For Gaussian RBF:
For P th order polynomial:
The covariance of this approximate posterior distribution equals the negative inverse of the Hessian matrix:
Practically, we use Cholesky decomposition to compute the robust inversion.
In the same way, we can obtain u w and Σ w by computing the derivative of Q(w, θ) with respect to w:
After the derivation, the indicator functions degenerate into vectors and matrices, k θ in (10) , O θ in (11) for the feature posterior, and k w in (12) , and O w in (13) for the sample posterior. These two matrices will hold the non-negative property of the sample and feature weights, which is consistent with the prior assumption.
With the approximated posterior distributions, N (u θ , Σ θ ) and N (u w , Σ w ), optimizing PFCVM LP boils down to maximizing the posteriori mode of the hyperparameters, which means maximizing p(α, β | t) ∝ p(t | α, β, S)p(α)p(β) with respect to α and β. As we use flat Gamma distributions over α and β, the maximization depends on the marginal likelihood p(t | α, β, S) [7] . In the next section, the optimal marginal likelihood is obtained through the type-II maximum likelihood method.
B. Maximum Marginal Likelihood
In Bayesian models, the marginal likelihood function is computed as follows:
However, when the likelihood function is a Bernoulli distribution and the priors are approximated by Gaussian distributions, the maximization of (14) cannot be derived in closed form. Thus we introduce an iterative estimatiion solution. The details of the hyperparameter optimization and the derivation of maximizing marginal likelihood, are specified in Appendix A. Here, we use the methodology of Bayesian Occam's razor [19] . The update formula of the feature hyperparameters is rearranged and simplified as:
where u θ,k is the k-th mean of feature weights in (10), and we denote γ k ≡ 1 − β k Σ kk , where Σ kk is the kth diagonal covariance element in (11) and β k Σ kk works as Occam's factor, which can automatically find a balanced solution between complexity and accuracy of PFCVM LP . The details of updating the sample hyperparameters α i are same as for β k , and we omit them.
In the training step, we will eliminate a feature when the corresponding β k is larger than a specified threshold. In this case, the feature weight θ k is dominated by the prior distribution and restricted to a small neighborhood around 0. Hence this feature contributes little to the classification performance. At the start of the iterative process, all samples and features are included in the model. As iterations proceed, N and M are quickly reduced, which accelerates the speed of the iterations. Further analysis of complexity are reported in Section IV-D. In the next subsection, we demonstrate how to make predictions on new data.
C. Making Predictions
When predicting the label of new samplex, instead of making a hard binary decision, we prefer to estimate the uncertainty in the decision, the posterior probability of the prediction p(ŷ = 1 |x, S). Incorporating the Bernoulli likelihood, the Bayesian model enables the sigmoid function σ(f (x)) to be regarded as a consistent estimate of p(ŷ = 1 |x, S) [7] .
We can compute the probability of prediction in the following way:
where p(ŷ = 1 | w,x, S) = σ(u T w φ θ (x)) and q(w) denotes the posterior of sample weights. Employing the posteriori approximation in Section III-A, we have q(w) ≈ N (w | u w , Σ w ). According to [20] , we have:
−1/2 is the variance ofx with the covariance of sample posterior distributions Σ w . To arrive at a binary classification, we choose u T w φ θ (x) = 0 as the decision boundary, where we have the probability p(ŷ = 1 |x, S) = 0.5. Thus, computing the sign of u T w φ θ (x) will meet the case of 0-1 classification. Moreover, the likelihood of prediction provides the confidence of the prediction, which is more important in unbalanced classification tasks.
D. Implementation
We detail the implementation of PFCVM LP step by step and provide pseudo-code in Algorithm 1. 
if α i or β k > THRESHOLD.maximum then 10: delete the ith sample or the kth feature 3) Based on (9), use the new hyperparameters to reestimate the posterior (line 7). 4) Use the re-estimated parameters to maximize the logarithm of marginal likelihood according to (14) (line 8). 5) Prune irrelevant samples and useless features if the corresponding hyperparameters are larger than a specified threshold (lines 9, 10, 11). 18) . We have now presented all details of PFCVM LP , including derivations of equations and pseudo-code. Next, we evaluate the performance of PFCVM LP by comparisons with other state-of-the-art algorithms on a synthetic dataset, lowdimensional benchmark datasets, and high-dimensional gene expression datasets.
6) Update the
Index vector (line 12). 7) Calculate the logarithm of the marginal likelihood (line 13). 8) Convergence detection, if the change of marginal likelihood is relatively small, halt the iteration (line 14, 15, 16). 9) Generate the output values. The vector WEIGHT consists of sample and feature weights and the vector Index indicates the relevant samples and features (line 17,
IV. EXPERIMENTAL RESULTS
In a series of experiments we assess the performance of PFCVM LP . The first experiment aims to robustness the ability of PFCVM LP against noisy features. Second, a set of experiments are carried out on 11 benchmark datasets to assess the performance of classification. Then, experiments are designed on gene expression datasets, which contain lots of irrelevant features. Finally, the computational and space complexity of PFCVM LP is analyzed.
A. Synthetic Dataset: Robustness Against Noise
The first experiment is aimed at verifying the robustness of PFCVM LP against increasing numbers of irrelevant features. We choose RVM, 7 SVM (LIBSVM 8 ), WSVM 9 and JCFO [12] as control groups. We randomly draw 200 training samples and 500 testing samples for each class to synthesize this dataset. Using the procedure defined in [12] , each sample is drawn from one of two different Gaussian distributions, which share the identical unit standard deviations but opposite means. The means of the distributions in the r-dimensional space are given by:
where r stands for the dimension of synthetic data. So, for each dataset, there are r − 2 irrelevant features.
Regardless of irrelevant features, the optimal classifier should be a line across the original point with the slope of −1 with the Bayesian error rate Φ(−1) ≈ 0.1597. To make the results more convincing, we randomly sample data samples to These series of experiments demonstrate that in the presence of irrelevant features, PFCVM LP achieves comparable performance to JCFO, and performs better than other rival algorithms. PFCVM LP , JCFO and WSVM are classification and feature selection co-training algorithms; when r ≤ 20, they are largely immune to irrelevant features, however, as we continue to add irrelevant features, WSVM is not able to maintain this immunity while PFCVM LP and JCFO are only slightly effected. Only PFCVM LP and JCFO are able to select relevant features since they can estimate the contributions of input features by using feature parameters. The rapid degradation of the performance of RVM and SVM demonstrates the necessity of feature selection.
B. Benchmark Datasets: Classification Performance
The benchmark datasets consist of 1 synthetic dataset, banana, and 10 real-world datasets from DELVE 10 and UCI [21] . Information on these datasets is reported in Table I . These datasets have relatively low-dimensional features and we could hardly assess which of them are relevant features and which of them are not. So we design this series of experiments to evaluate the classification performance and probabilistic predictions of PFCVM LP especially when the feature selection is sometimes not crucial.
Some of datasets have been organized by Rätsch et al. [22] . For the others, following the implementation reported by Chen et al. [8] , we convert them into binary classification cases and randomly split each dataset into 100 partitions. Then we preprocess these datasets before performing experiments. In our preprocessing procedure, we have two normalization steps: sample-wise we normalize each dataset to have mean 0 and variance 1; dimension-wise we then normalize them to to have mean 0 and variance 1.
In order to assess the classification performance, we compare our algorithms with RVM, PCVM, soft-margin SVM (SVM soft ) [23] , PCVM mRMR , PFCVM EM , WSVM and sparse multinomial logistic regression via Bayesian L1 regularization (SMLRB) [24] . The features for PCVM mRMR are selected using the minimal redundancy maximal relevance criterion (mRMR) [14] in advance. Among the algorithms considered, mRMR, SMLRB, WSVM and PFCVM EM are feature selection algorithms. We choose k nearest neighbors (k-NN), where k is determined by cross-validation from {1, 2, . . . , 20} and linear discriminant analysis (LDA) as baseline learning algorithms. In these experiments, the Gaussian RBF is employed as the basis function. Two popular evaluation criteria, i.e., the area under the curve of receiver operating characteristic (AUC) and error rate (ERR) 11 are used as for evaluation; they represent a probability criterion and a threshold criterion, respectively [25] .
We follow the procedure in [8] to choose optimal initial model parameters, in which the first five partitions of each dataset are chosen for cross-validation: we train each algorithm with all parameter candidates and then choose the parameters with the lowest median error rate on these five partitions.
We use this procedure to choose the optimal k for k-NN and the kernel parameter ϑ for RVM, PCVM and WSVM. For SVM soft , the regularization C and the kernel parameter ϑ are tuned by grid search, in which we train SVM soft with all combinations of each candidate C and ϑ, then choose the combination with the lowest median error rate. For PCVM RMR , the proper sizes of feature subsets and the kernel parameter ϑ for PCVM are chosen by the similar grid search. We also choose the proper starting points for PFCVM EM and the initial hyperparameters for PFCVM LP .
Results of the experiments are reported in Table II . We also report results of paired t-tests of PFCVM LP versus other rival algorithms, which assess whether the distributions of error 11 
rate or AUC of two classifiers are statistically different (with p-value < 0.05). In terms of ERR, PFCVM LP outperforms other methods in 5 out of 11 cases. In terms of AUC, PFCVM LP also beats other methods in 5 cases. In terms of either ERR or AUC, SVM soft only wins on 2 datasets. RVM, PCVM and PFCVM EM perform similarly. Overall, PFCVM LP is the most frequent winner.
Compared to PCVM, in terms of accuracy PFCVM LP beats PCVM on 9 datasets and in terms of AUC PFCVM LP wins on 7 datasets. These results demonstrate that simultaneously learning feature weights increases the performance of classification. Comparing with PFCVM EM , we note that PFCVM LP wins on 10 datasets (accuracy) and 9 datasets (AUC). Moreover, averaged across all benchmark datasets PFCVM LP selects 7.96 features, while PFCVM EM selects 10.25. With these results we conclude that PFCVM LP yields more accurate and sparser classifiers than PFCVM EM . Overall, complete Bayesian estimation outperforms the EM algorithm based MAP point estimation, which can only guarantee a locally optimal solution and is sensitive to initial values.
C. High-Dimension Gene Expression Data: Performance in the Presence of Many Irrelevant Features
Gene expression datasets contain lots of irrelevant features, which degrades the performance of classifiers [26] [27] [28] . In our third set of experiments, we examine whether PFCVM LP is able to eliminate the irrelevant features and make informative predictions.
We choose three popular gene expression datasets: 12 colon cancer [26] , Duke cancer [29] and leukemia [27] . The colon cancer dataset includes 2000 features from 22 normal and 40 colon tissues. The Duke cancer dataset is from Duke Breast Cancer SPORE frozen tissue bank, and consists of 42 instances with 7129 features. Each instant can be separated by the states of the estrogen and progesterone receptors. The leukemia dataset has 7129 features from 25 acute lymphoblastic leukemia (ALL) and 47 acute myeloid leukemia (AML) patients.
Considering the relatively small numbers of samples versus the large numbers of features, in this set of experiment we use the leave one out cross validation (LOOCV) method to conduct the experiments: each time a sample is left out to be diagnosed, and the classification model is trained to fit the remaining data. So, we generate 62, 42 and 72 runs for the colon cancer dataset, the Duke cancer dataset and the leukemia dataset, respectively. Following [30] , in preprocessing each dataset is normalized in two ways: sample-wise to follow a standard normal distribution and then dimension-wise to follow a standard normal distribution.
We compare PFCVM LP with typical feature selection algorithms, including the minimal redundancy maximal relevance criterion (mRMR) [14] , the Laplacian score (LS) [16] and Student's t-test [15] , with PCVM as the classifier. As before, we also compare PFCVM LP with other feature and classifier co-learning algorithms, i.e., PFCVM EM and JCFO. Moreover, in order to validate whether the selected subsets of features by PFCVM LP also work for other classifiers, we also conduct experiments with RVM, SVM (LIBSVM), RVM PFCVM and SVM PFCVM , whose features are selected by PFCVM LP , in advance. As the dimensions of gene data are relatively high, we choose the inner product, i.e., the linear kernel, as the metric. Finally, we we report the averages of all runs on each dataset as the results, i.e., the averages of 62, 42 and 72 runs on the colon cancer, Duke cancer and leukemia datasets, respectively. Fig. 3 shows the accuracy curves of feature selection algorithms. For mRMR, LS and T-test, the span of the selected features is [10, 20, . . . , 80]. We train a SVM with each number of selected features, and then plot the accuracy. Comparing our algorithms with others, from Fig. 3 we see that PFCVM LP achieves the highest accuracy scores on 2 out of 3 datasets. Moreover, on average PFCVM LP selects the smallest subsets of features on every dataset. However, the performance of PFCVM EM is also competitive. In Fig. 4 , we illustrate the cumulative number 13 of occurrences for each feature on each dataset with PFCVM LP and PFCVM EM . The number of features selected by the two algorithms are similar on average, but from Fig. 4 , we see that PFCVM LP concentrates on smaller sets of relevant features. This result shows that a complete Bayesian solution is more stable than a solution based on the EM algorithm.
On the colon cancer dataset, PFCVM LP selects 4.94 features, on average. Among all 2000 genes, 5 of them are particularly important (occurring in more than half of the tests). The biological explanations of these 5 genes are reported in Table III and 2 of them (No. 377 and No. 1772) are the same genes selected by Li et al. [31] . On the Duke cancer dataset, PFCVM LP on average selects 2.14 features and 2 of them are selected in almost every run. On the leukemia dataset, PFCVM LP select 2.94 features on average, and 5 of the 7 most occurred genes are among the 50 genes most correlated with the diagnosis [27] . The biological significance of these genes are reported in Table IV.   TABLE III  BIOLOGICAL SIGNIFICANCE OF THE MOST FREQUENTLY OCCURRING  GENES IN THE Data ID # GenBank ID Description [26] 1772 61 0H8393
Collagen Fig. 4 , PFCVM LP only selects two features to make decisions and these two features are enough for SVM to make accurate decisions, shown in Fig. 5 . These experiments demonstrate that PFCVM LP cannot only automatically determine a proper subset of informative features but also make reliable predictions. The selected features also work well for other classifiers, like RVM and SVM. 
D. Complexity Analysis
While computing the posterior covariance Σ θ in (11), we have to derive the negative inverse of the Hessian matrix. This derivation does not guarantee a numerically accurate result, because of the ill-condition of this Hessian matrix. Practically, we abandon the term E in (11), so that the calculation becomes:
In (16), B and O θ are positive definite diagonal matrices and D T CD has a quadratic form. Theoretically, the Hessian is a positive definite matrix. Nevertheless, because of machine precision, ill-condition may still occur occasionally, especially when β k is very large.
In the case of large β k , especially when β k → ∞, the corresponding feature weight θ k is restricted to a small neighborhood around 0. So, during the iteration, we delete this feature weight θ k and this hyperparamter β k from our model. Initially, all the features are contained in the model. The main computational cost is the Cholesky decomposition in computing covariances of posteriors, Σ θ and Σ w , which is O(N 3 + M 3 ). Thus the computational complexity of PFCVM LP is the same as for RSFM [18] .
As for the storage requirements for PFCVM LP , the basis function matrix Φ θ needs O(N 2 ) for storage, and in the initial training stage the covariance matrices Σ θ and Σ w require O(M 2 ) and O(N 2 ) storage, respectively. Therefore, the overall space complexity of PFCVM LP is O(N 2 + M 2 ), which is slightly better than RSFM with a O(N 2 M + M 2 ) space complexity. As iterations proceed, N and M are rapidly decreasing, resulting in O(N 3 +M 3 ) computational complexity and O(N 2 +M 2 ) space complexity, whereN N and M M . In our experiments, N and M rapidly decrease to relatively small numbers in the first few iterations and the training speed quickly accelerates.
As illustrated by Fig. 6 , during the first 40 iterations the size of features and samples decreases from 60 to 17 and from 1000 to 127, respectively, and the CPU time for each iteration step is decreased to 2.7% of the first iteration. 
V. GENERALIZATION AND SPARSITY
Both the benchmark and gene expression experiments indicate that the proposed classifier and feature selection colearning algorithm is capable of generating a sparse solution. In this section, we first analyse the KL-divergence between the prior and posterior. Following this, we investigate the entropic constraint Rademacher complexity [32] and derive a generalization bound for PFCVM LP . By tightening the bound, we theoretically demonstrate the significant of sparsity assumption and introduce a method to choose the initial values for PFCVM LP .
A. KL-Divergence Between Prior and Posterior
In Bayesian learning, we use KL-Divergence to measure the information gain from prior to posterior. As discussed in Section III-A, the approximated posterior over feature parameters, denoted asq(θ) = N (θ | u θ , Σ θ ), is a multivariate Gaussian distribution. However, as the feature prior is the left-truncated Gaussian prior, the true posterior over feature parameters should be restricted to the positive quadrant. In order to achieve this we first compute the probability mass of the posterior in this half, Z 0 = ∞ 0q (θ)dθ; after that we obtain a re-normalized version of the posterior: q(θ) =q(θ)/Z 0 , where
We denote β 0 = (β 0,1 , β 0,2 , . . . , β 0,M ) as the initial prior and β = (β 1 , β 2 , . . . , β M ) as the optimized prior. Following [3] , we adopt the independent posterior assumption. We compute KL θ (q||p) 14 using the following formula (the details are specified by [33] ):
2 dt and erfcx(z) = e z 2 erfc(z).
, so we can calculate KL θ (q||p) as:
The KL-divergence is dominated by two parameters: θ and β. However, the sensitivity of KL θ (q||p) to these two parameters is different. As shown in Fig. 7 , setting the initial hyperparameter β 0,k = 0.5, we see that when changing the value of θ, the curve of KL θ (q||p) shows significant changes, while this curve changes little when changing the optimized β k . Also, the minimum of KL θ (q||p) is near the θ k = 0 axis, where the corresponding feature is pruned. 
Define r > 0 and g > 0 as arbitrary parameters. For all f ∈ F , defined in the start of Section V-B, with probability at least 1 − σ, the following bound for the generalization error on a given dataset S holds: With a constant training set, the expectation loss is mainly bounded by the empirical loss and KL(Q||P ). When the empirical loss is acceptable, a smaller KL(Q||P ) could decrease the complexity term and leads to a tighter bound. The contribution of w (the sample weight) has been analysed in [3] . In order to analyse the effect of θ (the feature weight) alone, we can assume the w is a given constant valueŵ. As a result, we have q(ŵ, θ) = q(θ |ŵ) and thus KL(Q||P ) = KL θ|ŵ (q||p).
As shown in Fig. 7 , the minimal KL θ|ŵ (q||p) is near θ k = 0. This is consistent with our prior assumption and demonstrates that a truncated Gaussian prior over features can benefit the generalization performance by running as a regularization term and simultaneously encourage sparsity in feature space. Furthermore, in our model, the posterior and marginal likelihood are maximized iteratively in the training step. To accelerate the speed of convergence, we may choose proper starting points by minimizing KL θ|w (q||p), i.e., as indicated in the end of Section V-A, we can use an optimal β instead of β 0 as initial hyperparameter.
VI. CONCLUSION
We have proposed a joint classification and feature learning algorithm PFCVM LP . The proposed algorithm adopts sparseness-promoting priors for both sample and feature weights to jointly learn to select relevant samples and features. By using the Laplace approximation, we compute a complete Bayesian estimation of PFCVM LP , which is more stable than previously considered EM-based solutions. The performance of PFCVM LP has been examined according to two criteria: the accuracy of its classification results and its ability to select informative features. Our experiments demonstrate that the accuracy of PFCVM LP on benchmark data sets is either the best or close to the best. On high-dimensional gene expression datasets, PFCVM LP performs highly accurately when compared to other approaches. Finally, a Rademacher complexity bound is derived for the proposed method. By tightening this bound, we demonstrate the significance of feature selection and introduce a way of finding proper initial values.
PFCVM LP jointly encourages sparsity to features and samples. However, in order to select features for non-linear basis functions, we have to differentiate, which leads to high computational costs. As future work, we plan to use incremental learning [3, 34] to reduce the computational costs. We also plain to design an online strategy [35] for joint feature and classifier learning. Also, PFCVM LP focuses on the binary classification problem. It would be interesting to extend PFCVM LP to multiple classes [36, 37] . Finally, we aim to use PFCVM LP in other areas of research, such as in bioinformatics problems and clinical diagnoses [38] .
