This paper introduces a novel partition-based regression approach that incorporates topological information. Partition-based regression typically introduce a quality-of-fit-driven decomposition of the domain. The emphasis in this work is on a topologically meaningful segmentation. Thus, the proposed regression approach is based on a segmentation induced by a discrete approximation of the Morse-Smale complex. This yields a segmentation with partitions corresponding to regions of the function with a single minimum and maximum that are often well approximated by a linear model. This approach yields regression models that are amenable to interpretation and have good predictive capacity. Typically, regression estimates are quantified by their geometrical accuracy. For the proposed regression, an important aspect is the quality of the segmentation itself. Thus, this paper introduces a new criterion that measures the topological accuracy of the estimate. The topological accuracy provides a complementary measure to the classical geometrical error measures and is very sensitive to over-fitting. The Morse-Smale regression is compared to state-of-the-art approaches in terms of geometry and topology and yields comparable or improved fits in many cases. Finally, a detailed study on climate-simulation data demonstrates the application of the Morse-Smale regression. Supplementary materials are available online and contain an implementation of the proposed approach in the R package msr, an analysis and simulations on the stability of the Morse-Smale complex approximation and additional tables for the climate-simulation study.
Introduction
In the visualization community, the Morse-Smale complex has been successfully applied to visualize structures in data sets from medicine (Carr et al., 2004) , to physics (Laney et al., 2006; Bremer et al., 2010; Gerber et al., 2010) and material science . Gerber et al. (2010) use the Morse-Smale complex to build abstract two dimensional representations for high dimensional scalar functions. This paper builds on the basic idea in (Gerber et al., 2010) and exploits the Morse-Smale complex for partition based regression.
Partition-based regression provides a flexible trade-off between the simplicity and interpretability of parametric models and the predictive capabilities of non-parametric methods. A classical approach to partition-based regression are regression trees, e.g. CART (Breiman et al., 1984) . In regression trees, the domain is split recursively into multiple partitions and low-order parametric models are fitted within each partition. Splits are introduced based on the improvement of a cost function using a discrete search over possible splitting points. The cost function is formulated to yield a model with smallest possible prediction error. Typically, a large regression tree is constructed which is subsequently pruned using cross-validation to decide whether to keep or discard partitions. Several variations on this approach exist. CART originally proposed a piecewise constant model, treed regression (Alexander and Grimshaw, 1996) proposed linear models, and MARS (Friedman, 1991) uses regression splines of multiple orders for fitting in each partition.
SUPPORT (Chaudhuri et al., 1994) introduces splits based on significance testing and a look-ahead procedure to control tree size with polynomial models in each partition. BART (Chipman et al., 2010 ) introduces a Bayesian formulation over the tree structure to guide splitting and control tree size.
The proposed Morse-Smale regression is, in spirit, similar to the principal Hessian direction (PHD) tree regression (Li et al., 2000) . Li et al. (2000) introduced an alternative viewpoint for constructing the domain decomposition. Instead of focusing on a quality of fit measure for splitting, the goal is to capture the geometry of the regression surface, i.e. the main target is an interpretable and exploratory data model. Splitting directions are based on curvature, i.e. the regression surface is split orthogonal to the direction of highest curvature. Since the regression surface is not a priori known, principal Hessian directions are used to estimate the direction of highest curvature.
This procedure is recursively applied to each partition starting from the complete domain. This ultimately results in partitions that are well approximated by linear models.
The Morse-Smale complex regression is, as the PHD approach, geometrically motivated. However, instead of focusing on splitting across high curvature directions, the Morse-Smale regression uses the segmentation of the domain induced by the Morse-Smale complex of the regression surface.
The Morse-Smale complex segments the domain into regions of uniform gradient flow such that the interior of each partition does not contain any critical points. Thus, each partition is associated with exactly one minimum and maximum located on the boundary of the partition. This suggests to fit simple parametric models within each partition. As for PHD regression, the regression surface is not a priori known and the Morse-Smale complex is approximated directly from the data sample.
In most tree-based regression methods, the splitting criteria is a greedy, local operation that does not necessarily lead to a good global fit or meaningful partitions. The Morse-Smale complex considers the global structure of the regression surface for partitioning. This leads to topologically meaningful partitions and can, for some regression problems, improve the fit. However, the regression will not adapt to features in the data that do not introduce additional partitions. Another difference to other partition-based regression schemes is that the number of partitions is limited.
The maximal number of partitions introduced by the Morse-Smale complex is directly related to the number of extrema in the data. This can help to mitigate overfitting.
The focus on a topologically meaningful partition of the domain suggest to consider the quality of the domain decomposition. This paper proposes to measure differences in segmentations based on the F-measure (van Rijsbergen, 1979) . Thus, the Morse-Smale complex introduced by a regression estimate can be compared to the ground truth segmentation (if available) and provides a quantitative measure of the topological accuracy of a regression estimate. This introduces a measure that is very sensitive to overfitting. In the case where a high frequency approximation follows the true underlying function closely, the RMSE can be arbitrarily small. However, the artificially introduced extrema can result in a very different Morse-Smale segmentation.
Section 2 describes the Morse-Smale complex, highlights properties useful for partition-based regression and introduces the computational procedure to approximate the Morse-Smale complex from a finite sample. The Morse-Smale complex partition-based regression is introduced in Section 3. Section 4 presents experimental results on synthetic and real-world data that demonstrate the properties of the Morse-Smale regression analysis and compares it to state-of-the-art approaches. Section 5 applies the Morse-Smale regression to explore the parameter space of the CAM (Community Atmosphere Model) climate simulation (McCaa et al., 2004) . The proposed regression approach, as well as the work in (Gerber et al., 2010) , is implemented in the R package msr . The R package is documented in detail in .
The Morse-Smale Complex
In Morse theory, the Morse-Smale complex relates the number and connectivity of critical points of a function f : M → R to the topology of the manifold M. This work is not interested in the information on the topology of M but exploits the Morse-Smale complex to glean information about the geometry of f . This section briefly introduces the main concepts and highlights properties relevant for the proposed regression. For a treatment of the topological aspects of the Morse-Smale complex the literature by Morse (1925) and Milnor (1963) is recommended.
Let M be a smooth, compact, p-dimensional manifold. A smooth function f : M → R is Morse if for all critical points x of f the Hessian matrix Hf (x) is not singular. An integral line λ : R → M is a curve in M with dλ ds (s) = ∇f (λ(s)). Define src(λ) = lim s→−∞ λ(s) and sink(λ) = lim s→∞ λ(s)
as source and sink of the integral line, respectively. Note, src and sink are both, by definition, critical points of f . Define the ascending and descending (also referred to as stable and unstable) manifolds of a critical point x as piecewise linear model fit.
In principle, higher-order parametric or nonparametric models could be fitted in each partition.
However, this work restricts attention to linear models. One advantage of fitting linear models is the ease of interpretation of each partition. In general, it is difficult to extract meaningful insight from non-axis aligned partitions. However, the Morse-Smale complex induced segmentation yields topologically meaningful entities that facilitate interpretation in terms of watershed regions and their difference in slopes, as well as number and location of extrema. Linear models also guarantee that no extremal points are introduced in the interior of a partition, as dictated by the Morse-Smale complex.
Persistence Simplification and Hierarchical Partitions
The Morse-Smale complex introduces a measure of the significance of each extremal point, referred to as persistence. Persistence is a measure of the amount of change in the function f required to remove a critical point and, thus, merge or cancel two critical points. Note, persistence describes the significance of an extremal point in geometric terms and not in the statistical sense of a hypothesis test.
Let x i be the critical points of f . Define s(x i ) as the set of critical points that have a direct in-
The associated persistence of a critical point x i is then defined as p(
. This definition is motivated by the amount of change of f in L ∞ required such that the critical point pair (x i , n(x i )) is merged into a single critical point or canceled as illustrated in Figure 2 . Thus, for extrema, persistence is the minimal difference between the extrema and its directly connected saddle points.
Recursively removing the critical point with minimal persistence leads to a nested series of successively simplified Morse-Smale complicies, also called a filtration (Edelsbrunner et al., 2006; Chazal et al., 2009 Thus, model selection is simplified to a linear search over the models induced by the hierarchy of segmentations. This approach to model selection is described in detail in Section 3.4.
For model selection, the restriction to linear models is important since it guarantees that the fit does not introduce extrema within a partition. For higher order models or non-parametric fits it would be difficult -there is no explicit boundary representation for the partitions -to determine whether additional extrema are introduced within a partition. Thus, a higher-order model fit does not indicate if the Morse-Smale complex at a given persistence level still contains significant extrema within partitions.
Computation of the Morse-Smale Complex
The construction of the Morse-Smale complex on discrete structures (i.e., a set of points with connectivity information) has received much attention especially in two and three dimensions (Edelsbrunner et al., 2003; Carr et al., 2003; . However, for regression, the MorseSmale complex needs to be estimated from unorganized scattered data (i.e., a set of points without neighborhood information) in higher dimensions, which was only recently considered (Chazal et al., 2009 ). The algorithm described here follows closely the work by Gerber et al. (2010) .
The definition of the Morse-Smale complex in terms of ascending and descending manifolds leads to a direct algorithm. Given a data set X = {x 1 , . . . , x n } and associated function values Y = {f (x 1 ), . . . , f (x n )}, possibly corrupted by noise, the source and sink for each data point x i , and thus the corresponding partition, is determined by following the gradient at x i . This direct approach requires to estimate the gradient at x i -essentially an estimate of the regression surface -and to trace for each point the integral line that passes through it. Requiring the regression surface apriori defeats the purpose of using the Morse-Smale complex to build a partition-based regression. However, to partition the domain, the only relevant information is the source and sink of each point and not the complete integral line. This section describes an algorithm to compute the source and sink for each point x i without first estimating the regression surface.
Gerber et al. (2010) approximate the domain via a k nearest neighbor graph. This leads to Algorithm 1 to approximate the integral lines. The algorithm follows paths of steepest ascent and descent based on the connectivity of the graph; essentially a variant of the quick-shift algorithm (Vedaldi and Soatto, 2008) .
to partition with maximum x a and minimum x d } end for return partition(·) {Data structure with partition assignments} Algorithm 1 assigns each point x i to a p-dimensional component, i.e., a partition, of the MorseSmale complex. The result is a set of l partitions C = {C 1 , . . . , C l } such that i C i = {x i } n 1 and C j ∩ C i = ∅ ∀i = j. Computing the persistence-based hierarchy of the Morse-Smale complex, requires an approximation of saddle point values between neighboring partitions. This is achieved by inspecting the points of the edges in nearest neighbor graph that cross partition boundaries.
Saddle point values are then defined as the minimal and maximal value of the function values of the vertices of crossing edges. This leads to Algorithm 2 for computing the persistence of an extremal point and Algorithm 3 to merge an extrema pair. Applying Algorithm 3 recursively to Algorithm 2 Compute persistence of an extremal point x C i , i = 1 . . . l x {Set of partitions that contain extrema x} p x = ∞ {Persistence of extrema x}
{Store extrema pair and its persistence} end if end for return p the currently lowest persistence extrema pair yields the persistence hierarchy of Section 2.1. Note that after running Algorithm 3 the persistences need to be updated since one of the extrema is merged to an extrema with a higher/lower (for maxima/minima) function value.
For a Morse function f : M → R and probability measures µ on M such that µ(X) = 0 for X = {x : f (x) = c}, i.e., level sets of f have µ-measure zero, Algorithm 1 applied to a random sample of µ will always find paths ending in local minima and maxima. However, the choice of the number of nearest neighbors affect the Morse-Smale complex approximation. A large number of nearest neighbors can act as a smoothing of f and remove some of the effects of noise. However, too many nearest neighbors increase the potential of shortcuts that result in the merge of two valid partitions. Too few nearest neighbors increase the potential of introducing artificial extrema, either due to noise or connecting only to a set of nearest neighbors that are not representative of the directional derivatives of f .
The supplemental material "Stability of The Morse-Smale Complex" analyzes the stability of the Morse-Samle complex approximation with respect to noise, number of nearest neighbors Algorithm 3 Merge partitions
and dimensionality. The analysis shows that the proposed Morse-Smale complex algorithms are effective for large signal to noise ratios only. That is, if the smallest true persistence of f is an order of magnitude larger than the standard deviation of the noise, then the Morse-Smale complex computation typically provides, for large enough sample sizes, a good approximation to the true segmentation.
Morse-Smale Complex Regression
This work employs a linear regression fit withing each partition and considers -following the SUPPORT (Chaudhuri et al., 1994) model -two approaches: a piece-wise linear model (approach I), and a sum of weighted linear models (approach II) with weights based on estimating partition probabilities. Approach I enables the statistical validation of the Morse-Smale complex in terms of differences in slope and intercept of the partitions. In approach II, some of the capability of distinguishing different partitions is sacrificed to obtain a better predictive model. Thus, the Morse-Smale regression serves two purposes, either a detailed analysis of the segmentation or a novel approach to predictive modeling that, for some regression problems, can improve performance.
The proposed regression scheme is based on the geometry of the data. Rescaling effects the k nearest neighbor graph and thus, the Morse-Smale complex computation. Hence, in practice it is important to scale the variables such that they are commensurate. The proposed method cannot deal with categorical variables unless a metric commensurate with all other variables is introduced on the categories.
Partition Prediction
The segmentation by the Morse-Smale complex approximation provides the partition assignments, i.e., labels, for the input data, but not the complete domain. This information is sufficient to fit a linear model in each partition and infer information about differences in partitions. However, prediction or estimation of the partition probabilities in approach II requires a segmentation that covers the complete domain.
The approach in this paper is to build a probabilistic classifier from the partition assignments introduced by the Morse-Smale complex. The goal is to estimate P (C|X), the probability distribution over the set of partitions C = {C 1 , . . . , C l }, given the location X. In this work, two ways for constructing the partition probabilities are considered. The first approach estimates the probability distribution P (X|C i ) with a kernel density estimator over the observations in partition i
Then, Bayes theorem yields the partition probabilities P (
The second approach employs a support vector machine (SVM) to build a multi-class classifier using the one-against-one approach described in (Hsu and Lin, 2002) . The SVM is trained on the partition assignments of the Morse-Smale complex. To estimate partition probabilities from the classifier, a logistic regression is fitted to the decision values of the SVM, as described in Platt (1999).
Approach I: Piece-wise Linear Model
The first approach uses hard boundaries between the partitions and estimates a linear regression in each partitionf
resulting in a discontinuous piece-wise linear fit. This can be modeled as a multiple linear regression with the partition index as a categorical variable to capture interactions between function variables and partitions, i.e., per partition differences in slope. Thus, an ANOVA can be used to provides insight into the significance and differences of the partitions.
The prediction of unseen data points involves two steps in this case. First, the partition ID of the data point has to be predicted as described in section 3.1. Then, the function value is estimated with the linear model corresponding to the predicted partition.
Approach II: Additive Weighted Linear Model
The second approach estimates a sum of weighted linear models, with weights based on a probabilistic interpretation of the segmentation by the Morse-Smale complex, i.e., a soft assignment of each point based on the probability of being in each partition.
with w j (x) = P (C = C i |X = x) estimated as described in section 3.1. Note that if w j (x) is C m continuous then the resulting fit will also be C m continuous. This formulation leads to a linear model with (d + 1)k coefficients, i.e., each partition introduces d columns for the weighted points w j (x)x plus an additional column w j (x) for the intercept. As in the piece-wise linear case, prediction requires first the estimation of the partition probabilities w j (x) for evaluation of the model.
Hierarchical Model Selection
For noisy observations, the MS-complex is very likely to over-segment the region due to the noise that can introduce additional extrema. Furthermore, the nearest-neighbor based computation can introduce artificial extrema if all of the neighbors connect exclusively to observations with higher/lower function values. Thus, an important aspect of the proposed regression is to infer the correct persistence level at which the partitions of the Morse-Smale complex are meaningful.
The persistence, as described in Section 2.1, introduces a hierarchy of segmentations based on the geometrical significance of the associated extrema. Thus, the challenge is to select a segmentation at the right persistence level to avoid over-or under-fitting.
Let k i be the number of partitions at persistence level i, starting with i = 1, the highest persistence yields k 1 = 1 partition (a single minimum and maximum) to lowest persistence level l with k l = K partitions. Thus, the number of partitions is given by the selected persistence level of the Morse-Smale complex. This provides a natural approach to select the persistence level, i.e., the number of partitions, for the Morse-Smale regression. Decreasing persistence levels introduce regression models of increasing complexity. Figure 3 The F-Measure summarizes precision P and recall R. Here, the F-measure is used to describe the similarity of two domain decompositions. Let X = {x 1 , . . . , x n } be a sample with a ground truth domain decomposition T = {T 1 , . . . , T m } and estimated domain decomposition C = {C 1 , . . . , C l }.
For each class pair T i and C i , the precision and recall are defined as P (T i , C i ) =
and the F-measure over all partitions is
with C i = ∅, ∀i > l and T i = ∅, ∀i > m. The F-Measure is dependent on the partition coassignments, i.e., a permutation of partition labels yields a different F-Measure. Hence, to compute the F-Measure in equation (7), all possible combinations of label co-assignments are considered, and the highest F-Measure is retained.
To compare the Morse-Smale complex of an estimatef : Ω → R to the Morse-Smale complex of the ground truth f : Ω → R, a dense sample X of the domain Ω is randomly drawn (e.g. uniform
on Ω) or deterministically generated (e.g., a grid). Now, the ground truth decomposition T on X is assigned based on the true Morse-Smale complex of f . If it is not possible to construct the ground truth Morse-Smale complex of f , T is computed by applying Algorithm 1 to (X, f (X)). The domain composition C, i.e., the Morse-Smale complex off , is computed by applying Algorithm 1 to (X,f (X)). Finally, the F-measure is computed for the two label assignments T and C on X.
Note, that this approach can also be used to compare two estimatesf 1 andf 2 .
An alternative approach is to compare the segmentations introduced during fitting a partitionbased regression to the Morse-Smale complex of the estimate or the ground truth. This focuses on the topological quality of the segmentation induced by a particular partition-based regression scheme, i.e., whether the domain decomposition is topologically meaningful. Since previous partition based regression schemes do not focus on topological meaningful partitions, the comparison in Section 4.5 restricts attention to comparing the Morse-Smale complex of the estimate (instead of the partitions used for fitting) to the ground truth.
It is not feasible to build an algorithm that optimizes this criterion directly because, almost always, the ground truth Morse-Smale complex is unknown. However, the topological accuracy provides another tool to illustrate the behavior of different regression schemes on known test functions or to compare the topology of two different estimates.
Simulation Studies
This section focuses on controlled experiments using explicit functions described in Section 4.1.
The goal is to demonstrate and compare the properties of 
Data Sets
The simulation study is based on the following three functions.
Four-peaks is a two-dimensional, additive separable function of four Gaussian peaks
The function has four maxima and nine minima, and the Morse-Smale decomposition of f consists of 16 rectangular partitions, as illustrated in Figure 1 .
For the experiments, two versions of f are used. First, the domain is uniformly sampled on Optimization energy: This function is based on a real-world camera-estimation problem. Given two images with point correspondences, the goal is to estimate the translation and rotation of two calibrated cameras. This problem can be formulated as a minimization of the total squared algebraic error (Hartley and Zisserman, 2003) :
T being corresponding points on the image plane defined in the respective camera coordinates. The essential matrix E = [t] × R is a 3 × 3 rank-2 matrix. In this formulation, the translation between the two cameras is described by the unit vector t, and the relative camera orientation is defined by the orthogonal rotation matrix R. Both t and R are expressed in the coordinate frame of x. Due to the formulation of the problem, E is guaranteed to have only 5 degrees of freedom: 3 to describe the rotation and 2 to determine the translation up to scale. Hence, h defines a 5D manifold embedded in 9D space. For more detailed information on the definition of this problem, see the manuscript by Lindstrom and Duchaineau (2009) .
Methods and Parameter Tuning
The experiments compare against MARS, boosted trees, SVM regression, and kernel regression.
The SVM regression and kernel regression approaches are not interpretable models but can yield, with appropriate tuning, fits with very good prediction performances. The boosted regression trees have been cited as the best out-of-the-box method (Hastie et al., 2009 ). Finally, MARS targets, as the proposed approach, interpretable models with good prediction capacity.
For MARS, the R package earth (Milborrow, 2009 ) is used with a 10-fold cross validation and hand tuning of the threshold, degree, and maximal number of basis functions. For the SVM regression, the R package e1071 (Dimitriadou et al., 2010) provides an interface to the libsvm library (Chang and Lin, 2001) , and the parameters are tuned using the provided tuning facilities in the package. The R package mboost (Hothorn et al., 2010) provides an implementation of gradient boosted regression trees using conditional inference trees (Hothorn et al., 2005) as base learners.
For the experiments, multiple boosted trees were fitted, with different number of boosting iterations and tree depths, and the best fit is selected based on cross-validation. For the kernel regression, the locally polynomial regression (Loess) implemented in the basic R statistics package is used with bandwidth selection based on Silverman's rule of thumb (Silvermann, 1986 ).
The Morse-Smale computation has two free parameters: the number of nearest neighbors and the persistence level. The number of nearest neighbors is set to 5d, with d the number of variables.
For the Morse-Smale regression approach I (msI, piece-wise linear), these are the only parameters to be set. For approach II (msII, additive weighted linear), the partition probabilities are either predicted with a kernel density estimation (msII-kd) or an SVM (msII-svm). For the kernel density estimation, the bandwidth is set as the average k-th nearest-neighbor distance. For the SVM, the parameters are selected automatically through tuning facilities provided in the R SVM package.
Morse-Smale Persistence Selection
This section evaluates the sensitivity of the persistence-based model selection described in Sec- Table 1 : Accuracy of the Morse-Smale persistence selection using varying numbers of nearest neighbors k on the four peaks function (9 minima and 4 maxima). The table reports the mean and standard deviation of the number of extrema selected over 100 runs. Table 2 shows results for different sample sizes and with different levels of Normal distributed noise N (0, σ) for a fixed k = 25 number of nearest neighbors. With noisy observations, the increased number of extrema for σ = 0.1 with growing sample size is again due to a better fit using too many partitions to model non-linearities. The same behavior manifests for σ = 0.25 but delayed in the number of observations. This indicates that the proposed model selection scheme prevents over-fitting for small sample sizes by using less partitions. Table 3 shows results on the diagonal function with increasing dimension d, using a fixed number of samples n = 2000 and k = 5d nearest neighbors for the Morse-Smale complex computation. In low-dimensions, additional artificial extrema again yield a better fitting model so that the model selection approach identifies too many extrema. This behavior is especially pronounced in the diagonal function with strongly articulated saddle points in the corners orthogonal to the diagonal.
For higher dimension, the number of extrema reduces to one minimum and two maxima. This Table 2 : Accuracy of the Morse-Smale persistence selection using varying levels of Normal noise with σ ∈ {0, 0.1, 0.25} on the four peaks function (9 minima and 4 maxima). The table reports the mean and standard deviation of the number of extrema selected over 100 runs.
is expected since the probability of sampling the corner partitions tends to zero with increased dimensionality.
3 Minima 2 5 10 50 100 0 4 (0.5) Table 3 : Accuracy of the Morse-Smale persistence selection using varying levels of Normal noise with σ ∈ {0, 0.1, 0.25} on the diagonal function g (4,d) for varying dimension d = {2, 5, 10, 50, 100} (3 minima and 2 maxima). The table reports the mean and standard deviation of the number of extrema selected over 100 runs.
Prediction Performance
The following experiments analyze and compare the prediction errors of the Morse-Smale regression -using the additive weighted linear model and an SVM for partition prediction -with MARS, boosted trees, SVM regression, and Loess. The mean squared error of the estimate on a sample of the function, possibly contaminated with Normal noise, of size n = {128, 256, 512, 1024} is computed on a test set of size 10000. Table 4 : Mean squared error for various sample sizes on four-peaks function with axis and non-axis aligned features. Table 5 : Mean squared error for various sample sizes on four-peaks function with axis and non-axis aligned features with Normal noise σ = 0.15 added. Table 6 shows results on the diagonal function with increasing dimension. Here, MARS and the boosted tree perform badly since a large number of axis-aligned splits is required to approximate the diagonally aligned features. The MS regression performs almost as well as the SVM and Loess regression. The MS regression correctly identifies 4 partitions in the 2D and 4D cases. In higher dimension the probability of an observation in the corner partitions drops sharply and the MS regression detects typically only the two partitions in the center. Note that MARS introduces many partitions to capture the diagonal split and renders interpretation of partitions impossible. Table 7 shows results for the optimization energy. The Morse-Smale regression performs similarly to the other two partition-based approaches and has some gains in performance with increasing sample size.
Topological Accuracy
The following experiments analyze and compare the topological accuracy, as described in section 3 Table 9 : F-measure on diagonal function with different dimensionality on a sample of size 2000 with Normal noise σ = 0.15 added.
(i.e. persistence set to 10% of the function range) on a sample of 10000 points and compared to a ground truth assignment of the same sample. Table 10 Interpretation with the piece-wise linear model. The differences and the significance of the introduced partitions are examined by an ANOVA of l 1 , . . . , l 6 (see Table 11 ). The ANOVA indicates that the segmentation at persistence level 5 is significant. This matches the choice of w 5 when using the BIC. A Normal Q-Q and residual plot of the l 5 model show no significant deviations and indicate that the parametric tests are feasible. The Morse-Smale complex at persistence level 5 has 4 minima and 2 maxima, with 8 partitions containing 303, 163, 91, 63, 282, 133, 76, and 43 Table 11: ANOVA table for An ANOVA decomposition of the l 5 model shows that the general linear trend covers a large part of the variation. Thus, the climate simulation with respect to φ is governed to a large part by a linear relationship to the input parameters. However, the number of significant parameters for the general linear trend l 5 is drastically reduced from l 1 . The most important parameter is cldwat icritc and has a slight, but none the less statistically significant, variation in slope from partition to partition.
The reduction in variance introduced by the different partitions is small but significant. This, together with the reduction in main (without interactions) linear parameters suggest that some parameters only have an influence in certain regions of the parameter space. The parameters cldwat capnc, cldwat icritw, and zmconv tau change sign depending on partition. This is interesting since this implies that these parameters can have opposite effects depending on interactions with other parameters or for high versus low flux scenarios. However, the change in sign is only significant (t-test p < 0.01) for cldwat capnc.
It is not possible to extract exactly which parameters interact, however, the Morse-Smale complex provides an exploratory tool to guide further analysis. For example, based on Table 2 in the supplemental material and the differences in mean flux of partition 1 and 5, the parameter zmconv tau could be influential in higher flux scenarios only. Another venue for exploration suggested by this analysis is that zmconv tau could have interactions with parameter zmconv dmpdz and cldwat capnc, which significantly differ between partition 1 and 5, that negate its effect in partition 5.
