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ABSTRACT 
Recent studies indicate that the genetic determinants of individual differences in cortical 
structure and function may be reflected in the electroencephalogram. To investigate a 
possible genetic influence on the EEG it is necessary to derive a measure of the EEG that 
is specific, unique and reliable.  This thesis investigates a number of measures that are a 
candidates for a genetic investigation of the EEG. 
Firstly, an investigation was made into the point-D2i and correlation dimension, both 
measures purporting to index the complexity of the cortical organisation giving rise to the 
EEG. The major focus was on the point-D2i, but both it and the correlation dimension 
were shown to be unsuited to studying EEG genetics.  
Secondly, statistical properties of a number of indices derived from the log power 
spectrum of the EEG were described. The EEG power spectrum is most commonly 
analysed in terms of the classical delta, theta, alpha and beta bands. In this thesis analysis 
was concentrated on the individual frequency bins of the spectrum, with a limited study of 
the classical bands for comparative purposes. Comparison was also made between a 
number of different methods for averaging spectra: the classical method of averaging 
spectra aligned to the first bin of the power spectrum, as well as an averaging method 
where spectra were aligned to various estimators of the dominant frequency of the alpha 
band prior to averaging.  
It was shown that the peak Alpha frequency and the gravity frequency were normally 
distributed in the average, and both showed high reliability within a single test session and 
across two recording sessions spaced about 3 months apart. Topographic variation in 
reliability or frequency was not marked for the gravity frequency. The peak Alpha 
frequency varied topographically, being highest occipitally and declining frontally. 
Frontal reliability was also lower than for the central, parietal and occipital regions.  
The skew and kurtosis of individual bins of the power spectrum showed little topographic 
or frequency dependant variation, except for lower values in and around the alpha band. 
However, the reliability of individual frequency bins of the log power spectrum showed 
both topographic and frequency dependence, as did the stability of the local shape of the 
power spectrum.  
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The major conclusion of the thesis is that centering the averaging of individual spectra to 
the peak alpha frequency provides the best method for isolating the process generating 
power at the peak alpha frequency.  The high reliability and temporal stability of log 
power at the peak alpha frequency when using the alignment method indicates that this 
measure is a promising candidate for investigating the genetic basis of the EEG.  
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Introduction and Aims of the Thesis 
Whilst it is known that the generators of the electroencephalogram lie within the cerebral 
cortex, knowledge of the cortical mechanisms giving rise to the potentials that are 
measured at the scalp is still incomplete. Of particular interest is the scale of the neural 
processes that give rise to measurable properties: are the signals measured at the scalp the 
result of  macro-organisational properties of cortical regions - if not the entire cortex - or 
are they the result of smaller processes that sum at the electrode but are not mutually 
interactive in the brain itself?  
In understanding EEG phenomena, both mathematical and computational exploration of 
theoretical models is prominent in the literature, and models now incorporate a great deal 
of the known biophysical and anatomical properties of the cortex. Using such models, and 
manipulating their parameters, allows for a deeper understanding of prominent EEG 
phenomena such as the well known alpha rhythm and sleep spindles.  
Another option for furthering our understanding of the EEG comes from genetics. Genetic 
techniques hold great promise for the  investigation of cortical properties specifically, and 
whole brain properties in general. This knowledge could transform our current 
understanding of the EEG. For example, a mapping from an EEG measure to a set of 
genes, and from those genes to a physiological process or an anatomical structure would 
provide a strong constraint on theoretical EEG modelling.  
The basic program of this thesis is to provide a measure of the EEG that is suitable  for 
genetic analysis. The specificity of such a measure of the EEG must be high, ideally 
mapping to a single process rather than the mixture of many processes. This is because 
the power of genetic analysis declines rapidly as the number of genes contributing to the 
process being  measured increases.  Thus, throughout this thesis the statistical properties 
of a number of measures are described in an exploratory fashion with the aim to identify a 
measure of the EEG that isolates some relatively unique underlying process.   
The thesis is divided into three main sections.  In the first section an overview of the 
neural basis of EEG generation is given. Anatomical and electrophysiological issues are 
outlined as well as some of the recent findings on the genetics of cortical structure. In the 
second section the dimension of the EEG is considered.  EEG dimension can be explained 
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as arising from the large scale co-operative organisation of cortical tissue. Two algorithms 
for calculating the dimension, the point-D2 algorithm and the G-P algorithm, are applied 
to the EEG. The third section of the thesis considers properties of the power spectrum of 
the resting EEG. The statistical and topographic distribution and the reliability of some 
estimators of the dominant alpha frequency, the peak Alpha frequency and the gravity 
frequency, are described. An analysis of the distribution and reliability of individual bins 
of the power spectrum is made. Both classical spectra and specific spectra aligned to the 
frequency estimators are discussed. Finally the stability of both the global and local shape 
of the power spectrum is discussed.
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1 The Neural Basis of the EEG 
 
 
The major aim of this section is to demonstrate the plausibility of genetic involvement in 
the generation of the EEG. The section begins with a discussion of some of the major 
cortical and subcortical structures involved in EEG generation.  Basic cortical anatomy is 
described including cell types and connectivity patterns. Electrophysiological issues are 
then discussed both at the scale of the neuron and the connected neural mass, with a 
particular emphasis on evidence for, and mechanisms of, cortical synchrony. The chapter 
concludes by highlighting some recent work demonstrating genetic involvement in the 
development of the brain structures that are implicated in EEG generation.  
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1.1 Cortical and subcortical structures involved in the generation of the 
EEG 
The brain has an obvious gross structure with two hemispheres of roughly the same shape 
joined together by a thick band of white matter. The external cortical surface  is heavily 
folded with about one half to two thirds of the cortex hidden in the depths of the folds. 
Cortical thickness increases along the posterior –anterior axis of the brain, from about 1.5 
mm at the occipital lobe to 4.5 mm  at parts of the frontal lobe. The cortex is also thickest 
at the gyral surface and  thinnest in the sulci (Barr and Kiernan 1993). Estimates of total 
cortical surface area vary considerably, for example Creutzfeld (1995) gives 1200 cm2 
whilst Calvin (1995) estimates 2000cm2, Mountcastle (1978) 4000cm2, and Nunez (1995) 
6000cm2. Cytoarchitectural and other criteria  have been used to map the cortex into 
smaller areas which, in the case of sensory cortex in particular, have a close 
correspondence to function. However no precise mapping yet exists between function and  
anatomical/physiological classification across the entire cortex. Furthermore, the extent of 
intra-individual variation, and the possible meaning of such variation is not well known.  
 
1.1.1 Major cell types of the cortex 
Neurons and glia form the two main cell classes in the cortex. There are approximately 
1010  cortical neurons with each cubic millimetre of cortex containing about 4 km of axon 
(Braitenberg and Schüz, 1998) and 109 synapses (DeFelipe et al 1999). Glia outnumber 
neurons tenfold. Of the four classes of glia, astroglia, oligodendroglia, ependyma, and 
microglia, two types are directly involved in neural function (Barr and Kiernan, 1993). 
Oligodendrocytes form the myelin sheath that surrounds axons, and hence are partial 
determinates of axonal conduction velocity. Astrocytes are involved in other 
electrophysiological phenomena, including modulation of ionic ( particularly K+ ) 
concentrations in the extracellular fluids (Barres, Chun and Corey 1990; Barr and Kiernan 
1993; Creutzfeldt 1995; Jefferys 1995). Astrocytes also have a possible influence on 
extracellular neurotransmitter concentrations (Barres, Chun and Corey 1990).  However 
the role of glia in the genesis of the scalp EEG is not well known. 
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The cells of chief interest to the understanding EEG generation are the cortical neurons. 
They have been classified both morphologically and functionally. One classification is in 
terms of axonal projection. Those neurons  with axons that leave the cortex and enter the 
white matter are known as Golgi type 1 or pyramidal cells, and account for about two 
thirds of all cortical neurons. The cells with strictly locally projecting axons, such as  
stellate cells, are known as Golgi type II neurons (Creutzfeld 1995).  An alternative 
classification was developed by Braitenberg and Schüz (1998) using a mouse model. 
Their scheme divides neurons functionally. The pyramidal cells are classified as  those 
neurons presynaptic to excitatory synapses, and the stellate and Martinotti cells are those 
which are presynaptic to inhibitory synapses. Braitenberg and Schüz’s classification 
differs from that of Creutzfeldt by including some locally ramifying excitatory cells into 
the pyramidal class though the bulk of the Braitenberg and Schüz pyramidal cells are also 
Golgi type 1.  
Pyramidal cells (Golgi 1 type) are arranged orthogonally to the cortical surface and have a 
characteristic geometry (figure 1.1a). The main stem of the axon proceeds vertically 
downward from the cell body, leaves the cortex and traverses the white matter to another 
part of the cortex or brain. Collateral branching from the main axon tends to be at right 
angles to its axis and can extend for up to 3mm (Braitenberg and Schüz 1998; Creutzfeld 
1995). The local branching of the axonal tree provides a total of  1-2 cms of axon, with 
another 1-2 cms of axonal branching upon reentry to the cortex (Braitenberg and Schüz 
1998). The dendritic tree of the pyramidal cell has two parts, a vertically projecting apical 
dendrite that ramifies in the upper layers of the cortex, and a basal tree that bushes about 
the cell body. Lateral dendritic branches have been reported to extend about 150-250µm 
about the apical dendritic stem (Creutzfeld 1995), with a total dendritic length of  3 – 7 
mm (Braitenberg and Schüz 1998).  
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Figure 1-1 Chief neural cells from the mouse cortex(from Braitenberg and Schüz 
1998). 
Dendrites are in bold, axons lighter. Pyramidal cells in the human cortex have longer 
processes than depicted here. (a) Golgi type 1 pyramidal cell, about .5 mm along the 
vertical axis. (b) Martinotti cell, about  0.5 mm extent in the vertical axis. (c)Stellate cell, 
about .4 mm in the horizontal axis. 
 
Pyramidal dendrites have a covering of thin protrusions, called spines, that play a role in 
the formation of synapses. The density of spines varies across the dendrites, lowest closer 
to the cell body, at its maximum in the proximal half of the dendrites, and slightly  
decreased toward the distal tips(Elston and Rosa 1997;1998).  In the Macaque, spine 
density increases from lower order to higher order areas of visual processing, with the 
caveat that an upper threshold is reached at about MT along the occipitoparietal pathway, 
(Elston and Rosa 1997), and V4 along the occipitotemporal pathway (Elston and Rosa 
1998).   Areal biases in dendritic field direction also appear to have possible functional 
correlates (Elston and Rosa 1998). For example, the extent of the dendritic field appears 
to increase from areas devoted to ‘raw’ sensory processing to areas with more complex 
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integrative function ( Elston and Rosa 1997, 1998). Combined with the increased 
dendritic field size this means total spine numbers for pyramidal cells increase 
dramatically along the visual pathway, for example by a factor of 7.5 from V1 to TEO. 
The density of spines, does not appear to vary across dendrites in the mouse (Braitenberg 
and Schüz 1998), prompting caution in extrapolating cortical statistics from one species to 
another.  
Martinotti and stellate cells provide cortical inhibition, Martinotti cells in a vertical 
orientation, and stellate cells in a spherical volume.  Martinotti cells (figure 1.1b ) contrast 
with pyramidal cells in having an axon that travels upwards. Collaterals of the main axon 
are not as regular as in the pyramidal cell, with slightly less axon length (Braitenberg and 
Schüz 1998).   Martinotti cell dendrite geometry varies from  spherical to elongated about 
the cell body. Dendrites have spines or spine like projections, at about half the density of 
the pyramidal cell.  The width of the dendritic tree shows variation from 100-450µm. 
Average dendritic length, 1.47mm, is about half that for pyramidal cells, and is relatively 
constant across cells regardless of the width of the dendritic tree (Braitenberg and Schüz 
1998). 
The axons and dendrites projecting from stellate cells (figure 1.1c) however have no 
preferred orientation, and often overlap each other. The stellate cell axon branches 
profusely, densely occupying a region of a few hundred micrometers or less, with a total 
length greater than for pyramidal cells . The dendritic tree spreads over 100-
250µm(Braitenberg and Schüz 1998). 
In summary, of the two main classes of cells in the cortex, neurons and glia, it is the 
neurons that are chiefly involved in the EEG. Cortical neurons can  be grouped into two 
classes, excitatory and inhibitory. Pyramidal neurons are the sole source of excitatory 
synapses, and constitute the bulk of cortical neurons. They are the only cells which ramify 
both locally and to other areas of the cortex. That is, excitation is both a local and distant 
phenomenon. Inhibition, on the other hand, is chiefly the province of stellate cells which 
ramify locally in an essentially spherical volume. There is evidence for structured 
variation in cell morphology and this variation appears to have functional correlates. In 
the next section the organisation of cortical neurons into larger structural units is 
discussed. 
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1.1.2 Cortical organisation 
Neurons are not randomly arranged within the cortex. Instead, there are a number of 
organising principles of which two, the layer and the column, will be described in this 
section. Corticocortical connectivity is also discussed, followed by a discussion of the 
interaction between cortex and the thalamus, the structure whose involvement with EEG 
generation is most understood.  
Layers 
Various staining techniques eg., Golgi staining for cell bodies, Weigert staining for 
myelin sheaths, have revealed a laminar structure to the cortex.  With layers distinguished 
by the type, size and density of the constituent neurons, as well as by the patterns of 
connectivity within the layer (figure 1.2). In some cortical areas layers are difficult to 
identify. Conventionally the outermost, ontogenetically youngest layer is labelled layer 1, 
with layer number increasing to layer 6, the innermost layer and the  first layer formed 
during neurogenesis. 
 
 
 
Figure 1-2 Cortical layers according to neuron cell bodies (left) and axonal and 
dendritic branching (right). 
Taken from Bailey and Von Bonin 1951 (in Braitenberg and Schüz 1998).  
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Layer 1 contains few cell bodies. It forms a synaptic field comprising the dendrites of 
pyramidal cells from layers 2, 3, 4, and 5. It receives local vertically projecting axons 
from nearby cells in layers 2,3 and 6, as well as axons from other cortical areas and the 
nonspecific nuclei of the thalamus (Creutzfeld 1995; Barr and Kiernan 1993; Miller 
1996a).   
Layer 2  contains the soma of small pyramidal cells and many stellate cells.  The 
pyramidal cells of layer 2 have horizontal basal dendrites and long axons with collaterals 
descending to lower layers, particularly layers 5 and 6. Collaterals also project 
subcortically, through the white matter and onto other regions of the cortex, both within 
the same hemisphere and to the opposite hemisphere via the commissures. 
Layer 3 contains pyramidal cell bodies increasing in size from the external to the internal 
layer. As with layer 2, the pyramidal cells have horizontal basal dendrites and axonal 
collaterals descending to particularly to layers 5 and 6. Subcortical collaterals project to 
other cortical regions within and between hemispheres.   
Layers 2 and 3 only project to the cortex, either locally or to distant cortical areas. 
Projections to other cortical areas tend to terminate in layer 4, though variability is high 
(Silberstein 1995). 
Layer 4 has mostly stellate cells with some pyramidal cells, and is not present in some 
areas of cortex (Miller 1996a; Barr and Kiernan 1993). It receives projections from the 
specific thalamic nuclei and the pyramidal cells of layers 2 and 3.   
Layer 5 contains the bodies of large pyramidal cells. Layer 5 pyramidal cell dendrites 
terminate in layers 1 and 4., and some axon collaterals extend into the upper layers. 
Whilst some axon collaterals project to the cortex, layer 5 pyramidals are notable chiefly 
as the only source of output to the striatum, brainstem and spinal cord (Miller 1996a).  
Layer 6 contains mainly small pyramidal cell bodies, though some large pyramidal  cell 
bodies do occur. Dendrites extend only as far as layer 4 (Creutzfeld 1995). Axons send 
collaterals into the upper layers, other regions of the cortex, and the thalamus (Miller 
1996a).  
At the local level Miller (1996a) has presented a theory of laminar functionality, where 
pyramidal cells in layers 2 and 3 form the initial site of cell assembly formation, with 
subsequent consolidation involving the cooperative activity of layer 6 pyramidals. Thus, 
layers 2, 3 and 6 form the ‘library’ of learned cortical information and layer 5 pyramidal 
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cells form the output system. For regional connectivity Silberstein(1995) stresses 
projections from layers 2 and 3 to layer 4, with reciprocal projections from layer 5 back to 
layer 1.  
 
Columns 
It is widely accepted that the cortex shows a columnar structure where columns extend for 
the thickness of the cortex and integrate neurons across all layers.  Evidence for columnar 
organisation has been revealed using both electrophysiological (eg., Mountcastle 1957) 
and  anatomical (eg., Shoham et al 1997) techniques.  
Columns are identified by high vertical (across cortical layer) connectivity and sparse 
horizontal connectivity. They are frequently used as a simplifying structure in modelling 
of EEG (eg. Nunez 1995; Ingber 1991; 1995).  Mountcastle (1978) proposed two types of 
column, the minicolumn and the macrocolumn. The minicolumn has been identified with 
the migration of neurons along  radially oriented glia during ontogeny (Rakic 1988; Yuste 
et al 1992). A minicolumn of cortical neurons associated with a single glia contains about 
110 neurons (260 in primate striate cortex) with a column width of about 45µm. The 
width of a minicolumn corresponds to the lateral extent of inhibitory axons from the 
interneurons within the minicolumn. Connections within the  minicolumn tend to excite 
the internal pyramidal cells and inhibit pyramidal cells in adjoining columns (Nunez 
1995; Favorov and Kelly 1994a).  
Macrocolumns are thought to be organising units comprising a few hundred minicolumns. 
Macrocolumn extent is about 500 µm to 1000 µm, the width of branching of a single 
thalamic afferent.  Macrocolumns are formed both by the interaction of ontogenetically 
determined constraints and by thalamic inputs (Rakic 1992).  Evidence for macrocolumns 
finds most support in motor and sensory cortex, however, there is some evidence for 
macrocolumns in higher order cortical areas (Mountcastle 1978; Shoham et al 1997).  
Macrocolumns should not be seen as fixed  ‘building blocks’ of cortical action, as some 
authors do. For example,  Mountcastle (1978) and Nunez(1995) imply discrete 
macrocolumns, though they state otherwise, when they estimate macrocolumn numbers at 
600,000 and 2,000,000 respectively. If columns are defined by the ‘spatial extent of their 
extracortical input’ (Nunez 1995) then there should be one macrocolumn for every 
extracortical input, i.e., 1010 or thereabouts. If extracortical input is restricted to thalamic 
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input this figure reduces to 108, still greater than the figures offered by Nunez or 
Mountcastle. It is important to note that even Hübener et al (1997), in an article 
supporting the existence of columnar organisation, stated “the cortex cannot be 
considered a ‘crystalline’ structure built from identical modules…” .  
Not all authors are in agreement as to the functional importance of columnar organisation. 
Both Purves et al(1992) and Creutzfeld (1995) have considered macrocolumnar 
organisation as more or less accidental. Similarly the work from Merzenich’s laboratory 
(eg., Allard et al 1991) has found that temporal synchronisation of afferents determines 
receptive fields (that is , macrocolumns). This implies that columnar organisation is a 
product of co-localisation of stimuli, rather than an essential computational strategy. Their 
findings are supported by simulation studies where correlated inputs determine response 
synchrony (Wright et al 1998; Chapman et al 1999). One source of the disagreement 
possibly lies in the extent to which different authors emphasise overlap in the axonal 
terminations of thalamocortical afferents. Creutzfeld (1995) in particular emphasises 
overlap which, in his opinion, makes macrocolumnar organisation unlikely. By contrast, 
Favorov and Kelly (1994 a,b) emphasise inhibitory interneurons as a mechanism to 
segregate thalamic overlap into non-overlapping macrocolumns. Recent work supports 
the view that columnar structures are dynamic entities influenced both by previous inputs 
(Dinse 1994), and peripheral inputs from outside the classical receptive field boundary ( 
Bringuier et al 1999).  
 
1.1.3 Connectivity 
The need to integrate activity between separate areas of the brain is achieved through two 
major systems of connections, the corticocortical fibres and the cortico-thalamo-cortical 
system.  
Cortico-cortical connectivity 
Corticocortical connections are made exclusively between pyramidal cells, terminating 
throughout  the cortical depth, with some concentration in layer 4 (Creutzfeld 1995). 
Functionally they are excitatory.  The pyramidal axons form fibre bundles, with 
collections of axons from a specific region bundled together until their reentry into the 
cortex.  All corticocortical connections are reciprocal.   
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There are two types of corticocortical connection, association (within cerebral 
hemisphere) and commissural (between cerebral hemisphere). The most numerous 
corticocortical connections are the association. Of the association connections, those 
connecting areas within gyri, are most common, but longer fibre bundles do connect 
different lobes as well. That is, connectivity is greatest between proximate areas 
(Creutzfeld, 1995; Braitenberg and Schüz, 1998).  Creutzfeld (1995) has argued that the 
association fibres must play an inhibitory role, possibly through interneurons, otherwise 
they would disrupt the topographic organisation imposed by thalamic afferents. An 
indication of the density of local connectivity is given by the estimate of 4 km of axon per 
cubic millimetre of cortex (Braitenberg and Schüz, 1998).  
Cross commissural fibres represent the output from about 2% of the neurons in the cortex. 
They terminate mainly in layers 1 to 3 (Creutzfeld 1995). Connections between the 
cerebral hemispheres are not evenly distributed across cortical areas. For example, 
midline visual and proximal somatosensory systems are connected callossaly whereas 
distal limbs and peripheral visual systems are not (Creutzfeld 1995). Braitenberg and 
Schüz (1998) also found uneven cross callosal connectivity in the mouse. 
Connectivity between the cortex and the thalamus 
The thalamus is comprised of a number of nuclei. All, except the reticular nucleus, send 
axons to the cortex  which form excitatory synapses.  There are approximately 108  
thalamocortical afferents.  70% of the afferents form synapses with pyramidal cells, 
chiefly those of layer 4. The remaining thalamic afferents synapse on inhibitory 
interneurons.  
There are two types of thalamocortical circuits. Firstly, some thalamic nuclei receive 
sensory afferents which are then relayed to the cortex. Cortical afferents from these nuclei 
mainly terminate in layer 4 and lower layer 3. There are some projections to layer 1 and 
the upper part of layer 6 (Steriade and Llinas 1988; Creutzfeld 1995). Axonal side 
branches project to the thalamic reticular nucleus (Steriade and Llinas 1988).  
These thalamic nuclei  receive  recurrent cortical projections back from layer 6 which 
again branch into the thalamic reticular nucleus ( Guillery 1995). The reciprocal 
projections probably act to modify the passage of sensory information to the cortex. This 
sensory thalamocortical pathway preserves topographical information from the sensory 
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sheets, to the thalamus, to the cortex and back to the thalamus, including the reticular 
thalamic nuclei.  
Secondly, another set of  thalamic nuclei receive little or no primary sensory input, 
instead receiving cortical input from layer 5 pyramidal cells, as well as some input from 
layer 6. This pathway provides a route for activity in one cortical area to pass as a primary 
thalamocortical input to another cortical area. The exact nature of the cortical projections 
of this second thalamocortical system are unknown, however it does not appear that 
topographical information is preserved (Guillery 1995). 
Thalamocortical connectivity is often seen as fundamental to the function of the brain, 
both for transfer of sensory input from the brain stem, and for transfer and integration of 
activity between cortical areas (Guillery 1995; Miller 1996b). Creutzfeld (1995) coined 
the term ‘thalamocortical system’ to emphasise the interrelatedness of thalamus and 
cortex. A recent study of thalamo-cortical connectivity in the cat supports this view.  
Scannell et al (1999) used three methods for identifying connectional systems to give a  
robust identification of  four major systems: three sensory motor systems, visual, auditory, 
and somato-motor, and a fourth fronto-limbic system.  
 
1.2 Electrophysiology 
1.2.1 Electrical properties of cortical neurons 
The external membrane of a neuron is made from two layers of phospholipid. Traversing 
the layers are integral proteins, whilst peripheral proteins are attached to the inner or outer 
surfaces only. Both passive and active movement of substances occurs across the 
membrane. Active channels, mediated by integral proteins in the membrane, pump Na+ 
out of the neuron and pump K+ in, so that the internal milieu of the neuron is rich in K+ 
and low in Na+ compared to the extracellular fluid. As well as this active system the ionic 
concentration gradient causes the passive diffusion of Na+ and K+ ions in the opposite 
direction. The net difference between the ionic concentrations of the intra and extra 
cellular spaces creates a resting potential in the neuron of about -60mV to -70mV, with 
variation between -40 and -90 mV (Creutzfeld 1995; Byrne and Schultz 1994).  That is, 
during rest the interior of the cell is negative with respect to the exterior. The differences 
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in the electrical potential across neural membranes give rise to extracellular currents that 
can be recorded at the scalp as the EEG.   
If the interior becomes more negative with respect to the exterior then the cell is said to 
become hyperpolarised.  An increased positivity of the cell interior is called 
depolarisation.  For most values, the changes in polarisation are linearly related to the 
stimulus causing the polarisation change. Depolarisation beyond a threshold value results 
in an action potential.  
Neurons communicate through synaptic transmission. Whilst both electrical and chemical 
synapses occur in the nervous system, chemical synapses are of major interest to the EEG. 
Chemical synapses consist of presynaptic and postsynaptic membranes on the axon and 
dendrites respectively. The pre and postsynaptic membranes are separated by a 
discontinuity called the synaptic cleft. Communication across the cleft occurs chemically. 
Chemicals released from the presynaptic membrane bind with receptors on the 
postsynaptic membrane coupled directly to ion channels, or with receptors that release 
another chemical called a second messenger, resulting in fast postsynaptic potentials 
(PSPs), or slow PSPs respectively. An excitatory postsynaptic potential (EPSP) drives the 
resting potential toward 0mV and increases the probability that the postsynaptic neuron 
will produce an action potential. Inhibitory postsynaptic potentials (IPSPs) decrease the 
resting potential and reduce the probability of an action potential. The amplitude of a 
single PSP is small, about 100µV to several mV for EPSPs, and ~200µV for IPSPs  in 
vivo (Creutzfeld 1995).In the cortex the duration (half-width) of PSPs varies from 3 ms to 
250ms (Creutzfeld 1995). Byrne and Schultz (1994) mention time courses up to minutes 
in duration. IPSPs tend to have longer duration than EPSPs (Creutzfeld 1995).  
In summary, neurons maintain a potential difference across their membranes. This 
difference is modulated by activity at the synapse. The speed at which the  membrane 
potential is modulated varies according to the nature of the synaptic transmission. 
Changes caused by action at individual synapses are in the order of 100uV to several mV. 
In the following section cortical field potentials are discussed. 
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1.2.2 Cortical field potentials 
In the previous section the local modulation of the electrical potential difference between 
the interior and exterior of a neuron was seen to be mediated by synaptic action. In this 
section there is a discussion of the properties of the cortical field potentials that arise 
because of synaptic action.  The cortical field potentials of both single and massed 
neurons are discussed, along with the effect of cortical geometry on scalp fields. The 
strength of excitatory and inhibitory influences on the field is considered, as is the relation 
between cortical fields and scalp recordings.  
Current flows from positive to negative charge. When neural membranes are 
asymmetrically polarised intracellular current will flow from the most positive to the most 
negative regions. That is, intracellular current flows toward the region of greater 
negativity.  An equal current flows in the extracellular space, but in the opposite direction.  
As dendrites present low resistance to passive intracellular current flow, local changes in 
dendritic polarisation generate potential gradients along the entire neuron (Creutzfeld 
1995). These changes to the polarisation of  neural membranes give rise extracellular 
current flow which flows from a source (more positive) to a sink (more negative).  
Polarisation  (inhibition ) will produce a source, depolarisation (excitation) a sink 
(Creutzfeld 1995). However, even though inhibition produces a source and excitation a 
sink, the position at which (de)polarisation occurs will influence the polarity of the 
electric field recorded at the scalp (figure 1.3). To quote from Speckmann and Altrup 
(1993): “Negative field potentials at the cortical surface may be based on superficial 
excitatory postsynaptic potentials as well as on deep inhibitory potentials; and positive 
field potentials at the surface may be based on superficial inhibitory postsynaptic 
potentials as well as on deep excitatory postsynaptic potentials.”  
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Figure 1-3 Scalp field polarity is determined by the position and type of synapse. 
An excitatory synapse (purple) near the soma and an apical inhibitory synapse (green) 
can both give rise to the same surface potential. In practice, the field of an individual cell 
is the result of spatial and temporal summation of hundreds, possibly thousands of 
synaptic events, all with differing time courses. The field at the scalp is the summation of 
many such fields.  
 
Complex fields can be understood as the sum of simple dipole fields. The potential fields 
of multiple dipoles sum according to their respective orientations. When the fields of 
parallel dipoles sum and reinforce they form open potential fields. Oppositely oriented 
dipoles sum and cancel. Radially organised dipoles form  closed potential fields  so that 
no potential gradient is generated outside of the dipole cluster. More complex dipole 
geometries create more complex fields. Even if the cortex contained only parallel dipoles 
the folded geometry of the cortex prevents the exclusive creation of open potential fields. 
For example, fields caused by synchronous activity at the opposing surfaces in the sulci 
will tend to cancel each other out (figure 1.4). However, rather than simple dipoles the 
cortex comprises many neurons with varying geometries and orientations to each other. 
Neural processes overlap extensively and are not symmetric. Even if they were 
symmetric, the pattern of activity at the synapses is unlikely to be so. In practice it is 
unlikely that purely open or closed fields exist in the cortex.  
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Figure 1-4 EEG recording from the scalp (modified from Nunez 1995, p.15). 
Arrows represent  the orientation of cortical dipoles. All dipoles are parallel, but cortical 
folding gives rise to varying orientations both to the surface electrode and to each other.  
The electrode will be most sensitive to synchronous activity at the surface of the gyrus 
(red lines). Opposing fields in the sulci (blue) will cancel and not be registered by the 
surface electrode. 
 
There is some disagreement in the literature as to which cells are responsible for EEG 
activity. The simplest model of EEG generation posits parallel dipoles as described above. 
The closest anatomical structures that can be modelled as parallel dipoles are the 
pyramidal cells whose apical dendrites are oriented radially to the cortical surface. Some 
authors claim that pyramidal cells are the only cortical neurons able to summate sufficient 
local fields to generate fields at the scalp (eg., Mitzdorf 1985; Creutzfeldt, Ojemann, and 
Chatrian  1993; Arieli 1992). However, other authors have found that asymmetric patterns 
of PSPs in layer IV stellate cells generate open fields of sufficient strength to contribute to 
some event-related potentials (ERPs) (Vaughan Jr. et a 1992; Schroeder et al 1995). 
Given the contribution of stellate cells it is possible that the synaptic activity across the 
structured asymmetries of the basal dendritic trees of pyramidal cells (Elston and De Rosa 
1997; 1998) will also contribute to some surface fields. The EEG will also be dominated 
by sources in the gyral surfaces. However, the averaging process normally used for  
ERP’s would enable the recording of potentials from sulcul and other sources that would 
not appear in the raw EEG.  
There is also disagreement the contribution of excitation and inhibition  to ERPs, (and, by 
extension, EEG). Some authors (eg., Mitzdorf 1985; Creutzfeldt, Ojemann, and Chatrian  
1993; Arieli 1992) consider EPSPs the major contributor and ignore the effects of 
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inhibition, whilst others (Vaughan Jr et al 1992; Schroeder et al 1995; Speckmann and 
Altrup 1993), consider that the effects of both EPSPs and IPSPs are significant. In our 
view the latter is more likely and the scalp EEG reflects the summation into complex 
fields of many processes. 
Regardless of contributing cell type(s), the activity of the neurons generating fields may 
be synchronous or not. Both synchronous and asynchronous activity will summate but the 
field strength generated by a given set of synchronous neurons is much greater, being 
proportional to the square of the field strength generated by asynchronous neurons. As an 
example, 100 synchronous neurons will generate a field of similar strength to 10,000 
asynchronous neurons. The field strength of asynchronous activity can therefore be 
ignored for both EEG and ERPs (Elul 1972; Nunez 1995). In terms of voltage, about 104 
to 105  synchronous and approximately aligned neurons, will produce at most 5µV at the 
scalp (Fender 1987). In the next section the evidence for synchrony amongst neurons is 
considered as well as possible mechanisms.    
 
1.3 Synchronous neural action in the cortex 
Both cortical and subcortical circuits have been proposed as mechanisms of cortical 
synchrony. In the following section the evidence for synchrony is discussed first, with a 
discussion of possible mechanisms discussed next. It is worth mentioning that primate 
studies are not well represented in the literature, most information comes from the dog, 
cat and rat. 
1.3.1 Synchronous firing 
Synchronisation between cortical neurons occurs at both the local (<1 cm),  intra- and 
inter- hemispheric level. Synchronisation can be of regular or irregular activity.  Most 
studies have been done at the local level but some studies have considered larger 
distances. In particular, synchronisation of neural firing rates has been investigated in the 
context of the ‘binding problem’, the problem of relating distributed neural activity to 
form holistic representations (see Singer & Gray 1995 for a review). Synchronous firing 
has been demonstrated within minicolumns  (Vaadia et al 1995), within macrocolumnar 
sized areas (König et al 1995), and between hemispheres via cortico-cortical connections 
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(Engel et al 1991). These studies have emphasised perceptual binding through synchrony, 
but learning induced synchrony has also been demonstrated in auditory cortex neurons in 
the macaque (Ahissar et al 1992). However, not all authors have found synchronous firing 
within minicolumns (Abeles 1981 ). For example, Dinse et al (1997) found strong 
synchrony between closely neighbouring neurons which then fell dramatically at 
distances of 0.5-2mm. However, neurons in different laminae showed different 
frequencies of stimulus dependent oscillations, which led Dinse et al to conclude that 
“oscillatory properties are not organised in a columnar fashion but are organised with 
regard to the specific projection targets of the different cortical laminae”. It is worth 
noting that columnar structures are often used as a simplifying structure in EEG models 
(eg., Nunez 1995; Tass & Haken 1996), but it is not clear how robust the column based 
models are to different frequencies of oscillation within the laminae. 
1.3.2 Synchronous field potentials 
The above studies concentrated on the firing rates of individual neurons rather than the 
field potentials of neural masses. Zero lag intra and interhemispheric synchronisation of 
transcortical field potentials has also been demonstrated. In cat cortex synchrony reflected 
functional rather than spatial relations (Roelfsema et al 1997). In subdural recordings the 
strength of coupling between  field potentials across inter and intra hemispheric distances 
has been obtained using coherence analysis, a measure of phase synchrony between 
signals. Roughly speaking coherence is a frequency domain form of correlation. In two 
neurosurgical patients Menon and co-workers (1996) investigated coherence in the 20-50 
Hz range, and also found that significant coherence only occurred on sub 2cm 
interelectrode distances. Across smaller distances (< 1cm ) in the cat. Wright and 
Sergejew (1991) also found a decline in coherence with distance. At the local scale of a 
few centimeters that is available with subdural measurements, Bullock et al (1995) 
considered cortical coherence in epileptics for the frequencies up to 50 Hz. They found 
coherence  of about 0.45 at distances of 10 mm. Coherence declined with distance at all 
frequencies, to the extent that coherence between electrodes 20 mm apart was not 
significantly different from background. This decline varied only slightly with electrode 
depth and location. Abrupt and significant changes in coherence between neighbouring 
electrode pairs implied strong local structure.  A similar result was found by the same 
laboratory for bicoherence, a measure of quadratic phase coupling, (Bullock et al 1997).  
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High bicoherence has also been reported in the visual cortices of cats and monkeys, but 
local structure was not investigated (Schanze & Eckhorn 1997).  
Coherence values differ markedly when the recording site moves from the cortical surface 
to the scalp, where distances between electrodes may be 20 cms or more. As with the 
subdural recordings scalp coherence varies considerably depending upon the electrode 
pair. Effects of reference are also important, but different references (eg., bipolar, ear, 
Laplacian) offer relatively independent information due to differences in the spatial 
filtering properties of the various references (Nunez 1995). Coherences greater than 0.8 
have been reported, even for the larger interelectrode distances (Schack et al 1999; Nunez 
1995; van Baal et al 1996). Some decline occurs with distance and there is considerable 
variation with frequency. Generally speaking coherence is always highest at about 10 Hz 
but other frequencies may be low or high depending on the electrodes (Nunez 1995; 
Nunez et al 1997). This is quite different to the subdural case where all frequencies 
behave fairly similarly. In contrast to Nunez’s results (1995), Mann et al (1997) reported 
similar coherence estimates at frequencies up to  ~ 12 Hz in both schizophrenics, siblings 
and controls. However, they pooled data into the classical bands which would conceal 
local frequency structure.    High bicoherence has also been demonstrated at the scalp in 
both normal (Shils et al 1996) and epileptic subjects (Schiff et al 1995), implying 
nonlinear coupling within the frequency spectra.  
 
1.3.3 Mechanisms of cortical synchrony 
Both cortical and thalamo-cortical systems may influence the synchrony results 
mentioned above. Anatomically, it would appear possible for synchrony at the thalamus 
to be projected to the cortex. This possibility was considered in an experiment by Lopes 
da Silva and co-workers (Lopes da Silva et al 1980) In a study using dogs, Lopes da Silva 
et al used partial coherences of the alpha band to measure the contribution of two thalamic 
nuclei, the lateral geniculate nucleus and the pulvinar, to cortical coherences in the dog. 
Electrode distances were 2mm – 5mm.  Both nuclei influenced cortical coherences. The 
influence of the lateral geniculate (LGN) was smaller and more restricted in area than the 
influence of the pulvinar, which accounted for almost all the alpha intracortical coherence 
between the mesial cortex and the marginal gyrus in one dog. In most cases however the 
contribution of cortico-cortical connections on coherence was still large, and generally 
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much larger than the thalamic contribution. Partial coherences were not homogeneous 
across the recording sites, implying that thalamo-cortical and cortico-cortical influence on 
synchrony of cortical neurons varies according to cortical area. Lopes da Silva et al 
(1980) concluded that alpha activity spreads from different epicentres. In their model, 
thalamic afferents trigger the activity which then spreads through superficial intracortical 
fibres running parallel to the cortical surface.   
In another experiment Elul (1972) applied tetrodotoxin to the ventricles (animal not 
given) and induced a ‘flattening’ (amplitude reduction) in the EEG. There was no decline 
in intracellular current amplitude but there was a somewhat inconsistent decline in firing 
rates. Direct action of the tetrodotoxin upon the cortex could be excluded. Elul considered 
this as evidence for a subcortical EEG pacemaker, probably the thalamus, inducing 
synchrony in changing neural groups. However, considered in the light of the Lopes da 
Silva et al (1980) experiment, Elul’s (1972) result is consistent with the view that the 
isolated cortex does not generate alpha without thalamic input, but that once that input is 
there the alpha activity proper is generated through cortical action. This view receives 
support from a study of the cortical augmenting response (Castro-Alamancos & Connors 
1996), a process of short term cortical plasticity. Whilst the augmenting response is 
initiated by layer 5 pyramidal cells , the response is triggered by a sequence of two 
thalamic stimuli.  In contrast, Rougel-Buser & Buser (1997) have reported clear links 
between oscillatory behaviour in thalamic neurons and cortical oscillations (10-15 Hz) for 
freely moving cats, so some direct thalamic influence on cortical coherence is also likely.  
The most thoroughly investigated relationship between the thalamus and the EEG 
concerns the role of thalamo-cortical circuits in sleep and arousal, but does not include 
freely active waking states ( Steriade & Llinas 1988; Steriade, Nunez and Amzica 1993; 
Steriade, Contreras et al 1993; Steriade, McCormick and Sejnowski 1993).  During sleep 
a circuit involving dorsothalamic neurons, cortical neurons and neurons of the reticular 
thalamic nucleus generates sleep spindles, cortical activity in the 7-14 Hz range. 
Brainstem neuromodulatory mechanisms alter the circuit functions upon arousal, 
removing the thalamic influence.  
However, it is not just the thalamus that drives or triggers the cortex, the reverse is also 
the case. Slow wave activity ( < 1 Hz) in reticular thalamic neurons is cortically driven 
(Steriade,Contreras et al 1993). It may also be the case though that excessive thalamic 
control of cortical synchrony is pathologic. During generalised seizures induced in rats 
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through application of pentylenetetrazol, partial coherence analysis reveals strong 
influence of the anterior thalamus in the production of synchronous cortical EEG 
(Sherman et al 1997).  
The discussion has concentrated on thalamo- cortical interaction, but other structures 
influence cortical synchrony. For example, stimulating the mesencephalic reticular 
formation will increase synchrony of cells in the visual cortex of a lightly anaesthetised 
cat, without altering receptive field properties (Munk et al 1996). The hippocampus, and 
other limbic structures, have been associated  with activity in the theta band (Vanderwolf 
1992; Miller 1994), as well as the beta and gamma (~40 Hz) ranges (Haykin et al 1996).  
However, it is unlikely that the hippocampus exclusively drives theta activity in the cortex 
in higher order mammals, but rather that theta has multiple generators, both cortical and 
subcortical.(Steriade et al 1990). Theta coherence at the scalp is not well studied, and does 
not appear to be as prominent as alpha coherence. 
Notwithstanding extracortical input to the cortex, a cortical system is required to 
propagate synchronised activity throughout the cortex (Steriade et al 1990), and probably 
there are multiple mechanisms at work in the cortex (Schechter 1996). At the local scale 
of a few millimeters there has been some debate as to whether chaotic organisation may 
exist. Freeman has produced a model of olfactory bulb which does show  chaotic 
organisation of activity at the local scale (Skarda & Freeman 1987; Freeman 1994; Kay et 
al 1995), and has proposed that local chaotic organisation is a general property of the 
cortex. Under certain conditions it is possible for local chaotic behaviour to become 
globally coupled and manifest at larger scales (Kaneko 1994; Tsuda 1994). It has been 
argued (Wright 1990; Wright & Liley 1996) that the necessary noise free environment for 
global chaotic organisation does not apply, and therefore linear analyses are more 
appropriate for scalp EEG, even if the underlying local dynamics are chaotic. Linear 
analyses at the local scale of a few millimeters or so showed that EEG activity seemed to 
propagate as  waves moving out from a site of activation at about 0.1 - 0.3 m/sec (Wright 
& Sergejew 1991). Wave speed was much slower than axonal conduction times (about 6-
9 m/sec) implying the involvement of many synaptic events (Wright & Sergejew 1991). 
This implicated network properties, rather than simple anatomical properties, in 
synchrony generation.  In fact, local near zero lag correlations have been reported in many 
cortical simulations (eg., Sporns et al 1989; Wright et al 1994 ; Liley et al 1997; Tass et al 
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1996), so that synchrony  appears to be a general property of large scale networks  with 
delays between units (Robinson et al 1998).  
In summary, at the small scale of the subdural recordings, synchronous activity is 
propagated through intracortical fibres. The decline of coherence with distance reflects 
the characteristic spread of pyramidal axonal fibres, though is not restricted to the spread 
of a single pyramidal cell. At the larger scale  it seems probable that corticocortical fibres, 
both within and between hemispheres make up the bulk of large scale coherence. The 
thalamus, and possibly other subcortical structures, also play a role in synchronous 
activity. Relative contributions of cortical and subcortical sources of synchrony may vary 
according to both site and state.   
1.4 Genetic mechanisms of cortical structure 
From the above review of the literature it is apparent that genetic involvement in cortical 
structure, whether at the large scale level of gross morphology, or the fine grain of neural 
placement or synaptic interaction, has the potential to be reflected in the EEG. The use of 
immunohistochemical stains, mutant mouse and rat strains, and other biological 
techniques has enabled the discovery of some of the genes involved in brain development, 
as well as the accurate location of the expression of these genes. This section outlines a 
number of the recent genetic studies which have begun to reveal the mechanisms 
determining brain structure and function. With the exception of studies of low-voltage 
EEG and a type of epilepsy, EEG studies have mainly been at the level of the heritability 
of broad band power or coherence rather than at the level of the specific gene. These 
studies, and some others on gross brain structure, will also be discussed. 
There is now a great deal of evidence to indicate that anterior-posterior gradients of gene 
expression during neurogenesis are involved in the specification of regional areas of the 
cortex (Donoghue and Rakic 1999; Acompora et al 1999; Rubenstein et al 1999).  It 
appears that early gradients control for broad organisation, with compartmental gene 
expression occurring later and defining specific cortical regions (Donoghue and Rakic 
1999).  Neuronal migration to the correct layer and region also requires appropriate gene 
expression (Copp and Harding 1999; Cecchi et al 1999; Fukuda et al 1999; Allen and 
Walsh 1999; Isaka et al 1999).   
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Connectivity between layers and regions, across commissures, and between the cortex and 
thalamus is also genetically influenced (Rubenstein et al 1999).  For example, mutations 
to the Pax-6 gene have been shown to interfere with normal development of 
thalamocortical pathways in the rat (Kawano et al 1999).  
A number of studies have addressed the development and morphology of neurons. 
Pyramidal and GABA-ergic interneurons arise from differing segments of the 
telencephalon, with correspondingly differing genes driving their development (Anderson 
et al 1999). Genes have been identified with a role in the neuro-astroglial interactions that 
contribute to neuron morphology (Prochiantz 1999), and the Notch1 gene has been shown 
to influence neurite growth in cultured embryonic mouse hippocampal slices (Berezovska 
et al 1999). 
Studies at the level of gross morphology do indicate some genetic involvement in large 
scale brain structure. The cross sectional shape of the corpus callosum appears highly 
heritable, as does the surface area of sub-regions of the cortex, (Loftus et al 1995). 
However, the Loftus study is limited to ten monozygotic twin pairs only. There is also 
some indication that the shape of the sulci is inherited, with similarity in sulcul shape 
between monozygotic twins most pronounced at sulcul depths thereby implying that the 
deep sulci are ontogenetically earlier (Lohmann et al 1999). Lohmann et al also found 
evidence linking the shape of the sulci with the shape of the brain implying some genetic 
basis to whole brain shape. Once again though, sample size was small, 19 monozygotic 
twins, and no dizygotic twins.  
1.5 EEG Heritability 
Studies linking EEG variants to specific genes have shown genetic heterogeneity. The 
gene(s) for the low-voltage EEG have been localised to chromosome 20q  (Steinlein et al 
1992; Anohkin et al 1992). However only one third of families showed this linkage. 
Juvenile myoclonic epilepsy with associated 3.5 – 6 Hz spike complexes has been linked 
to chromosome 6, with sex linked effects as well. Once again genetic heterogeneity was 
found (Liu et al 1996).  
Heritability of EEG has tended to be investigated with high level EEG descriptors derived 
from the power spectrum. Van Beijsterveldt and Boomsma (1994 )  reviewed the 
literature on EEG heritability which indicated uniformly high heritabilities in EEG 
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spectral power across most studies.  Christian et al (1996) studied a small cohort of 30 
year old adults and found  H2, the variance due to genetic components, of about .6 for 
theta, alpha and lower beta, and interpreted their results as indicating strong non-additive 
genetic effects. In a larger study of 16 year olds, van Beijsterveldt et al (1996) found H2 of 
.76, .89, .89, and .86 for delta, theta , alpha, and beta respectively, with additive genetic 
effects dominating.  Few topographic differences were found, for example, it appeared 
that alpha power was affected by the same genes across all regions. Van Baal et al (1996) 
studies band power in 5 year old children.  H2 were slightly lower than the adults, 
averaging .8 for theta, and alpha, and .73 for beta. Systematic sex differences were not 
apparent, and topographic differences were not investigated. Coherence in the theta band 
was investigated for the same cohort of twins (van Baal et al 1998). Heritabilities of from 
.3 to .7 were found. The authors concluded that genetic factors contribute less to the 
reliable variance of short distance coherences than is the case for long distance 
coherences. Furthermore, it appeared that long and short distance coherences were 
mediated by different genetic factors. 
The EEG heritability studies do not locate specific genes but rather indicate that genetic 
factors are at work. Indicated heritabilities have been high, but it is difficult to draw 
further conclusions from the reported results. 
1.6 Summary and discussion 
1. The EEG is a measure of local field potentials arising from correlated activity in the 
dendritic trees of cortical pyramidal cells, chiefly those found in the cortical gyri. There 
are a number of systems, each with their own temporal pattern, that influence changes in 
dendritic membrane potential. Furthermore, the dendritic trees of pyramidal cells are 
anisotropic across areal scales so it is likely that adjacent gyri differ in statistical 
properties that are relevant to the EEG. Anatomical connectivity is also inhomogenous, 
that is, the cortex is not a fully connected network. This inhomogeneity applies both to 
cortico-cortical connectivity and to afferents of the various neuromodulatory systems.  
The extent to which thalamo-cortical connections influence correlated activity is not clear 
for the waking state. Most likely there are both thalamo-cortical, cortico-cortical, and 
local influences on correlated activity. These considerations imply a high probability of 
spatial and temporal nonstationarity in the resting EEG. However, at some scales it may 
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be that there are sufficient degrees of freedom, i.e., sufficient independent nonstationary 
processes, to render the signal weakly stationary. 
2. Both local and global models of alpha generation have been proposed, with the 
evidence pointing to local network models of alpha. When the subject is resting with eyes 
closed it is possible that random thalamic afferents trigger isolated local coherent 
oscillations in the alpha range. The impression of alpha synchrony across large areas of 
cortex may then be artefactual, due to spatial summation implicit in the recording 
methodology and the temporal integration of the algorithms used for calculating spectral 
power. That is, a contiguous train of temporally and spatially discrete alpha bursts will 
appear stationary at a point to a single electrode. 
3. Chaotic cortical dynamics are possible at the local scale, but less likely to be present at 
the areal or global scales recorded by the EEG. However, this is still an open question. 
4. The genetic determination of brain structure is apparent at many scales. The location 
and morphology of neurons, large scale cortical morphology, and connectivity patterns, 
are all genetically influenced. It is therefore prudent to assume that more, rather than less, 
of the structures and functions of the brain that are reflected in the EEG are genetically 
determined. High heritabilities of spectral band power in resting EEG have been shown 
but the heritability of many EEG parameters has not been studied with large samples, nor 
across varying age groups. For example, whilst heritability of broad band spectral power 
is well recognised, no studies have been undertaken of heritability of nonlinear measures 
such as the correlation dimension. The only specific EEG variant studied in detail, the 
low-voltage EEG, appears genetically heterogeneous. By extension, in the normal EEG, 
heterogeneity of genetic factors will reduce the likelihood of determining genetic loci. It 
is therefore important to derive from the resting EEG the most robust and specific 
descriptor possible to maximise the chances of locating a genetic locus.  The classical 
spectral bands may not be sufficiently specific and a more fine grained analysis may be 
necessary.
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2 Dimensional Analysis of the EEG 
From the genetic studies reported in the previous chapter it is apparent that organisational 
properties of the cortex are to a significant extent genetically determined. Any measure of 
the EEG which measures cortical organisation is therefore a candidate for use in studies 
on the genetics of the EEG. One such candidate is the dimension of EEG, which has been 
promoted as a measure of the ‘complexity’ of cortical organisation. It is therefore 
appropriate to consider the suitability of EEG dimension for genetic analysis.  
This chapter begins with an introduction to nonlinear dynamics, and describes the 
algorithms used in this paper. Limitations of the algorithms are highlighted which lead to 
a re-evaluation of the application of the algorithms to the EEG. The literature on EEG 
dimension is then reviewed. This review is followed by the experimental section, 
beginning with an analysis of the properties of the main algorithm used in this chapter.  
The proposition of Lutzenberger et al (1995a), that EEG dimension measures cell 
assembly number, is then tested, followed by an investigation into the relation between 
dimension and instantaneous amplitude using both constructed and EEG signals.  
 
2.1 Nonlinear dynamics 
Computing has enabled the numerical investigation of complex systems of equations 
whose analytic solutions are difficult or obscure. In particular, simulations of nonlinear 
systems have revealed rich and seemingly inexhaustible behavioural variety in systems 
with only a few degrees of freedom. In the field of EEG, and the neuro- and biological 
sciences generally, many researchers have been drawn to an analogy between the richness 
of natural phenomena and the richness of nonlinear systems. As a consequence, during the 
1980’s researchers in electrophysiology began to investigate whether the EEG was 
explicable as a nonlinear, deterministic system rather than a linear, stochastic one.  
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Linear systems are characterised by the property of superposition. That is, if two different 
inputs are combined and presented to a linear system then the output will be the sum of 
their individual effects (Nicolis 1995). That is,  
)()()( bfafbaf +=+ ,  
and also 
)()( cafacf =  
Nonlinear systems on the other hand do not always show superposition of inputs, though 
they may be approximately linear over some of their range. The tanh function (figure 1) is 
effectively linear  in a restricted range  symmetrical about x = 0. For example,  
 tanh(0.01) + tanh(0.02) = tanh(0.03) 
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Figure 2-1  f(x) = tanh(x). 
It also may be the case that for most nonlinear systems there will be some point at which 
the number of degrees of freedom will be high enough for the system behaviour to be 
effectively linear when integrated over time and/or space. For example, Hamiltonian 
chaotic systems show linear response in the average with only four or greater degrees of 
freedom (Bianucci and Manella 1996). 
2.1.1 Representing dynamical systems 
The time-varying behaviour of a dynamic system can be represented geometrically by its 
portrait in phase space. Phase space is the abstract n-dimensional space spanned by all the 
system variables. Each possible system state corresponds to a particular set of values of 
the system variables, and hence can be represented by an n-dimensional vector in the 
phase space. A succession of states, the system evolution, can be represented as a 
trajectory through the phase space. The phase portrait of a system then gives a 
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geometrical representation of all possible states of the system and their transformation 
over time.  
In dissipative systems the system behaviour will tend toward a subset A of phase space 
whose dimension is strictly less than that of the phase space proper (Nicolis 1995). This 
subset is called an attractor if it has the following properties (Hastings and Sugihara 
1993):  
• If the system state starts in A it remains in A. 
• There is a region of the dynamics near A such that if the system is in that 
region it will approach A. 
• There is no smaller subset of A with the properties (i) and (ii).(A is 
minimal) 
Attractors can be fixed point, periodic (known as limit cycles), quasi-periodic (toroidal), 
or fractal.  EEG researchers have been particularly interested to see if the EEG  could be 
characterised as a low-dimensional chaotic system. Chaotic systems are usually defined as 
having fractal attractors, with exponential divergence of the trajectories on those 
attractors, though a precise and universal definition of chaos has proven difficult (Brown 
and Chua 1996)   
2.1.2 Invariant measures 
An attractor is an invariant manifold within phase space whose geometrical properties 
provide insights into the generating system. Therefore reconstructing the attractor in a 
suitable phase space is the first step in modelling any dynamical system.  In the case of 
EEG the phase portrait must be reconstructed from the data. The most commonly used 
method  is delay time embedding (Packard et al. 1980, Takens 1981). The EEG voltages 
can be written as a time series: 
X =   ,)( ...., ),( ),( ),( 210 Ntxtxtxtx       
 where =x  the voltage,   =t  time, and  =N  the number of measurements. A set of 
vectors is then created using  time lagged measurements from the original time series X,  
such that ))  )1((  ,  .  .  .   ),  2(   ),  (   ),(( τττ −+++= mtxtxtxtxx jjjjj    
where τ  is an integer multiple of the time delay between the measurements in the original 
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time series X, ie., a function of the EEG sample rate., j   ranges over the values 1 to N, 
and m is the dimension of the phase space, known as the  embedding dimensions.  This 
process produces a set of ( N  - m+1), m-dimensional vectors. If it is then assumed that 
the original attractor being measured is d-dimensional, then as long as 1 + 2  dm≥  
(Takens 1981) plotting all possible vectors jx   reconstructs the system attractor in a  
phase space of dimension m.   
Whilst not being an exact copy of the original attractor, the reconstructed attractor has 
many, of the same measurable properties as the original system attractor, such as the 
eigenvalues of fixed points, the series of Lyapunov exponents, and various dimensions 
(Abarbanel et al., 1993).  Note that some topological properties (eg., the knot and braid 
type of trajectories) may not be reconstructed uniquely under various settings of the delay 
parameter discussed below (Mancho et al 1996). The invariant measure considered in this 
paper is mainly the point-D2 dimension (Skinner et al 1991; Kroll & Fulton 1991), but 
also there is some consideration of the correlation dimension (Grassberger and Procaccia 
1983). 
2.2 Algorithms for dimensional analysis 
2.2.1 The correlation dimension 
The algorithm most used in EEG analysis is the G-P algorithm, that calculates the 
correlation dimension, D2 (Grassberger and Procaccia 1983). Grassberger and Procaccia 
were motivated to find a method for distinguishing deterministic motion on a fractal 
(strange) attractor, from noisy multi-periodic motion. They considered a set of points on 
the reconstructed attractor and measured the spatial scaling using  the correlation integral 
C(l), defined as follows (Theiler 1990 p.1063, eqn 44): 
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where θ  is the Heaviside function, l the distance being considered,   xj,k are vectors as 
above,  and N the number of data points. The D2 algorithm employed in this thesis uses 
the Euclidean distance though other metrics can be used (eg., see Theiler 1990; 
Grassberger et al. 1991).  
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It can be shown (Grassberger and Procaccia 1983) that for small l 's  C l( )  grows as a 
power 
 C l l v( ) ≈            
 v
C l
ll
=
→
lim log
log0
( )
      
where the exponent v is called the correlation dimension (D2). If the underlying system is 
deterministic then  v  should reach a limit once the dimension of the phase space is 
sufficient to fully represent the system attractor. That is, for some range of l, the scaling 
region, v should remain constant over increases of the embedding dimension m. By 
plotting  the derivative of log
log
C l
l
m
m
 ( )
  
 against logm  l , across many values of the 
embedding dimension m, the saturation values of D2 can easily be recognised as a flat 
region  where the curves for a number of values of  m coincide (Rapp et al., 1985). In 
contrast, a random system will generate trajectories that will fill whatever dimensional 
space is given, that is  mllC ≈)( ,  and 
the slope of  )log(  vs)( log llC  will not reach a limit with increasing embedding 
dimensions m, and so no saturation will be apparent. Physically, the smallest value of m 
for which D2 saturates gives the minimum number of variables needed to model the 
attractor dynamics.  
It is worth pointing out that one can spatially embed the data from multi-channel data 
such as the EEG. In this case the  vectors X(t) are constructed from the sequence of 
electrodes at a particular sampling time rather than from temporally lagged samples.  
2.2.2 The point-D2 dimension 
The point-D2 algorithm (PD2i) has been used in both cardiology and EEG (Skinner et al 
1991; Molnar et al 1995; Molnar 1999; Skinner 1994; see Kroll & Fulton 1991 for 
pseudo-code) and belongs to the family of local dimensional measures such as the 
pointwise dimension (Mayer-Kress and Layne 1987). The principles behind local 
dimension estimation are similar to the correlation dimension. Firstly, the system state 
space is reconstructed using the method of delays (Takens 1981). Then spatial scaling 
relations are probed using  scaling properties of vector differences taken on the state space 
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reconstruction as per the correlation dimension. However for a local dimension estimate a 
reference vector is chosen and scaling calculated relative to that reference. A dimensional 
estimate is then output that is temporally tied to the reference. The time of the estimate is 
normally given as the time of the data point that is the first element of the reference 
vector. The next reference vector is chosen as the next vector in time and another estimate 
calculated and output. Thus a time series of estimates is output which is sensitive to local 
variation in the reconstructed geometry. Such variation may be due to a change in the 
time series generator, eg., from Lorenz attractor to a sine generator, or may just be due to 
inhomogeneities in the attractor of a system that is stationary. This temporal variation in 
local dimension is in contrast to the correlation dimension which uses all possible vector 
differences to provide an average measure of scaling regardless of any local variation.   
2.2.3 Parameter settings 
Embedding dimension 
The reason the embedding dimension m  must be greater than twice the attractor 
dimension  is to avoid self intersections on the attractor. If two trajectories intersect there 
will be a divergence of two paths from the single point of intersection, thereby violating 
the assumption that chaotic systems are deterministic. When m = d  any self intersection 
introduced by the mapping will be, at most, of dimension d.  Each time m is increased by 
one there is a decrease in the dimension of the  self intersections by one until m > 2d, at 
which time there can be no self intersections left. Therefore choosing m > 2d guarantees 
there will be no self intersections.  In practice m = d  is often sufficient (Casdagli  et al. 
1991).  Often optimal  m is defined in the literature as the value that gives saturation of 
D2 (Grassberger et al., 1991, Pritchard and Duke 1992a), or provides the longest scaling 
region (Hilborn and Ding 1996). 
In their original development of the correlation dimension, Grassberger and Procaccia 
(1983)  found that increasing m decreased systematic errors arising from nonuniform 
coverage of the attractor, whilst increasing the variability of  D2. Nerenberg and Essex 
(1990) considered the problem of how much data was required to get an accurate measure 
of D2 given a particular value for m. Their results showed that a data set size of greater 
than 100,000 is necessary to provide accurate scaling in 20 dimensions, 1000 points for an 
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embedding of 10 dimensions. An important result was that scaling of D2 was possible for  
random noise purely on the basis of too high an embedding dimension.  
However, numerical simulations by other workers did not support the restrictions 
proposed in Nerenberg and Essex (1990).  Embedding data from the Mackey-Glass 
equations into dimensions as high as 40, Cerf and Ben Maati (1991,1995) found strong 
agreement between the theoretical and experimental values for D2 (~5) using as few as 
2000 data points.  The significant finding from the work of Cerf and Ben Maati 
(1991,1995) was that higher embedding dimensions lead to shorter scaling regions rather 
than inaccurate results. It has also been reported that too high a value for m can result in 
systematic underestimation of the correlation dimension (Elbert et al., 1994).   
Lag time 
One of the most difficult practical  issue in delay time embedding is choosing the value of 
the lag time τ . Under the embedding theorem (Takens 1981), if one has infinite 
amounts of noise free data then the choice of τ  is arbitrary. When dealing with EEG 
data, one has small amounts of noisy data and the choice of τ  becomes problematic. 
If τ  is too small then the coordinates in the reconstructed vectors are almost identical 
and each successive trajectory will be more or less parallel to those near it in time, thereby 
adding little information (Grassberger and Procaccia 1983; Theiler 1990).  The 
intersection of all these (almost parallel) trajectories can function as a form of noise which 
will prevent accurate localisation of  any specific trajectory (Casdagli et al.1991).  
Effectively, estimation of the correlation dimension will be biased downwards by too 
small a value for τ (Palus and Dvorak 1992). 
The converse problem is where τ  is too large causing the dynamics at any one time to be 
causally distinct from the dynamics at a later time. By mapping these causally distinct 
vectors onto the same trajectory two unrelated trajectories become confused. (Abarbanel 
et al., 1993), and the dimension estimate will be inflated (Theiler, 1990; Palus and 
Dvorak, 1992). 
Several methods have been proposed for choosing τ . One heuristic is to set τ to the 
first minimum of the autocorrelation function of the lagged vector coordinates. In this 
way all the time lagged  variables )( τ+jtx    are  linearly independent. Theiler 
(1986)showed that linear dependence between the successive time lagged variables leads 
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to spurious scaling regions. Another heuristic is based on the average mutual information 
between measurements (Abarbanel et al., 1993). Average mutual information tells us the 
amount of information known, on average, about some variable γ from the measurement 
of  another variable δ, and so is similar to linear correlation, but without the assumption of 
linearity.  By choosing τ  as the time to the first minimum of the mutual information 
between two elements in the reconstructed state vectors  the amount of new information 
each variable offers is maximised whilst avoiding complete decorrelation - the problem 
when τ is too large (Abarbanel et al.,  1993). However, there is no guarantee that there 
will be a  minimum to the average mutual information. The use of  average mutual 
information is also difficult to extend to spaces with three or greater dimensions as the 
first minimum of the mutual information between the first two coordinates is not 
necessarily equal to the first minimum of the mutual information between the second two 
coordinates (Grassberger et al. 1991).    
Comparisons between autocorrelation and mutual information as estimators of 'optimal  
window length' (defined operationally as the value giving the longest scaling region in 
calculations of D2), found that neither method gave results consistent with empirically 
determined 'optimal windows' (Martinerie et al. 1992) . The errors found varied according 
to the type of attractor being measured, and as EEG 'attractors' are unknown then it is 
impossible to calibrate either method to compensate for its weaknesses.  
Given these, and other, considerations, a number of researchers have doubted the wisdom 
of claiming an ideal method for calculating τ , (Grassberger et al. 1991, Casdagli et al. 
1992, Abarbanel et al., 1993).  
2.3 Limitations of dimensional analysis 
2.3.1 Data set size 
Data set size is a critical problem for the analysis of EEG and particularly ERP’s as the 
length of  interesting segments of the data can be less than 1 sec.  It might be thought that 
increasing the sample rate and thereby generating more data may solve this problem. 
Unfortunately, oversampling provides more data points but not more information, and so 
cannot help. A great deal of theoretical and empirical work has been devoted to the issue 
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of necessary data size. Eckmann and Ruelle (1992) produced a theoretical argument 
regarding set size N in correlation dimension calculation to show that : 
 N = 10D/2  
The expectation reported (Eckmann and Ruelle 1992) is that short time series will 
underestimate D2.   
In an exploration of nonstationary and small time series, Havstad and Ehlers (1989) 
showed that choice of the lag time τ became increasingly critical as data set size N 
decreases, effectively reducing the range of τ within which a scaling region develops. 
Nonetheless, Havstad and Ehlers (1989) calculated reasonably accurate values of D2  for 
an attractor of the Mackey-Glass equation (D2~7.0) with data sets as small as 50 points 
sampled sequentially from an original set of 12800 points of data.  Two further findings 
(Havstad and Ehlers 1989) are of particular importance. Firstly, the error caused by small 
N consistently leads to underestimation of the correct value of D2, - as demonstrated 
analytically by Eckmann and Ruelle (1992). Secondly, the variability of the D2 estimates  
between each of the separate small sets increases dramatically as set size decreases. Using 
the  Mackey-Glass equations Cerf and Ben Maati (1991,1995) found strong agreement 
between the theoretical and experimental values for D2 (~5) using as few as 2000 data 
points.  As with Havstad and Ehlers(1989), Cerf and Ben Maati (1991,1995) found that 
reduction in data size reduces the range of values for τ  that give scaling. 
The practical implication of the work done on necessary set size is that any set size that 
gives a saturated value for D2 is suitable for analysis, but that greater variability in D2 
calculated from small sets will increase the number of trials necessary to gather statistics. 
Furthermore setting a value for the parameter τ becomes increasingly critical as the 
amount of data diminishes, so one would expect a greater number of small data set trials 
to fail to show saturation of D2 given that optimally setting τ for every variable in every 
vector across all embeddings is infeasible. 
 
2.3.2 Stationarity 
Stationarity in a linear time series is normally defined as meaning, amongst other things, 
that the series has a stable mean and variance, regardless of which section of the series we 
analyse (Gottman 1981). More broadly, a stationary time series is one that does not 
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change in any of its important characteristics with respect to time. For attractor 
reconstruction the stationarity of the geometry of the reconstructed 'attractor' is at issue 
(Albano and Rapp 1992), imposing the condition that trajectories on the reconstructed 
attractor are uniformly distributed (Babloyantz et al. 1992). In other words, for calculating 
D2, one requires a data set from which to construct a smooth covering of the attractor, 
rather than  a data set that is stationary per se. With enough data points, this smooth 
covering will ensure that the probability of a trajectory traversing a section of the 
reconstructed attractor is the same as the probability of traversal on the 'original' attractor. 
Manuca et al (1998) developed a specific test for dynamical stationarity using cross-
correlation integrals to probe flows in the dynamics. Analysing subdural EEG from 
epileptics they demonstrated nonstationarity (bistability) which could be accounted for in 
their model by a single time varying parameter. 
The EEG is not generally considered a stationary signal, certainly not over the time scales 
that are analysed, which violates one of the assumptions underlying calculation of D2. It 
must be remembered though, that the Fourier transform also makes much the same 
assumptions as dimensional analysis: infinite stationary data, yet the FFT has routinely 
been applied to many signals. The standard approach to applying Fourier analysis to 
nonstationary data is the short-time Fourier transform, where overlapping data segments 
are analysed to give a time series of spectral measures. Much the same approach was 
taken by Havstad and Ehlers (1989) who tested a variant of D2 on shuffled sections of 
data of known dimension. Interleaved sets of 200 data points were used in the 
calculations, and tracking of the abrupt changes in (known) dimension was  demonstrated. 
The PD2i algorithm used in this thesis does not assume stationarity and published results 
indicate that it can track changes in dimension (Elbert et al. 1994; Skinner et al 1994). 
This claim is tested in the experimental section of this chapter.  
2.3.3 Noise 
Palus (1997) has demonstrated that noise affects scaling behaviour at small scales, driving 
the possible scaling region to the middle and larger scales. These larger scaling regions 
give rise to a relation between Lyapunov exponents estimates and the power spectrum. 
Palus hypothesised that a  similar relation between scaling length, noise levels and scaling 
regions will also exist for estimates of the correlation dimension. That is, at the practical 
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scaling regions, determined in part by the noise level, one is measuring information that is 
also available in the power spectrum.  
2.4 Application of dimensional algorithms to the EEG 
2.4.1 Introduction 
Dimensional analysis has been applied to EEG under a variety of experimental paradigms, 
and an exhaustive review is not given here (for reviews and references therein see 
Pritchard and Duke 1992b, 1995; Elbert et al 1994). Whilst the Taken’s embedding 
protocol has been most often used in the EEG literature, spatial embedding has also been 
used, most notably by the group led by Stam, (eg. Stam et al 1994,1995,1998). The 
properties of the two methods are not equivalent, but are considered so here without any 
material effect upon the general discussion and later conclusions. 
2.4.2 Reliability 
There have been no studies of the reliability of EEG dimension to date, however there are 
some published results that are informative (see Section 3 for a discussion of  reliability). 
Correlations of 0.81 for a split half design, and 0.67 for recordings separated by 2 years 
have been reported for eyes closed, resting dimension at the Cz electrode (Besthorn et al, 
1995). Group means for D2 in the first, tenth and twentieth minute of a recording session 
showed little variation in a study by Stam et al (1995). Schmid and Dünki (1996) 
developed a bivariate distribution based on D2 and the ‘unfolding dimension’, and 
claimed high intra-individual specificity with recordings made 14 days and 5 years apart. 
This result applies only to the bivariate data, not the D2 data on its own. The reliability of 
the D2 data(n = 10)  from the Schmid and Dunki paper was calculated for this thesis using 
a one-way random effects model intraclass correlation (SPSS 9.0 – see Section 3 for a 
discussion of intraclass correlations and reliability). Reliabilities were poor (<0.5) for any 
combination of the recording sessions.  
2.4.3 Perception 
Perception affects EEG dimension. One of the most basic discriminations used in EEG 
research, within subject comparison of eyes closed and eyes open, shows an increase in 
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D2 in the eyes open state (Mayer-Kress and Layne, 1987; Pritchard et al 1992b; Pritchard 
et al 1993; Stam et al 1996). Tactile perception increases dimension relative to visual 
perception (Lutzenberger et al 1992;Lutzenberger 1997), with dimension of  visual 
perception  of a moving stimulus higher than resting state dimension (Meyer-Lindenberg 
et al 1998).  
Whilst visual and tactile perception increase dimension, musical perception appears to 
reduce dimension. When trained musicians listened to (chaotically generated) melodies 
dimension reduced, whereas for untrained subjects dimension reduced when listening to 
(chaotic) rhythms (Birbaumer et al. 1995).  The authors hypothesised that  listening to 
music 'entrains' cell assemblies in the brain, the correlation dimension reflecting the 
number of independently active assemblies involved in the task,  a 'resonance' hypothesis. 
However, this hypothesis is not consistent with their own results showing that simple 
periodic and random modulation of pitch and rhythm had no effect on levels of 
dimension. 
2.4.4 Mental effort 
It has also been reported that mental effort increases dimension. A number of authors 
have found an increase in D2 when a resting subject performs simple maths operations 
(Rapp et al 1985,1990; Nan & Jinghua 1988; Micheloyannis et al 1998; Meyer-
Lindenberg et al 1998). Divided attention has increased dimension relative to selective 
attention, with both divided and selective attention generating higher dimensions than 
simple perception without task demand. (Mollë et al 1995). Thinking creatively generates 
higher D2 values compared to analytic thinking, with high divergent thinkers showing 
lower overall D2 compared to subjects who perform poorly on divergent thinking. (Mollë 
et al 1999).  
A greater frontal effect was found for imagining an object compared to just perceiving 
that object (Schupp et al 1994), a result not found in schizophrenics (Lutzenberger et al 
1995b).  
Changes in dimension between imagination and experience are not restricted to 
perception but have also been measured with affective events.  The active imagination of 
an affective event will increase D2 relative to experiencing the affective event itself in 
both normal controls and clinically anxious subjects(Aftanas et al 1994). However, whilst 
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for normal controls dimension during affective events, imagined or experienced, is higher 
than during  rest, clinically anxious patients do not show a difference in dimension 
between rest and imagined affect (Aftanas et al 1996).  
2.4.5 Sleep 
Dimension is lower during sleep compared to alert wakefulness (Gallez and Babloyantz, 
1991). In normal individuals stage 1 sleep shows the highest value of D2, with D2 
decreasing  monotonically through sleep stages 2 - 4. There is an increase in D2 during 
REM. (Roschke 1992; Roschke et al 1994; Babloyantz and Destexhe 1986,1987; Ehlers et 
al 1991). This monotonic reduction in D2 over sleep stages 2-4  has also been  found in 
clinically depressed patients, with the D2 value during some sleep stages significantly 
lower for depressives (stages 3,4), and schizophrenics (stage 2 and REM) than for healthy 
controls (Roschke et al. 1994). 
2.4.6 Pathology 
Alzheimer’s patients have been studied using EEG dimension, showing lower dimension 
compared to normal controls during resting eyes closed (Besthorn et al 1995). Stam et al 
(1994,1995) reported a similar reduced dimension for Alzheimer’s patients, though 
whether eyes open or closed was not given. The increase in dimension from eyes closed 
to eyes open that is seen in normal subjects, is smaller in Alzheimer’s patients (Pritchard 
et al 1994). Parkinson’s patients show similar but slightly smaller declines to Alzheimer’s 
patients(Stam et al 1994,1995). 
The dimension of epileptic discharges has also been investigated by a number of groups. 
Generally these studies have shown a lower dimension during ictal states (Lehnertz and 
Elger 1995; Frank et al 1989) though some of the studies reporting low dimensions for 
epileptic states have been methodologically flawed (eg. Babloyantz and Destexhe, 1986, 
1987; Stam et al 1998).    
2.4.7 Relation to evoked components 
Very little work has been done applying D2 to evoked potentials, probably because of the 
assumption of stationarity underlying the D2 algorithm. Rapp et al.(1990) calculated (a 
variant of) D2 for an auditory oddball task designed to elicit P300 ERPs. Higher values 
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were found for the nontarget tones in both the single trial and averaged waveforms. 
Molnar (Molnar et al 1995; Molnar 1999) has used the PD2i algorithm in comparison 
with the P300 and the mismatch negativity (MMN) waveforms. The method used for 
calculating the PD2i’s of the ERPs was similar to the grand- averaging approach: statistics 
were computed on the averaged values of PD2i’s calculated for multiple single trials. The 
stimuli were as per the auditory oddball paradigm. During the passive listening phase 
PD2i’s were lower compared to baseline when the stimuli, either standard or ‘odd’, were 
presented. During the task phase when subjects had to count the ‘odd’ tones, PD2i’s 
decreased on presentation of the target tone, i.e. concurrently with elicitation of a P300. 
This decrease was significantly greater than that seen during presentation of the target 
tone during the passive, ‘ignore’, condition. Increasing the task difficulty reduced the 
decrease in PD2i, as well as the amplitude of the P300. Topographical differences in PD2i 
response also emerged, Pz and Cz showing greatest effect. 
2.5 Re-evaluation of the dimension of EEG 
2.5.1 Introduction 
Almost from the outset, some authors cautioned against uncritical evaluation of the values 
obtained for EEG dimension(eg., Rapp et al 1985; Mayer-Kress and Layne 1987). 
Concerns were raised regarding difficulties in choosing parameters, and gaining sufficient 
‘good’ data, as discussed in previous sections. However, more fundamental difficulties 
arose which questioned the ability of the correlation dimension to distinguish determinism 
from noise, and the existence of significant nonlinearity in the EEG. These issues, and the 
response to them in the literature, are addressed below.   
2.5.2 Filtered noise and surrogate data 
When developing the correlation dimension Grassberger and Procaccia (1983) were 
motivated by a desire to distinguish stochastic from deterministic systems. However, it 
soon became apparent that making such a distinction was not a trivial exercise. Osborne et 
al (1986) showed that the correlation dimension could not distinguish between random 
and deterministic fractals, and extended this result to include the class of self-affine 
coloured noises  (Osborne et al 1989).    
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To test whether (EEG) dimension reflected true deterministic dynamics or was instead 
measuring filtered noise, a number of authors (Osborne et al 1986; Theiler 1990; Schiff 
and Chang 1992; Provenzale et al 1992; Theiler et al 1992) introduced the use of 
surrogate data.  Surrogate data techniques allow for the testing of specific hypotheses 
rather than the making of general claims about nonlinearity or chaos. The basic idea is to 
create a set of realisations (surrogates) of the natural time series such that the time series 
and its surrogates differ in only one respect.  The null hypothesis is that this manufactured 
difference between the time series and the surrogate data is a critical component of the 
time series structure.   A discriminating statistic, such as the correlation dimension, is then 
calculated for both the experimental time series and its surrogates and comparison made 
for significance. For example, assume the claim that the D2 algorithm is measuring 
something in the temporal structure of the EEG. A set of surrogates is generated from the 
EEG recording by randomising the data points, the ‘shuffle’ test of Brock and 
Sayers(1988) to give a set of surrogates that have the same amplitude distribution but lack 
whatever temporal structure, if any, there was in the EEG. Assume D2 is applied to both 
data sets and gives the same value. Whatever D2 was measuring in the EEG cannot be the 
result of temporal structure, ie., cannot be the result of the dynamics.  
Surrogate data can take many forms, depending on the hypothesis to test, but the 
following example illustrates the most common method used in EEG research. Theiler 
and Rapp(1996) tested the hypothesis that the EEG  is consistent with a model of linearly 
filtered Gaussian noise. Surrogates were generated by taking the Fourier transform of the 
EEG, randomising the phases , detrending endpoints to avoid some artefacts of the 
Fourier transform, then inverting the transform to produce surrogates with the same power 
spectrum as the EEG but without any of the information contained in the phase ie., any 
determinism in the data was lost. The null hypothesis was rejected at the 5% level, but 
only after considerable freedom in the application of the correlation integral method. The 
authors concluded that “We have not, by any means, ruled out the possibility of chaos: we 
have simply failed to find good evidence for it”. Similar results using surrogate data have 
been reported for  D2 and epileptic EEG (Theiler 1994), and for D2 and normal EEG 
(Palus 1992 ; Schmid and Dunki 1996; Lopes da Silva e al 1997), though in the Schmid 
and Dunki  study a combination of D2 and the ‘unfolding dimension’ did provide 
discrimination between EEG and surrogates.  
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In contrast to the results mentioned above, a number of authors have found significant 
differences between the dimension of EEG and surrogates (Pradhan and Sadasivan 1996; 
Meyer-Lindenberg et al 1998; Stam et al 1995; Meyer-Lindenberg 1996; Micheloyannis 
et al 1998). Lutzenberger et al (1992), reported that one of their recording conditions did 
differ from phase randomised surrogates, though others did not.  
However, the surrogate testing method is not without critics. Using D2, Pradhan and 
Sadasivan(1996) found that surrogate testing discriminated coloured noises and mixed 
sine waves from random phase surrogates. In other words, some linear systems were 
identified as nonlinear. They concluded that use of  surrogates to validate nonlinearity 
identified by the correlation dimension was only valid for low-dimensional systems (D2 
<=3). Using three tests for determinism (not D2) Chang et al (1995) found that surrogate 
testing only discriminated the deterministic signal from its surrogates at noise levels of 
about  50% or less. Artefacts introduced by ‘near-periodicity’ (Cerf et al 1999) in signals 
are absent in their phase shuffled surrogates, which could lead to false identification of 
determinism. Similarly, a slowly decaying autocorrelation curve, i.e. that fails to approach 
0 for the length of the time series, will also tend to ‘fool’ surrogate data tests (Theiler et al 
1993).  
It is clear that not all EEG segments can be distinguished from random processes based on 
comparison of the correlation dimension of EEG and surrogates. This may be because the 
EEG is actually  stochastic, or it may be that the EEG is deterministic but embedded in a 
high noise environment. The results from the use of surrogate data have been somewhat 
equivocal, and rather than search for new surrogate methods it is perhaps appropriate to 
consider looking for simpler explanations of EEG phenomena that correlate with 
dimensional estimates, an approach taken later in this chapter. 
2.5.3 Nonlinearity without chaos 
In Section 1 it was mentioned that nonlinear interactions had been recorded using 
bicoherence analysis of EEG (Shils et al 1996; Schiff et al 1995). This section considers 
evidence for nonlinearity in EEG that has been motivated by analysis of EEG dynamics. 
In a series of articles Palus (1992,1995;1996a,b) reasoned that it might be easier to test for 
evidence of any nonlinearity rather than for chaos specifically. Palus derived a number of 
measures from information theory, namely coarse grained entropy and redundencies (an 
n-dimensional extension of  mutual information).  The coarse grained entropy of EEG 
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was consistent with a linear Gaussian process (Palus 1996b). Whilst the initial work using 
redundencies (Palus 1992)  did not detect nonlinearity in EEG, a more involved study 
(Palus 1996a) was consistent with a model of EEG as generated by a noisy, random, 
nonstationary distribution of deterministic oscillators having randomised parameters.   
Kaplan and Glass (1992) developed another test for determinism which considers tangents 
to the trajectories in phase space. The average of all the tangents passing through a box in 
the phase space is a measure of determinism, called Λ. For random signals the trajectories 
will cross the box at all angles, and for a sufficiently large enough number tend to sum to 
zero. By contrast, deterministic signals will generate reasonably aligned trajectories and Λ 
will approach one. Glass et al (1992) did not find any difference between EEG and a 
surrogate generated using phase-randomisation of the Fourier components. However, 
using the same algorithm Mühlnickel et al (1994) found significant differences in 
‘determinism’ between the EEG of  apallic patients (essentially comatose patients) and 
normal controls, as well as between the EEG and its filtered noise surrogates. 
Another sign of nonlinearity is time asymmetry, which Stam et al (1999) found in 
periodic complexes – an EEG variant found under cases of extreme pathology such as 
Creutzfeld-Jacob disease or stroke. However, there was no saturation of D2 curves and 
Stam et al (1999) concluded the signal was of too high a dimension to be resolved with 
D2. Casdagli et al (1997) found evidence for nonlinearity when comparing the correlation 
integrals of subdural electrodes in epileptics with phase randomised surrogates. 
Nonlinearities were present in interictal, ictal and postictal states, and interpreted as signs 
of high dimensional chaos. Pezard et al (1996) used a method of nonlinear prediction and 
entropy calculation on EEG. Comparison with surrogates indicated the presence of 
nonlinearity 
2.5.4 Dimensional complexity and cell assembly numbers 
Given the problems with accurately estimating dimension (or determinism) in noisy time 
series, many authors weakened the interpretation of EEG dimension away from the strong 
interpretation of low dimensional chaos in the EEG (see Pritchard and Duke 1992a for a 
discussion). The weakest interpretation has been that dimension is just another 
discriminating statistic, albeit one that offers new and additional discriminations not 
previously available using linear statistics (eg., Lutzenberger et al 1992). In finding that 
dimension offers different discriminations than the power spectrum all authors have only 
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considered power spectra aggregated into the traditional bands: alpha, beta, theta, and 
delta. However, there is no apriori reason why dimension should partition the power 
spectrum according to the rules of clinicians, and other methods of investigating spectral 
power  may be appropriate, as will be discussed later in this chapter.  
The most widespread interpretation of EEG dimension is that dimension indexes the 
relative difference in complexity of the EEG between conditions. ‘Complexity’ is usually 
not well defined and left as an intuitive concept. The most explicit interpretation has been 
that of Lutzenberger and colleagues (Lutzenberger et al 1995a), who claim that dimension 
is a monotonically increasing  function of cell assembly number. The Lutzenberger et al 
(1995a) interpretation sidesteps the difficulties in justifying a low-dimensional chaotic 
interpretation of EEG dimension whilst retaining the interpretive position of dimension as 
an index of organisational complexity. 
2.6 Experimental studies 
2.6.1 Introduction 
This section contains the following studies into  the behaviour of PD2i and D2.  
Study 1: Accuracy and robustness of Dimension with respect to changes in lag time 
Study 2:  Application of PD2i to nonstationary time series made from concatenated 
stationary subepochs. 
Study 3: Localising PD2i in time 
Study 4: The Dimension of rapidly changing time series 
Study 5: Dimension and cell assembly number 
Study 6: PD2i and instantaneous amplitude. 
Study 7: EEG dimension and amplitude modulation of the 10-18 Hz band in ERPs. 
 
In the first study the accuracy of both the D2 and PD2i algorithms is tested using three 
data sets with known dimension. PD2i has been promoted as a sensitive indicator of 
nonstationarities and studies 2 and 4 test this claim using  short data sets concatenated to 
form a nonstationary time series. In  study 3 the temporal accuracy of the PD2i algorithm 
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is analysed.   Local dimensional estimators tie each estimate to a particular reference 
vector. The time of the estimate can be taken from the reference. Temporal ambiguity 
arises as the reference vector has a ‘duration’ equal to the embedding dimension 
multiplied by the lag multiplied by the sampling interval. For example, if the data is 
sampled every 2 msecs, with a lag of 10 and an embedding of 10, then there is a 
difference of 200msec between the first and last components of the reference vector. 
Study five tests the claim that dimension  is relative to cell assembly number and 
therefore indexes cortical co-operativity. In studies 6 and 7, the relation of the PD2i 
algorithm to the power spectrum is shown. 
2.6.2 Study 1: Accuracy and robustness of Dimension with respect to changes in 
lag time 
In this study PD2i and D2 are considered with respect to time series derived from a  noise 
generator, the Lorenz series, a sine wave, and ERPs  drawn from a working memory 
experiment.   1500 point time series are analysed, very short for accurate estimation of 
dimension, but of the order of the length of time series encountered in EEG, and within 
the range reported on in the literature. 
Methods 
10,000 point  Lorenz, sine, and noise, time series  were constructed. Lorenz data  was 
generated using a routine supplied with the PD2i software with an integration step of 
0.01.  Sine waves were generated in MATLAB with a sampling rate of 500Hz.   Noise 
data  was generated by an evoked response simulator (Bach et al 1983),  amplified 20,000 
times using Grass P511K preamplifiers and filtered with a linear bandpass filter, (0.01 to 
100Hz,  6dB per octave) A 50Hz notch filter was used. The analogue data were digitised 
with a Data Translation 2821 at a sampling rate of 500Hz. Single trial ERP data from the 
Cz electrode was recorded during a delayed response task (Geffen et al 1997), using the 
electrocap system and referred to linked ears. The site was prepared by abrasion and 
electrode gel until the impedance remained below 5K-ohms.  The signal was filtered with 
a linear bandpass filter, (0.01 to 100Hz,  6dB per octave) and a 50Hz notch filter and 
digitised with a Data Translation 2821 at a sampling rate of 500Hz. Data from 15 subjects 
was considered.  The first 1500 points of data were chosen for each trial. It is worth 
noting that the ERPs are not used in their time locked or averaged sense, but are used as 
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single trial examples of electrical activity at the scalp. Hence for the studies in  this 
chapter the terms EEG and ERP  are used interchangeably.  Noise, Lorenz and sine wave 
data were used as they represent data with known dimension.  
All data was scaled to have mean of zero and a range of approximately plus/minus 100. 
For both algorithms, D2 and PD2i, dimension was calculated for lags 1-12,15,18,21,36. 
D2 was calculated  using MTRCHAOS (Rosenstein 1994). The  procedure for using 
MTRCHAOS was as follows:  D2 was calculated for even numbered embeddings from 2 
–20 incorporating the correction for autocorrelation developed by Rosenstein et al (1994). 
Starting with the smallest embedding, saturation was accepted where a scaling region 
appeared across three consecutive embeddings with a range in D2 of +/- 10% . The final 
value of D2 was the average across the three embeddings. MTRCHAOS requires visual 
selection of the scaling region by the experimenter, which has implications for 
experimenter bias.  A comparison of the scaling regions chosen by two researchers in our 
laboratory is mentioned below  and indicated no significant bias.  PD2i was calculated 
using software supplied by Totts Gapp Laboratories (1994) . Embedding dimension was 
set automatically by the software with a maximum  embedding dimension of 12.  
Results  
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Figure 2-2 Comparison of the response of D2 and PD2i to changing lag. 
Dimensions are for single 1500 point  time series drawn at random from the data sets 
described above.. For clarity of presentation the results for the noise data are not shown, 
but are discussed below. 
 
Both algorithms accurately represent the dimension of the sine wave, D2 slightly 
overestimating ( D2 =  1.09 ) and PD2 underestimating ( D2 =  .93 ). For the Lorenz data 
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both algorithms were within 10% of the true dimension  of 2.06 for lags 8 - 21. D2 was 
consistently more accurate, with PD2i always underestimating the dimension of the 
Lorenz attractor (Mean D2  = 2.00; mean PD2i = 1.91).  For the EEG data the ‘correct’ 
dimension is unknown. Both algorithms show a stable estimate for lags from 9 – 36, with 
D2 showing a much higher dimension across that range (Mean D2  = 7.46 ; mean PD2i = 
4.0). Unlike PD2i, D2  (correctly) failed to show saturation for the noise data. Mean PD2i 
for the noise data was 5.7, with little variation across lag time. The noise data was filtered 
which has been shown to lead to false saturation. It must be noted that PD2i rejected 
between 50% and 80 % of the data as noise, far in excess of that for any other series.  
Discussion 
 PD2i is no more sensitive to lag changes than D2, and both algorithms are quite 
accurate across a broad range of lags, given the short length of the time series involved. 
PD2i does not appear to be as accurate as D2 but is still reasonably accurate, with the 
proviso that PD2i characterises noise data as deterministic more easily than D2, but by 
monitoring the amount of data rejected this is unlikely to pose a problem. Both algorithms 
maintained the relative ordering of the dimension of the time series across all lags, 
although at the highest lag discrimination between the EEG and Lorenz series became 
quite small as loss of structure in the over-embedded Lorenz series inflated the Lorenz 
dimension. Higher lag values do not appear to over-embed the EEG series, probably 
because the EEG already approximated noise with a dimension that has more or less 
reached asymptote.  
2.6.3 Study 2:  Application of PD2i to nonstationary time series made from 
concatenated stationary subepochs. 
Methods 
Nonstationary time series were constructed by concatenating epochs of the sine, noise, 
single trial ERPs, and Lorenz data described above. Surrogate data was generated from 
each single trial ERP by taking the FFT, randomly permuting the phase information then 
taking the IFFT. All data was scaled to have mean of zero and a range of approximately 
plus/minus 100. 
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 Two sets of fifteen time series each were constructed by random selection of  1850  
points of noise, 1670 points of sine and 1500 points of Lorenz data. EEG's were selected 
as the first 1610 points of the single trial ERPs  from 15 subjects, and surrogates 
generated.  Set one concatenated the time series in the order  Noise, Sine, EEG, Surrogate, 
EEG, Lorenz. Set two used the order EEG, Lorenz, Sine, Surrogate, Noise, EEG.  In each 
case the Surrogate was generated from the preceding EEG and the second EEG was from 
a different subject than the first. Noise, Lorenz and Sine data did not change for any of the 
series in both sets. Amplitude changes across boundaries  were kept within the natural 
range of adjoining sets, normally + / - 10 units.   By the time all fifteen series were 
generated for each of the two sets, EEG’s from all subjects had been used in each 
position. Therefore, the amount of information in each set was the same, only the 
concatenation order differed. Both sets comprised 15 different time series of 9,850 data 
points each.  
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Figure 2-3 Example time series formed by concatenating subepochs  from known 
sources to form a nonstationary time series. 
PD2i’s were calculated for lags 1-12,15,18,21,36 for each of the fifteen series in the two 
sets. PD2i’s were then averaged within each set for each lag and subepoch means 
calculated.(figure 2.4). 
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Results 
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Figure 2-4 Mean PD2i  for lags 1-36. 
Each subepoch mean was calculated for a central block beginning and ending  400 points 
from the boundary, a distance greater than one window width for the largest window 
used. There were no effects of subepoch order, both data sets giving almost identical 
results for subepoch means. Only results from one set are given here.  
 
Concatenating the data increased the dimension for all the data sets compared to the 
results reported in study 1 (table 2.1). The Lorenz series proved most sensitive to lag time,   
Lorenz PD2i’s are within 5% of the correct value of 2.06 only for lags 2-5 inclusive. A 
number of samples of Lorenz data were tried with the same qualitative result, a gradual 
increase in dimension with increasing lag.  In the worst case (not shown here), the 
dimension of the Lorenz series exceeded the EEG and Surrogate dimensions after lag21.  
Note that the surrogate data generated by phase permutation  is lower than the EEG at all 
lags, a result also reported in Schiff and Chang(1992). This contrasts with the method of 
generating surrogates using random phase, where EEG dimension increases for the 
surrogates. Using the random phase substitution method with a lag of 9,  surrogates  in  
set 1 had a mean PD2i of 6.52 compared to 4.56 for the shuffled phase surrogates.  
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Table 2-1 Comparison of PD2i between baseline data sets and concatenated 
subepochs 
Baseline corresponds to the values from study 1. Embedded corresponds to the 
mean(across lags 8-21) of the middle 400 points of the concatenated subepoch.   
 
 BASELINE EMBEDDED 
noise 5.7 8.6 
EEG 4.0 4.9 
Sine .92 1.1 
Lorenz 1.9 3.15 
  
It is worth noting that substituting  random phases into set 1 destroyed the local variation 
in the reconstructed geometry and so even if the mean PD2i’s had been the same for 
surrogate and raw data, the time course of the PD2i would have still distinguished the two 
sets. This result demonstrates an advantage local dimension estimators have over global 
estimators which do not show a time course, and hence can only distinguish surrogates 
from data on the basis of  measures of central tendency.  
Discussion 
PD2i preserves the relative differences in dimension across the various subepochs of the 
time series. It is, however, disturbing to note the consistent increase in the estimate of the 
Lorenz  dimension. For lags 8-21 on a 1500 point Lorenz series by itself, PD2i 
underestimated the Lorenz dimension with a mean of 1.91 ( range = 1.87 - 2.03). 
However, when the same Lorenz data was embedded into the concatenated time series the 
dimension rose, giving a mean of 3.15 ( range = 2.62 - 4.03). Therefore the dynamics of 
surrounding epochs influences the dimension of a stationary epoch. This result stands in 
contrast to the results reported by Elbert et al (1994) and Skinner (1994). It appears that 
Skinner and Elbert et al  used variable ‘sampling rates’ for each subepoch in their 
experiments so that they could effectively optimise τ for each subepoch (Skinner , 
personal communication). This practice is clearly not possible for EEG's where 
optimising τ  in the absence of a known dimension is not possible,  and objective judging 
of subepoch boundaries implies a knowledge of that which is being sought, that is, a 
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knowledge of the dynamics. However the consistent rank ordering of the dimension of the 
different series does hold open the possibility for comparison of the relative dimension  
between time series.  
2.6.4 Study 3: Localising PD2i in time 
Introduction 
This study considers the precision with which PD2i locates a dimensional estimate. The 
more precise the estimate of dimension, the greater our understanding of the underlying 
system. Furthermore if PD2i is compared to grand-averaged ERPs then it is important to 
know precisely the time at which PD2i is measuring the time-locked point from which 
averaging is constructed.  However there is ambiguity regarding the precise time to which 
any local dimension estimate  refers. This is due to the method of delays used to 
reconstruct the system state space, where each m-dimensional vector provides a window 
onto the system dynamics with a duration equal to (m-1)*τ , where m is the embedding 
dimension and τ  the lag time between vector components. The window length 
corresponds to the distance between the first and last components of the vector. Typically 
the local dimensional estimate is given at the time of the first component of the reference 
vector, however  it has been proposed that the last component of the reference should be 
given as the time as it is this component that probes any changes in the dynamics first 
(Molnar 1995). In the PD2i software used for this paper, scaling of PD2i is calculated as 
the average of the first four embeddings to show scaling behaviour, beginning with an 
embedding dimension of 1 and incrementing until the embedding dimension reaches 12. 
This introduces a further ambiguity into the localisation.  Four reference vectors are used 
to compute the four embeddings and whereas the initial component of each reference is 
the same, the final component differs for each of the four references. The initial 
component of the reference is given by the software as the time of the dimensional 
estimate. 
In practice, the PD2i response to the boundary between the concatenated stationary 
subepochs of  the time series used in study 2 was indicated by an abrupt increase in 
dimension, a 'spike',  prior to the actual boundary position, (figure 2.3). This made it 
possible to  investigate the precise temporal location of PD2i by comparing the actual 
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boundary, known  from the construction of the data, with the measured boundary, taken as 
the location of the spike. 
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Figure 2-5 PD2i’s for  nonstationary series 
Boundaries between the subepochs are clearly indicated by abrupt increases, or ’spikes’,  
in the data, the  one between Sine and EEG(a) indicated with an arrow. PD2i  indicates 
each local estimate as a point and so the estimates initially appear as a long ‘cloud’ of 
points . As some points do not meet the criterion for a determined dimensional estimate  
there are missing values, especially for noise segments. To aid in  visualisation cubic 
spline interpolation between data points is made, though no interpolation is used in the 
analyses. Figure 2-5(a) PD2i’s at lag 3  Figure 2-5(b) PD2i’s at lag33. The greater 
window width at lag33 introduces a smearing of the boundary. 
Methods 
Time series and methods as described for study 2 with the addition of two methods used 
to calculate the boundary onset. The simplest method was to calculate the distance from 
the maximum value of the spike to the true boundary. However, 'smearing' of the 
boundary (figure 2.5b) shows that the algorithm registers the new dynamic prior to the 
maximum value of the spike. To calculate this early registration of the dynamic change 
the subepoch mean was calculated from the central 400 PD2i’s of the subepoch, thereby 
avoiding any possible window effect.  A count was made backward from the ‘true’ data 
boundary. The time point at which the boundary ‘spike fell consistently below 3 standard 
deviations  above the subepoch mean was considered to give the time at which the 
algorithm registered change. The motivation here was to consider whether the onset of 
recognition of a new dynamic was gradual or abrupt, and avoid confusion between  a 
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large variation (possible with the EEG data) and boundary onset. In practice ambiguity 
was rare, and in only 3 of 120 boundary measurements(at lags 33 and 36) was there any 
ambiguity of onset time. Typically a number of regions of the subepoch lay  greater than 2 
standard deviations from the mean but only a region continuous with the time of the data 
boundary  remained above 3 standard deviations.  
Boundary onset was calculated for lags  1-12, 15, 18, 21, 36 (figure 2.6a), and as the 
window was assumed to influence boundary onset boundary onset is also given as a 
function of lag (figure 2.6b). 
Results 
Figure 2.6a shows an increasing trend for distance as a function of lag time. A linear fit 
was made to each data set and the slopes of the lines differed significantly (F=3.885 Df 
5,108, p<.003), with  the Lorenz-Sine boundary showing significant nonlinear variation. 
If there were a particular relation between lag time or embedding dimension and distance 
from the boundary, the slopes of the lines should not significantly differ. It might be 
argued that in natural data abrupt shifts in dynamic, such as going from sine to Lorenz, 
are unlikely, and hence the experimental construct obscures the relation between lag time 
and boundary. To test this the boundaries with the greatest differences in dimension 
between the epochs were excluded : sine-EEG, Lorenz-sine, sine-surrogate, and the 
boundaries EEG-surrogate, surrogate EEG, EEG-Lorenz were considered. With this 
reduction in data neither the slopes nor the y-axis intercepts differed significantly 
(F=1.86,Df 2,54, p=.16 and F=3.04, Df 2,56 p=.055 respectively) The pooled slope was 
6.73, the intercept 10.87.  
Dividing the distance from the boundary by the lagtime (figure 2.6b) allows for  
consideration of the relation between window width and the boundary  location. Large 
variability is clear from the figure, and  constraining the lag times to smaller ranges eg 2-
9,9-12, 12-18, did not improve the clustering of values.  
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Figure 2-6 Distance of  Reference vector to Data boundary. 
Boundaries including Noise subepochs were excluded due to ambiguity between the high 
dimensional noise data and the high dimensional boundary spike. Included are 
boundaries between Sine and EEG data (Sine-EEG1) , EEG and Surrogate data (EEG1-
Sine), Surrogate data and EEG (SUR-EEG2), EEG and Lorenz (EEG-LOR) , Sine and 
Surrogate (SIN-SUR), and Lorenz and sine (LOR-SIN). (a) Raw scores in number of  data 
points for each boundary as a function of lag time. (b) Distance to boundary divided by 
lag. The box encloses the 25th to 75th percentiles, with the median marked by a line, the 
whiskers show the range, which is very broad for all boundary types. If there is a relation 
to embedding dimension then the distance to the boundary divided by the lagtime should 
cluster about a fixed value  for each type of boundary. A small value implies the window 
has had to probe further into the new dynamics to register a change, a large value implies 
that the new dynamic has been detected with only a small portion of the window. The 
largest possible value is 11.00 where just the leading component of  a 12-dimensional 
window has entered the new dynamic.  
 
The Surrogate - EEG boundary was relatively stable at 7.9 for lags 7-30, yet that was not 
the case with EEG- surrogate boundary, once more highlighting the influence of 
surrounding dynamics on the behaviour of PD2i at a particular time. Given the principal 
concern is the application of PD2i to EEG and comparison with grand averaged ERP’s, 
only the boundaries EEG-surrogate, surrogate EEG and Lorenz-EEG were considered, 
where the dimensional values are consistent those reported in the literature for EEG and 
ERP’s. This restriction gave a mean value of distance divided by lag of 8.056 ,(s.d. 
1.35,s.e.0.189, 95% C.I. 7.676 - 8.435).    
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The simpler definition of boundary as the maximum of the region just prior to the 
boundary, that is the peak of the ‘spike’ was also used. Once again considering only the 
EEG-surrogate, surrogate EEG and Lorenz-EEG  boundaries from lags 2-30, this 
produced even greater variability , with a mean distance/lag of 4.34,(s.d.=2.34,s.e. = 
.3281, 95% CI=3.68 - 5.00). 
Discussion 
The results  indicate the difficulty specifying a precise temporal location for any particular 
PD2i . Presumably  the nature of the change in dynamics affects the rapidity with which 
PD2i detects that change. However, in the data presented here there is no clear relation 
between the dynamic types across a boundary and the point at which that change is 
recognised.  Nor is there a clear relation between increase or decrease in dimension across 
a boundary  and stability of boundary detection , although the range is slightly reduced for 
transitions from high dimension to low dimension rather than transitions from low to high 
dimension.   Restricting the data to EEG-surrogate, surrogate EEG and Lorenz-EEG  
boundaries, the temporal location of PD2i can be given as the time of the first component 
of the reference vector plus 8* the lag time. Assuming the embedding dimension ranges 
from 9-12 for dimensionalities of the order found,  then the algorithm requires at least one 
component of the smallest window to have entered the new dynamic before this dynamic 
is registered. The results indicate that a clarification must be made to Skinner’s claim that 
the time of the PD2i estimate should be given as the last component of the (largest?) 
window.  The time of the estimate, at least where EEG is analysed, is more likely to be 
the time of the last component of the smallest window. Maximum response occurs when 
half the smallest window has entered the new dynamic, though the greater variability 
makes the spike maximum an unreliable indicator of boundaries between discontinuous 
dynamics.   
The exit from one dynamic into another was abrupt, as the initial component of each of 
the four windows is identical and therefore they all exit the previous dynamic at the same 
time. This is not useful for natural data however, as the time of transition to a  new 
dynamic is unknown. The results regarding localisation must be tempered with the 
knowledge that a high degree of variability is encountered with the data. One of the 
reasons for this variability is that there is no mechanism for constraining the choice of 
embedding dimension, the algorithm automatically chooses the first four dimensions to 
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show scaling. This is an advantage where the expected PD2i values are unknown, but a 
disadvantage where temporal accuracy is desired.  Depending upon local variation in the 
reconstruction it is quite possible to have embeddings of 9-12 or 7-10 for a PD2i of 5.3. 
Constraining the embedding dimension to a user determined range, which for EEG 
/ERP’s would tend to be in the 9-12 range, would improve temporal accuracy.   
2.6.5 Study 4: Dimension of rapidly changing time series 
The first two studies demonstrated that PD2i is a reasonable estimator of dimension for 
long stationary sets. Furthermore, for concatenated nonstationary sets PD2i maintains the 
relative differences between the dimensions of the subepochs over a wide range of lags. 
The temporal localisation of any particular PD2i estimate is however ambiguous due to 
the windowing of the data. In this respect PD2i shares a problem common to other 
windowing techniques such as the Short-time Fourier transform. However, it is not clear 
how PD2i will behave when changes to the time series are of the order of the window 
width or smaller.  Consequently this study considers the performance of PD2i on 
concatenated series where the subepoch length is shortened to lengths of from 25 to 200 
data points. At the sampling rate used here this corresponds to times from 50 to 400 
msecs, well within the ranges expected of mental processes.   
Methods 
A control sequence of Lorenz data was constructed by concatenating ten 200 point 
subepochs of Lorenz data taken at random from the 10,000 point sequence. 3400 point 
time series were also constructed, with 200, 100, 50, and 25 data points per subepoch 
using  EEG, Lorenz and sine data. EEG data was taken from the first 200 points of 9 of 
the series used before. Each new time series had components in order: EEG1 Lorenz 
EEG2 Lorenz EEG3 Lorenz EEG4 sine EEG5 EEG6 sine Lorenz EEG7 EEG8 Lorenz 
EEG9 Lorenz. The first series used 200 point subepochs in the order shown. The second 
series was constructed by removing the last 100 points of each 200 point subepoch and 
appending it to the end of the series to give the string of components above repeated twice 
but now with 100 point subepochs. Similarly the 50 point and 25 point series gave the 
component string 4 and 8 times respectively, so that each of the series contained exactly 
the same information though differently dispersed.  The EEG segments were permuted to 
give 9 realisations of each of the 200,100,50 and 25 point subepoch series. PD2i’s were 
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calculated  for the 9 realisations of each set using lags 2,-12,15,18,...36, then averaged 
within each lag. 
Results 
The control sequence of Lorenz data shows an increasing smoothness as the lag, and 
hence window width is increased (figure 2.7). Furthermore there is a consistent increase 
in dimension as lag increases. 
lag3 (mean = 3.5)
lag2 (mean = 2.0)
lag6 (mean = 4.4)
Time  
Figure 2-7 Lorenz Control sequence constructed from 200 point subepochs 
Grid lines are placed at each segment boundary.  
 
At lag 2 a sharp spike was visible  at the boundary but this spike disappeared by lag 3 and 
the large variability in the data disappeared by lag 6 where the mean PD2i was 4.4. 
Concatenation inflated the dimensionality in comparison to the results of study 2 where 
PD2i estimated the dimension of the Lorenz attractor as less than 1.9 for lags 2-8.  As 
maximum window width at lag 6 is 60 points the lack of  boundary spikes is unlikely to 
be solely an effect of smearing of the boundary. 
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The concatenated epochs of Lorenz, EEG, and sine wave data also showed an increase in 
dimension with increasing lag (figure 2.8). 
la g 1 5  ( m e a n  =  6 . 1 )
la g 6  ( m e a n  =  4 . 9 )
la g 2  ( m e a n  =  4 . 0 )
T im e  
Figure 2-8 200 point subepoch series  for lags 2,6, and 15, 
Data is filtered using the weighted average of 13 nearest neighbours (Graphpad Prism). 
Grid lines represent the 200 point boundaries. Ideally each subepoch should be 
represented as a fairly flat line segment as is the case with the sine subepochs. The 
overall  mean increases with increasing lag as per the Lorenz controls. 
 
Ideally the algorithm should accurately track subepoch values with clear boundaries. 
Given that this is not the case, though the sine subepochs are well identified, can the 
algorithm track relative differences between subepochs?  The  data at lag 6 was viewed in 
more detail (figure 2.9).  
la g 6
m e a n  =  4 . 9
S S
T im e  
Figure 2-9 Dimension of 200 point subepoch data at lag6. 
Trace is the spline interpolated data smoothed with a weighted average of 5 nearest 
neighbours. Grid lines represent 200 point epoch boundaries 
 
In the data for 200 point epochs at lag6 movement in the dynamics represented by the 
PD2i series  follows a pattern of oscillation between  high and middle dimensional states 
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with the sine segments well represented by  two very low ‘dips’ in the dimensionality. 
However, there was  a reversal of relative values between Lorenz and EEG data, with the 
highest values of PD2i corresponding to the Lorenz series, the middle values to the EEG 
series. This reversal  of relative values was most easily seen by comparing the segment 
immediately prior to the first sine segment with the segment after the second sine wave. 
The first segment corresponds with EEG data and the second with Lorenz data, yet the 
dimension for the Lorenz data is higher than that for the EEG data. Adjusting for temporal 
localisation (see above) does not improve the accuracy of the representation. 
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Figure 2-10 Smoothed PD2i for  epochs of length 100, 50  and 25 . 
The data is smoothed in Graphpad using the weighted average of 5 nearest neighbours. 
15 Hz sine epochs marked by an ‘S’. Grid divisions correspond to respective epoch 
lengths for that series.   
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 The behaviour of PD2i in response to segments of 100, 50 ,and 25  data points is seen in 
figure 2.10. All series clearly demonstrate oscillation between states but , excepting the 
sine wave data, the accuracy of the relative representation of any particular epoch is poor 
with epoch lengths of 100 (figure 2.10 a) and 50 (figure 2.10 b). The representation for 
epochs of length 100 mirrors that produced with subepochs of 200 points including the 
transposition of relative dimension between EEG and Lorenz subepochs. 
Once again adjusting the time of estimate for window width does not make the 
representation more accurate. For epochs of 50 points duration  the sine data starts exactly 
at the same point as the data itself. Extrapolating this to the EEG and Lorenz segments  
gives subepoch means that accurately reflect the relative difference in  dimension. 
However, if adjustment for window effects is made then the trace is not reflective of the 
underlying series. For length 25, once again the relative dimensions of EEG and Lorenz 
data are reversed.  
Discussion 
This section assumed a model of brain  dynamics where rapid changes between stationary 
states are reflected at the scalp voltage. Using data sampled at 500 Hz concatenated states 
of between 400 - 50 msecs in duration were investigated. It was shown that PD2i  cannot 
accurately measure the changes in dimension between concatenated epochs of  data of the 
order of the lengths used here. In the simplest case, where interest is solely in recording 
state changes, regardless of  direction of change, lagtimes above 3 obscured state changes 
of 25 points duration, above lag 6 obscured state changes shorter than 50 points, and 
above lag12 for durations of 100 points and lag 24 for duration s of 200 points. In other 
words there is a relation whereby 8* the lagtime is the smallest stationary subepoch that 
can be recognised by the algorithm. This is equivalent to the width of the window with a 
9- dimensional embedding. This is to be expected and is in accordance with Skinner et al 
(1994). In the context of EEG research this means that PD2 cannot track state changes 
where those states are stationary in the order of 400msecs (for a 500Hz sample rate as 
used here) or less.  
The window width limitation placed on stationarity becomes critical given the 
inconsistent response of the algorithm to changes smaller than the window: relative values 
are reversed in some instances and accurate in other instances.  This means that for 
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natural data such as EEG or ERPs, where there is no apriori knowledge of the dynamics, 
PD2i cannot be used to compare across conditions. 
2.6.6 Study 5: Dimension and cell assembly number 
It is possible that certain sections of EEG may prove to be stationary across times that are 
of the order necessary for the PD2i algorithm to be relatively accurate. It is therefore 
important to consider whether postulated interpretations of PD2i and D2 for such series 
are justified. In one explicit interpretation of EEG dimensionality, Lutzenberger and 
colleagues have claimed that dimension is a monotonically increasing function of the 
number of independent cell assemblies producing the EEG (Lutzenberger et al., 1992, 
1995a). Lutzenberger et al (1995a),  assumed that independent cell assemblies oscillate at 
incommensurate frequencies, frequencies whose ratio is an irrational number. They 
proposed that the  number of  incommensurate frequencies within the EEG is directly 
related to the number of  assemblies producing the EEG  signal, and then demonstrated by  
simulation that dimension  indexed the number of incommensurate sine waves in a signal 
comprising a simple sum of sines plus noise. A significant finding was that very small 
data sets still maintained relative differences in dimension.  
Evidence for the formation of independent cell assemblies comes from the observation of 
phase locking of spike trains between different neurons (Singer et al., 1995).  Phase 
locking has been recorded under various conditions and proposed as a possible 
mechanism for cell assembly formation. Phase locking cannot occur between 
incommensurate frequencies, hence the assumption of Lutzenberger et al that if 
frequencies are incommensurate then they are not part of the same cell assembly. 
However, it does not necessarily follow that frequencies that are not incommensurate are 
from the same assembly, nor that phase locking requires stable frequency. In the frontal 
cortex of a rhesus monkey performing a spatial delayed response task, neighbouring 
neurons  have been shown to fire in phase over intervals of a few hundred milliseconds 
(Vaadia et al 1995), even though the respective firing rates altered. 
The hypothesis of Lutzenberger et al (1995a) was tested for this study by calculating PD2i 
and D2 for sets of sine waves that were commensurate rather than incommensurate. It was 
reasoned that if dimension varied for both commensurate and incommensurate signals 
then it could not be used to count the number of incommensurate frequencies comprising 
a signal. 
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Method  
 Five sets of assemblies were simulated as follows:- 
Set 1.  A trial consisted of the sum of 3 sine waves  having the same frequency but 
starting at a different, randomly chosen period in the phase cycle. Frequencies used  were 
2, 5, 7, 11, and 13 Hz.   
Set 2. A trial was constructed from three oscillators with fundamentals drawn from 2, 3, 4, 
5, 6, 7, 8, 9, 10, and 11Hz,  then first and third octaves eg., trial one was the sum of 2, 
4,and 8Hz; trial 2 the sum of 3, 6, and 12Hz ... 10, 20, and 40Hz. Each oscillator started at 
zero phase. 
Set 3. A trial used the sum of 3 oscillators with frequencies drawn at random from the first 
9 primes. Each oscillator started at zero phase. 
Set 4. A trial consisted of six sine waves with frequencies ranging from 2 to 24 Hz.  The 
oscillators in each trial had a range of 2 Hz from maximum to minimum frequency eg., 
22, 22.5, 23, 23.1, 23.5 24 Hz. 
Set 5. A trial consisted of six sine waves with frequency ranging from 2 to 24 Hz. The 
oscillators in each trial were separated by at least 2Hz and frequently more eg., 2, 6, 9, 11, 
13.5, 23.9 Hz.  
Sets 1 to 3 each contained 10 separate trials. Trials used 3000 points of data generated 
under MATLAB and were sampled at 500 Hz.  Sines were added with equal weighting  
then scaled to give maximum and minimum amplitudes of approximately  ±100.   PD2i 
was calculated using the first-zero crossing of the autocorrelation function to set lagtime.   
Sets 4 and 5 each contained 20 trials, with 3142 data points to each trial. Sines were added 
with equal weighting  then scaled to give maximum and minimum amplitudes of 
approximately  ±100. Lagtime  was set at 10 by taking the mean lag across all trials using 
the reconstruction expansion method  (MTRCHAOS, Rosenstein; Rosenstein et al., 1994).  
Results 
Two-tailed independent t-tests (Graph-Pad PRISM) showed no significant difference 
between the dimensions of sets 1 and 2. Average PD2 for  Set 3 was significantly greater 
than  set 2 (t=2.949, df=18 p=0.0086). Figure 2-11 shows the mean PD2 dimension for the 
10 trials of sets 1,2, and 3, and the 20 trials of set 4 and set 5. For sets 4 and 5  
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independent t-tests were conducted using SPSS for Windows. Average PD2i  for set 5 
was greater than average PD2 for set 4.(df = 38,t = -4.19,  p<0.001).  
D2 was calculated for sets 4 and 5. As the software used to calculate the correlation 
dimension required visual selection of the scaling region (MTRCHAOS Rosenstein ) two 
researchers independently scored the data. There was difference regarding which  signals 
failed to show scaling, but scores correlated at 85%, with both finding a significantly 
greater correlation dimension for set 5,( Scorer 1; df = 33, t= 6.42, p< 0.001; Scorer 2: df 
= 34, t = 6.62,p< 0.001).   
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Figure 2-11 Average PD2 for sets of simulated cell assemblies. 
Error bars indicate standard error of the mean.  
 
Discussion 
Dimension was unable to correctly discriminate oscillator numbers  under a range of 
conditions. PD2i  distinguished set 2  from set 3 (harmonic versus 'random' frequencies) 
even though the trials for each set contained the same number of oscillators and  none of 
the frequencies in set 3 were incommensurate. Similarly, relations between frequencies in  
sets 4 and 5 were also commensurate, though the frequencies were real numbers rather 
than integers. The difference between sets 4 and 5 is in the clustering of the frequencies 
comprising the signals in each set.  
For dimension to index assembly number, as per Lutzenberger et al (1995a),  it is 
necessary that assemblies have a property that uniquely determines the dimension. From 
the simulations reported here it is clear that the number of  incommensurate frequencies is 
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not the only property of a (linear) system that can influence the dimension. Therefore the 
hypothesis of Lutzenberger et al (1995a) is invalid.  
In calculating the dimension of the sets of sine waves, the difficulty for the PD2i 
algorithm, or any dimensional measure,  is in characterising a system that is insufficiently 
sampled. Even if the relationships between signal generators are stationary and 
commensurate the time required for a complete evolution of the system will depend on 
the actual frequency components involved and may be very long indeed. The state space 
of an insufficiently sampled set of  sine waves will ‘appear’ to a dimensional algorithm to 
approximate that of a torus rather than a limit cycle. The specific internal frequency 
relations of the signal, combined with the extent to which the signal is sampled, will 
determine the order of the torus that is approximated. Given that the electrical activity of 
the brain is broadband and contains activity at closely spaced frequencies, it is  likely that 
the stationarity of the EEG signal is of insufficient duration to allow for a proper sampling 
of the dynamics. This sampling requirement  is even less likely to be met in the case of 
ERP's. Hence any state space reconstruction of  EEG or ERP's  may be liable to the 
distortions just discussed. In the following study an alternative explanation for the 
published results on PD2i and dimensionality of ERP's /EEG's is proposed.  
2.6.7 Study 6: PD2i and instantaneous amplitude. 
In this section a strong correlation between the instantaneous amplitude of a signal 
comprising the sum of a number of sine waves and the PD2i for that signal is shown.   
Methods 
For the time series in set 5 ( above), the instantaneous amplitude (IA) was calculated as 
the amplitude of the Hilbert transform of the unfiltered time series. The IA of a signal 
corresponds physically with the envelope of the signal amplitude (figure 2.12). The 
Hilbert transform  is widely used in signal processing as a method for finding the 
instantaneous amplitude, phase and frequency of a signal. The description given here is 
taken from the review by Boashash (1992). One calculates the instantaneous attributes via 
the analytic signal ( )Α t defined as  
  ( ) ( ) ( )[ ] ( ) ( )Α t s t jH s t a t e j t= + = φ      
where ( )s t  is the original signal and the function ( )H t is the Hilbert transform of ( )s t  
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  ( )H t p v s t d= −
−∞
+∞
∫. . ( )τπτ τ       
where p.v. denotes the Cauchy principal value of the integral,  ( )a t is the instantaneous 
amplitude and ( )φ t the instantaneous phase. Instantaneous attributes have not been widely 
used in EEG research, though some demonstrations of their utility have been made ( Witte 
et al 1990; Sclabassi et al 1992; Hoffmann et al 1996 ).  
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Figure 2-12 A signal and its instantaneous amplitude. 
The signal is taken from set 5 in the previous study, using 6 clustered frequencies. The 
instantaneous amplitude, taken across all times,  forms the solid line  connecting the 
positive peaks of the signal.  
 
PD2i's were calculated for the series. PD2i does not return a value where the algorithm 
judges the data to be of too high a dimension for scaling to occur. Therefore there is a 
need to replace missing values to produce a continuous series that can be compared to the 
IA. As missing values occur where the PD2i judges the data to be very high dimensional, 
missing values were replaced with the highest PD2i for that particular time series. The 
PD2i's were then low pass filtered to remove local fluctuations. The filter was an acausal 
Chebyshev type 2 with passband at 5 Hz  reducing 36 dB at 20 Hz. The first 3000 points 
of both IA and PD2i were resampled at 20 Hz to reduce the amount of data for calculating 
the correlations. Visual inspection demonstrated no difference between the data before 
and after resampling. 
Results 
Data was analysed in SPSS for Windows 7. As the IA's  were not normally distributed 
Spearman's rho was used to test correlation between the instantaneous amplitude (IA) and 
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the dimensional estimates given by PD2i (figure 2.13). There were 14 significant 
correlations (mean = 0.4) between the IA and PD2i of  the time series in set 5.  
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Figure 2-13 PD2i and  instantaneous amplitude 
. IA is the solid line, PD2i the dashed line. The signal is as for figure 2.12. Data has been 
normalised to a mean of zero and standard deviation of 1. Correlation between the two 
curves was significant with a p-value less than .001 (SPSS for Windows 7.0). Note how 
the PD2i curve leads the IA curve. This can be explained by the effect of the last 
component, the 'leading edge', of the reference vector registering change first. As the 
PD2i software gives the first component of the reference vector as the time of the 
dimension estimate there is a temporal offset equivalent to the length of the window. This 
offset was not accounted for when calculating the correlation. 
 
Discussion 
The instantaneous amplitude of signals comprising sine waves of various frequencies was 
significantly correlated with the signal's local dimension as measured by the PD2i 
algorithm. Visual inspection of the PD2i and IA curves revealed the relationship was 
probably even stronger than the correlations indicated, given the uncertainty of the 
temporal location of the dimensional estimates.  
 
2.6.8 Study 7: EEG dimension and amplitude modulation of the 10-18 Hz band 
in ERPs. 
Methods   
ERP data was used as described before. For the present study  39 artifact free trials were 
selected by visual inspection from the C3 electrode of 15 subjects. Trials from two 
different experimental conditions were represented, a memory condition and a control 
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condition (see Geffen et al 1997 for details). Prior to calculation of the instantaneous 
amplitude, ERP's were filtered with a bandpass of  10 - 18 Hz, down 30 dB 5 Hz either 
side of the passband. The filter was an acausal Chebyshev type 2 with 1 dB ripple in the 
passband. Filtering was performed in MATLAB. Filter bandpass was chosen in an ad hoc 
empirically driven manner. Basically a number of settings were tried and the band that 
gave the highest average correlations with the PD2’s was chosen. It must be noted that 
significant correlations were found with other bandpass frequencies, and that no attempt 
was made to optimise the bandpass for individual traces.  
PD2i's were calculated on the unfiltered single trial ERP's. The missing values were  
interpolated using a spline function. To remove local variability, both PD2i's and IA's  
were low pass filtered at 1 Hz, down 36dB at 9 Hz, again using a Chebyshev type 2 filter 
in MATLAB. 
Results 
Spearman’s rho was calculated for the 39 trials using SPSS for Windows 7 (figure 2.14). 
Mean correlation was 0.46, maximum 0.78, minimum 0.10 (figure 2.15). Of the 39 trials, 
38 were significant with  a p-value less than .001. One trial was significant at p = 0.04. 
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Figure 2-14 PD2i and instantaneous amplitude for a single trial ERP. 
Data have been normalised ( mean = 0, std = 1). IA's are the solid line, and PD2i's the 
dashed line. The x-axis is in intervals of 2msec (sampling interval). Note the way PD2i 
'leads’ IA toward the latter part of the ERP. As discussed in section 2.1.3, window length 
impact upon the temporal organisation of the PD2i’s, though this is not as consistent in 
the ERP data as for the sines of set 5. Possibly this is an effect of nonstationarity in the 
ERPs. The time series of set 5 were all stationary. 
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Figure 2-15 Histogram of correlations between PD2i and ERPs 
Discussion 
Significant correlations were found between the 10-18Hz band of ERPs and the 
dimension given by the PD2i algorithm. This band was chosen in an adhoc manner as it 
gave the highest correlations between IA and PD2i. However, as noted, weaker 
correlations were found at other bands and no attempt was made to optimise correlations 
for individual trials. It should therefore not be assumed that PD2i is only responding  to 
amplitude in the 10-18Hz band.  
2.7 Summary and Discussion  
This chapter began with a brief introduction to dynamics and the geometrical 
representation of a system in phase space. Two algorithms for detecting scaling behaviour 
of a system were discussed: the correlation dimension, and the point-D2 dimension. 
Notwithstanding technical difficulties in estimating dimension accurately many authors 
have considered the dimension of EEG ‘attractors’ in phase space, and a  review was 
made of  the literature applying dimension to EEG under various conditions. The re-
evaluation of EEG dimension away from the interpretation as an indicator of nonlinearity 
and deterministic chaos to a new interpretation of ‘relative complexity’ or ‘cell-assembly 
number’ was highlighted. The experimental section of this chapter evaluated some of the 
properties of the PD2i algorithm, and to a lesser extent D2 as well. The PD2i algorithm 
was chosen because it is freely available to the public, was designed to cater for 
nonstationary time series such as ERPs, and results of its application have been published 
in a number of leading journals. The main experimental findings were as follows: 
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1. Comparison of PD2i and D2 on stationary  Lorenz and sine data  gave essentially 
equivalent results over reasonable parameter settings. Whilst D2 rejected the filtered noise 
as finite dimensional, PD2i tended to identify  a finite dimension with the noise data. 
Most of the noise data was rejected by PD2i, nonetheless the practical effect would be for 
PD2i to inflate the average dimension of a  noisy time series.  
2. An expression was found for  the temporal location of the individual PD2i estimate, 
though the actual temporal location was quite variable. This variability would make 
precise mapping between a series of PD2i estimates and another time series difficult or 
impossible.   
3. On concatenated data sets with reasonably long subepochs PD2i preserved relative 
differences in dimension as has been reported by Skinner et al (1994) and Elbert et al 
(1994). However quite erroneous estimates, which failed to preserve relative differences, 
were found for stationary subepoch lengths of the order that would presumably be found 
in ERP’s. The practical implication of this finding is that one cannot use PD2i to identify  
dimension in time series with unknown nonstationarities. More or less all ERP and EEG 
recordings are of this type.   
4. PD2i was also unable to correctly identify the dimension of signals comprising various 
mixtures of sine waves. In particular two sets of signals that differed only in their 
frequency distributions were incorrectly identified as representing systems with different 
dimensions. This result was replicated using the more common D2 algorithm. This 
finding invalidates the interpretation of dimension as indexing EEG system complexity, 
as neither of the two sets was more or less complex than the other. On the other hand, the 
dimension of  a single frequency was nearly identical to that of three harmonically related 
frequencies. That is, the dimension of two signals that differed in complexity  (at least in 
terms of component number) was identical. The claim that dimension can measure 
relative numbers of cell assemblies (Lutzenberger et al, 1995a) is also invalidated. D2 and 
PD2i distinguished sets that were not comprised of incommensurate frequencies. 
Therefore there are no grounds for claiming that EEG dimension reflects the number of  
incommensurately oscillating cell assemblies: dimension may be distinguishing sets of 
commensurate frequencies, incommensurate frequencies, or both.   
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5. PD2i is strongly correlated to the instantaneous amplitude of  the signals of mixed sine 
waves. This correlation is even stronger between PD2i and  the instantaneous amplitude 
of ERP's in the frequency band 10 - 18 Hz.   
The general conclusion is that PD2i is not suitable for the analysis of signals whose 
dynamics are not known apriori. This excludes virtually all physiological signals.  It is 
unlikely that other dimensional algorithms, such as the correlation dimension of 
Grassberger and Procaccia (1983), are any more useful than PD2i. The dimension of the 
EEG is therefore not a suitable measure for analysing the genetic basis of the EEG.
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3  Properties of the EEG power spectrum 
This section considers some properties of the power spectrum of the resting eyes-closed 
EEG. Firstly a general methods chapter is introduced as the studies presented in this 
section share methodology to a considerable extent. Where a specific study introduces a 
method that is not used elsewhere, discussion of that method is held over to that the 
specific study.  The next chapter considers statistical and topographic properties of four 
estimators of the dominant frequency within the classical alpha band. The following 
chapter considers the statistical distribution and reliability of EEG power spectra, both 
classical and aligned to the frequency estimators. The final chapter in this section 
considers the shape of the power spectrum. 
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3.1 Methods 
This section describes the methods that are common to most of the studies involving the 
power spectrum. 
3.1.1 Participants 
Over the course of the thesis the EEG of two hundred and four people, forming 102 pairs 
of twins, was recorded. A further recording of EEG for 38 of the twin pairs was made 
three months  after their first recording so that an analysis of test-retest reliability could be 
made. Participants formed a subset of a cohort of twins taking part in studies at the 
Queensland Institute of Medical Research under the direction of Professors N. Martin, 
G.Geffen, L.Geffen, Assoc-Prof. G.Smith and Dr M.Wright. All participants were aged 
16 years + / 3 months at the time of the first recording. Participants were excluded from 
the study if their parents reported any of the following: significant head injury, a history 
of neurological or psychiatric conditions (eg: epilepsy), substance abuse or dependence, 
or long term use of drugs with CNS effects. The number of participants involved in each 
analysis varies due to the number available at the time the analysis was made, and so 
individual participant numbers will be given for each analysis.  
Participants were instructed that two recordings (eyes open and eyes closed) were to be 
made.  They were asked to relax, and sit quietly with their eyes closed, to stay alert and 
minimize any movements, and informed that the duration of the recording would be 
approximately 5 minutes. After the eyes closed recording was completed subjects were 
asked to repeat the process but with their eyes open. This thesis is only concerned with the 
eyes closed EEG.  
It is important to note that the EEG recording took place within a broader battery of tests. 
Participants were asked to perform intelligence and information processing tasks in one 
session, and to have evoked potentials recorded whilst performing a delayed response task 
in another session. EEG was recorded after the delayed response task. Half the 
participants performed the IQ/information processing session first, the other half 
performed the delayed response task first.  
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3.1.2 Recording Methodology 
EEG  was recorded in an electrically shielded, sound attenuated room with controlled 
temperature and humidity.  The Electrocap system was used to record from fifteen 
electrode sites chosen according to the 10/20 system: Fz, Cz, Pz, Fp1, Fp2,  F7, F8, F3, 
F4,C3, C4, P3, P4, O1, and O2.  Referencing was to physically linked ears, with ear 
impedances matched at the beginning of the recording. Recording sites were prepared by 
abrasion and electrode gel until impedances remained below 5K-ohms and was 
approximately equal across all sites. EOG was recorded in an obliqued derivation using a 
single channel  with 10 mm tin cup electrodes placed on the outer canthus and  upper  
margin of the left eye. The EOG was amplified 5000 times using Grass P511K 
preamplifiers. All other electrodes  were amplified 20,000 times by the Grass 
preamplifiers. Signals were filtered with a linear bandpass filter, (0.01 to 100Hz,  6dB per 
octave) and a 50Hz notch filter. The analogue data were digitised at 12 bits with a Data 
Translation 2821 at a sampling rate of 500Hz. Two AT class PC's controlled data 
acquisition and stimulus presentation. 
Software controlling the recording determined that the maximum length of continuously 
recorded  EEG was 12 seconds. One of these 12 second records is hereafter referred to as 
a 'block' of EEG. Between each block there was a slight discontinuity of 2 seconds. Four 
minutes each of eyes open and eyes closed EEG were recorded, that is , twenty 12-second 
blocks. Four minutes of EEG was chosen as from the literature this seemed sufficient to 
realise 60 seconds of acceptable EEG. 
Sampling rates and filter settings were chosen to avoid aliasing whilst covering the 
frequency range of the EEG. The Grass amplifiers allowed low pass cutoffs of 30 Hz, 
then 100 Hz and above. It was considered that 30 Hz was too low a cutoff as the rolloff on 
the amplifiers would interfere with high beta frequencies. Therefore a 100 Hz low pass 
filter setting was chosen. The Data Translation 2821 does not provide anti-aliasing filters 
and so sampling rates were set at 500 Hz as recommended by Nilsson et al (1993). Gevins 
has recommended very stringent filter/sampling rate ratios (Gevins 1987) where the signal 
amplitude at the Nyquist frequency is reduced to about 1%, that is, about 40dB reduction 
in power at the Nyquist frequency. This recommendation is seldom met in the literature, 
and not met in this study where the voltage was reduced to something of the order of 17% 
(15dB) at the Nyquist frequency.  Oken (Oken 1986) investigated aliasing by considering 
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EEG in which EMG artefact was deliberately induced. He found that aliasing due to mild 
EMG activity was minimal with a low pass filter setting of 35 Hz, 6dB/octave and a 
sampling rate of 128 samples/sec. Even EMG activity that was extreme enough to be 
readily rejected during visual inspection did not contribute greatly to aliasing with these 
filter/ sampling rate settings. The settings used in this thesis are slightly more stringent 
than those of Oken. Aliasing was therefore not considered a problem provided the 
recordings were not subject to extraneous interference such as 50Hz mains hum. 
Accordingly mains hum was removed with a notch filter, and other artefacts recognised 
during visual inspection.  
The choice of EOG electrode placement was determined by the number of available 
channels, the in-house recording software , and the task the participants performed prior 
to the EEG recording: a visuo-spatial delayed response task according to the procedure in 
Geffen et al (1997).  The software for processing the event related potentials from the 
delayed response  task had to consider both eye movements and eyeblinks. As only one 
amplifier channel was available for eye movement monitoring, the oblique EOG 
derivation has been chosen at this laboratory as a compromise that can record both eye 
movements and blinks. Ideally, the EOG should be recorded by sufficient electrode pairs 
to capture all movements of the eyes. As the eye moves through 3 dimensions 3 
orthogonal electrode pairs would appear sensible. In practice two electrode pairs, one 
vertical and one horizontal, appears adequate (Brunia et al 1989; Van den Berg-Lenssen 
et al 1989). The available oblique derivation cannot capture all the variance of all the eye 
movements. For example, oblique movements orthogonal to the electrodes would not be 
picked up by the oblique derivation.   
The choice of reference electrode has been the subject of debate in the literature. 
Reference free recordings are the preferred option, but the physically linked ears reference 
is widely used. Katznelson (1981) has criticised physically linked ears for providing a 
possible current path which could distort the actual electrical field at the scalp. This 
distortion could then not be removed by post processing to a reference free montage. 
Katznelson’s argument may not bear out in practice. Gonzalez Andino et al (1990) found 
no evidence for significant current flow between linked earlobes in patients with 
unilateral lesions, probably because the natural resistance along the head is much lower 
than across the link (Miller et al 1991). However, it is possible that uneven impedances at 
the ears will distort topography (Miller et al). For the participants reported on here 
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resistances at the ears were matched at the beginning of recording, however slight 
mismatches and drift over the recording cannot be ruled out. Presumably the changes in 
impedance would be random and act to reduce the chance of detecting genuine 
hemispheric differences.  
Epoch selection 
Epoch selection involved a number of stages, in the following order: 
 1. Reject saturated 12-second blocks 
 2. Rank order remaining 12-second epochs to minimise EOG power in  
 the 1.5-7.5Hz band. 
 3. Segment remaining 12-second blocks into 2-second epochs 
 4. Remove eye-movement artefact 
 5. Select individual 2-second epochs on the basis of visual inspection  
This process resulted in a pool of participants with satisfactory EEG, from whom a subset 
were chosen according to the following criteria. 
 1. Participants were right-handed 
 2. Only one person could be selected from each pair of twins – thus all  
 participants were unrelated. 
 3. Gender should be balanced 
Saturation 
Saturation was determined by searching the data and rejecting blocks with any 
consecutive values at the maxima and minima determined by the 12 bit digitisation rate. 
The 12-second blocks were then rank ordered to minimise EOG power in the band 1.5 – 
7.5 Hz. This procedure follows the recommendation of Gasser and Möcks (1984) who 
found that minimising power in the band 1.5 – 7.5 Hz produced epochs of EEG that 
agreed with visual inspection in 65 out of 67 subjects. Consistent with the 
recommendation of Möcks and Gasser is Jung et al’s (1997)  investigation into the 
relation between alertness and the log power of eyes-open EEG during a vigilance task. 
He found that power around  4Hz, and at 14 Hz was correlated to error rates. A number of 
findings from the Jung et al study are of interest. Firstly, Jung et al found little relation 
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between power in the 8-12 Hz range and alertness. Secondly, there was high intra-
individual stability but also high inter-individual variation in the power correlates of 
alertness. It would seem then that minimising low frequency EOG power may obviate 
some of the problems associated with drowsiness. 
The 12-second blocks were then segmented into 2-second epochs for the following 
reasons. As will be discussed below, there have been no completely satisfactory studies to 
determine how much EEG is required to gain a reliable measure of the resting EEG. It 
was therefore important to use an epoch size that enabled incremental increases in the 
total time-span of EEG entering the reliability study so that such a study could be made. 
The epoch size also had to provide sufficient frequency resolution so that frequency 
dependant variation in reliability could be captured. An epoch length of 1-second gives a 
resolution of 1 Hz, which is coarser than commonly used. 2-second epochs give a 0.5 Hz 
frequency resolution to the power spectrum and 30 epochs per recording session. 
Increasing epoch size to 4-seconds reduced the efficacy of the algorithm for removing eye 
movement artefact (described below). An epoch length of 2 seconds was chosen as a 
reasonable compromise over time and frequency resolution, and artefact removal.  
Removal of  eyemovement artifact  
Potentials due to eye movements are a serious contaminant of EEG. Slow eye movements 
are the most common to occur during the recording of eyes-closed resting EEG. The eye 
can be considered an electric dipole, with the cornea positive and the retina negative, (see 
Berg and Scherg 1991 for an alternative view). Eye movements change the orientation of 
the dipole with consequent changes to the potentials recorded at the scalp electrodes 
(Elbert et al 1985; Jervis et al 1988; Brunia et al 1989). By Coulomb’s law there is a 
reduction in the magnitude of the effect of eye movements with distance so that EOG 
artefact propagated to frontal electrodes is probably 10 or more times the magnitude of 
that propagated to posterior electrodes (Anderer et al 1992; Krieger et al 1995).  
Somsen and Beek (1998) have recommended rejection of contaminated epochs for 
children’s EEG. They argued for rejection criteria based on blinks and low power in the 
band 1-6 Hz, similar to Gasser et al (1984). One disadvantage of rejection is that some 
brain states, eg., brain states that occur most often during eye movements, will not be 
adequately represented in the recording. Rather than rejection, often the repair of 
contaminated EEG is attempted through the subtraction of some proportion of the eye 
 95
movement potentials from the EEG. Generally the eye movement potentials are modelled 
directly as the potentials recorded by the EOG electrode(s), though dipole modelling 
(Berg and Scherg 1991), and independent component analysis (Vigario 1997) have also 
been used to estimate the eye movement potentials. Dipole modelling could not be used 
with the derivation available, but independent component analysis (ICA) does not require 
any special derivation. Whilst ICA holds considerable promise, development time of a 
useable implementation across the number of subjects examined in this thesis was 
considered prohibitive. Therefore the more common method of regressing the EOG on the 
EEG was used to calculate a coefficient of EOG ‘presence’ at each electrode. Whilst there 
is evidence for frequency dependent propagation of EOG (Gasser et al 1986) the practical 
effects of this are minimal and zero-lag time-domain regression is adequate for 
calculating propagation factors (Gasser et al 1992 ; Kenemans et al 1991). The basic 
model for the EEG at each electrode is then taken as : 
truemeasuredtrue EOGEEGEEG β−= , where β  is the regression coefficient.  
The estimate of β  was obtained through least squares regression for each epoch for each 
electrode. Just as the EEG is contaminated by the EOG, the EOG can be contaminated by 
the EEG. This will affect regression coefficients when the EEG is large relative to the 
EOG. Consequently  EOG was only removed when the amplitude range  of the EOG 
exceeded 50µV, a similar threshold to Anderer et al (1992). This threshold was 
determined empirically after examination of hundreds of traces. A further reduction in the 
EEG component of the EOG was achieved by high-pass filtering the EOG as eye 
movements have little energy above 6-8 Hz (Gasser et al 1985). Consequently, before 
calculating β , all EOG was filtered using an acausal Butterworth filter , 3dB down at 
6Hz, 24dB down at 9Hz. Some authors (Gasser et al 1992) recommend averaged 
coefficients to increase stability and reliability of the regression coefficients. However, a 
visual comparison of the outcomes from sample average coefficients and individual 
coefficients was made on a selection of our data and individual coefficients judged 
superior.  
In summary the EOG removal algorithm was as follows: 
Check for EOG greater than threshold 
High-pass filter the EOG 
Calculate regression coefficients for that epoch 
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Remove weighted EOG 
Visual inspection 
The final stage of epoch selection was visual inspection of the traces of each 12 second 
block, for all 16 electrodes, viewed simultaneously on a 17-inch monitor.  Markers were 
positioned at the 2-second epoch boundaries. Traces were examined for muscle artefact, 
signs of drowsiness, and eye movements that were not detected or inadequately removed 
by the algorithm. Muscle artefact tends to be an obvious high amplitude high frequency 
signal, but ambiguous traces were examined at a higher magnification – single 
epoch/electrode per screen – before rejection or inclusion. The epochs immediately 
adjacent one with muscle artefact were also excluded.  
A study by Santamaria and Chiappa (1987) demonstrates the difficulty in excluding 
artefact due to drowsiness, especially when only small amounts of EEG are viewed. Some 
indicators are quite subtle and also age related. The most robust indicators  of drowsiness 
found in their study were slow eye movements and  increased alpha activity at centro-
frontal leads. Slow eye movements are readily detected during visual inspection, but 
increased centro-frontal alpha is more problematic as this must be judged in relation to 
some intra-individual ‘norm’, which was not readily available for this thesis. Nonetheless 
given the large number of participants it was possible to avoid EEG from participants 
with unusually high centro-frontal alpha. Recording of the EEG occurred after the 
subjects had performed a delayed response task for the purpose of recording ERP’s. It is 
therefore possible that subjects were fatigued and even though every effort was made to 
exclude subjects whose EEG showed signs of drowsiness some influence of fatigue may 
remain in the data.   
To compensate for the less than adequate EOG derivation, all traces were visually 
inspected both before and after EOG removal, and rejected where some sign of the EOG 
still remained in the EEG trace. However, no method is perfect and the use of an oblique 
EOG derivation poses some difficulties so that the presence of artefact in the lower 
frequencies cannot be excluded. 
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3.1.3 Calculating the power spectrum 
In this thesis the power spectrum is calculated using the fast Fourier transform. Other 
methods for calculating the power spectrum from a time series are available, for instance 
methods based on the autocorrelation sequence, but were not considered.  
The Fourier transform provides a method for representing a time series as a basis set of 
sines and cosines. The discrete Fourier transform is the application of the Fourier 
transform to sampled signals. The fast Fourier transform (FFT) is a computationally 
convenient method for implementing the discrete Fourier transform (Cochran et al 1967). 
From the FFT one can calculate the power spectrum of the EEG as the squared modulus 
of the Fourier transform of the signal. P w F w( ) ( )= 2   
where P w( )  is the power spectrum and F w( )  the Fourier transform (Challis and Kitney 
1991).  
The power spectrum provides a representation of the signal at a number of discrete 
frequency 'bins'. The frequency of the bins coincides with the frequencies of the sines and 
cosines that were generated under the discrete Fourier transform. The number and spacing 
of these frequency bins is determined by the amount of data that enters into the FFT. For 
example, an FFT using one second of signal will map that signal onto sines and cosines 
evenly spaced in 1 Hz intervals from 1 Hz to  the Nyquist frequency (half the sampling 
frequency). Two seconds of signal will give 0.5 Hz spacing, four seconds will give 
0.25Hz spacing and so on. In this thesis 2 second segments of EEG are used and hence the 
power spectrum has a frequency resolution of 0.5 Hz.  
At least two interpretations of the power spectrum are available. Statistically, each 
frequency bin represents the amount of variance in the signal accounted for by that 
frequency (Challis and Kitney 1991). Physically, power for a particular frequency is 
proportional to the energy in the signal at that frequency ( Nunez 1995 p.344). 
However, using the FFT to calculate the power spectrum of a signal is not without its 
problems. Firstly, the variance of a single estimate of the power spectrum is high, and 
remains high regardless of the amount of data entering the transform. In this thesis the 
variance is reduced using the method of Welch (1967). Welch's method consists of 
breaking the signal into smaller segments, forming the periodogram of each small 
segment via the FFT, then averaging the periodograms. If the data has been segmented 
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into K non-overlapping series averaging reduces the variance by 1/K. Greater reduction in 
variance can be achieved if the segments are allowed to overlap. However, overlapping of 
small segments within the 2-second epochs would have reduced the frequency resolution 
and was therefore not implemented.  
The FFT represent the signal as a set of equally spaced sines and cosines. However, only 
those components of the signal that perfectly coincide with the frequencies of the basis 
will project onto a single basis vector. All other components will 'smear' across the entire 
basis set. This phenomenon is known as 'spectral leakage'. Where small power 
components are close in frequency space to high-powered components spectral leakage 
from the high powered component can 'swamp' the power of the nearby small component 
and conceal it completely. To reduce spectral leakage a weighting function, known as a 
window, is applied either to the data , or to the basis set (Harris 1978).  A good window is 
one which picks out a frequency component within as narrow a band as possible, whilst 
suppressing the leakage to other frequencies as much as possible. The part of the window 
that picks out the frequency component is called the mainlobe, and the sidelobes are those 
parts of the window where leakage occurs. The design of windows is a tradeoff between 
width of the mainlobe, and hence frequency resolution, and suppression of the sidelobes. 
In the EEG literature the most common windows used in Fourier analysis belong to the 
family of half-cosine windows, of which the Hanning and Hamming windows are 
examples. The use of these windows has been criticised ( Kelly et al 1997), on the 
grounds that other windows with better tradeoffs between frequency resolution and 
suppression of spectral leakage  are available. Harris (1978) produced an extensive 
documentation of window properties. He recommended both the Kaiser and the 
Blackman-Harris windows where closely spaced frequencies may appear in the signal. As 
Dumermuth and Molinari (1987) recommended the prolate spheroid window which is 
approximated by the Kaiser window, and the Kaiser window is available in MATLAB, it 
was chosen for all EEG power spectrum calculations in this thesis.  
However, given the disparity between the windows that are recommended and those that 
are generally used within the EEG literature, a number of different windows, Kaiser, 
Hanning, Hamming, Blackman, and triangular  were examined using a test signal 
comprising the sum of  1, 5, 7, 7.5, 8, 9, 9.5, 10, 11, 12, 13, 13.5, 14, 15, and 20 Hz, with 
20% additive noise and a sample rate of 500 Hz. The Kaiser window was clearly superior 
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in separating the frequencies. An example of the better frequency resolution of the Kaiser 
window compared to the Hanning window is given in figure 3.1 
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Figure 3-1 Comparison of power spectrum of test signal calculated using Kaiser and 
Hanning windows 
All spectra were calculated from the average of thirty 2 second segments of the test data 
described above. The same segments were used for each method. Both windows were set 
at 500 points. The greater smoothing caused by the Hanning window is evident in the 
reduced separation of the signal components. 
 
The Kaiser window is parameterised so that one can adjust the tradeoff between sidelobe 
suppression and mainlobe width. However, as the true spectrum of the EEG is unknown, 
parameter settings become a matter of judgement. Using the MATLAB implementation 
with Kaiser window parameter of 3.7 achieves a 43dB sidelobe suppression whilst 
maintaining a narrow mainlobe.  The MATLAB 'beta' parameter was set at 3.7 throughout 
this thesis, though there is very little difference between the power spectrum when a 
setting of 3.7 or 4 is used. A setting of 3.7 gave slightly less smooth spectra than a setting 
of 4 and was therefore chosen  to increase the relative variation in power from bin to bin. 
Setting beta outside the range 3 - 5 produced either noticeable effects of  mainlobe width 
or insufficient sidelobe attenuation.  
There is also an assumption in the application of the FFT to the EEG that the EEG is 
weakly stationary. However, nonstationarities will smear across the window rather than 
produce misleading results. For example, a burst of 10 Hz activity which is narrow  in 
time relative to the window will appear in the spectrum as 10 Hz activity spread across 
the entire window at an amplitude that is proportional to the burst energy, rather than as 
activity at some completely unrelated frequency. Thus, power spectral analysis is robust 
to nonstationarities as long as one keeps in mind that the results form an average across 
the analysis time window. 
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3.1.4 Statistical Analysis 
Frequency estimators 
Four estimators of the dominant alpha band frequency are used in this section of the 
thesis:  the peak alpha frequency (pA), mean pA of the occipital electrodes (mean-O), 
gravity frequency (gF), and  mean gravity frequency across all electrodes (gFM). The two 
most commonly used  estimators of the dominant frequency are pA and gF.  The pA is 
defined here as the highest amplitude frequency in the band from 7.5  - 13 Hz and was 
calculated for each electrode individually. A variant of this, the mean pA of the occipital 
electrodes, has been used by Srinivasan (1999), and was also calculated.  Gravity 
frequency was calculated as the weighted sum of the individual power values within the 
7.5-13Hz band, divided by the sum across that band: 
gF =   ( )( ) ( )faffa Σ×Σ  
where f is a frequency and a(f) is power at f.  Once again gF was calculated for each 
electrode individually.  
An alternative measure of the gravity frequency (the IAF) has been proposed  by 
Klimesch (1997; see also other refs for Klimesch).  In essence the IAF is the gravity 
frequency of an individually determined expanded alpha band, rather than  the gravity 
frequency of the classical alpha band. For normal controls Klimesch et al (1990) reported 
the expanded band as averaging 5.3-13.1 Hz, that is, IAF was the gravity frequency 
calculated for the band 5.3-13.1 Hz. For healthy young adults IAF normally lies in the 
range 9.5 – 11.5 Hz (Klimesch 1999). For the purposes of this thesis IAF is considered 
with measures that use the gF of the classical alpha band. 
Spectral alignment 
Two different methods were used to derive the power of the EEG. Firstly the power was 
calculated as the average power across a proportion of the 30 epochs available – the 
‘classical’ method most commonly found in the literature. Classical spectra are also 
termed ‘unaligned spectra’ in this thesis, a reference to the fact that the construction and 
use of classical spectra is made without reference to any zero point other than that 
imposed by the FFT algorithm. That is, classical spectra are not constructed relative to 
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any particular property of the signal spectrum, instead it is assumed that frequency 
components of interest are stationary with respect to zero Hz.  Alternatively the power 
was calculated after aligning to one of the frequency estimators. The alignment method 
assumes that there are physiological bases to frequency components in the EEG that are 
not stationary with respect to zero Hz, but are stationary with respect to their generative 
processes. In other words alignment is assumed to be with respect to the output of a 
(currently unknown) physiological process(es), thereby isolating that process more 
effectively through averaging. Dominant alpha frequency estimators were chosen as the 
resting alpha process is the most obvious structure in resting eyes-closed EEG and 
theoretical accounts of EEG all address the issue of alpha generation.  
Aligned spectra were constructed relative to the dominant alpha frequency estimator for  
the spectrum from each of the 2-second epochs for that person and electrode (or 
electrodes if mean-O or gFM were being assessed). Spectra were then taken for 14 bins 
below the estimator to 33 bins above, to give a power spectrum that was 48 bins ‘wide’, 
with power at the estimator frequency located in bin 15. Thirty such spectra were 
calculated for both spectral types, for each of the test and retest sessions and for each 
electrode and each participant. 
Aligned spectra tend to show a sharper peak about the frequency estimator compared to 
the traditional peak around the peak alpha frequency of unaligned spectra. However, the 
effect of aligning the spectra is quite subtle, with differences between aligned and 
unaligned spectra most obvious at frontal electrodes and less obvious occipitally. Figure 
3.2 presents example spectra from one subject. 
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Figure 3-2 Comparison of unaligned and pA-aligned spectra 
Spectra are from the average power over 30 epochs of EEG for one participant selected 
at random.  pA-aligned spectra are on the right and given in black, unaligned spectra are 
on the left and given in blue. PA-aligned spectra have 48 frequency bins, with a vertical 
line through the pA-alignment point. To allow comparison between the two spectral types, 
the unaligned spectra have been truncated to 48 bins also, with the vertical line placed 
through the bin with maximum power in the alpha band, ie the classical peak alpha 
frequency. However, only the pA-aligned spectra have been aligned to pA in the 
averaging process. Other aligned spectra are not shown, they were similar in shape to the 
pA-aligned, though somewhat toward the unaligned spectra. 
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Distribution statistics 
All analyses of the distributions were performed in MATLAB. The distributions of the 
frequency estimators used in this chapter have not been fully described in the literature, 
nor has power at the level of the individual bin for either aligned or classical spectra. 
Consequently, skewness and kurtosis were calculated for each distribution and converted 
to z-scores as per Tabachnick and Fidell (1989).  
es
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.
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=   
where S is the skewness(or kurtosis), and s.e. the standard error approximated by: 
N
skewnesses 6).(. =  
N
kurtosises 24).(. =  
Following convention, kurtosis values have 3 subtracted from them so that the kurtosis of 
a normal distribution is 0. Tabatchnik and Fidell(p.73) recommend setting a significance 
level of 0.01 or 0.001 for skew and kurtosis. A level of 0.001 was adopted here, given the 
large number of statistics computed.  
The main aim in considering the distributions was to gain a measure of confidence in the 
reliability analyses rather than to provide some mechanism to reject some distributions as 
deviating significantly from normal. Tabachnik and Fidell stress the importance of visual 
inspection of the distributions, and so all, or at least a very large random sample, of the 
distributions were visually inspected compared to an overlaid normal curve. It was 
considered that distributions should be unimodal, that there should not be a high 
percentage of non-normal distributions, and that the non-normal distributions should be 
evenly dispersed across the variables. This aim is consistent with the EEG literature 
where the log transform is accepted as the normalising transform of choice for the 
classical band power spectrum. An oft quoted paper is that of Gasser et al (1982) who 
found log power (classical bands) gave 4/24 distributions skew and 3/24 with significant 
kurtosis at p = 0.05.  Oken and Chiappa  (1988) also set p = 0.05 and found  about 12.5% 
of the distributions skew with the log transform. Neither paper gives the method for 
testing the significance of either the skew or kurtosis. Strictly, from these two papers one 
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would have to reject the log transformed power as normal at the 0.05 level. This has not 
been done as the nature of the distributions probably does not impact negatively on robust 
statistics such as ANOVA. Unfortunately no studies have been done on the robustness of 
the reliability measure chosen for this thesis, the intra-class correlation (ICC – described 
more fully below) to violations of normality and such a study was not attempted for this 
thesis. Rather, the assumption was made that the robustness of  the ICC to deviations from 
normality would be similar to that of ANOVA.  
 
Regional aggregation of  electrodes 
Because volume conduction between the 16 electrodes sites is so high (Nunez 1995), it 
was decided to restrict topographic analysis to hemispheric differences and anterior-
posterior trends. Electrodes were therefore assigned to regions as follows:  
Frontal region – Fz, Fp1, Fp2, F3, F4, F7, F8 
Central region – Cz, C3, C4 
Parietal region – Pz, P3, P4 
Occipital region – O1, O2 
Where regional values are reported they are the mean of that statistic taken across all 
electrodes in that region. Some visual checks of the results for reliability were made to 
determine whether the anterior-posterior trends differed significantly if two groups of 
frontal electrodes were used - F3, F4, Fz and Fp1, Fp2, F7, F8. There was a tendency for 
the reliability of F3, F4, Fz to be slightly lower than Fp1, Fp2, F7, F8. This trend  was  
confined to frequencies outside +/- 4Hz from the peak alpha frequency, and the trend size 
was small and without significance.  This is not surprising given the lack of statistically 
significant interregional differences (eg figures 3-19, 3-22). Hemispheric differences were 
also examined at the regional level. For example, comparison of frontal hemispheric 
differences compared the mean of Fp1, F3, F7, to the mean of Fp2, F4, and F8. Where the 
analysis was at the level of homologous electrodes this is mentioned explicitly. 
Measuring Reliability  
One of the chief aims of this section is to examine the reliability of various measures of 
EEG power spectra. Reliability is classically considered the ratio of the variance of the 
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‘true’ measurement to the variance of the actual measurement (Thorndike et al. 1967; 
Miller 1995; Shoukri and Edge 1996).  
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Some of the variance in the EEG is due to the measurement process itself – both 
recording equipment, acquisition process, and data processing will contribute.  For 
example, variations in electrode position, quantity of electrolyte, changes in impedance 
over time, amplifier drift etc will all produce variance which can be attributed to error.  
These errors are subject to some experimental control, are relatively small, probably 
randomly distributed, and are unlikely to contribute any systematic bias. Variations in the 
behaviour of the algorithm used to calculate the power spectrum are not a concern. In 
contrast to the studies of human measurement processes that have typically informed 
issues in measurement theory (eg., ratings of mood based on facial expression) the 
algorithm used to calculate the power spectrum is strictly deterministic and the same input 
will give the same output every time.  
The major source of variance in the EEG signal is the EEG itself. However, the EEG is 
not a stationary signal. Both short time and long time nonstationarities are found in the 
EEG. These will appear as error to the reliability algorithm (the intraclass correlation, 
defined below), which assumes a stationary signal. Nonstationarities are however a 
legitimate aspect of the signal. Mostly nonstationarities are unpredictable and will appear 
as random error, however consistent bias is also possible.  That is, systematic bias may 
enter into the measurements due to subject response to the experimental conditions 
themselves. For example, arousal has an effect upon the EEG (eg., Makeig 1996 ) and  
arousal can be expected to decline as subjects become familiar with the experimental 
conditions. This effect may be important across a single recording session, but is 
particularly important when considering test-retest data. Changes due to arousal should be 
included as they are an aspect of the signal, not an artefact of measurement. Alternatively, 
arousal could be controlled for. However such controls were not available for this thesis 
and measures to control for arousal are seldom used in a resting EEG paradigm. 
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Controlling for arousal would reduce the generalisability of the results reported in this 
chapter.  
Included in the error term then is measurement error proper,  argued above to be relatively 
trivial, as well as EEG nonstationarity. A question regarding data selection arises. Should 
the reliability of continuous epochs that are short enough to be stationary be calculated, or 
should sufficient data be collected so that most nonstationarities have been sampled?  The 
latter is to be preferred on two grounds. Firstly, stationarity in practice is always 
stationarity with respect to a statistic. Within subject stationarity may be possible, but 
between subject stationarity is unlikely. For example, it is unknown if stationarity with 
respect to mean and variance represents the same brain state, eg. level of arousal, across 
subjects. Secondly, generalisation to other resting EEG experiments is probably easier if 
as many (nonstationary) brain states as possible are included , as the results will tend to be 
conservative. It was therefore decided to sample across nonstationarities in the data, rather 
than try and decide apriori some criteria of selection of stationary segments. It is assumed 
that an acceptable level of sampling is achieved when reliability is acceptable, or more 
strictly when reliability appears to asymptote. Reliability of  EEG then is not so much 
concerned with reliability of the measuring instruments, though the instruments do 
contribute error, but rather is concerned with the stationarity of the EEG itself. If the 
reliability of the measuring apparatus itself was the chief concern, then it would be better 
to use a simulated head with a stationary signal of known properties rather than the head 
of a person.  
Two further concepts that are useful in understanding the analysis of reliability are 
consistency and accuracy. Something is consistent to the extent that it behaves similarly 
under similar conditions, something is accurate to the extent that it offers a true account of 
a state of affairs. A measuring device can be consistent without being accurate and 
accurate without being consistent. For example, a watch that was always an hour slow 
would be consistent but not accurate, and a stopped watch is accurate twice a day without 
being consistent. For some authors consistency is sufficient for reliability (Carmines et al 
1979) whereas for others  both consistency and accuracy are required (eg., Bartko 1976; 
Haas 1991a). In practice the specifics of the reliability study will influence whether both 
consistency and accuracy are required, or whether consistency is sufficient. For example 
both consistency and accuracy are necessary  for a  measure of left ventricular wall 
thickness as the actual state of the heart will influence treatment, but consistency alone 
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may be sufficient if interest lies in measuring changes to weight over time. In practice, 
measurements will be subject to errors in both consistency and accuracy and one of the 
chief problems in estimating reliability lies in the assignment of error. 
The Intraclass Correlation Coefficient 
The chief problem in calculating reliability then is to assign variance appropriately. In 
practice this means determining the correct model from which to calculate an ANOVA. 
The standard reliability index derived from the ANOVA is known as an intraclass 
correlation (ICC). Three models are available: the one-way random effects model, the 
two-way random effects model and the two-way mixed effects model. Shrout and Fleiss 
(1979) proposed a standard nomenclature for the various ICCs, which has been supported 
by a number of other authors (eg., Krebs 1986; Denegar and Ball 1993), and is followed 
in this thesis. ICC(1,1) corresponds to the one-way ANOVA , ICC(2,1) the two way 
random  model, and ICC(3,1) to the two way mixed effects model. Choice of the 
appropriate model has been discussed by a number of authors, and presents an important 
initial step in using the  ICC.  
The appropriate ICC for the one way model is: 
MSWnMSB
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where n is the number of measurements, MSB = mean squares between subjects, and 
MSW = mean squares within subjects. The main characteristic of ICC(1,1) is the 
assumption that the effects due to the device, the interaction (if any) between device and 
subject, and random error are not separable. The above formula is appropriate for the 
reliability of single  measures, however sometimes the desired unit of analysis is the mean 
of k  measurements: 
 
MSB
MSWMSBkICC −=),1(                 
ICC(2,1) is used when a random sample of measuring devices has been made with each 
device measuring each subject. In this case any effect, or bias, of the measuring device 
can be partialled out, and the reliability can be generalised to other samples of devices. 
ICC(3,1) applies when the measuring devices are fixed, rather than randomly selected, 
and each subject is measured by each of the devices. Generalisation to other devices is not 
appropriate. 
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Limitations of the ICC 
The chief limitation of the ICC lies in the use of variance components. Thus with a data 
set where there is little or no variability between subjects the ICC will be low, even if the 
measurement is itself accurate. For example the reliability, ICC (1,1), of the following 
data is -0.03 even though the difference between A and B is trivial. 
A 1.01 1.02 1.03 1.02 1.01 1.02 1.03 1.02 1.01 1.10 
B 1.01 1.01 1.03 1.02 1.01 1.01 1.03 1.02 1.01 1.01  
 
Haas (1991b) recommends that the magnitude of disagreement is more appropriate in 
these circumstances. However, a low ICC when intersubject variability is small is very 
useful within the behavioural genetics context where one is looking for a measure that 
shows high variability between subjects and low variability within. 
Choosing an ICC 
It is not a trivial matter to decide which ICC is appropriate. For example, Shrout and 
Fleiss (1979) recommend ICC(3,1) for studies where one ‘judge’ (ie. measuring device) is 
used whereas Shoukri and Edge (1996) recommend ICC(1,1) for the same situation. Haas 
(1991 a,b) and Bartko(1976) recommended ICC(1,k) as the method of choice on the 
grounds that two-way models tend to overestimate reliability. Denegar and Ball (1993) 
recommend ICC(2,1) as the index of choice for almost all physical measurements in their 
domain (sports medicine), arguing that repeated measures are almost always taken. For 
EEG studies in general, and the ones in this thesis in particular, the choice is between 
ICC(1,1) or ICC(3,1) as the measuring device is fixed rather than drawn at random from a 
larger pool of possible devices. ICC(3,1) will tend to give higher estimates of reliability as 
an effect of bias due to the recording device is removed from the error term (Shrout and 
Fleiss 1979, Haas 1991a). However,  (see below) bias should be included in the reliability 
index as an indicator of nonstationarity and therefore  ICC(1,1) is the appropriate 
reliability index. As well as the inclusion of bias as error, extraction of  bias is 
compromised due to the methodology. This is because epochs of EEG are chosen for each 
subject on the basis of quality criteria so that the seventh epoch entering into the 
reliability analysis is not taken from the same moment of the experiment for each subject. 
This is quite different from the analyses that led to the development of the ICC, where the 
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seventh reading would always be from the same rater or judge, and hence a rater specific 
bias could be calculated and partialled out. 
Interpretation of the ICC is usually a matter of judgement and convention. For example in 
the literature  values of 0.7 are seen as acceptable , 0.8 good, and 0.9 excellent. It is useful 
to interpret the ICC in terms of the discriminability index d  introduced by Wheeler and 
Lyday (1990). 
ρ
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1d        
where ρ  is the reliability.  The discriminability index gives the maximum number of  
discriminations a particular measure can make. However, the number of discriminations 
given in Wheeler and Lyday (p 56) are for the ideal case. In practice ρ  is estimated from 
the sample, as an ICC,  with a measure of uncertainty. Table 3.1  gives  both the ideal d  
and an estimate based on the confidence intervals after applying ICC(1,30) to our data. 
Based on these results a minimum acceptable reliability of 0.7 was adopted. 
Table 3-1 Theoretical and empirical discriminability  indices for a given ICC . 
The practical number of discriminations takes into account the range of the 95% confidence interval for the 
ICC estimate of the true reliability  ρ . ‘ICC’ indicates the theoretical value of the ICC as used by Wheeler 
and Lyday. ‘d’ indicates the value of the discriminability index based on the theoretical ICC. ‘95% CI 
adjusted ICC’ was estimated by calculating the ICC for the mean of 30 epochs of EEG and then taking the 
lower limit of the 95% CI of  ICCs  for the ranges .6-.62, .7-.72, .8-.82, .9-.92 corresponding to the 
theoretical ICCs of 0.6, 0.7, 0.8, and 0.9. ‘(n)’ indicates the number of epochs from which the empirical 
estimate was derived. ‘d(adjusted)’ shows the value for the discriminability index based on the 95% CI 
adjusted ICC. 
 
ICC d 95% CI adjusted 
ICC (n) 
d (adjusted) 
0.6 2.0 .43    (249) 1.6 
0.7 2.4 .58    (299) 1.9 
0.8 3.0 .7      (293) 2.4 
0.9 4.4 .87    (129) 3.8 
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Other measures that appear in the EEG literature 
Correlation 
Correlation, (eg., Pearsons, Spearmans), is often used to measure reliability. Correlation is 
an index of linear association rather than reliability as such. The major disadvantage in 
using correlation to calculate reliability is that any systematic bias in the data will go 
undetected. Correlation will therefore tend to overestimate reliability where  bias is 
included as an error term, a position argued for above. 
It is possible to ameliorate the effects of bias in the data using a split half methodology by 
partitioning the data into two groups and calculating the correlation between them. One 
criticism of split half methodology is that, usually, only one division of the data is made, 
whereas there are n!/k!(n-k)! possible splits (n = total number of segments, k = size of 
split segment). Therefore the selection of a particular split has an arbitrary quality. 
However splitting the data into two sets containing odd and even epochs respectively has 
face validity as it can distribute nonstationarities or trends more evenly throughout the 
data set(s) than alternative split forms. Effectively the odd/even split functions as the 
highest frequency resampling of a data set of size 2N , distributing nonstationarities 
evenly across two data sets of size N such that each type of nonstationarity has an equally 
probable likelihood of being in either of the two new data sets.  
An alternate approach to the single split halves methodology is to calculate the average of 
all possible split half correlations using Cronbach’s alpha  (Miller 1995): 
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where k = the number of measurements taken, xi = the data for subject i, and  Xi = the sum 
of the data for subject i.  
Theoretically, Cronbach’s alpha (CA) provides a lower bound to reliability (McDonald 
1981; Dunn 1989; Miller 1995), however this may not be the case in practice due to 
sampling variation (Miller 1995). CA is often considered a measure of the internal 
consistency of the data set. However, CA has some problems as a measure of internal 
consistency as it is sensitive to sample size, tending to increase with increasing sample 
numbers (Miller 1995). This leads to the counterintuitive result that, for example, one 
tonne of sand is less consistent than two.   
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t-test 
The t-test has also been used to measure reliability. However the t-test measures 
differences between means rather than reliability, and is unsuitable as the following 
example shows. 
A 1 2 3 4 5 6 7 8 9 10 
B 10 9 8 7 6 5 4 3 2 1 
 
If this is considered a repeated measurement then it is obviously unreliable yet the means 
are equivalent and the (in this case non-parametric) t-test fails to reject the null hypothesis 
H0 : µA =   µB  . The t-test is also sensitive to sample size: with a large enough sample size 
then even small differences will become significant and a reliable measure may be 
rejected. 
Application of the ICC to EEG power spectra 
Software was written in MATLAB to calculate the intraclass correlations according to the 
formulae from Shrout and Fleiss(1979) and Haas (1991a), and tested against SPSS on a 
number of artificial and EEG data sets. Two measures were considered, the power 
spectrum, and a number of estimators of the dominant alpha frequency (described more 
fully below), and the following description of methods applies to both, though for clarity 
only power is mentioned. ICC(1,1) was calculated to measure the reliability of power 
from single epochs of EEG, and ICC(1,k) calculated to measure the reliability of the mean 
power spectrum across k epochs of EEG, where k took values of 2, 4, 6, 8, 10, 15, 20, 25, 
and 30. Both single session and test-retest reliabilities were considered in this way.  
The methodology used to calculate the test-retest reliabilities differs somewhat from the 
standard found in the literature and will therefore be described more fully.  Consider an 
experiment where participants provide n scores on a  measure at each of two sessions 
spaced three months apart. Typically ICCs would be calculated for the first session to give 
a measure of single session reliability. However, for test-retest reliability the correlation 
between the mean of the n scores from each session would most often be used. That is, the 
variance components that are used for single session reliabilities are discarded for the test-
retest reliabilities. Surprisingly this inconsistent approach is the one most often adopted in 
the literature even though the ICC is to be preferred over correlation as a reliability index. 
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Note also that the amount of data informing the test retest reliability is twice that of the 
single test session reliability analysis. 
An alternative and more consistent methodology for analysing test-retest reliabilities was 
developed for this thesis. Single, test session, reliabilities were constructed in the usual 
manner by applying an ICC to power (or frequency estimator) from varying numbers of 
epochs.  Test-retest reliabilities were then constructed by considering the test and retest 
session recordings as a single sample, albeit not a continuous one. Variance components 
across both sessions were then estimated, with the proviso that measures from both 
sessions were sampled equally. In practice this meant that equal amounts (numbers of 
epochs) of EEG  were taken from each session and the ICC calculated for the total 
number of epochs. For example, if 4 epochs were drawn at random from the test session 
data, then 4 epochs were drawn at random from the retest session data, and the ICC 
(ICC(1,1) or ICC(1,8))of the 8 epochs calculated.  The ICC from 8 epochs sampled across 
both sessions was then compared to the ICC from 8 epochs taken from a single session. 
This ensured that both test and test-retest reliabilities used the same statistic and the same 
amount of data. Any differences between the two results could be construed as an effect 
of the sampling strategy and consequently demonstrating time dependencies in the 
reliability of the data. To minimise sampling bias, particularly when the number of epochs 
was small, for every ICC calculation ten random selections  were made for each number 
of epochs and the ICC calculated for each of the ten selections.  The final ICC values 
were taken as the mean of the ten separate ICCs.  
3.1.5 Summary  
1.Resting eyes-closed EEG was recorded from a cohort of 16 year olds at both a test 
session and retest session three months later. Recording was from 15 electrodes of the 
10/20 system, referenced to physically linked ears. A single channel oblique EOG 
recording was used. Four minutes of EEG was recorded from each subject, taken as a 
sequence of twenty 12-second blocks. Selection of epochs for further analysis was subject 
to visual inspection after artefact removal. Power analysis was undertaken in 2-second 
epochs to provide a power spectrum with 0.5 Hz resolution. 
2. Four frequency estimators were defined, the peak alpha frequency (pA), the mean pA 
of the occipital electrodes (mean-O), the gravity frequency (gF), and the mean gF across 
all electrodes (gFM). Four spectral types were produced by aligning the spectra from 
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individual epochs of EEG to the estimators prior to averaging. A fifth spectral type 
corresponded to the classical method of aligning spectra to the first bin of the power 
spectrum prior to averaging. 
3. Skew and kurtosis were calculated according to a method described in Tabachnick and 
Fidell (1989). The ICC(1,k) was used to measure reliability, and a method proposed for 
analysing test-retest reliability using the ICC rather than test-retest correlation. An 
empirical estimate of the discriminability index was  derived and a mean ICC of 0.7 taken 
as the lowest value that could be considered reliable.  
3.2 Estimators of the dominant Alpha Frequency : their distribution and 
reliability 
This part considers some statistical properties of  four different estimators of frequency 
within the classical alpha band. The estimators considered here are the peak alpha 
frequency, the mean of the peak alpha frequency for the occipital electrodes, the gravity 
frequency, and the mean gravity frequency. The major aim of this chapter is to compare 
the distributions and reliabilities of the frequency estimators with an aim to provide 
further information regarding an appropriate representation for the dominant alpha 
frequency. The topographic distribution of the two most common alpha estimators, peak 
frequency and gravity frequency, is also considered. The chapter begins with a review of 
the literature. The experimental section that follows begins with an analysis of the 
distribution of the estimators, followed by a discussion of topographic distribution, and 
then there is an analysis of estimator reliability across both single and test-retest sessions. 
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3.2.1 Introduction 
The power spectrum of the resting eyes closed EEG is characterised by a declining trend 
broken by a band of high amplitude power centred in the classical alpha band at 
approximately 10Hz (figure 3.3).  Between 2% (Wieneke et al 1980) and  5%  (Vogel et 
al 1979) of the population lack this high amplitude peak, apparently with little functional 
consequence (Niedermeyer 1997). An interesting issue is whether the dominant frequency 
of the alpha band is the result of a specific and individual process, or whether it is the 
result of the overlap and summation of multiple processes. If the dominant frequency is 
the result of a relatively individuated process then the alpha process  might prove suitable 
for genetic analysis. A major aim of this section of the thesis is to see if any particular 
frequency estimator appears to characterise an alpha process more succinctly than another 
estimator type. 
 
Figure 3-3 Power spectrum from the O1 electrode 
Spectra calculated from the average of thirty 2-second epochs of resting eyes-closed EEG 
. Details are given in the methods section. The Alpha band is highlighted. The peak of the 
alpha band is quite distinct. This is not always the case, sometimes double or even triple 
peaks are apparent, though they are not common.   
 
Models of alpha generation 
Whilst many authors have found variations in the behaviour of spectral power between 
subdivisions of the alpha band (eg. Backonja 1991; Petsche et al 1997 ; Lehmann and 
Koenig 1997; Gevins et al 1997), it is not possible from these experiments to tell whether 
these differences reflect modulation of a single (or at least simple ) alpha process or the 
action of multiple independent processes with specific functional correlates. Theoretical 
models provide a number of hypotheses, with both unitary and multiple sources for alpha 
proposed. However, no clear consensus has emerged. The definition of alpha itself is the 
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subject of disagreement. Alpha is variously defined as the classical alpha band, as the 
roughly sinusoidal activity that appears at the occipital leads during an eyes-closed resting 
EEG recording, or in relation to some functional correlate. The difficulty  in using 
functional correlates of alpha in a definition is highlighted in Basar et al (1997b).  
Niedermeyer (1997) also points out that the  presence or absence of alpha rhythm does not 
appear to have any functional consequence.  Often alpha is operationalised through power 
spectral analysis as the dominant frequency within a band centred around 10 Hz, eg., pA 
or gF.  
The cerebral origin of alpha was not demonstrated until 1987 when Hogan and 
Fitzpatrick(1987) used bipolar parieto-occipital leads to show that alpha is generated in 
the isolated cerebrum of canine brains.  Cortical recordings tend to indicate a multiplicity 
of alpha frequencies. Grey Walter, commented in Mullholland (1969), “We’ve managed 
to check the alpha band rhythm with intracerebral electrodes in the occipital parietal-
cortex: in regions which are practically adjacent and almost congruent one finds a variety 
of alpha rhythms… What one sees on the scalp is a spatial average of a large number of 
components.”  
A similar view of multiple sources of alpha rhythms has been promoted by Lopes da Silva 
(eg Lopes da Silva et al 1973; Lopes da Silva and Storm van Leeuwen 1977; Lopes da 
Silva 1991 ), based on a series of studies of alpha rhythms in the occipital cortex and 
thalamus of the dog. They developed a model which assumed both thalamic and cortical 
involvement, with alpha propagating out from small cortical epicentres and cortical 
influences predominating. They found that rhythmic activities in the alpha range occurred 
simultaneously at different frequencies at different locations in the occipital cortex, 
though these differences were not consistent, were small intra-individually, and larger 
inter-individually (Lopes da Silva et al 1973). Lopes da Silva et al conjectured that these 
differences could reflect differing modulation of  local interneurons, highlighting that 
differing frequencies do not exclude reasonably unified underlying processes.  
Lopes da Silva (personal communication) has stressed the occipital origin of the alpha 
rhythm, with anterior alpha corresponding to volume conduction from the posterior 
generators. This view was partially supported by Inouye et al (1986) in a study of  20 
subjects which looked at the relative contribution to alpha power at a particular electrode 
from the alpha band power recorded at other electrodes. Alpha was generated within 
frontal, central, parietal and occipital regions, however alpha recorded at frontal sites was 
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mainly generated outside the frontal regions whereas posterior alpha was generated within 
its own region. Power at pA was almost entirely generated at occipital sites, even though 
it could be recorded at all sites. Inouye et al concluded that there was a large posterior 
generator in each hemisphere, and one or more smaller generators at more anterior sites 
whose frequency differed from (and was probably slower than), the posterior generators. 
In part, the greater power from posterior generators ‘swamps’ the anterior alpha power, as 
has been proposed by Nunez (1995 p 184). A study by Gratton et al (1992) is consistent 
with the results from both Lopes da Silva et al and Inouye et al. Gratton et al found that a 
three component model accounted for over 50% of the variance associated with alpha 
power. The components, temporal, parietal and occipital, were all located in the posterior 
region of the head. Occipital components reacted most strongly to eye closure and 
opening. 
In contrast to studies which included volume conduction of alpha power, 
Srinivasan(1999) used a Laplacian derivation to exclude volume conduction and found 
strong coherence between frontal and posterior pA in adults. Srinivasan postulated that for 
adults the correlation of anterior and posterior activity is mediated by cortico-cortical 
fibres, as per the model of Nunez (1995), thereby leading to a globally correlated peak 
Alpha rhythm. However for children Srinivasan concluded that the alpha generators were 
not yet coupled, a proposal also put forward in Basar et al (1997a). 
Nunez (eg., 1978, 1995) has produced a substantial theory and some empirical evidence, 
that suggests both local  ( eg., inhibitory-excitatory interactions with feedback), and 
global  factors interact to produce the specific pA at any recording site. The introduction 
of global factors is novel to Nunez’s approach. In particular, Nunez (1995) has proposed 
that, given the closed cortical geometry, travelling EEG waves with high wave dispersion 
will lead to the formation of standing waves with the dominant, or peak, alpha frequency 
being the frequency of a particular standing wave mode. An interaction of local and 
global influences is reflected by the anterior-posterior differences in the spatial 
distribution of alpha which Nunez (1995 p413) claims is determined by the local damping 
of waves in frontal cortex.  A specific prediction of the model is that head size, and by 
extension brain size, is correlated with peak alpha frequency. When tested however the 
best correlations Nunez (1978)  found between head size and pA were only around -0.24, 
and none were significant at the 0.05 level when corrected for multiple comparisons.  A 
similar lack of correlation between head size and pA was reported by Srinivasan(1999). 
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An important feature of the Nunez model is the relative unimportance placed on thalamo-
cortical interaction, reasoned from the much higher proportion of cortico-cortical fibres 
compared to thalamo-cortical fibres. However this view is not supported in a study by 
Vanduffel (1998) which showed that the functional impact of cerebral projections cannot 
be inferred from anatomical projections alone. In other words, the functional significance 
of the thalamo-cortical fibres may outweigh their relatively insignificant number.  
Also counter to the Nunez model is the finding of  high damping coefficients by Wright & 
Sergejew (1991; Sergejew personal communication), with the implication for 
nondispersive waves and a lack of standing waves . This group has produced simulations 
at the level of column-sized neural groups that indicate that the dominant alpha activity 
may  be the product of purely local network phenomena, influenced chiefly by transmitter 
kinetics (Liley et al 1997; Liley, personal communication), and more or less inevitable in 
human cortical networks. Such a model allows for various alpha rhythms as per Grey 
Walter and Lopes da Silva (above), but without the need to postulate different 
mechanisms for each rhythm.  
 
3.2.2 Statistical properties of the frequency estimators 
Normality 
The distribution of the frequency of pA has been described by only a few authors, with 
most finding a relatively normal distribution with a slight positive skew.  Kondacs and 
Szabo (1999) reported pA  and gF frequency as normally distributed in a group of  21 
males and 24 females with a mean age of 40 years. Similarly, Van der Worp et al (1991) 
reported both pA and gF as  “sufficiently normal” for parametric statistics, but as with 
Kondacs and Szabo, no figures were given. Maltseva and Masloboev (1997) considered 
the mode pA for 120 individual spectra from 5.12s trials for each of 40  persons, (20M, 
20F, age given as “mainly students”). No statistics on skew or kurtosis were given 
however the histograms of pA given in the paper look to have a  high positive kurtosis. 
The overall mode was 9.75 Hz  and the mean 10 Hz, indicating a positive skew though 
this appears slight from the histogram.  Weineke et al (1980) looked at the distribution of 
pA in 110 males aged 18-50 years, and reported the distribution of pA to be slightly 
positively skewed with a slightly high kurtosis.   
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Changes over time 
The value of pA and gF  changes across the lifespan, rising through childhood to reach a 
stable figure at early adulthood with a decline after middle age. Koprüner et al (1984) 
conducted a study involving  fifty people aged 21 – 80 years with EEG recorded from 
central locations. They found a negative correlation  between pA and age, (r = -0.7), and 
developed a general equation for the relation between age and pA:   pA = 11.95 - 0.053 * 
age. Nunez (1978) found a general decline in pA after 60 years of age, from 10.1 Hz in 
adults aged 17-60 years, to 9.2 Hz in adults over 60 years. 
In a study of children aged 7 – 15 years, Samson-Dolfuss and Goldberg (1979) found pA 
increased from 8.6 in 7 year olds  to 9.9 Hz in 15 year olds. Most of the increase in 
frequency occurred during the   ages of 7 – 11 years (Samson-Dolfuss et al 1997). A 
similar increase in  mean pA across posterior electrodes was observed by Srinivasan 
(1999), who  found a mean pA of 8.9 Hz for children (6-11 years old) increasing 
significantly to 10.1 Hz in adults (18-23 years old). Changes in gF over childhood have 
not been reported, however  the estimator of the peak frequency of the alpha “process” 
used by Alvares Amador et al (1989) increased in participants from the ages of  5 to 12. 
Their estimator was derived from a model of the entire alpha peak which does not 
necessarily coincide with pA, and is probably most similar to gF. Klimesch et al(1990) 
reported an IAF of 10.8 Hz for a group of 26 year olds, and an IAF of 10.57 Hz for  a 
group of 22 year olds (Dopplemayer et al 1998). Gratton et al (1992) measured a mean gF 
of 9.88 Hz in a group of people aged between 18 and 75 years. They found no correlation 
with age. 
The decline in estimator frequency after middle age has been reported by Kondacs and 
Szabo (1999) for both pA and gF. They found a decline of about 0.15 Hz for gF (10.13 Hz 
at 20 compared to 9.98 Hz at 80) and about 0.33 Hz for pA (10.23 Hz at 20 compared to  
9.9 HZ at 80 ) for pA. Klimesch (1990) found a slightly lower IAF of  9.04 in a group of 
68 year olds, down almost 1.8 Hz from the IAF at age 26. For pA, Weineke et al (1980) 
measured a significant decline of 0.5 Hz for participants in their fifth decade,  down to 9.6 
Hz compared to 10.1 Hz for subjects between 17 and 40 years old.  Soikkeli (1991) 
measured  a pA of  9.6 Hz in twenty 71 year olds.  Soininen et al (1991) examined 
changes to pA for 68 year olds from a T6-O2 derivation over a period of 3 years. At the 
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beginning of the study participants had a pA of 9.6 Hz with a general but not significant 
decline in pA over the 3 years. 
Across the interval of the menstrual cycle, Ehlers et al (1996) studied changes in pA  in 
controls and women with premenstrual dysphoric disorder using bipolar derivations of 
frontal, central and parietal electrodes For both groups pA increased significantly from the 
follicular to the luteal phase of the cycle. 
Topography 
Indications of topographic variation in estimator frequency are inconsistent across 
different studies. Klimesch (1990) reported a decline in IAF from a high of 8.56 at 
occipital leads to a low of 8.06 at frontal leads. The study group was  20 persons with a 
mean age of 67 years.  Gratton et al (1992) found highest gF at parietal leads (10.41 Hz) 
lower at occipital leads (9.88 Hz) and temporal leads (9.51 Hz). All differences were 
statistically significant. Samson–Dolfuss et al (1997) report a decline from 9.25 Hz 
posteriorly to 8.0 Hz frontally for pA. However this result was only for one 8.5 year old 
child.  Study of 20 adults by Inouye et al (1986) reported a general trend to slower pA at 
anterior sites, though no test was made of its statistical significance. In a later study of 10 
subjects aged 18 – 24 , using two eyes-closed resting conditions, free  and serial 7 
subtraction, Inouye et al (1991) found no significant differences in pA for electrode site or 
condition, a similar result to that of  Weineke et al (1980) for 110 subjects, although 
Weineke did not measure topographical differences directly.   Köpruner et al (1984) also 
found no difference in pA across central sites. In contrast to these two studies 
Pfurtscheller (1977) did find some hemispheric differences in pA. Five people aged 20-30  
were studied and showed minimal differences in pA between homologous occipital 
electrodes, but central electrodes differed by 0.78 Hz across the hemispheres. 
Intrahemispheric differences were also observed, with central sites 0.5 Hz lower than 
occipital sites. Another small study of 5 males and 5 females (Osaka 1984)  compared pA 
for frontal, occipital and hemispheric variation during rest and a number of tasks that 
varied in difficulty and content. Compared to rest, pA increased for both arithmetic and 
visuo-spatial tasks, with an independent increase in pA with increased task difficulty. No 
topographic variation was found for the rest condition, but there were significant task 
related increases in pA, particularly for frontal regions where left hemisphere pA 
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increased for an arithmetic task, and right hemisphere pA increased for a mental rotation 
task.  
Pathology 
 Soininen et al (1991) compared pA from T6-O2 for 68 year old Alzheimer’s patients and 
controls. Controls had a pA of 9.6 Hz, and Alzheimer’s patients 8.8Hz. Soikkeli (1991) 
considered 36 Parkinson’s disease  patients using T6-O2. 18 had dementia, 18 without, 
and 20 controls, age of 71. pA was 6.8 for demented, 8.3 for non-demented, and 9.6 for 
controls.  Köpruner et al (1984) compared pA from normal controls to the pA for patients 
with cerebral ischemia. The normal control group had a significantly higher pA. In 
patients, the affected hemisphere had a significantly lower pA than the unaffected 
hemisphere. 
Relation to power spectrum 
Köpruner et al (1984) found that pA was negatively correlated ( r = -0.3 to -0.4) with total 
power, theta and alpha power. However, Osaka (1984) found no correlation between pA 
and total power in the alpha band indicating a possible independence of pA from total 
alpha power. There were however only 10 subjects in the Osaka study. Two studies of 
EEG during hyperventilation (Kraaier et al 1988; Van der Worp et al 1991) also support 
the independence of pA from total alpha power. Hyperventilation did not cause a shift in 
pA, but did cause a decrease in total alpha power. Hypoxia, to a HbSaO2, of 60%  
decreased pA and gF  but did not change total alpha power. Changes to both pA and gF 
could be caused by independent changes in the upper and lower alpha bands that retain 
total power but change the distribution. However, another finding of the independence of 
pA from alpha power  was reported by Kawabata (1974) who found that changes in upper 
and lower alpha power did not effect the pA. It is thus possible that pA represents an 
independent source of power that is overlaid onto the broadly distributed sources of the 
alpha band entire. The relative difference in power of the pA source and the broad alpha 
source(s) would influence the appearance of pA independence from changes in the 
distribution of broad alpha.  
Stimulation studies also indicate independence of pA and alpha power. Timmermann et al  
(1999) reported on auditory and visual stimulation(with eyes-closed) at a subjects pA and 
also at twice the pA. Stimulation at pA did not have a significant effect on power in the 
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classical band, but did effect all other bands to 21 Hz, as well as below. At 2*pA 
significant changes in alpha band power occurred at central electrodes  and f8. This study 
indicated that pA is not coupled to the rest of the alpha band, and that at least in part, 
apparent harmonics of alpha have multiple sources and are not just pure harmonics. In the 
cat Rougel-Buser and Buser (1997) have demonstrated independence of 10 and 20 Hz 
rhythms, consistent with the view of multiple sources contributing to the apparent 
harmonic of Alpha at about 20 Hz. 
Reliability 
Reliability of pA has only been studied using correlation. Kondacs and Szabo (1999) used 
correlation to look at the reliability of pA over a 5 year period. For an odd / even split half 
design for one session (40 secs EEG per split) pA correlated at 0.94 for all sites. Over the 
25-62 month intervals test-retest correlations dropped to 0.75 in average, 0.81 at Fp1 and 
Fp2, 0.69 at C3 and C4. Similar correlations were found by  Gasser et al (1985) who 
found mean correlations of pA over a 1 year interval of 0.78. Correlations were higher at 
frontal sites and showed hemispheric variation between O1 (.85) and O2 (.54). Little 
topographic variation in reliability of pA was found by Salinsky et al (1991) who 
considered 19 subjects over two intervals,  5 minutes and 12-16 weeks, with correlation 
averaging 0.95 at both 5 weeks and at 12-16 weeks. 
3.2.3 Experimental section 
3.2.4 Introduction 
This section contains the following three studies into  the statistics of the four alpha 
frequency estimators  
Study 8: Distribution of the frequency estimators 
Study 9:  Topographic distribution of pA and gF 
Study 10: Reliability of the frequency estimators 
The studies presented in this chapter provide a description of the normality, topography, 
and reliability of a larger and more homogenous group of late adolescents than has been 
previously described. In the study 8, the distributions of the frequency estimators are 
described with regard to the normality of the distributions. Study 9 examines the 
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topographic distribution of the frequency of the estimators. Study 10 measures the 
reliability of the four estimators across both a single recording session and across a test-
retest interval of 3 months.   
Methods 
Sixty-nine individuals (36F, 33M), from the participant pool previously described 
provided test session data. 27 of this group (16F, 11M) had both test and retest data 
analysed.  
3.2.5 Study 8: Distributions of the Frequency estimators  
This study examines the distribution of the frequency estimators, particularly with 
reference to the normality of the distributions. The results for both within individual and 
within group distributions are given for the four estimators, pA and gF, as well as mean 
occipital pA and mean gF. 
Results 
The within individual distributions for the 30 epochs of EEG for each of the 69 
participants were analysed for the 15 (non EOG) electrodes, to give 1035 distributions for 
each estimator. Results are given in figure 3.4 and table 3.2. The within group 
distributions for the 30 epochs were  analysed for the 15 (non EOG) electrodes, to give 
450 distributions for each estimator. Results are given in figure 3.4 and table 3.2 
The effect of averaging the estimator across epochs was considered for the within group 
distributions.  One hundred trials were conducted where 2, 3, 4, 5, and 10 epochs were 
selected at random and the mean estimator calculated across them for each of the 15 
electrodes. For each of the 100 trials skew and kurtosis were then analysed. The 
percentage of  distributions with significant skew and kurtosis are given in table 3.3 for 
pA, as the values for the other estimators were virtually normal even for the single epoch.  
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pA 
  
 
gF 
Figure 3-4 Histograms of skew and kurtosis for within participant distributions of 
pA and gF  
The left panel show skew, the right kurtosis. The y-axis indicates the number of 
distributions, the x-axis the value of skew or kurtosis. 
  
 
pA 
  
 
gF 
Figure 3-5 Histograms of skew an kurtosis for within group distributions of pA and 
gF  
The left panel show skew, the right kurtosis. The y-axis indicates the number of 
distributions, the x-axis the value of skew or kurtosis. 
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There was a distinct bias toward significantly non-normal distributions to load onto 
frontal electrodes. For example, in 1000 iterations of the algorithm with 2 epochs forming 
the mean,  75% of the skew distributions were frontal, 16% central, 5% parietal and 4% 
occipital. Distributions with significant kurtosis were still biased frontally, though less so 
than the skew distributions: 60% frontal, 25% central, 10% parietal and 5% occipital. 
Hemispheric effects were not apparent for skew, but there was a tendency for kurtosis to 
be significant more often in the right hemisphere where 55% of the significant values 
occurred (values excluded for Fz, Cz, and Pz). 
 
Table 3-2 Percentage of distributions with significant skew and kurtosis arranged 
according to region and spectral type. 
Distributions are from single epoch estimates of log power. Results are not given for the 
two estimators mean-O and mean-gF, as these estimators were normally distributed. 
 
 % SIGNIFICANT  SKEW  
Region  Within participants Within group  
 pA gF pA gF 
Frontal 14.5 2 19 - 
Central 13 2 3 - 
Parietal 18 2 2 - 
Occipital 1.5 2 2 - 
  % SIGNIFICANT  KURTOSIS  
  Within participants Within group  
 pA gF pA gF 
Frontal 13 2 6 - 
Central 12 2 2 - 
Parietal 11 2 1 - 
Occipital 1.5 2 3 - 
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Table 3-3 Percentage of distributions with significant skew and kurtosis – 
comparison across the number of epochs forming the average pA 
 
Epochs %Skew %Kurtosis 
1 10 4 
2 7 3 
3 5 2 
4 5 2 
5 4 1 
10 2 .3 
 
 
Discussion 
The results on normality of the frequency estimators are consistent with those found in the 
literature. The number of non-normal distributions for single epochs of peak alpha 
frequency warrants some caution in interpretation of the ICC. For average peak alpha 
frequency confidence in the ICC increases with the number of epochs in the average.  For 
the other frequency estimators, mean occipital pA, gravity frequency, and mean gravity 
frequency, normality of the distributions is present even when calculating from  single 
epochs. 
3.2.6 Study 9 : Topographic distribution of pA and gF 
Methods 
The mean pA and gF across 30 epochs of EEG was calculated for each person.  Values 
from  homologous electrodes and regions were compared using the t-test available in 
MATLAB.   
Results 
Results for pA and gF are shown in figure 3.6. There were no significant differences in 
the means of homologous electrodes for pA, and hence no hemispheric differences. 
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Regional differences did appear, with the occipital region having a significantly higher pA 
than the frontal region (10 Hz versus 9.5 Hz, p = 5 * 10 -5). The gradient of this decline 
was greatest from occipital to parietal electrodes, though this was only marginally 
significant (10 Hz versus 9.7Hz, p = .049). 
For gF there were no significant differences for either electrodes or for regions. 
 
  
 
pA    gF 
Figure 3-6 Regional and hemispheric values for pA and gF. 
X-axis labels are F (frontal), C(central), P(parietal), O(occipital), R(right hemisphere), 
L(left hemisphere). Y-axis is frequency in Hertz. Values for pA are F(9.5 Hz), C(9.6 Hz), 
P(9.7 Hz), O(10.0 Hz), L(9.6 Hz), R(9.7 Hz). Values for gF are F(9.4 Hz), C(9.4 Hz), 
P(9.4 Hz), O(9.5 Hz), L(9.4 Hz), R(9.5 Hz). 
Discussion 
No other studies have considered the 16 year old age group nor have other studies been as 
homogeneous with respect to age or used such a large sample for a specific age.  The 
most directly comparable result from the literature on pA is  Samson-Dolfuss et al (1997) 
and our results are consistent with those. The increased pA for studies of slightly older 
young adults (eg., Srinivasan 1999; Kondacs and Szabo 1999), indicates that the pA is not 
fully ‘matured’ at age 16. Ideally though, one would follow a cohort over time to 
demonstrate age related variation. For gF, the results reported here are not comparable to 
any other study, however they are lower than the figure of  10.8 Hz for 26 year olds 
(Klimesch et al  1990) and 10.13 Hz for 20 year olds (Kondacs and Szabo 1999),  and 
10.57 Hz also for 20 year olds (Dopplemayer et al 1998). Our results are therefore 
consistent with an  hypothesis of maturational changes, where  pA and gF increase in 
frequency across the teenage years, to peak sometime in adulthood.  
Reports of topographic changes in frequency estimators have been inconsistent within the 
literature. Our results indicate  no hemispheric differences in pA  which is consistent with 
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most other studies, though not that of Pfurtscheller et al (1977). The decline in pA found 
from occipital to frontal regions is  not consistent with most other reports, though is 
reported by Samson-Goldfuss et al (1997). Klimesch et al (1990) reported on the “well 
known” effect of lower frontal frequency, but provided no references. The Klimesch 
group use IAF rather than pA and though a declining trend was found for pA no such 
trend was found for gF in this study. The topography of both pA and gF was not 
consistent with some previous reports. However, as the participants reported on here have 
not been represented previously in the literature direct comparisons are not possible. For 
example, it may be that topographical features change with age.  
3.2.7 Study 10: Reliability of the frequency estimators 
Results 
The reliability of  the estimators for a single epoch 
The reliability of the four estimators  was not satisfactory for the single estimate based on 
30 test or 60 test retest epochs (figure 3.7).  Due to the distribution of pA confidence in 
the ICC results for that estimator is highest for the occipital region. Also, at these low 
values for ICC the confidence intervals tend to be wide and overlapped for all 
comparisons made.   
For either test or test-retest ICCs for gF were slightly higher than for pA. No hemispheric 
or regional differences were found, though there was a trend for ICC to increase from the 
frontal to occipital regions.   In the test session for pA the hemispheric values were: ICC 
right =  0.28, ICC left = 0.29; frontal range = 0.22 – 0.28. For gF the hemispheric values 
were:  ICC right = ICC left = 0.49; frontal range = 0.42 - 0.45. There was a slight decline 
from test ICCs to test-retest ICCs, which was most pronounced frontally. 
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Test     Test-retest 
pA 
  
 
gF 
Test    Test-retest 
Figure 3-7 Regional ICCs for the frequency estimators of a single 2-second epoch of 
resting EEG taken during the test and across the test-retest  sessions. 
Bars are labelled according to region along the anterior-posterior axis of the head, with 
the mean estimators to the right.  Values are for the mean ICC across all electrodes 
within a region. 
 
The reliability of the estimator frequency taken as the mean over a number of epochs  
Taking the ICC from the mean estimator increased the ICC as more epochs entered the 
mean (figure 3.8). The major difference between the estimators was between the frontal 
region reliabilities of pA and gF, with pA being substantially less reliable when only a 
few epochs were used to form the mean. At thirty epochs though, the difference was 
negligible (table 3.4). 
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pA     gF 
Figure 3-8 ICC for the frequency estimators of the mean of various numbers of   2-
second epochs of resting EEG taken across the test sessions. 
 
The test session ICCs for the mean estimator from 30 epochs revealed no effects of 
hemisphere or within region electrodes for either pA of gF. For pA: ICC right =  ICC left 
= 0.92; frontal electrodes range = 0.89 – 0.92. For gF:  ICC right = ICC left = 0.96; frontal 
electrodes all 0.96. Anterior-posterior trends were significant (table 3.4). For pA at 30 
epochs, the 95% CIs for the mean of both frontal and central regions did not overlap with 
the occipital region. For gF the significant difference was more restricted, with only 
frontal region CIs not overlapping those for the occipital region 
Table 3-4 Means and 95% confidence intervals for estimator ICCs of test session. 
ICC is calculated for the mean estimator across 30 epochs, rounded to two decimal 
places.  Regional values are given for pA and gF. Only single values apply to mean-O 
and mean-gF 
 
  ICC  
 pA gF 
 Mean (lower 
CI, upper CI) 
 Mean (lower 
CI, upper CI) 
Frontal 0.90(0.87, 0.93) Frontal 0.91( 0.85,0.95) 
Central  0.91( 0.88,0.94) Central  0.94(0.91,0.97 ) 
Parietal 0.94(0.91, 0.96) Parietal 0.97( 0.94,0.98) 
Occipital      0.96( 0.94,0.97) Occipital      0.98( 0.96,0.99) 
Mean-O 0.97( 0.96,0.98) Mean-gF 0.98( 0.97,0.99) 
 
 The number of epochs required before the estimators exceeded threshold ICCs of 0.7, 
0.8, and 0.9. is given in table 3.5.  
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Table 3-5 Number of epochs of test session EEG needed for estimator ICC to exceed 
thresholds of 0.7, 0.8, and 0.9. 
Cell numbers correspond to the number of 2-second epochs required for the ICC of the 
mean frequency estimator to exceed the given threshold. 
 
  pA    gF   
Threshold 0.7 0.8 0.9  0.7 0.8 0.9 
Frontal 8 15 30 Frontal 4 6 15 
Central 8 15 30 Central 4 6 15 
Parietal 6 10 20 Parietal 4 4 8 
Occipital 4 6 15 Occipital 2 4 6 
Mean_O 4 6 10 Mean_gF 2 4 6 
 
Frontal electrodes required the greatest number of epochs to reach threshold, occipital the 
least. For all estimators there was an increase in number of epochs required to reach the 
increased threshold. Frontally, about a 4-fold increase in the amount of EEG was required 
to reach a threshold of 0.9 compared to 0.7. Occipitally the increase was about 3-fold. The 
average estimators, mean-O and mean-gF behaved like the occipital region.  Nonetheless, 
the estimator for all regions could reach an ICC of 0.9 or greater with 30 epochs of EEG.  
There was a marked difference between the pA and gF estimators, gF requiring about half 
the EEG required by the pA estimator to reach a given threshold. 
Test retest reliabilities for the frequency estimators also demonstrated an increasing trend 
for ICC along the anterior-posterior axis of the head (figure 3.9). The trend was more 
pronounced than for the test session alone, primarily due to the marked decrease in frontal 
ICC, particularly for frontal pA. Comparison of 30 epochs at test session with 30 epochs 
spread over the test-retest sessions indicated a significant reduction in reliability in the 
frontal region for pA, from a mean of 0.9 at test, to 0.75 at test retest, with non-
overlapping 95% CIs (compare tables 3.4 and 3.6). Frontal reliability of pA was therefore 
dependant on the time across which the data was sampled, whereas the other regions 
appeared much less time dependant, particularly the occipital region. This reduced 
reliability for frontal pA was not mirrored in the results for gF, where comparing test and 
test-retest results revealed no significant differences for any region, that is, no time 
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dependencies in the reliability of gF were apparent. For the test condition mean-G 
approximated the occipital gF. There was however a decline in mean-G across the test-
retest interval. Most likely this decline was due to the contribution of the frontal region 
electrodes to the mean-G, as they are the only electrodes to show a decline in ICC over 
time. With 60 epochs of data all estimators showed a general increase in reliability, 
however this did not reach significance. 
  
 
pA    gF 
Figure 3-9 ICC for the frequency estimators of the mean of various numbers of   2-
second epochs of resting EEG taken across the test retest sessions. 
Regions indicated as previously described. Note that the epoch numbers for the test-retest 
session are for the number of epochs per session. For the test-retest figure, the total 
number of epochs in the ICC calculation is double that indicated along the x-axis.  
 
Table 3-6 Means and 95% confidence intervals for regional ICCs of test-retest 
session frequency estimators  -  30 and 60 epochs 
 
  Mean (lower CI, upper CI)    
  pA  gF  
 30 epochs 60 epochs  30 epochs 60 epochs 
Frontal 0.75(.60, .87) 0.87(.78, .93) Frontal 0.96(.94, .97) 0.95(.92, .97)
Central  0.89(.81, .94) 0.94(.90, .97) Central  0.96(.94, .97) 0.97(.95, .98)
Parietal 0.93(.88, .96) 0.96(.94, .98) Parietal 0.97(.96, .98) 0.98(.97, .99)
Occipital    0.95(.92, .98) 0.98(.96, .99) Occipital   0.98(.98, .99) 0.99(.98, .99)
Mean-O 0.97(.94 ,.98) 0.98(.97, .99) Mean-gF 0.96(.94, .98) 0.98(.97, .99)
No hemispheric trends appeared for the mean ICC across the test retest period for any 
frequency estimator, with homologous electrodes having ICCs within .05 of each other. 
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For pA: 30 epochs spread across the test-retest period gave an ICC right =  0.84, ICC left 
= 0.83 and a frontal range = 0.7 – 0.8. Frontal CIs did not overlap with parietal and 
occipital CIs. For 60 epochs across the test-retest period ICC right =  0.92, ICC left = 0.91 
and frontal range = 0.83 – 0.89.  Again, frontal CIs did not overlap with parietal and 
occipital CIs. For gF: 30 epochs spread across the test-retest period  gave an ICC right = 
ICC left = 0.94 and frontal range = 0.89 – 0.92. Frontal CIs did not overlap with occipital 
CIs. For 60 epochs across the test-retest period ICC right =  ICC left = 0.97, ICC left = 
0.91 and frontal range = 0.94 – 0.96.  Again, frontal CIs did not overlap with occipital 
CIs.  
Thresholded reliabilities were also calculated for the test-retest session data (table 3.5). 
All regions reached a reliability of greater than 0.8, with only the frontal  region failing to 
reach an ICC of 0.9. The requirement for more data frontally to reach a given threshold 
was again evident as was the finding that gF required less data than pA to reach a given 
threshold. For the occipital region particularly, and to a lesser extent for the central and 
Parietal regions, the same total amount of EEG was required to exceed a given threshold 
whether that data was taken from the test session alone, or sampled across the test-retest 
interval. This result implies reasonable stationarity of pA across a three month interval  
for all but the frontal regions. A similar result obtained for the mean pA of the occipital 
electrodes. 
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Table 3-7 Number of epochs of test-retest session EEG needed for estimator ICC to 
exceed thresholds of 0.7, 0.8, and 0.9. 
Cell numbers correspond to the total number of 2-second epochs sampled across both test 
and retest sessions required for the ICC of the frequency estimator to exceed the given 
threshold. 
 
  pA    gF   
Threshold 0.7 0.8 0.9  0.7 0.8 0.9 
Frontal 30 40 - Frontal 8 16 30 
Central 12 20 30 Central 8 8 20 
Parietal 8 12 30 Parietal 4 8 12 
Occipital 4 8 16 Occipital 4 4 8 
Mean_O 4 8 12 Mean_gF 4 8 12 
 
Discussion 
The little that has been published on the reliability of pA is broadly in agreement with this 
study. That is, pA is a reliable measure, retaining reliability over an interval of a few 
months, with little hemispheric variation. The result for Gasser et al (1985) showing 
hemispheric differences between the occipital electrodes was not supported here. A trend 
for lower reliability at the frontal region compared to the occipital region was evident. 
The use of mean occipital pA gave very similar results to those for a single occipital 
electrode. The time dependence of pA reliability was evident though did not reach 
significance except in the frontal region. When  30 epochs were sampled from across test 
and retest sessions the reliability of frontal and, to a lesser extent, central regions was 
lower than when the 30 epochs were taken from the test session alone. Thresholding 
acceptable reliability at 0.7 shows that at least 8 epochs of EEG must be used to ensure 
satisfactory reliability in all regions when recording only at a single session. When epochs 
are sampled across two session spaced 3 months apart, then 30 epochs are required for the 
frontal region, whereas only 4 are required occipitally. This result indicates that occipital 
reliability is more or less time independent, whereas frontal reliability is not.  
For gF no previous results have been published, but the results are mostly similar to those 
for pA: gF is reliable, reliability remains high over months, and there are  no hemispheric 
differences though there is a decline in reliability toward the anterior region. Use of the 
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overall mean gF gave similar results to gF for the central and parietal regions. Time 
dependence of gF was not as marked as for pA, and when as many as 30 epochs were 
used there was no difference in reliability whether the epochs were taken from a single 
session or from two sessions spaced 3 months apart. When considering the thresholded 
reliability  a small increase in epoch number was required to exceed an ICC of 0.7 across 
the test retest interval, however this was not as marked as for pA.  
To gain a reliable estimate of either pA or gF, about 20 seconds of EEG recorded at a 
single session would suffice, even less if only posterior regions were to be considered. It 
would appear that, for practical purposes, gF reliability can be considered time 
independent for all regions across the test retest interval used in this study, whereas 
frontal pA reliability is time dependant. However, the reliability of pA can be considered 
independent of time for the central, parietal and occipital regions.  
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3.3 The distribution and reliability of the power spectrum of the EEG: 
classical (unaligned) and aligned spectra. 
 
 
This section is concerned with the distribution and reliability of the EEG power spectrum, 
both classical spectra, and spectra after alignment to the frequency estimators discussed 
previously. An initial review of the literature indicates few satisfactory analyses of EEG 
reliability, with no studies of the reliability of aligned spectra. Following the review, the 
distribution of single bin power spectra is described for both classical and aligned cases. 
Then the reliability of  these spectra is calculated for both test and test-retest data.  
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3.3.1 Introduction 
At the scalp, many authors have found that broadband alpha power can be decomposed 
into smaller, independent, bands. Factor analyses indicate at least two equal subdivisions 
of alpha, lower and upper (Andresen 1993). However, EEG factors are not robust in the 
face of changes in assumptions underlying the analysis.  The review of Andresen (1993) 
points to many disagreements in the EEG factor analysis literature. For example, the 
factors in Lorig and Schwartz (1989) do not agree with those of  Andresen (1984), who 
presents a study where a number of approaches are tried until one is arrived at that fits the 
hypothesis of equal factors across the hemispheres! Nonetheless, interindividual factor 
analyses are generally held to be consistent with the classical bands.  
However, the classical divisions are not consistent with factors derived from intra-
individual analyses, which are more germane to the study of individual differences. Two 
papers were published in 1980 by a German group working on inter- and intra- individual 
factor analysis of the EEG (Oldenbürger and Schwibbe, 1980; Schwibbe and Becker 
1980).  These studies indicated that interindividual variability in power is chiefly 
responsible for the classical band divisions and that intraindividual factors are only 
partially consistent with the classical bands. The authors concluded that classical band 
divisions were suitable for data compression, but were not suitable for the investigation of 
the underlying physiological processes of EEG generation. In another paper from the 
same group, Schwibbe et al (1981) compared power spectra from a baseline condition to 
four experimental conditions. Spectra were generated in the conventional manner and 
comparison between conditions made for classical unaligned spectra for each condition, 
and between averaged spectra that were aligned at their respective peak alpha frequencies. 
It was found that aligned spectra accounted for  more of the experimental variance than 
classical spectra by a factor of 1.5-2. It was also found that basing  the gravity frequency 
on a band adapted to the individual’s peak alpha frequency was superior to (gave greater 
discrimination between conditions) gravity frequency based on the classical alpha band. 
Schwibbe et al called for a defintion of fluid frequency groups based on the location of an 
individual’s peak alpha frequency.  
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Another German group, chiefly identified with Klimesch,  has consistently argued for the 
inadequacy of the classical bands, instead proposing bands based on an individually 
determined alpha frequency (reviewed in Klimesch 1997, 1999). As with Schwibbe 
group, Klimesch’s studies first generate power spectra from the average over many 
epochs, and then compare across conditions after deriving the IAF bands from the 
conventional spectra. The results of the Klimesch group indicate that both the width and 
position of bands should be adapted to the individual IAF for each subject where the 
higher the IAF the wider the bands (Dopplemayer et al 1998). On average they define a 
lower alpha band that lies 3.5-4Hz below the IAF. This band may be split into two equal 
sub bands. Theta is then defined as the 2 Hz band below lowest alpha. Upper alpha is the 
2Hz band above the IAF. There is however no clear upper limit for alpha, and no clear 
lower limit for theta, these are defined by convention (Klimesch 1999). Using the 
adaptive bands they have shown that lower alpha varies as a function of attention and this 
variation occurs across the entire scalp, whereas upper alpha varies as a function of 
semantic memory demands and is restricted to the left hemisphere (Klimesch 1999). The 
actual IAF itself appears to be related to memory performance, with higher IAF indicating 
better memory (Klimesch et al 1990). 
The work of both German groups derive their measures from classical unaligned spectra 
and then align those measures across conditions. That is, the spectra to be compared are 
not themselves made using an alignment or adaptive process. The alignment or adaptive 
process is only used for comparison between conditions. Two possibilities arise to cause 
the differences between conditions. Firstly, the alpha frequency may reflect a genuinely 
individuated process whose frequency is modulated by some factor(s), as has been 
consistently maintained by Nunez for example. Alternatively, there may be no alpha 
frequency component as such, but rather the modulation of power at differing frequencies 
within the alpha band which makes it appear that the alpha frequency is changing.  
Variation between conditions revealed by the studies described above may then reflect 
either variation in the distribution of the alpha frequency or the variation of discrete 
power components within the alpha band. If power at the alpha frequency does reflect a 
relatively isolable process, then it is a likely candidate for further genetic research. In the 
following studies a comparison of the distribution and reliability of aligned and classical 
spectra is made to see if this is the case, or if power at the alpha frequency has many 
contributors and its statistical properties do not differ fundamentally from power at any 
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other frequency. Firstly, it would appear prudent to conduct a fine grained analysis of 
EEG spectra at the level of the individual bin of the power spectrum, rather than at the 
level of the aggregated bins of either the classical bands or adaptive bands. Secondly, the 
statistical behaviour of an isolable process should appear quite different to that of the 
other frequencies. Thirdly, if other frequencies are in some sense yoked to the alpha 
frequency then alignment of spectra to the alpha frequency should change their behaviour 
relative to unaligned classical spectra. 
3.3.2 Distribution of the individual bins of the EEG power spectrum  
In the only reference found, Weineke et al (1980) reported that log pA power, averaged 
over twenty 5-seconds epochs, was normally distributed with a skew of –0.385, and 
kurtosis of 2.5.   
3.3.3 Reliability of the EEG power spectrum 
There are no studies of the reliability of aligned EEG spectra.  However, two studies  have 
used an ICC to measure the reliability of classical spectra, though not at the level of the 
individual bins of the power spectrum. One of these studies (Fein et al 1983) used 
absolute EEG power values thereby violating the assumption of normally distributed data. 
Another pooled data from both eyes open and eyes closed EEG (Tomarken et al 1992), 
which is not a standard practice and is therefore difficult to generalise from. In addition, 
the Tomarken et al study used the ICC(3,1) and so does not generalise to other studies. As 
well as the studies using an ICC, two groups have used Cronbach’s alpha (Burgess and 
Gruzelier 1993; Lund et al 1995 ). The other studies in the literature use t-tests, 
correlation, and the coefficient of variation. In the following sections these studies are 
considered in more detail. 
Studies using an ICC 
The earliest study to use an ICC on EEG power was conducted by Fein and colleagues in 
1983. They considered eyes open and eyes closed resting EEG from 10-12 year old boys 
using 6 electrodes from central, parietal and temporal regions. Two sessions were 
recorded about 5 hours apart. Power was calculated in 1 Hz bins using the FFT, averaged 
over about 2 minutes of recording and aggregated into 5 bands. ICCs were calculated 
between the two sessions and coefficients of variation (CVs) calculated within a single 
 139
session for the individual 1Hz bins of the power spectrum. For eyes closed EEG ICCs 
closely approximated rank correlations and were above 0.8 for all but upper beta (20.5-
32.5 Hz) in the temporal leads which showed reliabilities of about 0.6. ICCs for the 
dyslexic group were slightly lower.  
Unfortunately as noted above, the data weren’t transformed toward a normal distribution. 
As mentioned previously there are no studies available on the robustness of the ICC to 
deviations from the normal distribution. Fein et al (1983) claimed that the ICC’s were 
accurate as they were similar to rank correlations which raises the question, why use 
ICC’s if one considers rank correlations as the gold standard. It may be the case that the 
ICCs are not far from those that would have been recorded using transformed data, 
however this remains to be verified.   
Tomarken et al (1992) used the ICC(3,1) to index reliability in a study that was primarily 
focussed on asymmetry measures. Subjects were 85 right handed female undergraduates 
aged 17-21. Four fronto-temporal sites were recorded, and log power calculated for delta, 
theta, alpha and two beta bands. Unusually, power was averaged over both eyes closed 
and eyes open conditions, with at least 80 seconds of each condition entering the 
averages. Perhaps reflecting this unusual combination of conditions, the ICC(3,1) chosen 
does not allow for generalisation of the results outside of the specifics of the particular 
experiment. The ICCs were calculated within a single session and between two sessions 
approximately 3 weeks apart. ICCs were in the range 0.8 – 0.95 for theta, alpha and lower 
beta. Delta and high beta were slightly lower. Results of this study are somewhat 
ambiguous as it is not possible from Tomarken et al’s description of the methods to 
determine which power values entered into the calculation of the ICCs. Power 
calculations were given as the average of the session baselines, which would give only 
one estimate per session. Furthermore ICCs from the first session are referred to as 
assessing stability at one time-point, which is not possible as no variance components 
could be calculated, so at least two power values must have been calculated but how this 
was done is not given. Given the lack of knowledge about the single session power values 
used it is not clear how the two session values were determined. These two session 
reliabilities were slightly greater than reliabilities for the single session, but it is not 
possible from the text to understand the reasons for the increase.  
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Studies using other measures 
Lund and colleagues (Lund et al 1995) considered the resting EEG recorded from the Cz 
electrode for both schizophrenics and normals. The reliability index was Cronbach’s 
alpha  (CA) which, as noted above, provides a lower bound to reliability and is thereby a 
conservative estimator. 49 normal, and 44 schizophrenic, subjects had power for eight 8-
second epochs of eyes-closed resting EEG calculated using an unwindowed  FFT. The 
power values were transformed (log, sqrt, normalised), aggregated into 1Hz bins and 
averaged. The log values are considered here. CA was calculated for the 1 Hz bins using 
2,4, and 8 epochs, increasing as the number of epochs increased. For 8 epochs CA was 
above about 0.9 for 3Hz – 30 Hz and showed little variation according to frequency. 
Using four or two epochs reduced CAs to below 0.8 for most frequencies except around 
the 8-12 Hz range. The Lund et al study has the virtues of using a well recognised 
statistic, Cronbach’s alpha, which provides a conservative estimate of reliability. The 
aggregation of unwindowed power values offsets this conservatism to some degree.  By 
the central limit theorem, aggregation would be expected to reduce within subject 
variance of the 1 Hz bin compared to the variance associated with a 1 Hz bin taken from 
1-second epochs. Furthermore, as no windowing was used for the FFT, leakage between 
bins would be substantial. Even without the aggregation the high leakage would cause 
each bin to become the weighted average of a number of bins, once again reducing the 
within subject variability of each bin. The values for CA may therefore be inflated though 
the significance of  the distortion cannot be predicted. On a positive note the study 
(almost) considers the most basic level of power analysis, the unaveraged individual bins 
of the power spectrum. All other studies of EEG reliability have begun at the level of 
averaged power aggregated into classical bands. 
Another study used Cronbach’s alpha to test internal consistency of the topographic 
distribution of power in eyes-open resting EEG (Burgess and Gruzelier 1993). Data were 
collected from 28 electrodes and aggregated into 5 frequency bands, delta, theta, alpha, 
beta1 and beta2. All bands showed CAs greater than 0.9.  However, the methodology 
used by Burgess et al would tend to inflate CAs. The authors considered topographic 
consistency, and the CA was calculated for a subject X electrode matrix of power values 
in each of the 5 frequency bands. However, the 28 electrodes cannot be considered 
independent. There is considerable overlap in the signals at neighbouring electrodes due 
to volume conduction unless suitable transforms are used, which was not done in this 
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case.  Given the high correlation between signals in the 28 electrodes the surprising result 
would have been if CAs had been low.  
The other studies on EEG reliability have used statistics such as the t-test or correlation. 
Test-retest correlations have been used to index reliability across intervals of a few 
minutes and hours (Oken and Chiappa 1988; Salinsky et al 1991; Burgess et al 1993; van 
Baal 1996) to intervals of months and years ( Gasser et al 1985; Pollock et al 1991; Fein 
et al 1984; Salinsky et al 1991; Hagemann et al 1998). In most studies, the delta band has 
given the lowest correlations (Gasser et al 1985; Pollock et al 1991; Fein et al 1984; 
Salinsky et al 1991), followed by beta (Gasser et al 1985). It is unknown whether 
variability in these bands may be intrinsic or may be attributed to artifact such as EOG 
and EMG. Topographic variation in test-retest correlation has also been reported, with 
generally lower values at frontal and temporal sites (Pollock 1991: Fein et al 1983; 
Salinsky 1991). However, some authors have found no effect of recording site upon 
correlations (van Baal 1996; Gasser et al 1985).  
T-tests have been used to measure the significance of test-retest differences in means. 
Tomarken et al (1992) found no significant differences between the means for any sites or 
bands over a 3 week period. Similarly Pollock et al (1991) found no more significant 
differences than expected by chance over a 4.5 month interval. The percentage difference 
between mean power was of the order of  10% or so with power averaged from about 60 
secs of recording (Salinsky et al 1991; Oken and Chiappa 1988).  
Related to reliability is the issue of EEG variability, studied using the coefficient of 
variation, the standard deviation divided by the mean (Fein et al 1983; Burgess et al 1993; 
Oken and Chiappa 1988).  Coefficients of variation (CV) have been high ( > 1), when 
epochs of 1 second have been used (Fein et al 1983), reducing as epoch lengths increase 
(Burgess et al 1993; Oken and Chiappa 1988).  CVs vary according to frequency, with 
beta having the highest CV (Oken and Chiappa 1988; Fein et al 1983), though individuals 
differ with respect to CV/frequency band interactions. (Van Dis et al 1979). There appear 
to be no effects of recording site on CV values.    
Thus far previous studies of EEG reliability have been discussed  and shown to be 
methodologically compromised in that the studies used statistical methods that were not 
suited to measuring reliability. However, the study designs were also inappropriate, or 
incomplete. In particular, almost all previous studies of EEG reliability have used 
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averaged power aggregated into the classical bands. The position taken here is that 
averaged band power is not an appropriate starting point for reliability studies. If 
aggregation of individual frequencies into the classical bands were appropriate then the 
reliability of the constituent frequencies within the bands should be roughly equivalent.  
In the following experiments reliability analysis is used to demonstrate that the statistical 
properties of the individual bins of the power spectrum are not consistent within the 
classical frequency bands, nor are they consistent along the anterior posterior axis of the 
head. Thus, these findings fail to support aggregation of individual bins into the classical 
bands.  
3.3.4 Conclusions from the literature review 
Generally, the literature has supported the conclusion that EEG power is reliable, with the 
possible exception of the delta and upper beta frequencies. Little topographic variation 
has been shown. However, there have been no completely satisfactory studies of EEG 
reliability to date. Of the two studies that use an ICC one failed to use normally 
distributed data, and the other used a nonstandard mixture of both eyes open and eyes 
closed data thereby making generalisation difficult. The two studies using Cronbach’s 
alpha probably overestimate EEG reliability, although the magnitude of this may be 
slight. All other studies have used statistics that have been judged inappropriate in the 
measurement literature.  
The existing literature on EEG reliability requires confirmation for a number of reasons. 
Firstly there is the issue of inappropriate statistical analysis. Secondly most studies have 
almost exclusively considered averaged power aggregated into bands, though the classical 
bands are unlikely to be the ‘atomic’ units of power analysis. 
Thirdly, reliability is bounded by +/-1, and the lack of topographic and frequency 
dependent variability in reliability may be due to a boundary effect. Averaging and 
aggregating data may ensure that all reliability values approach 1 and therefore difference 
statistical behaviour due to frequency and recording site might be lost. By considering the 
evolution of reliability as more EEG enters the calculation of the power spectrum 
differential frequency and topographic behaviour  may become apparent.  
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3.3.5 Experimental section 
Introduction 
This section contains the following studies into  the statistics of the EEG power spectra 
Study 11: Distribution of individual bins of classical and aligned spectra 
Study 12:  Reliability of individual bins of classical and aligned spectra from a single 
recording session 
Study 13:  Reliability of individual bins of classical and aligned spectra  across test and 
retest recording sessions 
Study 14: Comparison between individual bin reliability and classical band reliability 
Methods 
Participants 
Differing numbers of participants contributed spectra for the aligned and unaligned 
analyses, reflecting the time of analysis as described previously. For aligned spectra, 
sixty-nine individuals (36F, 33M), from the participant pool previously described 
provided test session data. A subset of 50 of these participants provided unaligned spectra. 
27 participants (16F,11M) had both test and retest data analysed.  
 
3.3.6 Study 11: Distributions of Spectra Aligned to the frequency estimators 
Methods 
For the aligned spectra there were 15 electrodes, 30 epochs and 48 frequencies,  giving 
21,600 variables / distributions. Unaligned spectra yielded 27000 distributions (15 
electrodes * 30 epochs * 60 frequencies). Where the spectrum was taken as the average of 
a number of epochs. 10 random selections, with replacement, were made for each 
variable, and the skew and kurtosis calculated as the mean across the 10 selections. As the 
ICC assumes normally distributed residual these were examined similarly, as per Shrout 
and Fleiss(1979)  
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Results 
The histograms of classical and aligned power are given in figures 3.10 to 3.12 
Histograms for the mean estimators were similar and are not given. Visual examination of 
the histograms across all electrodes indicated that the distributions were not normal. 
However, departures from normality were not marked, for example there were no signs of 
flat or bimodal distributions.  
 
 
  
 
 4.5Hz     9.5 Hz         19.5Hz       
 C3electrode        Fz electrode             O1 electrode 
Figure 3-10 Sample distributions of log classical power 
The top row shows the distribution across one epoch for all  50 subjects. The bottom row 
distributions are from the total  number of epochs for all 50 subjects. X-axis is 
dimensionless, Y-axis indicates number of epochs. Electrodes are chosen to cover  the 
scalp both fronto-posteriorly and centro-laterally. Frequencies are chosen to cover major 
frequency range of interest. 
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        5Hz below pA   pA         10Hz above pA        
 C3electrode       Fz electrode           O1 electrode 
Figure 3-11 Sample distributions of log power relative to pA 
The top row shows the distribution across one epoch for all  69 subjects. The bottom row 
distributions are from the total  number of epochs for all 69 subjects. X-axis is 
dimensionless, Y-axis indicates number of epochs. Electrodes are chosen to cover  the 
scalp both fronto-posteriorly and centro-laterally. Frequencies chosen to cover major 
frequency range of interest. 
  
 
   
 
        5Hz below GF   GF         10Hz above GF        
 C3electrode       Fz electrode           O1 electrode 
Figure 3-12 Sample distributions of log power relative to gF 
The top row shows the distribution across one epoch for all  69 subjects. The bottom row 
distributions are from the total  number of epochs for all 69 subjects. X-axis is 
dimensionless, Y-axis indicates number of epochs. Electrodes are chosen to cover  the 
scalp both fronto-posteriorly and centro-laterally. Frequencies chosen to cover major 
frequency range of interest. 
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Distributions of skew and kurtosis for the power spectra are shown below (figure 3.13), 
and are almost exactly the same for all the spectra with a range for skewness of about –3 
to 1, and for kurtosis about –1 to 8. The histogram for the kurtosis of gF shows a slightly 
greater tendency for gF kurtosis to be negative than for the other spectral distributions. No 
test of the significance of this was made, and the effect size does not appear to be great. 
Averaging the spectra limited the range of skewness to about –1.5 to +1,  and kurtosis to 
about –1 to +3 (figure 3.14). 
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pA 
 
mean-O 
 
GF 
 
mean GF 
 
Figure 3-13 Histograms of skew and kurtosis for within group distributions of log 
power spectra 
The left panels show skew, the right kurtosis. Distributions are for log power from single 
epochs across all frequencies and all subjects.  
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pA-averaged 
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GF averaged 
  
 
meanGF averaged 
 
Figure 3-14 Histograms of skew and kurtosis for within group distributions of 
averaged log spectra 
The left panels show skew, the right kurtosis. Distributions are of the average power 
taken over five epochs, all subjects, all frequencies.  
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Testing for significance revealed both frequency and topographic variation in the shapes 
of the distributions, with a similar pattern to the results for all alignments. The percentage 
of distributions with significant skew or kurtosis increased as frequency increased or 
decreased away from the frequency estimator, or about 9-10Hz in the case of classical 
spectra (figure 3.15).    
  
 
pA   mean-O 
  
 
GF   mean GF 
 
 
Classical 
 
Figure 3-15 Percentage skew and kurtosis for single epoch estimates of log power  
according to frequency. 
Results are averaged across all electrodes. The percentage for high kurtosis for  mean-O 
aligned spectra prompted a check of the software but no errors were apparent: the high 
kurtosis at 1Hz for mean-O appears to be accurate. Furthermore, the calculations for 
skew and kurtosis are “yoked”, results of each are calculated on the same data, and 
hence if there were a software error it would apply to both skew and kurtosis equally. 
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Toward the lowest frequencies the percentage skew/kurtosis levelled off or declined. The 
most notable difference between the spectra is that log power at the estimator for pA 
aligned spectra  is normally distributed with a very sharp difference between percent 
skew/kurtosis at pA and immediately adjacent frequencies. For the other estimators the 
difference between the distribution at the frequency estimator and adjacent frequencies is 
less pronounced. pA aligned spectra also showed a decline in the percent significant 
skew/kurtosis  at the lowest two frequency bins which was not present in the other 
spectra.  
Looking at the distributions on an electrode by electrode basis (figure 3.16) revealed very 
similar behaviour for all estimator types.  
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mean-gF 
 
Figure 3-16  Percentage skew and kurtosis for single epoch estimates of log power  
according to electrode 
Electrodes are gathered into regions in the following order,: F (frontal, fz, fp1, fp2, f3, f4, 
f7, f8); C (central, cz, c3, c4); P (parietal, pz, p3, p4); O (occipital, o1, o2) 
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Aggregating electrodes for a regional analysis revealed very similar results for all spectra 
and regions, with slightly fewer significantly skew/kurtosis distributions in the frontal 
region, increasing toward the occipital region (table 3.9). No hemispheric differences 
were apparent. Averaging  spectra reduced the percentages of non-normal distributions 
(table 3.10), so that with 2 epochs in the average all spectra were  reasonably normal, at 
least to the extent accepted for the classical bands. The classical spectra tended to have 
the highest percentage of significant skew and kurtosis results. 
Table 3-8 Percentage of distributions with significant skew and kurtosis arranged 
according to region and spectral type. 
Distributions are from single epoch estimates of log power 
 
Region  % SIGNIFICANT  SKEW   
 Classical pA Mean-O GF GF-mean 
Frontal 22 21 23 25 24 
Central 27 27 28 27 27 
Parietal 27 26 29 27 27 
Occipital 31 29 33 31 31 
  % SIGNIFICANT  KURTOSIS   
Frontal 16 16 19 18 18 
Central 17 20 20 20 20 
Parietal 17 19 20 19 20 
Occipital 19 21 22 21 21 
 
Using the square root transform of power, rather than the log transform, produced 
significantly more non- normal distributions for pA aligned power: 75% of distributions 
were skewed, 50% had significant kurtosis. Other distributions were not analysed using 
the square root of power. 
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Table 3-9 Change in percentage of distributions with significant skew and kurtosis 
as more epochs were included in the average 
The top table gives the statistics for skew, the bottom for kurtosis. No. of epochs indicates 
the number of epochs used to form the power spectrum. Thus, where no. of epochs = 2, 
the power spectrum was taken as the average power across two epochs. 
 
No. of  
epochs 
  
% SIGNIFICANT SKEW 
  
 Classical pA mean-O GF GF-mean 
1 25 24 27 27 26 
2 5 7 10 8 8 
3 3 4 6 3 4 
4 4 2 5 2 2 
5 4 1 4 2 2 
10 5 1 4 1 2 
15 6 3 4 2 2 
20 8 2 4 3 3 
30 8 2 4 4 4 
 
No. of  
epochs 
  
% SIGNIFICANT  KURTOSIS 
  
 Classical pA mean-O GF GF-mean 
1 17 18 20 19 18 
2 6 7 9 7 7 
3 4 4 6 4 3 
4 4 3 5 3 3 
5 4 3 5 2 2 
10 4 3 4 2 3 
15 5 2 5 2 4 
20 6 4 5 3 4 
30 7 4 5 4 5 
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Residuals 
A frequency based analysis of the percentage of the residuals with significant skew and 
kurtosis showed a clear difference in the distribution of power at pA. Here,  the  
percentage of significantly skew/kurtosis dsitributions was  5% whereas for all other 
aligned spectra the percentage at the estimator was from 25% - 40 %. Outside of power at 
the estimator frequency, other frequencies were similar. There were about 10% fewer 
significantly skew/kurtosis residuals for classical spectra. 
 
 
pA   mean-O 
 
gF    gFM 
 
Classical 
 
Figure 3-17 Percentage of non-normal Residuals for  single epoch estimates of log 
power according to frequency. 
An electrode by electrode view of the residuals revealed  slightly higher percentages  of 
significant skew and kurtosis and less variation between electrodes than with the power 
values themselves (figure 3.18).  
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pA 
 
mean-O 
 
gF 
 
mean-gF 
Figure 3-18 The percentage skew and kurtosis by electrode 
Electrodes are gathered into regions in the following order,: F (frontal, fz, fp1, fp2, f3, f4, 
f7, f8); C (central, cz, c3, c4); P (parietal, pz, p3, p4); O (occipital, o1, o2) 
 
Aggregating electrodes for a regional analysis revealed very similar results for all aligned  
spectra and regions. The percentage of  classical spectra residuals with significant skew or 
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kurtosis was always about 10% less than that for aligned spectra in all regions. No 
hemispheric differences were apparent. 
Table 3-10 Percentage of residuals with significant skew and kurtosis arranged 
according to region. 
 
Region  % SIGNIFICANT  SKEW   
 Classical PA Mean-O GF GF-mean 
Frontal 25 33 35 40 39 
Central 25 36 38 39 38 
Parietal 26 37 38 39 40 
Occipital 27 38 41 40 41 
  % SIGNIFICANT  KURTOSIS   
Frontal 18 22 23 25 25 
Central 17 24 24 25 24 
Parietal 18 23 23 24 24 
Occipital 19 24 26 26 25 
 
Averaging spectra reduced the number of residuals with significant skew and kurtosis, 
even more rapidly than for the power values themselves. With two or at most three epochs 
forming the average, residuals could be considered normal. 
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Table 3-11 Change in percentage of residuals with significant skew and kurtosis as 
more epochs were included in the average. 
The top table gives the statistics for skew, the bottom for kurtosis. No. of epochs indicates 
the number of epochs used to form the power spectrum. Thus, where no. of epochs = 2, 
the power spectrum was taken as the average power across two epochs. 
 
No. of  
epochs 
  
% SIGNIFICANT SKEW 
  
 Classical pA mean-O GF GF-mean 
1 26 35 35 40 40 
2 6 8 9 8 8 
3 3 4 4 4 3 
4 2 2 2 2 2 
5 2 1 2 1 1 
10 3 1 2 1 1 
15 3 2 1 2 1 
20 4 2 1 2 2 
30 5 2 1 2 2 
 
 
No. of  
epochs 
  
% SIGNIFICANT  KURTOSIS 
  
 Unaligned pA Mean-O GF GF-mean 
1 18 23 23 25 25 
2 5 7 8 8 7 
3 4 4 5 5 4 
4 3 3 3 3 3 
5 3 3 2 3 2 
10 3 3 2 3 2 
15 3 3 2 3 3 
20 4 4 2 4 3 
30 5 4 2 4 3 
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Discussion 
The results are consistent with the literature on the distribution of unaligned spectra. 
Weineke et al (1980) found that log power at pA was normally distributed when using 
averaged classical spectra, and this was shown here as well. The classical band findings of 
Gasser et al (1982) and Oken and Chiappa(1988) also appear consistent with the 
individual bin results, although they both found somewhat more non-normal distributions 
than was the case here.  
The analysis of the distribution of aligned and classical spectra revealed mainly 
similarities between the various spectral types, albeit the classical residuals are slightly 
more normally distributed than for the other spectra. It therefore appears that log power of 
both classical and aligned spectra can be considered normally distributed at the level of 
the individual frequency bin when only a few epochs of EEG have been used. For aligned 
spectra, log power at the estimator is close to normal even when the spectra have not been 
averaged. There most notable result is that log power at the peak Alpha frequency in pA 
aligned spectra behaves in a substantially different manner to log power at the other 
estimators, or  at ~10 Hz in the classical spectra. Log pA power for pA aligned spectra is 
normally distributed whereas the other estimators are less normal. Furthermore the non-
pA spectra seem to ‘smear’ the effect of alignment about the estimator frequency. This 
smearing is most apparent with the classical spectra, where there is a large frequency band 
that shows lower percent skew and kurtosis. For the pA aligned spectra, the percent skew 
and kurtosis is reduced at the pA and only at the pA, all other frequencies show similar 
distributions. This difference between pA spectra and the other spectra is particularly 
apparent in the distributions of the residuals, where a clear difference emerges between 
pA aligned power and the other spectra. No frequencies had normally distributed residuals 
for any of the spectra, except for power at pA in the pA aligned spectra, a similar result to 
that for the distribution of log pA power in pA aligned spectra. 
 The two results combined provide a strong indication that pA reflects a different and 
relatively unique process that is separate from the type of process(es) generating the other 
frequencies, and that the methodology of alignment introduced here improves the 
isolation of pA compared to previous methods. Nonetheless, regardless of the frequency 
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considered normally distributed residuals were achieved with just a few epochs of EEG 
forming the average spectrum, as with the log power spectra distributions. 
3.3.7 Study 12: Reliability of the power of aligned and unaligned EEG Spectra 
recorded at a single session 
This section examines the reliability of power taken from a single EEG recording session. 
Firstly the reliability of unaveraged power is examined for both aligned and unaligned 
spectra using the ICC(1,1). Then the ICC of the mean power from various numbers of 
epochs of EEG is examined.   
Results 
Unaveraged power 
 Within regions there was little inter-electrode variation in the pattern of ICCs, nor were 
there any effects of hemisphere. 95% confidence intervals overlapped at all frequencies 
for all sites, so that no electrode within a region was significantly different in their ICC to 
the others at a particular frequency. Figure 3.19 demonstrates the lack of regional and 
hemispheric variation for frontal electrodes for classical and pA-aligned spectra, other 
spectra behaved similarly.  
  
 
pA-aligned   classical 
Figure 3-19 ICC of frontal electrode unaligned log power from single epoch 
estimates of  EEG power 
Individual traces for frontal electrode sites (excluding Fz due to its central location). 
Right hemisphere traces are in red, left hemisphere in black. Two-tailed 95% confidence 
intervals overlap at each point.  
 
Generally, the reliability of unaveraged log power was low , with ICCs in the order of 0.2 
for most frequencies. A trend for lower reliability in the frontal regions  with increasing 
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reliability toward the occipital region was apparent (figure 3.20). All spectral types 
showed a significant increase in reliability at occipital compared to frontal sites for 
frequencies about 5-6 Hz  below the estimator, or 6-8 Hz below ~10 Hz for unaligned 
spectra (see table 3.13 for details). Most spectra also showed the increase for a group of 
frequencies just above the estimator as well. A region about 10 Hz above the estimator 
and at 20 Hz for the unaligned spectra showed an increased reliability, particularly 
occipitally, compared to frontal sites. No hemispheric trends were apparent (ie 95% CIs 
overlapped for homologous electrodes). 
  
 
pA-aligned    mean-O 
  
 
gF     gFM 
 
 
Unaligned 
Figure 3-20  ICC of unaveraged power spectra by frequency and region 
ICCs calculated from 30 epochs of EEG. Blue bars show where the 95% confidence 
intervals of frontal and occipital regions did not overlap 
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Table 3-12 Frequencies where frontal and occipital region 95% CIs for the ICC did 
not overlap for ICC estimates of unaveraged power 
Aligned spectra values correspond to frequencies relative to the estimator frequency, that 
is, the alignment point is taken as zero. For example, -5.5 to –4 for pA-aligned spectra 
indicates that frontal and occipital 95% CIs did not overlap in the frequency band from 
5.5 Hz below the estimator to 4 Hz below the estimator. For unaligned spectra, the 
frequencies are indicated relative to 0 Hz, that is, frequencies are indicated 
conventionally.    
 
Frequency 
Estimator 
FREQUENCIES 
pA -5.5 to -4, -3,  -1 to -1.5, 1,   
9 to 10.5 
mean-O -4.5, 7, 8.5 to 10.5 
GF  -6.5 to -4.5, 0.5 to 1.5, 8.5 to 11 
GFM -6.5 to -5.5, -4.5, 0.5 to 1.5, 2.5,  
3 to 6.5 
Unaligned 2.5 to 3.5, 8, 9.5 to 12 , 17.5 to 18, 19.5 to 21.5 
 
As with the distributions and residuals, power at the frequency estimator (and at ~10 Hz 
for the unaligned spectra) showed different behaviour to the other frequencies. In essence, 
the ICC of the frequency estimator was of the order of 2 to 3 times higher than the other 
frequencies. This effect was much more concentrated about the estimator in the case of 
the pA-aligned spectra (table 3.14), where power at pA had an ICC greater than or equal 
to 0.7 at posterior electrodes, pz, p3, p4, o1 and o2. No other frequency bin exceeded the 
0.7 criterion for any of the other spectral types.   
The extent to which the alignment procedure concentrated the increased reliability about 
the estimator was gauged by comparing the lower bound of the 95%CI for the ICC at the 
estimator frequency with the upper bound of the 95%CI for adjacent frequencies (figure 
3.21). Where there was overlap then the ICC of the estimator could not be distinguished 
from the ICCs of the adjacent frequencies. The bandwidth of overlap provides a measure 
of the concentration of reliability due to the alignment procedure. The results indicate that 
the peak in ICC associated with the frequency estimator is restricted to the estimator only 
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for the pA-aligned spectra. The broadest peak was found for the classical unaligned 
spectra. 
 
   
 
 
   pA    unaligned 
Figure 3-21 Measuring the concentration of reliability due to the alignment 
procedure: comparison of pA-aligned and unaligned spectra. 
The red line represents the upper 95% CI for the ICC, the blue line the lower 95% CI. A 
black line is drawn at the lower CI for the pA, in the case of pA aligned spectra, and at 9 
Hz (the lower CI bound for the maximum ICC for unaligned spectra). The intersection of 
this line with the red line  provides a measure of the width of the peak value of the ICC for 
that region as  the ICC for the estimator cannot be distinguished from the ICC values for 
the  frequencies adjacent to the estimator by the 95% criterion. 
 
Table 3-13 Width of the frequency band where the lower 95% CI of the ICC for the 
estimator overlapped the upper 95%CI for frequencies adjacent to the estimator – 
ICC estimate from a single epoch. 
Values are given as +/- the estimator in Hertz. Where the estimator is named the peak 
was isolated to the estimator itself.  The values for the classical unaligned spectra 
correspond to those frequencies that did not overlap the CIs of the higher and lower 
frequencies in the same region. 
 
Frequency
Estimator 
  FREQUENCIES  
 Frontal Central Parietal Occipital 
pA pA pA pA pA 
mean-O -0.5  -0.5 to +0.5 mean-O -0.5 
GF -1.0 to +0.5 -1.5 to +1.0 -1.5 to +1.0 -0.5-+0.5 
GFM -1.0 to +0.5 -1.5 to 1.0 -2.0 to 1.5 -0.5 to 1.0 
Classical 8.5 to11.5 7 to 11.5 7 to 11.5 7.5 to 11 
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As well as this, the 95% confidence intervals at the estimator for pA-aligned spectra for 
all regions did not overlap the 95%CIs for the highest reliability frequency of the single 
estimates of any other spectral type. That is, compared to any other spectral type, aligning 
spectra to the pA significantly improved the reliability of power at the most reliable 
frequency. In addition there was no ‘carry over’ effect of the alignment procedure. Only 
estimator reliability increased, at all other frequencies reliability remained uniformly poor 
with values closely approximating those found for the other  spectra. Furthermore, at all 
other frequencies 95% CIs overlapped between all aligned spectra. However, classical 
unaligned spectra were greater than aligned spectra at some frequencies (table 3.15), 
generally a reflection of the broader peak at about 10Hz in the ICC found for classical 
spectra. 
Table 3-14 Frequencies and regions at which the classical unaligned spectra were 
greater than the aligned spectra, relative to the estimator frequency, or the 
frequency with the highest ICC for the classical spectra. 
 
Frequency
Estimator 
  FREQUENCIES  
 Frontal Central Parietal Occipital 
pA +1 to 2.5Hz +2,2.5Hz +1 to 2.5Hz +1 to 2.5Hz 
mean-O +.5 to 2Hz +2,2.5Hz +1 to 2.5Hz +.5 to 2.5Hz 
+7.5 to 8.5Hz
GF +1.5 to 2.5Hz +2,2.5Hz +2 to 3Hz +1 to 3Hz 
GFM +1 to 2Hz +2,2.5Hz +2 to 3Hz +1.5 to 2.5Hz
 
Mean spectra 
As with the ICC from unaveraged power, within regions there was little inter-electrode 
variation in the pattern of ICCs, and no effects of hemisphere (figure 3.22).  Within 
regions 95% confidence intervals overlapped at all frequencies for all sites, so that no 
electrode within a region was significantly different in their ICC to the others at a 
particular frequency.  
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pA-aligned   unaligned 
 
Figure 3-22  Reliability of the mean log power estimate of 30 epochs for frontal 
electrodes 
Individual traces for frontal electrode sites (excluding Fz due to its central location). 
Right hemisphere traces are in red, left hemisphere in black. Two-tailed 95% confidence 
intervals overlap at each point.  
 
The ICC increased as more epochs of EEG entered the average log power estimate (figure 
3.23). No hemispheric trends were apparent. Unaligned spectra had the lowest reliabilities 
with a few frequencies about 3-5Hz having ICCs less than 0.7 for frontal, central, and 
parietal regions even using 30 epochs in the mean. Anterior-posterior trends (anterior 
lower reliability, posterior higher reliability), were evident for all numbers of epochs 
forming the average.  With 30 epochs used in the average power spectrum most 
frequencies and regions had an ICC exceeding 0.8, slightly lower for the frontal region 
(figure 3.24).  
As with the unaveraged reliablities, certain frequencies showed significantly higher 
reliability at occipital compared to frontal sites (table 3.16 and figure 3.24). Three 
groupings were apparent, particularly for gF, gFM, and unaligned spectra. They occurred 
just above the estimator frequency (~10 Hz for unaligned spectra), about 5-6Hz below the 
estimator, and about 10 Hz above the estimator. For pA spectra the difference between 
occipital and frontal reliability was across a much broader range of frequencies below the 
estimator, and not as pronounced about the estimator itself. Using the mean occipital pA 
reduced the difference below the estimator, but preserved the difference about 10Hz 
above the estimator position. The estimator frequency itself did not differ significantly 
across the regions for any of the spectral types. This finding also applies to the unaligned 
spectra, where the highest reliability was found at 9.0Hz and did not differ significantly at 
this frequency across the four regions. 
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Figure 3-23 Changes to the ICC as the number of epochs forming the mean power 
was increased from 2 to 30 
Changes are shown for frontal sites only. Central, parietal and occipital regions showed 
a similarly consistent increase in ICC with increasing epoch numbers. The number of 
epochs forming the mean power is given to the right of the appropriate trace.  
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Figure 3-24 The ICC for log power according to region and frequency. 
EEG log power was taken as the average log power over 30 epochs. Blue bars show 
where the 95% confidence intervals of frontal and occipital regions did not overlap 
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Table 3-15 Frequencies where frontal and occipital region 95% CIs for the ICC did 
not overlap 
log power is taken as the average over 30 epochs 
 
Frequency
Estimator 
FREQUENCIES  
 Unaveraged power Mean power of 30 epochs 
pA -5.5 to -4, -3,  -1 to –1.5, 1,   
9 to 10.5 
-6.5, -5.5 to -4, -3,-1 to -1.5, 1, 
3.5, 9 to 10.5 
mean-O -4.5, 7, 8.5 to 10.5 -5,-4.5, .5, 3, 7, 8.5 to 10.5 
GF  -6.5 to -4.5, 0.5 to 1.5,  
8.5 to 11 
-6.5 to -4.5, 0.5 to 2, 8.5 to 11 
GFM -6.5 to -5.5, -4.5, 0.5 to 1.5, 2.5,  
3 to 6.5 
-6.5 to -5.5, - 4.5, 0.5 to 1.5, 
2.5, 8.5 to 11.0 
Classical 2.5 to 3.5, 8, 9.5 to 12 , 17.5 to 
18, 19.5 to 21.5 
2.5 to 3.5, 8, 9.5 to 12, 17.5 to 
18, 19.5 to 21.5 
 
A comparison was made between the aligned and unaligned spectra by aligning the 
frequency with the highest reliability for unaligned spectra with the estimator frequency 
for the aligned spectra, and then comparing the range of the CIs between all 48 frequency 
bins of the aligned spectra and the corresponding bins from the unaligned spectra. Using 
the average power over 30 epochs, the only frequency where power was more reliable 
than the corresponding frequency of the unaligned spectra was pA in the pA-aligned 
spectra. That is, differences between the reliability the different spectra were small (figure 
3.25), and the only benefit in terms of increased reliability when using aligned spectra 
occurs at pA for pA-aligned spectra. This increased reliability benefit was most 
pronounced over the frontal region, least pronounced for the occipital region. Power at pA 
in pA-aligned spectra was also more reliable than estimator power for the other aligned 
spectra. The clearest differences were between central and parietal regions, then frontally, 
with occipital differences in reliability smallest.  
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pA minus gF    pA minus Classical 
Figure 3-25 The difference in ICC between aligned and unaligned spectra. 
The left graph represents the ICC for pA-aligned spectra from 30 epochs, minus the gF 
spectra ICCs from 30 epochs. The right graph represents the ICC for pA-aligned spectra 
using 30 epochs compared to unaligned spectra using 30 epochs. 
 
Classical spectra were also more reliable than the aligned spectra for some frequencies 
and regions (table 3.17). With slight variation according to region and estimator type, it 
was consistently a band 1 – 2 Hz wide just 1Hz above the frequency estimator that was 
more reliable in the classical unaligned spectra. This increased reliability is an effect of 
the broader peak in the ICC about 10 Hz compared to the peak of the ICC for the aligned 
spectra. 
Table 3-16 Frequencies and regions at which the classical unaligned spectra were 
greater than the aligned spectra, relative to the estimator frequency, or the 
frequency with the highest ICC for the classical spectra. 
 
Frequency
Estimator 
  FREQUENCIES  
 Frontal Central Parietal Occipital 
pA +1 to 2Hz +2,2.5Hz +2,2.5Hz +2,2.5Hz 
mean-O +.5 to 2Hz +2,2.5Hz +1 to 2.5Hz +.5 to 2.5Hz 
+7.5 to 8.5Hz
GF +1 to 3Hz +2,2.5Hz +2 to 3Hz +1 to 3.5Hz 
GFM +1 to 2Hz +2,2.5Hz +2 to 3Hz +1.5 to 2.5Hz
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The difference between the reliability at the estimator and frequencies adjacent to the 
estimator was most pronounced for the pA aligned spectra, least for the unaligned spectra 
(table 3.17). The results indicate that aligning to peak Alpha, and to a lesser extent mean 
occipital alpha, provide the most discrete estimate of whatever process it is that gives rise 
to the peak in the power spectrum in the alpha band. 
Table 3-17 Frequency band where the lower 95% CI of the ICC for the estimator 
overlapped the upper 95%CI for frequencies adjacent to the estimator 
ICC estimate from the mean log power of 30 epochs.   
 
Frequency
Estimator 
  FREQUENCIES  
 Frontal Central Parietal Occipital 
pA pA pA PA pA 
mean-O -0.5 to mean-O  -0.5 to +0.5 Mean-O -0.5 to mean-O 
GF -1.0 to +0.5 -1.5 to +1.0 -2.0 to +1.0 -0.5 to +0.5 
GFM -1.0 to +0.5 -1.5 to 1.5 -1.5 to +1.5 -0.5 to +1.0 
Classical 8 to 11 7 to 11 7 to 11.5 7.5 to 11 
 
For practical purposes it is useful to consider those frequencies and electrodes that 
achieve a reliability greater than 0.7, as this figure is widely used as the minimum of 
acceptable reliability. Certainly the empirical assessment of the discriminability index 
presented in the methods section earlier indicates that an ICC less than 0.7 is 
unacceptable, and that 0.8 is to be preferred. In the following figures (figures 3.26 and 
3.27), those frequency by electrode combinations that exceed 0.7 (and 0.8) are shown as 
are those combinations that fail to reach 0.7. Comparison is made between pA-aligned 
spectra and unaligned spectra. The results for other aligned spectra were similar to those 
of the pA-aligned, and are not shown here for the sake of clarity. 
Comparison of the pA-aligned spectra with the classical spectra revealed broadly similar 
behaviour in the ICC as the number of epochs forming the mean log power was increased. 
Firstly, threshold was reached at the dominant alpha frequency, then at occipital sites, 
then parietally and centrally. When 30 epochs form the mean the various spectral types 
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are more or less identical in their thresholded reliabilities. Most frequencies are reliable at 
most electrodes. The major exceptions in the aligned spectra are for the frontal electrodes, 
and the frequencies 15Hz or more above the estimator. The failure of the classical spectra 
to reach a thresholded reliability of 0.7 at upper (> ~ 25 Hz) and lower (<~ 5Hz) 
frequencies is not reflected in the aligned spectra, which however do not cover the 
extremes of the frequency band covered by the classical spectra. The most obvious 
difference between the aligned spectra and the classical spectra is that the estimator 
reaches threshold for all regions simultaneously and with only two 2-second epochs in the 
mean , compared to the occipital bias for classical spectra. 
Increasing the ICC threshold to 0.8  revealed similar behaviour across the spectral types; 
estimator and occipital reliability exceeded threshold first, upper and lower frequencies, 
and frontal electrodes were most compromised in their reliability. 
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pA-aligned    Unaligned 
Figure 3-26 Combinations 
of frequency and electrode 
that exceeded a threshold 
ICC of 0.7 relative to the 
number of EEG epochs 
used in the mean power 
spectrum: comparison of 
pA-aligned and classical 
spectra 
pA –aligned spectra are 
given to the left, unaligned 
to the right. The vertical 
bars in the monochrome 
plots indicate the frequency 
by electrode combinations 
that reached an ICC of 0.7 
or greater. From top to 
bottom, numbers of 2-
second epochs used to form 
the mean spectrum are 2, 
10, 20, and 30. For the blue 
plots, the bars indicate the 
frequency by electrode 
combinations that failed to 
reach 0.7, for 30 epochs of 
EEG. 
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pA aligned    Unaligned 
 
 
Figure 3-27 Combinations 
of frequency and electrode 
that exceeded a threshold 
ICC of 0.8 relative to the 
number of EEG epochs 
used in the mean power 
spectrum: comparison of 
pA-aligned spectra and 
unaligned spectra pA 
pA-aligned spectra are given 
to the left, unaligned to the 
right. The vertical bars in the 
monochrome plots indicate 
the frequency by electrode 
combinations that reached an 
ICC of 0.8 or greater. From 
top to bottom, numbers of 2-
second epochs used to form 
the mean spectrum are 2, 10, 
20, and 30. For the blue 
plots, the bars indicate the 
frequency by electrode 
combinations that failed to 
reach 0.8, for 30 epochs of 
EEG. 
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Discussion 
The reliability of an estimate of log power from a single epoch of EEG is low, of the order 
of 0.2, except for the frequencies about the alpha frequency estimator. Here, it is only the 
ICC for peak alpha in the pA-aligned spectra that achieves anything like a reasonable 
reliability, with an ICC of 0.7 or greater at the posterior electrodes. This result is 
important as it indicates that measures that use single estimates of power to track changes 
in power at pA over time for posterior sites are suitable for the study of individual 
differences. The modulation of log pA power may therefore be a candidate measure for 
genetic, and other, forms of analysis. 
Topographic analysis revealed no hemispheric trends for the single estimate ICC, 
however, a trend for greater reliability at posterior compared to anterior regions was 
apparent, with 95% CIs of frontal and occipital regions not overlapping in three frequency 
bands, just above the estimator, about at the first harmonic of the estimator, and at the 
lowest frequencies. The estimator reliability itself, did not differ significantly across any 
region. 
Deriving log power from the mean across many epochs increased reliability in direct 
proportion to the number of epochs forming the mean. No hemispheric trends were 
apparent, but the lower anterior ICC / higher posterior ICC trend was evident, and 
significant at the 95% level for similar frequency bands to that found for the single 
estimates. When using 30 epochs of EEG to form the mean power most frequencies and 
electrodes could be considered reliable, though some caution is appropriate at frontal sites 
and for the highest and lowest frequencies. Where smaller amounts of EEG are available 
posterior electrodes and frequencies in a band about the frequency estimator (or the 
classical alpha band) are to be preferred.  
The highest reliability, significantly higher at the 95% level, was found at pA for the pA-
aligned spectra, just as in case where power was derived from a single epoch. This was 
the only frequency where the ICC of aligned spectra differed from, and exceeded that of 
the unaligned spectra. The unaligned spectra, on the other hand, had significantly higher 
ICCs for a band of frequencies just above the estimators, reflecting the greater width of 
the high ICC band in the classical alpha band. It appears that the wider band of high ICCs 
for the classical spectra is the result of ‘smearing’ the effect of the high reliability at the 
frequency estimator across a broader frequency band when the spectra are not aligned. It 
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was earlier shown that the distribution of pA was positively skewed, that is, excursions 
from the mean tended toward higher frequencies. This would tend to increase ICCs above 
the aligned estimator when using unaligned classical spectra, compared to ICCs below the 
aligned estimator. 
The procedure of alignment produced its greatest effects with alignment to the peak alpha 
frequency, and alignment to pA also isolated those effects to a single phenomenon better 
than either classical spectra, or spectra aligned to the other estimators. It is therefore 
apparent that power at pA in pA-aligned spectra provides a better estimator of the power 
at the dominant frequency of the alpha band than either power at the classical peak alpha 
derived from averaged unaligned power, or power at the estimator for the other aligned 
spectral types.  
3.3.8 Study 13: Reliability of the power of aligned and unaligned EEG Spectra 
recorded across test – retest sessions  
In this section the reliability of EEG power is considered across a test retest interval of 2 – 
3 months. As with the previous section the reliability of both unaveraged and averaged 
power is described for unaligned and aligned spectra.  
Results 
Unaveraged power 
The test-retest reliability of aligned and unaligned spectral power did not differ 
significantly from the equivalent test session reliabilities. That is, reliability of unaveraged 
log power remained generally low , with ICCs in the order of 0.2 for most frequencies 
(figure 3.28). A trend for lower reliability in the frontal regions was apparent, though 
fewer frequencies showed nonoverlapping 95% CIs for frontal and occipital regions than 
was the case for the test session results (table 3.19), chiefly due to wider confidence 
intervals. No hemispheric trends were apparent.  
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Figure 3-28 Reliability of unaveraged power spectra by frequency and region 
calculated from 60 epochs of EEG sampled from two sessions spaced approximately 
three months apart. 
Blue bars show where the 95% confidence intervals of frontal and occipital regions did 
not overlap 
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Table 3-18 Frequencies where frontal and occipital region 95% CIs did not overlap 
for test retest 
Frequencies are relative to the frequency estimator for aligned spectra, and relative to 0 
Hz for unaligned spectra 
Frequency
Estimator 
FREQUENCIES 
 Single epoch 
pA -2, -4.5 
mean-O -4.5, 1.5, 8.5, 10.5 
GF - 
GFM 1, 1.5 
Unaligned 3, 10-11Hz 
 
Again, power at the frequency estimator (and at ~10 Hz for the unaligned spectra) was of 
the order of 2 to 3 times higher than the other frequencies, with this effect being greatest 
at pA.  However, only the occipital region for pA had an ICC greater than or equal to 0.7. 
No other frequency bin exceeded the 0.7 criterion  for any of the other spectral types.  
Comparison of the aligned and unaligned spectra revealed the same pattern as for the test 
session spectra: only the pA-aligned spectra were significantly more reliable than the 
unaligned spectra, and then only at pA itself. Furthermore, pA was not more reliable than 
the other estimators from their respective aligned spectra. In fact, aligned spectra did not 
differ significantly from each other. Unaligned spectra were significantly more reliable at 
2Hz (ie., at a single frequency bin) above the estimator frequency than pA-aligned spectra 
(central,parietal and occipital regions), mean-O and gF spectra (parietal and occipital 
regions), and mean-gF spectra (parietal region). 
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As for the test session data, there was a concentration of reliability at the estimator 
frequency that was most apparent for pA aligned spectra (table 3.20). 
Table 3-19 Frequency band where the lower 95% CI of the ICC for the estimator 
overlapped the upper 95%CI for adjacent frequencies – ICC estimate from 60 
epochs of unaveraged log power. 
This provides a measure of the width of the peak value of the ICC for that region as  the 
ICC for the estimator cannot be distinguished from the ICC values for the adjacent 
frequencies by the 95% criterion. Values are given as +/- the estimator in Hertz. Where 
the estimator is named the peak was isolated to the estimator itself.  The values for the 
classical unaligned spectra correspond to those frequencies that did not overlap the CIs 
of the higher and lower frequencies in the same region. 
 
Frequency 
Estimator 
  FREQUENCIES  
 Frontal Central Parietal Occipital 
pA pA pA pA pA 
mean-O -1.5 to +1 -1.5 to +1 -1.5 to +1 -1.5 to +1.5 
GF -1 to +1 -1 to +1.5 -1 to +1.5 -1 to +1 
GFM -1 to +0.5 -1.5 to +1 -1.5 to +1.5 -1 to +1 
Unaligned 7.5-11.5 7.5-11.5 7.5-11.5 7.5-12 
 
Discussion 
The ICC for a single estimate of power taken across the test-retest sessions did not differ 
significantly from that of the test session ICCs alone, indicating a lack of time dependence 
in the ICC of single estimates of log EEG power. The only exception to this was for the 
ICC of pA in pA-aligned spectra, which no longer exceeded 0.7 at parietal sites, and was 
not significantly greater than the ICC of the other estimators. Again, the pA-aligned 
spectra  appeared to concentrate the reliability at the estimator more concisely than the 
other spectra. 
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Averaged power 
Results 
For 15 epochs taken from each of the test and retest sessions 
As with the test session data, the ICC increased as more epochs were used to form the 
mean power. The pattern of increase was more or less identical to the test session and is 
not shown here. Similarly the trend for increased reliability at frontal sites was also 
apparent, although the tendency for certain frequencies to have non-overlapping CIs was 
reduced (figure 3.29; table 3.21). Again, no hemispheric differences were apparent. 
 
pA-aligned   mean-O 
 
gF   gFM 
 
Unaligned* 
Figure 3-29 The ICC for log power according to region and frequency. 
EEG log power was taken as the average log power over 30 epochs, 15 each from test 
and retest sessions. *note different scale, used because of the lower ICC for the classical 
unaligned spectra, especially below 10Hz 
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95% CIs for aligned spectra overlapped everywhere. Comparison of power at pA from 
pA-aligned spectra to the peak ICC of the unaligned spectra showed again that power at 
pA from pA-aligned spectra was more reliable than the most reliable estimator for the 
unaligned spectra, for all regions. This was not the case for the other estimators in aligned 
spectra. The unaligned spectra were, in turn, more reliable than the aligned spectra at 2 Hz 
above the estimator for  pA spectra (central,parietal and occipital regions), mean-O and 
gF spectra (parietal and occipital regions), and mean-gF spectra (parietal region). 
For 30 epochs taken from each of the test and retest sessions 
The ICC increased with the addition of further epochs in forming the mean power. 
Hemispheric differences were absent, with the fronto-posterior trends still evident (figure 
3.30). Except for classical unaligned spectra, the frequencies at which non-overlapping 
CIs existed between frontal and occipital regions were the same as for 15 epochs per 
session (table 3.21). Comparing the ICC across the various spectral types revealed almost 
exactly the same results as for 15 epochs per session. Unaligned spectra did not differ 
significantly from each other, pA in pA-aligned spectra was more reliable than the most 
reliable estimator for the unaligned spectra, for all regions, a result not repeated for the 
other estimators. The unaligned spectra were, again, more reliable than the aligned spectra 
at 2 Hz above the estimator for  pA spectra (central, parietal and occipital regions), mean-
O and gF spectra (parietal and occipital regions), and mean-gF spectra (parietal region). 
Table 3-20 Frequencies where frontal and occipital region 95% CIs did not overlap 
for test retest 
 
Frequency
Estimator 
 FREQUENCIES  
 Single epoch 15 epochs 30 epochs 
pA -2, -4.5 -2, -4.5 -2, -4.5 
mean-O -4.5, 1.5, 8.5, 10.5 -4.5, 1.5, 8 - 9, 10.5 -4.5, 1.5, 8 - 9, 10.5
GF - -4.5 -4.5 
GFM 1, 1.5 1-2 1-2 
Classical 3, 10-11Hz 10-11Hz 3-3.5, 10-12Hz 
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pA   mean-O 
  
 
gF   gFM 
 
 
Classical* 
Figure 3-30 The ICC for log power according to region and frequency 
EEG log power was taken as the average log power over 60 epochs, 30 each from test 
and retest sessions. *note different scale, used because of the lower ICC for the classical 
unaligned spectra, especially below 10Hz 
 
Within all estimators there was a high degree of consistency in the frequencies where 
95% CIs for frontal and occipital region ICCs did not overlap, regardless of whether a the 
ICC was for a single epoch of power or for the mean of 15 or 30 epochs (table 3.21). For 
the mean power of 30 epochs pA discriminated at two frequency bins, mean-O at 6, gF at 
1, gFM at 3, and the unaligned classical discriminated at 7. Similarly the measure of 
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concentration of increased reliability showed consistent results across unaveraged and 
averaged power (table 3.22). As with the test session, the increased reliability at the 
estimator was restricted to pA for pA-aligned spectra, and somewhat more distributed for 
the other spectral types. 
Table 3-21 Frequency band where the lower 95% CI of the ICC for the estimator 
overlapped the upper 95%CI for adjacent frequencies 
ICC estimates are given for the mean of 15 epochs per session and the mean of 30 epochs 
per session. The values for 30 epochs per session are given in brackets where they differ 
from the 15 epoch value.  Values are given as +/- the estimator in Hertz. Where the 
estimator is named the peak was isolated to the estimator itself.  The values for the 
classical unaligned spectra correspond to those frequencies that did not overlap the CIs 
of the higher and lower frequencies in the same region. 
 
Frequency
Estimator 
  FREQUENCIES  
 Frontal Central Parietal Occipital 
pA pA pA pA pA 
mean-O –1.5 to 1 Hz –1.5 to 1 Hz –1.5 to 1 Hz –1.5 to 1.5 Hz 
GF  –1 to 1Hz –1.5 to 1.5 Hz -1 to 1.5Hz –1 to 1Hz 
GFM -1 to 0.5Hz –1.5 to 1.5 Hz 
(–1.5 to 1 Hz) 
–1.5 to 1.5 Hz -0.5 to 1.5 Hz 
(-1 to 1 Hz) 
Classical 7.5-10.5 
(7.5-11.5) 
7.5-12 7.5-11 
(7.5-11.5) 
7.5-12 
 
Comparison of 15 and 30 epochs 
Whilst increasing the number of epochs forming the mean log power from 15 per session 
to 30 per session increased the ICC at all frequencies, differences between the two 
conditions were small and 95%CIs still overlapped everywhere (figure 3.31). The increase 
in ICC was lowest at the estimator frequency, with a reduced difference also apparent at 
about 10 Hz above the estimators for the occipital region. 
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pA    mean-O 
  
 
    
 
 
gA      gAM 
 
 
Unaligned 
Figure 3-31 Difference between the ICC of 15 and 30 epochs of EEG sampled from 
the retest sessions  
Traces correspond to the ICC for 30 epochs minus the ICC for 15 epochs. ICCs are 
always higher for 30 epochs,  the smallest difference at around the frequency estimator 
(ie 9.5-10Hz for classical spectra). 
 
Comparison of test-retest ICCs with test session ICCs 
95% CIs overlapped between corresponding spectra when test and test-retest analyses 
were compared, either at the level of 15 epochs test-retest compared to 30 epochs test, or 
at the level of 30 epochs test compared to 30 epochs test–retest. The differences between 
the test and test-retest ICCs were greatest when 30 epochs were used across the entire 
test-retest sessions with topographic trends for the greatest difference in the frontal region 
(figure 3.32). Nonetheless, the differences were small, of the order of 0.1. When 60 
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epochs were used across the test-retest sessions, the difference in ICC to 30 epochs from 
the test session alone was negligible (figure 3.33). 
  
 
pA   mean-O 
  
 
gA   gAM 
 
 
Unaligned* 
 
Figure 3-32 Difference between the ICC of the test and retest session: 30 epochs 
from the test session, compared to 15 epochs of EEG sampled from each of the test 
and the retest sessions 
Traces correspond to the ICC for log power of the mean 30 epochs of the test session 
minus the ICC for log power from the mean of 15 epochs from each session (ie 30 epochs 
total across two sessions). ICCs are always higher for 30 epochs,  the smallest difference 
at around the frequency estimator (ie 9.5-10Hz for classical spectra). *note slightly 
different scale 
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Figure 3-33 Difference between the ICC of the test and retest session: 30 epochs 
from the test session, compared to 30 epochs of EEG sampled from each of the test 
and the retest sessions 
Traces correspond to the ICC for log power of the mean 30 epochs of the test session 
minus the ICC for log power from the mean of 30 epochs from each session (ie 60 epochs 
total across two sessions). ICCs are almost always higher for the larger sample. 
 
The practical import of sampling across one or two sessions is indicated by the change the 
sampling strategy makes to the frequencies and electrode combinations that have 
unacceptably low reliability. This is indicated in figures 3.34 and 3.35 which show the 
frequency electrode combinations that failed to reach a threshold of 0.7 and 0.8 
respectively for pA-aligned spectra. Other spectra give very similar results and are not 
shown here. Whilst confidence intervals may have overlapped across the ICCs for test and 
retest session spectra, using 15 epochs from each session to form the mean log power 
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means that many fewer electrode by frequency combinations reach a threshold of 0.7 or 
0.8 with an equivalent number of epochs taken from the single session alone. Using 30 
epochs from both session gives virtually equivalent results to using 30 epochs from one 
session alone.  
 
     
 
 
 
 
 
Figure 3-34 Combinations of frequency and electrode that did not reach a threshold 
ICC of 0.7 relative to the number of EEG epochs used in the mean power spectrum: 
comparison of test and test-retest pA-aligned spectra 
Top left: using 15 epochs of EEG from each of the test and retest sessions to form the 
mean log power. Top right: 30 epochs from each session Bottom (blue): 30 epochs from 
the test session alone. The vertical bars indicate the frequency by electrode combinations 
that failed to reach an ICC of 0.7 or greater.  
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Figure 3-35 Combinations of frequency and electrode that did not reach a threshold 
ICC of 0.8 relative to the number of EEG epochs used in the mean power spectrum: 
comparison of test and test-retest pA-aligned spectra 
Top left: using 15 epochs of EEG from each of the test and retest sessions to form the 
mean log power. Top right: 30 epochs from each session Bottom (blue): 30 epochs from 
the test session alone. The vertical bars indicate the frequency by electrode combinations 
that failed to reach an ICC of 0.8 or greater. 
Discussion 
ICCs for 30 epochs or 60 epochs sampled across the test-retest sessions were not 
significantly different from those obtained with 30 epochs from the test session, nor did 
they differ significantly from each other. Nonetheless the trend was for reduced ICCs 
when power was calculated from thirty epochs sampled evenly across two recording 
sessions compared to thirty epochs sampled from one recording session. Increasing the 
test-retest sample to 60 epochs increased the ICCs slightly above over those from the  test 
session. The trend for reduced reliability frontally found in the test session ICCs was also 
apparent in test-retest ICCs, as was the lack of hemispheric variation.  
Frequencies where the CIs of frontal and occipital regions did not overlap varied 
somewhat between the differing spectra. Given the large number of comparisons made no 
clear discriminations emerged, but it appears that there may be significantly lower ICCs 
frontally at about 2 and 4-5Hz below an estimator, possibly for one or two Hz directly 
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above and estimator, and at about twice the estimator frequency. There is possibly an 
harmonic of the estimator that is prominent occipitally but not frontally. 
The concentration of the effect of alignment was again most evident for the pA spectra, 
with the ICC for pA in the pA-aligned spectra significantly higher than any other 
frequency in the unaligned spectra. Unlike for the test session though, pA ICCs were not 
significantly higher than ICCs for the other estimators. Classical spectra were higher than 
aligned spectra at 2 Hz above the relevant estimator. Once again this was interpreted as a 
reflection of the broader ICC peak due to the skewed distribution of pA.  
Thresholding the reliabilities to 0.7 and 0.8 indicates that 60 epochs sampled across the 
test-retest sessions provides marginally more reliable frequency* electrode combinations 
than using 30 epochs from the test session alone. 30 epochs across the test-retest session 
provides for fewer reliable combinations.  The lower and upper frequencies were least 
reliable, in combination with more frontal and lateral electrodes. 
3.3.9 Study 14: Comparison of The ICC of the classical bands and the ICC of 
individual frequencies of the power spectrum 
It is important to compare the methods introduced here with previous studies.  
Consequently the ICC was taken of the mean estimate of power in the classical bands. 
Two comparisons were made, one with the previous literature and another with the results 
obtained using the individual frequency bins. A summary of the previous literature is 
given in table 3.23. Comparisons with the pre-existing literature are limited by the 
differences in statistical methods and age of participants. Nonetheless there is a certain 
consistency in the literature whereby delta and frontal leads tend to have the lowest 
reliability, and theta and alpha have higher reliability. Beta reliability is reported as both 
high and low making comparison difficult.  
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Table 3-22 Summary of previous studies into test-retest reliability of EEG band 
power. 
All studies used correlation except that of Fein et al (1983), who used an ICC.   
 
Authors Age 
group 
Time Quantity 
of EEG 
Result 
Fein et al 
(1984) 
9-13 1-3 
years 
60 secs Delta ~ 0.5 
Theta, alpha, beta  >0.7 
Fein et al 
(1983) 
10-12 5 hours 60 secs Central and parietal leads ICC 
~0.8-0.9 
Temporal leads, delta declined to 
0.4, beta 0.6 
Gasser et al 
(1985) 
10-13 10 
months 
20 secs Theta, alpha >0.7 
Beta, delta ~0.6 
Kondacs et 
al (1999) 
20-68 Split-
half  
40 secs ~.95 all bands 
Kondacs et 
al (1999) 
20-68 2-5 
years 
40 secs Delta ~0.5 
Theta ~0.7  
Alpha, beta ~0.8 
Salinsky et 
al (1991) 
25-52 5 mins 60 secs All bands ~0.9 
Frontal and temporal leads lowest 
Salinsky et 
al (1991) 
25-52 12-16 
weeks 
60 secs Delta, theta, alpha ~ 0.8 
Beta ~0.9 
Frontal and temporal leads lowest 
Pollock et 
al (1991) 
>60 4.5 
months 
20 secs Delta < 0.6 
All other bands >0.8 
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Methods 
Classical bands were defined as follows:  
delta  0.5 –3.5 Hz, 
theta   4.0 – 7 Hz, 
alpha  7.5 – 12 Hz, 
beta  12.5 – 20 Hz. 
Power in each band was taken as the sum across the individual bins of the power 
spectrum within the band frequency range. Individual frequency bin ICCs were calculated 
from classical unaligned spectra. 
Twenty-seven ( 16F, 11M) individuals with acceptable test and retest data participated. 
ICCs were calculated for the mean power across the 30 epochs of the test session. Two 
sets of ICCs were calculated for the test-retest data. Firstly, 15 epochs were chosen (the 
odd numbered epochs) from each session and the ICC calculated for mean power across 
the total set of 30 epochs. Secondly, the ICC was taken across the entire 60 epochs of the  
test-retest session data set. The smaller, 15 epoch per session set, allows for comparison 
with the test session ICCs. 
Results 
Test session 
For the classical bands the general trend was for lower ICCs at frontal sites and in the 
delta band (table 3.24). 95% confidence intervals for frontal and occipital delta did not 
overlap. There was a surprisingly low result for frontal alpha. A check of the software 
revealed no errors.  Topographic variation was not great for the theta, alpha and beta 
bands at central, parietal and occipital sites. There was a lack of consistency between the 
classical band ICCs and the individual frequency bin ICCs  (figure 3.36). The classical 
band ICCs did not correspond  to the mean of the individual bin ICCs, nor did they 
consistently over or undershoot the mean individual bin ICC. The delta classical ICC was 
lower than the individual ICCs frontally but higher everywhere else. The alpha and beta  
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classical ICCs were always lower than the corresponding individual ICCs. Theta classical 
ICCs seemed to approximate the mean theta individual ICCs. 
 
Table 3-23 ICCs for the mean power of  resting eyes closed EEG aggregated into the 
classical bands. 
 
 Delta Theta Alpha Beta 
Frontal .60 .84 .69 .71 
Central .73 .86 .83 .81 
Parietal .82 .88 .85 .84 
Occipital .87 .86 .90 .84 
Mean .76 .86 .82 .80 
 
 
   
 
 
 
   
 
 
Figure 3-36 Comparison of classical band ICCs and individual frequency bin  ICCs 
for the mean log power from 30 epochs of the test session 
Colored traces corespond to the ICC for the individual frequencies. Horizontal black 
lines correspond to the ICC for the appropriate classical band. 
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Test retest sessions 
The test-retest ICCs mirror those of the test session, lower ICCs frontally and for the delta 
band, with little topographic variation elsewhere (tables 3.25, 3.26). Again, 95% 
confidence intervals for frontal and occipital delta did not overlap for either the 15 or 30 
epoch per session conditions. Outside of the delta band, which had lower ICCs for the 
test-retest condition, there was very little difference between the ICCs for 30 epochs from 
the test session and the ICCs for 30 epochs spread across the test-retest sessions. Using 30 
epochs in each session increased the ICCs though only in the delta band was the increase 
substantial. 
Table 3-24 ICCs for the mean power of  resting eyes closed EEG aggregated into the 
classical bands- 15 epochs per session 
 
 Delta Theta Alpha Beta 
Frontal .48 .77 .77 .68 
Central .59 .84 .82 .83 
Parietal .73 .88 .84 .85 
Occipital .81 .87 .90 .83 
Mean .65 .84 .83 .80 
Table 3-25  ICCs for the mean power of  resting eyes closed EEG aggregated into the 
classical bands- 30 epochs per session 
Frontal and occipital CIs do not overlap in delta 
 Delta Theta Alpha Beta 
Frontal .69 .86 .84 .83 
Central .76 .90 .90 .88 
Parietal .85 .93 .92 .90 
Occipital .90 .93 .95 .91 
Mean .80 .91 .91 .88 
 
Comparison of classical band ICCs with the individual frequency bin ICCs once again 
demonstrated inconsistencies (figure 3.37, 3.38). The classical ICCs were always under 
the individual ICC for frontal delta, and about the mean individual ICC at central, parietal, 
and occipital sites. Classical band alpha ICCs were lower in all regions. Theta classical 
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band ICCs were approximately the mean of the individual ICCs, and classical band beta 
ICCs were both greater, lesser, and the mean of the corresponding individual ICCs. 
 
 
   
 
 
    
 
Figure 3-37 Classical band ICCs and individual freq ICCs for mean log power from 
15 epochs from the each of test and retest sessions 
 
 
    
    
Figure 3-38 Classical band ICCs and individual freq ICCs for mean log power from 
30 epochs from each of the test and retest sessions 
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Summary and Discussion 
Classical band ICCs were within the values expected from the literature, which are 
however fairly broad. ICCs declined frontally when data was sampled over the test-retest 
interval, but were fairly stable at other sites. Classical band ICCs did not show a simple 
relation to the individual bin ICCs so that classical band reliability cannot be assumed to 
be the sum of the reliability of the individual constitute frequency bins. This result 
emphasises that aggregating the frequency bins of EEG power into classical bands 
provides a form of data compression that loses some of the detail in the underlying 
structure. It may also be that the classical bands must be considered measures that are 
separate from their respective constituents and thereby unsuited to analysis of the 
underlying genetics. This view is consistent with the factor analyses of Schwibbe et al 
(1980)  which found that the classical bands were only suited to data compression and not 
as a probe into the underlying physiology of the EEG. 
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3.4 Stability and variability in the shape of the power spectrum 
This section deals with aspects of the shape of the EEG power spectrum. In particular, the 
stability of the local shape of the power spectrum is considered with respect to both inter- 
and intraindividual influences. Firstly a method is introduced for indexing the similarity 
between shapes and, by extension, the stability of spectral shape. Then stability is 
considered both within and between persons for a single recording session and across the 
test and retest sessions described before. Following from the previous section, analyses 
are conducted using classical unaligned spectra, and spectra aligned to the peak Alpha 
frequency. 
Very little work has been done on measuring stability or variability in the shape of the 
power spectrum. Stassen (1985) has proposed a similarity metric based on set theoretic 
measures. Stassen quantified EEG power using the FFT but rather than taking the average 
power for an individual, he used the range of power values from a number of epochs to 
indicate the variability of each individuals power spectrum. This measure of variability 
was taken for all electrodes and then combined to form an n-dimensional volume. 
Stassen’s similarity metric quantifies the weighted overlap (intersection) between the n-
dimensional spectral measures across the different recording instances or conditions. 
Stassen’s results indicate strong interindividual similarities in the power spectrum that are 
stable over time. Stassen only reported on global similarity however mention was made 
that frequency dependant variation in stability was evident though no specific results were 
given. Stassen’s method does not directly measure similarity in shape as baseline changes 
in power will lead to less ’overlap’ in spectra and hence a lower score on his similarity 
metric. Nonetheless, shape preservation is an important aspect of his metric. 
A study by Inouye et al (1991) used a measure of entropy to quantify the irregularity of 
the power spectrum. The reliability (correlation coefficient) of this measure was tested by 
Kondacs and Szabo (1999) for both the total spectrum and for alpha band power. For an 
odd/even split of the same session, topographical variation was slight for both measures 
with total entropy reliability averaging 0.95 and alpha entropy averaging a correlation of 
0.87. Reliability over an interval of 25-62 months was reduced to 0.59 (total spectrum) 
and 0.43 (alpha band). Topographic trends appeared greater than over the shorter interval, 
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with slightly higher reliability at occipital and temporal(t3,4) sites. However the 
significance of these was not calculated and  the effect size did not appear great. 
From the above studies it seems reasonable to assume that the shape of a person’s power 
spectrum is conserved, but that some frequency bands will show higher shape 
preservation than others.  One goal of this section is to extend the previous studies by 
considering the fine-grained stability and variability of shape of the EEG power spectrum. 
A limitation of the previous studies lies in their use of classical averaged unaligned 
spectra.  When correlating multiple series there needs to be a zero point that the two series 
can be aligned to, and by choosing averaged unaligned spectra one is effectively choosing 
the first bin of the power spectrum as the zero point for the alignment of the spectra. 
There is however no compelling reason to assume that the first bin of the power spectrum 
of EEG forms a natural zero point, and that all processes measured by the spectra grow, as 
it were, from that point. Rather, as the last section showed, peak Alpha is probably an 
appropriate zero point of alignment, though the extent of the band that co-aligns about 
peak Alpha is unknown. Consequently the similarity metric is calculated for both pA-
aligned and classical unaligned spectra and the differences between the results discussed.  
Another goal of this chapter is to consider shape stability at a frequency dependant fine-
grained level, which has not previously been reported. Both inter and intra-individual 
measures are calculated over the test and retest sessions. 
 
Methods 
Participants 
Participants were as described previously, sixty-nine individuals provided test session 
data with 27 of this group also providing retest data.   
Measuring similarity in shape 
The similarity metric chosen for this paper is the cosine of the angle between two vectors 
– the coefficient of correlation. An alternative might be to parameterise the shape and then 
compare the parameters of two shapes, however the cosine of the angle is both simple and 
direct, and extends to data of any dimensionality. Thus the method described here can be 
extended to other imaging modalities. In the previous section the reliability  of power was 
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considered and baseline changes in power were considered as significant bias and treated 
accordingly. In this section inter- and intraindividual factors in the stability or consistently 
of shape are of interest and baseline shifts in amplitude can be ignored. That is, the 
amplitude of the signal is irrelevant, as it is the shape that is important, rather than the 
power as before. For example, the shape of a data segment (1, 2, 1) is the same as 
segment ( 51, 52, 51), or (2, 3, 2), and no one pairing of these is any more similar than 
another. As bias is considered unimportant the coefficient of correlation is a suitable 
metric of similarity. The approach of factoring out bias taken here is in contrast to the 
measure of Stassen(1985). It is assumed that similarity and stability can be considered 
synonymous terms for the purposes of this section of the thesis. 
Algorithm 
The  method introduced here for constructing the similarity metric of two power spectra 
uses the moving windowed cosine between two spectral segments. The two spectra are 
aligned, the cosine between two homologous windowed  segments is taken, the window is 
moved along the spectra, and the process repeated until the bandwidth of the spectra is 
exhausted. For example, assume the spectra are of the classical unaligned sort, covering 
the band 0.5 – 30Hz. The window width is set to 5 bins. The first cosine is between the 
two spectra for the first five bins, from 0.5Hz to 2.5Hz. The window is moved up one bin 
and the second cosine is calculated for the bins 2-6, 1Hz to 3 Hz, and so on until the final 
cosine is performed for bins 56-60, 28Hz to 30 Hz. If the spectra are aligned to the peak 
Alpha frequency then the algorithm is the same except that the initial point will be 
something like 7Hz below peak Alpha and the upper boundary 15Hz above peak Alpha. 
Calculating power spectra for each participant 
For the test session each subject had 60 seconds of EEG, divided into 6 blocks of 12 
seconds each as described previously. As similarity was taken between two spectra, the 
blocks were divided into comparison groups with three blocks in each. Thus spectra were 
derived as the average power across 30 seconds of EEG. Comparison groups were as 
follows:  
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Blocks  
1 3 5 2 4 6 
1 2 3 4 5 6 
1 2 6 3 4 5 
1 3 4  2 5 6 
The similarity metric was then calculated on an electrode by electrode basis for each of 
the 4 comparisons groups and the average across all four taken as the final similarity 
measure.  
For the test-retest data, each participant had spectra calculated as described above for both 
sessions. The average of the same four comparisons was used, however this time those of 
the first column corresponded to the test session whilst those for the second column 
corresponded to the retest session.  
For similarity between participants the algorithm proceeded as for the test-retest within 
participant case, except substituting another participant for the retest case.  This was 
performed 20 times for each participant (that is similarity was calculated between one 
participant and 20 other participants) so that the average of four comparisons was output 
as the final similarity measure twenty times for each participant. 
Significance testing for similarity: Constructing the empirical distribution 
To perform significance testing of the distribution of this similarity metric it was 
necessary to construct a number of  empirical distributions through bootstrapping (Efron 
and Tibshirani 1993).  For both between and within persons distributions were 
constructed to test whether the similarity between homologous windows was any greater 
than that expected between windows chosen at random. For within participant similarities 
the null hypothesis is that the spectra of two homologous EEG  epochs from a person are 
no more similar in shape than are the shapes of two epochs chosen at random from that 
person. That is, the similarity between bins 2-6  taken from the two spectra of participant 
A for the Fz electrode is no greater than the similarity between, for instance, bins 2-6 and 
bins 32 – 26 taken from the same electrode, participant and session, or bins 25-29 and 
bins 11-15 and so on. A suitable empirical distribution was constructed by calculating the 
similarity metric for each participant as before, but substituting random segments rather 
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than homologous segments. Again the average of four such trials was used. For each 
subedit this was performed 100 times, so that each subject contributed 1600 similarity 
series, 100 for each electrode, giving 6900 for each electrode in total. Similarities were 
then rank ordered and the 95% cutoff determined. A similar distribution was calculated 
for the test-retest participants with segments across the test-retest interval being 
compared. For this case, the number of similarities per electrode was 2700. 
An analogous between person distribution was generated to test the hypothesis that 
between person similarities of homologous segments of the spectra were no greater than 
expected from the similarity between windows chosen at random. For between participant 
similarities the between participant empirical distribution  was constructed by taking 
spectra from each person and calculating the similarity to random segments from the 
spectra of 20 other persons, again using the average of 4 comparisons each time. This 
gave a total number of 22080 comparisons (69 participants  by 20 comparisons by 16 
electrodes) for 1380 measures for each electrode. 
A third between person distribution was constructed that tested the significance of each 
windowed segment (ie was frequency/window dependant rather than random). The 
between participant similarities described above gave 1380 measures for each window for 
each electrode. These were rank ordered and the 95% cutoff determined.  
In summary three empirical distributions were constructed. A within person random 
assignment distribution was constructed to test whether the windowed within person 
similarities were any greater than expected from a random association of windows within 
a persons spectra. Secondly, a between person random assignment distribution was 
constructed to test whether the windowed between person similarities were any greater 
than expected from a random association of windows. Thirdly, the 95% CI of the 
windowed between persons distribution was constructed to test whether the within person 
similarities for each window and electrode were any greater than expected by chance 
association of that window and electrode with homologous windows and electrodes of 
other persons. 
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3.4.1 Study 15: Test session similarity in power spectrum shape 
Results 
Within participant   
For both aligned and unaligned spectra no hemispheric trends were apparent. Results are 
given for frontal electrodes but other electrode pairings also showed no differences across 
the hemispheres (figure 3-39).  
 
 
   
 
 
Unaligned    pA 
Figure 3-39 Similarities for individual frontal electrodes 
Left hemisphere electrodes (f3, fp1, f7) in black, right hemisphere electrodes (f4, fp2, f8) 
in red.  The pattern across all electrodes was for almost identical similarities in each 
hemisphere.  
 
Anterior posterior trends were apparent across some frequencies for both spectral types 
(figure 3-40). The significance of these trends was not analysed.  Both spectra showed 
similar overall form, high similarity for lowest frequencies, mid frequencies about the 
estimator (or ~10Hz for the classical unaligned spectra), and about 10 Hz above the 
estimator. Minima between these peaks were about 25% the value of the peaks. Neither 
pA, nor the unaligned peak alpha frequency of 9.5 – 10Hz coincided with the peak 
similarity. 
For pA-aligned spectra there was a double peak in similarity either side of pA, however 
the lower peak was particularly apparent for the occipital  region and absent for the frontal 
region. The lower peak occurred  0.5 Hz below pA, the upper peak 1.5 Hz above pA. For 
unaligned spectra, the peak below 10Hz was only marginally apparent for the occipital 
region and not for the other regions. Both spectral types showed increased similarities at 
about the harmonic of their respective estimator frequency, with higher similarities 
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occipitally. For the pA-aligned spectra the increased similarity appeared to occur slightly 
above the actual position of a true harmonic.  
 
   
 
 
Unaligned                  pA 
Figure 3-40 Within participant regional similarities for unaligned and pA-aligned 
spectra 
The significance of the similarities was judged against the random within participant 
bootstrapped similarities as described in the methods. The upper 95%  CI for the 
empirical distribution of the within participant similarities averaged 0.88 (unaligned), and 
0.86 (pA-aligned). Frequencies and regions exceeding this are indicated in table 3-26 and 
figure 3-41.  Adjusting the similarity curves for significance preserved the general shape, 
with the strong bi-modal peak in similarity either side of the estimator in the pA-aligned 
spectra still apparent. The much higher number of low frequency significances in 
unaligned spectra cannot be compared directly to the aligned spectra due to the different 
range of the two methods.  
Table 3-26 Frequencies where the within participant similarities exceed the 95% CI 
for the empirical distribution of the similarity metric 
 
 Unaligned pA-aligned 
Frontal 0.5  to 4.5 ;  5.5  to 11.5  -7 to -3; -1 to 4;  
Central 0.5 to 2.5; 5 to 12;  
18.5;  20.5; 21.5 to 22 
 -7 to -4.5;  -2 to 4.5;  
10 to 13 
Parietal 0.5 to 2.5 ; 4.5 to 12.5;  
17 to 20.5; 21.5 to 22 
   -7 to -4.5; -2.5 to +4; 
10.5 to 13.5   
Occipital 0.5 to 2.5; 4; 5 to 13;   
17.5 to 19.5; 20.5 to 21.5 
-7 to -4.5;  -2.5 to +4;  
8.5 to 13 
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Unaligned   pA-aligned 
 
Figure 3-41 The percentage of the within participant similarity metrics that 
exceeded the upper 95% CI  based on the random distribution for unaligned and 
pA-aligned spectra 
Values indicate the percentage of similarities for that particular region and frequency 
that exceeded the upper 95% CI of the random within person distribution. The Y-axis 
begins at 5% to indicate the expected percentage of significant similarities. 
Between participant 
Results for the between participant single session similarities are given in figure 3-42 The 
between participant similarities for pA-aligned spectra showed much the same form as the 
within participant similarities. However, the unaligned similarities showed a pronounced 
minima about 10Hz, and a very distinct trend for higher posterior compared to anterior 
similarity about 7Hz.  
When judged against the empirical distribution of the randomised between participant 
similarities (figure 3-43), it can be seen that pA-aligned spectra demonstrate more 
significant between participant similarities than unaligned spectra. For pA-aligned 
spectra, the similarities show the bimodal distribution about the estimator frequency, with 
the lower mode showing more of the significant similarities at the occipital rather than 
frontal region. The upper mode is topographically consistent with about 70-80% of the 
similarities above the 95% CI of the empirical distribution. At about 6 Hz below the pA 
estimator there are signs that the between participant similarities are significantly above 
chance, particularly frontally. In comparison the unaligned similarities also show a 
bimodal structure, but with a reduced percentage of significant similarities except at the 
lowest frequencies. 
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Unaligned    pA-aligned 
Figure 3-42 Between participant regional similarities for unaligned and pA-aligned 
spectra 
The between participant similarities were compared to the randomised between 
participant similarities (figure 3-43). Results for the pA-aligned spectra are very similar to 
those for the within particpant case, significant silarities tend to form a bi-modal structure 
about pA. Another structure lies about 6Hz below pA, and shows particular significance 
at frontal sites. For unaligned spectra the bi-modal structure about ~10 Hz is apperent, 
with the lower mode much reduced compared to within participant similarities. 
 
    
 
 
Unaligned    pA-aligned 
Figure 3-43 The percentage of the between participant similarity metrics that 
exceeded the upper 95% CI  for unaligned and pA-aligned spectra 
Values indicate the percentage of similarities for that particular region and frequency 
that exceeded the upper 95% empirical CI. The Y-axis begins at 5% to indicate the 
expected percentage of significant similarities. 
Differences between within and between participant similarities 
The difference between the within and between participant similarities is shown in figure 
3-44. and indicates the extent to which similarity in power spectrum shape is due to 
within participant contributions alone. Unaligned spectra  show a large within participant 
contribution to similarity around the band from 5-10Hz. However, pA-aligned spectra do 
not show any indication of large and unique within subject similarities, except possibly 
for the band from –4Hz to pA, and the occipital region about 10Hz above pA, ie., about 
the harmonic of pA.   
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In figure 3-45 the percentage of similarities that lie above the 95% CI of the windowed 
bootstrapped distribution is shown. The significance of within participant similarities is 
apparent in the unaligned spectra below 10 Hz. However, for aligned spectra it can be 
seen that there are virtually no significant within participant similarities that are not 
accounted for by between participant similarities. In other words, aligning the spectra to 
pA reveals that all persons have very similar  shapes to their aligned spectra, whereas 
people differ in the shape of their unaligned spectra, particularly just below about 10 Hz.  
 
 
     
unaligned    pA-aligned 
 
Figure 3-44 Difference between within and between participant similarities 
according to frequency and region 
Large positive values indicate those sections of the spectrum where the similarities are 
due to within subject similarity alone. 
  
 
Unaligned   pA-aligned 
 
Figure 3-45 The percentage of the difference between within and between 
participant similarity metrics that exceeded the upper 95% CI  based on the 
windowed distribution for unaligned and pA-aligned spectra 
Values indicate the percentage of similarities for that particular region and frequency 
that exceeded the upper 95% empirical CI based on the windowed homologous segments . 
The Y-axis begins at 5% to indicate the expected percentage of significant similarities. 
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3.4.2 Study 16: Test-retest similarity in power spectrum shape  
Results 
Within participant   
Within participant test-retest similarities are given in figure 3-46. The general shape of 
both aligned and unaligned similarities was similar to those for the test session. The chief 
discrepancy was the lower similarity  at about 7 Hz for frontal and central sites in 
unaligned spectra when the EEG was sampled across the test-retest period.  Consideration 
of the significance of the similarities also revealed virtually identical results to the test 
session data alone, albeit the percentage of similarities was slightly lower (figure 3-47). 
 
    
 
 
unaligned   pA-aligned 
 
Figure 3-46 Test-retest similarities for aligned and unaligned spectra according to 
frequency and region 
 
  
 
   
Unaligned   pA-aligned 
Figure 3-47 The percentage of test-retest within participant similarity metrics that 
exceeded the upper 95% CI  for unaligned and pA-aligned spectra 
Values indicate the percentage of similarities for that particular region and frequency 
that exceeded the upper 95% empirical CI. The Y-axis begins at 5% to indicate the 
expected percentage of significant similarities. 
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Differences between within and between participant similarities 
Subtraction of between participant similarities from test-retest similarities (figure 3-48) 
indicated little difference between test-retest similarity for pA-aligned spectra and the 
equivalent between participant similarity. This result was almost exactly the same as for 
the test session data alone. For unaligned spectra test-retest similarity was higher than 
between participant  similarity for the band from about 8-11 Hz. This result was slightly 
different to that for test session data, test-retest within participant similarities being closer 
to between participant similarities for the band from about 5-7 Hz than the corresponding 
test session similarities.  
In figure 3-49 the percentage of similarities that lie above the 95% CI of the windowed 
bootstrapped distribution is shown. For unaligned spectra there is an indication of 
significant similarities about the 5-10Hz band, but generally the similarities are only a few 
percent above that expected by chance. For the pA-aligned spectra no obvious frequency 
or regional structure appears, with similarities slightly above chance more or less 
everywhere. In other words, aligning the spectra to pA reveals that all persons have very 
similar  shapes to their aligned spectra, whereas people differ in the shape of their 
unaligned spectra, though this difference is restricted to a band from 5-10 Hz.  
 
 
    
 
 
Unaligned    pA-aligned 
 
Figure 3-48 Difference between test-retest within participant similarities and 
between participant similarities according to frequency and region 
Large positive values indicate those sections of the spectrum where the similarities are 
due to within subject similarity alone. 
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Unaligned   pA-aligned 
 
Figure 3-49 The percentage of the within participant similarity metrics that 
exceeded the upper 95% CI  based on the windowed distribution for unaligned and 
pA-aligned spectra 
Values indicate the percentage of similarities for that particular region and frequency 
that exceeded the upper 95% empirical CI based on the windowed homologous segments . 
The Y-axis begins at 5% to indicate the expected percentage of significant similarities. 
 
Differences between test session and test-retest session similarities 
Subtracting test-retest similarities from those for the test session revealed that test-retest 
and test session within participant similarities were almost identical for both spectral 
types (figure 3-50). 
 
    
 
 
Unaligned     pA-aligned 
 
Figure 3-50 Difference between the test and test-retest within participant similarities 
Discussion 
The similarity between local windowed sections of the power spectrum showed structural 
variation both within and between persons. The pattern of results differed between pA-
aligned and unaligned spectra. For both spectral types the general pattern was for highest 
similarities in a band about the 10Hz (or pA) frequency bin. Unaligned spectra also had 
high similarities at the lowest frequencies, which was also apparent in part in the pA-
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aligned spectra similarities. There was also some evidence for an increased similarity in 
the spectra slightly above the first harmonic of pA (or ~10Hz). These patterns changed 
very little across the test-retest period.  
Differences between the within and between person similarities were slight for pA-
aligned spectra, and only apparent in the band from 6-10Hz for the unaligned spectra. In 
other words, the local shape of pA-aligned spectra is consistent both within and across 
persons, whereas for unaligned spectra local shape is most different between persons in 
the band just below the peak in the alpha band. It was shown above that the distribution of 
pA is positively skewed, and the difference in similarities between the two spectral types 
is probably due to modulation of the frequency at which peak amplitude occurs, i.e. at the 
peak alpha frequency.  The pA-aligned similarities showed a bimodal structure with the 
minimum between the two modes located at pA itself. The upper mode showed consistent 
similarities between all regions, whereas the lower mode demonstrated topographic 
variation, lowest frontally, highest occipitally. A similar pattern was observed with the 
unaligned spectra. 
The similarity results are consistent with the work by Klimesch and colleagues (eg., 
Klimesch 1999), which has shown an upper alpha band linkage to semantic memory, and 
a lower band linkage to attention. The resting eyes-closed EEG recording is essentially a 
“wandering attention” paradigm, where attention is unconstrained and little task related 
modulation of memory is expected. Thus the primarily frontal decline in similarity for the 
lower mode is linked to heightened variability in those frequencies that reflect the 
unconstrained attentional demands of the resting condition. The topographic stability of 
the upper mode then reflects the consistent demands placed upon the semantic memory 
system.  
Comparison of the within and between person conditions for both aligned and unaligned 
spectra is also of interest with regard to producing a factor analysis of EEG that is 
consistent both within and between persons, as has been called for by Schwibbe et al 
(1981). For aligned spectra there was effectively no difference between the within person 
and between person similarities. However, for unaligned spectra the within person 
similarity of the lower mode frequencies was significantly higher than that for the 
between person condition. As noted before this difference can probably be accounted for 
by the effects of modulation of the peak alpha frequency, and would appear in a factor 
analysis as a separate between subject lower alpha factor, but an inconsistent within 
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subject factor. It would seem likely that aligning the spectra to pA would produce 
consistent factors for both between and within person analyses, though this is a matter for 
further research. 
There are indications from the increased similarity due to harmonics that appears to 
support the existence of multiple sources across the alpha band. Whilst no tests were 
made of the significance of this observation, it appears that the harmonic is most likely 
due to a combination of the activity at pA itself  and at a slightly higher frequency than 
pA. If the harmonic were solely due to pA , then one would expect it to centre on 10 Hz 
above pA occipitally, but significant similarities centre at about 11Hz above pA. There 
was no indication for harmonics of the activity that is slightly lower than pA. 
 
3.5 Summary and Discussion 
Section Three began with a description of the methods used throughout the section. Then 
came a description and analysis of the distribution and reliability of four estimators of the 
dominant alpha frequency: the peak alpha frequency, the mean occipital peak alpha 
frequency, the gravity frequency, and the mean gravity frequency. This was followed by 
an investigation into the distribution and reliability of the individual bins of the power 
spectrum of the resting, eyes closed EEG. An ICC of 0.7 or greater was defined as 
reliable. Both the classical unaligned spectra, and spectra aligned to the four frequency 
estimators were examined. Comparison was made between individual bin reliabilities and 
reliabilities of the classical bands. Finally, stability and variability in the shape of the 
power spectrum was examined. The major findings were as follows: 
Methods 
Test and test-retest reliability were assessed using the intraclass correlation. A method 
was introduced that measured the dependence of reliability on the sampling interval (i.e., 
the time dependence of reliability). The method can be applied to data sampled over 
multiple occasions rather than just the two occasions typical of test-retest studies. An 
advantage of the method over traditional test-retest reliability studies is the ability to 
directly compare test and test-retest reliability through the consistent use of variance 
components and the use of equivalent amounts of EEG both within a single session and 
across multiple sessions.  
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Two methods for averaging spectra were considered. Firstly, the classical method of 
averaging spectra without any reference to signal characteristics, and secondly a method 
was introduced that aligned the spectra from each epoch according to an estimate of the 
dominant alpha frequency and then averaged across epochs. Four estimators of the 
dominant alpha frequency were used, the peak alpha frequency, the mean of the peak 
alpha frequency for the two occipital electrodes, the gravity frequency, and the mean 
gravity frequency taken across all EEG electrodes. 
A method was developed for indexing within and between person stability in the local 
shape of the power spectrum using the cosine of the angle between  homologous sections 
of power spectra. Confidence intervals were bootstrapped from the empirical distribution 
of the cosine. 
Distributions 
The gravity frequency, the mean gravity frequency, and the mean of the occipital peak 
alpha frequency taken from unaveraged spectra were normally distributed. The peak alpha 
frequency taken as the mean over three or so epochs of EEG was normally distributed. 
The frequency of pA was significantly higher at the occipital region compared to the 
frontal region. Hemispheric differences in pA frequency were not found. There were no 
significant topographic differences found for the gravity frequency. 
The single epoch estimate of log power of pA in pA-aligned spectra was normally 
distributed, whereas for all other frequencies about 20% of distributions had significant 
kurtosis and 30% were skewed regardless of spectral type. Averaging spectra over 2 or 3 
epochs was sufficient to produce normal distributions for all frequencies and spectra. 
Topographic and hemispheric differences in the distributions were not marked.  
 Only at pA  in the pA-aligned spectra were the residuals normally distributed with 
unaveraged log power.  Averaging power from two or three epochs gave normally 
distributed residuals for all spectral types. The distribution of residuals again 
demonstrated the marked difference that was seen in the distribution of log power 
between pA in pA-aligned spectra and all other frequencies in all spectral types . 
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Reliability 
Estimates of the frequency estimators from single epochs of EEG were not reliable 
(defined as an ICC>0.7). From a single recording session about 10 epochs of EEG were 
sufficient to ensure the reliability of  the mean frequency estimators for all regions and 
estimator types. With the average estimator of 30 epochs reliability reached 0.9 or greater 
for all estimators and all regions. Posterior reliability was greater than anterior reliability 
for both pA and gF though no hemispheric differences were found. The amount of EEG 
required for a reliable measure of frontal pA and gF was approximately double that 
required for the same level of reliability occipitally.  Sampling 30 epochs of the EEG 
from a single test session, or across both test and retest sessions did not significantly 
affect the reliability of the gF for all regions, nor the reliability of pA for the central, 
parietal and occipital regions. However, the reliability of pA from EEG sampled across 
the two sessions was lower frontally than the reliability of frontal pA from EEG taken 
from a single session.  
For unaveraged log power, all spectra showed markedly increased reliability at or about 
the frequency estimator. For pA in pA-aligned spectra this increase was restricted to pA 
itself, with an ICC > 0.7 at occipital and parietal electrodes. Unaveraged log power was 
not reliable for any of the other spectra or frequencies.  
The reliability of single session averaged log power showed both anterior-posterior 
differences, and differences according to frequency. No hemispheric differences were 
found. Across all spectral types there was a reasonably smooth trend for reliability to be 
highest occipitally and lowest frontally.  For a given amount of EEG the most reliable 
frequencies were found in a band about the estimator frequency, with estimator reliability 
always highest. Highest and lowest frequencies were least reliable for all spectra and 
regions.  The average of only 2 or 3 epochs of EEG gave a reliable measure of power in 
all regions for all of the estimators for the aligned spectra, but only occipitally for the 
unaligned spectra. For most other frequencies and regions about 20 epochs were needed 
before average log power exceeded 0.7. Log power at pA in pA-aligned spectra was 
significantly more reliable than power at any other estimator.     
Sampling the EEG across both test and retest sessions reduced reliability for all regions in 
all spectra, however this reduction was not significant. Power at pA was still significantly 
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more reliable than the highest reliability for unaligned power, but no longer higher than 
power at the other aligned estimators. 
Classical band reliability was consistent with the previous literature but was not consistent 
with the mean reliability of the individual bins making up the band. That is, classical band 
reliability could not be predicted from the reliabilities of the constituent frequencies 
considered alone. 
Shape 
The stability of the shape of the power spectrum varied according to both frequency and 
region. Topographic differences were restricted to a band about 2 Hz wide immediately 
below the estimator frequency. Here the stability declined from occipital to frontal 
regions. Stability was highest at the lowest frequencies, about the estimator frequency, 
and about (or slightly higher than) the harmonic of the estimator frequency. Stability was 
lowest about 3–4 Hz above and below the estimator. There was a small local minimum at 
pA for the pA-aligned spectra. No significant differences were found between test session 
stability and test-retest stability. Within and between person stability did not differ 
significantly for pA-aligned spectra. For classical spectra within person similarity was 
greater than between person similarity in the band from about 6-10Hz. 
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4 Summary and Discussion of the major findings of the thesis  
The major goal of this thesis was to find a measure of EEG that was suitable for further 
use in the study of the genetics of EEG. It was assumed that approaching EEG through its 
genetic base should provide information about the physiological basis of the EEG that is 
not approachable using other means. Thus this thesis would provide a preliminary step 
toward understanding the physiological basis of the EEG, that step being the discovery of 
specific and reliable measures for use in subsequent genetic studies. 
Section 1 of the thesis discussed what is known of the neural basis of the EEG. Various 
aspects of recording methodology were discussed, and it was shown that current genetic 
knowledge indicates genetic involvement in the development of neural structures that are 
implicated in the genesis of the EEG. Section 1 therefore provided a validation of the 
major goal of the thesis. 
 
Section 2 provided a critical assessment of the use of non-linear dimensional analysis in 
the analysis of the EEG. It was shown that the point-D2 dimension was not a reliable 
measure for physiological signals, and therefore not suited to analysing the genetic basis 
of the EEG. The most common interpretation of dimension, that it indexes complexity, 
was also found to be unsustainable for both the point-D2 and correlation dimensions. A 
relationship between the dimension of EEG and the power spectrum was then 
demonstrated that provided empirical support for theoretical arguments put forward by 
Palus (1997).  
The introduction of dimensional analysis into EEG research in the mid 1980’s was 
greeted with enthusiasm by many empirically based research groups, and caution by more 
theoretical groups, who noted various limitations of the algorithms. In the main these 
limitations were ignored by experimentalists who often argued that dimension provided 
another tool with which to discriminate various brain states. However, no checks were 
made of the reliability of these discriminations, nor of the validity of the interpretations 
given to them. Consequently a great deal of research effort has unfortunately been 
devoted to a paradigm that cannot provide a clear interpretation of its own results.  If the 
introduction of dimensional analysis into the EEG literature had been accompanied by a 
careful study of  the statistics of EEG dimension then a great deal of the research effort 
directed toward EEG dimension might have been directed more usefully elsewhere. The 
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failure of EEG dimensionality supports the prosaic generalisation that careful 
consideration of underlying assumptions, combined with suitable empirical analysis, is 
most likely to produce lasting results.  
The assumption that the classical bands have provided a universally applicable and 
optimal decomposition of EEG spectral power is implicit in almost all of the research into 
EEG power conducted since the introduction of  Tukey’s algorithm for the FFT. In this 
thesis the high correlation found between PD2i and the power spectrum would  not have 
been produced if analysis had been restricted to power in the classical bands. That is, 
relationships between EEG variables have been concealed through a strategy that 
considered the classical bands of the EEG power spectrum as a sufficient representation 
of EEG power. This finding validated in principle the challenge to classical band 
decomposition of the EEG taken in section 3. 
Section 3  explored the statistical properties of the power spectrum and provided the 
major positive findings of the thesis.  Section 3.1  described the major methods common 
across subsequent experiments. It can be argued that generalisation of the results is  
restricted because of the homogenous age group of the participants and because particular 
care was taken in the choice of EEG epochs from which the power spectrum was derived. 
The homogeneity of the participant ages is well suited to subsequent genetic analysis and 
was required by the larger genetics study of which this thesis forms a part. Nonetheless, 
this thesis can be interpreted as forming a normative study which is useful in itself. 
However, it might prove useful to extend  the methodology of this thesis into other age 
groups to see whether the findings are robust to variation in age.  
The care taken in choosing the epochs of EEG which were subsequently analysed is 
perhaps greater than that commonly used. Therefore the results may not be robust to 
greater noise and artefact contamination where such care is not practised. However, great 
care was taken so that the results regarding reliability would form an upper bound. This 
means that any electrode/ frequency combinations  proven unreliable in the studies 
presented here have little chance of proving reliable elsewhere. Thus the reliability results 
of the thesis can be seen as robust with respect to those frequencies which are unsuited to 
the study of individual differences, which is consistent with the goals of the thesis. With 
respect to the similarity index, broadband ‘white’ noise will have no effect upon shape 
because baseline values of power will be raised equivalently across all frequencies. 
Specific narrow band noise will only have an effect to the extent to which it is unevenly 
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represented in the averaging prior to calculating the similarity index. However, the 
randomisation and averaging methodology makes an uneven distribution of noise bursts 
across the spectra to be compared for similarity extremely unlikely. Nonetheless the 
similarity index represents a novel method and it would be useful to undertake a number 
of Monte Carlo type studies to examine its robustness to various artefacts and 
nonstationarities in the data.  
Section 3.2 looked at the distribution and reliability of estimators of the dominant Alpha 
frequency. The distributions of the gravity frequency, the mean gravity frequency, and the 
mean occipital pA were all normal, even when taken from single epochs of EEG. The pA 
frequency estimator was not normally distributed from single epochs, but was however 
normally distributed when the pA was averaged across as few as 2 or 3 epochs .  
The topographic distributions of pA and gF were found to differ. GF appears to be 
constant across the scalp, whereas there is a significant decline in pA from occipital to 
frontal electrodes, though no hemispheric differences were found for pA. The decline in 
frequency for pA does not appear to be linear and an investigation of polynomial models 
of the decline might prove useful. However, the current data set is not ideal for 
constructing such a model due to contamination of the signal at all electrodes  through 
volume conduction, and the use of the linked ears reference which may reduce 
hemispheric differences. Ideally a study into pA topography would be conducted using 
sufficient electrodes to construct both reference and reference free montages.    
None of the frequency estimators were reliable when taken from single epochs of EEG, 
however averaging across as few as 2 to 4  epochs (8 for frontal pA) produced reliable 
estimates for most estimators at most sites. For pA, but not the other estimators, reliability 
of frontal sites showed a distinct time dependence, indicating that frontal pA was less 
stationary than pA from other regions. It could be argued that this result may be 
artefactual as the absence of a distinct pA peak in the power spectrum at frontal sites for 
any specific epoch would bias the algorithm to a low estimate of pA for that epoch. The 
possibility arises then that within person variability in pA would increase thereby 
reducing reliability. This seems unlikely though, as there seems little reason to believe 
this would show a preferential increase in variability when sampled over two rather than 
one session. Instead it is possible that pA is itself stable at a single point in time  across all 
regions, yet varies across time (in the mean) mainly at frontal sites. This speculation was 
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not tested, being  tangential to the main purpose of the thesis, and thus remains open to 
future investigation. 
In section 3.3 the distribution and reliability of aligned and unaligned power spectra was 
considered in depth. All spectra were normally distributed after averaging over only 2 or 
so epochs. It is therefore possible to use single frequency bins of the power spectrum in 
parametric analyses. There is no need to adopt aggregation into classical bands to ensure 
normality.  
A number of the results bear upon the issue of aligned pA for measuring a specific and 
individuated process. Firstly, the statistical properties that made power at pA in pA-
aligned spectra unique were always confined to pA itself. Thus, log power at pA was 
normally distributed, as were the residuals, but even the frequency bins immediately 
adjacent to pA were not normal, having distributions similar to all the other frequencies. 
The percentage of normal distributions for each frequency bin and spectral type  therefore 
indicated that pA-aligned spectra isolate more precisely the output of whatever process is 
causing the high power output at pA. 
A similar result was found in the analysis of reliability. In other words, the alignment 
process did not appear to have any effect on the distribution or reliability of the frequency 
bins outside of pA itself. Furthermore, there was little difference in skewness, kurtosis, or 
reliability between aligned spectra and unaligned spectra outside of effects that could be 
attributed to the pA process. In contrast, the pattern of results for the non-pA-aligned 
spectra was always for a broader peak about the estimator with a smaller effect size than 
found in the pA-aligned spectra. This is consistent with the view that properties of the pA 
process are ‘smeared’ across  multiple frequency bins when using an  averaging processes 
that does not align to pA. It therefore appears that the pA process is relatively unique and 
isolated in its effects, and the power of that process is most accurately isolated and 
measured using the pA-alignment method.  
Time dependence of reliability was mainly limited to frontal sites and higher and lower 
frequencies, all of which showed a decline in reliability when sampled across the two 
recording sessions. Power at and about the frequency estimators is thus a very stable 
measure of EEG. 
The final part of section 3.3 compared the reliability of classical bands to that of the 
individual frequency bins of  unaligned spectra. It was shown that there is little relation 
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between the reliability of the aggregated classical bands and the reliability of their 
constituent frequencies. It is therefore unlikely that the classical bands are  internally 
consistent  with regard to the processes they measure and are therefore unsuited to use in 
linkage analysis. Given that reliability of individual bins of the power spectrum is 
satisfactory in the main, there appears little reason to continue with classical band analysis 
of the EEG, except where reduction in variable numbers is paramount. Reducing variables 
in this way will however make the link between EEG and the underlying generative 
processes much more difficult to discover. The alternative proposal illustrated by this 
thesis is to consider the data from each experimental paradigm more carefully through an 
exploratory analysis that seeks to find variables in the data itself, rather than in historical 
practice. 
Section 3.4 introduced a method based around shape similarity between segments of 
power spectra. The stability of power spectrum shape varied according to frequency and 
electrode, but  was consistent across time This shape similarity method can be considered 
a type of nonparametric local factor analysis that calculates both within and between 
participant factors.  
Comparison of unaligned and pA-aligned spectra indicated showed that a bimodal 
distribution of peak similarity either side of pA was most prominent in the pA-aligned 
spectra. If the pA process was symmetrically linked to processes at adjacent frequencies 
then the highest similarity would appear at pA itself. This was not the case, the highest 
within person similarities were located at about 1 bin lower, and 3 bins higher than pA. A 
number of interpretations are indicated. Firstly, there may be a broad process located 
across classical alpha band frequencies, with an independent pA process that reduces 
similarity at pA alone. Alternatively there may be two relatively independent processes 
located either side of pA, with pA an outcome of the overlap of these processes. This is 
the viewpoint of Klimesch and co-workers.  Thirdly, there may be two relatively 
independent processes as well as an independent pA. The third option appears most likely, 
and is consistent with the factor analyses of workers such as Andresen (1993).  
The two modes of peak similarity had different topographic behaviour, the lower mode 
showing reduced similarity moving from posterior to anterior regions whereas the upper 
mode was consistent across regions. Therefore a broad process is unlikely. The window 
width used for the similarity study was 3 bins, implying a process located about 1.5Hz 
above pA, and process located about 0.5 Hz below pA. The similarity studies do not allow 
 217
a decision as to whether the pA is caused through the overlap of these processes (as per 
Klimesch), or is a third relatively independent process. However, the studies of reliability 
and distribution indicate the existence of an unique and specific pA process. Therefore a 
model is proposed that three processes  are involved in the formation of the classical alpha 
band, a lower process, the pA process, and an upper process. These output of these 
processes (EEG factors) are best isolated from the power spectrum using the pA-
alignment method of spectral averaging. This model differs from the two factor model of 
Klimesch only through the addition of pA as a separate factor. Furthermore, if one 
considers resting EEG as a “wandering attention” paradigm, then the topographic aspects 
of the below and above pA similarity factors seem consistent with the  interpretation 
Klimesch has placed upon his two factors in terms of attentional and semantic systems. 
Whilst outside the scope of this thesis, replication of the Klimesch memory experiments 
should reveal whether the below and above pA factors mediate the same processes as the 
two factors in Klimesch’s model of alpha.  
If the 3–factor model  of alpha revealed through the pA-alignment method is correct, then 
a consistent within and between person factorisation of the EEG has been produced, a 
result not shown either here or in other studies when  using unaligned spectra.  A 
consistent within and between factorisation of a measure is necessary for the use of those 
factors in the study of the underlying physiological basis giving rise to the measure. 
However, a great deal of future work is required to explore the possibilities of pA-aligned 
EEG factors before they can be applied generally to the study of either individual or group 
differences. A more conventional approach to factor analysis is required to see if the 
factorisation is robust to assumptions in the methods used to extract the factors and 
allowing for comparison of the similarity factors to those of previous authors such as 
Andresen. 
Conclusion 
Strong evidence was found for the uniqueness of log power at the peak alpha frequency as 
measured using aligned spectra. Combined with the high reliability of this measure it is 
apparent that log power at pA, using pA-aligned spectra, is the most promising measure 
of the EEG power spectrum for investigating the genetic basis of the EEG.  
The physiological basis of the pA process cannot be ascertained from the results presented 
in this thesis. However, the idea that linkage analysis might provide a window onto the 
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underlying physiology of the EEG provided significant motivation for the approach 
adopted throughout this thesis. Hopefully, the measures introduced here may prove useful 
in future linkage studies. 
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