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Abstract
Given nonzero idempotent matrices A1, A2, A3 such that A2 and A3 are disjoint, i.e.,
A2A3 = 0 = A3A2, the problem of characterizing all situations, in which a linear combina-
tion C = c1A1 + c2A2 + c3A3 is an idempotent matrix, is studied. The results obtained cover
those established by J.K. Baksalary, O.M. Baksalary, and G.P.H. Styan (Linear Algebra Appl.
354 (2002) 21) under the additional assumption that c3 = −c2, i.e., in the particular case
where C = c1A1 + c2(A2 − A3) is actually a linear combination of an idempotent matrix A1
and a tripotent matrix A2 − A3.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The symbols C and Cn,n are used to denote the sets of complex numbers and n ×
n complex matrices, respectively. It is assumed throughout the paper that A1, A2, A3
are nonzero idempotent matrices and that A2 and A3 are disjoint, i.e.,
Ai = A2i , i = 1, 2, 3, and A2A3 = 0 = A3A2. (1.1)
This paper deals with the problem of characterizing all situations, in which a
linear combination of A1, A2, A3 of the form
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C = c1A1 + c2A2 + c3A3, (1.2)
with nonzero c1, c2, c3 ∈ C constituting
γ = (c1, c2, c3),
is an idempotent matrix. A general solution is given in Section 2, while Section 3
contains two additional results. The first of them reveals how the idempotency of C
is related to the idempotency of two possible products of idempotent matrices A1
and A2 + A3, and the second shows how the set of solutions reduces when the dif-
ferences A1 − A2 and A1 − A3 are Hermitian matrices. In the particular case when
c3 = −c2, i.e., when C = c1A1 + c2(A2 − A3) is actually a linear combination of
an idempotent matrix A1 and a tripotent matrix A2 − A3, solutions to the problems
formulated above have been established by Baksalary et al. [2].
It is well known that if Ai , i = 1, 2, 3, are n × n real symmetric matrices and x
is an n × 1 real random vector having the multivariate normal distribution Nn(0, I),
where I stands for the identity matrix of order n, then a necessary and sufficient
condition for the quadratic form x′Aix to be distributed as a chi-square variable
is the idempotency property Ai = A2i and a necessary and sufficient condition for
the quadratic forms x′Aix and x′Aj x to be distributed independently is the equality
AiAj = 0. Consequently, in this particular context, Theorem 3 of the present paper
leads immediately to a list of all linear combinations of three quadratic forms dis-
tributed as chi-square variables, with two of them distributed independently, which
are also distributed as a chi-square variable.
2. Main result
As already pointed out, the main result of this paper provides a complete solution
to the problem of characterizing situations, in which a linear combination of three
idempotent matrices, with at least two of them being disjoint, is idempotent.
Theorem 1. Let A1, A2, A3 ∈ Cn,n be nonzero matrices satisfying conditions (1.1)
and let C be a linear combination of them of the form (1.2), corresponding to γ =
(c1, c2, c3). Moreover, let C0 and C1 stand for C \ {0} and C0 \ {1}, respectively.
Then the following list comprises characteristics of all cases where C is an idempo-
tent matrix.
(a) The cases denoted by (a1)–(a10), in which
A1A2 = A2A1, A1A3 = A3A1, (2.1)
and any of the following sets of additional conditions holds:
(a1) A1A2 = 0, A1A3 = 0, and γ = (1, 1, 1);
(a2) A1A2 = A2, A1A3 = 0, and γ = (1,−1, 1);
(a3) A1A2 = 0, A1A3 = A3, and γ = (1, 1,−1);
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(a4) A1A2 = A2, A1A3 = A3, and γ = (1,−1,−1);
(a5) A1A2 + A1A3 = A1 and γ = (−1, 1, 1);
(a6) A1A2 = A1 − A3 and either γ = (−1, 1, 1) or γ = (−1, 1, 2);
(a7) A1A3 = A1 − A2 and either γ = (−1, 1, 1) or γ = (−1, 2, 1);
(a8) A2 = A1 and either γ = (c1,−c1, 1), c1 ∈ C0, or γ = (c1, 1 − c1, 1),
c1 ∈ C1;
(a9) A3 = A1 and either γ = (c1, 1,−c1), c1 ∈ C0, or γ = (c1, 1, 1 − c1),
c1 ∈ C1;
(a10) A2 + A3 = A1 and either γ = (c1,−c1,−c1), c1 ∈ C0, or γ = (c1,−c1,
1 − c1), c1 ∈ C1, or γ = (c1, 1 − c1,−c1), c1 ∈ C1, or γ = (c1,
1 − c1, 1 − c1), c1 ∈ C1.
(b) The cases denoted by (b1)–(b3), in which
A1A2 = A2A1, A1A3 /= A3A1, (2.2)
and any of the following sets of additional conditions holds:
(b1) (A1 − A3)2 = A1A2 and γ = (−1, 1, 2);
(b2) (A1 − A3)2 = 0 and γ = (c1, 1, 1 − c1), c1 ∈ C1;
(b3) (A1 − A3)2 = A2 and either γ = (c1, 1 − c1, 1 − c1), c1 ∈ C1, or γ =
(c1,−c1, 1 − c1), c1 ∈ C1.
(c) The cases denoted by (c1)–(c3), in which
A1A2 /= A2A1, A1A3 = A3A1, (2.3)
and any of the following sets of additional conditions holds:
(c1) (A1 − A2)2 = A1A3 and γ = (−1, 2, 1);
(c2) (A1 − A2)2 = 0 and γ = (c1, 1 − c1, 1), c1 ∈ C1;
(c3) (A1 − A2)2 = A3 and either γ = (c1, 1 − c1,−c1), c1 ∈ C1, or γ =
(c1, 1 − c1, 1 − c1), c1 ∈ C1.
(d) The cases denoted by (d1) and (d2), in which
A1A2 /= A2A1, A1A3 /= A3A1, (2.4)
and any of the following sets of additional conditions holds:
(d1) (A1 − A2)2 + (A1 − A3)2 = A1 and γ = (c1, 1 − c1, 1 − c1), c1 ∈ C1;
(d2) c1c2(A1 − A2)2 + c1c3(A1 − A3)2 + c2c3(A2 + A3) = 0
for any γ such that c1 + c2 + c3 = 1. (2.5)
Proof. Direct calculations show that, under assumptions (1.1), a matrix C of the
form (1.2) is idempotent if and only if
c1(1 − c1)A1 + c2(1 − c2)A2 + c3(1 − c3)A3
= c1c2(A1A2 + A2A1) + c1c3(A1A3 + A3A1). (2.6)
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Sufficiency of the conditions revealed in 18 cases involved in the theorem follows by
direct verification of criterion (2.6), and the proof of necessity is split into four parts,
which according to the specifications in (2.1)–(2.4) are disjoint.
Under conditions (2.1), criterion (2.6) simplifies to the form
c1(1 − c1)A1 + c2(1 − c2)A2 + c3(1 − c3)A3 = 2c1(c2A1A2 + c3A1A3).
(2.7)
From the pattern of (2.7) it is seen that (a3), (a7), and (a9) are the analogues of (a2),
(a6), and (a8), respectively, obtained by interchanging the subscripts “2” and “3”. The
proof regarding situation (a) can therefore be reduced to seven cases. Its first part is
concerned with cases (a10) and (a8). It can easily be verified that if A2 + A3 = A1,
then (2.7) simplifies to
(c1 + c2)(1 − c1 − c2)A2 + (c1 + c3)(1 − c1 − c3)A3 = 0. (2.8)
In view of the disjointness of A2 and A3, a consequence of (2.8) is that one of the
equalities c2 = −c1, c2 = 1 − c1 must hold along with one of the equalities c3 =
−c1, c3 = 1 − c1, thus establishing (a10). Similarly, it can be verified that if A2 =
A1, then (2.7) reduces to
(c1 + c2)(1 − c1 − c2)A2 + c3(1 − c3)A3 = 0. (2.9)
Referring again to the disjointness of A2 and A3, it follows from (2.9) that one of the
equalities c2 = −c1, c2 = 1 − c1 must hold along with c3 = 1, thus leading to (a8).
Now observe that, on account of (1.1), postmultiplying (2.7) first by A2 and then
by A3 yields
c1(1 − c1 − 2ci)A1Ai + ci(1 − ci)Ai = 0, i = 2, 3. (2.10)
From (2.10) it follows immediately that if A1A2 = 0 and A1A3 = 0, then c2 =
1, c3 = 1, and (2.7) reduces to c1(1 − c1)A1 = 0. Hence c1 = 1, which completes
the set of conditions in (a1).
The next possibility is to combine A1A2 /= 0 with A1A3 = 0. Since premultiply-
ing (2.10) by A1 leads to
(c1 + ci)(1 − c1 − ci)A1Ai = 0, i = 2, 3, (2.11)
it follows from (2.10) and (2.11) that c3 = 1 holds along with either c2 = −c1 or
c2 = 1 − c1. In each of these cases, (2.7) can be expressed in the form
c1(1 − c1)(A1 − A1A2) + c2(1 − c2)(A2 − A1A2) = 0. (2.12)
If c1 = 1, then it is necessary that c2 = −1, which simplifies (2.12) to the equality
A1A2 = A2, thus completing the set of conditions in (a2). Parenthetically notice
that if c2 = 1, then c1 must be −1. This simplifies (2.12) to the equality A1A2 =
A1, which combined with A1A3 = 0 constitutes a particular case of (a5). Moreover,
if c1 /= 1 and c2 /= 1, then premultiplying (2.12) by A1 and then postmultiplying
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it by A2 yields A1A2 = A1 and A1A2 = A2. Hence A2 = A1, which is the case
characterized in (a8).
Another consequence of (2.11) is that if A1A2 /= 0 and A1A3 /= 0, then again
one of the equalities c2 = −c1, c2 = 1 − c1 must hold along with one of the equa-
lities c3 = −c1, c3 = 1 − c1. For c2 = −c1 and c3 = −c1, relationship (2.7) is equi-
valent to
(1 − c1)A1 − (1 + c1)(A2 + A3) + 2c1(A1A2 + A1A3) = 0. (2.13)
If c1 = 1, then (2.13) simplifies to
A1A2 + A1A3 = A2 + A3. (2.14)
Postmultiplying (2.14) first by A2 and then by A3 leads to A1A2 = A2 and A1A3 =
A3, which completes the set of conditions in (a4). Further, if c1 = −1, then (2.13)
reduces to
A1A2 + A1A3 = A1, (2.15)
thus establishing characteristic (a5). Parenthetically notice that if c1 /= 1 and c1 /=
−1, then premultiplying (2.13) by A1 leads again to (2.15) and combining (2.13)
with (2.15) results in the equality A2 + A3 = A1, which is the case covered by char-
acteristic (a10).
For c2 = −c1 and c3 = 1 − c1, relationship (2.7) is equivalent to
(1 − c1)(A1 + A3 − 2A1A3) − (1 + c1)A2 + 2c1A1A2 = 0. (2.16)
Since c1 must be different from 1, postmultiplying (2.16) by A3 entails A1A3 = A3.
If c1 = −1, then (2.16) simplifies to
A1A2 + 2A1A3 = A1 + A3
and hence leads to
A1A2 = A1 − A3. (2.17)
Since this equality implies A1A3 = A3 and, consequently, the matrix relationship in
(a5), γ = (−1, 1, 1) should be added to γ = (−1, 1, 2) to complete (a6). In addition
notice that if c1 /= −1, then postmultiplying (2.16) by A2 entails A1A2 = A2, thus
simplifying (2.16) to the form A2 + A3 = A1, which is again the case included in
(a10).
Finally, if c2 = 1 − c1 and c3 = 1 − c1, which requires that c1 /= 1, relationship
(2.7) is equivalent to
A1 + A2 + A3 = 2(A1A2 + A1A3). (2.18)
Postmultiplying (2.18) by A2 and A3 entails, respectively, A1A2 = A2 and A1A3 =
A3, thus leading once more to the equality A2 + A3 = A1 involved in (a10).
Under conditions (2.2), criterion (2.6) takes the form
c1(1 − c1)A1 + c2(1 − c2)A2 + c3(1 − c3)A3
= 2c1c2A1A2 + c1c3(A1A3 + A3A1). (2.19)
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Subtracting the equality obtained from (2.19) by premultiplying by A3 from that
obtained from (2.19) by postmultiplying by A3 leads to
(1 − c1 − c3)(A1A3 − A3A1) = 0. (2.20)
Since A1A3 /= A3A1, a consequence of (2.20) is c3 = 1 − c1, which implies that
c1 /= 1 and transforms (2.19) to
c1(1 − c1)(A1 − A3)2 + c2(1 − c2)A2 − 2c1c2A1A2 = 0. (2.21)
Further, in view of A3A1A2 = A3A2A1 = 0, postmultiplying (2.21) by A2 yields
c1(1 − c1 − 2c2)A1A2 + c2(1 − c2)A2 = 0. (2.22)
Hence it is clear that if A1A2 = 0, then c2 = 1. In this case (2.21) reduces to A1A3 +
A3A1 = A1 + A3, thus completing the set of conditions (b2).
On the other hand, if A1A2 /= 0, then premultiplying (2.22) by A1 shows that c1 and
c2 must satisfy either c2 = −c1 or c2 = 1 − c1. If c2 = −c1, then (2.22) reduces to
(1 + c1)(A2 − A1A2) = 0. (2.23)
The first possibility of getting (2.23) fulfilled is that c1 = −1 (and therefore c2 =
1), which transforms (2.21) to the matrix relationship involved in (b1). The other
possibility is that A1A2 = A2. Then a consequence of (2.21) is that
(A1 − A3)2 = A2. (2.24)
Since (2.24) entails the condition A1A2 = A2, the latter is absent in characteristic
(b3). Moreover, if c2 = 1 − c1, then (2.22) reduces to A1A2 = A2, thus transforming
(2.21) to the form (2.24) and completing the set of conditions (b3).
Characteristics (c1)–(c3) follow immediately by interchanging the subscripts “2”
and “3” in (b1)–(b3), which is justified by the fact that such transformation does not
change criterion (2.6).
For the proof in situation (d), notice that combining the equalities obtained by
premultiplying and postmultiplying (2.6) first by A2 and then by A3 yields
c1(1 − c1 − c2)(A1A2 − A2A1) = c1c3(A3A1A2 − A2A1A3), (2.25)
c1(1 − c1 − c3)(A1A3 − A3A1) = c1c2(A2A1A3 − A3A1A2). (2.26)
Since c1 /= 0, a consequence of these equalities under conditions (2.4) is that if
A2A1A3 = A3A1A2, (2.27)
then c2 = 1 − c1, c3 = 1 − c1, and criterion (2.6) takes the form
A1 + A2 + A3 = A1A2 + A2A1 + A1A3 + A3A1, (2.28)
which is an alternative expression of the matrix equality in (d1). This equality im-
plies that A2A1A3 = 0 and A3A1A2 = 0, thus ensuring (2.27). Moreover, subtract-
ing (2.25) postmultiplied by A3 from (2.26) postmultiplied by A2 yields
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c1(1 − c1 − c2 − c3)(A2A1A3 − A3A1A2) = 0.
Hence it is clear that if equality (2.27) is not fulfilled, then c1, c2, c3 must satisfy
c1 + c2 + c3 = 1. Under this condition, criterion (2.6) can be rearranged to the form
(2.5). The proof is complete. 
Theorem 1 is now supplemented by showing that in each of the 18 cases listed in
it there exist matrices satisfying the required conditions. Constructing such examples
in situation (a) specified by conditions (2.1) is easy. It suffices to verify that for the
matrices
A1 =

λ 0 00 µ 0
0 0 ν

, A2 =

1 0 00 0 0
0 0 0

, A3 =

0 0 00 1 0
0 0 0

, (2.29)
which are idempotent whenever λ,µ, ν ∈ {0, 1} and obviously satisfy A2A3 = 0 =
A3A2, A1A2 = A2A1, and A1A3 = A3A1, the following list confirms that none of
cases (a1)–(a10) is void:
Specification of A1 Cases
λ = 0, µ = 0, ν = 1 (a1)
λ = 0, µ = 1, ν = 0 (a9)
λ = 1, µ = 0, ν = 0 (a8)
λ = 0, µ = 1, ν = 1 (a3)
λ = 1, µ = 0, ν = 1 (a2)
λ = 1, µ = 1, ν = 0 (a5), (a6), (a7), (a10)
λ = 1, µ = 1, ν = 1 (a4)
Illustrations for situation (b) are provided by the same triplets, which were used
in [2], viz.
A1 =

 1 0 0−1 0 0
0 0 0

, A2 =

0 0 00 0 0
0 0 1

, A3 =

1 0 00 0 0
0 0 0

, (2.30)
A1 =

1 0 00 1 0
0 0 0

, A2 =

1 0 00 0 0
0 0 0

, A3 =

0 0 00 1 0
0 1 0

. (2.31)
They consist of idempotent matrices satisfying A2A3 = 0 = A3A2, A1A2 = A2A1,
A1A3 /= A3A1, and such that (A1 − A3)2 = 0 (as required in (b2)) in case (2.30),
and (A1 − A3)2 = A2 as well as (A1 − A3)2 = A1A2 (as required in (b3) and
(b1), respectively) in case (2.31).
Since the conditions characterizing cases (c1)–(c3) are counterparts to those char-
acterizing cases (b1)–(b3) obtained by interchanging A2 with A3, it remains to com-
ment on situation (d). An example illustrating case (d1) is provided by the matrices
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A1 =

1 0 00 1 0
0 0 0

, A2 =

1 0 10 0 0
0 0 0

, A3 =

0 0 00 1 1
0 0 0

,
for which A2A3 = 0 = A3A2, A1A2 /= A2A1, A1A3 /= A3A1, and (A1 − A2)2 +
(A1 − A3)2 = A1. Case (d2) is different from all earlier ones in the sense that the
values of c1, c2, c3 are independent of the matrices involved, but are scalar solutions
to the matrix equation (2.5) satisfying in addition the condition c1 + c2 + c3 = 1.
Such solutions really exist, as can be seen considering the linear combination of the
form (1.2) with
A1 =
(
1 0
0 0
)
, A2 =
(
1
2
1
2
1
2
1
2
)
, A3 =
(
1
2 − 12
− 12 12
)
(2.32)
and, for instance, c1 = −1, c2 = 1, c3 = 1 or c1 = −3, c2 = 2 +
√
2i, c3 = 2 −√
2i.
As already mentioned in Section 1, linear combinations of an idempotent matrix
and a tripotent matrix are particular cases of linear combinations of the form (1.2),
characterized by c3 = −c2. The remarks below show how Theorem 1 in [2] follows
from Theorem 1 of the present paper and, consequently, how much the possibilities
of getting C of the form (1.2) idempotent extend when the requirement c3 = −c2
is relaxed. Notice that cases (a1) and (a3) in [2] coincide with cases (a3) and (a2)
here; (a2) and (a4) in [2] can be obtained from (a9) and (a8), respectively, by setting
c1 = 2 into γ = (c1, 1, 1 − c1) and γ = (c1, 1 − c1, 1); and (a5) and (a6) in [2] fol-
low from (a10) by setting c1 = 12 into γ = (c1, 1 − c1,−c1) and γ = (c1,−c1, 1 −
c1). Further, (b1) and (b2) in [2] are particular cases of (b2) and (b3) here, corre-
sponding to c1 = 2 in γ = (c1, 1, 1 − c1) and c1 = 12 in γ = (c1,−c1, 1 − c1); and,
similarly, (c1) and (c2) in [2] are particular cases of (c2) and (c3) here, corresponding
to c1 = 2 in γ = (c1, 1 − c1, 1) and c1 = 12 in γ = (c1, 1 − c1,−c1). Finally, case(d) in [2] is covered by case (d2) in the present paper, for combining c1 + c2 +
c3 = 1 with c2 + c3 = 0 yields c1 = 1, which enables simplifying Eq. (2.5) to form
(A1 − A2)2 − (A1 − A3)2 = c2(A2 − A3).
3. Two additional results
Corollary 1 in [1] asserts that a necessary condition for a linear combination of
two idempotent matrices A1 and A2 to be also an idempotent matrix is that each
of two their possible products is an idempotent matrix. Further, Theorem 2 in [2]
states that a necessary condition for a linear combination of an idempotent matrix
A and a tripotent matrix B to be an idempotent matrix is that each of the products
A(B1 + B2) and (B1 + B2)A is an idempotent matrix, where B1 and B2 are disjoint
idempotent matrices constituting the unique decomposition of B as the difference
B1 − B2. Investigations regarding the problem considered in the present paper lead
to a conclusion of the same type.
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Theorem 2. Under the assumptions of Theorem 1, a necessary condition for the
linear combination (1.2) to be an idempotent matrix is that each of the products
A1(A2 + A3) and (A2 + A3)A1 is an idempotent matrix.
Proof. In the situation marked in Theorem 1 by (a), conditions (2.1) directly imply
that A1 and A2 + A3 commute, which is obviously sufficient for each of the products
A1(A2 + A3) and (A2 + A3)A1 to be an idempotent matrix; cf. Theorem in [3, §42]
and Theorem 5.1.4 in [4]. In situation (b), a consequence of A1A2 = A2A1 is that
(A2 + A3)A1(A2 + A3) = A2A1A2 + A3A1A3. (3.1)
Moreover, each of the conditions
(A1 − A3)2 = A1A2, (A1 − A3)2 = 0, (A1 − A3)2 = A2
occurring in (b1)–(b3) yields A3A1A3 = A3. Then expression (3.1) can be trans-
formed to the form
(A2 + A3)A1(A2 + A3) = A1A2 + A3 = A2A1 + A3,
and hence the assertion of the theorem is easily seen. The proof in situation (c) is
analogous with that above, and therefore is omitted. Finally, it has been pointed out
in the proof of Theorem 1 that (2.28) entails A2A1A3 = 0 = A3A1A2, and therefore
equality (3.1) is valid also in case (d1). Since other consequences of (2.28) are the
equalities A2A1A2 = A2 and A3A1A3 = A3, it follows that
(A2 + A3)A1(A2 + A3) = A2 + A3,
which obviously ensures that both products A1(A2 + A3) and (A2 + A3)A1 are
idempotent. Finally, combining the equalities obtained from (2.5) by premultiplying
and postmultiplying by A1 leads to
c2c3[A1(A2 + A3) − (A2 + A3)A1] = 0.
This concludes the proof, for, as already mentioned at its beginning, the commut-
ativity of A1 and A2 + A3 is a stronger property than the idempotency of both
A1(A2 + A3) and (A2 + A3)A1. 
The second result of this section refers to the special case where A1, A2, A3 are
such that A1 − A2 and A1 − A3 are Hermitian matrices, i.e.,
A1 − A2 = (A1 − A2)∗ and A1 − A3 = (A1 − A3)∗. (3.2)
This assumption is obviously fulfilled when A1, A2, A3 are Hermitian themselves,
which is the situation corresponding to a statistical interpretation mentioned in Sec-
tion 1.
Theorem 3. Let A1, A2, A3 ∈ Cn,n be nonzero matrices satisfying conditions (1.1)
and (3.2), and let C0 = C \ {0} and C1 = C0 \ {1}. There are exactly 12 patterns of
76 O.M. Baksalary / Linear Algebra and its Applications 388 (2004) 67–78
a matrix C being a linear combination of A1, A2, A3 of the form (1.2), when it can
be idempotent:
(i) C = A1 + A2 + A3, which is attainable if and only if c1 = c2 = c3 = 1 along
with A1A2 = 0 = A2A1, A1A3 = 0 = A3A1;
(ii) C = A1 − A2 + A3, which is attainable if and only if c1 = c3 = 1, c2 = −1
along with A1A2 = A2, A1A3 = 0;
(iii) C = A1 + A2 − A3, which is attainable if and only if c1 = c2 = 1, c3 = −1
along with A1A2 = 0 = A2A1, A1A3 = A3 = A3A1;
(iv) C = A1 − A2 − A3, which is attainable if and only if c1 = 1, c2 = c3 = −1
along with A1A2 = A2, A1A3 = A3;
(v) C = −A1 + A2 + A3, which is attainable if and only if c1 = −1, c2 = c3 = 1
along with A1A2 + A1A3 = A1;
(vi) C = −A1 + A2 + 2A3, which is attainable if and only if c1 = −1, c2 = 1,
c3 = 2 along with A3 /= A1, A1A2 = A1 − A3;
(vii) C = −A1 + 2A2 + A3, which is attainable if and only if c1 = −1, c2 = 2,
c3 = 1 along with A2 /= A1, A1A3 = A1 − A2;
(viii) C = A2 + A3, which is attainable if and only if c1 ∈ C1 and either c2 = 1,
c3 = 1 − c1 along with A3 = A1 or c2 = 1 − c1, c3 = 1 along with A2 = A1
or c2 = 1 − c1, c3 = 1 − c1 along with A2 + A3 = A1;
(ix) C = A2, which is attainable if and only if either c1 ∈ C0 and c2 = 1, c3 =
−c1 along with A3 = A1 or c1 ∈ C1 and c2 = 1 − c1, c3 = −c1 along with
A2 + A3 = A1;
(x) C = A3, which is attainable if and only if either c1 ∈ C0 and c2 = −c1, c3 =
1 along with A2 = A1 or c1 ∈ C1 and c2 = −c1, c3 = 1 − c1 along with A2 +
A3 = A1;
(xi) C = 0, which is attainable if and only if c1 ∈ C0 and c2 = −c1, c3 = −c1
along with A2 + A3 = A1;
(xii) C = c1(A1 − A3) + c2(A2 − A3) + A3, which is attainable if and only if c1,
c2, c3 ∈ C0 satisfy the condition c1 + c2 + c3 = 1 and Eq. (2.5).
Proof. First notice that the patterns of C revealed in parts (i)–(xi) of the theorem are
just consequences of rearrangements of conditions characterizing cases (a1)–(a10)
of Theorem 1. More precisely, cases (a1)–(a5) directly correspond to patterns (i)–
(v), while in cases (a6) and (a7) a linear combination (1.2) takes either of the forms
(v), (vi) and (v), (vii), respectively. The conditions characterizing cases (a8) and (a9)
lead to patterns (x) and (ix) when γ = (c1,−c1, 1) and γ = (c1, 1,−c1), with any
c1 ∈ C0, and to pattern (viii) when γ = (c1, 1 − c1, 1), with c1 ∈ C1, in case (a8)
and γ = (c1, 1, 1 − c1), with c1 ∈ C1, in case (a9). Moreover, notice that (a10) leads
to (xi) when γ = (c1,−c1,−c1) with c1 ∈ C0, to (x) when γ = (c1,−c1, 1 − c1)
with c1 ∈ C1, to (ix) when γ = (c1, 1 − c1,−c1) with c1 ∈ C1, and to (viii) when
γ = (c1, 1 − c1, 1 − c1) with c1 ∈ C1. Finally, it is seen that pattern (xii) is simply
obtained by substituting c3 = 1 − c1 − c2 to (1.2) and retaining the conditions on c1,
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c2, and c3 involved in case (d2) of Theorem 1. Since the matrices in (2.29) and (2.32)
are all Hermitian, it follows that each of the patterns (i)–(xii) is really attainable.
Consequently, we have to prove that if A1, A2, and A3 satisfy conditions (3.2), then
cases (b1)–(b3), (c1)–(c3), and (d1) in Theorem 1 are void.
In view of the second part of (3.2), each matrix equality occurring in (b1)–(b3)
leads to
(A1 − A3)(A1 − A3)∗ = M and (A1 − A3)∗(A1 − A3) = M, (3.3)
where M stands for 0 or A2 or A1A2 (= A2A1). In view of assumptions (1.1),
premultiplying and postmultiplying the former equality in (3.3) by A3 and A∗3, re-
spectively, and the latter by A∗3 and A3, respectively, results in
(A3A1 − A3)(A3A1 − A3)∗ = 0 and (A1A3 − A3)∗(A1A3 − A3) = 0,
(3.4)
regardless of which of the matrices specified above represents M. Since any complex
matrix K satisfies
KK∗ = 0 ⇔ K = 0 ⇔ K∗K = 0,
it follows from (3.4) that A1A3 = A3 = A3A1, which is in a contradiction with the
second part of (2.2).
The proof in situation (c) is symmetric to that concerning situation (b). Conse-
quently, it remains to consider case (d1). Under conditions (3.2), the matrix equal-
ity in (d1) implies that A1 is Hermitian, and therefore it can be expressed in two
alternative forms:
(A1 − A2)(A1 − A2)∗ + (A1 − A3)(A1 − A3)∗ = A1, (3.5)
(A1 − A2)∗(A1 − A2) + (A1 − A3)∗(A1 − A3) = A∗1. (3.6)
Since the column space of any complex matrix K has the property
C(K) = C(KK∗),
it follows from (3.5) and (3.6) that
C(A1 − A2 : A1 − A3) = C(A1), (3.7)
C[(A1 − A2)∗ : (A1 − A3)∗] = C(A∗1), (3.8)
where the symbol (· : ·) denotes a partitioned matrix. But A1 and A∗1 are projectors,
and thus consequences of (3.7) and (3.8) are
A1(A1 − Ai ) = A1 − Ai and (A1 − Ai )A1 = A1 − Ai , i = 2, 3. (3.9)
It is seen that equalities (3.9) force A1, A2, A3 to satisfy A1Ai = Ai = AiA1, i =
2, 3, which is obviously irreconcilable with assumptions (2.4). 
It seems noteworthy to indicate certain situations in which an idempotent linear
combination C of the form (xii) cannot be attained. For instance, if c1, c2, and c3 are
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assumed to be real numbers, then there is no such possibility when c1c2 > 0, c1c3 >
0, c2c3 > 0, when c1c2 > 0, c1c3 < 0, c2c3 < 0, and when c1c2 < 0, c1c3 > 0,
c2c3 < 0. Consequently, C corresponding to the last part of Theorem 3 can be found
only when c1c2 < 0, c1c3 < 0, c2c3 > 0, as in the example with matrices (2.32)
and c1 = −1, c2 = 1, c3 = 1.
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