Let A be a positive semidefinite m × m block matrix with each block n-square, then the following inequality for partial traces holds
Introduction
We use the following standard notation. The set of n × n complex matrices is denoted by M n (C), or simply by M n , and the identity matrix of order n by I n , or I for short. If A = [a ij ] is of order m × n and B is of order s × t, the tensor product of A with B, denoted by A ⊗ B, is an ms × nt matrix, partitioned into m × n block matrix with the (i, j)-block the s × t matrix a ij B. In this paper, we are interested in complex block matrices. Let M m (M n ) be the set of complex matrices partitioned into m × m blocks with each block being a n × n matrix. The element of M m (M n ) is usually written as A = [A i,j ] m i,j=1 , where A i,j ∈ M n for all i, j. For A = [A i,j ] m i,j=1 ∈ M m (M n ), we define the partial tranpose of A by A τ = [A j,i ] m i,j=1 . It is clear that A ≥ 0 does not necessarily imply A τ ≥ 0. If both A and A τ are positive semidefinite, then A is called to be positive partial tranpose (or PPT for short). By convention, if X ∈ M n is positive semidefinite, we write X ≥ 0. For two Hermitian matrices A and B of the same size, A ≥ B means A − B ≥ 0. Now we introduce the definition of partial traces, which comes from Quantum Information Theory [9, pp. 10-12] . For A ∈ M m (M n ), the first partial trace (map) A → tr 1 A ∈ M n is defined as the adjoint map of the imbedding map X → I m ⊗ X ∈ M m ⊗ M n . Correspondingly, the second partial trace (map) A → tr 2 A ∈ M m is defined as the adjoint map of the imbedding map Y → Y ⊗ I n ∈ M m ⊗ M n . Therefore, we have
then the visualized forms of the partial traces are actually given in [2, pp. 120-123] as
As we all know, these two partial traces maps are linear and trace-preserving. Further-
is positive semidefinite, it is easy to see that both tr 1 A and tr 2 A are positive semidefinite; see, e.g., [10] . To some extent, these two partial traces are closely related. For instance, Ando (see [1] or [8] 
Equivalently, it can be writen as
We observe that the positivity of A leads to (trA)I m = m i=1 (trA i,i )I m = tr(tr 2 A) I m ≥ tr 2 A, which guarantees that (trA)I m ⊗ I n − (tr 2 A) ⊗ I n is positive semidefinite. However, the two matrices of right hand side in (1) might be incomparable. And a PPT condition on block matrix A was proposed to ensure I m ⊗ (tr 1 A) ≥ A; see [3] or [6, Corollary 2.2] for more details.
In this paper, we will prove the following complement of (1).
The paper is organized as follows. We first show a proof of Theorem 1.1, and then we give a generalization (Corollary 2.4) of Cauchy-Khinchin's inequality, which can be regarded as a byproduct of Theorem 1.1. Additionally, we present some new partial traces inequalities (Theorem 2.5) for positive semidefinite block matrices.
Main result
Before starting our proof of Theorem 1.1, we first introduce the following Lemma 2.1, which is not only a basis for the main result in [7] , but also plays an important role in our proof.
Now, we are ready to present a proof of Theorem 1.1.
Proof of Theorem 1.1 As Ando's result (1), we only need to prove that
When m = 1, there is nothing to prove. We now prove the case m = 2. In this case, the required inequality is
or equivalently (note that trA = trA 1,1 + trA 2,2 ),
is positive semidefinite, we may assume
We may further assume that X = [x 1 , x 2 , . . . , x 2n ] and Y = [y 1 , y 2 , . . . , y 2n ] with every x i , y i ∈ C n . Therefore, the desired (3) now becomes
It suffices to show that for every x, y ∈ C n ,
By Lemma 2.1, the above inequality (4) holds after applying * -congurence, which confirms the desired (3). Next, we turn to the general case. Our treatment in this case has its root in [1] . By definition, setting
.
For each pair (p, q) with 1 ≤ p < q ≤ m, we define a 2 × m matrix I p,q as It is easy to see from the case m = 2 that the positivity of
Hence, we get Γ ≥ 0. This completes the proof of Theorem 1.1.
Corollary 2.2 Let
Proof. Note that
for any X and Y with same size. By this identity and Theorem 1.1, it follows that
By left-and right-multiplying I 0 0 −I , the disired result (5) immediately holds.
Proof. The required proposition holds from the following (trA)I m ⊗ I n ≥ I m ⊗ (tr 1 A), and (tr 2 A) ⊗ I n ≥ A.
The first inequality follows by (trA)I n = m i=1 (trA i,i )I n ≥ m i=1 A i,i = tr 1 A, and the second one is a derect consequense in [3] and [6, Corollary 2.2].
If X = (x ij ) is a real m×n matrix, the Cauchy-Khinchin matrix inequality is well known in the literature (see [4, Theorem 1] ), which states that
Here, we merely give a generallization of (6) by using Theorem 1.1 and Proposition 2.3; see, e.g., [8, 5] for more determinantal inequalities. Corollary 2.4 Let X = (x ij ) be a real m × n matrix. Then
Proof. Let vec X = [x 11 , . . . , x 1n , x 21 , . . . , x 2n , . . . , x m1 , . . . , x mn ] T be a vectorization of X and let J n be an n-square matrix with all entries 1. Then a simple calculation gives
Thus the first desired inequality is equivalent to
Setting A = J m ⊗ J n in Theorem 1.1 yileds
and so (7) immediately follows. Furthermore, since J m ⊗ J n is PPT, then the second desired inequality holds similarly by Proposition 2.3.
At the end of the paper, by using a similar approach as in [3, Theorem 6], we can also obtain the following result (Theorem 2.5). This completes the proof.
