Abstract. We consider some Lax equations on a periodic lattice with N = 2 sites under which the monodromy matrix evolves according to the Toda flows. To establish their integrability (in the sense of Liouville) on generic symplectic leaves of the underlying Poisson structure, we construct the action-angle variables explicitly. The action variables are invariants of certain group actions. In particular, one collection of these invariants is associated with a spectral curve and the linearization of the associated Hamilton equations involves interesting new feature. We also prove the injectivity of the linearization map into real variables and solve the Hamilton equations generated by the invariants via factorization problems.
Introduction
Over the past decade there has been a great deal of activity in the solution of nonlinear evolution equations in 1 + 1 dimensions by the Riemann problem method (see [FT] and references therein). As is well-known, at the basis of all these works is the representation of the equations as a condition of zero curvature, i.e. Here, U and V are matrix-valued functions parametrized by the classical fields and [·, ·] is the standard commutator. For periodic lattice models, where the (discretized) spatial variable n now takes values in Z N = Z/N Z, there is a natural analog of (1.1). These are the so-called Lax equations on a lattice (or lattice Lax system) [AL] , [FT] , and they have the general forṁ
The matrices g k above are invertible and define parallel transport from site k of the lattice to site k + 1 [FT] . As can be easily verified, the monodromy matrix T (g) = g N . . . g 1 , g = (g 1 , . . . , g N ), undergoes an isospectral deformatioṅ
and hence the eigenvalues of T (g) provide a collection of conserved quantities for (1.2). In this paper, we shall study some particular Lax systems on a lattice with N = 2 sites which are related to the Toda flows [DLT] . Without loss of generality,
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we may assume g 1 , g 2 lie in the identity component G of the group of real, invertible n × n matrices. It is well-known that G admits the global decomposition
where K and L are the subgroups of orthogonal matrices and lower triangular matrices respectively. On the Lie algebra level, we have g = k ⊕ l.
(1.5) Therefore, if Π k and Π l are the projection operators corresponding to the direct sum decomposition, then
is a classical r-matrix [STS1] . As a final ingredient for the equations, we take a central function ϕ on G, i.e. ϕ(xyx −1 ) = ϕ(y), x, y ∈ G, and let
The Lax equations corresponding to R and ϕ on a periodic lattice with N = 2 sites take the formġ
(1.8)
where
T , i = 1, 2, are the left gradients (here ∇ i H ϕ (g) is the n×n matrix whose (j, k) entry is ∂H ϕ (g)/∂(g i ) jk ). For readers familiar with the work of M. Semenov-Tian-Shansky [STS1] , [STS2] , let us remark that equations of this sort were introduced by him in the case of skew-symmetric r-matrices; however, R as defined in (1.6) above is not skew-symmetric and the Hamiltonian formalism for such equations was extended by the author and his collaborator in [LP] . As particular examples of (1.8), we have the equationṡ 9) under which the monodromy matrix T (g) evolves according to the Toda flows [DLT] , i.e.Ṫ (g) = 1 2 [R((T (g)) k ), T (g)], k = 1, 2, . . . . (1.10) Thus (1.9) is in some sense a reduction of the Toda flows, which we know are completely integrable on generic symplectic leaves of an associated Poisson structure on the group G [LP] (see, however [DLT] for a detailed discussion of the integrals). In this paper, we shall show that equations of the form (1.8) (and in particular (1.9)) are also completely integrable on generic symplectic leaves of the associated Poisson structure on G 2 . Apart from the intrinsic interest from the point of view mentioned above (see also the description of results below), there are connections with algorithms in numerical linear algebra and the generalized KdV hierarchies of Drinfeld and Sokolov [DS] . For example, if we take k = 1 in (1.9), the equations for g 1 and g −1 2 are exactly the ones considered in [C] . On the other hand, it is clear that the equations in (1.8) extend naturally to complex matrices, and if we take ϕ(x) = − 1 2 tr (log x) 2 , the resulting flow on (g 1 , g
2 ) is nothing but a continuous time interpolation of the QZ algorithm [MS] to compute generalized eigenvalues of the pair (g 1 , g −1
2 ). Of course, we can also interpret (1.9) with the above choice of ϕ as an algorithm to compute the eigenvalues of the product g 2 g 1 (or g 1 g 2 ). We now explain the connection with partial differential equations. Consider, say, the Gelfand-Dikii equation [GD] 
From standard considerations [DKN] , a matrix Lax pair formulation can be obtained without much difficulty if we take where λ is a spectral parameter, in which case (1.11) becomeṡ
However, an operator of the form L in (1.13) has no natural analogue in the case when s (n, C[λ, λ −1 ]) is replaced by an arbitrary Kac-Moody algebra. This difficulty was overcome by Drinfeld and Sokolov in [DS] , through the introduction of the following notion of gauge equivalence:
where N is a function which takes values in the group of upper triangular matrices with 1's on the diagonal. More precisely, they considered operators D + q(x) + Λ where q(x) is an upper triangular matrix, and associated equations in Lax pair form which preserve gauge equivalence. In this way, they were able to interpret (1.14) as an equation for the class of gauge equivalence. Furthermore, this point of view allows them to define KdV type equations for arbitrary Kac-Moody algebras. In particular, for a classical Kac-Moody algebra distinct from s (n, C[λ, λ −1 ]) and a vertex c m of its Dynkin diagram, they found that the associated generalized KdV equations can be realized in the forṁ (1.15) where
and L 1 , L 2 are appropriate differential or pseudodifferential operators. Thus equations analogous to (1.9) do arise in the theory of integrable PDEs.
We now describe the main results of the paper. In section 2, we begin by introducing the Poisson structure of (1.8). Let (·, ·) be the standard pairing on g, and let R * denote the dual of R with respect to (·, ·). We have Theorem A [LP] . Equation ( Note that in contrast to many well-known integrable systems, the Poisson structure here is nonlinear. As a matter of fact, it follows from a general result in [L2] that { , } is an extension of a Sklyanin quadratic bracket { ,
is not a Poisson Lie group in the sense of Drinfeld [D] . For reason explained in [L2] , we shall call this Poisson structure the twisted structure. Our main result in section 2 is the description of generic symplectic leaves of the twisted structure. For k = 0, . . . , n − 1, we introduce the polynomials
where (M ) k denote the (n−k)×(n−k) matrix obtained from M by deleting the first k columns and last k rows. Then we show that for 1 ≤ k ≤ n − 1, the quantities sgn F 0k , sgn F n−k,k are constant on the symplectic leaves. To obtain symplectic leaves of maximal dimension, we restrict to those g = (g 1 , g 2 ) ∈ G 2 for which
is simple, i.e., has precisely n distinct elements. Thus we consider the set
which is an open, dense subset of G 2 , foliated by symplectic leaves of the twisted structure. In order to describe these leaves in U, we construct a rather specific collection of invariants of the group actions
In particular, dim L g 0 = 2n(n − 1).
In section 3, we introduce variables which will turn out to be (essentially) the action-angle variables, and give their properties. The conserved quantities in involution are given by the K 2 -invariants and L 2 -invariants in (1.20), (1.21). Note that the I rk 's are symmetric functions of the eigenvalues λ rk of the generalized eigenvalue problem (g 1 − λg
n−k . Also, the spectral curve
is conserved by the flows. To introduce the angle variables corresponding to λ rk and J r k , we make additional assumptions:
is simple. If (g 1 , g 2 ) ∈ U satisfies (GA1), we adapt an idea in [DLNT] to our situation and consider the generalized eigenvalue problem (g 1 − λ rk g −1 2 ) k w rk = 0. From the assumption, the first component of w rk is non-zero and proportional to m rk (g 1 , g 2 ) = (e 2 , (g 1 − λ rk g −1 2 ) k−1 e n−k+1 ). Hence we can define
(1.23) For (g 1 , g 2 ) ∈ U satisfying (GA2), C(g 1 , g 2 ) is a smooth projective curve. Since g 2 g 1 − hg 2 g T 2 undergoes an isospectral deformation when (g 1 , g 2 ) evolves under any of the J r k -flows, a typical result [AvM] , [RSTS] , [G] says that for most of these systems, the flow can be linearized on the Jacobian variety of the curve via the Abel-Jacobi map. Thus we introduce the eigenvector map
n−1 | z 1 = 0} in our case), and the variables
ω rk where {ω rk } is a basis of H 0 (C(g 1 , g 2 ), Ω). Indeed, we will take
and define
However, a simple count shows that in our case, dim H 0 (C(g 1 , g 2 ), Ω) is less than the number of nontrivial integrals from C(g 1 , g 2 ); hence the Abel-Jacobi map is inadequate here. As a matter of fact, a direct calculation immediately confirms the existence of flows (namely, the J r0 -flows and the J rr -flows) that do not give rise to nontrivial motions on the Jacobian variety. The variables which move linearly under these flows, nevertheless, are algebra-geometric in nature. For the J r0 -flows, we have to introduce the variables (1.25) where the differentials
are meromorphic with simple poles where h = 0, and we refer the reader to Remark 4.19 for an interpretation of such quantities. Concerning the J rr -flows, it turns out that the eigenvector map
* H also come into play. More precisely, the associated variables are given by
where the differentials
are meromorphic with simple poles at the points "at ∞". The quantities introduced in (1.24) -(1.26) are of course defined modulo a lattice Λ in the space C
gc+2(n−1)
(g c = genus of C(g 1 , g 2 )), and we refer the reader to (3.16) for a detailed description. In section 4, we compute the Poisson brackets of the variables introduced in section 3. In the following theorem, the range of indices for θ rk , φ rk , φ r0 and φ rr are as indicated in (1.23) -(1.26); on the other hand, we only consider λ rk for 1 ≤ k ≤ n − 1, 2 ≤ r ≤ n − k, and we only consider J r k for 0 ≤ k ≤ r , 1 ≤ r ≤ n − 1.
Theorem C.
At a point (g 1 , g 2 ) ∈ U satisfying (GA1) and (GA2), we have the following Poisson bracket relations: 
(the φ rr 's are already real-valued mod Λ), we obtain the linearization map
into real variables (here c k = # of complex conjugate pairs in {λ rk } 1≤r≤n−k ). In Section 5, we prove
Finally, in Section 6, we solve the Hamilton equations generated by the conserved quantities via factorization problems. Explicitly, these equations are given respectively byġ
.
(1.29) As an example, suppose Z i (t) ∈ K, X i (t) ∈ L, i = 1, 2, are the solutions of the factorization problems e
On the other hand, for 1 ≤ k ≤ r − 1, the J rk -flows give rise to nondegenerate isospectral deformations of the matrix pencil
What is remarkable here is the fact that the isospectral deformations are generated by ad-invariant Hamiltonians with respect to a Poisson structure, where the r-matrix approach is feasible. Therefore, the Lax equations for M h (g 1 , g 2 ) are solved via factorization problems in a loop group. To be more precise, consider the Lie algebra g n (C[h, h −1 ]) with the pairing
(with associated projections Πk and Πl). Therefore, R = Πk − Πl is an r-matrix. 
in the Poisson structure
(c) The solution of the initial value problem in (a) is given by . Lastly, we recover g 1 (t), g 2 (t) using the information that
In this paper, we have restricted our attention to the r-matrix associated with (1.4). If, in equation (1.8), we replace R by the r-matrix associated with the LU decomposition or the Cholesky decomposition, the resulting Lax equations can also be shown to be completely integrable on generic symplectic leaves of the associated Poisson structures, but we provide no details here.
To conclude this introduction, let us remark that lattice Lax systems corresponding to R and ϕ on a periodic lattice with more than two sites are much more complicated. In this direction, preliminary investigation in the case where N = 3 and n = 2 already showed substantial differences from the case considered here, and we hope to report on this in future publications.
Some of the results stated above have been announced in [L1] .
Poisson structure and generic symplectic leaves
In this section, we describe the Poisson structure underlying equation (1.8) and describe its generic symplectic leaves.
Recall that G is the identity component of the group of real, n × n invertible matrices. We shall equip its Lie algebra g with the standard pairing
Since the pairing on g can be naturally extended to g 2 = g ⊕ g (Lie algebra direct sum), for a function Ψ on G 2 = G × G, the left and right gradients can be defined as above, and we shall write
where ∇ i Ψ(g) is the gradient of Ψ with respect to the i-th component g i of g. For the r-matrix R defined in (1.6), we denote its dual with respect to the pairing (·, ·) by R * . Set
Then R and A are solutions of the modified Yang-Baxter equation. Hence we have Theorem 2.5 [LP] . Equation (1.8) is the Hamilton equation generated by H ϕ = ϕ•T in the Poisson structure
and the subscript j is taken mod 2.
Remark 2.7. Let π 2 be the permutation (X 1 , X 2 ) → (X 2 , X 1 ) on g ⊕ g, and denote by ·, · the natural pairing on g ⊕ g induced by (·, ·) on g. Then the Poisson structure in (2.6) can also be expressed in the form 8) where the operators A and S have been extended to g ⊕ g. We shall call this the twisted structure, for reasons explained in [L2] . We now proceed to describe the generic symplectic leaves of this twisted struc-
, and define the polynomial
by deleting the first k columns and last k rows. For k = 0, . . . , n − 1, we introduce the polynomials
From the definition of the Q k 's, it is clear that
Proposition 2.14.
are constant on the symplectic leaves of the twisted structure.
Proof. We shall prove the assertion for F 0k . From (2.13), it is enough to show that the sign of
. This shows the sign of F k is constant along the trajectories of Hamiltonian vector fields. Since any two points on a symplectic leaf are connected by a piecewise smooth curve, each segment of which is the trajectory of a Hamiltonian vector field [W] , the assertion follows.
Proposition 2.15. det g 2 is a Casimir function for the twisted structure.
Proof. First note that with the notation introduced in Remark 2.7, we can rewrite (2.8) in the following way:
where the operators Π k and Π l have been extended to g⊕g.
T 2 ) has precisely n distinct elements, we say
We now introduce the set
It is not hard to show that U is non-empty, and therefore is an open, dense subset of G 2 .
Proposition 2.20. The functions
, and are functionally independent on U.
To do this, we have to invoke the fact that J is invariant under the K 2 action in (1.16). The upshot of this invariance property is that the matrices
Now, by direct computation, we find
Substituting these two expressions into ( * ) and using the definition of Π l yields
From Propositions 2.14 and 2.20, we now conclude that U is foliated by the symplectic leaves of the twisted structure. Moreover, as we shall see, the associated Poisson tensor has constant rank on U. Since U is dense in G 2 , we shall call the leaves on U generic symplectic leaves.
For g ∈ U, define [L3]
In [L3] , it was shown that these are invariant under the L 2 action in (1.16).
Proposition 2.22. The functions
I n−k,k (g) = (−1) n(n−k) I n−k,k (g)/ det g 2 , 1 ≤ k ≤ n − 1, are
functionally independent Casimir functions for the twisted structure in U.
Proof. From Proposition 2.15, it is sufficient to show that {ψ, I n−k,k } = 0 for all ψ ∈ C ∞ (U). To do so, rewrite (2.8) as
By the invariance properties of the I rk 's, the matrices
are strictly lower triangular. Thus, it follows from (2.23) that
But from the definition, it is not hard to see that
If we multiply this expression on the right by g = (g 1 , g 2 ), we find that
In particular, this gives
. . , n − 1, the above linear system has only the trivial solution.
For g • ∈ U, let L g • denote the symplectic leaf of the twisted structure through g
• and set
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Proof. If we express the twisted structure in the right invariant frame, the associated Hamiltonian operator η :
Now, using the invariance properties of I n−k,k and J nk together with Propositions 2.20, 2.22, we can check that these Casimir functions are functionally independent on U.
On the other hand, according to Propositions 4.6-4.9, 4.11-4.13, there exist n(n − 1) nontrivial integrals in involution with respect to the twisted structure and functionally independent over an open, dense subset of
Combining the two inequalities, we conclude that dim ker η(g • ) = 2n. Hence the rank of η(g) is constant ( = 2n(n − 1)) on U, and therefore
Action-angle variables and their properties
We now introduce a set of variables which will turn out to be (essentially) the action-angle variables for our lattice Lax systems.
The integrals naturally fall into two categories (with non-empty intersection) according to their invariance properties. The first set has already made its appearance in [L3] . Let λ rk = λ rk (g 1 , g 2 ), 1 ≤ r ≤ n − k, be the roots of the equation
They are clearly the eigenvalues of the generalized eigenvalue problem
Due to ambiguity in labelling the λ rk 's globally, these are locally smooth functions. The second set of invariants comes from the coefficients J r k of the polynomial J(g 1 , g 2 ; h, z) introduced in (2.9), so that there is an associated affine curve
To introduce the angle variables, we make additional assumptions:
where e 2 , e n−k+1 are in the canonical basis of C n−k+1 . As explained in [L3] , m rk (g 1 , g 2 ) is the first component of a suitably normalized eigenvector of the generalized eigenvalue problem (3.1). Furthermore, the variables m rk (g 1 , g 2 ) are nonzero. Hence we can define
On the other hand, if (g 1 , g 2 ) ∈ U satisfies (GA2), the affine curve C a (g 1 , g 2 ) is smooth by (GA2) 1 . Let C(g 1 , g 2 ) denote the corresponding projective curve, i.e.
Then from (GA2) 2 , C(g 1 , g 2 ) is also smooth. As J has degree n, the genus of C(g 1 , g 2 ) is given by g c = (n − 1)(n − 2)/2. Its n points on the line u = 0 are P i − = [0 : −1 : µ i ], 1 ≤ i ≤ n, and will be considered as points "at ∞". Note that in contrast to the spectral curve associated with the Toda flows [DLT] 
We now define a pair of holomorphic embeddings of
is non-zero and has rank 1.
From now on, whenever the pair (g 1 , g 2 ) is evident in the discussion, we will denote the kernel maps simply by f and f T . Consider the hyperplane
Then f (C(g 1 , g 2 )) ⊂ H, for otherwise, the vector e 1 in the canonical basis of C n would be orthogonal to the eigenvectors
are well-defined. Now, the divisor of zeros of (e 1 , adj
T are of equal standing. On the affine part of the curve C(g 1 , g 2 ) set u = 1; we obtain the coordinate functions h and z which extend to meromorphic functions on C(g 1 , g 2 ). Furthermore,
where P ± are effective divisors of degree n and
The proof is standard. By (GA2), all we need to check is regularity at the points P 
and so ω k+1,k−1 has a simple pole at P i − . The above computation also shows that
By Proposition 2.20, the elements of σ(g 1 , g
T 2 ) are constant on the symplectic leaves of the twisted structure. Choose anh ∈ σ(g 1 , g
T 2 ) and set
For (g 1 , g 2 ) ∈ U satisfying both (GA1) and (GA2), we define
In (3.15b), the paths of integration going from points in D 0 to points in D(g 1 , g 2 ) have to avoid the points P i + , i = 1, . . . , n. These multi-valued variables φ r0 are well defined because none of the points in D 0 (g 1 , g 2 ) and D(g 1 , g 2 ) can belong to {P i + | i = 1, . . . , n} by the invertibility of g 1 and (GA1). Now, it is possible that g 2 ), the variables φ rr are defined provided the paths of integration going from points in supp g 2 ) are chosen to stay entirely in C a (g 1 , g 2 ) . The variables introduced in (3.15) above are defined modulo the lattice Λ in the space C gc+2(n−1) generated by column vectors of the (g c + 2(n − 1))
where (i) L 1 is the g c × 2g c period matrix corresponding to the basis
, Ω) and a canonical basis δ 1 , . . . , δ 2gc of
is the (n−1)×n matrix whose (i, j) entry is αj ω i+1,−1 , where α j is a small simple closed contour enclosing the pole P By the residue theorem, we have explicitly that
(3.17)
Since the sum of residues of the meromorphic 1-forms ω i+1,−1 , ω i+1,i−1 is zero, it follows that the vector 1 = (1, . . . , 1) T ∈ C n belongs to both ker L 3 and ker L 5 . By a Vandermonde type argument, we can actually show that ker L 3 = ker L 5 = span 1. Consequently, Λ is a lattice of rank 2g c + 2(n − 1) = 2(g c + n − 1).
At this juncture, it is convenient to count the number of variables. The integrals defined on generic symplectic leaves L (g1,g2) , where (g 1 , g 2 ) ∈ U satisfies (GA1) and (GA2), are given by
Therefore, the total number of integrals equals
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The conjugate variables for these integrals are constructed from
Again, this adds up to n(n − 1). Next, we describe the invariance properties of the various quantities that will play a role in the computation of Poisson brackets in the next section. As the variables λ rk and θ rk have already been discussed in detail in [L3] , we shall restrict ourselves to quantities associated with the spectral curve here.
Proposition 3.18. Let (g 1 , g 2 ) ∈ U satisfy (GA1) and (GA2). Then
Proof. (a) This is obvious.
(b) Let f be the kernel map defined earlier and introduce the meromorphic
and the first term on the right hand side in the above expression is zero as g 2 ), it follows from Abel's theorem that the last term in the above expression is also zero.
(c) Clearly, the stipulation that h 1 , h 2 are close to the identity is to ensure
The invariance of φ r0 is now obvious.
(d) This follows from the invariance of the divisors D(g 1 , g 2 ) and
Now, as in Proposition 2.14 of [DLT] , we can show that the functions θ rk , φ rk are smooth on the open set of matrices which lie in U and satisfy (GA1), (GA2). Hence we have Corollary 3.19. Let (g 1 , g 2 ) ∈ U satisfy (GA1) and (GA2). Then
To conclude this section, we now show that the set of (g 1 , g 2 ) ∈ U which satisfies conditions (GA1) and (GA2) is an open, dense subset of G 2 of full measure. Indeed, it is clear that {(g 1 , g 2 ) ∈ U | (g 1 , g 2 ) satisfies (GA1) and (GA2) 2 } is open and dense in G 2 and has full measure. To handle (GA2) 1 , note that from the relationship between common zeros of homogeneous polynomials and resultant systems [VdW] , it is enough to exhibit an element in G 2 with the property that the polynomials
do not have a common zero in C 3 \{0}.
Proposition 3.20. There exists an element (g 1 , g 2 ) ∈ G 2 such that 0 is a regular value ofJ (g 1 , g 2 ; ·, ·, ·) :
Proof. Letg
where the γ i 's are distinct positive numbers. Consider the map
, is a small neighborhood of (g 1 ,g 2 ) to be specified in a moment. We would like to show that 0 is a regular value ofJ. For this purpose, it is enough to restrict ourselves to the annulus and, for N (g1,g2) sufficiently small, all we need to do is to show thatJ(g 1 ,g 2 ; u, h, z), J h (g 1 ,g 2 ; u, h, z),J z (g 1 ,g 2 ; u, h, z), ∇ 1J (g 1 ,g 2 ; u, h, z) and ∇ 2J (g 1 ,g 2 ; u, h, z) have no common zeros in this annulus. Suppose the contrary, then from
we have either u = 0 or adj(ug 2g1 − hg 2g2 T − z) = 0. If the latter is the case, then from
we conclude that h = u = 0, and hence z = 0 fromJ(g 1 ,g 2 ; u, h, z) = 0. As (0, 0, 0) is not in the annulus, we conclude that adj(ug 2g1 − hg 2g2 T − z) is never zero in the annulus. Hence we must have u = 0. But from
it follows that h = 0. Again, this implies z = 0, which is not possible. Hence 0 is a regular value ofJ : N (g1,g2) × (C 3 \{0}) → C for N (g1,g2) sufficiently small, as desired. But then by transversality [GG] , 0 must be a regular value ofJ(g 1 , g 2 ; ·, ·, ·) for some (g 1 , g 2 ) ∈ N (g1,g2) .
Remark 3.21. Note that (GA1) and (GA2) are not common to all elements which lie on a generic symplectic leaf of the twisted structure.
Poisson brackets
In this section, we establish the claim that the variables introduced in section 3 are essentially the action-angle variables.
To begin the computation of Poisson brackets, observe that with the notation introduced in Remark 2.7, the twisted structure in Theorem 2.5 can be expressed in the following three ways:
where the projection operators Π k and Π l have been extended to g ⊕ g. If, for
then by differentiation, we find that
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Therefore, if ψ 1 and ψ 2 both satisfy (4.3a), then from (4.3b) and (4.1a) we have
On the other hand, if ψ 1 satisfies (4.3a), while ψ 2 satisfies (4.2a), then from (4.2b), (4.3b) and (4.1c), it follows that
In the following, we shall evaluate the Poisson brackets at a point (g 1 , g 2 ) ∈ U satisfying (GA1) and (GA2).
Proof. This follows from Proposition 3.18 (a), (b), the invariance properties of λ rk , θ rk [L3] , and (4.5) above.
From Proposition 3.18(a) and (4.4), we have
(4.9) Now, by a straightforward computation, we get
Similarly,
Therefore, when we substitute these expressions into (4.9) and simplify, we obtain
Proof. (a) As in Proposition 4.8, consider
. From (4.1c) and (4.3b), the Hamilton equation generated by H h0,z0 is given bẏ g 2 ), and a direct computation gives an equation in Lax pair form:
This induces a flow on
it is enough to evaluate it on the open dense set of (
∧ (for a matrix M, M is the submatrix obtained from M by deleting the first row and column),
So suppose (g 1 , g 2 ) satisfies (i)- (v) . By (i), (ii) and (iii), supp D(g 1 , g 2 ) is in the affine part of C(g 1 , g 2 ) away from the branch points, so in the neighborhood of each of the points supp D(g 1 , g 2 ), we can use h as local coordinate. Similarly, by (v), we can use h as local coordinate in the neighborhood of each of the points P i . Let (g 1 (t), g 2 (t)) denote the solution of the Hamilton equation generated by H h0,z0 with initial conditions g 1 (t = 0) = g 1 , g 2 (t = 0) = g 2 . Then
Now let f (h, t) denote the representative of the kernel map f t of M (g 1 (t), g 2 (t), p) near h i . Then from the defining relation (e 1 , f(h i , t)) = 0, we obtain
where we have used the explicit form of B h . Thus,
To evaluate this, we apply the residue theorem to the meromorphic 1-form
which has poles precisely at the points P i , i = 1, . . . , n, and supp D(g 1 , g 2 ). This gives
, the above computation shows that {φ rk , J r ,k }(g 1 , g 2 ) = −δ rr δ kk .
(b) For φ r0 , the same argument shows that
Proof. We shall use the notation introduced in the proof of Proposition 4.9. To compute the bracket {φ rr , H h0,z0 }(g 1 , g 2 ), it is enough to evaluate it on the open dense set of (g 1 , g 2 ) ∈ U satisfying (i)-(iv) in the proof of Proposition 4.9 plus analogous conditions for D T (g 1 , g 2 ). So let (g 1 , g 2 ) satisfy these conditions. By assumption,
(from (4.10)). Hence,
Applying the residue theorem to the meromorphic 1-form
which has poles at supp
, we find that first term in ( †)
Similarly, by applying the residue theorem to the meromorphic 1-form
which has poles at D T (g 1 , g 2 ) and {P j } n j=1 , we find that second term in ( †)
Putting things together, we get
In a similar way, we find that
, and hence
Proof. Let F = λ r k or θ r k , then by the invariance properties of these variables [L3] and (4.1c), we have
and for all η ∈ k. This immediately implies the vanishing of the first term in ( * ). For the second term, note that
F is strictly lower triangular. Then, by the definition of λ rk and the proof of Proposition 4.14 in [L3] , the first rows of D 1 λ rk and D 1 (m rk /m 1k ) are equal to zero. Consequently, Π k D 1 λ rk , Π k D 1 (m rk /m 1k ) ∈ k, and this implies that the second term in ( * ) is also zero.
In a similar fashion, we obtain Proposition 4.13. (a) {φ rr , λ r k }(g 1 , g 2 
Remark 4.14. A calculation similar to that in the proof of Proposition 4.9 (a) yields
Corollary 4.15. The lattice Lax systems (1.8) are completely integrable on generic symplectic leaves of the twisted structure.
(GA1) and (GA2). Then the level set of integrals
is a smooth manifold of dimension n(n − 1).
Corollary 4.17 (Local uniqueness). Let
(g • 1 , g • 2 ) ∈ U satisfy
(GA1) and (GA2).
Then the variables λ rk , θ rk , J r k , φ r k , φ r 0 , φ r r provide a diffeomorphism from a complex neighborhood of (g g 2 ) also satisfies (GA1) and (GA2). Therefore, we can define the linearization map
Remark 4.19. Consider the map Φ : I(g
/Λ which is part of the linearization map defined above, and let p : C gc+2(n−1) /Λ → C gc+n−1 /Λ be the natural projection onto the first g c + n − 1 components (here Λ is the lattice in C gc+n−1 generated by the column vectors of 
L2 L3 of L).
We can interpret the non-compact abelian Lie group C gc+n−1 /Λ and the map p • Φ in terms of known constructs in algebraic geometry as follows. Let S be the support of the divisor P + . By identifying the n points of S as one, we obtain the singular curve C P+ (g
where Q is its unique singular point. From the theory developed in [R1] , [R2] (see also [S] ), the dimension of the space Ω(−P + ) of everywhere regular differentials on C P+ (g
is regular at Q iff P ∈S res P ω = 0 and ord P ω ≥ −1 for all P ∈ S. By this criterion, the 1-forms ω 2,−1 , . . . , ω n,−1 are everywhere regular differentials on C P+ (g
, the set {ω rk | k + 3 ≤ r ≤ n, k = −1, . . . , n − 3} is a basis of Ω(−P + ), the abelian complex Lie group C gc+n−1 /Λ is the generalized Jacobian J P+ in the notation of [S] , and the map A P+ : C(g
ω j+1,−1 , j = 1, . . . , n−1) is the generalized Abel-Jacobi map, for which there exists an analogue of the classical Jacobi inversion theorem [R2] . As in the classical case, A P+ can be extended to a map from the group of divisors prime to S to J P+ , and we shall denote this extension again by the same symbol. Now, for (g 1 , g 2 ) ∈ I(g g 2 ) is prime to S by the invertibility of g 1 and (GA1). Hence the map p • Φ is the composite of the map I(g g 2 ) and the generalized Abel-Jacobi map A P+ . On the other hand, the definition of the remaining variables φ jj (g 1 , g 2 ) of the map Φ involves the divisor
For this reason, it is not clear if there is a way to fit these into the above picture.
Injectivity of the linearization map
Instead of considering the map L defined at the end of the last section, we shall replace it by a map L
• into real variables. Let I c (g
. For each 1 ≤ k ≤ n − 1, there are two possibilities for the reality of λ rk , either (a) k d k > 0 of the generalized eigenvalues λ rk are real, and we order them as follows:
(b) k all the generalized eigenvalues λ rk are complex, i.e. d k = 0, and we order them as
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use in case (a) k and Θ k : I c (g
rk and φ rr are real-valued (mod Λ). Therefore, we can define
Putting Θ and Φ together, we obtain the map
The goal of this section is to establish the injectivity of
, consider the generalized Schur decomposition [MS] (5.5) where u 1 , u 2 are unitary, 1 , 2 are lower triangular. The diagonal entries of 2 1 are the eigenvalues of g 2 g 1 in some order which will be fixed in the subsequent discussion. As 2 * 2 is positive definite,
where O is unitary and µ = diag (µ 1 , . . . , µ n ). The entries of µ in some order will also be fixed in what follows; they are clearly the eigenvalues of g 2 g T 2 . We shall choose O in such a way that u 2 O is a real matrix. This is possible as g 2 g T 2 is a real matrix.
We now extend the definitions in section 3 to complex matrices w 1 , w 2 ∈GL(n, C) in the obvious way, i.e.
J(w
Then, with the notation in (5.5) and (5.6), we have . . . , n, (5.10) and so
The following lemma is a special case of a general result which has been discussed by a number of authors [RSTS] , [V] in various languages.
Consider the generalized Schur decompositions
where 2 1 ,˜ 2˜ 1 have the same diagonal part. Corresponding to 2 and˜ 2 , there exist unitary matrices O andÕ such that
Moreover, O andÕ are chosen so that the matrices u 2 O andũ 2Õ are real.
Step 1. 
, Ω), it follows from the converse of Abel's theorem that there exists φ meromorphic on
). But then φ must be constant by Lemma 5.12, and so the assertion follows.
Step 2.f j (Õ * ˜ 1Õ ,Õ * ˜
Proof. This is immediate from Step 1 and Corollary 5.13.
In particular, α 1 = 1. Let α = diag (α 1 , . . . , α n ).
Step 3.
. Therefore, the divisor of the meromorphic function v(p) = (e 1 , u 2 Of (p))/(e 1 ,ũ 2Õ αf (p)) is given by
where we have used the result in Step 2. Similarly, if we define
By the definition of the trace [F] , we can choose paths of integration γ 1 and γ 2 in CP 1 from 0 to ∞ (independent of j and r respectively) such that
and
Equivalently,
LUEN-CHAU LI
On the other hand, from Φ(g 1 , g 2 ) = Φ(g 1 ,g 2 ), we have D(g1,g2) D(g1,g2) ω 2,−1 , . . . ,
As the columns of L 1 span a lattice in C gc , must be zero and hence
Hence we have
Step 4. α 2 = 1.
Proof. From
Step 3, w(P 
* , where ζ is unitary diagonal, and this implies˜ 1 = ζ 1 η * .
Summarizing the above results, we have
1 respectively with the same lower triangular factors 1 , 2 .
Step 6. The first rows of u 2 , andũ 2 differ by a multiplicative phase factor, and therefore we can assume these first rows are equal.
Step 3, which implies s is constant. As a result,ũ * 2 e 1 + e iα u * 2 e 1 = 0 for some α ∈ R.
Step 7.ũ 1 = ρ 1 u 1 ,ũ 2 = ρ 2 u 2 , where ρ 1 , ρ 2 are unitary diagonal.
Proof. This step makes use of the equality of λ rk and θ rk of the elements (g 1 , g 2 ), (g 1 ,g 2 ), and proceeds as in the proof of Theorem 5.1 in [L3] . The row vectors of u 1 (resp.ũ 1 ) and u 2 (resp.ũ 2 ) are obtained one at a time by solving linear equations with a quadratic constraint. The uniqueness of these row vectors up to a phase factor follows by invoking local uniqueness (Corollary 4.17).
Thus it follows from
Step 7 thatg 1 = ρ 1 g 1 ρ 2 ,g 2 = ρ 2 g 2 ρ 1 , where ρ 1 , ρ 2 are unitary diagonal.
Step 8.g 1 = σ 1 g 1 σ 2 ,g 2 = σ 2 g 2 σ 1 , σ 1 , σ 2 are diagonal matrices with ±1 on the diagonal, (σ 1 ) nn = 1, and σ 2 = w * σ 1 w * , where w * = (δ i,n+1−j ).
Proof. By the reality of the matrices g 1 ,g 1 , g 2 andg 2 , we have g 1 = ρ 2 I for some phase β. In this case, ρ 1 = βσ 1 , ρ 2 = βσ 2 , where σ 1 , σ 2 are diagonal matrices with ±1 on the diagonal. The same argument can be applied to each component of the adjacency graph of g 1 , yieldingg 1 = σ 1 g 1 σ 2 andg 2 = σ 2 g 2 σ 1 in the general case. Clearly we can take (σ 1 ) n,n = 1. Finally, from sgn det (g 2 ) k = sgn det (g 2 ) k , k = 0, 1, . . . , n − 1, we infer that σ 2 = w * σ 1 w * .
Step 9.g 1 = g 1 ,g 2 = g 2 .
Proof. From
Step 8, (σ 1 ) n,n = (σ 2 ) 1,1 = 1. To show that σ 1 = σ 2 = I, we will need the formula [L3] 
is real and has constant sign for all (g 1 , g 2 ) ∈ I c (g
and (σ 1 ) n,n = 1, it follows that (σ 2 ) 2,2 = (σ 1 ) n−1,n−1 = 1. Now suppose that (b) 1 holds. In this case, the fact that arg m 11 (g 1 ,g 2 ) = arg m 11 (g 1 , g 2 ) (mod 2π) implies (σ 2 ) 2,2 = (σ 1 ) n−1,n−1 = 1. So in both cases, (σ 2 ) 2,2 = (σ 1 ) n−1,n−1 = 1. Next, consider k = 2. We have
. If (a) 2 holds, then m 12 (g 1 , g 2 ) is real and has constant sign in I c (g
it follows that (σ 2 ) 3,3 = (σ 1 ) n−2,n−2 = 1. On the other hand, if (b) 2 holds, then arg m k (g 1 ,g 2 ) = arg m 12 (g 1 , g 2 ) (mod 2π) and again we must have (σ 2 ) 3,3 = (σ 1 ) n−2,n−2 = 1. Proceed inductively, we conclude that σ 1 = σ 2 = I, and so g 1 =g 1 , g 2 =g 2 .
Solving the equations via factorization problems
In this section, we solve the Hamilton equations generated by the conserved quantities via factorization problems. To be more precise, the I rk flows, the J r0 flows, as well as the J rr flows, can all be solved via factorization problems for the finite dimensional matrix group GL(n, R). On the other hand, for 1 ≤ k ≤ r − 1, 1 ≤ r ≤ n − 1, the J r k flows correspond to linear motions on the Jacobi variety of the associated spectral curve (Proposition 4.9(a)). Consequently, the corresponding equations are solved by means of theta functions. Indeed, the matrix
undergoes an isospectral deformation when g 1 , g 2 evolve according to a J r k flow, as it should. What is remarkable is the fact that these isospectral deformations are again Hamiltonian and can be solved via factorization problems for the infinite dimensional loop group. Of course, we still have to recover g 1 (t), g 2 (t) from the matrix pencil M h (g 1 (t), g 2 (t)), and that will require additional considerations.
We begin by writing down the various equations which we have to solve. To do so, we use (4.1a), (4.1c), (4.2) and (4.3); we find that the Hamilton equations generated by I rk and J rk are given respectively bẏ
In the special case of the J r0 flows and J rr flows, the corresponding equations can be simplified somewhat. From the invariance property of J r0 , we have
On the other hand, it is clear from the definition that J rr is independent of g 1 , so that
As a result, it follows from (6.2) that the J r0 flows and J rr flows are defined bẏ
respectively.
, are the solutions of the factorization problems
give the I rk flow with g 1 (0) = g
Proof. From Proposition 3.18 of [L3] , we deduce that
As Q 1 (t), Q 2 (t) are obtained from the exponential matrices above via the GramSchmidt process, it follows that
To complete the proof, we must show thaṫ g 2 ) ). Accordingly, we differentiate (6.6), which yields In a similar way, we obtain Theorem 6.7. Let (g • 2 ) = Z 2 (t)X 2 (t), (6.10) where Z i (t) ∈ K, X i (t) ∈ L, then the J rr flow defined by (6.4) and initial conditions g 1 (0) = g 2 is given by g 1 (t) = X 2 (t)g The rest of the section will be devoted to the J rk flows for 1 ≤ k ≤ r − 1, 2 ≤ r ≤ n − 1. In order to obtain the Lax equation for M h (g 1 , g 2 ) when g 1 , g 2 evolve according to (6.2), we need some preparatory lemmas.
From the definition of E r , we clearly have Moreover, by (6.38) and (GA2) 2 the matrixg − (∞, t) must be diagonal, so that In this way, we are led to scalar factorization problems which can be solved by using Baker-Akhiezer functions [RSTS] . To write down explicit formulas for the v j ± 's, fix a canonical homology basis {a j , b k } 1≤j,k≤gc of the Riemann surface associated with the smooth curve C(g where Φ + is the vector of b i -periods and c j (t) are non-vanishing functions to be determined. Indeed, using the periodicity properties of θ, it is easy to check that the right hand side of (6.46) is well defined and has the desired properties. In particular, when t = 0, we obtain Let g 2 (t) = (t) q(t), where (t) ∈ L, q(t) ∈ K. Since g 2 (t)g T 2 (t) is known, we can determine (t) from the relation g 2 (t)g T 2 (t) = (t) T (t). (6.56) As a result, q(t)g 1 (t) is also determined. Therefore, in order to get g 1 (t) and g 2 (t), all we need to do now is find q(t). Set q i (t) = q(t)e i , i = 1, . . . , n, where {e i } 1≤i≤n is the canonical basis of R n . The construction of q(t) proceeds as follows. First, we construct q n (t), by requiring that q n (t)⊥(q(t)g 1 (t) − λ r1 (g
q n (t) = 1 ( * ) (note that (q n (t), (q(t)g 1 (t) − λ (t) −1 ) −T e 1 ) = (e 1 , (g 1 (t) − λg 2 (t) −1 ) −1 e n ) = (−1) n+1 Q 1 (g 1 (t), g 2 (t), λ) Q 0 (g 1 (t), g 2 (t), λ) , so ( * ) is just the definition of λ r1 (g 1 (t)g 2 (t)), 1 ≤ r ≤ n − 1). Clearly, ( * ) is invariant under complex conjugation; hence there always exists a real, nonzero solution. Consequently ( * ) has at least two real solutions ±q n (t). Fixing q n (t), we obtain q n−1 (t) by solving the system q n−1 (t)⊥q n (t), ( * * ) q n−1 (t) ∧ q n (t)⊥((q(t)g 1 (t) − λ r2 (g
∧2 e 1 ∧ e 2 , 1 ≤ r ≤ n − 2, q n−1 (t) = 1 (note that (q n−1 (t) ∧ q n (t), ((q(t)g 1 (t) − λ (t) −1 ) −T ) ∧2 e 1 ∧ e 2 ) = (e 1 ∧ e 2 , ((g 1 (t)−λg 2 (t) −1 ) −1 ) ∧2 e n−1 ∧ e n ) = (−1) 2(n+1) Q 2 (g 1 (t), g 2 (t), λ) Q 0 (g 1 (t), g 2 (t), λ) , so ( * * ) is just the definition of λ r2 (g 1 (t), g 2 (t)), 1 ≤ r ≤ n − 2). Again, this has at least two real solutions ±q n−1 (t). By induction, we can construct at least 2 n real orthogonal matrices, and by invoking local uniqueness, we have exactly 2 n such matrices which differ from each other at most by a choice of signs ±q n (t), ±q n−1 (t), . . . , ±q 1 (t). But then the signs are fixed by using (6.55). Hence q(t) is uniquely determined.
