I. Introduction
Commercial trends of ICs industry, including telecommunications, multimedia, instrumentation, automotive, etc. have forced the realization of complex mixed-signal electronic systems consisting of tightly integrated analog and digital circuitry onto a single IC substrate. Consequently, the increasing cost associated with testing and fault diagnosis of these complex systems has motivated research efforts to explore efficient testing methodologies. This issue is identified in the SIA Roadmap for Semiconductors [1] as one of the key problems for current and future mixed-signal SoCs.
Ususally, the main test difficulties are due to the test of the analog parts. Traditional test methods for analog circuits rely in functional tests, but the sensitivity of analog cores to loading effects, environmental conditions and process variations make their test a difficult task. Moreover, they demand high quality input stimuli, high data volume acquisition and processing capability, etc., requiring expensive ATE (Automatic Test Equipment). BIST (Built-in Self-Test) schemes are a well-accepted solution to overcome some of these problems. These schemes consist of moving part of the required test resources from the ATE to the chip [2] .
This work demonstrates an efficient technique for the on-chip generation of sinusoidal analog test stimuli. This kind of signals has a wide variety of potential applications in the field of analog and mixed-signal testing, and represents a key point for many testing schemes.
In fact, most of the analog and mixed-signal subsystems in a SoC, such as analog filters, A/D converters, signal conditioners, etc, can be characterized by applying a sinusoidal test stimulus and analyzing the response. Providing an efficient method for the on-chip generation of analog sinusoidal stimuli can be identified as a key point to extend many testing procedures to a full-BIST scheme. This paper is organized as follows. Section II reviews briefly different techniques, previously reported, for the generation of analog test stimuli, with a special focus in the generation of sinusoidal signals. Section III details the theoretical basis of the proposed generation method. After that, Section IV presents the design of two different integrated generators based on the proposed concepts. Section V summarizes some relevant experimental results obtained from the prototypes, and finally Section VI details the main contributions of this work.
II. Review of previous signal generation techniques
Analog test stimulus generation for BIST applications continues to be a hot topic in the test research community, and a number of different strategies for analog signal generation have been published for the last years [4] - [10] , [12] - [17] .
A classical solution for the generation of sinewave signals is the closed-loop oscillator [3] - [6] , that consists of a filtering section with a non-linear feedback mechanism in the arrangement shown in Fig. 1a . The quality of the generated signal depends on the linearity and selectivity of the filter and the shape of the non-linear function. Highly selective filters and smooth non-linear functions are needed for the generation of high-accuracy, lowdistorted waveforms.
Most of the proposed strategies for on-chip generation of test signals adopt the open-loop scheme in Fig. 1b . These waveform generators are usually based on a digital pattern generator followed by a D/A conversion. The digital pattern generator outputs a digital sequence, the D/A converter translates the digital pattern to the analog domain, and finally the signal is fed to an analog filter that attenuates all the non-desired components in the output signal. It has the advantages of a digital interface for control and programming tasks, and it also offers the characteristics of robustness and reusability that are common to the digital circuitry.
An interesting implementation of this open-loop generator, proposed in [7] - [9] , is based on exploiting the noise-shaping characteristics of Σ∆ encoding schemes [11] . Basically, its functionality consists of generating a Σ∆ -encoded version of the desired signal, and then matching the shape of a reconstruction filter with the noise shaping characteristics of the encoded bit-stream. Single-tones with a high spectral quality can be obtained, and also arbitrary band-limited multi-tone waveforms can be easily generated. However, this technique demands a highly selective analog filter, at least one order higher than the order of the Σ∆ scheme used to generate the bitstream, to remove the noise.
A recent proposal for signal generation [10] combines closed-loop and open-loop strategies: it employs a simple closed-loop digital oscillator followed by a digital harmonic cancellation block and a passive low-pass filter to suppress low-frequency and high frequency harmonic components, respectively.
On the other hand, a very simple open-loop scheme for discrete-time periodic analog signal generation is reported in [12] - [13] . It consists of a variable-gain step-wise amplifier (VGA) where each gain step represents a value of a sampled and held signal. The performance that can be achieved, in terms of spectral purity, is limited by the accuracy and number of the generated steps. Improving spectral purity would require the use of an output filtering stage to reduce the level of unwanted components.
The discussed approaches achieve the desired signal generation using a variety of different techniques. However, some common elements can be identified:
• Both closed-loop and open-loop generators make use of analog filters to smooth the output signal, attenuate all the non-desired frequency components and, in the digital case, reconstruct the analog signal after the D/A interface. This analog output filter is essential for the generation of single-tone analog sinewaves, where a given spectral purity has to be assured.
• Focusing on open-loop generators, which are usually the preferred solutions, the unavoidable output filter must match the linearity of the previous digital circuitry in the generation chain. Otherwise, the linearity of the filter will limit the performance of the generator. This analog output filter effectively limits the maximum achievable performance of the complete system.
• The output filtering stage becomes a key element in these generation schemes.
Based on these common elements, authors presented in [14] - [15] a very simple generation strategy that combines signal generation and filtering of the unwanted spectral components in a single system. This work is an extended and improved version of the previous one.
III. Proposed sinewave generation technique
This section reviews the theoretical basis of the generation technique, discusses briefly its possible implementation, and studies its main performance limitations.
A. Theoretical basis
Firstly, it is convenient to remark that although the discussion will be restricted to the continuous-time domain, it can be straightforwardly extended to the discrete-time case.
Let be a n-th order linear system as the one conceptually depicted in Fig. 2 , with one input, u(t), and one output, y(t), described in terms of its state variables, [x(t)], as,
where Let us consider the particular case,
where [b] and d are constants and f(t) is a time-dependent, externally controlled function.
This particular case means that the input elements of the linear system, that is, the ones that relate the input, u(t), to the evolution of both the state variables, x(t), and the output, y(t), vary in time according to a given function, f(t). Fig. 3 shows a diagram of the described system, in which an external control over f(t) have been included. Using the Laplace Transform, it can be shown from (1) that,
where capital letters denote the Laplace Transform, operator ⊗ represents the convolution product, H(s) is a transfer function of value,
function h(t) is the Inverse Laplace Transform of H(s), and [I] is the n × n identity matrix.
From (3) it should be clear that the system performs, in the most general case, the processing of the product f(t) u(t) according to the impulse response h(t). Let us consider the particular case u(t) = U, where U is a constant DC level. Then, the output of the system can be rewritten as,
Under these conditions, as a response to a constant input, the system delivers an output signal y(t), which is the function f(t) processed accordingly to the impulse response h(t) and scaled by a factor U.
B. Generator implementation: the choice of function f(t) and transfer function H(s)
Our sinewave signal generator takes advantage of the previous analytical results. Indeed, under specific conditions, the described system can be used as a sinewave generator. Thus, according to (5) the output of the system when excited by a DC signal is directly controlled
by two functions: the externally controlled function f(t), and the transfer function defined by the system coefficients H(s). Consequently, if f(t) is a periodic function, and H(s) corresponds
to a filter tuned to select one of the harmonic components in f(t), then the output of the system will be a sinusoidal-like waveform. Moreover, both the amplitude and frequency of the output signal can be easily controlled. The amplitude is controlled by the input DC level,
U, and the frequency by the frequency of the function f(t) and the tuning of H(s).
A trade-off arises between the spectral content of function f(t) and the shape of the transfer function H(s): the more similar function f(t) is to a pure sinewave, the more relaxed the selectivity of H(s) can be made.
Step-wise sinewaves offer a good trade-off in this sense. The spectral content of a stepwise sinewave, depicted in Fig. 4 , is essentially the same of a sampled sinewave, but modulated by a sampling function. The practical realization of f(t) as a step-wise sinewave also offers advantages in terms of simplicity.
Step-wise variation of the input devices of a system can be achieved simply by switching devices in a digitally controlled device array.
Regarding the system transfer function, what is needed is to match its shape to the frequency of interest in the application. In this sense, lowpass and bandpass shapes are clearly the most convenient whenever the main harmonic of function f(t) is in the passband and any unwanted spectral components are in the rejection band, as depicted in Fig. 5 .
C. Performance limit estimation
This subsection analyzes the performance that can be reached with the proposed generation strategy. In order to be realistic in the estimation, it is needed to make some considerations regarding the main limiting factors of the proposed technique. In this line, it should be clear that the main performance limitations of the proposed approach are given by:
• The realization of function f(t): restricting the discussion to the case of step-wise sinewaves, both the number of steps per period, N, and the possible errors affecting the step levels will have a direct impact on the performance.
• The selected linear system: the shape of its transfer function H(s) defines the attenuation of the non-desired frequency components of function f(t), while its non-idealities in terms of non-linear behavior will introduce distortion in the output signal.
In fact, a trade-off can be defined between the number of steps composing f(t) and the selectivity and linearity of the filtering stage. Thus, a high number of steps in f(t) will push its spectral replicas to high frequencies, which allows to relax the specifications of the filter, but increases the overhead and complexity in the implementation of f(t). On the contrary, a low number of steps reduces this complexity, but the spectral replicas are in this case closer to the main frequency and will need a sharper filter to be attenuated.
In addition, possible errors in the step levels (due to mismatching between devices, process variations, etc.) will introduce harmonic distortion in the f(t) spectrum. Possible random errors in the duration of the steps can be also modeled as an added jitter noise.
However, these timing errors have not been included in this analysis for the sake of simplicity. Other limiting factors, such as the non-linearity or the noise characteristics of the selected linear system are related to the particular implementation of the filtering stage, and not to the proposed generation scheme itself. For this reason, they will not be considered in this analysis either.
The proposed strategy has been analyzed in terms of Total Harmonic Distortion (THD) and Spurious-Free Dynamic Range (SFDR). Our analysis considers step-wise sinewaves for f(t) functions, with N steps per period of duration T s . Concerning the system transfer function, H(s), in the view of the spectral content of function f(t) the analysis considers lowpass first and second order filtering sections. The main tone in f(t) has been made coincident to the corner frequency of the filters. Thus, the unwanted harmonic components will lay in the rejection band.
We performed a set of Monte-Carlo numerical simulations using maximum errors of 0.1%
and 1% in the levels of the step-wise sinewave, f(t), for the different filtering sections considered (with different values of the pole quality factor, Q, in the case of the second order sections). Fig. 6 shows the obtained worst cases in terms of SFDR and THD for a maximum error in the step levels of 0.1% as a function of the number of step levels and the quality factor Q. On the other hand, Fig. 7 shows the worst cases for a fixed Q value, as a function of the number of step levels and their maximum error.
It is clear to see that for a low number of step levels the obtained THD and SFDR are limited mainly by the first spectral replica, which, in this case, is close to the main tone of f(t). This effect can be observed in Fig. 7 , where it is shown that for N≤16 there is no significant improvement in the performance when the error level is decreased. On the other hand, from N>16 the effect of the replicas can be neglected, as they are far enough from the main tone and are effectively canceled by the filtering. The performance in this case is mainly limited by the accuracy of the steps and the selectivity of the filter.
The results show that very good SFDR and THD can be obtained for a relatively low number of steps per period and a low-order filter. However, it is important to remark that these estimations are optimistic, since other limiting factors such as the non-linearity or the noise characteristics of the filtering section were not considered. That is, results in Fig. 6 and Fig. 7 mark the maximum performance achievable by the proposed generation strategy, and it may be limited by the particular filter implementation. Nevertheless, it is convenient to remember that this limitation is unavoidable and common to any of the other approaches discussed in Section II.
IV. Prototypes design
Two prototypes have been designed to prove the feasibility of the proposed generation strategy: a continuous-time generator based on the OTA-C technique, and a discrete-time one based on the SC technique. The goal of these demonstrators is to show the feasibility of the proposed generator using two common filter design styles. In both cases, the selected filtering stage correspond to a second-order lowpass filter, while function f(t) is a step-wise sinewave with 16 steps per period. According to the previous analysis, these choices offer a good trade-off solution between performance and implementation complexity. In a particular test application, these choices can be made using the results in Fig. 6 and Fig. 7 in order to accommodate the test stimulus to the target linearity requirements.
Both prototypes were developed on a 0.35µm 4-metal 2-poly 3.3V CMOS technology. In the following, the design of the continuous-time OTA-C generator and discrete-time SC generator will be considered separately.
A. Continuous-time OTA-C generator
The continuous-time prototype has been derived from a typical fully-differential 2 nd -order lowpass OTA-C filter. Fig. 8 shows the block diagram of this reference filter. Table 1 can be described as,
where Fig. 10 shows the transistor level schematic of the elemental OTA (bias circuitry is not shown for simplicity). It is a typical linearized transconductor with a source degeneration resistor (implemented by transistors M2a and M2b in Fig. 10 ) followed by a folded-cascode stage. The folded-cascode stage is used to provide impedance matching at every node and is shared by all the transconductors that are incident in the same node. Transistor sizing was performed according to the guidelines in [18] to get the desired transconductance value, and tuning range. Table 2 lists the sizes of the transistors in the elemental OTA, while Fig. 11 shows the output current versus input voltage transfer characteristic of the unit transconductor for V DD = 3.3 V and different bias current conditions.
Concerning the design of the programmable input OTA, G ma (t) the elemental transconductors G m1 to G m4 are similar to the unit transconductor in Fig. 10 , but their input transistors M1 and M2 have been scaled to achieve the transconductance values defined in equation (7). Table 3 shows the sizes of the input transistors for each elemental transconductor G mk .
B. Discrete-time SC generator
The discrete-time prototype has been derived from a Fleischer-Laker biquad [19] in a fully-differential lowpass configuration, as it is shown in Fig. 12 . The filter operates with two non-overlapped clock phases φ 1 and φ 2 . Table 4 lists the design parameters, which correspond to a peak gain of 6dB, a pole quality factor Q=5, and a corner frequency placed at onesixteenth of the clock frequency. The proposed design reduces the capacitance spread to 12.75.
The system level block diagram of the discrete-time generator is shown in Fig. 13a . The only modification with respect to the original reference filter is that the input capacitor C J has been replaced by a switching scheme controlled by signal φ in and a programmable capacitor C j (t), that is composed by an array of four capacitors (C j1 to C j4 ) as depicted in Fig. 13b , which are connected in parallel and to the signal path sequentially, according to the time scheme shown in Fig. 13c . Similarly to the OTA-C approach, this time-variant input scheme generates the required steps of a positive half sinewave, while the input switching scheme controlled by signal φ in in Fig. 13c sets the weight (positive or negative) of the step. That is, the input capacitor can be described as,
where,
Given that, by construction, the peak frequency of the filter core is one-sixteenth of the clock frequency, the output signal frequency and the peak frequency are coincident when the control signals in Fig. 13c and clock phases φ 1 and φ 2 are synchronized to the same master clock. In this case the frequency of the generated signal and the central frequency of the filter core have been made coincident by design.
The selected amplifier architecture is a one-stage folded-cascode fully-differential amplifier. This kind of structure offers a good trade-off between gain and bandwidth.
Moderate-to-high gain and bandwidth are possible, at the cost of a reduction of the output swing of the amplifier due to the cascode elements. Fig. 14a shows the transistor level schematic of the amplifier together with its bias circuitry. The necessary common-mode feedback is provided by the dynamic circuit in Fig. 14b . In addition, the 1.2 pF capacitors connected to the output nodes (C 2 in Fig. 14b ) provide the needed frequency compensation for the amplifier. Table 5 lists the sizes of the transistors in Fig 14, while Table 6 shows the performance characteristics of the amplifier obtained by electrical simulation for biasing conditions V DD = 3.3 V and I BIAS = 60 µA. Typical minimum size CMOS switches have been adopted to reduce clock feedthrough effects.
V. Results
The developed OTA-C and SC generators were fabricated in the selected 0.35µm CMOS technology. Fig. 15 shows microphotographs of the integrated sinewave generators. The OTA-C generator occupies an area of 395µm × 230µm, while the SC one occupies 280µm × 550µm, excluding pads in both cases.
This section summarizes the most significant results obtained from these integrated prototypes. Electrical post-layout simulations and experimental results obtained in the laboratory are provided.
A. Continuous-time OTA-C generator

A.1. Post-layout simulation results
Fig . 16 shows the spectra of four different generated signals, obtained by electrical simulation of the full extracted view of the OTA-C generator. In these simulations the frequency of the generated signal has been set to 40.7 MHz, while its peak-to-peak amplitude has been swept from 175 mV to 590 mV. In terms of spectral purity, the achieved SFDR keeps between 70 dB for the 175 mVpp signal, and 56 dB for the 590mVpp one. It is also clear in Fig. 16 that the spectral replicas in the f(t) spectrum are attenuated by the filtering.
Another set of simulations is shown in Fig. 17 . This figure shows the obtained linearity parameters when sweeping both the amplitude and the frequency of the generated signal.
As it is shown, the quality of the signal decreases with the amplitude due to the limited linear range in the transconductors, and increases with the frequency due to the improved linearity of the OTAs caused by the higher bias currents needed to increase the filter peak frequency. It seems clear that in this case the linearity of the employed transconductors limits the performance of the generator.
In order to contemplate the effect of process, supply voltage, and temperature variations (PVT variations) over the linearity of the OTA-C generator, the system has been simulated in the eight worst-case process corners defined by the foundry. Fig. 18 shows the obtained THD and SFDR for an output signal of 345 mVpp at 40.7 MHz in the different process corners obtained by post-layout simulation. It is important to notice that the peak frequency of the filter was independently tuned for each corner to the desired 40.7 MHz frequency. As it can be derived from the results in Fig. 18 a ±2 dB worst-case variation in THD and SFDR is to be expected due to PVT variations.
A.2. Experimental results
The continuous-time generator was characterized via indirect measurements. A complete functional characterization in the lab was not possible at the present moment because the test equipment to generate the needed control signals at the required frequency (i. e. 640MHz
clock frequency for a 40MHz output signal) was not available in our facilities.
Thus, In order to provide an indirect validation of the integrated prototype in the lab, the prototype was configured as a filter in the four gain configurations that define the step levels of the stepwise sinewave. The magnitude response was extracted using an arbitrary waveform generator to provide a test stimulus, and a digital oscilloscope to acquire the response.
However, the limitations of our experimental set-up restrict the measurements to low frequencies. The four different gain step levels of the system were measured. For that, the set of digital control signals {φ in , φ 1 , φ 2 , φ 3 , φ 4 } was fixed to the corresponding gain step level, and the magnitude response of the filter was extracted for each configuration. Fig. 19 shows the obtained gain measurements (marked with stars), together with the expected gain of each step obtained by electrical simulation of the extracted view (solid lines). The agreement is good, however, the acquired data are not enough to give an estimation of the performance that could be achieved by the OTA-C prototype because at-speed THD and SFDR characterization were not possible. Nevertheless, these measurements validate the accuracy in the generation of the sinewave step levels in our prototype.
B. Discrete-time SC generator
B1. Post-layout simulation results
Fig . 20 shows the output signal spectrum for a 1 V peak-to-peak signal at 62.5kHz (1 MHz clock frequency), obtained by electrical simulation of the full extracted view of the SC generator. In terms of spectral purity, the achieved SFDR is 86 dB and the THD is 82 dB, which is in good agreement with the theoretical results obtained in Fig 7. The even harmonics are due to parasitic contributions that unbalanced the fully-differential architecture.
In order to contemplate the effect of PVT variations over the linearity of the SC generator, the previous simulation was repeated using the eight worst-case process corners provided by the foundry. 
B2. Experimental results
A set of experiments has been developed to test the functionality and performance of the discrete-time sinewave generator. The test set-up makes use of the mixed-signal test system Agilent 93000. This test system generates the digital control signals and clock, provides the supply and analog reference voltages, and acquires and processes the output of the generator under test. However, the digitizer board available in the test system, that we employed to capture the analog output signal of the generator, features a 12-bit resolution A/D converter, with 75 dB THD at 1 MHz. These figures are below the performance predicted by the simulations, so it is expected that our test instrument limits the performance obtained in the measurements. given signal frequency, and as a function of the output frequency for a given signal amplitude. As it can be deduced, the quality of the signal is approximately constant over the whole operational range of the generator. As expected, a drop in the linearity performance is observed due to our experimental set-up. This limitation may explain also the fairly constant performance figures obtained in the measured amplitude and frequency range. Table 7 and Table 8 show a comparison to other reported solutions for analog signal generation in the continuous-time and discrete-time domains, respectively. The selected solutions are compared in terms of area, linearity, and output amplitude to supply range ratio (denoted as V pp /V dd in both tables). However, rather than a direct comparison between very different techniques, Table 7 and Table 8 In the discrete-time case, the measured performance figures, although they may be limited by the test set-up, compare well with the analog SC oscillator reported in [4] , and represent a significant improvement with respect to the step-wise generator reported in [13] , at the cost of a slightly higher silicon area.
C. Comparison with state-of-the-art on-chip signal generators
The main advantage of the proposed technique is its inherent simplicity; while the required circuitry is mainly reduced to a low-order filter, it offers comparatively high linearity figures. On the other hand, its main disadvantage is that its application is limited to single-tone signals.
D. Application examples
The described generation technique can be used to extend many analog and mixed-signal test strategies to a built-in scheme. As an example of application, the work in [16] - [17] describes a built-in network analyzer that employs this generation technique to provide the 
