Abstract-In this paper, a Connected Component-based Stroke Width Transform algorithm (CCSWT) is proposed, and it is combined with sparse representation and conditional random field (CRF) algorithm to locate texts in color images. Firstly, a color quantization algorithm is carried out to convert a color image into binary image levels. Second we select character candidates in the each binary image respectively and merge them into text line candidates. In every image level, sparse representation is used to obtain the probability of a connected component (CC) being character, and at the same time CCSWT is used to calculate the stroke width of the CC. Then we input the stroke width, other features and the probability of a CC into a CRF model to determine whether the CC is a character. This procedure is executed parallel on every binary image. At last, text line candidates obtained in every binary image are merged as final result. By this way, text in color images can be detected accurately and comprehensively. In the future, the proposed algorithm can be used in image retrieval/understanding.
INTRODUCTION
The localization of text in nature images is required more and more meticulous, accuracy and speediness with the rapid progress of smart phones and large demands in content-based image retrieval/understanding. The texts within natural images always contain large amounts of information. In order to analyze, recognize, comprehend the information better and apply them, such as the license plate retrieval, image/video retrieval and network filtering, and so on, many approaches for automatic detection and localization of text in images and videos have been proposed [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Existing approaches can be generally sorted into three categories: edge-based methods, texturebased methods, region-based methods.
Edge-based methods [2] just exploit the feature that the text region always has much richer edge information than the background. These methods detect edges on original image first, and then filter the weak edge pixels, keep the strong edge pixels and merge them into text candidate regions. Finally, heuristic rules are used to locate texts. These methods could exclude large background areas and detect the text regions quickly, but they do not make full use of the color information of texts. When the background is too complicated, these methods always bring a high detecting error rate. So they are usually combined with other algorithms to improve detection efficiency.
Texture-based methods [3] [4] [5] [6] [7] use rich texture features of text to detect texts. The texture features used widely in an image include first derivative, second derivative, edge intensity, local variance, FFT coefficient, and various statistical features such as the first moment, the second moment, histogram, co-occurrence matrix. These methods are usually time-consuming, it is because these methods always need to resize origin image many times.
Region-based methods [1, [8] [9] [10] [11] [12] [13] [14] ] make use of the fact that a text line always contains similarly characteristics, e.g., the similar color. So, the clustering algorithm is used to quantify a color image into an image which only contains a few colors [8] . Then the image is decomposed into several image levels. Each image level only contains one color, so it is a binary image. The text lines must be located in some of the binary image levels. The next step, heuristic rules are used to eliminate background regions. Region-based methods are sensitive to text line with color gradually changed, so subsequent processing will be affected. In these methods, texture information is not considered fully, so these methods may increase the difficulty to detect text regions. But they remain a lot of merits, e.g., they are robust to text scale and do not have to change the size of original image. So these algorithms decrease computational complexity. Our method falls into this category.
In this paper, a color quantization algorithm [8] is carried out to convert a color image into several binary image levels. In order to improve recall rate, we do invert and dilation operation to these image levels to get four kinds of derived binary images, then we hunt texts in all these binary images. To improve accuracy rate, in each image level, we use the CCSWT, spare representation and CRF algorithm to find texts. Finally, text line candidates obtained in each image level are merged as final text location results.
II. METHODS
In this section, we detail the overview flow of proposed algorithm. The overview is presented in Section A; the CCSWT algorithm is described in Section B; sparse representation algorithm is shown in Section C; CRF is presented in Section D.
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A. Overview
The flowchart of proposed algorithm is shown on Fig .1 , and the concrete steps are as follow:
(1) A color quantization algorithm [8] is carried out to convert the original color image into several binary image levels. The number of the levels (assumed to be N) is the same as the number of color classes in the quantified image.
(2) In order to get a good result, dilation operation and invert operation is done on those binary images, in total, 5N binary images are obtained.
(3) Do the same operation to each of the 5N binary images as follow: in a binary image, sparse representation algorithm is applied to each of the CCs to get the probability of a CC being character; The CCSWT algorithm is used to get each CC's stroke width.
(4) The stroke width and probability are inputted into a CRF model, this CRF model decides whether the CC is a character candidate.
(5) CCs judged as character candidates in one binary image are merged if they fulfill heuristic rules in [8] , and other CCs are discarded. CCs merged are called text line candidates.
(6) Text line candidates are merged in all binary images as the final result.
B. Connected Component-based Stroke Width
Transform Inspired by SWT [1] , we propose an algorithm named Connected Component-based Stroke Width Transform (CCSWT). The CCSWT converts a CC into a width image, and the size of the width image equal to the minimum enclosing rectangle (MER) of the CC.
After locating the MER of a CC in a binary image, the CCSWT scans pixels in the MER along the four directions, 0 degree, 45 degree, 90 degree, 135 degree. If the current pixel is the object pixel in the CC, the CCSWT counts the number of consecutive object pixels including the current pixel on the each direction, and we can obtain four values. The smallest value of them is defined as the stroke width of current pixel in its width image. If the current pixel is not the object pixel in the CC, the stroke width value of current pixel is 0. The average value of all non-zero values in the width image is called the stroke width of the current CC.
One example is showed in the Fig .2(b) . The width values of pixel p on four directions are 14, 2, 2 and 2 respectively. The smallest value is 2, so its stroke width value is 2 in the width image. We can see that the values of the corner points in the width image must be 1 by the CCSWT, such as q1~q5. They have no contribution to compute the average width, so we use the following strategy to calculate average width:
In the width image, assume that the total number of non-zero pixels is Sum and the number of pixels with 1 is
, this CC will be considered as background pixel; else if % 15 /  Sum N , those pixels that values equal to 1 will not be used to compute the average stroke width of the CC. That's the CCSWT algorithm.
C. Sparse Representation
Sparse representation model has recently been used in image understanding tasks such as text detection [13] and face recognition [15] . The essence of sparse representation is to represent a signal using an overcomplete dictionary D.
A number of algorithms can be used to learn D, one of the most popular algorithms is K-SVD [16] and it is used in this paper. In this paper, we use character samples and background samples to train two dictionaries D, They are used to decide whether a CC is character candidate, and if the CC is character candidate, we calculate probability of the CC being character. The two dictionaries are trained using following training samples: Character samples: 744 different character binary images with size 16  16.
Background samples: 744 different background binary images with the same size as the character samples. These samples are found in internet. [14] , we use restore error eR to classify character candidates into four kinds of texts: text, probable text, undetermined CCs, non-text. If character candidates fulfill heuristic rules in [8] , we call them a group. For a group, we set two thresholds: T 1 and T 2 (in this paper, T 1 =0.1, T 2 =0.7), and the number of CCs in a group is assumed as N. We count the number of CCs whose eR less than T 1 as N 1 , the number of CCs whose eR less than T 2 as N 2 , and the number of CCs which eR larger than T 2 as N 3 .
If 
D. Conditional Random Field

A network ( , )
G VE is used to model relationship between CCs in the post processing. The V is a set of vertices, and E is a set of edges. The graph G is constructed using the method proposed in [14] . The vertices correspond to CCs, and the weights of edges in the graph correspond to standard energy. Another two special vertices are terminals: source s and sink t. For the text location, terminal s represents text and t represents nontext. The edges connected with s or t are called t-link. The edges between two vertices are called n-link. For the graph G, we define a similar standard energy to [14] in this paper, but there is a little different. The standard energy has two terms: data term and smoothed term:
is an interaction potential function, and N is a set of neighboring vertices. E data is defined as follow: If v has been classified as text, as mentioned in Sec. 2.3, we assign a large cost for t-link between v and source terminal, corresponds a large λ v in (6), and we assign cost 0 for t-link between v and sink terminal, corresponds β v = 0 in (6) .
If v has been classified as non-text, we assign cost 0 for t-link between v and source terminal, corresponds λ v = 0 in (6), and we assign a large cost for t-link between v and sink terminal, corresponds a large β v .
If v has been classified as probable text, we assign a larger cost for t-link between v and source terminal and a smaller cost for t-link between v and sink terminal, corresponds λ v = 3.8, β v = 0.8.
If v has been classified as undetermined text, we assign a smaller cost of t-link between v and source terminal and a larger cost of t-link between v and sink terminal, corresponds λ v = 0.8, β v = 3.5. It is defined as follow:
Where |x p -x q | takes 0 or 1. When vertices p and q are predicted belong to a same kind, all text or all non-text, it is 0, and it takes 1 when vertices p and q are predicted as different kinds. σ and μ are constant, in this paper they are set to be 5.7 and 10 respectively. d is a feature distance function between two neighboring vertices p and q. It is defined as the weighted sum of two features distance: To solve the CRF model, maximum flow/minimum cut method [17] is applied to minimize the energy function E in this paper.
III. EXPERIMENT RESULTS
In order to compare proposed algorithm with existing methods, we ran our algorithm on public available dataset ICDAR2011. The evaluation criterion of ICDAR 2003 was adopted. ICDAR 2003 proposed precision, recall and fmeasure as performance indicators. The comparison of different methods is shown in TableⅠ. Experiment shows that the recall rate and precision rate of our algorithm achieve 71.20% and 76.12% respectively. It shows that our algorithm has made a great improvement in recall and precision compare with previous methods. Fig .3 shows the text detection results of some images from dataset ICDAR 2011 by our algorithm. IV. CONCLUSION
In this paper, we propose the CCSWT algorithm and apply sparse representation and CRF model to text detection field, we get a good result of text detection.
