Polymer foams are used extensively in everyday life, from disposable packaging and soft furnishings through to engineering applications such as core structural materials in the marine industry or bone analogue materials for orthopaedic device testing. In the engineering field it is important that the mechanical behaviour of these materials is characterised correctly, as computationally based predictions of structural performance rely heavily on accurate input data. Mechanical property data from standard physical tests such as uniaxial compression are subject to artefacts including non-uniformity of applied loading, test fixture-sample contact conditions, and test machine compliance. These are well-documented problems, which techniques such as extensometry and point tracking of marker pairs attempt to resolve. In particular, in addition to being non-contact, the use of individual marker pairs can reveal non-linear behaviours because of alignment issues. In the current work, a practical, accurate experimental methodology is introduced to investigate this issue. Uniaxial compression tests were conducted on cellular polyurethane foam blocks. Both faces of the foam specimens were monitored using point tracking on multiple marker pairs to account for misalignment. Sample deformation was simultaneously measured by test-machine crosshead displacement. The Young's modulus and Poisson's ratio were calculated in both cases. To verify the measurements, digital volume correlation (DVC) was applied. DVC is a full-field non-contact strain measurement method that interrogates the interior structure of the foam to determine the physical response. Results demonstrated that misalignment effects could easily be followed during testing, which averaged out on both front and back surfaces to produce a single modulus value. Considerable differences were evident between crosshead displacement calculated modulus and point tracking, indicating that artefacts can lead to substantial errors, as evidenced in the published literature.
Introduction
Polymer foams, also referred to as rigid cellular plastics, are used extensively in a diverse range of applications, from domestic furnishings to high-end engineering applications. For the latter, accurate characterisation of the material is essential, particularly for safety-critical applications. To this end, standards have been developed to facilitate mechanical property characterisation. The ASTM standard for measurement of the compressive properties of rigid cellular plastics (D1621) for example, recommends using the test machine crosshead drive system or a direct measurement of compression platen displacement in order to monitor displacement.
In the literature, a number of studies have evaluated the mechanical properties of polyurethane (PU) foams [1] [2] [3] [4] , primarily in the context of an alternative to trabecular bone, considering compressive [5] [6] [7] [8] , shear [9] and fatigue [10] properties. However, results have varied markedly as the uniaxial compression test is subject to a number of experimental artefacts that degrade measurement accuracy:
1. Test machine compliance will result in an overestimate of sample deformation if measurement is taken from the test machine crosshead.
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2.
Friction occurs between the sample and test machine platens. This may constrain Poisson's effect at the sample ends and cause barrelling of the specimen [11] (Fig. 1a) . 3. Misalignment of test machine platens or misshapen sample ends can result in non-uniform loading of the sample (Fig. 1b) . This can lead to considerable errors if a single extensometer is used to measure displacement of the sample [12] . 4. Finally, localised crushing of the specimen may occur, limiting the strain experienced in the sample bulk (Fig. 1c) . Such failure must be identified so that material characterisation is conducted using pre-failure test data only.
The summation of these artefacts generally results in errors in Young's modulus and Poisson's ratio measurements. In particular, point 1) will lead to a systematic overestimation of strain, hence underestimation of Young's modulus. The ASTM standard D1621 does recommend a compliance calibration to correct strain measurements from crosshead displacements, however this correction is often not reported in the literature [1, 6, 7, 9] . For example, a series of studies on a polyurethane foam commonly used as an analogue bone medium, which used crosshead displacement measurements, has reported varying values of Young's modulus for nominally the same foam (Table 1) .
There have been attempts to address the mechanical testing issues listed above on foam-like structures. For example, Keaveny et al. [12] have shown that cross-head displacement calculated strains in cancellous bone can lead to substantial errors in Young's modulus (between 20 and 40%). To overcome the problem of platen misalignment, the use of four extensometers was shown to be quite efficient, yet this approach is not adopted in recent publications. More recently, digital image correlation (DIC) techniques have been employed for the assessment of fibre reinforced polyurethane foams [13] . While DIC is data rich and can provide total surface displacement information, its capability is limited when the structure being monitored does not have a pattern that can be tracked easily. For example, a solid foam, a foam with a very small cell size or a foam with a regular pattern would need a random speckle pattern applied on its surface. In addition the accuracy of measurement is driven by the quality of the speckle pattern [14] . In the search for simpler experimental methods that can capture this variability, the objective of the present study was to assess a method of non-contact, direct specimen strain measurement for the characterisation of foam like materials. This was motivated by the need to obtain accurate mechanical property data for computational modelling, and to explain the variability in data reported in the literature. While Keaveny's study investigated the issue of strain measurement in a robust manner, Poisson's ratio was not addressed, and nor was the nominal heterogeneity of stress and strain through the specimen thickness because of the high specimen thicknesses employed in these tests. Extensometers are also subject to several limitations: principally, they may slip on the specimen surface underreading strain, and as they contact the specimen they may influence its behaviour. There may also be practical limitations preventing the measurement of Poisson's effects and accounting for uneven loading, as multiple extensometers would be required across each of a specimen's faces. The present study determines both Poisson's ratio and Young's modulus using an optically based point tracking technique using two cameras, equivalent to Keaveny's four extensometers approach. This is verified using a data rich in-situ Xray CT/DVC test.
Methodology

Justification of Approach
Non-contact measurement techniques such as i) optical surface extensometry/point-tracking (OT) [15] , ii) digital image correlation (DIC) [16] [17] [18] , and iii) digital volume correlation Fig. 1 Sources of experimental errors in uniaxial compression tests. Note: deformations have been exaggerated in order to demonstrate these effects (DVC) [19] [20] [21] avoid many of the shortcomings associated with contact-based displacement measurement methods. OT uses a structured array of ink point markers on the sample's surface, which are tracked and recorded photographically throughout loading. Image correlation is then used to track the displacement of each individual marker. In a similar manner, DIC measures surface strains by tracking either a naturally occurring or user-generated pattern on the sample's surface. It is the full-field extension of OT where each pixel subset is used as a 'marker'. This requires however, that the specimen be marked by a continuous speckle pattern which is not always easy to achieve, in particular on open cell foams. In the present study, OT is employed as a simpler and less expensive version of DIC. DVC is the bulk extension of DIC where volumes obtained for instance from X-ray computed tomography can be correlated before and after loading if the material exhibits a sufficient natural pattern (i.e., X-ray absorption contrast), which is the case for foams in general [22] . Such noncontact methods remove mechanical extensometer errors (slippage, misalignment), are less sensitive to the test machine end-artefacts listed above [23] , and because strain measurements are taken directly on or within the sample, material property assessment should be more accurate as the measurements are not affected by test machine compliance. Use of DVC is advantageous as complete full-field strain measurement is possible and therefore no assumption has to be made that the surface strains represent the bulk strains. While this could be considered as representing the 'gold standard', the test time and cost is significantly higher than camera-based OT.
Sample Preparation
Testing was conducted on cubic samples of 320 kg/cm 3 cellular rigid polyurethane foam (SAWBONES™, Sawbones Europe AS, Malmö, Sweden), all sectioned from the same block using a band saw. Specimens were cut to a nominal edge length of 20 mm to allow sufficient repeating cells (average cell size~1 mm) to satisfy a continuum assumption [24] and maintain suitable CT resolution to resolve cell walls. Four specimens were tested using OT, and the crosshead displacement was also measured for each test. A fifth specimen was tested using DVC. The apparent density of each specimen was calculated by measurement of dimensions by digital callipers and mass by electronic balance (with precisions of 0.01 mm and 0.0001 g respectively) in accordance with ASTM D1622.
Optical Extensometry
The front and back of each specimen were marked with nine dots using a felt-tip pen (Fig. 2 ) from which discrete tracking pairs were selected. The dot size was approximately 1.5 mm (150 and 100 pixels for the front and back respectively; see Fig. 2 caption) . Two cameras (AVT Manta G504B, 2452 × 2056 pixels, 8-bit) fitted with a fixed focal length lens (Sigma 105 mm f/2.8 EX DG Macro) were used to image the specimen's front and back faces (see Fig. 2 ).
Each specimen was compressed in a screw-driven electromechanical testing machine with a 2 kN capacity load cell (Instron 5569, Instron, High Wycombe, UK) at a displacement rate of 0.15 mm/min (1.25 × 10
from an initial preload of 10 N. To evaluate whether loading rate would influence the results, a second test at 2.5 mm/min (1.6 × 10 −3 s −1 ) was performed. In each test
compressive displacement was applied up to a load of 900 N (about 2 MPa). This load was chosen such that t h e s a m p l e r e m a i n e d c o n s i d e r a b l y b e l o w t h e manufacturer-quoted yield strength of 5.4 MPa and behaved elastically. No lubrication was applied to sampleplaten interfaces as the transversely constrained boundary 195 ± 32 (± 16%)* *plus/minus percentage range from average condition (due to friction) could be more simply modelled when calculating a surface strain correction factor. During compression, an average of 10 and 75 images were recorded throughout the test for loading rates of 2.5 mm/min and 0.15 mm/min, respectively, with an image exposure time of 500 microseconds. Marker movement was tracked and the displacement of the centre of gravity of each point was obtained by image correlation using the point tracking module of MatchID (www. matchidmbc.com). The uncertainty of the displacement (standard deviation of displacements of all the points between two stationary images) was 0.05 pixels. From this, the strain uncertainty was 0.05/h = 5.6 × 10 −5 , where h = 900 pixels was the distance between the dots. An overview of the OT procedure is presented in Fig. 3 . During each test, crosshead displacement was also recorded to allow comparative elastic modulus calculation with the assumption of zero machine compliance. For each measurement technique the modulus was defined by the slope of the linear region of the stress-strain response [6, 8] .
Finite Element Analysis Corrections
The applied test conditions and variations in specimen geometry resulted in non-uniform nominal stress and strain states in the specimens. As OT is a surface measurement, the throughthickness variation of axial (z) strain is not accounted for. Strain also varies across the outer surface due to the constraint at the platen interface causing a barrel-like deformation.
To correct for the variations in the specimen geometry and assess variation for different specimen aspect ratios (height, a:width, b), a series of finite element (FE) models were developed within ANSYS v17 APDL (ANSYS Inc., PA USA). Rectangular cuboid models with aspect ratios ranging from 1/3 to 3 ( Table 2 and Fig. 4 ) were constructed from linear isotropic hexahedral elements. The model with an aspect ratio of 1 had a side length of 20 mm, corresponding with the nominal dimensions of the tested specimens. Poisson's ratios ranging between 0.1 and 0.4 were assigned to each geometry configuration to assess surface strain variation. A Young's modulus of 314 MPa was assigned to match modulus identified by the virtual fields method performed on DVC data (detailed below). A single modulus was used as the linear analysis results in a constant ratio of surface and internal strain. Two opposite surfaces were then constrained in the non-loading directions, to simulate the blocked boundary resulting from infinite specimen-platen friction. This may overestimate the effect as some sliding at the interface could occur but it is believed to be much closer to real conditions than free movement. One of these surfaces was then constrained in the z direction and a displacement applied to the other such that a load of 900 N was applied to the specimen.
Surface nodes were then selected corresponding to experimental marker locations. Poisson's ratio and Young's modulus values were then calculated based upon the local displacement of these nodes and the nominal specimen stress, and compared to the model input material properties to provide a correction factor (see Equation (1)).
where C ν and C E are the Poisson's ratio and Young's modulus correction factors, ν i and E i are values input to the model, and ν o and E o are the calculated 'output' values. For comparison, DVC correction factors were also derived using the uniaxial strain approach and the VFM from the same computational data, but using deformations in the volume.
Digital Volume Correlation and the Virtual Fields Method
To verify the findings of the optical extensometry technique, a compression test was carried out on a foam block of the same specification and size as the OT specimens'and strain measurements made using the digital volume correlation (DVC) technique in combination with the virtual fields method (VFM). Micro-focus X-ray computed tomography measurements were performed with a custom 225/450 keV HUTCH μCT scanner, (Nikon/Metris, Tring, UK; muVIS centre, Southampton, UK). A voxel resolution of 17.4 μm was selected such that the specimen filled the field of view and pore walls could be visualised (Fig. 5) . Each scan consisted of 2502 projections, with 4 frames per projection to improve the signal to noise ratio. An Xray tube potential of 100 kV and power of 75 μA enabled sufficient contrast and penetration of the specimen. Image reconstruction to a 32 bit 2000 × 2000 × 2000 volume was performed using CT-Pro (Nikon, Tring, UK). Volumes were down-sampled to 8 bit and cropped to a 1200 × 1200 × 1100 volume with only the foam, to reduce data processing time. It has been shown by Gillard et al. [11] that these operations does not degrade the quality of the DVC results. The specimen was placed between two PVC end platens of an in situ loading rig (Deben UK Ltd., UK). Following best practice reported in the literature [11] , an initial series of repeat scans were first performed to quantify background noise and determine adequate DVC parameters ( Table 3 ). The strain behaviour was then characterised by applying axial displacement in 0.1 mm increments for eight load steps with scans between each. The desired displacement of each step was applied at a rate of 1 mm/min with load measured throughout the duration of the test. Each scan was conducted following a 20-min wait to allow for load stabilisation.
DVC analysis was performed using DaVis software (Lavision, Göttingen, Germany). Analysis was first performed on repeat scans in the absence of loading, to assess the effect of systematic background noise. A subvolume size of 96 voxels and overlap of 50% were found to give an appropriate compromise between noise reduction and spatial resolution for the imaged material (Fig. 5 ). Strains were calculated by centred finite differences without additional smoothing. A direct Zero-mean Normalized Cross Correlation (ZNCC) criterion was used to account for any bulk greyscale changes or offset between scans. Third order spline interpolation was used to improve the accuracy of sub-voxel displacement measurement.
The virtual fields method (VFM) was used to remove the effect of possible uneven loading in the calculation of Young's modulus and Poisson's ratio. The VFM has been successfully used to investigate the mechanical properties of a variety of materials, including composites [25, 26] , polymers [27, 28] , and metals [29, 30] . These studies used surface measurements, requiring the assumption of through-thickness uniformity. Gillard et al. [11] used full-field micro CT data with DVC analysis to determine the Poisson's ratio of porcine cancellous bone. However, their experimental setup did not allow for in situ measurement of load and hence Young's modulus was not obtained.
The VFM uses full field strain data to find a stress field that satisfies equilibrium. This is based on the principle of virtual work, which is the work done on a particle by the forces which act on it following the application of a hypothetical displacement [31] . Once the stress field is known, and displacement is monitored by following identifiable features within the material volume, it is possible to determine Young's modulus and Poisson's ratio of the material. For a full description of the VFM, the reader is referred to the work of Pierron and Grédiac [32] .
For verification, Poisson's ratio and Young's modulus were also calculated by using the spatial averages of ε xx , ε yy and ε zz over the entire volume and the σ zz stress from the compressive load divided by the loaded cross sectional area. This however assumes a uniaxial state of uniform compressive stress, while the VFM does not.
Results
Test machine compliance, platen/specimen friction, misalignment and crushing of the specimen can affect the measurement 
Test Machine Compliance
Modulus calculated by crosshead data was 172 MPa and 174 MPa for specimens tested at 2.5 mm/min and 0.15 mm/ min (Table 4) , respectively. However, these results include the deflection of the test machine, leading to an underestimation of Young's modulus of the specimen. By using the OT technique, calculated from the average of the six strain measurements, then scaled by the FE derived correction factor to account for through thickness strain variation, specimen displacements are directly measured and hence exclude machine compliance effects. This led to the average elastic modulus derived from the OT data of 321 MPa and 349 MPa for specimens tested at 2.5 mm/min and 0.15 mm/min (Table 4) , respectively.
Platen Misalignment
Using the OT technique, it is possible to track how strain varies in a specimen as a result of platen misalignment (illustrated in Fig. 1 ). For example, tracking the movement of the FL and BL markers (Fig. 2) allows the stress-strain response on the left of the specimen to be determined. In one specimen (Fig. 6a) , the response is initially non-linear, with a rapid stress increase followed by a linear region. Conversely, the stress-strain curve for marker pairs FR and BR produced an almost mirrored response, with a marked toe-in before becoming linear, indicating that while load is applied immediately on the left of the specimen, there is a delay before the load is registered on the right hand side. By averaging each vertical tracking pair front to back any non-uniform loading in this direction was removed, as well as possible effects of outof-plane movement. This resulted in the central region response converging towards the linear all-marker average (Fig. 7a) . As some non-uniform loading still occurred left to right, the front-to-back averaged marker pairs on the outer extremity still showed a non-linear response, mirroring the response of the other side. A similar effect was noted in a further specimen where uneven loading primarily propagated from front to back (Figs. 6b and 7b ). When measurements were averaged across all locations a near linear response was observed (R 2 > 0.99). For each specimen, the maximum strain observed varied by measurement location, typically between 2000 με and 7000 με. This resulted in a maximum variation in Young's modulus of 80 MPa (front to back) and 73 MPa (left to right), representing 19% and 17% of the mean response across the whole specimen.
Platen-Specimen Friction
The FE results showed that platen-specimen constraint resulted in increased compressive z strain at the specimen's centre compared to the surface. The x and y strain distribution showed regions of diminished strain extending in the z direction from the blocked boundary condition (Fig. 8) . This strain distribution is evident from the response of the transverse marker pairs (Fig. 9 ). Poisson's ratio was calculated from the top, centre and bottom specimen marker pairs on both the front and back of each specimen. In each case Poisson's ratio was derived by the average strain of all six vertical marker pairs. In all specimens the central section expanded the most giving the largest Poisson's ratio of 0.33. As expected due to the constraint provided by the non-lubricated platen to specimen contact, Poisson's ratio calculated at the top and base was lower, averaging to 0.26. Following the application of the FE correction factors Poisson's ratio became 0.30 at the centre and 0.34 near the specimen-platen interface. A summary of all calculated Poisson's ratio values is provided in appendix Table 7 .
The influence of platen constraint could be observed in particular by varying the specimen dimensions. When calculated by surface strain points (the OT markers) and averaged uniaxial stress/strain, FE results showed that altering the specimen aspect ratio and input Poisson's ratio had a considerable effect on calculated Young's modulus and Poisson's ratio. Accuracy was lowest for the OT and averaged uniaxial stress/strain approaches when lower aspect ratios were modelled. However, calculated material properties tended to the modelled values for aspect ratios greater than 1. For both of these methods, error in the calculated Poisson's ratio was greater for smaller input Poisson's ratios. The opposite trends were observed for calculated Young's modulus. For the benefit of other researchers, the correction factors are presented for application to experimental data after applying a second order polynomial to the data extracted from the FEA models (appendix Tables 5 and 6 ). Little variation was observed between input material properties and those calculated by the virtual fields method (difference < 1%).
DVC Verification
The Young's modulus of the foam derived from DVC data was 331 MPa and 314 MPa when calculated from the uniaxial stress approach and VFM, respectively (Table 4 ). Poisson's ratio results from DVC data were 0.35 and 0.33 when calculated from the uniaxial stress approach and VFM, respectively (appendix Table 7 ). Testing more specimens would enable an estimation of material variability but this is beyond the scope of the present methodology paper. Significantly, the results show that crosshead displacement based measurement would underestimate the modulus by a factor two, whereas both OT with front-back / side-to-side averaging, and DVC provide consistent values. The averaged stress-strain behaviour calculated by each of the three experimental methods is plotted in Fig. 10 .
Discussion
The properties of polymer foams can vary widely depending on factors such as the material, its structure (open cell or closed cell), density, the orientation of the cells, and the strain rate at which it is tested. It is important that their mechanical properties are characterised accurately, as this supports the design process, where computational modelling based on measured mechanical properties is often used, particularly for engineering polymers in safety critical applications.
The need to understand the effects of test artefacts is clearly demonstrated in the work of Patel et al. [7] , who measured deformation from crosshead displacement during compression testing of cylindrical polyurethane foam specimens of lengths (L) 3.9 and 7.7 mm. It was found that the Young's modulus of the short specimen (66 MPa) was less than half that of the long specimen (145 MPa), and this was attributed to the influence of specimen geometry. However, machine compliance could explain this difference. The measured strain from the crosshead displacement contains contributions from the test machine compliance (d m /L) and the specimen (d s /L). The machine compliance effect should be the same for both specimens as their axial stiffness is the same. Therefore, for a smaller specimen, the proportion of the overall strain arising from the machine's deformation (d m ) will be larger, giving an artificially lower Young's modulus value.
In the present study, the average Young's modulus derived from OT was 94% higher than that using crosshead measurements, and 144% higher than manufacturer provided values (Fig. 11) . However, the difference between optical and crosshead displacement-derived values were similar to that reported by Keaveny et al. [12] where four extensometers were placed around the specimen to account for errors in misalignment. The method used in the present study has the additional advantage of transverse measurement enabling the calculation (Table 1 and Fig 10) .
Using OT, the average Young's modulus was 374 MPa, 13% higher than the DVC results (Table 4 and Fig. 11 ). However, on inspection of the FE data for this specimen geometry, the average z-strains over the specimen volume were 10.5% higher than those at the surface. Using this as a correction factor the estimated elastic modulus becomes 335 MPa, within 6% of the reference DVC calculated modulus, where strains are measured and averaged in the volume, inherently accounting for this inhomogeneity.
One of the difficulties when using single camera imaging for OT or DIC is that any out-of-plane movement will result in spurious strains by changing the magnification [33] . The outof-plane movements caused by Poisson's effect can be neglected [28] but any rigid-body movement will generally cause significant strains. These spurious strains are given by dx/x where dx is the out-of-plane movement and x is the imaging distance. However, if the specimen moves forward to the front camera, causing a positive spurious strain, it will move away from the back camera, causing a negative strain of the same magnitude. Hence, averaging between front and back using two cameras effectively removes this effect, as demonstrated in Moulart et al. [34] . Using this configuration, any misalignment or uneven loading that occurs may also be compensated by averaging across tracking pairs (Moulart et al. [34] ). Use of horizontal marker pairs enabled Poisson's ratio calculation at different heights of the specimen. This configuration is equivalent to the four extensometers approach of Keaveny et al. [12] , where the side markers replace markers on the lateral faces, enabling the use of only two cameras instead of four, which greatly simplifies the procedure.
OT strain results showed notable variability at different measurement locations on the same specimen (Fig. 6) , indicating non-uniform loading did occur within all specimens, despite the care taken to try to apply uniform loading. However, averaging across multiple points compensated for these effects, as also reported in Keaveny et al. [12] , and yielded linear profiles. This approach has also been adopted in plate specimens, where front and back strains differed substantially but averaged to give the expected result [34] [35] [36] . The observed variability is likely multi-causal (specimen shape, platen-specimen contact, platen to test machine connection, test machine crosshead alignment, out-of-plane specimen movement), highlighting the need to measure at multiple locations, the importance of avoiding specimen skew during preparation, and the large errors resulting from crosshead displacement use. When all experimental care described previously has been taken, intra-specimen variability was low in comparison to inter specimen variability. As the foaming rise direction was not recorded prior to the machining of specimens, and specimens were always tested in the same direction, it is possible that material anisotropy caused some of the inter-specimen variability. In addition, the sample material included short fibre reinforcement of unknown fibre orientation and distribution. As such the sample dimensions may not have been sufficient to ensure completely uniform properties between specimens.
The FE results illustrate that the VFM, which used bulk measurements, was completely insensitive to specimen aspect Fig. 11 Comparison of calculated Young's modulus across different measurement methods and previous studies. Markers show mean and range of calculated/ reported Young's modulus ratio as there is no hypothesis on stress state and volume strains are processed instead of surface strains. For the OT approach it was evident that testing samples with aspect ratios less than one should be avoided, as this could result large errors to both Young's modulus and Poisson's ratio, unless correction factors were applied. The Poisson's ratio measurements were consistently higher at the centre of the specimen face. As the Poisson's ratio is unlikely to vary so much within one sample, this confirms that the loaded surfaces were constrained by frictional effects at the test machine platens resulting in reduced transverse deformation at the sample ends. Once averaged front-to-back, Poisson's ratios measured at the top and bottom typically converged to within 10%. This may be explained by marker position variability. After the application of the correction factor Poisson's ratios from each location did not converge to a single value indicating that the fully transverse displacement constrained boundary condition overestimated the constraint as some sliding must occur at the specimen/ platen interface. In practice, this means that the correction factors in appendix Tables 5 and 6 are overestimated for the areas close to the specimen's top and bottom boundaries, which is consistent with the corrected results in Table 7 (after correction, Poisson's ratios at the top and bottom are slightly larger). Following the application of the correction factor the average Poisson's ratio was 0.33, within 3% of that calculated by DVC.
The Young's modulus values derived from crosshead displacement were 27% higher than manufacturer quoted values, but consistent with the range of values found in literature for the same density foam [9] . Modulus results from both crosshead displacement and OT were found to have a slight inverse relation between loading rate and Young's modulus, in agreement with Linul et al. [37] .
Limitations and Sources of Error
Using the OT methodology some small errors will result from out of plane movement of the specimen due to Poisson's ratio effects. As a result, markers will appear larger, increasing measured strain. However, for the experimental setup within this paper, this error will be small (less than 1% [28] ). Markers of each specimen were drawn on by hand and therefore not in identical positions for each specimen. This is primarily an issue for Poisson's ratio calculation as endpoint effects will be dependent on their proximity to the ends due to SaintVenant's effects [38] .
Errors also arise from the imaging itself. Lens distortion has not been taken into account, mainly because specimen displacement during the test was negligible compared to the specimen size. Lighting variation and varying air index distortions can sometimes cause some errors, even though they are generally small when the testing conditions are well controlled [39] . As stated previously, the main error associated with out-of-plane movements is accounted for by the back-to-back camera set-up.
The OT methodology results were supported by good agreement with spatially rich DVC results. Some error in the DVC calculation will result from noise present in scans being falsely interpreted as strain. However initial analysis performed on repeat (unloaded) scans showed a positive mean strain bias of~1.2 × 10 −5 and standard deviation of strain of 1.4 × 10 −4 . The sparse closed pore structure of the foam required a relatively high subvolume size as sufficient material is required for accurate correlation. This meant that high strain gradients could not be measured; while they may exist within the microstructure (pore connections), no sharp discontinuity was observed over the bulk material.
Conclusions
This study demonstrates that methods of measuring displacement data on cellular foams must be carefully considered, as artefacts can lead to significant errors. In particular, strains derived from cross-head displacement should not be used without compliance correction as they lead to gross underestimation of the Young's modulus. OT was found to be an inexpensive and highly accurate measurement option (when tested against VFM/DVC), which avoids measurement artefacts and setup issues associated with the use of multiple extensometers. The accuracy of Poisson's ratio and Young's modulus could be further improved by using an FE-derived correction factor taking into account the fact that the strains are not uniform through the thickness (for Young's modulus and Poisson's ratio) and the fact that the end constraints block Poisson's effect (for Poisson's ratio). This correction depends on the specimen size and nominal Poisson's ratio as shown in appendix Table 5 . The present study sought to develop a methodology that could evaluate the effect of experimental artefacts associated with uniaxial compression, through non-contact measurement and FE-based correction. The full-field DVC strain measurement technique coupled with VFM was found to account for these artefacts. However, the OT method could also identify heterogeneous responses during testing, which could be aggregated to produce an overall response at considerably reduced expense and complexity. The presented procedure could lead to a standard method to simply and accurately measure stiffness properties of rigid foam blocks, taking full advantage of the availability of inexpensive CDD cameras and image processing software.
