In this paper, we present a study of evolving artificial neural network controllers for autonomously playing maze-based video game. A system using multi-objective evolutionary algorithm is developed, which is called as Pareto Archived Evolution Strategy Neural Network (PAESNet), with the attempt to find a set of Pareto optimal solutions by simultaneously optimizing two conflicting objectives. The experiments are designed to address two research aims investigating: (1) evolving weights (including biases) of the connections between the neurons and structure of the network through multi-objective evolutionary algorithm in order to reduce its runtime operation and complexity, (2) improving the generalization ability of the networks by using neural network ensemble model. A comparative analysis between the single network model as the baseline system and the model built based on the neural ensemble are presented. The evidence from this study suggests that Pareto multi-objective paradigm and neural network ensembles can be effective for creating and controlling the behaviors of video game characters.
Introduction
In 1990, Hansen and Salamon [9] published a paper in which they studied the effects of neural network ensembles (NNEs) for classification tasks. The inspiration for these techniques came from the intuitive concept that by combining a set of differently-trained artificial neural networks (ANNs) into a single new model will be able to deal with the problems in a more effective manner. NNEs have been found to have better generalization properties. Thus, they are widely used to handle a variety of real-life problems [1, 10, 13] . There is a large volume of published studies describing the role of combination strategies in NNEs. Majority voting (MV) has been identified as one of the commonly applied strategies due to its simple design [8] . Note that in this strategy, each single ANN in the ensemble contributes a vote for the output and then the ensemble output is rendered by majority of the votes.
Recently, games have become an emerging challenge and have proven to be ideal test-beds for the study of artificial intelligence (AI) other than to provide fun and entertainment. They also build models of real-life problem scenarios in complex and dynamic game environments that are associated with higher levels of uncertainty, including military training and recruitment [3] . The successful applications of AI methods will greatly influence game technology and development, helping programmers, designers, developers and others involved in the development of interactive games to produce more high-quality games. There have been an increasing number of literatures discussing AI used in games [2, 4] . By using the conventional AI, computational intelligence or hybrid intelligent methods [6] , the performance of game characters are able to enhance that behave realistically as humans in learning, searching, planning and decision-making processes. The screencapture version of Ms. Pac-man developed by Lucas [12] is used as a domain in this study.
Methods and Parameter Settings
In developing the neural network model, there are two main steps required to measure the efficiency of the network: training and testing. In the training process, the controller is trained using Pareto Archived Evolution Strategy (PAES) [5] . The controller will learn to play many games in order to optimize weights, biases and number of hidden neurons. Subsequently, in the testing process, the optimized networks will be inserted into the controller to validate its performance. Training Mode. The (1+1)-PAES for a two-membered PAES has been applied to train the feedforward ANN [11] for playing Ms. Pac-man, with 5 input layer nodes and 1 output layer node. Logsigmoid is used as the activation function in the hidden and output layers. The Euclidean distance is applied to calculate the distance in the maze as the inputs of the network was obtained based on the following information: (1) closest distance from agent to a pill, (2) closest distance from agent to a power pill, (3) closest distance from agent to a ghost, (4) closest distance from agent to an edible ghost, (5) closest distance from agent to a fruit.
In this study, two objectives are involved. The first objective, F 1 is to maximize the game score, n and N represent the number of lives in a full game as shown in Eq. 1 whereas the second objective F 2 is to minimize the number of hidden neurons in the hidden layer, h i is the number of hidden neurons in the ANN as shown in Eq. 2. It will be evolved and minimized during evolution.
.
In the initialization phase, the ANN weights and biases are encoded into a chromosome from a uniform distribution with the range [-1, 1] to act as the parent and its fitness is evaluated. Subsequently, polynomial mutation [7] is used with the default distribution index = 20 and mutation rate is 0.7 to create an offspring from the parent and its fitness is evaluated. After that, the fitness of the offspring and parent are compared. There are three possible cases that can arise in the comparison between parent and offspring. The first case is if the offspring dominates the parent, then the parent is replaced by the offspring as a new parent for the next evaluation. The second case is if the offspring is dominated by the parent, then the offspring is eliminated and a new mutated offspring is generated. The third case is if the parent and the offspring do not dominate each other, then the offspring will be compared to the archive members. The detailed archiving process in PAES is discussed in the following subsection. The PAESNet was run 10 times with 500 evaluations in each. Fig. 1 shows the flowchart of PAES. Archiving Process in PAES. There are three possible situations that can occur between the comparison of the offspring and archive [5] . First, if the offspring is dominated by a member of the archive, then the offspring is discarded and a new mutated offspring is created from the parent. Second, if the offspring dominates some members of the archive, then the set of dominated members is removed from the archive. The offspring will then be added to the archive and it also becomes the parent of the next generation. Third, if the offspring and the archive members do not dominate each other, then the archive will be maintained depending on the archive size. If the archive is not full, the offspring will be directly copied to the archive. Otherwise, in the scenario that the archive is full, a neighborhood density measure is used to ensure that a well-spread distribution is maintained in the archive. If the offspring has succeeded to increase the archive diversity, it will replace the archive member in the most crowded grid location in order to maintain the maximum archive size. Note that in this third situation, the offspring and the parent are the nondominated members of the archive. The neighborhood density measure is also applied for parent selection of the next generation from both of them. If the offspring resides in the less crowded area than the parent, then the offspring is selected. The right part of the Fig. 1 presents the archiving process in PAES.
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Innovation for Applied Science and Technology Testing Mode. In the testing process, the evolved networks are tested by using single-net and multinet architectures. As shown in Fig. 2a , for the single-net, the best single evolved network is selected from the best run, which has the overall highest score and uses 7 hidden neurons from the minimization of the second objective. On the other hand, the NNE is a learning method of combining multiple neural networks, in which every single-net can be tested separately to obtain the desired output. In addition, the ensemble output is a combination of the outputs of the single-nets. The MV is used for determining the output of the ensemble. The output from each neural network represents the possible directions of the agent's movements. The final direction will be selected according to the majority votes. In this study, a NNE of 5 single-nets is applied, each with different networks of weights, biases and number of hidden neurons from five best recorded runs as can be seen from the Fig. 2a . The number of tests is set to 10 for the each controller system.
Results and Discussions
This section analyses and discusses the results of the experiment. Analysis of Training Results. Table 1 presents maximum (max) and average values of best game scores through 10 runs of 7170 and 5734, respectively. Based on these results, the PAESNet generates the highly qualified average. The resulting Pareto frontier is determined and plotted in Fig. 2a . The following issues can be observed: (1) A, B, C, D and E are the Pareto optimal set which represents a set of trade-off solutions that dominate all the others, (2) A is the Pareto optimal solution that maximizes game score and E is the Pareto optimal solution that minimizes number of hidden neurons, (3) the number of hidden neurons used was successfully minimized. It is limited to between 3 and 7 units from the default value of 20, with the game scores of 3610, 4180, 4940, 5990 and 7170, respectively.
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(a) (b) (c) Fig. 2 . Concise Summaries of Results in Graphs.
Analysis of Testing Results. The results obtained from the testing analysis of single-net and multinet can be compared in Table 2 , and summarized in the column graph in Fig. 2b . From the data in figure, it is apparent that: (1) the ensemble networks performed well in most of the experimental runs, except Run 4, Run 6 and Run 10, (2) multi-net won 7 out of 10 runs compared to single-net with the 70% winning rate, (3) it can be clearly seen that multi-net obtained better results than the single-net. Furthermore, as can be seen from the boxplot in Fig. 2c , the following findings can be observed: (1) each of the statistics (Q 1 , median, Q 3 ) as shown in Table 2 for single-net (2653, 2875, 4025) is lower than for the multi-net (2833, 4120, 4893), (2) the single-net graph is clustered between the median and the Q 1 . The data set has a skewed right distribution which majority of the data values falls to the left of the mean toward lower values, (3) the multi-net graph is clustered between the median and the Q 3 . The data set has a skewed left distribution which majority of the data values fall to the right of the mean toward higher values, (4) the box and whisker graphs overlap but the singlenet graph is generally lower than the multi-net's graph, (5) the spread for the distribution of the multi-net is larger than the spread for the distribution of the single-net. Multi-net IQR=2060 and single-net IQR=1373, (6) in general, the single-net obtained scores less than the multi-net. Overall Findings. It was observed that the AI agent is able to play the game in a fairly human-like manner in the actual game. The agent was able to travel along safe paths to eat the pills while at the same time escaping from the ghosts. The evolved AI agent was also able to capitalize on eating the power pills at opportune times in order to make the ghosts turn into edible ghosts and then chasing and eating them up to earn more points. Moreover, it was also observed that the AI agent was able to navigate towards the fruit if the fruit appears from the tunnel thereby again increasing its game score.
However, it was also noted that there were some limitations in the present study in that the current setup lacked explicit information regarding the intersections and corners in the maze as had been utilized in other studies. This made it somewhat more difficult to anticipate the movement of ghosts in some dangerous situations. It was observed that in some instances, the ghosts were able to catch the agent as if by surprise at such intersections and especially wall corners. We intend to address this particular aspect in our future work.
Nonetheless, the findings show that in general, the majority voting-based ensemble model is able to improve the performance of the ANNs, and thereby demonstrate that a neuro-ensemble-based approach to video game AI generation is indeed beneficial.
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Conclusions and Future Works
A Pareto neuro-ensemble-based game controller generation approach is proposed, with the integration of MOEA and NNE, that includes five networks in its structure, where each component network uses a single feed-forward network trained with the PAES algorithm. The system output is determined via the MV combination strategy. By using this approach, it enabled the evolutionary system to create intelligent Ms. Pac-man controllers. The findings from this investigation demonstrate that NNEs can play a significant role in enhancing the AI performance in video games.
We have only considered the architectures and connection weights in ANNs. A good direction for future research would be to consider other factors that could affect the design and performance of the networks, such as the types of hidden unit activation functions as well as the training algorithm used. Furthermore, the incorporation of more information from the maze such as intersections and corners may allow for a better game AI agent to be evolved from the Pareto ensemble system.
