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 近年統計的音声認識に関する研究が進みつつあり，特に書き言葉を対象と
した音声認識では高い認識性能を示すようになってきている．統計的音声認
識のための言語モデルとしては，単語N-gramが最も一般的に用いられてい
る．単語N-gramの作成のためには，認識対象のタスクと一致した学習コー
パスを大量に用意することが望ましい．書き言葉を認識対象とした場合，新
聞記事等の大量の電子化されたコーパスが利用可能であり，近年の音声認識
性能の向上はこの点に負う所が大きいと考えられる．これに対し，音声認識
の対象を話し言葉とした場合には，書き言葉に比べて電子化されたコーパス
の収集が進んでおらず，統計的言語モデルにとって十分なだけの，認識対象
のタスクと一致した学習コーパスの確保は困難である．  
したがって，話し言葉を認識対象とした場合，学習コーパスの量の不足，
および認識対象と学習コーパスにおけるタスクの不一致を原因とする言語モ
デルの性能の劣化が大きな問題となると考えられる．そこで，本研究では少
量の学習コーパスを用いた場合でも，精度の劣化を防ぐことのできる言語モ
デルの構築方法を提案することによって，学習コーパスの量の不足に起因す
る性能劣化の問題を解決する．また，タスクの不一致に起因する性能の劣化
に関しては，これをさらに以下の四項目に細分化し，それぞれに対し解決方
法を提案することによって，タスクの不一致に起因する性能劣化の問題を解
決する．  
・あらかじめタスクを想定し収集した学習コーパスと，実フィールドにお
ける認識対象  
・タスクの間にはどうしてもずれが生ずる．  
・ 認識対象のタスクは，相手話者の話す内容等の環境によってリアルタイ
ムに変化するため，事前に想定しきることはできない．  
・話し言葉におけるタスクの要因としては，トピックの他，話し方の丁寧
さ等，文型の要因が加わり，タスクのずれ方が複雑化する．  
・タスクの違いはそこで用いられる語彙の違いへつながるため，認識対象
タスクに必要な語彙が十分にカバーされず，認識できない．  
学習コーパスの不足に対処するための手法として，クラスN-gramが提案
されている．クラスN-gramでは，複数の単語を一つの単語クラスにまとめ
ることによってパラメータ数を削減でき，必要な学習コーパスのサイズもま
た減少させることができる．しかしながら，クラスN-gramの性能は用いる
単語クラスの規定方法に大きく依存するため，効率的な規定方法が必要とさ
れる．従来の単語クラスの規定方法では，各単語の左右のコンテキストに対
する依存性，すなわちどのような単語がどのような確率で左右に現れるかに
基づいて規定された一つの単語クラスを各単語に対して割り当てていた．こ
の規定方法では，左右のコンテキストに対する依存性がともに同じと見なさ
れる単語のみが同一の単語クラスに割り当てられることになる．このような
規定方法では日本語用の用言における活用形の違いのように，左右どちらか
のみのコンテキストに対する依存性が同じ単語を，効率よく表現することは
できない．本研究では，左右のコンテキストに対する依存性それぞれ別のも
のとしてとらえ，それらを表現するために複数の単語クラスを割り当てる多
重クラスを提案する．多重クラスを用いた場合，日本語における用言の活用
形に対しては左コンテキストに対しては同一のクラスを，右コンテキストに
対しては異なるクラスを割り当てることによって，右コンテキストのみの違
いをうまく単語クラスで表現できるようになる．この多重クラスに基づくク
ラスN-gramを多重クラスN-gramと呼ぶことにする．続いて，多重クラス
N-gramに対し，頻出単語列を連鎖語の形で表現することによって，部分的
に高次の単語N-gramを導入した多重クラス複合N-gramへ拡張を行う．多重
クラス複合N-gramでは連鎖語に対する単語クラスとして，既存の単語クラ
 スが利用可能であるため，パラメータ数の増加は極めてわずかにとどまる．  
次に、認識対象と学習コーパスにおけるタスクの不一致に起因する問題を
四項目に細分化し、解決を図る．一つ目は、実フィールドにおける認識対象
とそれを想定した学習コーパスにおけるタスクの不一致に起因する性能劣化
の問題を解決する．あらかじめ認識対象タスクを定めてあるシステムにおい
ても，実フィールドにおいてはある程度対象タスクからすれた内容の発話は
避けられない．従って，設定されたタスクからはずれた発話に対する急激な
性能の劣化の回避は重要な問題であると考えられる．本研究では対象タスク
の学習コーパスのみを用いながら，言語モデルのタスクへの依存性を保ちつ
つ，タスク外に対しても頑健なモデルの構築を目的とする．言語モデルのタ
スク依存性は，個々の単語がタスク依存の学習コーパス中で特別な用いられ
方をすることに起因する．学習コーパス中のサイズが大きければそれ以外の
一般的な用いられ方も学習できると考えられるが，話し言葉における限られ
た学習コーパス量では困難であり，この一般的な用いられ方の学習不足がタ
スクのずれに対する頑健さの不足の原因となると考えられる．そこで，単語
間の遷移確率の推定にあたって，単語に比べタスクに対する依存性が少ない
と考えられる品詞間の遷移確率で補間を行うこととする．補間にあたっては，
品詞間の遷移確率を事前確率，単語間の遷移確率を事後確率とするMAP推定
を用いる．  
二つ目は、言語モデルに対する時間同期適応の問題に関して述べる．対象
タスクの学習コーパスが十分得られない場合，大量のタスク非依存コーパス
でこれを補う言語モデル適応が一般的に用いられる．通常の言語モデル適応
では，あらかじめ対象タスクが固定されており，時間と共にタスクが変化す
るような場合の対応は難しい．対話における発話内容は，相手話者の直前の
内容に強く依存すると考えられ，この依存性を時間同期で言語モデルに取り
入れることは有効であると考えられる．そこで，相手話者の直前の発話内容
をタスクとしてとらえ，このタスク依存言語モデルを相手話者の発話内容に
従って切り替えることで時間同期適応を行う．本研究では，相手話者の発話
内容のモデル化にあたって，多国語間の音声翻訳を前提とし，翻訳手法に一
つである中間言語表現を用いるものとする．中間言語表現では発話内容はス
ピーチアクト，コンセプトといったタグの列で表されるため，適応モデルと
してはこのタグ依存の言語モデルを用いることにする．本手法では，翻訳す
なわち中間言語表現の生成と共に次の発話に対する言語モデルの選択が行わ
れるため，実時間の処理が可能である．  
三つ目は、話し言葉における話者の立場等の違いに起因する文型の多様性
の問題に関してである．書き言葉においては，タスクの違いは話題の違いと
してとらえることができる場合が多い．一方，話し言葉では話題の違いの他
に文型の違いも同時に考慮しなければならない場合が存在する．話題，文型
ともに一致したコーパスの収集は言語モデル適応を前提とした場合でも極め
て困難であるため，話題のみ，文型のみが一致した二種類のコーパスでの代
用を試みる．従来の適応方法では，これら二種類の混合コーパスをタスク非
依存コーパスとして用いるが，混合によって話題または文型固有の特徴が失
われる可能性がある．本研究では，各単語に対し二種類のコーパスそれぞれ
におけるコンテキスト依存性を特徴ベクトルの形で表現し，このベクトルに
基づいて単語のクラスタリングを行う．このクラスタリングによって各単語
は話題依存，文型依存のグループに分けられる．この単語クラスに基づく
N-gramに対し，ごく少量の話題，文型ともに一致したコーパスで適応を行
うことによって適応コーパスに出現しないような単語に対しても適応効果が
見込めるようになる．  
四つ目はタスクに依存した語彙の問題に関してである．タスクに依存した，
 単語間の遷移確率に関しては，言語モデルの適応によって対応が可能である．
しかしながら，そもそもコーパスに現れない単語に関しては，語モデル適応
は何ら解決手段とはなりえない．認識対象のタスクを考えた場合，そのタス
クに固有の単語，特に固有名詞が現れることは十分に考えられる．この場合，
適応先のコーパスサイズが十分でないならば，全てのタスク依存の単語を収
集することができず，残りの単語は未登録語となってしまう．本研究では，
この未登録語の問題を解決するために，複数のマルコフモデルを用いた階層
化言語モデルを提案する．本手法では，未登録語へ，または未登録語からの
単語間遷移確率を上位層のモデルで，未登録語の読みに関するモデルを下位
層のモデルで表現し，それらを組み合わせることによって，未登録語の認識
が可能になっている．  
これら、学習コーパスの不足に起因する問題、およびタスクの不一致に起
因する問題四点に関し、それぞれ、パープレキシティ、音声認識性能の二点
から実験評価を行い、いずれの手法においても有効性が確認できた．本研究
における提案手法は音声認識と同じく，統計モデルをベースとする統計翻訳
にも応用が可能であると考えられ，両者を統合した音声翻訳の性能向上のた
めに効果を発揮することが期待できる．  
 
