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PROCEEDINGS

2015

2015 Student Capstone Conference
VMASC

The Virginia Modeling, Analysis and Simulation Center (VMASC) of Old Dominion
University hosted the 2015 Modeling, Simulation, & Visualization Student capstone
Conference on April 16th. The Capstone Conference features students in Modeling
and Simulation, undergraduates and graduate degree programs, and fields from many
colleges and/or universities. Students present their research to an audience of
fellow students, faculty, judges, and other distinguished guests. For the students,
these presentations afford them the opportunity to impart their innovative research to
members of the M&S community from academic, industry, and government
backgrounds. Also participating in the conference are faculty and judges who
have volunteered their time to impart direct support to their students’ research,
facilitate the various conference tracks, serve as judges for each of the tracks, and
provide overall assistance to this conference.
2015 marks the ninth year of the VMASC Capstone Conference for Modeling,
Simulation and Visualization. This year our conference attracted a number of fine
student written papers and presentations, resulting in a total of 51 research works
that were presented. This year’s conference had record attendance thanks to the
support from the various different departments at Old Dominion University, other local
Universities, and the United States Military Academy, at West Point. We greatly
appreciated all of the work and energy that has gone into this year’s conference, it
truly was a highly collaborative effort that has resulted in a very successful symposium
for the M&S community and all of those involved. Below you will find a brief
summary of the best papers and best presentations with some simple statistics of the
overall conference contribution. Followed by that is a table of contents that breaks
down by conference track category with a copy of each included body of work.
Thank you again for your time and your contribution as this conference is designed to
continuously evolve and adapt to better suit the authors and M&S supporters.

Dr.Yuzhong Shen
Graduate Program Director MSVE
Capstone Conference Chair
Yshen@odu.edu
John Shull
Graduate Student MSVE
Capstone Conference Student Chair
Jshull@odu.edu
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2015 Student Capstone AWARDS
Science & Engineering:

Best Paper & Presentation: Hao Ji – Computer Science -ODU

Infrastructure Security and Military Application:

Best Paper: Christian Carrasco – United States Military Academy, West Point
Best Presentation: Jon Ellis – U.S. Army War College

Gaming & Virtual Reality:

Best Paper: Kathryn Hicks MSVE – ODU
Best Presentation: Mark Diacopoulos – College of Education – ODU

Business, Industry, & Transportation Track:

Best Paper & Presentation: Barret Crawford – United States Military Academy, West Point

Agent Based Modeling:

Best Paper & Presentation: Terra Elzie – VMASC/MSVE – ODU

Medical & Health Care Simulation:

Track 1 Best Paper: Kushal Shah – Norfolk State University
Track 1 Best Presentation: Leigh Diggs – School of Community and Environmental Health – ODU
Track 2 Best Paper & Presentation: Jing Xu – Computer Science – ODU

Training & Education:

Best Presentation: Shuo Ren – MSVE – ODU
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The GENE NEWMAN Award
The overall best paper is awarded the Gene Newman award. This award was established
by Mike McGinnis in 2007; the award is presented to the outstanding student for overall
best presentation, best paper, and research contribution. The Gene Newman Award for
Excellence in M&S Research is an award that honors Mr. Eugene Newman for his pioneering
effort in supporting and advancing modeling and simulation. Mr. Newman played a significant
role in the creation of VMASC by realizing the need for credentialed experts in the M&S workforce,
both military and industry. His foresight has affected both the economic development and the
high level of expertise in the M&S community of Hampton Roads. The Students receiving this
award will have proven themselves to be outstanding researchers and practitioners of modeling
and simulation.
For the 2015 Student Capstone Conference, The Gene Newman Award went to: Hao Ji, from
the Computer Science Department for his paper entitled 'March Madness Prediction: A Matrix
Completion Approach’, this work was co-authored by Erich O’saben, Adam Boudion, and Yaohang Li.

Eugene G. Newman

In recognition of his efforts in advancing the M&S field in Hampton Roads,
the Gene Newman Award for Excellence in Modeling and Simulation
Research was established in 2006. It has been awarded annually since
then to the best paper at the Modeling, Simulation and Visualization Student
Capstone Conference.Newman's professional career included positions with
Western Electric Co., Baxter Laboratories and more than 40 years of federal
service, including 37 years in various engineering assignments with the
Naval Sea Systems Command, the Naval Systems Engineering Center and
the Naval Electronics Systems Engineering Center, as well as the Electronic
Warfare, Communications Security and Fleet Communications Department,
which he headed. In 1994, he helped establish and serve as the technical
director for the Joint Training, Analysis and Simulation Center and the Deputy CIO of the U.S. Joint Forces
Command until his retirement in 2002. Among many outstanding, meritorious and superior civilian service
awards in his lifetime, Newman received the Department of Defense Medal for Distinguished Civilian Service
in 2001 for his "extraordinary sense of purpose and leadership" in his role in Joint Forces Command, as well
as a commendation from the president of the United States.An engineer himself, Newman initiated the
development of solid-state amplifiers and integral power supply traveling wave tubes, originated the concept of
providing remote technical assistance to ships at sea using data link with computer analysis software, and initiated
the concept of distributed interactive process development for activities with online data entry and real-time
processing and retrieval.
He is survived by his wife of 22 years, Bettina R. Newman, a son and two daughters.
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High-Performance Simulations of Electron Beam Dynamics on GPUs and
Multicore CPUs
Kamesh Arumugam1,2 , Alexander Godunov3,2 , Desh Ranjan1,2 , Balša Terzić3,2 and Mohammad Zubair1,2
1 Department of Computer Science, Old Dominion University, Norfolk, Virginia 23529
2 Center for Accelerator Science, Old Dominion University, Norfolk, Virginia 23529
3 Department of Physics, Old Dominion University, Norfolk, Virginia 23529

Abstract
One of the most critical needs in accelerator physics is to develop an efficient model for accurate simulation of the collective effects in electron beams. Serial, or even naively parallel, implementation of the electron beam’s self-interaction
is prohibitively costly in terms of efficiency and memory requirements, necessitating simulation times on the order of
months or years. In this paper, we present an innovative,
high-performance, high-fidelity, scalable model for simulation of collective effects in electron beams using state-ofthe-art multicore systems (GPUs, multicore CPUs, and hybrid CPU-GPU platform). Our parallel simulation algorithm
implemented on different multicore systems outperforms the
sequential simulation, achieving a performance gain of up to
7.7X and over 50X on the Intel Xeon E5630 CPU and GTX
480 GPU, respectively. It scales nearly linearly with the cluster size. Our simulation code is the first scalable parallel implementation on GPUs, multicore CPUs, and on hybrid CPUGPU platform for simulating the collective dynamical effects
of electron beams in accelerator physics.

1.

INTRODUCTION

Using high-performance computations opens new possibilities for solving unsolved problems in physics. One of the
many fields that can greatly benefit from new computing architectures is accelerator physics. Among the most challenging and heretofore unsolved problems in accelerator physics
is accurate and realistic simulation of the collective effects
in electron beams which are the driving mechanism behind
man-made ultra-bright light sources.
Ultra-bright light sources are essential tools for discoveries and innovations in physical, chemical, biological, energy,
and medical sciences. For example, they allow scientists to
analyze chemical reactions, molecular structures and provide
ways to develop new drugs. Enabling the delivery of highquality beams to the end users necessitates detailed understanding and numerical simulation of all the relevant physics.
Naturally, numerical simulations are preferred to experimentation on the actual machine for which the cost of an hour of
operation can easily exceed hundreds of thousands of dollars.
A major and heretofore a prohibitive bottleneck in developing a high-fidelity code for simulation of all the relevant

physics, including the dominant collective effects, is the fact
that the electron beams experience a potentially hazardous
self-interaction. This self-interaction is the consequence of
the beam’s synchrotron radiation, emitted as the beam traverses a curved path, which catches up at some later time with
the beam from which it originated. When the wavelength of
the synchrotron radiation is longer than the size of the beam
which emitted it, it is called coherent synchrotron radiation
(CSR), and can have systematic deleterious effects on the
quality of the beam. These CSR-driven effects, including microbunching instability [4, 7, 12], present a serious impediment in operation of existing (Jefferson Lab FEL, NSLS,
ALS, etc...) and development of the next generation (e.g.
LCLS-II) synchrotron light sources, machines whose source
of radiation is due to electrons traversing a curved path.
In this paper, we propose a fundamentally new, highfidelity, and high-performance model for simulating CSR and
other collective effects in an electron beam using state-ofthe-art computing platforms. The proposed method is optimized to run efficiently on different computing platforms
such as GPUs, multicore CPUs and on hybrid CPU-GPU.
Our implementation of the inherently parallelizable computation of beam’s self-interaction on a multicore platform leads
to orders-of-magnitude reduction in computational time,
thereby making the previously inaccessible physics tractable.
The paper is organized as follows. In Section 2., we present
the physical problem of modeling the electron beam dynamics. Section 3. outlines the details of the algorithm underpinning the new simulation model. In Section 4., we present its
parallel simulation on GPU, CPU and hybrid GPU-CPU. Section 5. reports on the results of the comparison between the
new parallel implementation and the original serial version.
Finally, in Section 6. we summarize our finding and conclude.

2.

PHYSICAL PROBLEM

Electron beam dynamics is governed by the Lorentz force
[8]:
d
dt

E + β × B) ,
(γme v ) = e (E

(1)

with the relativistic β and γ, velocity v , electric field E and
magnetic field B specified as, respectively,
β ≡ v /c, γ = q

p /me
, v (pp) = p
,
1
+
p
· p /(me c)2
1+β
1

2
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(2a)

1
E = −∇φ − ∂t A ,
c

B = ∇ × A.

(2b)

φ and A the retarded scalar and vector potentials, respectively. They are obtained by integrating the charge distribution ρ and the charge current density J over the retarded time
t 0 = t − |rr − r 0 |/c:
#
"
 Z ∞
0
φ(rr ,t)
ρ(rr 0 ,t − r −cr ) d 2 r 0
=
,
0
A (rr ,t)
J (rr 0 ,t − r −cr ) |rr − r 0 |
0

 Z ∞

ρ(rr ,t)
1
f (rr , p ,t)d p .
=
J (rr ,t)
v (pp)
0



(3a)
(3b)

r and p are particle coordinates and momentum, respectively,
f (rr , p ,t) is the particle distribution function (DF) of the beam
in phase space, me electron mass, c the speed of light. Both
electric and magnetic fields are composed of two components, one due to external fields and the other due to selffields: E = E ext + E self , B = B ext + B self . E ext and B ext are
external electromagnetic (EM) fields fixed by the accelerator lattice, and E self and B self are the EM fields from the
beam self-interaction. The beam self-interaction depends on
the history of the beam charge distribution ρ and current density J via the retarded potentials φ and A .
Computation of the retarded potentials requires integration
over the history of the charge distribution and current density,
as can be seen from Equation 3a. This is the main computational bottleneck of the simulations. In particular, the problems to overcome in a successful CSR simulation are: (i)
data storage for the time-dependent beam quantities (ρ and
J ); (ii) numerical treatment of retardation and singularity in
the equation for retarded potentials; and (iii) accurate and efficient integration in the equation for retarded potentials.

3.

SIMULATION ALGORITHM

At the top-most level, algorithm for simulation of CSR and
other collective effects in electron beams consist of four consecutive steps that are computed at each timestep:
1. Deposit the DF sampled by N particles onto the computational grid using the PIC deposition scheme [1, 2, 10],
thereby yielding the charge (ρ) and current density (JJ )
on each grid point. This involves an inverse interpolation from the particle position to the nearest grid points.
2. Compute retarded potentials on the grid via quadratures
defined in Equation 3a for all the grid points. This is
the crucial and by far the most computationally-intensive
step. The details are described in subsection 3.1..
3. Compute the self-forces from Equation 1 on a grid. Next,
for each simulation particle compute the self-forces acting on it by interpolating from the grid. It is required
that the particle deposition onto the grid and interpolation from the grid onto particles is done in the same
manner, so as to avoid “ghost forces”.
4. Advance particles by a small time step ∆t in time by
solving the Lorentz equation (given in Equation 1) using
a leap-frog scheme [8].

Figure 1: The computational grid tightly envelops the particle distribution. Its size is determined by the outliers of the distribution along
the principal axes (along the red line and perpendicular to it). Red
line denotes the design orbit.

Figure 2: Integration for the retarded potential quadrature in Eq. (4)
for a typical grid point. At different retarded times t 0 , the computational boxes are shown in red, circles of causality in light grey and
the intersection of the two in black. The black lines represent the
limits of integration in θ0 . Each continuous line represents a separate
“cut”. Dark grey line denotes the limit of radial integration Rmax .

The steps 1-4 are repeated until the end of simulations. The
coordinates of the rectangular computational grid of resolution (NX , NY ) is first tilted through angle α from the design
orbit in the (X,Y ) plane, so as to account for the X-Y corX
relations (Figure 1). Computational grid Gt = {X̃i , Ỹ j }i=1,N
j=1,NY
at time t is constructed to envelope all particles such that the
outliers in the tilted plane are binned into the boundary cells.
Orienting the beam in such a way so as to occupy the smallest
volume while containing all the particles yields optimal spatial resolution on a fixed-size, rectangular grid. Therefore, at
each timestep, the grid is uniquely described by its tilt angle
α, physical size of the grid in X- and Y - directions, LX and
LY respectively and the location of its center of charge point
(X0 ,Y0 ). In the description below, Pt represents the parameters that uniquely describe a grid at time t and P represents
the vector of unique parameters for all timesteps.
The efficiency of most computationally intensive parts of
the code depends on the coordinate system (frame) in which
it is performed. The underlying physics dictates for the new
code to use three different frames: Frenet frame (FF) for advancing individual particles in time, the lab frame (LF) and
grid frame (GF) for computation of retarded potentials [3].
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3.1.

Computing retarded potentials

The retarded potentials φ(Gtk ,tk ) and A (Gtk ,tk ) for all the
grids points on a grid Gtk at time tk are computed using the
quadrature defined in Equation 3a which uses general values of ρ(Gt ,t) and J (Gt ,t) found by interpolation. In order to
avoid singularity at r0 = 0, the integration in Equation 3a is
performed in polar coordinates: "
#
 Mint Z R
0
Z θi
max
max ρ(R0 , θ0 ,t − R )
φ(r,t)
c0
dθ0 ,
=∑
dR0
R
A(r,t)
J (R0 , θ0 ,t − c )
θimin
i=1 0



(4)

where Mint is the number of “cuts” (up to 4) of the grid by the
circle of causality t 0 = t − R0 /c. Rmax is computed from the
circle of causality (Figure 2). We use the tuple (ρ, JX , JY ) to
denote the integrand value for a given point (R, θ).
In Equation 4, the integrand is tabulated at discrete points
given in GF, and it is not available in a functional form. The
physical formulation of the problem requires using three different coordinate systems to evaluate the integrand value at
off-grid points. Also, the integrand along the outer dimension has regions of high variability as well as regions where
change is gradual. In contrast, the inner dimension features
only regions where change is gradual. The form of data and
the nature of integrand determines the approaches that can
be used to evaluate the integral. This necessitates the use of
adaptive integration methods to solve the integral along outer
dimension and Newton-Cotes rules along inner dimension.
In our description below, Q UADRATURE procedure implements the adaptive integration method to solve the outer integral [11, p. 638]. The heart of the Q UADRATURE algorithm is
the procedure Q UAD RULE( f out, [a, b], to , Xo , Yo , G, P) which
outputs a quadruplet (φ, AX , AY , ε), where φ, AX , and AY are
the integral estimate representing the scalar and vector potenA’s components AX and AY ) for an grid point (to , Xo ,Yo ),
tials (A
ε is an error estimate, f out represents the integrand along
outer dimension in Equation 4 with the values of the integrand tabulated in a 3D array G, and [a, b] is the domain of
integration along the outer dimension.
We now give a high-level description of the C OMPUTE P O TENTIAL algorithm (Algorithm 1). The algorithm input is
(G, P, R, τ, to , Xo , Yo ), where R is a vector of radial integration limit Rmax corresponding to each grid point, τ is the
relative error tolerance, to is the timestep at which the double integral is to be computed, Xo and Yo are the positions
for grids points along the X and Y direction of the grid Gto .
The number of grid points on the grid is NX NY , where NX
and NY denote the grid resolution along X- and Y -directions.
The algorithm executes the Q UADRATURE routine to compute the integral value for all the grid points on the grid Gto .
Algorithm 1 C OMPUTE P OTENTIAL(G, P, R, τ, to , Xo , Yo )
1: for all grid point i on grid Gto do
2:
Xo ← Xo [i], Yo ← Yo [i]
3:
(φi , AXi , AYi ) ← Q UADRATURE( f out, [0, Ri ], τ, to , Xo , Yo , G, P)
4: end for

In the Q UAD RULE routine, the value of the integrand f out for
a given point R is computed by first finding the integration
range θ in LF, and then evaluating the corresponding inner
quadrature in GF. The integration range in θ is computed by
finding the intersection between the circles of causality and
the computational box at the retarded time t 0 = to − R/c in
LF. Finally, each of the inner quadratures are evaluated using
the Newton-Cotes rule for tabulated data [11] in GF. The integrand values (gridded quantities ρ, JX and JY ) at point (t, x̃, ỹ)
for the inner integrals are evaluated via 3D interpolation of
the integrand data recorded in GF at discrete time steps.

4.

PARALLEL SIMULATION OF CSR

We propose a scalable two-phase parallel algorithm that
uses the multicores of underlying architecture to speed up
the computations of CSR simulation. The algorithm approximates the integrals (retarded potentials) for each of the NX NY
quadratures by adaptively locating the subregions in parallel
where the error estimate is greater than some user-specified
error tolerance. It then calculates the integral and error estimates on these subregions in parallel. The pseudocode for the
algorithm is provided below in the algorithms F IRST P HASE
(Algorithm 3) and S ECOND P HASE (Algorithm 4). In the description below, every subregion of a quadrature is identified
by the record ([a, b], k), where [a, b] denotes the integration
domain along the outer dimension and k represents an identifier that uniquely identifies the quadrature for the given grid
point. The proposed algorithm is an extension of our new and
improved multidimensional numerical integration algorithm
proposed in [5, 6]. The details of the procedures F IRST P HASE
and S ECOND P HASE are provided in [5, 6].

4.1.

Implementation on GPU Architecture

In the F IRST P HASE, we divide the subregions list L evenly
into a block of subregions each of size B, where B is number
threads per block. The number of threads per block depends
on the target GPU architecture, shared memory requirement,
register utilization, and so on. For our experiments, we have
Algorithm 2 Q UADRATURE( f out, [a, b], τ, to , Xo , Yo , G, P)
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:

(φ0 , A0X , AY0 , ε0 ) ← Q UAD RULE( f out, [a, b], to , Xo , Yo , G, P)
H ← 0/
PUSH (H, ([a, b], φ0 , A0X , AY0 , ε0 ))
while ε0 > τ|φ0 | do
([a, b], φ, AX , AY , ε) ← POP(H)
m ← (a + b)/2.0
(φL , AX L , AY L , εL ) ← Q UAD RULE( f out, [a, m], to , Xo , Yo , G, P)
(φR , AX R , AY R , εR ) ← Q UAD RULE( f out, [m, b], to , Xo , Yo , G, P)
φ0 ← φ0 − φ + φL + φR
A0X ← A0X − AX + AX L + AX R
AY0 ← AY0 − AY + AY L + AY R
ε0 ← ε0 − ε + εL + εR
PUSH (H, ([a, m], φL , AX L , AY L , εL ))
PUSH (H, ([m, b], φR , AX R , AY R , εR ))
end while
return (φ0 , A0X , AY0 )
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empirically determined the optimal value of B to be 128 for
the Fermi architecture. We then assign each block of subregions of size B to a GPU thread block such that a thread
from the block operates on one of the subregions from the list
L. Each thread then computes the quadruple (φ, AX , AY , ε) by
evaluating the Q UAD RULE for an assigned subregion [a, b].
The quadruple value computed by each thread is stored in a
new global list S along with its subregion [a, b]. Likewise, the
subregions list L in S ECOND P HASE procedure is also evenly
divided into blocks of subregions of size B. Each thread from
the kernel implementing the S ECOND P HASE operates on one
of the subregions from the list L and evaluates the integral esAlgorithm 3 F IRST P HASE (G, P, R, to , Xo , Yo , τ, Lmax )
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:

L ← 0/
for i = 1 to |R| do
φ [i] ← 0, A X [i] ← 0, AY [i] ← 0
I NSERT(L, ([0, Ri ], i))
end for
while (|L| < Lmax ) and (|L| 6= 0) do
for all i in parallel do
([ai , bi ], ki ) ← L[i]
Xo ← Xo [ki ], Yo ← Yo [ki ]
(φi , AXi , AYi , εi ) ← Q UAD RULE( f out, [ai , bi ], to , Xo , Yo , G, P)
I NSERT(S, (L[i], φi , AXi , AYi , εi )))
end for
L ← PARTITION(S, Lmax , τ)
(φφ, A X , AY ) ← U PDATE(S, τ, φ , A X , AY )
end while
return (L, φ , A X , AY )

Algorithm 4 S ECOND P HASE (G, P, to , Xo , Yo , L, φ , A X , AY )
1: for i = 1 to |L| parallel do
2:
Let ([ai , bi ], ki ) be the ith record in L
3:
Xo ← Xo [ki ], Yo ← Yo [ki ]
4:
(φi , AXi , AYi ) ← PARALLEL Q UADRATURE( f out, [ai , bi ], τ, to , Xo , Yo )
5:
φ [ki ] ← φ [ki ] + φi
6:
A X [ki ] ← A X [ki ] + AXi
7:
AY [ki ] ← AY [ki ] + AYi
8: end for
9: return (φφ, A X , AY )
Algorithm 5 PARALLEL Q UADRATURE( f out, [a, b], τ, to , Xo , Yo , G, P)
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:

S ← I NIT R EGIONS( f out, [a, b], Nt , to , Xo , Yo , G, P)
while |S| 6= 0 do
L ← PARALLEL P OP(S, Nt )
for i = 0 to |L| parallel do
([ai , bi ], φ0i , A0X i , AY0 i , ε0i ) ← L[i]
mi ← (ai + bi )/2.0
(φL , AX L , AY L , εL ) ← Q UAD RULE( f out, [ai , mi ], to , Xo , Yo , G, P)
(φR , AX R , AY R , εR ) ← Q UAD RULE( f out, [mi , bi ], to , Xo , Yo , G, P)
if ε0i > τ then
PUSH (S, ([ai , mi ], φL , AX L , AY L , εL ))
PUSH (S, ([mi , bi ], φR , AX R , AY R , εR ))
else
φk ← φk + φL + φR − εi
AX k ← AX k + AX L + AX R − εi
AY k ← AY k + AY L + AY R − εi
end if
end for
end while
return (φ, AX , AY )

timates based on the PARALLEL Q UADRATURE routine. The
PARALLEL Q UADRATURE is the extension of quadrature routine (Algorithm 2) designed to run efficiently on multicore
platforms. The kernel implementing the PARTITION and U P DATE procedure is similar to the kernel described in [5, 6].
The accumulation of integral values based on the unique
identifier in both the F IRST P HASE and S ECOND P HASE are
achieved through the atomic operations in GPU. Atomic updates are considered to be slow in the current NVIDIA hardware. However, it is not the atomic operations that limit the
execution speed of the GPU implementation. Instead, the entire routine calculating the retarded potential takes most of
the execution time for a single timestep. In the current implementation the tabulated integrand values (G) are stored in
double-precision floating-point format in global device memory. Shared memory is used during the update of the scalar
and vector potentials as storage for temporary values. Constant memory is used for storing the vector of grid parameters
(P) and the vector of observation points (Xo , Yo ) that do not
change during the course of algorithm execution.
For the cluster implementation, general idea is to extend
the above mentioned single GPU implementation across a
cluster of compute nodes with multiple GPU devices per
node. The computations performed under the while loop in
Algorithm 3 is distributed equally among the available GPU
devices on every iteration. This involves dividing the subregions in list L equally among the available GPU devices on
every iteration and implementing the Q UAD RULE kernel on
each of these devices along with the procedures PARTITION
and U PDATE. The list L is maintained in the CPU memory
for a shared access from the GPU devices. Communication
between GPU devices attached to a compute node are handled using OpenMP, whereas the communication between
the compute nodes are handled using MPI. All the memory
transfers between GPU devices at a node are done using the
host (compute node) as an intermediary. The implementation
starts by creating an MPI process for each compute node in
the cluster. One of the MPI process (master) initializes and
distributes the constant data and the Q UAD RULE parameters
which do not change during the course of execution using
MPI routines. The master process initializes the subregions
list L required by the F IRST P HASE, and partitions the list
equally among the available compute nodes. Each of these
partitions are distributed to the compute nodes using MPI routines. The process running on every compute node in the cluster receives a set of subregions from the master process. These
subregions are further partition among the available GPU devices attached to the compute node. Using OpenMP routines,
each process at a compute node creates a thread per GPU device attached to the node. A thread running on a compute
node initializes the assigned GPU device and transfers the
subregions list to the GPU device memory. Next, all the GPU

Page 9

devices executes the F IRST P HASE on the assigned subregions
in parallel. After the completion of F IRST P HASE, results are
transferred back to the master process using MPI. The master
process further partitions and distributes the subregions returned from F IRST P HASE execution to all the compute nodes
in the cluster. The S ECOND P HASE is initiated on all the compute nodes by the master process in the same way as it did
for F IRST P HASE. We use CUDA-based THRUST library for
common numerical operations such as reduce and scan.

4.2.

Implementation on Multicore CPU

For our multicore CPU implementation, we follow the
same two-phase approach to simulate the collective effects
in electron beams as for GPUs and CPUs. We first implement on a standalone multicore CPU and then extend it to a
cluster of multicore CPUs. Each node in the CPU cluster is a
multicore system with many-core processors and each core of
these processor often supports one or more concurrent threads
to be executed in parallel. Efficient implementation for multicore architecture requires the computation to be partitioned
into blocks such that multiple cores can work concurrently
on different blocks and at the same time effectively utilize the
memory hierarchy. In our proposed method, the main computation of Algorithm 3 is done inside the while loop and for
the Algorithm 4 the main computation is done inside the f or
loop. We use OpenMP directives to distribute these computations across different cores.
In F IRST P HASE, we use the work-sharing directive of
OpenMP to distribute the iterations of the f or loop among
different cores. Likewise, the f or loop in S ECOND P HASE is
distributed equally among different cores using the OpenMP
loop directives. This involves dividing the subregions list L
equally among the active threads on every iteration. The partitioned subregions are private to each thread. In F IRST P HASE,
each thread essentially identifies the “good” and “bad” subregions from the partition list of subregions by evaluating the
Q UAD RULE on each of them. However, in S ECOND P HASE
each thread computes the value of integral for each of the assigned subregion using PARALLEL Q UADRATURE. The tabulated integrand values (G), vector of grid parameters (P) and
the vector of observation points (Xo , Yo ) are shared among all
threads using OpenMP shared data scope clause.
The cluster implementation of the multicore CPU implementation follows the same approach as that of GPU cluster implementation. The master process distributes the data
evenly among the compute nodes of the cluster using MPI
routines. Each compute node has a process running on them,
which receives the partitioned data from the master process.
Each process at a compute node performs the F IRST P HASE
using the above mentioned multicore CPU implementation
on the assigned block of data. After the completion of F IRSTP HASE, the results are transferred back to the master process
using MPI routines. The master process further partitions and

distributes the subregions returned from F IRST P HASE execution to all the compute nodes in the cluster. Finally, process running on each compute node implements the S EC OND P HASE using the OpenMP directives. The results are accumulated by the master process using the U PDATE routine.

4.3.

Hybrid CPU-GPU Implementation

The hybrid implementation is designed for a system with
multicore CPU with one or more CUDA-enabled GPUs. The
implementation utilizes the computational power offered by
both multiple cores of the CPU and the GPUs of the underlying hardware to speed up the computation. This involves
distributing the computation between the CPU cores and the
GPU such that the computational load is evenly distributed
between them. In order to determine the amount of work to be
shared between GPUs and CPU cores, we perform empirical
analysis of the GPU implementation and the multicore CPU
implementation. If for a given set of input parameters, K denotes the ratio of total execution time of CPU implementation
and GPU implementation, then the amount of work shared
between CPU cores and GPU to even the computational load
is 1 : K. This means, GPU performs K times more work than
the multicore CPU for a given amount of time. Once we determine the amount of work to be shared between CPU cores
and GPUs, we use the above discussed multicore CPU implementation and the GPU implementation on their respective
share of data.

5. RESULTS
5.1. Model Validation
We validate our 2D model for simulation of CSR effects in
electron beams by comparing our simulation to the only special case for which the exact analytical results are available
– that of a 1D monochromatic rigid bunch. Exact analytical
solutions for the longitudinal and transverse CSR force for a
1D rigid-line bunch study state model is given in [9, 13]. We
benchmark our code against the analytical results described
in [9, 13] for the parameters of the LCLS bend [8]: bend radius R0 = 25.13 m, θb = 11.4◦ , longitudinal rms beam size
σs = 50 µm, emittance ε = 1 nm, total beam charge Q = 1 nC.
From Figure 3 it is evident that both longitudinal and transverse CSR forces computed with our code agree perfectly
with the exact analytical solution.

5.2.

Simulation Performance Analysis

Our numerical simulations were carried out using a cluster of compute nodes with 4 NVIDIA GeForce GTX 480
GPU devices per node. A compute node in the cluster is a
multicore system with two Quad-Cores Intel R Xeon R CPU
E5630 2.53 GHz processors making a total of 8 cores per
node. GeForce GTX 480 is the 11th generation of NVIDIA’s
GeForce GPU units and is based on the Fermi architecture.
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Figure 3: Analytic versus computed effective longitudinal (left) and transverse (right) CSR forces for the LCSL bend [8]: N = 1024000
particles on a 64 × 64 grid, bend radius R0 = 25.13 m, θb = 11.4◦ , longitudinal rms beam size σs = 50 µm, emittance ε = 1 nm, and total
beam charge of Q = 1 nC.
Deposit
Particles
0.70
0.70
0.70

CPU Execution time (sec.)
Compute
Compute
Push
Potential
Forces
Particles
58.04
0.35
2.10
573.87
0.31
2.10
7651.47
0.39
2.10

Table 1: CPU computation time for different stages of the CSR simulation with N = 1024000 particles on various grid resolutions.

Deposit Particles
Compute Potential
Compute Forces
Push Particles
99.96%

99.46%

94.85%

100.0
Percentage of Execution Time

Grid
Resolution
32×32
64×64
128×128

10.0
3.44%

1.0

1.14%
0.57%
0.36%
0.12%

0.1

0.06%
0.03%
0.01%

0.01

Each of the GTX 480 device offers 1.5 GB of on-board memory and 14 Streaming Processors (SMs) with 32 CUDA cores
each. The interconnection between the host and the GPU device is via a PCI-Express Gen2 interface. The algorithms described above were first implemented sequentially in C and
then the parallel implementations (GPU and multicore CPU)
were developed using CUDA 5.0 programming environment.
We use our new model to simulate the collective effects
in electron beam and evaluate the performance of our parallel
implementations on GPUs, multicore CPUs, and hybrid CPUGPU architectures with the results of the sequential execution
running on a standalone desktop machine using one core. All
of the results generated here represent a single timestep of
the entire simulation which often runs for a few hundreds or
thousands of timesteps. Initial conditions for the simulation
are prepared by Monte Carlo sampling of an initial DF of N
particles with a total charge of beam bunch Q = 1 nC.
5.2.1. Limitations of Sequential Simulation
In Figure 4 and Table 1, we show the limitations of sequential CSR algorithm by comparing the execution time
for different stages of the algorithm outlined in Section 3.
for a single timestep. The simulation was performed with
N = 1024000 particles on various grid resolutions. The breakdown of execution time shows that 95 − 99% of the execution
time on every timestep is spent in evaluating the double integral to compute the retarded potentials. We observe that the
computational requirements associated with the evaluation of
the double integral limits the overall performance of the algo-

0.001

32x32

64x64
Grid Resolutions

0.01%

128x128

Figure 4: Percentage of CPU execution time spent by different stages
of the CSR simulation with N = 1024000 particles on various grid
resolutions. (Note: y-axis is shown in log-scale).

rithm in sequential implementation.
5.2.2. Comparative Analysis Across Architectures
In this section, we study the performance results of our
multicore implementations on a standalone desktop machine
with two Quad-Core Intel R Xeon R CPU E5630 processors
with 4 NVIDIA GeForce GTX 480 GPU devices connected to
it via a PCI-Express Gen2 interface. Table 2 presents our results of (a) the multicore CPU implementation running on the
standalone desktop machine using one core, (b) the multicore
CPU implementation using 8 cores, (c) the GPU implementation using one GTX 480 device, (d) the GPU implementation
using 4 GTX 480 device, and (e) the hybrid implementation
using all 8 CPU cores and the 4 GTX 480 devices for different
sets of input parameters. The speedup here is with reference
to the computer-optimized, auto parallelized code running on
a single CPU core of the desktop machine.
Multicore CPU Performance - On the Intel R Xeon R processor with 8 cores, the CSR simulation using all the 8 CPU
cores is up to 7.7 times faster than the computer-optimized,
auto parallelized code running on a single core of the CPU.
Also, we observe that the implementation using multicore
CPU architectures achieves a linear speedup with the num-
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5.2.3. Analysis of Cluster Implementation
In this section, we study the performance of our CSR implementation on a cluster of multicore CPU and GPU architectures. Both of the cluster implementations require every
node in the cluster to operate with maximum resource utilization. For a multicore CPU cluster, this means we consider
each node of the cluster to utilize all the available 8 cores of
the underlying architecture. On the other hand, GPU cluster
implementation considers each host node to utilize all the 4
GTX 480 GPU devices connected to it.
We performed experiments to see the impact on the
speedup with the increase in cluster size. Figure 6 illustrates
the speedup plot for the simulation with 1024000 particles
and on a grid resolution of 128 × 128 and 64 × 64. The
speedup for GPU implementation is evaluated by computing
the total execution time for the cluster implementation against
the time taken by the GPU implementation on a standalone
desktop machine with 4 GPU nodes. Likewise, the speedup
for multicore CPU cluster implementation is with reference
to the multicore CPU implementation on a standalone desktop machine using all the 8 CPU cores. The results for differ-

4
Grid Resolution 128 x 128

Speedup

Grid Resolution 64 x 64

2

1

1

2
Number of GPUs

4

Figure 5: Impact on the speedup of GPU implementation with
1024000 particles with varying number GPU devices on a standalone desktop machine. (speedup is with reference to the GPU implementation using one GPU)
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Figure 6: Impact on the speedup of simulation on a cluster of multicore systems with CUDA-enabled GPUs and multicore CPUs for
1024000 particles with increase in cluster size. (Speedup for GPU
implementation is with reference to the GPU implementation on a
standalone desktop machine with 4 GTX 480 GPU devices. Likewise, the speedup for multicore CPU cluster implementation is with
reference to the standalone multicore CPU implementation executing using all the 8 cores. )
MPI Recieve Results
MPI Send Kernel Data

100

Additional Overhead
Kernel Execution Time
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ber of cores on the desktop machine.
GPU Performance - On a single GTX 480 GPU, the CSR
simulation archives a speedup of over 50. In terms of absolute
performance of multicore implementations, we find that the
GPU implementation of the CSR simulation outperforms the
multicore CPU implementation. We performed experiments
to see the impact on the speedup with the number of GPU devices on a standalone desktop machine with 4 GTX 480 GPU
devices. Figure 5 illustrates the speedup plot for the GPUbased simulation with 1024000 particles and on a grid resolution of 128 × 128 and 64 × 64. The results for different set
of input parameters are consistent with the behaviour shown
in Figure 5. We observe a linear speedup with the increase in
number of GPU devices. However, the number of GPUs that
can be used per node is limited by the hardware capability
of the underlying compute node (or host). We choose to use
the cluster implementation to scale the performance beyond
4 GPU devices.
Hybrid CPU-GPU Performance - The performance of hybrid CPU-GPU implementation is evaluated on a desktop machine using all 8 CPU cores and 4 GTX 480 GPU devices.
The results reported in Table 2 is computed analytically from
the performance of the GPU implementation and the multicore CPU implementation. We observe that the maximum
theoretical speedup that could be obtained using the hybrid
implementation is nearly same as that of GPU implementation using 4 GPU devices. The performance benefit obtained by using hybrid CPU-GPU implementation is negligible when compared against the GPU implementation. Thus
for further analysis we will not consider the hybrid implementation.

10

1

1

2
4
Cluster size (4 GPU devices per node)

8

Figure 7: Split computation time for the GPU implementation with
different number of GPUs for a simulation with 1024000 particles
on a grid resolution of 128 × 128. (Note the log scale of the y-axis).

ent set of input parameters are consistent with the behavior
shown in Figure 6. In the cluster implementation, the overall
execution time is a combination of kernel computation time
(F IRST P HASE and S ECOND P HASE) and the computational
overheads. The overhead includes MPI communication be-
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Number of
Particles
(N)
102400

1024000

4096000

Grid
Resolution
32 × 32
64 × 64
128 × 128
32 × 32
64 × 64
128 × 128
32 × 32
64 × 64
128 × 128

Multicore CPU implementation
Single Core
8 cores
Time(sec.)
Time (sec.)
Speedup
73.5
11.1
6.6
878.5
116.2
7.6
13123.2
1695.3
7.7
58.1
12.7
4.6
573.9
83.9
6.8
7651.5
1000.9
7.6
57.8
11.9
4.9
452.8
66.5
6.8
5307.5
725.3
7.3

GPU implementation on a standalone system with
Single GPU
4 GPUs
Time (sec.)
Speedup
Time (sec.)
Speedup
1.5
49.0
0.7
105.0
16.8
52.3
4.7
186.9
246.8
53.2
68.4
191.9
1.2
48.4
0.6
96.8
11.1
51.7
3.2
179.3
144.1
53.1
40.1
190.8
1.3
44.5
0.6
96.3
9.2
49.2
2.4
188.7
101.4
52.3
27.1
195.9

Hybrid implementation on
multicore CPU with 4 GPUs
Time (sec.)
Speedup
0.7
105.0
4.5
195.2
65.8
199.4
0.6
96.8
3.1
185.1
38.6
198.2
0.6
96.3
2.3
196.8
26.1
203.4

Table 2: Performance results of (a) the multicore CPU implementation running on a standalone desktop machine using one core, (b) the
multicore CPU implementation using 8 cores, (c) the GPU implementation using one GTX 480 device, (d) the GPU implementation using 4
GTX 480 device, and (e) the hybrid implementation using all 8 CPU cores and the 4 GTX 480 devices for different sets of input parameters.

tween the compute nodes, device initialization for the GPU
implementation and so on. Figure 7 shows the split computation time for the GPU implementation with increase in
cluster size for a simulation with 1024000 particles on a grid
resolution of 128 × 128. The results for multicore CPU cluster implementation is consistent with the behavior of GPUimplementation as shown in Figure 7. We observe a nearlinear scaling of kernel computation with the cluster size.
However, the overall performance deviates from the linear
scaling due to the increase in MPI communication overheads
with the number of nodes in cluster. Note that in general the
speedup scales near linearly with the increase in cluster size
until a threshold number of nodes beyond which the performance would degrade due to additional overheads involved.

6.

CONCLUSION

We presented an innovative, high-performance, highfidelity parallel model for simulation of collective effects, including heretofore prohibitive CSR effects, in electron beams
using state-of-the-art multicore systems (GPUs, multicore
CPUs, and hybrid CPU-GPU). This pioneering implementation on different multicore system results in a orders-ofmagnitude speedup over its serial version, thereby bringing the previously intractable physics within reach for the
first time. The parallel algorithm outperforms the compileroptimized sequential simulation and achieves a performance
gain of up to 7.7X and over 50X on the Intel Xeon E5630
CPU and GTX 480 GPU respectively. Furthermore we proposed a technique to scale this algorithm on a cluster of multicore systems. The performance gain of the cluster implementation scales nearly linearly with the cluster size.
The development of this advanced new simulation tool will
enable unprecedented fidelity and precision in studying all
the relevant physics of synchrotron light sources. This will
facilitate a fundamental understanding of the adverse collective effects in these machines and their successful mitigation,
leading to their improved design and operations.
For the society in general, this research is a step forward in
developing ultra-bright light sources which are essential tools

for discoveries and innovations in physical, biological, energy
and medical sciences.
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M. Zubair. High Performance Computing (HiPC),
2013.
[7] M. Borland et al. Nucl. Instrum. Methods Phys. Res. A,
483:268, 2002.
[8] R. Li. Nucl. Instrum. Methods Phys. Res. A, 429:310,
1999.
[9] R. Li. Phys. Rev. ST Accel. Beams, 11:024401, 2008.
[10] R. W. Hockney and J. W. Eastwood. Computer Simulations Using Particles. Institute of Physics Publishing,
London, 1988.
[11] S. Chapra and R. Canale. Numerical Methods for Engineers. 6 edition, 2009.
[12] Y. Derbenev and J. Rossbach and E. L. Saldin and
V. Shiltzev. DESY-Pub-7181, 1995.
[13] Y. Derbenev and V. Shiltsev. SLAC-Pub-7181, 1996.

Page 13

Preparing for Exascale Parallel Mesh Generation
Daming Feng
Computer Science Department,
Old Dominion University
Engineering & Computational
Sciences Bldg, 4700 Elkhorn
Ave, Suite 3300, Norfolk, VA
23529-0162
dfeng@cs.odu.edu

Andrey N. Chernikov
Computer Science Department,
Old Dominion University
Engineering & Computational
Sciences Bldg, 4700 Elkhorn
Ave, Suite 3300, Norfolk, VA
23529-0162
achernik@cs.odu.edu

ABSTRACT

In this paper, we propose a refactored mesh generation
approach based on the Parallel Optimistic Delaunay
(PODM) image-to-mesh conversion codes. Our refactoring
addresses on memory management, load balancing and
poor elements management, which are the most important
issues in parallel mesh generation algorithms. After the
refactoring our Refactored PODM (R-PODM) method
keeps the functionality and behaviors as that of PODM, and
its performance is comparable to the original PODM for
single or medium number of cores. And it can be used as
the basic (key) mesh refinement component in a hybrid,
multi-layered parallel mesh generation architecture
targeting on delivering concurrency on supercomputers
with massive number of cores.
Author Keywords

Parallel Mesh Generation; Code Reuse; Code Refactoring;
High Performance Computing.
INTRODUCTION

As modern supercomputers integrate more and more
processors (a processor may contain more than one physical
core) into a single system as well as the available memory
space, a large number of dedicated processors work
together to complete highly computation intensive tasks.
The dynamic and irregular communication nature of
unstructured mesh determines that parallel Delaunay mesh
generation codes are among the most complex, challenging,
and labor intensive to develop. The length of research and
development cycle for industrial strengthen codes often
takes tens of years or more [1]. Therefore, the rewriting of
new parallel mesh generation codes targeting on
supercomputers is extremely expensive. Code reuse
addresses on taking advantage of the ever evolving
sequential and parallel meshing libraries, and is considered
to be a suitable solution to reduce the time and labor for
developing new mesh generation approaches. The most
popular code reuse technique is Code Refactoring. Code
Refactoring makes a series of changes to the internal
structure of software to make it easier to understand and
cheaper to modify without changing its observable
behavior.
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In this paper, we utilize the code refactoring technique to
restructure the Parallel Optimistic Delaunay (PODM)
image-to-mesh conversion codes [2, 3] and proposed the
Refactored PODM (R-PODM) method that:


keeps the functionality and behaviors as that of
PODM, and its performance is comparable to the
original PODM for single or medium number of
cores.
 can be easily used as the basic mesh refinement
component in a hybrid, multi-layered parallel mesh
generation architecture targeting on delivering
concurrency on supercomputers with massive
number of cores.
Parallel Delaunay mesh generation methods decompose
the original mesh generation problem into smaller
subproblems which are solved (meshed) in parallel using
multiple cores or threads [4]. A parallel Delaunay mesh
generation procedure begins with the construction of an
initial mesh, and then refines this mesh in parallel by
multiple cores or threads until all the elements in the mesh
conform to the quality and other criteria. A traditional
parallel Delaunay mesh generation algorithm proceeds as
the following three steps:




Construct an initial mesh
Decompose the initial mesh into N (N>=2)
submeshes.
Distribute the submeshes to different cores or
threads of a multi-core machine, refine the mesh in
parallel, and stop when the quality and other criteria
met.

The construction of an initial mesh is the basis and starting
point for the following parallel procedures. In most of
parallel mesh generation algorithms this initial mesh is
generated sequentially. There is a tradeoff between the
available concurrency and sequential overhead: the initial
mesh should (is required to) be a sufficiently dense mesh to
make sure enough concurrency for the following parallel
refinement step; however, the construction of initial mesh
increases the sequential processing time.
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PODM is a tightly-coupled parallel optimized Delaunay
mesh generation algorithm that reduced the time of this
sequential construction step. The sequential construction of
initial mesh only involves the triangulation of the virtual
bounding box, i.e. the sequential creation of the first 6
tetrahedra of the box. Right after the construction of these 6
tetrahedra, the parallel mesh refinement procedure started.
The sequential overhead of constructing initial mesh, i.e.
creation 6 tetrahedra, can be ignored compared to refining
billions of elements in the following parallel procedure.
Taking advantage of this, the construction of the initial
mesh can be parallelized.
We ran a set of experiments to test the performance of our
R-PODM method. The experimental results depict that our
R-PODM appraoch keeps the same performance and
behavior as that of PODM, and generates the mesh with the
same quality and fidelity guarantees after the refactoring
and optimization.
BACKGROUND AND RELATIVE WORK

It is rather challenging and time consuming to develop a
mesh generation code from scratch. Code reuse allows
taking advantage of the ever evolving basic sequential or
parallel mesh generator libraries which are now mature and
highly optimized, such as Triangle [5] and Tetgen [6].
Generally, code reuse methods in mesh generation can be
divided into categories: Directly Code Reuse and Code
Refactoring. Directly code reuse is to utilize the state-ofthe-art mesh generation libraries without any modifications.
In [7] the authors present a Parallel Delaunay Domain
Decoupling (PD3) method. The PD3 is based on the idea of
decoupling the individual subdomains so that they can be
meshed independently with zero communication and
synchronization by reusing the existing state-of-the-art
sequential mesh generation codes. It achieves 100% code
reuse by providing the ability to use the best sequential
Delaunay mesh generators with no modifications. In order
to achieve 100% code reuse and eliminate the
communication and synchronization costs, a proper
decomposition that can decouple the mesh is required.
However, the construction of such a decomposition that can
properly decouple the mesh is an equally challenging
problem because its solution is based on Medial Axis [8, 9]
which is very expensive and difficult to construct (even to
approximate) for complex three dimensional geometries.
Most of the cases, the mesh generation codes cannot be
directly used without any modification. Code refactoring is
another level of code reuse that is to restructure software by
applying a series of refactorings without changing its
observable behaviors.
An idea of updating partition boundaries when inserted
point happen to be close to them was presented in [10] as a
Parallel Constrained Delaunay Meshing (PCDM) algorithm.
In PCDM, the edges on the boundaries of submeshes are
fixed (constrained), and will be included in the final mesh.

If a new point encroaches upon a constrained edge
according to Shewchuk’s diametral lenses detection [11],
another point is inserted in the middle of this edge instead.
As a result, a “split” message is sent to the neighboring
processor, notifying that it also has to insert the midpoint of
the shared boundary edge. This approach requires the
construction of the separators that will not compromise the
quality of the final mesh. This method permits to reuse
sequential code to a limited degree (not 100%), since one
has to handle “split” messages.
The key point of code reuse is the selecting of the existing
mesh generator since it determines the quality of elements
in mesh. Generally, they are (1) sequential, (2) state-of-theart and (3) PLC-based mesh generators. (1) and (2) make
these mesh generators can be easily reused with no or little
modification. The challenge of (3) is that the success of
meshing depends on the quality of the given PLC [12-14].
These properties make them be easily to reuse to process
simple geometries, but lack of the ability to produce meshes
from complex geometries represented by three dimensional
volumetric images, for example, the multi-tissue medical
MRI or CT images.
In [15], the authors presented a multi-layered mesh
generation approach that would be capable of delivering
and sustaining massive number of concurrent work units.
They proposed a new evolutionary path for developing
multi-layered parallel mesh generation codes capable of
increasing the concurrency of the “state-of-the-art” parallel
mesh generation methods by at least 10 orders of
magnitude. PODM is aggressive in leveraging parallelism
at the cost of run-time checks for data dependencies, and
shows good scalability on supercomputers while using
medium number of cores (around 100). PODM becomes a
strong candidate to be reuse in a hybrid, multi-layered
parallel mesh generation algorithm to leverage concurrency
at different granularity levels on super computer with
massive number of cores. However, PODM is not ready yet
and cannot be directly used as a “Blackbox” to such a
hybrid parallel mesh generation algorithm. In the next
section, we will describe the R-PODM approach that can be
easily used in a hybrid mesh generation algorithm.
PODM is an isosurface-based I2M conversion mesh
generator, which can generate mesh from complex 3D
images with quality and fidelity guarantees, and show good
scalability on supercomputers while using medium number
of cores (around 100). These advantages make PODM
becomes a strong candidate to be reuse to generate high
quality and fidelity meshes for complex 3D images on
supercomputers with massive number of cores. However,
PODM is not state-of-the-art mesh generator and itself is
parallel which takes more challenges when we want to
refactor it without undermining its performance. In this
paper, we refactored PODM and proposed a Refactored
PODM (R-PODM) method that:
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keeps the flexibility of tightly coupled
communication pattern interior R-PODM;
supports the partially coupled communication
pattern between any two nodes as PDR;
guarantees the generated mesh with the same
quality and fidelity as PODM;
maintains the same concurrency as that of PODM;
and is easy to use for researchers (engineers) with
little or no good background of parallel mesh
generation to generate mesh with high quality and
fidelity.

CODE REFACTORING IMPLEMENTATION

The key words here is how we can ‘utilize’ the current
parallel mesh generation approach. We utilize the
refactoring and optimization techniques to reactor the
PODM code to make it easy use as the state-of-the-art
“Blackbox”. Our refactoring involves in memory
management, load balancing and poor elements
management.
Memory Management

Mesh generation is a memory intensive process, which
triggers frequent memory management (allocation and
deallocation) operations. In parallel mesh generation,
memory allocation and deallocation requests from different
threads need to be synchronized inside the system’s
memory allocator. Such contention lead to severe
performance deterioration for Delaunay mesh generation
approaches which require frequent memory management
operations. Besides, in distributed shared memory (DSM)
systems, memory is physically distributed among all cores
and it is accessible to and shared by all cores. As a result,
the memory access times, the amount of time required for a
core to read or write data from a certain memory block, are
different or non-uniform and depends on the distances
(hops) from the core to the memory block. A remote access
takes more time than that of a local access.
In our implementation, we use Local Memory Pool (LMP)
to remedy the memory operation contention. Each thread Ti
reserves a memory pool from its local memory. The
memory pool of each thread is private to that thread. This
local memory pool is used to store elements created during
the refinement. A thread Ti is not allowed to allocate
memory from another thread Tj’s local memory pool. When
a tetrahedron is created by Ti, Ti allocates the memory space
for the tetrahedron from its own local memory pool instead
of directly allocating the memory space from memory of
system. Therefore, a thread can allocate memory space
from its own local memory pool without synchronization
with other threads. Several threads can do the memory
allocation simultaneously. This is to reduce synchronization
overhead caused by the contention of memory allocation or
deallocation by system’s memory allocator.

After a thread Ti gets a poor element and refine it, the
newly-created elements will be in Ti’s memory pool. In
other words, no matter where the poor element is, in its own
poor elements list or in poor elements list of another thread,
the newly-created elements will be on the local memory of
Ti, i.e. the memory pool of thread that create these new
elements. This is to reduce memory latency and increased
data locality.
Load Balance

The load balancing problem for a parallel unstructured
mesh generation algorithm is difficult due to the irregular
communications and unpredictable computational behaviors
during the mesh procedure. The workload balance among
the threads is an important factor that affects the
performance of a parallel mesh generation approach. In
PODM, a global load balancing list is used to distribute
work among all threads.
Each R-PODM is treated as a computational node and
contains a certain number of threads and maintains a local
load balancing list. This local load balancing list stores the
IDs of threads that belong to this node whose poor element
list is empty. When a thread Ti runs out of work (its PEL is
empty), it will push back its ID to the local load balancing
list and start busy-waiting. A thread Tj, each time it creates
new elements, checks the load balancing list and adds
newly created poor elements to the PEL of the first thread
in the load balancing list. The local load balancing list of
each node is used to spread and distribute the work among
threads, to minimize the load imbalance, and to reduce the
idle time of each thread that belong to the node. In other
words, the local balancing list is used to make sure the work
load balancing interior the node.
The inter-Blackbox load balancing problem is out of scope
of this paper. An approach called over-decomposition [7,
16], which partitions the mesh to much more subdomains
than the number of threads (nodes for our case), has proved
to be an effective method, and can be used to alleviate the
inter-Blackbox load imbalancing problem.
Poor Element Management

In PODM, the working region is the whole image, and more
precisely the operations of inserting new points are
confined by the bounding box of the image, i.e. the
insertion of a new point is either inside the bounding box or
on the face or edge of it. When a point p is outside the
bounding box, a projection rule will be triggered and
another point that is the projection of p on the bounding box
is inserted instead. See [17] for details. Each thread Ti
maintains its own Poor Element List (PEL). PELi contains
the poor elements that violate the Delaunay refinement
rules and need to be refined by thread Ti. If PELi is not
empty, Ti will get the first element in the list, compute the
cavity, delete the tetrahedra in the cavity, and create new
tetrahedra according to the Bowyer-Watson kernel [18,19].
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Figure 2. A simplified two dimensional illustration of
propagation error during the refinement procedure.
For our R-PODM, the working region is a subdomain
instead of the whole image; besides, the subdomain is a
data subdomain, i.e., there is no constrained boundary of
the subdomain that will be appeared in the final mesh. The
boundary of the subdomain is only a ‘virtual box’ that is
used to classify whether the element is inside the
subdomain, i.e. the circum-center of this element is inside
the subdomain, or not. If an element is inside the
subdomain, it will be refined by the node that is responsible
to this subdomain. Otherwise, it should be considered as the
poor element of the neighbor subdomain that it resides in,
and be refined by another node that is working or will work
in the subdomain. If we only use one kind of poor elements
list as that in PODM, our implementation will suffer the
performance degradation caused by invasion phenomenon.
Figure 2 is a simplified two dimensional diagram that
depicts how the invasion phenomenon happens during the
refinement procedure. The element e0 (the green dash line
triangle) is a poor element that intersects the partition
boundary of subdomain S1 and S2. According to the position
of its circum-center p, it belongs to the subdomain S1, and
needs to be refined by the node N1 that is working on S1.
During the refinement procedure, the circum-center p of e0
is inserted, and e0 is deleted.
According the refinement rules and Delauany properties,
the new elements e1 and e4 are poor elements that need to be
further refined. Thus, these two poor elements are added to
the poor elements list of the node that is current working on
S1, i.e. N1, for further refinement. When e 1 is refined, its
circum-circle (circum-sphere actually in our 3D
implementation) includes elements e4, e5 and e1 itself, i.e.,
they are included in the cavity of e1 during the cavity
expansion. Thus, elements e4, e5 and e1 are deleted and new
elements are created. These newly created elements that
violate the refinement rules and Delaunay properties are
poor elements, and will be go on adding to the poor
elements list of N1. However, the elements e4, e5, e1 and the
newly created elements based on them are in the subdomain

S2. This invasion propagates with the iteration of adding
new elements to the poor elements list and getting elements
from poor elements list for refinement. Finally, N1 might
refine the elements of a region which is much larger than
that it should be, i.e., subdomain S 1. In the worst case, N1
will do all the refinement work for the whole image. This
will lead to severe performance degradation of the hybrid
parallel algorithm since only parts of the cores (nodes) do
useful work and others are just idling.
In our implementation, two kinds of poor elements list are
needed to eliminate the invasion phenomenon mentioned
above: each node has a poor elements list, called Current
Working PEL and each subdomain has a poor elements list,
called Block PEL. The current working list contains the
thetrahedra that violate the refinement rules and need to be
refined by the node. The Block List is the container of each
subdomain to store the poor elements that are inside this
domain.
EXPERIMENTAL RESULTS

In this section, we do comprehensive experimental
evaluations to test the performance and behavior of our RPODM algorithm. We ran two sets of experiments. A set of
sequential experiments were performed to estimate and
compare the single-threaded performance of PODM and
our R-PODM algorithm. A set of parallel experiments were
performed on a cc-NUMA architecture supercomputer to
assess the scalability of R-PODM, i.e. the ability that it can
achieve the speedup proportional to the number of cores.
The goals of these two sets of experimental evaluations are
to depict that R-PODM keeps the same performance and
behavior as that of PODM, and generates the mesh with the
same quality and fidelity guarantees. The third set of
experiments was a hybrid approach of R-PODM and PDR.
Our R-PODM approach enables this hybrid algorithm to
leverage concurrency at different granularity levels, i.e.
coarse-grain of parallelism at the subdomain level, and finegrain at the element level interior each subdomain.
Experiments Setup

The input images we used in our experiment are from two
different laboratories. The CT abdominal atlas was obtained
from IRCAD Laparoscopic Center, and the other two
images, Ball Object is the image containing a ball inside
and CT head-neck atlas were obtained from Brigham &
Women’s Hospital Surgical Planning Laboratory.
We ran R-PODM on two different platforms to test its
behavior and performance. Our sequential experiments
were performed on Intel® Core™ i7-2600 CPU@ 3.40GHz
processor with 16 GB installed memory. Our parallel
experiments were performed on Blacklight [20], the cachecoherent NUMA shared memory machine in the Pittsburgh
Supercomputing Center. Blacklight is a cc-NUMA sharedmemory system consisting of 256 blades. Each blade holds
2 Intel Xeon X7560 (Nehalem) eight-core CPUs, for a total
of 4096 cores across the whole machine. The 16 cores on
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each blade share 128 Gbytes of local memory. One
individual rack unit (IRU) is consisting of 16 blades and
256 cores. The 16-port NL5 router is used to connect blades
located internally to each IRU. Each of these routers
connects to eight compute blades within the IRU. The
remaining eight ports of the internal router are used to
connect to other NL5 router blades [21]. The total 4096
cores have 32 TB memory.
Sequential Experiments

We ran a set of sequential experiments to test the singlethreaded performance of R-PODM approach. Although we
modify the Load Balancer, add new rules and new Poor
Element List structures in R-PODM to make it convenient
to integrate to a hybrid parallel architecture, we present in
this section that all these changes do not undermine the
performance of it. It still keeps the best single-threaded as
that of PODM with the same quality and fidelity
guarantees. The input images we used are the ball object
and head-neck atlas. Because of the irregular nature of
unstructured mesh, it is difficulty and almost impossible to
exactly create the same number of elements in the
experiments even using the same bounds for elements. In
our experiments, we measure the number of elements
(tetrahedra) generated every second.
Table 1 depicts the single-threaded performance of both
PODM and R-PODM. We report the number of elements
created per second by single-threaded PODM and singlethreaded R-PODM. We make the problem size, i.e. the
number of elements, fixed to about 10.8 million for the two
inputs. From Table 1, we can see that the performance of RPODM keeps exactly the same as that of PODM for both of
the two images. In fact, other input images that we tried in
the experiments show the similar results for both
approaches.
PODM
Ball Object
Head-neck atlas

R-PODM
5

2.601×105

3.075×105

3.076×105

2.607×10

Table 1. Single-threaded performance of PODM and RPODM. It computes the number of elements created per
second
Parallel Experiments

A practical way to evaluate the scalability and performance
of a parallel approach and algorithm is to scale the size of
the problem in proportion to the number of cores used,
which is called weak scaling performance [22, 23]. In this
section, we present the weak scaling performance of our RPODM algorithm as well as the weak scaling performance
of PODM for comparison. The input image we used in our
experiment is the CT abdominal atlas obtained from
IRCAD Laparoscopic Center. We executed both R-PODM
and PODM on Blacklight, using 1 to 64 cores. In the weak
scaling case, the number of elements per thread (we use one
thread per core) remains approximately constant. In other
words, the problem size (i.e. the number of elements

created) is increased proportionally to the number of
threads. Across the runs, we keep the basis problem size
roughly 10.8 million per thread, and create about 744.1
million elements on 64 cores.
There are two key metrics to evaluate the scalability and
performance of parallel algorithms : Speedup and
Efficiency. In the previous work [2, 3], it was presented that
the single-threaded performance of PODM is better than
that of CGAL and Tetgen, the state-of-the-art sequential
open source mesh generation libraries. As illustrated in the
table, our R-PODM maintains the same performance as that
of PODM. We claim that R-PODM still keeps the best
single-threaded performance, i.e. it is the fasted sequential
mesh generation algorithm so far, and can be used as a
reference to test the scalability of any parallel mesh
generation algorithm.
Threads

1

16

32

64

Elements (m)

10.8

172.2

349.3

744.6

Time(s)

94.45

84.04

95.10

102.72

Eles / Second

0.114

2.50

3.67

7.25

Speedup

1.00

17.91

32.12

63.39

Efficiency

1.00

1.12

1.00

0.99

Table 2. Weak scaling performance of R-PODM on 1 to 64
cores on Blacklight. We report the number of elements created
per second by single-threaded R-PODM as a reference to
compute the speedup for multi-threaded R-PODM.

As we did in the sequential experiments stated above, we
measure the number of elements (tetrahedra) generated
every second. We have presented that R-PODM maintains
the best single-threaded performance as PODM compared
to the previous and current sequential mesh generation
algorithms. Therefore, we use the sequential R-PODM
elements rate, i.e. the number of elements generated per
second by single-threaded R-PODM, as a reference when
we compute the speedup and present the performance of
multi-threaded R-PODM. See table 2 for details.
Table 2 depicts that R-PODM scales very well when the
sequential R-PODM elements rate is used as a reference. It
creates the same number of elements using almost the same
amount of time. The speedups of R-PODM as well as
PODM are actually superlinear for up to 32 cores on
Blacklight. The reason is the fact that Blacklight is the
cache-based system which will copy and reuse contiguous
blocks of data in memory to cache to reduce the memory
latency. Although the speedups are not superlinear for 64
cores because of the increased communications among
threads for load balance and synchronization, the speedups
are still linear as those of PODM.
One of the advantages of R-PODM is that it can be easily to
use as the mesh generator to construct the initial mesh in
parallel instead of doing it sequentially, and reduce a huge
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amount of sequential overhead. For example, assume we
have a high resolution three dimensional image and need to
generate trillions of elements, and assume we need an initial
mesh of 750 million elements. According to the results
presented in Table 2, the initial mesh can be created in
around 100 seconds if we run R-PODM with 64 cores on
Blacklight to do this in parallel. However, if we do this
initialization sequentially, it will take more than 6,000
seconds to finish it even if we use the fasted sequential
mesh generator, which is the single-threaded PODM.

Besides the performance, R-PODM and PODM keep the
same behaviors during the procedure of refinement. As the
problem sizes are the same for both approaches, the cavities
that are created during the procedure of refinement are the
same. Besides, they perform the same number of successful
operations for each number of cores from 1 to 64. Figure 4
exhibits the range of the size of the cavity, i.e. the number
of poor elements contained in a cavity. The subplot above
depicts the range of the size of cavity of R-PODM while the
subplot below illustrates that of PODM. The plots exhibit
that the range of the size of the cavity of both methods is
almost the same. Most of the cavities created during the
refinement contain 5 to 30 of poor elements. The number of
cores is 32 and other core count exhibit the same similarity.

Figure 3. Work load balancing interior “Blackbox” (RPODM) that contains 16 Blacklight cores. We report the
number of elements created by each of the 16 threads
(cores).
The load balancing problem for a parallel unstructured
mesh generation algorithm is difficult due to the irregular
communications and unpredictable computational behaviors
during the mesh procedure. The workload balance among
the threads (nodes) is an important factor that affects the
performance of a parallel mesh generation approach. In our
implementation, we use a local load balancing list to
guarantee the work load balance interior of each R-PODM.
Figure 3 illustrates the work load balancing interior RPODM that contains 16 Blacklight cores. For mesh
generation, the work load is in fact the elements generated
during the refinement procedure. We report the number of
elements created by each of the 16 threads (cores).
Although the load balance in Figure 3 is not perfect, it is
very good. Our R-PODM keeps the tightly-coupled
communication pattern as that of PODM. A thread has the
freedom to work in any part of the subdomain. It may
communicate with any other thread in any time during the
refinement to exploit the any possible parallelism. Thus, the
implementation of a perfect load balancing strategy for our
tightly coupled parallel mesh generation algorithm with
highly flexible communication pattern is just a dream. We
claim that the load balance exhibits in Figure 3 is the best
we can do to our knowledge.

Figure 4. The range of the size of cavity, i.e. the number
of poor elements contained in the cavity. The subplot
above depicts the range of the size of cavity of R-PODM
while the subplot below illustrates that of PODM
CONCLUSION

In order to reduce the labor and time for developing new
mesh refinement code, and take full advantage of the ability
of modern supercomputers, we are willing to utilize the
current parallel image-to-mesh conversion approach,
PODM, to develop multi-layered parallel mesh generation
algorithm which can be used to achieve unprecedented
concurrency for supercomputers with massive number of
cores. In this paper, we presented a refactored parallel
optimistic Delaunay image-to-mesh conversion approach,
R-PODM. Our refactoring and optimization involves in
memory management, load balancing and poor elements
management. Our Refactored PODM (R-PODM) method
keeps the functionality and behaviors as that of PODM, and
its performance is comparable to the original PODM for
single or medium number of cores. Most importantly, it can
be used as the parallel mesh generator in a hybrid, multilayered parallel mesh generation architecture targeting on
delivering concurrency on supercomputers with massive
number of cores.
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We ran a set of experiments to test the performance of our
R-PODM method. One set of experimental results depict
that our R-PODM approach keeps the same performance
and behavior as that of PODM, and generates the mesh with
the same quality and fidelity guarantees after the refactoring
and optimization.

REFERENCES

1. Distene SAS http://www.meshgems.com/company.html
accessed July 13, 2013
2. Foteinos P., Chrisochoides N. (2014) High Quality
Real-Time Image-to-Mesh Conversion for Finite
Element Simulations, Journal on Parallel and
Distributed Computing, 74, (2), pp. 2123-2140.
3. Foteinos P., Chrisochoides N. (2013) High Quality
Real-Time Image-to-Mesh Conversion for Finite
Element Simulations. Proc. ACM International
Conference on Supercomputing, pp. 233-242
4. Chrisochoides N. (2005) Parallel Mesh Generation
(Springer-Verlag, 2005)
5. Shewchuk J. R. (1996) Triangle: Engineering a 2D
Quality Mesh Generator and Delaunay Triangulator, in
Lin, M.C., and Manocha, D.: ‘Applied Computational
Geometry: Towards Geometric Engineering’ SpringerVerlag, pp. 203-222
6. Si H. http://wias-berlin.de/software/tetgen/ accessed
Dec. 15, 2013
7. Linardakis L., Chrisochoides N. (2006) Delaunay
Decoupling Method for Parallel Guaranteed Quality
Planar Mesh Refinement, SIAM Journal on Scientific
Computing, 27, (4), pp. 1394-1423
8. Armstrong C., Robinson D., McKeag R., Li T., Bridgett
S., Donaghy R., MCGleenan C. (1995) Medials for
meshing and more. Proc. 4th International Meshing
Roundtable, Sandia National Laboratories, pp. 277-288
9. Gursoy H. N., Patrikalakis N. M. (1992) An automatic
coarse and fine surface mesh generation scheme based
on medial axis transform: Part I algorithms, Engineering
With Computers, 8, pp. 121-137
10.Chew L. P., Chrisochoides N., Sukup F. (1997) Parallel
Constrained Delaunay Meshing. Proc.
ASME/ASCE/SES Summer Meeting,Special
Symposium on Trends in Unstructured Mesh
Generation, pp. 89-96
11. Shewchuk J. R. (1997) Delaunay Refinement Mesh
Generation. PhD Thesis, Carnegie Mellon University

ACKNOWLEDGEMENT

We thank systems group in the Pittsburgh Supercomputing
Center for their great help and support. We especially thank
Panagiotis Foteinos for many insightful discussions. This
work is supported in part by NSF grants: CCF-1139864 and
CCF-1439079 and by the Richard T.Cheng Endowment.
The content is solely the responsibility of the authors and
does not necessarily represent the official views of the NSF.
12.Shewchuk J. R. (1998) Tetrahedral mesh generation by
Delaunay refinement. Proc. Proceedings of the 14th
ACM Symposium on Computational Geometry, pp. 8695
13.Chernikov A., Chrisochoides N. (2011) Multitissue
tetrahedral image-to-mesh conversion with guaranteed
quality and fidelity, SIAM Journal on Scientific
Computing, 33, pp. 3491-3508
14.Si H. (2010) Constrained Delaunay Tetrahedral Mesh
Generation and Refinement, Finite Elements in Analysis
and Design, 46, pp. 33-46
15.Chrisochoides N., Chernikov A., Fedorov A., Kot A.,
Linardakis L., Foteinos P. (2009) Towards exascale
parallel Delaunay mesh generation. Proc. International
Meshing Roundtable, pp. 319-33
16.Linardakis L., Chrisochoides N. (2008) Graded
Delaunay Decoupling Method for Parallel Guaranteed
Quality Planar Mesh Generation, SIAM Journal on
Scientific Computing, 30, (4), pp. 1875-1891
17.Foteinos P., Chernikov A., Chrisochoides N. (2014)
Guaranteed Quality Tetrahedral Delaunay Meshing for
Medical Images, Computational Geometry: Theory and
Applications, 47, (4), pp. 539-562
18.Bowyer A. (1981) Computing Dirichlet Tesselations,
Computer Journal, 24, pp. 162-166
19.Watson D. F. (1981) Computing the n-dimensional
Delaunay Tesselation with Application to Voronoi
Polytopes, Computer Journal, 24, pp. 167-172
20.Blacklight. https://portal.xsede.org/web/xup/pscblacklight
21.(2011) SGI® Altix® UV 1000 System User’s Guide
22.Gustanfson J. L., Montry G. R., Benner R. E. (1988)
Development of Parallel Methods for a 1024-processor
Hypercube, SIAM Journal on Scientific and Statistical
Computing, 9, (4), pp. 609-638
23.Grama A., Gupta A., Karypis G., Kumar V. (2003)
Introduction to Parallel Computing (Addison Wesley,
2003

Page 20

Initial Investigations of CoMD on Tightly Coupled Heterogeneous Platforms
Issakar Ngatang, Masha Sosonkina
Department of Modeling, Simulation
and Visualization Engineering
Old Dominion University
Norfolk, VA 23529
Email: {ingat001, msosonki}@odu.edu
Keywords: Molecular dynamics, HPC, Hybrid parallel
model, MPI/OpenMP, heterogeneous domain decomposition

Abstract
High Performance Computing (HPC) is constantly moving,
taking along with it, science fields such as Chemistry,
Biology, and Physics. These fields depend on HPC as their
solutions are implemented to run on HPC environments. With
this evolution, applications are called to follow. Presented
in this paper is a domain decomposition technique for a
Molecular Dynamics applications on heterogeneous HPC
environments. The method presented splits the simulation
domain into heterogeneous sub-domains, according to a
weight assigned to each process, representing its computing
capability. The method yielded a substantial performance
gain compared to a homogeneous decomposition.

1.

INTRODUCTION

Molecular Dynamics (MD) is a field of physical sciences
involving the study of the dynamics of a system of particles.
A certain number of particles interact with each other,
attracting or repulsing their neighbors. Some particle systems
are purely homogeneous, and some heterogeneous, featuring
more than one type of particles. MD simulations are used
across disciplines of science such as chemistry, material
sciences, and biology to name a few [4]. MD simulations
often involve a high volume of particles making them
difficult to deal with. It is very common to use a computer
simulation to study these systems, but it is also possible to
build a physical system for an MD simulation. The later is
very cumbersome due to the number of particles to track
and manipulate. For this reason, scientists will rather use a
computer simulation. The number of particles to simulate
still a problem even for computer simulations, but this time
the resources such as computer performance or memory
capacity are put to the test. To successfully simulate large
systems, the best bet is to use parallel applications which
will be run on High Performance Computing (HPC) cluster
computers. In these simulations, memory and performance
concerns are shared among computing units. The advantage
with HPC clusters is the capability of scaling to billions of
particles, but this advantage comes with price: dealing with

distributed parallel applications is not as easy as it is with
serial applications. There are a lot of things to consider.
Among them are questions like how to share the work
among processes? How to combine the different parts of the
simulation when needed? What paradigm to use?
The advances of HPC have improved computer
applications. More and more, science can go an extra mile
in finding new discoveries. This is thanks to both software
(computer applications) and hardware components. The two
are evolving close to each other and both contribute to the
advance of science. Moore’s law is an observation made in
the seventies by Gordon Moore, co-founder of Intel, stating
that the number of transistors (therefore speed) on a CPU will
double every two years [1]. This law seems to have reached
its limits sometime around 2010 [1]. Before then, computer
applications did not need to be improved with regard to the
CPU architecture in order to achieve better performance.
Just running the same program on a faster computer was
enough. This is not the case nowadays. CPUs have more
than a single core, and different complex architectures to
achieve better performance than earlier CPUs. Computer
applications have to be adapted to these architectures in order
to maximize performance. For this reason, new architectures
have to be co-designed with the new algorithms [15]. The
ExMatEx co-design Department of Energy center [5] is
dedicated to provide proxy applications, domain-specific
simple self-contained exhibiting major building blocks of
original applications, to co-design applications with new
architectures being developed, in getting ready for future
exascale computers.
CoMD is an MD proxy application [4, 11], part of
the Mantevo [7] project at Sandia laboratories. CoMD is
distributed in several implementations in C programing
language, including serial, strictly distributed-memory
parallel with MPI and hybrid distributed/shared memory
parallel with MPI and OpenMP [3]. Both strictly distributed
memory and hybrid implementations feature a domain
decomposition that splits the problem domain into as many
equal sub-domains as the number of MPI processes. This
decomposition is done with no regard to the capability of
nodes on which the MPI processes are being run. This
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is perfect for clusters with homogeneous nodes. In the
case where the nodes are heterogeneous, this can lead to
a considerable performance overhead. Evolution of cluster
computers in the past years has introduced heterogeneity
into nodes by adding co-processors such as the Intel MIC
[9], or using Graphical Processing Units (GPU) for general
purpose computations [19]. With these architectures, the
number of core per node is increased, but the performance
of different types of cores varies greatly. This is not good
for even-domain decompositions as the one featured in
CoMD. With these architectures, only CPUs can be taken
into account to have a decent performance, and have the
co-processors help their hosts by running threads. It is
not evident to run MPI processes on all types of nodes
with an even decomposition. Some clusters, even if not
equipped with co-processors can still feature heterogeneity.
They can have nodes with different type of CPUs with
different architectures. In this case it is also difficult to
achieve good performance with the domain decomposition
featured in CoMD. This work tries to address this issue
for 1D simulation spaces. It splits the domain into as many
sub-domains as the number of MPI processes, but considers
the capability of the processors hosting MPI processes.
The remainder of this paper is organized as follows: a brief
literature review is presented in Section 2. A description of
CoMD implementation in Section 3. Section 4. presents an
in depth description of the proposed domain decomposition
strategy. Performance evaluation is done in Section 5. and
finally a conclusion and future work in Section 6.

2.

RELATED WORK

Previous work on domain decomposition(DD) from
different authors have for objective to balance workload
among different processes. Most works found focused on
load balancing with regard to the number of processes in
an evenly manner. Nyland et al. explored four strategies to
dynamically re-arrange sub-domains, every new cycle for an
MD simulation [14].The first strategy, Uniform Geometric
Decomposition, simply divides the simulation space in two
halves until the number of sub-domains reaches the number
of MPI processes. The second DD strategy is the Orthogonal
Recursive Bisection Decomposition (ORB). The ORB they
presented was based on ORB decomposition encountered in
some N-body simulators but added space decomposition to
workload decomposition. The strategy recursively splits the
longest dimension by placing a planar boundary such that
half of the atoms are on one side and half on the other
[14]. This is also done until the number of sub-domains
reaches the number of processes. The third DD is the Pairlist
decomposition, which decomposes the pair-list among
processes, as non-bonded work in MD simulators is directly
proportional to the number of entries in the pair-list [14].

The final DD is Spacial Pairlist Decomposition. It remedies
to a locality problem found in the Pairlist decomposition.
The Spacial Pairlist Decomposition adds a pair-list spacial
decomposition to the Pairlist DD. Zhakhoavskii et al.
present a dynamical DD in [20], MPD3 , allowing dynamic
resizing of the sub-domains after each cycle to balance load
based on node computing capability. Their work had for
objective to constantly adapt the work distribution among
available computing resources. This is useful in cloud
computing environments, as the resource availability can
be time dependent. Dynamic-domain-decomposition parallel
molecular dynamics [18] is another work that dynamically
resizes the sub-domain but here, attention is given to
the workload in terms of number of atoms. The method
involves splitting the simulation space into sub-domains
using hierarchical levels of order of the simulation space
dimensionality. The load is equally distributed. Koradi et
al. presented a point-centered DD [10]. A central point is
chosen for each sub-domain and then atoms are assigned
to the sub-domain by evaluating their distance to the center
point. For each atom, the closest center point is chosen as
sub-domain center point. This method also equally balances
the load among different processes. Hess et al. present
a DD implemented in GROMACS [8]. The eighth shell
method [8] is based on previous work by Liem et al. The
implementation in GROMACS allows dynamic resizing of
the processes sub-domains at each cycle. All these works
have one goal, effectively share the simulation space among
available processes. They do so by choosing how to balance
the load. Most of them focus on equal distribution among
processes but two ([20, 8]) share the load in a heterogeneous
fashion. Both [20] and [8] have to constantly check for
balance by evaluating capability of processors, calculating
time spent in the previous cycle and then re-size boundaries
for the next cycle. [20] is intended for the environments
that are constantly changing like the Grid. This can affect
communication, as atoms not belonging to the current process
due to boundary change and atoms movement during the
simulation have to be sent to their rightful owners. The work
presented in this paper takes out the dynamical update on
boundaries, as it is intended for tightly coupled environments
- closely located as opposed to distributed across networks
environments like the Grid. It minimizes communication
overhead due to changes in the boundaries. This work is
an extension of authors previous work on CoMD [13]. In
[13], the objective was to reduce communication overhead
through buffer handling/communication overlapping. The
work provided ways to hide the buffer operations, such
as loading and unloading, under communication operations.
The current work is taking that previous work a step
further by generalizing the work-sharing to tightly coupled
heterogeneous platforms.
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3.

COMD IMPLEMENTATION

CoMD is a proxy application, part of the effort
to prepare for future exascale [5, 2] machines. It is
included in the Mantevo project [7] at Sandia laboratories.
The CoMD distribution includes three implementations:
Serial, distributed memory model with MPI, and hybrid
distributed/shared memory model with MPI and OpenMP.
This section presents the main parts and mechanisms of the
hybrid model, where each MPI process has a certain number
of OpenMP threads attached to it, to alleviate computations.
CoMD has the structure of any general MD simulation:
particles interactions are simulated by evaluating particles
velocities, positions and interaction forces. The main
structure is as follows: compute velocities for half a
step, compute positions, communicate, compute forces, then
compute velocities for another half a step. All this is
encapsulated in a loop over time-steps. At the end of position
computations, particles are reorganized in their linkcells,
and then particles that have moved to the neighboring
sub-domains are communicated to their new sub-domains,
along with some local particles needed for computations
by neighboring processes. The communication is taken care
of by the main thread, which is the MPI process. Other
work such as velocity computation, and force computation
are carried on with the help from OpenMP threads. The
simulation space is split among MPI processes using a basic
even geometrical distribution. Three domain configurations
are available: 1D, 2D, and 3D. In each of these configurations,
MPI processes are laid out to form the domain, by owning a
piece of the simulation space. All sub-domains are split in
logical boxes called linkcells [12]. Linkcells have sides of at
least the cutoff distance - the minimal distance for particles
to interact with their neighbors - to facilitate interaction force
calculation. Each process has to send one local boundary
layer of linkcells plus another layer of halo cells twice per
direction per time-step. This implementation is setup for
homogeneous computers, for this reason, there is no need
to have a decomposition that requires more than what is
provided in simple geometrical DD.

4.

HETEROGENEOUS
DOMAIN
DECOMPOSITION STRATEGY

The DD implemented in CoMD is simple and efficient
as mentioned in Section 3., but acceptable only if used in
an environment that has homogeneous nodes. With new
computers, it is common to have nodes equipped with
co-processors that can allow execution of MPI processes
or nodes with processors of different types. This is a
form of heterogeneity, and the DD implemented in CoMD
will not yield the best performance, as some processes
will finish their computation tasks earlier than others. In
this case, faster nodes will have some down time waiting

for slower nodes to finish their computation work before
proceeding to communication. The best case scenario,
either on homogeneous or heterogeneous environments
is to synchronize the work in a way that no process will
have to wait for other processes to finish their work before
proceeding to communication. It is true that close to 90% of
the time spent in an MD simulation is in the computation
of the forces, but down time can highly affect performance.
To fully take advantage of heterogeneous architectures, it is
important to improve the current algorithm by implementing
an adaptive sub-domain repartition. A factor (or weight)
can be assigned to each process to determine its ability to
perform computations.
The mechanism proposed in this work considers the
available nodes before deciding of the proportions of work
each process will have to achieve. It balances the work on the
basis of the locality of each process. This is, it compares the
number of cores available in each nodes and assigns weighted
sub-domains to processes based on what nodes are hosting
them. At the initialization, the number of OpenMP threads to
run is determined based on how many cores are on the NUMA
node – architecture in which a number of cores have access
to a shared memory space – hosting the MPI process. Once
this is done, the next thing is to split the global domain into
sub-domains. The algorithm determines a weight to assign to
the process. This weight is based on the number of threads
it has. The weight is used to determine the proportion of the
simulation space that will be assigned as sub-domain to the
current process. Figure 1 shows a comparison between the
even decomposition and the heterogeneous decomposition
proposed for 4 processes in a heterogeneous environment.
The even decomposition will just split the space into 4 equal
geometrical parts. In the heterogeneous DD, the processes
weights are determined and then the space is decomposed
appropriately. In Figure 1, two nodes are used: the first one
has two NUMA nodes with 8 cores each while the second
has two NUMA nodes with 10 cores each. The simulation
will be run on 4 processes, one on each NUMA node. This
gives two of the processes a total of 8 cores each while the
two remaining processes will run on 10 cores each. From this,
it has been determined, using the proposed algorithm, that the
processes running on 8 cores will work on 2/9 of the domain
each and the processes running on 10 cores will work on 5/18
of the domain each.

5.

EXPERIMENTAL RESULTS

This section presents numerical results from
experimentations conducted on Turing, a cluster computer at
Old Dominion University. Turing is a community computer
[6] composed of different types of nodes, some equipped
with GPUs [19], some with Intel MIC [9]. The nodes also
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from which 2 had 5 cores (half a NUMA node) and the
other two had 10 cores (a full NUMA node). The problem
sizes varied from 250000 to 54 000 000 particles. The results
are presented in two graphs, Figures 3 and 4, representing
normalized times for the redistribution of particles and total
simulation time respectively, and a table Table 1, representing
extra time (compared CoMD to CoMD with heterogeneous
DD) processes had to wait before completing communication
sections.

Figure 1: Simulation space distribution among 4 processes.

have different core counts ranging from 12 to 32 cores each.
Turing nodes are interconnected through an InfiniBand [16]
network. This is the perfect cluster for this experiment.
Unfortunately, this work still in its initial phase and is not
fully automated to completely support the heterogeneity.
Experimental setup: As this work is not fully automated
to handle heterogeneity, a set of homogeneous nodes
have been partitioned to have certain processes with more
OpenMP threads than others. This helps synthetically
introduce heterogeneity for testing reasons. Note that each
core runs a single thread.

Numerical results and discussion: The preliminary
experimentations yielded promising results. The new DD
showed a substantial gain over the original version. It is seen
from Figure 3, and Table 1 that a lot of time can be saved
by using the heterogeneous DD. Most of the time wasted is
within the redistribute portion of the simulation. Figure 3
shows that redistribute time for the original CoMD code
(CoMD in the graphs) is on average twice as longer compared
to redistribute time for CoMD featuring a heterogeneous DD
(CoMD-H in the graphs). Table 1 shows that the downtime
in wait of other processors to finish work substantially grows
with problem size. As most of the time spent in CoMD is
within the force calculation routine, the gains in Figure 3
translate to smaller speedup in Figure 4.

Figure 2 shows three types of nodes found on Turing [6].
Each Turing node has two NUMA nodes. An efficient way
to run a hybrid MPI/OpenMP program is to set each MPI
process in a NUMA node, the process runs on one of the cores
and uses the remaining cores to run OpenMP threads [17].

Figure 3: Normalized redistribute time.

6.

Figure 2: Tightly coupled heterogeneous nodes.
The experimentations where conducted on 4 processes,

CONCLUSION

This work was done to investigate the effects of
work sharing according to process capability. A domain
decomposition mechanism for tightly coupled heterogeneous
platforms was developed. The results gave some insights on
what could be done in future works. First, the decomposition
has to be done with a linkcell unit size in mind. A simple
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Number of particles (Million)
Down time (Seconds)

.2
1.947

2
8.16

6.75
36

16
99.79

31.25
176.24

54
296.71

Table 1: Extra time spent in wait of slower processes before proceeding to communication.
[3] Leonardo Dagun and Ramesh Menon.
OpenMP:
an Industry Standard API for Shared-memory
Programming.
Computational Science and
Engineering, 1998.
[4] ExMatEx.
CoMD Proxy Application.
exmatex.org/comd.html.

www.

[5] ExMatEx.
DoE Exascale Co-Design Center for
Materials in Extreme Environments. www.exmatex.
org.
[6] ODU ITS HPC group. ODU Turing Community
Cluster Documentation. http://www.odu.edu/
content/dam/odu/offices/occs/docs/
TuringClusterDocumentation.pdf.
Figure 4: Normalized simulation time.
decomposition might yield to solving a slightly different
problem, or processes will end up using different unit sizes
for their linkcells. Second, the domain decomposition has
to consider more than just the number of cores, but should
also take into account other factors, such as processor power.
Third, there seems to be a lost of time gained in the
redistribute routine, as for bigger problem sizes gains seem to
fade. Future work will include the extension of the project to
other types of nodes, such as the Intel MIC, and investigation
of all the observed issues. Overall gains have to be conserved
over different problem sizes.
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ABSTRACT

Author Keywords

Lattice Quantum Chromodynamics (QCD) is a wellestablished non-perturbative method for calculations of
strong force among quarks and is of importance in studies
of nuclear and high energy physics. The core component of
linear solvers used in QCD is the so called Dslash operator.
In this paper we consider the Wilson Dslash operator which
is a nearest neighbor stencil-like operator, and which
implements a matrix-vector product. Intel Xeon Phi,
Knights Corner is a processor with over 60 x86-based
cores, each of which supports a maximum of 4 SMT
threads and has long vector processing units (512-bit SIMD
instruction set). Optimizing Wilson Dslash on Xeon Phi has
been challenging due to the difficulty of fully exploiting
memory bandwidth, and appropriately engaging the vector
units leading to complicated code. Solving several linear
systems at once provides opportunities for increased data
reuse and a simpler vectorization strategy leading to simpler
code and higher performance. In this paper we describe our
optimized Wilson Dslash kernel for acting on multiple
vectors. Our Dslash kernel sustains a performance of up to
398 GFLOPS on a particular problem size in single
precision, a speed up of 1.59x over our best optimized
Dslash acting on a single vector on the same problem size.
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code-generator, parallel programming, vectorization.
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1. INTRODUCTION

Quantum Chromodynamics (QCD) is the theory of the
strong nuclear force which binds quarks together into
protons and neutrons, which in turn make up atomic nuclei.
At everyday energy scales the running coupling of QCD is
relatively large causing perturbation theory to fail. In
Lattice QCD (LQCD) one replaces continuum space-time
with a discrete lattice. Quark fields are ascribed to the
lattice sites, and gluon fields are ascribed to directed links
between the lattices sites. The resulting systems which have
QCD as their continuum limit are amenable to numerical
solution. LQCD simulations have historically been one of
the original Grand Challenge problems in computational
physics. LQCD codes are generally rapidly ported to new
and emerging architectures and use significant amounts of
supercomputing cycles in the US and worldwide.
A computationally intensive part of numerical LQCD
calculations is the solution of the Dirac Equation describing
the interaction of quarks and gluons. On the lattice, the
Dirac equation is typically discretized as a finite difference
equation, solved by iterative sparse matrix methods. The
most challenging part of such a calculation, numerically, is
the application of the Dirac Operator, to a vector in the
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iterative solver. The Dirac Operator itself is a finite
difference operator, similar to a nearest neighbor (or in
some formulations next-to-nearest neighbor) stencil.

and as such there is a considerable interest in being able to
solve many such systems in an efficient manner.

The Intel Xeon Phi architecture is a family of highly
parallel processors. The current Knight’s Corner generation
features at least 60 cores on each processor, with 512bit
wide SIMD vector units, and high on memory bandwidth.

2.2. The Intel Xeon Phi Co-processor

In this paper we outline research we have carried out to
optimize a particular implementation of the “Dslash”
operator known as the Wilson Dslash operator on the Intel
Xeon Phi. We first give background details about the
Wilson-Dslash operator and present a review of previous
work optimizing LQCD for Xeon Phi. We then outline our
work in optimizing the Dslash operator and present results
comparing the performance of our multi vector Dslash with
optimized single vector implementation. Finally we discuss
potential improvements and future work.
2. BACKGROUND
2.1. Lattice QCD

We consider LQCD formulated on a 4-dimensional hyper
cubic lattice. Each lattice site is identified by a coordinate
x=(nx,ny,nz,nt). The quark fields (also known as lattice
spinors) are denoted by φaα(x) and are complex matrices
carrying “color” (a={0,1,2}) and “spin” (α={0,1,2,3})
indices. Gluon fields are SU(3) matrices denoted Uabµ(x)
where a and b are color indices, and µ={0,1,2,3} identify
the link as pointing from site x in the forward X,Y,Z and T
directions respectively. With these definitions, we can write
down the Wilson Dslash operator acting on a lattice spinor
as:

(1)

In the above equation, repeated indices (b,β) summed,
φ(x+µ) and φ(x-µ) refer to using the spinor from the
forward and backward neighbors. The P±µα,β are projectors
in spin, and U+ab(x-µ) is the inverse of the link pointing
from site x-µ to x, i.e. it is the link pointing backwards from
x to x-µ. We note that the projectors act only on the spin
indices and that the U matrices act only on the color indices
of φ.
The typical use case for the Dslash operator D is as part of
a larger operator such as the full Wilson-Dirac operator:
(2)
or variations of it (for example preconditioned forms, or
O(a) improved variants such as the called Wilson-Clover
formulation). Significant parts of QCD calculations involve
solving Eq. (2) for a variety of right hand source vectors:
(3)

The Intel Xeon Phi is a recent multi-core architecture from
Intel Corporation. The current generation; Knight’s Corner,
features at least 60, low-power in-order cores connected by
a ring architecture. Each core features 32Kb of L1 cache
and 512 Kb of L2 Data cache. The L2 caches appear as a
unified coherent cache to the programmer, through a tag
directory mechanism. Each core also features support for 4
simultaneous multi-threading (SMT) threads, and wide (512
bit) Single Instruction Multiple Data (SIMD) vector units,
capable of executing up to 16 single precision additions and
16 single precision multiplies (or 16 fused multiply-add-s)
in a cycle. To get full instruction issue, at least two threads
need to be active per core. The inter-core ring also
interfaces with memory controllers, which connect to
GDDR memory. The theoretical peak bandwidth of the
GDDR memory is 320 GB/sec, although for architectural
reasons in practice it is difficult to attain over 150-160
GB/sec.
In this work we will discuss our attempts to implement
Wilson-Dslash acting simultaneously on multiple spinors ϕi
as a component for solvers attempting to solve for several
systems simultaneously. However, the resulting operator
may also be useful as a component for an implementation
of a Dirac Operator for a formulation of QCD known as
Domain Wall Fermions, which feature a 5-dimensional
Dslash with 4-dimensional even-odd preconditioning. In
this case, one requires the operation of Wilson-Dslash to an
array of spinors in the same way as when working on
multiple systems.
To optimize Wilson Dslash for multiple vectors, we will
build on an existing openly available single vector WilsonDslash implementation (cpp_wilson_dslash [1]) and a code
generator (qphix-codegen [2]) which was used to optimize
Wilson-Dslash acting on a single vector for the Xeon-Phi
architecture [3]. We will discuss our modifications to these
packages later in the text.
3. RELATED WORK

QCD Dslash operators and related solvers are frequently
optimized for use on most available architectures. In
particular, implementations are available for BlueGene
[4,5], GPU [6,7], Xeon [3,8] and Xeon Phi [3,7]. Domain
specific code generators are also frequently employed to
generate high performance code.
One of the most
sophisticated code-generators is the one in [5], which
attempts to simulate architectural features of the chip,
however less sophisticated code generators are also used in
[6] for GPUs and [3] for Xeon Phi. Our work builds on the
code generator of [3] and extends it to Dslash applied to
multiple vectors.
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The crucial points we take forward from [3] is that to get
good performance on Xeon Phi, one must ensure high
memory bandwidth utilization, good cache-reuse and
effective utilization of the Xeon Phi vector registers. In
particular surmounting all of these challenges can be
difficult, since the long vector unit (16 floats in single
precision) lead [3] to adopt a tiled data layout, whereas the
L2 cache structure and large number of cores lead to cacheblocking and load balancing schemes which in the end were
relatively complicated.
Most of the previous approaches were developed for Dslash
acting on single vectors, with the exception of [7] which
targets multiple systems for simulations of QCD at finite
temperature. The primary difference between our work and
[7] is that we target a different Dslash operator. They
implemented a formulation of LQCD known as ‘Highly
Improved Staggered Quarks’ (HiSQ) which contains also
next to nearest neighbor terms and, where spin indices have
been absorbed into phase factors of ±1 on the lattice sites.
Correspondingly their achieved arithmetic intensity is
different than for the Wilson-Dslash operator considered
here. Further, [5] targets 5-dimensional Domain Wall
fermion operators, and as such may face similar issues as
we note here. That work targeted primarily the BlueGene
line of supercomputers. While Xeon Phi versions of the
code generator from [5] now exist, we are not aware of
performance results having been published yet from this
work on Xeon Phi.
We note that there are several other approaches to multiple
right hand side solvers in the literature including block
methods such as [8], deflation methods such as [9] and
multi-grid methods [10,11]. Deflation and Multigrid
methods typically rely on performing auxiliary work with
the operator M (such as generating a deflation subspace, or
a succession of coarse grid operators) to make solves using
M and the generated spaces/operators computationally less
expensive. Block algorithms are closest in spirit to our
approach, the work on multiple systems simultaneously in
with coupled (block) recurrences.
Our scheme is particularly simple: we assign every system
to be solved to a single lane of our vector units. We hope to
gain 2 major benefits from structuring our code this way: i)
we will re-use the same gauge fields for all the vectors to
which we apply Dslash, from which we expect a
performance improvement compared to [3], and ii) we hope
that since the vectorization is now not over the sites, but
over the number of vectors to which we apply Dslash, that
the code structure and layout will be simplified. Our
scheme can still consider blocking and load balancing if
needed. Further the resulting operator can be used to
implement deflated or multi-grid solvers working on
several systems at once in the future, allowing to combine

their algorithmic advantages with the expected performance
benefit from vectorization.
4. BASIC SINGLE VECTOR CODE

The pseudo code for the Wilson-Dslash kernel for single
vector is presented below:
for each output site do
for each of 8 neighbors of a site do
1. Gather neighbor spinor (24 numbers)
2. Project the spin from 4 to 2 spinor components
3. Load gauge matrix for neighbor direction
4. Multiply the spin projected (2-spin) components
by the SU(3) gauge matrix
5. Reconstruct the result of 4 and accumulate to
output spinor
endfor
endfor
In this section we are presenting the idea discussed in [3].
The Library is written in c++ and threading is done by
using OpenMP threads. Wilson Dslash operator is
implemented in that library. The code is basically two
parts:a high level part and back end part. The high level part
is concerned with parallelizing over threads, the ‘back end’
part takes care of vectorization.
Intel xeon phi has very powerful Vector Processing Unit
(VPU). The VPU can execute 16 single-precision (SP) or 8
double-precision (DP) operations per cycle. Vector units are
efficient for HPC workloads. To achieve high performance
on Intel Xeon Phi the advantage of its vector capabilities
needs to be utilized. Partial structure of arrays (SOA) layout
is SIMD friendly described in [12] run with high vector
efficiency. But it requires that a scanline (X- width of a
checkerboard Lxh= Lx/2) should be a multiple of vec. This
restricts the problem size. The larger the vec is, the more
restrictive this becomes. To overcome this problem the
authors of [3] introduced an array length soa of the SOA (or
SOA length) to be a factor of vec, gathered from vec/soa
lines of Y. This allow more general problem sizes, but leads
to complex code for locating X&Y neighbors. Further in
multi-node implementations it complicates communications
in X and Y directions. The back end codes are generated by
code generator and integrated with the main library using
template specialization.
The primary data structures of the code are SU(3) gauge
fields and 4- spinors. The gauge fields are the links
associated with the lattice sites. For a single site there are 8
links emanating from it (forward and backwards in each of
4 directions).
Data structures of the fields for a single block of
computation are as follows:
float SU3MatrixBlock[8][3][3][2][vec];
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float FourSpinorBlock[3][4][2][soa];
The lattice is divided into blocks of soa sites. For spinors
there are VB= LxhLyLzLt/soa such blocks per checkerboard.
The back end kernel takes care of ngy blocks where ngy =
vec/soa. Thus a single processing step can process a full vec
sites woth of data, made up of spinor blocks of length soa
sites from ngy different y coordinates.
The author also pointed out the idea of maximizing the
number of cores. If the number of core doesn’t divide the
problem exactly then it is possible that some core can be
idle. In order to address this issue, the following blocking
scheme was applied:
Given By and Bz, we have in total Nb = lylz blocks, where
ly= Ly/By and lz = Lz/Bz. The blocks are assigned to cores in
potentially several phases. Then, in each phase if Nb ≥ Nc,
one block to each core is assigned. Then Nb is decremented
to Nb−Nc for the next phase and this process is repeated
until Nb < Nc. At this point the available cores is larger than
the remaining blocks, so multiple cores can be used per
block by dividing each block into Ct parts along the Tdirection and assigning a core to each part.
5. MULTIPLE RIGHT HAND SIDE CODE OPTIMIZATION

Dslash operator’s key operation is a matrix-vector product.
For, multiple vectors the equation is Mxi = bi, i= 1,…,….N.
Now, the spinor is a multi-vector but the gauge field is
same as single vector Dslash.
The structure of the Wilson-Dslash kernel for multi vector
is as follows:
for each output site do
for each of 8 neighbors of a site do
1. Gather neighbor spinor (24×N numbers)
2. Project the spin from 4 to 2 spinor components
3. Load gauge matrix for neighbor direction
4. Multiply the spin project (2-spin) components
by the SU(3) gauge matrix
5. Reconstruct the result of 4 and accumulate to
output spinor
endfor
endfor
5.1. Blocking

For single vector Dslash code the blocking technique is
applied to full use of the vector units of Xeon phi. In multi
vector Dslash there is one more dimension added to the
lattice spinor fields compare to single Dslash. We can use
that dimension to utilize vector unit properly. If we
approach towards blocking technique the block size has to
be small in order to fit data into caches. Therefore, the
whole lattice will be divided into many smaller blocks. We
found that if the block size of Bx and By is 2, performance is
better than other block size we used but lower than nonblocking technique. For, Bx = 2 and By = 2 each site in one

block share boundary with another block’s site. One core is
responsible for one block in any particular time. If each site
shares boundary with others block sites then the neighbor’s
data come out from different core caches than its own core
cache. This degrades the performance of our code.
Following result shows that blocking technique isn’t useful
for multi vector Dslash. We reached up to 121 GFLOPS for
164 Lattice size using blocking method for multiple vector.
5.2. Data Layout

We consider a lattice is 4 dimensions (3 space and 1 time),
splitting the spinors and gauge fields into two sub-lattices.
They are even and odd sub-lattices respectively. For, single
vector each spinor is composed by 3 colors and 4 spin
components, hence spinor fields require 24 floats per lattice
site. In multi vector spinor fileds are multi vector, so spinor
fields require 24×N floats per lattice size, where N is the
number of vectors. Gauge field requires 18 floats per link.
We use 4- dimensional array to store the entire spinor field
(stored within a single contiguous block of memory) for
each site. This helps when we prefetch data into cache from
memory. The gauge link matrices are stored as 18 floats in
a 3 dimensional array. The structures of the fields used in
multi vector implementation are as follows.
float GaugeMatrix[8][3][3][2];
float FourSpinor [3][4][2][N]; N is the number of vectors.
5.3. Memory Bandwidth and Number of Flops

For single vector to compute the Dslash on a single site
requires 1320 floating point operations, 8(24+18) float
loads and 24 float saves. This equals to a total of 1440
bytes. For single precision the arithmetic intensity of
Dslash operator is 1320 flops/1440 bytes = 0.92flops/bytes.
In case of Multiple vector on a single site requires 1320×N
flops and arithmetic intensity is 1320N/(768N+672)
flops/bytes. For, N=16 the arithmetic intensity is 1.62
flops/bytes. We found that maximum bandwidth is obtained
when 4 threads run simultaneously per core.
5.4. Implementation of Main Kernel

In our main kernel we have used thread interleaving to loop
over the sites. The total lattice is divided into two sublattices. If T is the number of total threads then each thread
is doing Dslash operation on sub-lattices/T number of sites.
Current site is calculated as well as the probable next site
from our siteTable. Next site calculation is important
because later it is used in code generator to prefetch data for
next iterations. Current site spinor and gauge data are
pointed to by current site spinor and gauge pointers. The
same way next site spinor and gauge data is pointed to by
next site spinor and gauge pointers. A single site needs data
from all its 8 neighbors for performing the Dslash
operation. Thus, 8 pointers are needed to point to spinor
data and 8 pointers for gauge data. Later, we sent these
pointers to the code generator.
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5.5. Code Generator

We modified the code generator from the QPhix project [2]
to produce intrinsics to generate code for both Xeon Phi and
AVX. The code generator also produces software
prefetches that are intermingled with the main
computation.. The current version of the generator supports
both single precision and double precision vector
instructions for Xeon Phi and AVX. In L1 cache we
prefetched spinor data for current site. In L2 we prefetched
gauge field data for current site and spinor data for next
site. In L2 cache we also prefetched where we will put the
results for the current iterations. We broadcasted the gauge
field to vector registers. This is different approach that is
done for single vector Dslash. In single vector Dslash vec
sites of worth gauge field data is supplied into vector
registers. In multi vector, when we applied Dslash
operation on a single site on a particular direction the gauge
field is multiplied with N vector spinor fields. Therefore,
we broadcasted the same gauge field into vector unit than
loading the same gauge field again and again.
5.6. Results

Our single node measurements for Wilson Dslash are
shown in Table 1. We found that in the V=164 problem size
the performance is 251 GFLOPS for sinlge vector Dslash
on our Intel Xeon Phi 7110P processor, with compression
enabled, and with the device having been booted with the
icache_snoop_off feature enabled. For the multi vector case
for a problem size of V=164 sites and N=16 vectors, we
obtained a performance of 398 GFLOPS. The performance
is 255 GFLOPS for V=244 sites for the single vector case
and 300 GFLOPS for the multi vector case (with N=16).
But in the case of V=324 sites, the single vector Dslash code
performance surpasses the multi vector Dslash
performance. For 324 we got 315 GFLOPS and 245
GFLOPS, for single and multi-vector versions respectively.
Problem
Size

Single vector

Multiple Vector

Speedup

164

251

398

1.59

244

255

300

1.17

324

315

245

0.77

N = 16

Table 1. Performance of Wilson Dslash for various
volumes, for XeonPhi 7110P. Performance are counted as
GFLOPS.
6. CONCLUSIONS AND FUTURE WORK

We have achieved excellent performance for the 164 case
with progressively decreasing performance for increasing
volume. We expect but still need to verify that the reduced
volumes on the larger volumes are essentially us falling out
of the L2 cache. At the same time, for the 164 case, we did

not need to do further cache blocking to reach the
performance of 398 GF.
Comparing with other implementations, we can see that we
outperform the best single vector cases (which include
compression) by a reasonable amount, for example in the
case of the 164 lattice by about 1.59x.
One attempt at solving multiple systems simultaneously
was presented in [7,13] which showed performance results
for Conjugate Gradients solvers acting on multiple systems.
In [7] a different formulation of LQCD spinors was used
known as HiSQ-fermions, and rather than vectorizing over
the systems, the authors appear to have vectorized over sites
(8 sites instead of 16, to reduce register pressure). While the
performance numbers are not directly comparable, we do
note that their best performance also relies on software prefetching.
In terms of implementations, our future work will include
applying compression technique for gauge field,
implementing code for multiple nodes and implementing
new blocking strategy. Further we, will carry out a more
thorough performance analysis of the existing code, and
compare this with performance models.
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ABSTRACT

In the push for exascale computing, energy efficiency is of
utmost concern. System architectures often adopt
accelerators to hasten application execution at the cost of
power. The Intel Xeon Phi co-processor is unique accelerator
that offers application designers high degrees of parallelism,
energy-efficient cores, and various execution modes. To
explore the vast number of available configurations, a model
must be developed to predict execution time, power, and
energy for the CPU and Xeon Phi. An experimentation
method has been developed which measures power for the
CPU and Xeon Phi separately, as well as total system power.
Execution time and performance are also captured for two
experiments conducted in this work. The experiments,
frequency scaling and strong scaling, will help validate the
adopted model and assist in the development of a model
which defines the host and Xeon Phi. The proxy applications
investigated, representative of large-scale real-world
applications, are Co-Design Molecular Dynamics (CoMD)
and Livermore Unstructured Lagrangian Explicit Shock
Hydrodynamics (LULESH). The frequency experiment
discussed in this work is used to determine the time on-chip
and off-chip to measure the compute- or latencyboundedness of the application. Energy savings were not
obtained in symmetric mode for either application.
Keywords

Energy; Intel Xeon Phi; Symmetric Execution; Proxy
Applications
INTRODUCTION

Energy consumption is of the utmost concern with respect to
exascale computing. Accelerators may be used to quicken
execution at the cost of power, and this tradeoff may lead to
energy savings. The Intel MIC (many-integrated core)
architecture is at the heart of the Intel Xeon Phi co-processor.
The co-processor is typically composed of many lowfrequency, energy-efficient, in-order cores. The high
parallelism and energy-efficient design make the device an
appealing option for accelerated computing; hence the
investigation of the Intel Xeon Phi in this work. The authors
aim to develop a method for predicting the best configuration
for any application, with any set of optimizations, which
utilizes the Xeon Phi co-processor. To make such
predictions, a model must be developed which explains the
execution time, power, and energy consumption of an
application given a computing platform. This work lays the
groundwork for developing such a model and method.

The purpose of this work is to develop a model which may
be used to predict energy for a computing platform
containing Xeon Phi. This paper will present the base CPU
time and power models and extend the power model to
include the measured Xeon Phi power. This paper will also
present a new experimentation method which measures total
system power, CPU energy, and Xeon Phi power during
execution. The benefits of the change in measurement
schemes will be discussed.
Background

The Intel Xeon Phi is composed of 50+ cores at
approximately 1 GHz. Each core is capable of concurrently
processing four hardware threads [1]. Threads may be
mapped to cores through the affinity environment variable
[2]. Each core is also equipped with a 512-bit vector
processing unit capable of processing up to 8 or 16
operations per second depending on data precision, doubleand single-precision respectively.
The Xeon Phi device supports various execution modes:
native, offload, and symmetric. Native mode executes
directly on the device. Offload mode executes code sections
declared using compiler directives and requires manipulation
of the code. Symmetric mode executes on both the Xeon Phi
and host. Execution begins on the host and the Xeon Phi is
treated as an additional node; MPI tasks are assigned to each
device, and all communications occur over the PCIe bus.
Symmetric mode execution is explored in this work.
To reduce energy consumption by the CPU, a dynamic
voltage and frequency scaling (DVFS) technique is
commonly used at the application runtime (see, e.g., [3]).
The current generation of Intel processors provides various
P-states for frequency scaling. Frequency may be specified
by manipulating the model-specific registers (MSR). P-states
are defined as , … , where > , 0 < < ≤ . For
the older generations of the Intel Xeon Phi, DVFS is not
software-accessible. Therefore, methods to improve the
overall performance must be explored to minimize total
energy.
Proxy applications are miniature codes which are built to be
representative of the workload characteristics of a full
production code. The application code is generally provided
in C/C++/Fortran with hybrid MPI and OpenMP
implementations. Those proxy applications which have been
adopted by the community may also include other
paradigms, such as CUDA implementations for GPU
computing. The proxy applications used in this work are Co-
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Design Molecular Dynamics (CoMD) [4], [5] and Livermore
Unstructured Lagrangian Explicit Shock Hydrodynamics
(LULESH) [6], [7]. For each application, two executables
are compiled: one for the host and the other for the Xeon Phi.
Both executables are required to run the application in
symmetric execution mode. The base hybrid MPI and
OpenMP implementation was used for each application.
Related Work

Measuring the power draw of the Xeon Phi may be
accomplished by a few methods/tools. The first tool
investigated by the authors was MICSMC [8], however the
tool increases the power draw of the device during
measurement [9]. Power may also be measured by reading
the “/sys/class/micras/power” file which is updated every
50ms [10], [11]. Finally, power may be obtained via the
MICAccessSDK API provided by Intel [11], [12].
Modeling CPU energy based upon host frequency was
recently investigated [13] and serves as the base model for
this work. The authors perform linear regression to
determine time on- and off-chip, as well as static and
dynamic power for each application. These parameters are
then used to determine the optimal frequency.
Power and/or performance evaluations of the Intel Xeon Phi
include [11], [14], [15], [16], [18], and [20]. In [11], the
authors investigate the power and performance of auto-tuned
applications, including a modified version of LULESH
(v1.0), to determine the optimal energy on computing
platforms which include the Intel Xeon Phi. However,
LULESH was executed for the host CPU, and not for the
Intel Xeon Phi. In this work, LULESH (v2.0) is compiled
and executed for CPU and CPU+MIC configurations.
Modeling of power and performance of architectures
including the Xeon Phi was conducted in [14] where
extension of the roofline model was applied. The work
presented in [15] measures power and performance for the
Rodina and SHOC benchmarks on multi-core CPU, Xeon
Phi, and GPU architectures. A performance evaluation of An
instruction-level energy model for the Intel Xeon Phi was
proposed in [17]. A high performance MPI library for
clusters featuring the Intel Xeon Phi and Infiniband was
proposed in [18] which is based on the (symmetric
communications interface) SCIF API [19]. An investigation
of performance on molecular dynamics applications for the
Intel Xeon Phi has been conducted in [20].
The remainder of the paper is organized into the following
sections. The Energy Model is presented which includes the
Xeon Phi power measurements and presents the parameters
to be captured in the experiments conducted. The
Experimental Methodology section discusses the various
components which make up the experimental method. The
Results section presents the energy and power measured for
each application and each configuration experimented.
Finally, the Conclusion concludes the document and presents
the future research direction.

EXISTING ENERGY MODEL

This section discusses the CPU energy model adopted by the
authors which serves as the base model for this work, and
future work. Adaptation to model the Xeon Phi execution
time and power is the goal for future research. Such a model
would provide valuable information toward determining a
best configuration for a given application without having to
execute every configuration variation imaginable. The initial
energy model will describe the response of the host CPU
with respect to frequency change for a given application. The
host CPU energy model is composed of a time and power
model; the product of each equates to energy.
Time Model

The CPU time model, as described in [13], [21] is:
)⁄ +

=(

.

(1)

It provides valuable insights into the workload and usage of
the host CPU by separating the time on-chip (ton) from the
time off-chip (toff) during execution. The maximum
frequency (fmax) and current frequency (fi) are used to
determine the slope. The current frequency may not be equal
to the maximum frequency for this linear relationship. The
reported execution times from the frequency scaling
experiment are used to determine ton and toff using linear
regression because time on-chip scales linearly with the host
frequency.
The Xeon Phi, with respect to the host, simply contributes to
time off-chip because time spent waiting for the co-processor
contributes to latency experienced by the host. If the Xeon
Phi does not impact the host during execution, ton and toff
should be similar to the host execution. The Xeon Phi will
impact the host however, because the executed applications
have not been adapted to accommodate the Xeon Phi in this
work. Load balance between MPI tasks is expected to be an
issue; load imbalance would cause the Xeon Phi or host to
wait on the other. Calculating ton and toff for the results of
each execution will provide a measurable metric which may
be used to compare the different executions.
Power Model

Until now, power has been measured and the recordings used
directly to calculate energy consumed. Time was read from
the application output file, and power was measured using
the Wattsup meter [22]. Because the sampling rate for
Wattsup is one second, the values were summed over the
execution interval. However, this is not an effect method for
acquiring energy because it does not provide a means of
estimating power for future configurations.
The CPU power model from [13] has been adopted in this
work as the base power model, as defined below.
=

+

(2)

PS is the static power draw, a constant power which is drawn
independent of CPU execution. The dynamic power draw is
impacted by CPU frequency and core usage. It consists of
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frequency f cubed, the number of cores n, and the model
constant k.
To include the Xeon Phi, PMIC is simply the sum of the
average power of each Xeon Phi device used during
execution. Xeon Phi power draw is independent of the host
CPU frequency, and therefore the measured result may be
used directly until a model has been developed to estimate
power for the Xeon Phi.
Energy Model

Energy is thusly defined as:
=

+

, where

×

&

=

=

(3)
×

.

The Xeon Phi energy model uses the time defined by the
model Tf, total execution time with respect to host frequency
that includes any Xeon Phi induced latency, and PMIC.
For CPU energy, calculating the product between the time
model and power model yields the following fourth-order
equation:
+
=1

=

+

+

2

=

3

+
=0

= 0, where
= −

(4)
.

3

To obtain the optimal frequency from the closed form
expression, energy must be differentiated with respect to host
frequency. For the case of toff = 0, the CPU energy model
simplifies to:
=

+

.

(5)

And therefore optimal frequency is:
=

⁄2

(6)

For the case of toff > 0, optimal frequency may be obtained
via the solution explained thoroughly in [13].
To validate the model, a frequency scaling experiment has
been conducted to perform measurements on power, time,
and performance. The time and power model parameters ton,
toff, k, and PS will all be calculated, as well as the optimal host
frequency.

Measuring Power

This section will present the methods for measuring power
from each source: Wattsup, Cpu, and Mic.
Wattsup: The Wattsup meters are connected to the system
via USB connection. The data is sampled at a rate of 1Hz;
this resolution is course, however most executions are
sufficiently long (> 30 seconds) and energy is no longer
measured using this data. The Wattsup power data provides
total system power, including cooling, hard drives, network
devices, etc. Reducing the power draw of these devices
directly is not within the scope of this work. Hence, Wattsup
power is used as a reference to measure overhead as a result
of performing power measurements.
CPU: The sandy-bridge processors used in this work support
power measurement via the RAPL (Running Average Power
Limit) interface. In Linux, the RAPL energy readings are
available via the Model Specific Registers (MSR). RAPL
provides energy measurements made for the entire package,
and for the core and DRAM components. Depending on the
model processor, uncore components may also be measured.
In this work, CPU package power is used. Energy is reported
directly in joules and is sampled at a rate of 50ms [23].
Average power is calculated for each sample window.
Xeon Phi: The Xeon Phi co-processor provides power
measurements directly in the form of a file available in the
system directory. The file (/sys/class/micras/power) provides
a wealth of information, but most importantly are the power
draw readings for each power connector. For current models
of the Xeon Phi, three connectors supply the device: the
PCIe, 2x3 pin, and 2x4 pin connectors. The sum of the power
measured for each connector equates to the total power of the
device [12]. The file may be sampled at a rate of 50ms.
Experimentation Method

An experiment is composed of a collection of individual
tests, each executed with a specific configuration. For each
test, there exists a list of parameters which may be varied as
shown in Table 1. For an experiment, a subset of the
parameters are varied; each parameter will be specified when
detailing each experiment.

EXPERIMENTATION METHODOLOGY

This section presents the experimentation method used to
conduct the frequency and problem size scaling experiments
discussed in the following section. The purpose for these
experiments is to gain insights into the response of an
application when subjected to changes in the execution
configuration. For the time model, ton and toff are determined
by the frequency scaling experiment; for the power model, k
and PS are determined. The problem size scaling experiment
is used to investigate the reaction of an application to varying
the workload per task (i.e. strong scaling). Energy, power,
execution time, and performance are measured during
execution.

Table 1. List of experiment parameters

For each test, the configuration parameters are established
before the execution and measurements begin. Following,
the measurements are started in two tiers. First, the Wattsup
measurement begins; this measurement reads both meters
connected to the system and stores the output in a file. After
executing the Wattsup measurement, 15 seconds of idle time
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Figure 1. Power profiles for the execution of CoMD (top) and Lulesh (bottom) given two Xeon Phi.
is provided to begin collecting baseline power
measurements. The CPU and MIC power readers are then
executed. For the CPU, a thread is spawned on the host to
read the MSR for the RAPL energy output. For the MIC, a
thread is spawned on each Xeon Phi which simply reads the
power file and outputs the data, with timing information, to
a CSV (comma separated value) format for parsing. Another
15 seconds are provided to collect pre-execution
measurements. Wattsup measurements made during this
time will report power draw differences when performing
component specific measurements.
Following the second idle period, the application is executed
as per for the configuration specifications. Measurements
persist throughout execution; however the Wattsup power
meter often has difficulties providing a stable stream of
power readings. Hence, energy is now based upon the CPU
and MIC power reads. Upon execution completion, the
system will remain idle for 20 seconds and then the
measurements are terminated. Following, the host remains
idle for 60 seconds to allow the system to cool, and each
component to return to a stable power draw.
For MIC, the power output files must be copied back from
the device and stored on the host. The output files may
require up to 50 MB for executions lasting longer than 30
minutes, but generally are only a few MB in size and do not
waste the limited MIC resources. Should this become a
problem in the future, SCIF may be employed to copy back
readings to the host in real-time.
Figure 1 presents the power profiles for CoMD and LULESH
when executed with two Xeon Phi in symmetric mode. The
profiles were taken from the samples collected during the
frequency scaling experiment to be discussed. When
observing the Wattsup power readings, power draw is not
increased by reading CPU or MIC power. Previously,

MICSMC was used to obtain power measurements from the
co-processor; however the tool incurred a high power draw
penalty. However, the current measurement method does not
incur a power draw penalty. Additionally, it does not incur a
performance penalty either because executions performed in
this work only occupy 236 out of 240 possible threads. One
core remains available for the micro-OS on the device. The
power measurement thread will occupy one of the four
available threads on the remaining core, thus avoiding
resource sharing with the executed application being tested.
RESULTS

This section presents the results for the frequency and
problem size scaling experiments. The frequency scaling
experiment will present energy and power for each
application measured during execution. The same will be
presented for the problem size experiment. Finally the
calculated model parameters from the frequency experiment
will also be presented.
The tests conducted in each experiment have been grouped
into four main configurations: Host 1, Host 2/8, MIC 1, and
MIC 2. Host-only executions are denoted with Host and
those including a Xeon Phi are denoted with MIC. For
CoMD, one to three MPI tasks are required for execution; the
host-only executions explore one and two MPI task
implementations whereas the Xeon Phi executions require an
additional MPI task for each MIC device (and one for the
host because the execution mode is symmetric).
For LULESH, one and eight MPI tasks may be used due to
requirements imposed by the application. The host-only
executions explore the use of one and eight MPI tasks on the
platform. Since the MIC executions require as few as two
MPI tasks, eight MPI tasks must be allocated to run the
application. One MPI task is assigned to each MIC device
and all remaining tasks are assigned to the host. Multiple
MPI tasks may be assigned to the Xeon Phi devices, however
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Figure 2. Energy (a, c) and average power (b, d) for CoMD (a, b) and LULESH (c, d) during the frequency scaling
experiment.
it is inefficient due to slow communications between Xeon
Phi devices and the host or other Xeon Phi. Although a
formal experiment has not been conducted to explore the
MPI task distribution and documented, MPI task distribution
has been investigated by the authors. The results showed
MPI communications over the PCI-E bus with the default
Intel MPI library slow execution exponentially with the
number of devices communicating with one another (for
LULESH especially). For this reason, one MPI task is
assigned per device.
For each experiment, affinity is set to compact, problem size
is set to 603 elements (LULESH) and 4*603 atoms (CoMD),
236 threads are specified on the Xeon Phi, 16 threads are
specified on the host, and the host frequency is set to the
maximum, 2.01 GHz. DVFS is not implemented in this
work.
Test Platform

Experiments were performed on the single-node “Borges”
computing platform at Old Dominion University. The
Borges system contains two Intel Xeon E5-2650 8-core
processors with HyperThreading technology, each core runs
at 2GHz (2.8GHz Turbo), has 20MB of L3 cache, and 64GB
total of RAM. The Intel Xeon E5-2650 processor supports
10 P-states and the frequencies range from 1.2 GHz to 2.01
GHz. A 100MHz stepping is used for all the states except the
last one, where only a 1MHz stepping is used. “Borges”
contains two Intel Xeon Phi co-processors 5110P, each
connected to the host via a PCIe, and have 30MB of the L2
cache, 32KB of the L1 data and instruction caches, 8GB
DRAM (GDDR5), and 60 cores running at 1.05GHz. Each

core contains a wide 512-bit single instruction multiple data
(SIMD) vector processing unit, which implements the fused
multiply-add operation; 8 double-precision or 16 singleprecision data elements may be operated upon in a single
execution phase. Two Wattsup power meters supply the
platform with power.
Frequency Scaling

Figure 2 presents the energy and average power for CoMD,
and LULESH for the frequency scaling experiment. Host
frequency is varied from the minimum to maximum and
performs several tests at each frequency level. The results for
each of the four configurations are presented within each
plot. References to CoMD in this section will refer to Figure
2 (a, b) and the energy and average power plots thereof.
References to LULESH in this sub-section refer to Figure 2
(c, d).
Energy consumed by CoMD for the various frequency states
reached a minimum at 1.8 GHz for the Xeon Phi executions;
the host executions obtained a minimum energy at 1.2 GHz.
LULESH suffers from the large number of MPI tasks
required as shown in the energy plot. The minimum energy
is obtained when frequency is max; this shows that energy is
bounded explicitly by execution time for Xeon Phi
executions. Host executions follow a pattern similar to
CoMD in that the minimum frequency presented the lowest
energy consumed. The host shows a considerable increase in
energy consumption when increasing from one to eight MPI
tasks because the host’s computational resources are
saturated. Average power for CoMD and LULESH increases
linearly with frequency; both plots show Xeon Phi power
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(a)

(b)

(c)

(d)

Figure 3. Energy (a, c) and average power (b, d) for CoMD (a, b) and LULESH (c, d) during the problem size scaling
experiment.

Table 2. List of model parameters and calculated values
increases the average power draw by approximately 200W
per Xeon Phi. Because MIC frequency is independent of the
host frequency, this power draw is constant as host frequency
increases.
Strong Scaling

Figure 3 presents the energy and average power for CoMD,
and LULESH for the problem size scaling experiment.
Problem size is varied from 30 to 70 to show how the system
interacts with varying workloads. The results for each of the
four configurations are presented individually within each
plot. References to CoMD refer to Figure 3 (a, b), LULESH
to Figure 3 (c, d) in this sub-section.
Energy consumption for the host-only execution of each
application remains fairly constant, with slight increases or
decreases for select problem sizes. For the MIC executions,
the minimum energy consumption is obtained with the
lowest problem size (this result is consistent for both
applications). MIC executions of CoMD consume as low as
4x energy compared to the host, and LULESH consumes as
low as 10x energy. The cause for the dramatic increase in
energy consumption with problem size is the quick saturation

of MIC resources due to inefficient vectorization usage and
communications between tasks and devices over the PCI-E
bus.
In CoMD, the decrease in energy consumption and power for
problem size 40 is the result of the execution exiting
improperly. At some point between the 20th and 30th
iteration, the application exits. It is possible the application
should not be run with this problem size using three MPI
tasks.
Average power for both CoMD and LULESH show a slight
increase in power draw as problem size increases for MIC
executions. Host executions remain fairly constant until
problem size 70 (CoMD) and 60 (LULESH) where host
power decreases slightly.
Model Parameters

By performing linear regression on the frequency scaling
results for execution time and CPU power draw, the model
parameters presented in Table 2 may be calculated. The ratio,
toff /ton, may be used to determine how compute- or latencybounded an application is. Typically, an application is
latency bounded if toff /ton is greater than one; a value of one
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represents the application is evenly bounded by computation
and latency causing operations (i.e. memory stalls). From
Table 2, both applications are measured to be
computationally intensive. However, the MIC executions for
CoMD cause the application to become latency-bounded due
to the host waiting for the Xeon Phi tasks to complete the
current iteration. The MIC execution for LULESH also
caused significant idle time for the host; however the idle
time does not outweigh the compute time.
In general, this result shows that both applications suffer
from load imbalance between the host tasks and MIC tasks;
an expect result considering the application code has not
been adapted for the Xeon Phi symmetric mode execution.
LULESH suffers overwhelmingly from an oversubscription
of MPI tasks to accommodate the Xeon Phi in this execution
mode. This may be shown by the dramatic increase in
compute time between Host 1 and Host 8. The time off-chip
decreases only slightly with the additional MPI tasks, but
time on-chip increases two-fold; hence the host threads are
saturated. LULESH is expected to perform better in a cluster
environment, a topic for future work.
The confidence for the parameters calculated for each
configuration is presented in Table 2 (R2). For CoMD, the
MIC 1 and MIC 2 configurations have low confidence
because the Xeon Phi induced latency is not impacted by
frequency. The execution time model, equation 1, does not
consider the MIC latency and assumes it is included with toff.
This assumption is incorrect; MIC induced latency should be
factored from toff. Estimation of execution time should be
performed independent for the Xeon Phi and CPU, where
total runtime is defined by the larger estimate. This is to be
investigated further in the future.
The static power measurement PS, from Table 2, correlates
with the CPU plot presented in Figure 1. Idle CPU power
draw is approximately 20W. The variations in PS can be
explained by the inclusion of uncore and DRAM power in
the CPU power measurement. The package energy counter
was read to determine energy consumption for the entire
chip. Alternatively, core power and DRAM power could be
investigated independently but that is not advantageous
toward the work described in this paper. It may be
reconsidered in future variations of the model.
CONCLUSIONS AND FUTURE WORK

This work provides a complete experimentation
methodology for obtaining CPU and MIC measurements
during application execution. Additionally, an existing CPU
execution, power, and energy model have been introduced
and investigated for both host and MIC executions. Future
implementations involving symmetric mode will provide
timing data for host and MIC nodes separately such that MIC
and CPU execution times may be modeled independently.
A measurement method for obtaining system, CPU, and MIC
power and energy has been provided. Although the sampling

rate for the system remains course, it has been used to
validate the CPU and MIC measurement methods. For both
methods, the act of measuring power did not significantly
increase the system power draw. For the Xeon Phi, the device
remained idle, but not in a deep idle state. The previous
measurement method, MICSMC, incurred a high power
draw penalty by activating all device cores. This raised the
device from idle to active, resulting in a large overhead.
In this work, only the host CPU was modeled. The measured
Xeon Phi power draw is used directly. For now, the Xeon Phi
used a constant number of threads; however future research
directions will include again varying affinity and thread
count to determine whether or not a more optimal solution
exists over the current. The current affinity setting is compact
and thread count is 236 for both applications.
To determine an optimal solution, ton, toff, and PS will be used
as metrics for each configuration considered. To obtain this
information however, a real-time method for estimating ton,
toff, and PS will need to be created to reduce the number of
executions required. Each parameter may be calculated from
the same execution as time and power data will be collected.
Further, a model will need to be devised which determines
the minimum energy based on the calculated metrics.
The energy model will be improved by devising a linear
model for the Xeon Phi based on the number of active cores
because frequency cannot be varied. This will provide a k
and PS metric for the Xeon Phi, although ton and toff may not
be calculated for the device.
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ABSTRACT
In this paper, we present a new predictive model
based on matrix completion to forecast the winning
probabilities of each potential game in NCAA basketball
tournament. The predictive model is evaluated in
Kaggle’s March Machine Learning Mania competition,
where each submission is rated by Log Loss function for
each matchup that occurs in the tournament. We discuss
neural network and probability refinements used to
estimate and normalize our predicted probability from the
predicted performance accomplishments in each matchup
and team ranks, with the ultimate goal of lowering our
Log Loss score per matchup. In the stage one of
predicting 2011-2014 results, our team is ranked 61 out of
347 teams with Log loss score of 0.56915, which exceeds
Seed-based benchmark method (0.59071). Furthermore,
we analyze the pitfalls that were encountered during our
research so others can improve upon our methodology for
future research into the March Madness tournament.
Keywords: Matrix Completion, Neural Networks, March
Madness Prediction, Singular Value Thresholding, March
Machine Learning Mania.
1.

INTRODUCTION
The NCAA Men's Division I Basketball Tournament,
or commonly referred to as March Madness, is one of the
most popular annual sporting events in the United States.
Each year, 68 teams are selected for a single elimination,
playoff style tournament with the final two teams
competing in the championship game. Millions of people
have submitted brackets to March Madness tournament
pools to compete for winning prediction prizes. The
March Machine Learning Mania competition hosted by
Kaggle.com is one of free and legal tournament pools,
where the bracket prediction requires us to submit
probabilities of every possible matchup of tournament.
The Log Loss function (the predictive binomial deviance)
is used to judge each submission,
𝑛
1
𝐿𝑜𝑔𝐿𝑜𝑠𝑠 = − ∑(𝑦𝑖 log(𝑝𝑖 ) + (1 − 𝑦𝑖 ) log(1 − 𝑝𝑖 ))
𝑛

smaller value of 𝐿𝑜𝑔𝐿𝑜𝑠𝑠 indicates better performance of
the predictive model.
In order to fill out tournament brackets with high
predictive accuracy, many computer simulations and
algorithms have been developed to model the tournament
and attempt to explore the effective strategies for March
Madness prediction. For instances, the Colley method [9]
and the Massey method [10] are two early work using
statistical methods to predict the outcome of tournaments.
Later on, Smith and Schwertman [7] proposed a
regression model and found the nearly-linear relationship
between teams’ seeds and tournament results. More
recently, Gupta[12] used a dual-proportion probability
model with rating of teams learned from season games.
Lopez and Matthews[13] designed a logistic regression
model by taking advantage of team-based possession
metrics, which won the 2014 Kaggle competition. Ruiz
and Perez-Cruz proposed modified a classical model for
forecasting soccer to predict basketball game and stated
that high predictive performance obtained [11]. We refer
to [12, 14] for a rich overview of existing literature.
In this paper, we design a new predictive model using
matrix completion to predict the results of the NCAA
tournament. First of all, we formulate performance details
from regular season games of the same year into matrix
form, and apply matrix completion to forecast the
potential performance accomplishments by teams in
tournament games. Second, we project the predicted
performance accomplishments into matchup scores,
where
the
relationship
between
performance
accomplishments and scores are modeled via neural
network using historical seasons and tournament data.
Third, probability adjustments are carried out to derive
the appropriate winning probabilities from the estimated
matchup scores.
The rest of the paper is organized as follows. In
Section 2, March Madness prediction is formulated as
Matrix Completion problem. Section 3 describes the
proposed predictive model. The results of our submission
reported in section 4. Finally, Section 5 summarizes the
paper.

𝑖=1

where 𝑛 is the number of games, 𝑝𝑖 is the winning
probability of team 1 playing against team 2, and 𝑦𝑖
equals 1 if team 1 wins over team 2 and 0 otherwise. A

2.

PREDICTING AS MATRIX COMPLETING
Incomplete matrices with the presence of missing
entries often arise in the situations where data are
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unknown or unobservable. For instance, in the Netflix
problem, as most users rate only a small subset of movies,
rating matrices appear to be very sparse and contain a
large amount of unknown ratings [4,5]. The objective of
matrix completion is to recover the missing (unknown)
entries of an incomplete matrix from a small subset of
observed ones [1-3]. It is commonly believed that the
most actions of matrices are effected by only a few factors
in real-life applications. Therefore, an important but
natural assumption is set with the matrix completion
problem that the matrix to recover is of low rank or nearly
low rank. Let 𝑀 denote an incomplete matrix and Ω be a
set of indices of observed entries, the matrix completion
problem is then defined as finding a low-rank solution 𝑋
to the following optimization problem,
min‖𝑋‖∗

dot indicates the game has played between team 𝑖 and
team 𝑗.
0

50

100

150

200

250

300

𝑋

subject to 𝒫𝛺 (𝑋) = 𝒫𝛺 (𝑀)
where ‖∙‖∗ is the nuclear norm which is the sum of
singular values and 𝒫𝛺 is the projection operation
defined as
𝑀𝑖𝑗 𝑖𝑓 (𝑖, 𝑗) ∈ Ω
𝒫𝛺 (𝑋)𝑖𝑗 = {
0
𝑖𝑓 (𝑖, 𝑗) ∉ Ω.
Many numerical algorithms have been developed in the
literature to solve the above matrix completion problem.
For example, convex optimization algorithms based on
Semi-definite Programming to fill out the missing matrix
[1,2] and the Singular Value Thresholding (SVT)
algorithm to efficiently approximate the optimal result[3].
We refer to [2] for more comprehensive overview on
nuclear norm minimizations.
In the same spirit, March Madness prediction can be
formulated as matrix completion problem as well. Figure
1 shows the plot of a matrix of games played between 364
different college basketball teams in regular season 2015,
where teams are placed on rows and columns, and a blue

350
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Figure 1. Games Played Between 364 Different College
Basketball Teams in Regular Season 2015
As only 3771 matches were held in regular season 2015,
one can find that the matrix of games is sparse with most
of entries are unknown. If those missing entries can be
recovered, the outcome of each potential matchup in the
tournament can be estimated by assigning with the
corresponding results from the completed matrices.
It is well known that the outcome of a basketball
game depends to a large extent on the following
performances accomplishments made by teams,
1) field goals attempted (fga);
2) field goals made (fgm);
3) three pointers attempted (fga3);
4) three pointers made (fgm3);
5) free throws attempted (fta);
6) free throws made (ftm);
7) offensive rebounds (or);
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Figure 2. Procedure of the Proposed Predictive Model
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a reliable completed matrix for all performance matrices,
we use the average of 50 completed 𝐹𝐺𝐴 matrices from
using the SVT algorithm at different 𝜔 from 101 to 150.
(Figure 4).
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3. METHODS
3.1 Matrix Completion
We apply Cai’s SVT algorithm [3] to complete each
performance matrix. Taking the matrix 𝐹𝐺𝐴 of field goals
attempted by teams in regular season 2014 as example,
where Ω is assigned with a set of indices of the played
games. The SVT algorithm seeks a low-rank matrix 𝑋 to
minimize the following Lagrange dual function,
1
𝜏‖𝑋‖∗ + ‖𝒫𝛺 (𝑋) − 𝒫𝛺 (𝐹𝐺𝐴 )‖2𝐹
2
where 𝒫𝛺 is the projection operation and 𝜏 is a
Lagrange multiplier trading off between the nuclear and
Frobenius norm. In general, suppose the matrix to recover
is of size 𝑚 × 𝑛, the value of 𝜏 is set to be a factor of
√𝑚𝑛 , such that 𝜏 = 𝜔 √𝑚𝑛 , where 𝜔 is a positive
number.
A difficulty in applying the SVT algorithm to March
Madness prediction is that not all values of 𝜔 can make
the SVT algorithm provide a satisfactory completed
matrix. Figure 3 shows the predicted field goals attempted
by the SVT algorithm at 𝜔 = 8 , 𝜔 = 120, and 𝜔 = 150,
respectively. We plot the real ones of tournament 2014 in
red color for comparison purposes. One can find that at
very small value 𝜔 such as 𝜔=8, the completed matrix is
polluted with small, even negative values, which do not
make much sense in basketball games. In order to obtain

Predicted
Real

70

Field Goals Attempted
(  = 120 )

8) defensive rebounds (dr);
9) assists (ast);
10) turnovers (to);
11) steals (stl);
12) blocks (blk);
13) personal fouls (pf).
Under the assumption that the strengths and
weaknesses of any team can be reflected from game
records in regular season prior to the tournament, we
place the related performance data from regular season of
the same year into 13 performance matrices to predict
outcome of a basketball game. The matrix completion is
then applied to complete each performance matrix in our
predictive model.
Figure 2 shows the procedure of the proposed
predictive model, where the upper case of performance
name is used to denote each performance matrix, for
example, 𝐹𝐺𝐴 represents a matrix of field
goals attempted. The predictive model proposed in this
paper consists of three phases: (1) matrix completion,
which predicts the performance accomplishments in every
possible tournament game. (2) neural network, where the
predicted performance accomplishments are used to
estimate matchup scores based on the relationship learned
from historical records. (3) probability adjustments, where
the predicted winning probability are derived from the
estimated matchup scores and team ranks.
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Figure 3. The Predicted and the Real Field Goals
Attempted by SVT at 𝜔=8 (Upper), 𝜔=120 (Middle) ,
and 𝜔=150 (Lower)
In the same way, we complete other 12 performance
matrices based on records in regular season of the same
year. After matrix completion, the corresponding entries
for one tournament matchup are selected from each
performance matrix to form a vector of performance
accomplishments, which will be input into a trained
neural network to generate the estimated matchup scores,
as shown in Figure 2.
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Figure 4. The Completed Matrix 𝐹𝐺𝐴

3.2 Neural Network
We use a feed-forward neural network to model the
relationship between performance accomplishments and
scores. Figure 5 illustrates architecture of a neural
network used with 15 neurons.

Figure 5, twenty performance accomplishments by the
winning team and the losing team, including field
goals percentage (fgm/fga), three pointers percentage
(fgm3/fga3), free throws percentage (ftm/fta), offensive
rebounds (or), defensive rebounds (dr), assists (ast),
turnovers (to), steals (stl), blocks (blk), and personal fouls
(pf), are encoded as the network input, while the
corresponding network target is set to two scores. Prefixes
“w” and “l” are used to distinct between the winning team
and the losing team. We also randomly flip the order of
the winning team and the losing team in network input
and target to increase the learning capability of neural
network.
Once the neural network is trained, the predicted
scores of each possible matchup in tournament can be
estimated with ease based on the forecasted performance
accomplishments from the previous matrix completion
step.
3.3 Probability Adjustments
Although normalized scores can be used as
probabilities, such that
𝑝𝑡𝑒𝑎𝑚1,𝑡𝑒𝑎𝑚2 =

𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚1
𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚1 +𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚2

(1)

where 𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚1 and 𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚2 denote the points
scored by team 1and team 2, respectively, it cannot
accurately reflect real differences among matchup scores.
For example, suppose that team 1 wins over team 2 with
points 80 to 50,
80
𝑝𝑡𝑒𝑎𝑚1,𝑡𝑒𝑎𝑚2 =
80 + 50
= 0.6154,
the computed winning probability 0.6154 from equation
(1) is too low. As we known, beating by 30 more points in
a basketball game means a dominating advantage.
Therefore, in order to generate a more reasonable
probabilities, we use equation (2) with a sixth power of a
score instead,
𝑝𝑖 =

6
𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚1
6
6
𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚1 +𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚2

(2)

which gives

806
806 + 506
= 0.9437,
so that the significant difference between scores can be
retained. In addition, to increase the predict accuracy, we
use equation (3) to refine probabilities in our predictive
model, which takes teams’ seeds into account,
𝑝𝑡𝑒𝑎𝑚1,𝑡𝑒𝑎𝑚2 =

Figure 5. The Architecture of Feed-Forward Neural
Network
For training neural network, the dataset is selected
from team-level historical season and tournament records
from 2003 to 2014. We randomly divide the dataset into
three subsets, 70% samples are used for training, 15%
data for validation, and 15% data for testing. As shown in

1 1

3(𝑠𝑒𝑒𝑑𝑡𝑒𝑎𝑚1 −𝑠𝑒𝑒𝑑𝑡𝑒𝑎𝑚2 )

2 2

100

𝑝𝑖 = ( +

+ 𝑝𝑖 )

(3)

where 𝑠𝑒𝑒𝑑𝑡𝑒𝑎𝑚1 and 𝑠𝑒𝑒𝑑𝑡𝑒𝑎𝑚2 denote the rank of team
1and team 2 in the tournament, respectively.
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While Kaggle allows participants submit up to two
brackets and the final leaderboard score will be chosen
based on the best one. To attempt to further lower the
𝐿𝑜𝑔𝐿𝑜𝑠𝑠 value of our predictive model, we impose the
following two equations (4) and (5) on deriving the
aggressive probabilities as our second bracket,
𝑝𝑖 = {

1
0

𝑖𝑓 𝑆𝑒𝑒𝑑𝑡𝑒𝑎𝑚1 = 1 𝑎𝑛𝑑 𝑆𝑒𝑒𝑑𝑡𝑒𝑎𝑚2 = 16
(4)
𝑖𝑓 𝑆𝑒𝑒𝑑𝑡𝑒𝑎𝑚1 = 16 𝑎𝑛𝑑 𝑆𝑒𝑒𝑑𝑡𝑒𝑎𝑚2 = 1

𝑝𝑖 = {

0.9545
0.0455

𝑖𝑓 𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚1 − 𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚2 > 20
(5)
𝑖𝑓 𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚1 − 𝑠𝑐𝑜𝑟𝑒𝑡𝑒𝑎𝑚2 < −20

where equation (4) is constructed from tournament
statistics [8], no team with seed 16 has ever won a team
with seed 1, while equation (5) is used if a team gains

more than 20-points advantage in our model.
4.

RESULTS
The March Machine Learning Mania competition
consists of two stages: In the first stage, the participants
develop and test their models on predicting results of
tournaments from 2011 to 2014. In the second one, the
participants predict the outcome of 2015 tournament.
Our initial bracket based on (2) for predicting
tournaments in 2011-2014 has 𝐿𝑜𝑔𝐿𝑜𝑠𝑠 value of 0.61. By
applying (3), the LogLoss value decreases down to
0.57570. A further reduction is gained by using our
aggressive bracket, which lets our team be ranked 61 out
of 347 teams with Log loss score of 0.56915, which

Figure 6. The Actual Result of March Madness 2015
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exceeds Seed-based benchmark method (0.59071).
For the second stage, we submitted the winning
percentages of 2278 potential games of tournament 2015.
For simplicity, the standard bracket and the aggressive
one of forecasting the tournament outcome are shown in
Appendix, where the results are generated according to
our predicted winning probabilities.
Along with the championship game of March
Madness 2015 completed on April 6th, 2015, our brackets
finish with the 𝐿𝑜𝑔𝐿𝑜𝑠𝑠 score of 0.529547, where
𝐿𝑜𝑔𝐿𝑜𝑠𝑠 is evaluated based on the probabilities on the
actual tournament games. On the happy side, we
successfully predict the win/lose results on 49 out of 63
tournament games, and we particularly predict correctly
in the game between Wisconsin and Kentucky. Figure 6
shows the actual result of the March Madness 2015 [15],
where the games we predicted correctly are highlighted in
red color. However, our submitted brackets are heavily
penalized by several upsets, as shown in green color and
blue color in Figure 6. For example, in the games (green
color) that No. 14 seed UAB drops No. 3 seed Iowa State
and No. 14 seed Georgia State defeats No. 3 seed Baylor,
where we bet the winning probabilities 0.95 and 0.8 on
Iowa State and Baylor, respectively, which result in two
largest increments in our 𝐿𝑜𝑔𝐿𝑜𝑠𝑠 score of 0.047 and
0.0312.
5.

CONCLUSIONS
In this paper, we present a matrix completion
approach to predict the performance accomplishments of
every possible matchup in March Madness competition.
An elaborated neural network and probability adjustments
are carried out to estimate the winning probability of each
game based on the predicted performance details and
team ranks.
There is a lot of space to improve our predictive
method. For example, in our current model, incomplete
performance matrices are completed individually without
considering any potential correlations and team seeds,
which significantly hampers the accuracy of our brackets.
In our predictive model for next year, we plan to preprocess performance details based on teams ‘seeds and
construct a single larger matrix to treat all those key
information together. Moreover, a more careful
probability adjustments will be designed to set up the
winning probabilities.
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Abstract
Computing the Euclidean Distance Transform
(EDT) for binary images is an important problem with
applications involving medical image processing,
computer vision, computational geometry, and pattern
recognition. In algorithm development, execution time
is an important factor. Parallel algorithm development
also needs to focus on scalability and efficiency.
Currently, there exists a sequential algorithm of O(n)
complexity developed by Maurer et al. and a parallel
implementation of Maurer's algorithm developed by
Staubs et al. with an asymptotical speedup of 3 times.
In this paper, we present a parallel implementation of
Maurer's algorithm with a theoretical complexity of
O(n/p) for n voxels and p threads and an evaluated
unprecedented linear speedup for large datasets.
1.

Introduction
Computing the EDT of a binary image was originally
performed through an exhaustive method by first
iterating through the image and identifying each voxel
as a background voxel or a feature voxel (FV). After the
set of FVs have been identified, the image is then
iterated through again and each background voxel is
compared to every FV to determine the distance from
the current background voxel to each of the FVs. The
shortest distance is then recorded for the background
voxel. This method requires an initial loop through the
image and a nested loop to compute the distances for
each background voxel. This approach has a
complexity on average of O(n2+n) or just O(n2). In 2003,
Maurer et. al[1] developed an approach to compute the
EDT of a binary image in linear time through an
approach of dimensionality reduction and partial
Voronoi diagrams. For the approach developed by
Maurer[1], each row of voxels for each dimension of the
EDT is iterated through beginning with the lowest
dimension and the partial Voronoi diagram for each row
is generated. Using this partial Voronoi diagram, each
voxel in the row is compared to each candidate Voronoi
site in the row and the Euclidean distance is calculated.
This is done by first initializing the EDT by iterating
through each row of voxels in the binary image for the
lowest dimension. When a foreground voxel is found,

the associated voxel in the EDT is set to zero while all
others are set to infinity. The voxel data of the binary
image is only used for initialization. The EDT is used for
the remainder of the computations. After initialization,
each row of voxels for each dimension in the EDT is
iterated through beginning with the lowest dimension.
All voxels that are equal to infinity are disregarded. All
of the remaining voxels, known as potential candidate
FVs are compared against the two closest FVs to
determine if the current potential candidate FV
intersects the row of voxels that is currently being
examined. If the current potential candidate FV does not
intersect the current row, then this potential candidate
FV is disregarded. After all of the candidate FVs have
been identified, the row of voxels is iterated through
comparing the current Euclidean distance for the given
voxel to the Euclidean distance to each candidate FV.
The smaller of the two distances is the new Euclidean
distance for the current voxel. The EDT of the lower
dimension is used to calculate the EDT of the current
dimension. The order of processing for a two
dimensional image is shown in Figure 1. Each row, of
the first dimension is iterated through, then each row of
the second dimension is iterated through.

Figure 1. Order of Rows to Process
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Currently, the approach developed by Maurer[1] is
determined to be the best sequential approach for
computing the EDT of a binary image. Using the
approach developed by Maurer[1], a parallel
implementation was presented by Staubs et. al[2]
which featured a maximum speedup of three times.
This maximum speedup was achieved using eight
threads. Previously, we[3] developed a parallel
implementation also using the approach developed by
Maurer[1]. We[3] obtained a mean speedup of six
times for eight threads along with a projected
asymptote of twenty times speedup. In this paper, we
present a parallel implementation of Maurer’s
algorithm. Our parallel implementation operates with
unprecedented speedup and has a complexity of
O(n/p).
Our Approach
Our algorithm follows the same approach
developed by Maurer[1] and uses the same producerconsumer
paradigm
which
we[3]
previously
implemented. However, after our experimental
performance showed a logarithmic drop in efficiency
with a projected asymptote of a times 20 speedup
around 40 processes, we began researching the cause
of the drop in performance. We examined
communication time between the producer process and
the consumer processes along with the accumulated
wait time of the consumer processes as the number of
consumer processes increased. Additionally, we
monitored the call stack and system memory to
determine how resources were being allocated. We
also studied how long the consumer processes waited
to access the shared queue of work. Based on these
examinations, we discovered that the source of the drop
in performance did not lie within the shared queue of
work, but in how the system is managing the call stack
and other resources. Additionally, other optimization
techniques were utilized to minimize tasks that are
performed in constant and linear time as the number of
processes increases.

work, which is acceptable for our algorithm as it
operates with a complexity of O(n/p).

2.

2.1

Load Balancing
We had originally speculated that our algorithm’s
efficiency dropped as the number of processes
increased due to access to the shared mutex. Upon
further experimentation, it was discovered that the
accumulated wait times associated with accessing the
shared queue of work through a single mutex increases
linearly as the number of processes increases, but the
individual process wait times decrease. This is partially
due to the inverse relationship between units of work
per process and number of processes. The important
evidence to note is that the maximum accumulated wait
times for each experiment increases linearly as the
number of processes increases with a fixed amount of

Figure 2. Graph of Wait Times for Cube Data
Results for the accumulated wait times for threads
for three cubes (1000x1000x1000, 2000x2000x2000,
3000x3000x3000) are depicted in Figure 2. The
accumulated wait times for the 4000x4000x4000 and
5000x5000x5000 cube are not shown for graphical
scaling reasons as the data plotted from the
4000x4000x4000 cube would render the data from the
shown cubes as flat lines and the 5000x5000x5000
cube would render the data from the 4000x4000x4000
cube as a flat line.
2.2

Elimination of Recursion
The task of creating the shared queue of work was
originally handled recursively in order to provide an
algorithm which can compute the EDT of an image
independent of the number of dimensions and the
length of rows for each dimension. In programming,
when a method is invoked, a new stack frame is added
to the call stack. The call stack contains all of the stack
frames of the active methods currently executing while
a stack frame contains all of the data associated with
the particular stack frame’s method. The stack frame
data includes input variables, local variables, and a
reference to where the method will return control after
the method terminates. Originally most programming
languages chose not to support recursion because
each stack frame was identified by the name of the
method in the call stack. This causes recursion to be
impossible as there would be no way to distinguish
between stack frames because the identifiers would be
identical. For programming languages that support
recursion, each invocation of a method is identified by
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an address which is independent of the method name.
This allows for multiple instances of a method to exist
by allowing the call stack to contain unique stack
frames for identical method invocations. However, this
poses a problem for recursive methods because the
call stack has a limited amount of memory allocated to
itself by the system. If the call stack exceeds the
memory size limitation, then the program will crash.
For recursive methods that generate a large number of
subsequent recursive calls or are deeply recursive, the
probability of a crash due to stack overflow is
increased.
The following pseudocode shows the structure of
a simplified version of the two recursive function
responsible for generating the shared queue of work. d
is an integer representing the current dimension that
work is being defined for, c is a dimension iterator, and
N is the set of the length of the row size for the given
dimension. The computeEDT function is originally
invoked with an input of the number of dimensions
minus one. The computeEDT_R function is tail
recursive, meaning that a new stack frame does not
need to be added to the call stack because most
modern compilers interpret tail recursive functions as
GOTO statements. However, the computeEDT
function is not tail recursive and a new stack frame is
needed. Additionally, each call to computeEDT where
d is not zero generates Nd new calls to computeEDT.
Each call to computeEDT generates a call to
computeEDT_R. Each call to computeEDT_R where d
is not equal to c generates Nc new calls to
computeEDT_R.
computeEDT(d)
BEGIN
if(d != 0)
for 0..Nd
allocate subsections of work queue
computeEDT(d-1)
end for
end if
computeEDT_R(0, d)
END
computeEDT_R(c, d)
BEGIN
if(c == d)
create work
else
for i..Nc
initialize subsections of work queue
computeEDT_R(c+1, d)
end for
end if
END

Even though the computeEDT_R function is tail
recursive, the compiler should not be relied on to
optimize tail recursive approaches. Additionally, not all
compilers support tail recursion, and not all languages
support recursion. A switch to iterative methods was
chosen to improve optimization during the task of
generating the shared queue of work, eliminate stack
overflows caused by recursion, and define an
approach that can be implemented independently of
programming language.
Given the input of a three-dimensional cube with a
row size of x, the number of additional computeEDT
calls totals x2+x while the number of additional
computeEDT_R calls totals 3x2+2x. In developing a
sustainable and robust algorithm suitable for usage for
exascale computing, recursion was replaced with an
iterative approach, utilizing the structure of the tasks.
Each task involves a process iterating through a row of
voxels and computing the EDT of the given row based
on the current values of the in-progress EDT. The term
row is used generically to refer to a linear set of voxels
parallel to an axis. Each task has one dimension that
is iterated over while all other dimensions remain fixed.
Examining the set of tasks, we notice that each row
must be iterated over for each dimension. This allows
us to use combinatorics, a branch of mathematics
focusing on countable structures, to generate all of the
tasks in an iterative fashion.
2.3

Inline Methods
For methods that are repetitively called in
immediate succession, a large portion of runtime is
wasted for creating a new stack frame, pushing the
stack frame to the call stack, passing the input
variables, allocating and initializing local variables,
returning the output variables, releasing control back
to the calling method, releasing memory space for the
local variables, and popping the stack frame from the
call stack. By modifying the algorithm to replace the
successive method invocations with a while loop
eliminates the system tasks of allocating, pushing, and
popping stack frames along with eliminating the
constant allocation and deallocation of local variables.
Using an inline approach, local variables are allocated
outside of the while loop and initialized inside of the
loop for each iteration of the method. The removeEDT
method is invoked when there are three FV identified.
Each of the three FV has its corresponding Voronoi
area computed to determine which Voronoi areas
intersect the current row of the image. The
removeEDT method has six input parameters and
three local variables. Converting the removeEDT
method to an inline representation of the method
eliminates six copy assignments and three allocation
and deallocation instructions per method invocation.
Given a row of size x, the maximum number of
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removeEDT calls totals x-2 (at least three FV are
needed to call removeEDT). This accumulates to
approximately 6x copy instructions and 3x allocation
and deallocation instructions eliminated per row.
Memoization
Memoization is an optimization technique which
involves storing the results of computationally
expensive calculations so that the result can be reused
when the inputs are repeated. This allows for the
computationally expensive calculations to not have to
be repeated. Our algorithm requires the indices of the
row to be used twice: once for constructing the partial
Voronoi diagram and again for computing the EDT.
Since our algorithm uses dimension generalization, the
following calculation must be evaluated for each voxel:

of the indices being calculated. The offset is only
dependent on the set of the current dimension indices,
Dd,w and the set of the length of the row size for the
dimensions, N. From the offset, the set of indices can
be calculated from:

2.4

𝑑−1

𝑘−1

𝑖𝑛𝑑𝑒𝑥𝑖 = [∑ (∏ 𝑁𝑗 ) ∗ 𝐷𝑑,𝑤,𝑘 ]
𝑘=0

𝑗=0
𝑑−1

+ [(∏ 𝑁𝑗 ) ∗ 𝑖]
𝑗=0
𝑛𝑑

𝑘−1

+ [ ∑ (∏ 𝑁𝑗 ) ∗ 𝐷𝑑,𝑤,𝑘 ]
𝑘=𝑑+1

𝑗=0

where i is the index being computed, d is the current
dimension that the EDT is being calculated in, k is the
dimension iterator, N is the set of the length of the row
size for the given dimension, and Dd,w is the set of the
current dimension indices. The parameter w is fixed for
the calculation and only represents a single unit of
work for computing the EDT for a given row. Storing
the resulting index for each calculation during the
construction of the partial Voronoi diagram allows for
the index to be reused during the calculation for the
EDT for the given row of voxels. Additional
memoization is implemented by only calculating the
offset portion of the index calculation once. The offset
is given by the two summations of the index
calculation:
𝑑−1

𝑘−1

𝑜𝑓𝑓𝑠𝑒𝑡 = [∑ (∏ 𝑁𝑗 ) ∗ 𝐷𝑑,𝑤,𝑘 ]
𝑘=0

𝑗=0
𝑛𝑑

𝑘−1

+ [ ∑ (∏ 𝑁𝑗 ) ∗ 𝐷𝑑,𝑤,𝑘 ]
𝑘=𝑑+1

𝑗=0

Note that the reason why this calculation can be
extracted and stored is that the offset is independent

𝑑−1

𝑖𝑛𝑑𝑒𝑥𝑖 = 𝑜𝑓𝑓𝑠𝑒𝑡 + [(∏ 𝑁𝑗 ) ∗ 𝑖]
𝑗=0

For a three-dimensional image, storing the set of
indices reduces the calculations by 50% and first
calculating the offset reduces the initial calculation of
indices by 80% because there are five multiplicative
summations that must be calculated (four of which are
used to calculate the offset).Without these two
methods, ten multiplicative summations must be
computed. With these methods of memoization, only
one multiplicative summation needs to be computed,
reducing the total computation time for index
calculations by 90%.
2.5

Barriers
Our original approach did not utilize barriers
because the shared queue of work is generated for a
dimension by the single producer process while the
lower dimension’s EDT is computed by the consumer
processes and there is no guarantee that the producer
process will finish generating the work before the
consumer processes finish computing the EDT.
Instead of a barrier, the use of signals, broadcasting,
and wait statements are utilized. Once a consumer
process has computed the EDT for all of its rows, it
increments a global variable and waits for a signal via
broadcast from the producer process. Each consumer
process checks the incremented global variable to
determine if all of the consumer processes are finished
computing. If all of the consumer processes are
finished, then the final consumer process sets a flag to
represent that the consumer processes are finished
computing and then sends a signal to the producer
process. A flag must be set in the event that the
producer process is not finished producing the shared
queue of work for the next higher dimension so that
when the producer process is finished generating the
work, then the flag can be checked because the
producer process will not be waiting on a signal from
the final consumer process resulting in the signal from
the final consumer process to be ignored. If the flag is
set (showing that the consumer processes are finished
computing) then the producer immediately broadcasts
a signal to the consumer processes to start computing
the EDT of the higher dimension. If the flag is not set,
then the producer process waits for a signal from the
final consumer process before the producer process
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broadcasts the signal to the consumer processes.
Both the flag and signal from the final consumer
process are needed for the two cases: first where the
consumer processes complete before the producer
process and second where the producer process
completes before the consumer processes.
As a result of the shortened producer process time
due to the elimination of recursion, and the reduced
computation time for each consumer process from the
result of memoization techniques and the switch to
inline methods, we made the decision to have the
producer complete the work generation task
completely for all dimensions before the consumer
processes began computing. This decision was made
because the time for the entirety of the consumer
processes to increment the completion counter and
execute wait statements, the producer process to
check the completion flag or receive the wait signal,
and the producer process to broadcast to the
collection of consumer processes becomes
computationally expensive as the number of consumer
processes increases. Additionally, the time for the
producer process to complete the work generation
task is negligible now that recursion has been
eliminated. This decision then allowed us to utilize
barriers, which are highly optimized control structures
which cause all consumer processes to wait at the
barrier until all consumer processes have reached the
barrier. This approach has been proven to be faster
than the wait, signal, and broadcast paradigm which
we were using before.

The percentage of FVs in the image did not have a
significant effect regarding the overall computation
time. The minimum and maximum computation times
for each percentage of FVs for each of the cube images
sizes for number of processes only varied by five
percent of the average computation time for each cube
image. The average computation time was computed
by the grouping of number of threads and cube size. We
have also made significant improvements in not only
speedup, but also overall execution time.

3.

4.

Experimental Performance
We have tested our implementation on a machine
containing 2 Intel Xeon E5-2697 v2 processors with
2.7 GHz and 12 physical cores each and a NVIDIA
Tesla K40c GPU with 2880 cores. The machine also
contains 768 GB of 1600MHz DDR3L memory. We
generated cube images with dimensions of
1000x1000x1000, 2000x2000x2000,
3000x3000x3000, 4000x4000x4000, and
5000x5000x5000 ran each with our implementation
using 2, 4, 8, 12, 16, 20, and 24 threads. The cube
images that we generated had randomized FVs for
1%, 5%, 10%, 25%, 50%, 75%, 90%, 95%, and 99%
of the voxels. Additionally, we also created cube
images with a special case of a single FV in the
corner, or the lowest dimension’s first row’s first voxel.
On our current machine, the maximum sized image we
are able to generate is a cube of 5000x5000x5000
voxels, totaling 125 billion voxels. We have achieved
linear speedup for all of our test cases, as depicted in
Figure 3.

Figure 3. Graph of Speedup for Cube Data

Conclusions
Our introduction of a linearly scalable parallel
Euclidean Distance Transform algorithm approach will
allow for larger datasets to be processed with a high
number of processes without experiencing a significant
loss of performance. Our approach does not utilize
recursion, which is language dependent, and also
avoids the possibility of stack overflow errors. Our
approach operates on any dimension for any row
length size for each dimension, which allows us to
provide a generalized, efficient, and extendable
algorithm for exascale computing.
5.

Future Work
We plan to extend our work to handle anisotropic
EDTs as well as signed EDTs in the future. We do not
foresee any significant effect to the overall scalability
of the algorithm with the introduction of anisotropic
and/or signed EDTs.
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Abstract: This study puts forth modeling and simulation of
a simplified three-phase brushless direct current (BLDC)
motor. A suitable mathematical model is developed and
several key features were investigated. Simulations were
made both under no load and load conditions. Efficiency of
the BLDC motor was explored for various cases. It has
been shown that the obtained results are in good agreement
with previous studies. An extended simulation study as well
as an experimental study will be conducted to obtain better
results.
Keywords: Brushless Direct Current (BLDC) Motor,
Three-Phase Inverter, Machine Dynamic Model, Rotor
Speed-Supply Current Relationship
1. INTRODUCTION
Direct current (DC) motors have many fascinating features
such as low initial cost, reliability, and simplicity in the

motor speed control [1-2]. However, these motors require
periodic maintenance as the brushes of the mechanical
commutator wear out over the time and may cause
sparking. In addition to that, DC motors do not meet the
qualification of providing high torque [3]. As the speed of
the rotor increases, generated torque decreases due to brush
friction. On the other hand, brushless direct current (BLDC)
motors have a wide variety of advantages over DC motors.
In fact, BLDC motors have relatively higher speed range,
output power, torque-weight ratio, and dynamic response.
Their small size (lower weight), low-noise operation and
longer operating life make BLDC motors attractive assets
[2-4]. However they have higher construction cost and
complex control mechanism because current commutation
is done by solid state circuit. In other words, BLDC motors
are electronically commutated motors [5]. In this paper a
dynamical modeling and simulation of a three-phase
brushless DC motor is done by MATLAB/SIMULINK.

Figure 1 Brushless Direct Current (BLDC) motor drive scheme.

Page 55

Figure 2 A Brushless DC motor.

2. THEORY OF OPERATION
There are several different physical configurations of
BLDC motors but the most common one is the three phase
motor as shown in Figure 1. The rotor of a BLDC motor is
a permanent magnet. The stator has a coil arrangement as
shown in Figure 2. By applying DC power to the coil, it
will energize and become an electromagnet. The operation
of a BLDC motor is based on the simple force interaction
between the permanent magnet and the electromagnet. In
this condition, when the coil A is energized the opposite
poles of the rotor and stator are attracted to each other. As
the rotor nears coil A, coil B is energized and as the rotor
nears coil B, coil C is energized as shown in Figure 3. After
that coil A is energized with the opposite polarity. This
process is repeated and the rotor continues to rotate. Even
though this motor works it has a drawback. At any instant
only one coil is energized and other two do nothing. The
two dead coils greatly reduce the power output of the
motor. This problem could be solved by the following
process. When the rotor is in the initial position along with
the first coil which pulls the rotor, the coil behind it could
be energized in such a way that it will push the rotor. For
this instant a same polarity current is passed through the
second coil. The combined effect produces more torque
and power output from the motor. The combined force also
makes sure that a BLDC has a constant torque nature. With
this configuration two coils need to be energized separately
but by making a small modification to the stator coil this
process can be simplified. This modification is nothing but
connecting one free end of the coils together. This will
cause just like the separately energized state. However
energization order and time must be adjusted precisely. In
other words, one must know that which stator coil to ener-

Figure 3 Different phases of a BLDC motor.
gize and when to energize because the rotor will produce a
continuous rotation. Here, an electronic controller is used
for this purpose. A sensor determines the position of the
rotor and based on this information the controller decides
which coils to energize. Most often a hall-effect sensor is
used for this purpose.
3. MATHEMATICAL MODEL FOR A BRUSHLESS
DC MOTOR
The governing equations of a 3-phase brushless DC motor
could be described by applying Kirchhoff’s Voltage Law to
the circuit shown in Figure 1.
(

)

(

)

( )

(

)

(

)

( )

(

)

(

)

( )
( )

Page 56

Here a, b and c represent three phases of the BLDC; v, i
and e denote phase to phase voltages, phase currents, and
phase back emfs respectively; R is the resistance, and L is
the inductance;
and
are the electrical torque and the
load torque; J is the rotor inertia,
is the friction constant,
and
is the rotor speed. One can write the back
electromotive forces of each phase and the electrical torque
expression as
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to investigate motor response features. And similarly the
rotor is stopped at
. Figure 4 shows the variation of
the rotor speed with time. Speed of the rotor stabilizes
around 1 milliseconds. Figure 5 depicts the variation of
electrical power with time and Figure 6 depicts the
variation of supply current with time. The rotor speed in
Figure 4, electrical power in Figure 5, and supply current in
Figure 6 were obtained under no load condition. Figure 7
shows the variation of rotor speed with respect to the
electrical power under no load condition. Similarly, Figure
8 shows the variation of the rotor speed with supply current
under no load condition. The relation between the supply
current and electrical power under no load condition is
presented in Figure 9.

( )

Here
is the back emf constant; f is the trapezoidal
waveform function;
is the electrical angle; and
is the
torque proportionality constant. One period of the f
function is
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And finally, equations (1) – (4) can be written in statespace form as follows
Figure 4 Variation of rotor speed (no load).
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4. RESULTS
The simulations are done in Matlab/Simulink using the
default solver and parameters. The block diagram of the
BLDC motor drive is shown in Figure 10. The simulation
time varies with each different parameter computation. For
some simulations, reverse rotor rotation is applied at

Figure 5 Variation of electrical power (no load).
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Figure 6 Variation of supply current (no load).

Figure 8 Rotor speed by supply current (no load).

Figure 7 Rotor speed by electrical power (no load).

Figure 9 Relation of the supply current and electrical
power (no load).

Figure 10 Simulink block diagram of the BLDC motor drive.
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The expected linear relation is observed as seen from the
figure.
Figure 11 depicts the variation of rotor speed with time.
The variations of electrical and mechanical power with
respect to time are shown in Figure 12 and 13 respectively.
In Figure 14 efficiency of the motor is presented as a
function of time. Figures 11, 12, 13, and 14 were obtained
under loaded torque condition. In these computations, the
load torque value is assumed to be
.
In addition to that, variations of these parameters were also
investigated for different load torque values. These results
will be shown in the following pages.
Figure 13 Variation of mechanical power.

Figure 11 Variation of rotor speed.

Figure 14 Efficiency of the BLDC motor.

Figure 12 Variation of electrical power.

Figure 15 Variation of rotor speed by electrical power.
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Figure 16 Rotor speed for various load conditions.

Figure 19 Motor efficiency for various load torque.

Figure 17 Electrical power for different load conditions.

Figure 20 Variation of rotor speed with various inertia
values.

Figure 18 Mechanical power for different load conditions.

Figure 15 shows the variation of the rotor speed with
electrical power under loaded torque condition. Figure 16
presents how rotor speed changes with different loaded
torque values. Electrical power and load torque relation is
depicted in Figure 17 and similarly mechanical power and
load torque relation is depicted in Figure 18. Efficiency of
the motor for various load torque is shown in Figure 19. On
the other hand, Figure 20 depicts the variation of the rotor
speed with various inertia values. Figure 21 shows variation
of rotor speed under no load (1st row) and loaded torque (2nd
row) conditions for durations of
,
and
seconds.
Similarly, variation of electrical power under no load (3 rd
row) and loaded torque (4th row) conditions for durations of
, and seconds. In these simulations, reverse rotor
rotation is applied at
and the rotor is stopped at
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Figure 21 Variation of rotor speed under no load (1 st row) and loaded torque (2nd row) conditions for durations of
, and
seconds. Similarly, variation of electrical power under no load (3 rd row) and loaded torque (4th row) conditions for
durations of
, and seconds.
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Figure 22 Variation of mechanical power under loaded torque (1 st row) condition for durations of
, and seconds. And
variation of supply current under loaded torque (2 nd row) condition for durations of
, and seconds.
to investigate motor response features. In Figure 22, the
variation of mechanical power under loaded torque (1st row)
condition for durations of
,
and
seconds and
similarly variation of supply current under loaded torque
(2nd row) condition for durations of
, and seconds
can be seen.
5. CONCLUSIONS
A three-phase brushless direct current (BLDC) motor is
modeled using Matlab/Simulink. It is an approximated
model and it can be used to guide researchers to provide an
initial numerical setup. Simplicity of the model makes it
quite useful in modeling and simulation of BLDC motors.
Before the simulations, a suitable mathematical model for
BLDC is developed, so the performance of the BLDC
motor can be evaluated. Various features of the motor are
investigated with detailed simulations. Simulations were
made both under no load and load conditions. Presented
results are in good agreement with previous studies and this
shows the accuracy of the developed model. More
numerical work will be done to investigate a BLDC motor
in details. In addition to that, an experimental study will be
conducted to support numerical results.
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We are looking into fluid-structure interaction
problems which are of great interest in fields like
engineering and medicine with applications to
designing
aircraft,
bridges,
parachutes,
understanding blood flow in arteries. These
problems are hard to model due to their complex
geometries and freely moving boundaries. The
problem gets more challenging if we want to
simulate two phase flows with a structure, i.e.
two fluids and one structure. Our goal is to
numerically simulate this complex fluid(two
phase flow)- structure phenomena by combining
two interdisciplinary codes that best describe the
fluid and the structure. We are working on
integrating Volume of Fluid(VOF) methods with
immersed boundary methods to solve two phase
flow and structure interaction problems. We are
using a loose coupling partitioned approach to
interface two interdisciplinary codes based on
Immersed
Boundary
Method.
Immersed
boundary method by Peskin has become a very
popular choice for simulation of fluid structure
interaction due to its simplicity, ability to handle
complex geometries, and lack of need for
generation of new meshes[1]. The fluid variables
are defined in the Eulerian co-ordinate and the
structure variables are defined in the Lagrangian
co-ordinate. The data are transferred between
the two co-ordinates using the delta function.
Also, the direct forcing method, originally
proposed by J. Mohd Yusof have been used
extensively to simulate rigid stationary and
moving body flows[3]. We are also looking into
combing such methods to simulate elastic
structures in the fluid. The VOF, originally
proposed by Hirt and Nichols, is an advection
scheme which tracks the shape of the interface
moving through the grids[2]. There is a
challenge to compute this numerically mainly

due to the discontinuities at the interface. It gets
even harder to track the interface when the
system includes a structure, as this is a threeway interaction now. We are working on
computing the two-phase flow and fluid structure
interaction independently, and then to combine it
eventually to have an efficient and accurate
numerical solution for the two phase flow and
structure interaction. The advantage of the
partitioned approach is we can update the best
available algorithms for the fluid and structure
separately and thus get the best results for the
fluid structure interaction. This also reduces
code development time and makes use of the
best numerical algorithms available in both
fields. We have worked on a flow past a rigid
cylinder which is a benchmark problem to test
our preliminary results to the ones in literature.
The main highlight of our current work is the
interdisciplinary coupling of two phase flow with
a structure and to show that a new variation of
the Direct Forcing approach based on Immersed
boundary method and Volume of Fluid method
can be used for elastic bodies, in addition to the
rigid and moving bodies. We are hoping to build
onto the benchmark problems to solve the fluid
structure interaction problem more efficiently
and accurately for all kind of structures and fluid
flows. We are currently working on 2-d problems
to verify our method. We hope to extend this to
3-d in the near future.
References:
[1] Peskin, Charles S. "The immersed
boundary method." Acta numerica 11 (2002):
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[2] Hirt, Cyril W., and Billy D. Nichols. "Volume of
fluid (VOF) method for the dynamics of free
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Abstract

2
2.1

In this paper, we study the effect of electrical field on
the shape deformation of fluid-filled viscoelastic capsules.
The fluid-structure interaction between capsules and ambient flow is provided by John Gounley using Lattice
Boltzmann and finite element method for the fluid and
structure, respectively, based on the immersed boundary method. The electric stress is treated as an interfacial force on the interface. Both the electric and fluidstructure interaction force can be formulated in a unified
immersed boundary framework. The electrical potential
satisfy a variable coefficients Poisson, is solved numerically by the Ghost Fluid Method which incorporates the
jump conditions along the normal direction. The interface is tracked by the level-set method along with Cubic
Spline Interpolation.

1

Governing Equations
Electric Field

In the special case of a steady state (stationary charges
and currents), the two resulting equations are:
5 · (σE) =

ρ
0

(1)

5×E =0

(2)

E is the electric field intensity, σ is the electric conductivity of the medium, ρ is the electric charge density,
0 is permittivity.
According to Faraday’s Law, one can define an electric
potential, that is, a function of φ, such that:
E = 5φ,

in

Ω\Σ

(3)

The boundary conditions along the interface E separating Ω+ and Ω− are based on the continuity of the
electric potential and the normal component of the electric flux density across the interface:

Introduction

[φ] = 0 on Σ
(4)
There has been quite a few effort in using numerical
[σ 5 φ~n] = 0 on Σ
(5)
methods to simulate the electro-hydrodynamics of a viscous capsule under an electric field. The resulting Poisson equation, based on how the interface is treated, 2.2 Interface Tracking
can be solved using the front tracking method, level
At each time step, we update the marker points at ~xn on
set method, phase field method and the volume-of-fluid
the interface to new positions ~xn+1 , the interface funcmethod, etc..
tion, ψ(~x), is obtained by cubic spline interpolation.
In this paper, the Ghost Fluid Method using finite
An isocontour (e.g.ψ = 0) of a higher-dimensional surdifference scheme along with level set interface tracking face is used to represent the interface, mathematically,
method is used to simulate the effect of electric field on this can be written as:
the shape deformation of fluid-filled viscous-elastic capsules. The Ghost Fluid Method was originally designed
Σ = {~x | ψ(~x) = 0}
(6)
to treat contact discontinuities in the inviscid Euler equations, In paper [1], the boundary condition capturing
One can calculate the normal vector which is given as
method uses the Ghost Fluid Method to capture the the normalized gradient of the level-set function at leveljump conditions in Poisson equation, and uses level set set zero:
method to track the interface. We use the same numeri5ψ
cal method as in [1], but quite different interface tracking
(7)
~n =
| 5ψ |
technique.
1
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3

Numerical Method

The exact solution is
 x
e cos(y)
u(x, y) =
0

Without loss of generality, we consider the following elliptic interface problem with inhomogeneous jumps as:

(x, y) ∈ Ω−
(x, y) ∈ Ω+

Figure 1 shows the numerical solution with 21, 41, 81,
(8) and 161 grid points in each direction, respectively.
(9) Figure 2 shows the order of convergence.
(10)

5 · (σ 5 φ) = f in Ω \ Σ
[φ] = a on Σ
[σ 5 φ~n] = b on Σ

For 1-D case, we consider the following variable coefficient Poisson equation:
(βux )x = f (x)

(11)

with interface jump conditions, [u]Γ = a(xΓ ), [βun ] =
b(xΓ ) and and Dirichlet boundary conditions on Ω.
The standard 3-points second order discretization:
−ui
i−1
) − βi− 12 ( ui −u
)
βi+ 12 ( ui+1
4x
4x

4x

= fi +

Ci
(12)
(4x)2

Where Ci is the correction term which is non-zero only
if the standard three-point Laplacian at that point does
not cut through the interface.
Note: At the fluxes, βi± 12 = β(xi± 21 ) are defined in
accordance with the side of the interface the flux is
located on as determined by φi± 12 .

Figure 1: Plots of Numerical Solutions

For 2-D case, the variable coefficient Poisson equation
is:
(βux )x + (βuy )y = f (~x)

(13)

with interface jump conditions, [u]Γ = a(~xΓ ), [βun ] =
b(~xΓ ) and and Dirichlet boundary conditions on Ω.
Let 4x = 4y = h, the standard 5-points second order
discretization can be generally written in the form of:
β(i+ 12 ,j) (

u(i+1,j) −u(i,j)
)
h

− β(i− 12 ,j) (

u(i,j) −u(i−1,j)
)
h

h
+

β(i,j+ 12 ) (

= fi +

u(i,j+1) −u(i,j)
)
h

− β(i,j− 12 ) (

u(i,j) −u(i,j−1)
)
h

Figure 2: Loglog plot.

h
Cij
h2

Table 1 shows the results of numerical accuracy.
4x
(14)

1
10
1
20
1
40
1
80

Where Cij is the correction term which is non-zero only
if the standard five-point Laplacian at that point does
not cut through the interface.

4

5

Example

L∞ error in u
0.014883
0.007989
0.004307
0.002095

Numerical Order
N/A
0.89755
0.89133
1.04000

Conclusions

We solve the electric potential using finite difference
based Ghost Fluid Method which incorporates the jump
conditions naturally along the normal direction. This
method can achieve 1st order accurate. In future, the
multi-grid iterations will be adopted to solve the resulting linear system obtained from 2-D or 3-D cases efficiently.

This is an example taken from [1].
Consider 4u = 0 in two dimensions on [−1, 1]×[−1, 1]
with the interface defined by the circle x2 + y 2 = 0.52 .
The jump conditions are [u] = −ex cos(y) and [un ] =
2ex (y sin(y) − x cos(y)), with Dirichlet boundary condition, u(x, y) = 0 on ∂Ω.
2
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ABSTRACT

This paper leverages system dynamics modeling to capture
the current Iraqi conflict and characterize the dynamic Iraqi
demographic effect on State stability given existing
boundaries created as a result of the Sykes-Picot Agreement
of 1916. The model reuses a general insurgency system
dynamics model previously applied to insurgency in
Columbia and attempts to answer the following question:
assuming existing Iraqi State boundaries and demographics
remain intact, is civil war or insurgency a persistent reality
for Iraq? This work is the application of two disciplines,
modeling and simulation and social sciences. Further, the
effort attempts to show the viability of an existing
insurgency model when applied to another State
insurgency.
AUTHOR KEYWORDS

Systems dynamics, insurgency, data, model, Iraq,
demographics.
INTRODUCTION

The political environment in Iraq that perpetuates persistent
conflict will not end peacefully or quickly unless drastic
measures are taken by the people of Iraq. Several
confounding factors force this inevitability. First, as the
result of the Sykes-Picot Agreement of 1916, Iraq’s borders
were arbitrarily set after the dismemberment of the Ottoman
Empire by Britain and France (see Figure 1). 1

Figure 1: Result of Sykes-Picot agreement2

The establishment of these arbitrary borders encapsulated a
myriad of ethnic and religious groups within one country.
Several of these groups had already established a long
history of not living together peacefully. In particular, the
three largest groups, the Kurds, the Sunnis, and the Shias,
all have cultural and religious differences and a long history
of mutual hatred and mistrust. Figure 2 below shows the
demographic distribution of Iraqi ethnic groups given the
Sykes-Picot borders.
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detracting factors were removed and the remaining factors
were modified to reflect the ongoing Iraqi conflict and
political landscape. All factor values are based on the
author’s knowledge of the Iraq conflict and thus should be
viewed as assumptions until further research and
consultation with subject matter experts can assert their
validity. The modified indices are located in Appendix A.
Also, the initial set-up values (population, insurgents,
dissidents) for the revised insurgency model based on
Columbia remained unchanged. The assumption here is that
the model can be aggregated to reflect any population set
and that the ratio of insurgents to target population was
assumed to be similar. This is an area to be addressed in
further research.
In addition to the demographic changes to the indices, it
was necessary to add another dependent variable to the
model in order to capture Iraqi civilian casualties as a result
of the insurgency. The system dynamics model was
modified as depicted in Figure 3 and Appendix B.

Appeasement Rate
Time as Dissident

Time to Become
Dissident
Growth

Figure 2: Iraq’s Demographic Divide

Susceptible
Population

Dissidents
Dissident
Creation Rate

Insurgents
Insurgent
Creation Rate

Insurgent Loss
Rate

3

Population
Growth Rate

Since Sykes-Picot, the development of Iraq as a State has
proven challenging for the three largest ethnic groups.
Building consensus, establishing a lasting mutual trust, and
forging a truly representative government may be too much
to ask of the people of Iraq given the arbitrary Sykes-Picot
State boundaries. It is primarily this demographic divide,
both ethnic and religious, that is preventing the viability of
Iraq. This paper attempts to answer the following question:
assuming existing Iraqi State boundaries and demographics
remain intact, is civil war or insurgency a persistent reality
for Iraq? This effort leverages system dynamics modeling
to model the current Iraqi conflict and characterize the
dynamic Iraqi demographic effect on State stability given
existing boundaries.
MODEL DESCRIPTION

The basis for the Iraq insurgency model is the Columbian
revised system dynamics insurgency model developed by
researchers from the Virginia Modeling, Analysis, and
Simulation Center (VMASC) for the United States Marine
Corps.4 The Iraqi model leverages the same indices used in
the Columbia model, but modifies them based on Iraqi
demographic data. All Columbian-specific supporting and

Insurgency Index

Total Population

Outreach per
Dissident
Government
Resiliency
External Influence
Index

Counter
Insurgency Index

Recruits

Political Economy
Index Polity Index Social Capacity
Index

Civilian Casualty
Rate

Human Rights
Index

Civilian Casualties

Figure 3: Modified Insurgency Model5
In order to capture the civilian casualties, a civilian casualty
rate was added which is a function of the product of the
Insurgency index and the number of insurgents minus the
product of the government resiliency and the
counterinsurgency index. The civilian casualty rate yields
the number of civilian casualties. In order to feed back into
the model appropriately, the civilian casualties also impact
the total population. Civilian casualties are shown as the
monthly average of casualties per year for six years starting
with 2011. Thus on all graphs, the first four time periods
represent 2011 through 2014; the period of time for which
data exists for comparison. The data used to validate the
model is in Figure 4.
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disenfranchised men in the region choosing radical
ideology over peaceful solutions which value human
capital, Iraq will likely be mired in conflict or civil war for
decades to come. From Figure 5, even in the environment
depicted by the 2011-2012 graph, civilian casualties
continue to grow, or at the very least remain steady.

Figure 4: Iraqi Civilian Deaths 2011-20146
In order to validate the model, the data was divided into two
sets; one for 2011-2012 and another for 2013-2014. The
model was configured to represent Iraq from 2011 to 2012,
as the final United States armed forces withdrew from Iraq
and the new Iraqi government had to rule on its own. The
model results are within 15% of the actual civilian deaths
from 2011-2012, thus validating the model’s accuracy.
After model validation, the factors were modified to reflect
the 2013-2014 timeframe; reflecting a radically different
conflict. The predicted civilian casualties for the 2013-2014
time period are within 20% of actual data. Table 1 shows
the model generated data versus actual data for both time
periods.

Year

Total
Opposition
Actual

Base Line
2011-2012

2011

3980

3552

2012

4390

3708

2013

9500

11460

2014

16644

16464

Predicted
2013-2014

Figure 5: Comparison Graph of Civilian Casualties
(2011-2012 Data vs. 2013-2014 Data)

This time period is likely a fair representation of the lowest
casualty situation for the Iraqi people for the foreseeable
future. With the concerns over the Iraqi government’s
viability and the presence of ISIS in ever increasing
numbers across Iraq, the Iraqi people may be in for many
more years of violence. Further, as indicated by the time
period 2013-2014, unless drastic measures are taken to
defeat ISIS and assure the security of the Iraqi population, it
is certainly possible for ISIS to gain complete control of
Iraq.
CONCLUSIONS

Table 1: Model Generated Civilian Casualties vs Actual
Data7
ANALYSIS.

Based on the model data yields, it is clear that the current
Iraqi conflict is not only dangerous, but perhaps intractable
for any Iraqi government, elected or otherwise. With any
elected government, representation will be perceived as
unequal or insufficient. With such large factions of

The dilemma of Western intervention in the region remains
ever present, so any “help” provided by the United States or
countries outside the region may only serve to strengthen
the insurgent base. However, the ISIS threat is a threat to
the entire region along with linked global economies.
Therefore, for a lasting and viable solution the Iraqi
government and its people should seek support from its
neighbors, and build a regional State coalition to work
together to eradicate ISIS, and other non-State sponsored
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terrorist groups. Once the myriad cultural and ethnic groups
in Iraq realize successes in the efforts of an established
regional coalition against ISIS, they can then focus on
finishing the work of building a lasting, representative
government within Iraq.
This paper demonstrated the application of an existing
general insurgency model to the ongoing insurgency in
Iraq. A combination of leveraging both modeling and
simulation and social sciences disciplines yields an
extremely portable insurgency model. The modifications
made to the existing model were straightforward and serve
to validate the general insurgency model for use in
exploring other State insurgencies. The work necessary to
alter the model input, in this case the demographic indices,
is non-trivial and requires extensive research and the
support of subject matter experts to verify model data
legitimacy. In the case of the ongoing Iraqi insurgency, this
model serves as a great starting point to further explore the
dynamics of the Iraqi insurgency and the effects that the
post-Sykes-Picot demographic realities have on the conflict.
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Appendix A
All factors that were removed from the existing Columbian model are highlighted in RED and their associated values are
deleted. Factors highlighted in YELLOW were added to better represent the Iraqi insurgency or political landscape.

Insurgency Index
Supporting Factors

2011-2012

2013-2014

Composition of violence
(kidnappings, executions,
massacres, extortion)

3

5

No need for external
support
because
they
control resources

2

4

Benefit from Iraq’s war
fatigue

4

4

3

5

Strength of each group and
in totality vary

3

4

Internal
support
for
insurgency (voluntary or
coerced-high)

2

4

Spoilers in this category
(want control or convert to
government)

5

5

2

5

2

5

50,000 combatants in
country of 41 mill. and
military of 125,000

82 cartels
Willingness to pay costs of
war to gain power /
territory
Success in meeting goal to
extend front
Paramilitaries
pose
a
double challenge because
they are treated like
criminals
FARC, ELN, AUC and
other
criminals,
independents—many
groups

approach

–

Use social groups
advance interests

to

Strategic
military
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External support (other
terrorists,
neighboring
countries)

2

4

cause of insurgency funds
insurgency

3

5

3

5

access to weaponry

4

4

all protagonists using /
accessing small arms
(guerrillas, paramilitaries,
civilians)

3

4

external support

2

3

ISIS has global outreach

3

4

viewed as intractable by
insurgents (irresolvable)
versus resisting resolution

5

5

51

75

ISIS attack on civilians
changed civilian view of
them

-5

-5

level of violence

-2

-5

Structure of insurgency –
disorderly

-3

-1

Intent
of
insurgency
(economic with small
number benefiting)

-2

-2

Type of insurgency –
egalitarian (power nor
shared)

-2

-1

democratization of drug
trade with break-up of
cartels
(numerous
splintered groups)
mafia-like behavior
too much land to grow
coca, too many poor to
farm it
concentrations
ownership

of

land

balloon effect (shut down
one farm; another pops up)

war fatigue
Supporting Factors Totals
Detractions

2000
Paramilitaries
committed the most human
rights abuses
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Multiplicity
and
fragmentation of insurgent
groups

-3

-3

Labeled
terrorists
empower state to deal with
them

-2

-2

external support to secure
resources

-4

-3

Detraction Total

-23

-22

Factor Total

28

53

Corrupted by drug money

2003 Colombian govt
included $100 mill to
equip army battalions to
protect pipelines
land reform via taxes /
improved infrastructure/
economic opportunities

Page 75

Counterinsurgency Index

Supporting Factors

2011-2012

2013-2014

5

5

4

3

4

2

3

4

16

14

Military: 40k troops,
55k
soldiers,
combined mil 125k
with
proposed
increase to 225k

COIN coupled with
War on Terrorism
Rules of engagement
unrestricted
Citizens support War
on Terror approach
External funding
Military—not
capable

fully

Resolve
vs
selfpreservation of Iraqi
Gov
Uribe taxed the rich
and established COIN
initiatives
Legitimacy
of
counter-insurgency
Military
somewhat
independent of C-i-C
and
can
be
unpredictable

Stasis
Spoilers
Societal based add
semblance
of
democracy
Supporting
Factors
Totals
Detractions
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Anyone
contacts
guerrillas
legitimate
targets

having
with
are
military

Military
has
conflictual
relationship with rural
communities
Counterinsurgency
seen as privatized
Military corruption

-2

-3

Police corruption

-2

-4

Detraction Total

-4

-7

Factor Total

12

7

No real
strategy

defensive

Spillover of violence
into
neighboring
countries
Para militaries treated
like felons, tapping
resources of National
Police
Military unclear of
intent of insurgents
War fatigue
Low regard for public
/ private institutions
reinforces
vulnerability
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Polity Index

Supporting Factors

2011-2012

2013-2014

a democracy
elections)

5

5

legitimacy as political
institution
with
Constitution

5

5

legitimacy
as
perceived by people
(unequal
representation
highlighted by ISIS)

4

4

4

2

(free

government policy of
societal approach to
COIN and Uribe’s
Law
and
Order
rhetoric
expanded
representation
in
government
grouping Insurgency
with
Terrorism
empowers
government to take
stronger approach
Govt Viability: Iraqi
Govt in place and
operating
without
direct US support in
Iraq
He is support by the
U.S President with
excellent funding
There is a united
effort between the two
leaders to wage a
counter-insurgency to
gain back Colombia
Pan
Colombia
replaced with Andean
Counter
Drug
Initiative
US authorized Uribe
to use funds from war
on drugs to counterinsurgency
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US policy supports
expanding role of
military, emboldens
military
US supports unilateral
authority of Uribe
US promises ongoing
support
the
WAR
TAX
implemented
and
bringing in big dollars
to the Colombian
coffer
a media/propaganda
push that supports the
government
and
contuse to paint the
drug traffickers as Bin
Ladenes
and
Talibanes the civilian
population
(those
politically
active)
have accepted the
cultural / societal shift
from drug war to a
war against terrorism
policies (land reform,
economy) developed
are executed, not with
great success but
effort
made
and
shown over time
Uribe elected with
62% vote, although
not
overwhelming
majority as in 2002,
he is able to continue
his policies
Supporting
Total

Factors

18

16

-5

-5

Detractions
Iraq cannot mature as
a democracy with
unending conflict
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Congress fragmented
ruled by elites who
sponsor clientelism,
relationship with Pres
tenuous
judicial capacity
government
can’t
provide for national of
domestic
security
Absence of State / No
Rule of Law
Govt cannot protect
citizens: number of
civilian casualties

-2

-4

politicians corrupt

-3

-4

political history; no
State identity

-5

-5

checks and balances
in government (power
in hands of a few)

-4

-4

-4

-4

Detractions Total

-23

-26

Index Total

-5

-10

grouping Insurgency
with
Terrorism
compromises
democracy
Stasis—accept this as
how things will be
Politics
of
ANESTHESIA
legitimacy
as
perceived by people;
Govt
failure
to
adequately represent
all Iraqi ethnic groups
institutions
(government
services—lack
of
creates legitimacy for
guerrillas)
Obstacle to advancing
minorities in gov’t is
violence against their
leaders
Spoilers (don’t want
peace, their power lies
in situation as is)
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Appendix B
Modified Insurgency Model

Appeasement Rate
Time as Dissident

Time to Become
Dissident
Growth

Population
Growth Rate

Susceptible
Population

Dissidents
Dissident
Creation Rate

Insurgency Index

Total Population

Government
Resiliency
Political Economy
Social Capacity
Index
Polity Index
Index

Human Rights
Index

Insurgent Loss
Rate

Counter
Insurgency Index

Recruits

Outreach per
Dissident

External Influence
Index

Insurgents
Insurgent
Creation Rate

Civilian Casualty
Rate

Civilian Casualties
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ABSTRACT

The Center for Army Analysis evaluates
counterinsurgency strategy using a wargame. Within
the wargame, a regression model links decisions to
outputs. However, the need for data presents issues.
The data needs to be immediately available and
accurate and the wargame users do not have the
luxury of waiting for data to become available. The
demand for insight is constant and necessary. If data
is not readily available, there needs to be a codified
process to assign data from a previous conflict that is
similar to the conflict of interest. A categorization
process is discussed using common descriptors of
operational environments such as DIME and
PMESII.
INTRODUCTION

The Center for Army Analysis (CAA)
models counterinsurgency (COIN) to assess strategic
courses of actions via a wargame. Specifically, CAA
conducts analyses of Army forces and systems in the
context of joint and combined warfighting.1 CAA
works with strategic military leaders to evaluate
different courses of action for regional stability. In
doing so, the CAA analysts must account for the
complexity of the COIN operating environment (OE)
in the model. A regression model exists to model the
linkage between key inputs and outputs as well as
minimize variance associated with the COIN OE. By
using the model, CAA can reasonably analyze and
assess the most appropriate course of action with
respect to effective capacity development and
stability strategy in any region of the world against
any kind of insurgency.
CAA uses a regression model to analyze
their OE. The model is data-driven and often covers
regional strategy application across a long time line,
greater than one year. If there is readily available
data for the OE of interest, the users can simply use
that. This approach is best for the users because the
data that they are entering is the same data for the
conflict they are studying. However, if a new

insurgency arises and there is no readily available
data for a new conflict, the users must find similar
data to the new insurgency of interest. In order to
generate data, the users must take this new conflict of
interest and assign it to a previous insurgency to get a
similar data set they can use. By categorizing the
conflict with the recommended process, the users
assign the newer conflict to older conflicts with
readily available data. Assigning the new conflict of
interest to a previous conflict using a codified process
is important because it allows CAA to provide
otherwise unavailable insight about emerging
conflicts.
When mapping a new conflict to a previous
conflict, it is imperative to understand the importance
of continuously remapping the conflict as it evolves.
The OE of an insurgency is ever-changing, which
inherently causes the strategy to change as well.
Therefore, as the insurgency changes, so should the
mapped conflict. This allows senior military senior
commanders (brigade level and higher) to evaluate
courses of action despite the changing OE. These
leaders then inform important strategic decisions
quickly, enhancing the probability of success in
against an insurgency.
BACKGROUND

CAA wargame planners must understand
both the OE and the regression model.
Understanding how COIN operations work and how
commanders can push and pull different levers, like
the different DIME (diplomatic, information,
military, and economic) and PMESII (political,
military, economic, social, information and
infrastructure) factors, will allow them to employ and
assess different courses of action.2 These factors can
act as a window to military commanders so they can
better understand the conflicts. Using the different
DIME/PMESII factors and understanding the COIN
strategy will help the commander gain insight within
the operation so they can employ the most effective
course of action to stability.
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COUNTERINSURGENCY (COIN)
DIME/PMESII

COIN is a strategy that seeks to unify the
effort of all pro-government forces with regards to
civil-military actions. These elements apply a more
specific look at the problem and eradicate the
insurgency within a host nation.3 COIN strategy
addresses four phases: shape, clear, hold and build.
The phases help define the operating environment
while following the eight principles of COIN.4 It is
imperative to know the different phases of COIN
because the military decision maker and CAA can
collaborate to come up with different courses of
action depending on the phase. Traditionally, there is
more kinetic (force on force) warfare in the shape and
clear phases while there is more non-kinetic action
(non-lethal and capacity development) in the hold
and build phases. The phases also are important
when CAA assigns a new conflict with no data to a
previous conflict with readily available data. The
phases give detailed insight to the commander to
understand kind of insurgency is at hand.
The phases must follow the principals of
COIN: legitimacy, understanding the environment,
unity of effort, intelligence, primary political factors,
security under the rule of law, and separating
insurgents from their cause and support. These
principals must be applied from the operational level
of war all the way down to the tactical level because
the stakes are very high.5 Unlike conventional
warfare, COIN strategy misapplied by at any echelon
can quickly unhinge theater-level gains.

Understanding how the environment can fit
into COIN operations plays a pivotal role in the
course of action development. In order to reach the
most ideal course of action, it is important to
understand which phase of COIN the environment
falls under.
It should be noted that these
environments might have certain elements from the
different phases of COIN. Because it is possible for
the environment of concern to have qualities from the
different phases of COIN, it causes the environment
to be susceptible to the possibility of regressing to an
earlier phase. For example, a specific region may
have been in the hold phase earlier but digressed back
into the clear phase after an uprising of a separatist
state, like in Iraq. Understanding these ebbs and
flows within the different phases of COIN will aid
the user in creating the best course of action with
respect to capacity development.

DIME and PMESII characterize the military
aspects of the operational environment as well as the
influence of the population on the operational
environment.6 These factors are essentially a way for
the commander to deconstruct the OE. These factors
are levers that commanders can employ to achieve a
specific outcome of interest within an operation.
Depending on the phase of COIN, the
effectiveness of the DIME and PMESII factors and
desired outcomes may vary. Arguably environment
and intelligence are the main factors in identifying
which phase of COIN the region is in and overlap
into all phases of COIN. Once defined, the DIME and
PMESII factors that have greater impact in nonkinetic operations (Hold and Build) are diplomatic,
political, social, and infrastructure. Manipulating
diplomatic, political, social, and infrastructure in nonkinetic operations would warrant more success than
military operation in those phases of COIN. In
opposition, more success within kinetic operations
(Shape and Clear) will derive from increased military
and environmental DIME and PMESII factors. As
mentioned earlier, it is very important to identify
what phase of COIN the user is in. This will ensure
the user can manipulate the proper factors based on
which factors hold more weight in different COIN
phases.
REGRESSION

CAA’s COIN model is based on a
regression model. A statistical technique used to find
mathematical relationships between variables within
sets of data. The process results in an equation to
estimate an output of interest.7 The general form of
the equation for relevant factors and one outcome is:
y = β0 + Σβi xi + Σβj xj2 +Σ Σβkxixj + ε
I = 1,…,n J = 1,…,m K = 1,…,o
where y is the response estimate, β0 is the intercept, βi
is the multiplicative parameter for xi for each i of n
relevant input factors, βj is the multiplicative
parameter for xj2 for each j of m relevant second order
input factors, βk is the multiplicative parameter for
xjxj for each i,j (i≠j) interaction terms of o relevant
pairings of input factors, and ε represents error
unexplained by the model.8 Models greater than
second order are not sought to avoid over fitting.
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Given its strategic use, this is a valid constraint for
the regression model.

SOURCES OF DATA: PREVIOUS WORK ON COIN
FIGHTS

The final regression model is a generalized
linear model (GLM) generated via forward backward
regression using AkaAki Information Criterion
(AIC). This model provides robustness as it does not
require an assumption of normality for data. Recent
application using operations data shows that a model
generated via training data (approximately ½ of the
data) performs well when tested for fit with the
remainder of the data, figure 1.

Understanding how COIN operations and
DIME/PMESII factors work are imperative to
understanding how the wargame works, as well.
Moreover, it is crucial to understanding how the
regression model plays a factor into a functioning
piece for the wargame. Military leaders will be able
to understand how they can manipulate the battlefield
by understanding which phases of COIN they are in.
Additionally, the commanders will be able to
deconstruct the operational environment into the
different DIME/PMESII factors so they can leverage
those factors to properly assess courses of action for
capacity development. This directly correlates to the
model created because both DIME/PMESII and
COIN are only relevant in the areas of interest to a
specific conflict. The regression model allows for the
military users to account for that randomness and
uncertainty in that specific conflict.

Figure 1. The test set, red, closely follows the
behavior of the response, green, after the model is
trained.
Because the model is data driven, it is
imperative that we have data from the given regions
of study. A positive element of using a regression
model is that the data relationships are not specific to
a militaristic topic like IEDs in specific areas, rather
this model can show trends between something like
civilian casualties or any reasonable response such as
a directly measured value or a constructed proxy.
This flexibility is key given the specifics of varied
OEs.

Give a framework to understand the OE and
a statistical model, the main issue devolves to
locating input data. If the data is readily available,
the users can simply input that data into the
regression model to generate a single output.
However, if there is no readily available data, users
need to find data that best represents the OE of
interest. Analysts need a codified and traceable
categorization technique to ensure a uniformed
process of assigning conflicts.
METHODOLOGY

In order to map to a historical insurgency,
there are five criteria with binary responses which
generates up to thirty-two different conflict. The five
questions refer to economic stability, insurgency
type, host nation government establishment, local
population support, and foreign support. Figure 2
depicts a visual representation of the codified
categorization
process.
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Figure 2. The conflict categorization process uses five levels to map conflict from new to old.
Economic stability refers to the country’s
Gross Domestic Product (GDP). This is a direct
measure that can be compared to the rest of the
world’s GDP. The idea behind comparing the GDP
between countries is to allow the users to understand
the state of each country’s economy. This is used to
determine whether the country of interest is in the
bottom third of the world’s rank with respect to GDP
[Yes/No].
Insurgency type depends on whether the
conflict is centered nationally or regionally. The
rationale behind identifying if the insurgency is
centered nationally or regionally is because it implies
a geographical or other type of boundary as opposed
to a political boundary.
The host nation government establishment
factor depends on that nation’s ability to perform
basic functions. The specified questions is whether
the host nation government is capable of
demonstrating basic capacity and providing stability
and basic services governments are expected to
provide, or not [Yes/No]. The underlying focus is
whether the host nation government is capable of
functioning as a stable and legitimate government,
providing basic governmental functions (i.e.
providing security and services to the nation,
generating tax revenues, establishing communication,
etc) or not.
Local population support focuses on how the
insurgency entices the local population to support its
insurgency.
The goal is to determine if the
insurgency will gain support from the local
population via coercion or voluntarily. This will
likely differ and cause different feelings between the
insurgency and the local population which will help

the CAA to determine levels of hostility and will to
conflict.
The final factor, foreign support, stems
from whether or not the insurgency receives aid from
external sources [Yes/No]. These five factors will
call for the conflict of interest to continue to partake
in the wargame because it will have similar data from
a similar historical conflict according to the results of
the above chart.
These questions will output five distinct
answers that can best categorize an insurgency so that
the users can find conflicts with the same responses.
Once they have identified the historical conflict that
best matches the current conflict they are studying,
they can begin to utilize that data to account for the
randomness for the wargame. Although there may be
some subjectivity to some of the responses, this is the
best way to assign data to a current conflict or
insurgency with no data readily available. The
significant component of this categorization
technique is that if something within the insurgency
changes, although the responses might change, it will
only require re-assigning the conflict of interest to a
different previous conflict.
A corollary to finding data is determining just how
much one needs to map to the conflict of interest and
generate meaningful results. As with mapping, there
are several considerations to address. Feasibility and
veracity of the data is paramount to the effort. Thus
trusted sources should be sought out. For instance,
Professor Kristine Eck of Uppsala University has a
well developed, unclassified data set on many
conflicts.9
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There are also technical considerations.
These are best outlined by the accuracy desired by
the user. For instance, if the consideration revolves
around the size of the estimate confidence interval,
once can use the size of the data set to achieve an
appropriate width. This does not only hold with an
assumption that model results are described by a
symmetric interval. Regardless of natural variability,
it is ideal for the confidence interval to be as accurate
as possible.10
The practical consideration is determining
how much the data mimics the environment to
include the phase of COIN, seasonality, length of
commander’s time horizon, etc. The intention behind
these considerations is to ensure that the commander
is fully aware of the judgment call that has to be
made.
PROOF OF CONCEPT

To demonstrate the process of assigning a
current conflict with no data to a historical conflict,
consider the current conflict with the Iraq and Syria
Islamic State (ISIS) and Moro National Liberation
Front (MNLF). The MNLF conflict began in 1973 in
the southern islands of the Philippines. They utilized
violence to create an independent Islamic state.11
Currently, ISIS is responsible for terrorist
operations and insurgent warfare across Iraq and
Syria.12 In the event of a strategic interest in the
conflict, it is not likely that a user will have sufficient
data to populate a valid regression model. The
situation serves as a case to test the mapping process.
After studying the responses, the MNLF conflict
directly correlates to ISIS. We believe these conflicts
to be most similar to each other, but it is important to
note there is some subjectivity in the responses.
However, in order to generate data for users, one can
map the ISIS conflict to the MNLF conflict.
In terms of economic stability, more
specifically with GDP, Iraq ranks 70th out of 251
where the Philippines is ranked 77th out of 251.
Therefore, both countries are within the top third of
the world. Because they are not ranked in the bottom
two-thirds,
both
countries
are
considered
economically stable based on the factor of economic
stability within the five criteria necessary to classify
an insurgency.13
The insurgency type for each response is
regionally centered. Both of these are regional
conflicts because neither aims to subsume control
within the borders of an entire country. Rather, the
two conflicts engage in different general areas of the

world: ISIS in the Middle East and MNLF in the
southern region of the Philippines islands.14
The question regarding the host nation
governments’ ability to provide a form of capacity
both yield the same responses. Because both of the
host nations are economically stable, we conclude
that the governments do, in fact, have the ability to
provide a form of stability.
When considering how the insurgencies
recruit the local population to join the insurgency, we
primarily look to how ISIS conducts itself in the
Middle East. ISIS conducts public executions to
intimidate the local population into assistance and
support of their insurgency regime through
coercion.15 The MNLF insurgency utilized similar
tactics. Their forces kidnapped Roman Catholic
bishops, foreigners, and other hostages while
engaging in guerilla warfare.16
The foreign support question asks whether
or not the insurgency receives external foreign
support. The MNLF insurgency is mainly funded
through its own means. It uses piracy, robbery, and
other means to generate its funding.17 Additionally,
members from the ISIS insurgency use similar tactics
to generate funding. They rob banks, deal drugs, and
are operating one of the largest privately operated oil
industries by traveling and exporting between 30,000
and 40,000 barrels per day.18
VALIDATION OF APPROACH

Users can reasonably map the MNLF
conflict to the ISIS conflict, ultimately allowing the
users to generate an appropriate regression model.
This is based on the idea that mapping data through
previous conflicts, with similarities, is an appropriate
way to assign conflicts with data sets because there is
enough rigidity to differentiate between any conflict.
This is a strength for the model because as the
environment changes, and the user progresses
through the phases of COIN, especially in nascent
battles with no data, this model allows the user to
find a data set that is similar, maximizing the utility
of the model, and helping the user to gain insight
about the OE.
Along with the CAA analysts United States
Army Lieutenant Colonel (LTC) Jason Musteen, a
professor in the Department of History at the United
States Military Academy reviewed this approach for
validation. He felt that it provided a sound basis of
comparison. LTC Musteen also said that the process
should strive to take into account various
perspectives and measures. This counters instances
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where history is not always accurate due to views
from opposing forces. For example, US Military
involvement in a country may be viewed as positive
by counter-insurgent forces and negative from
civilians who live in the country of interest. LTC
Musteen cautioned that creating ideal questions is a
moving target and that analyst expertise will always
be a key component to mapping conflicts.
CONCLUSION

This technique presents users with a
traceable and codified process to provide strategic
leaders and supporting analysts the means to generate
rapid insight via models of emerging conflicts.
While it can serve as a tool to feed the models it is
inherently subjective in its nature. Therefore,
situational understanding is necessary in order to map
conflicts. The value of his approach is in its ability to
bin conflicts via common features. Finding and more
accurately mapping specific data sources will
increase fidelity, which is always an improvement
that can be made, especially in a dynamic system like
this. Therefore it is recommended that data
continually be accrued in every environment in order
to map as closely as possible to the emergent
insurgency. This points to the need for knowledge
management. A survey of classified and unclassified
data repositories would be very helpful.
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ABSTRACT

This research looks at increasing the autonomy of
computer based combat simulation models to use up to date
Army standards of maneuver and terrain analysis. In
conjunction with Edgewise Technologies and the Army
Research Lab (ARL) in the Synthetic Natural Environment
Division from the Army Simulation and Training
Technology Center (STTC) the project developed multiple
value model algorithms in Component Object Framework
for Experimentation and Evaluation (COFFEE) behavior
simulator. The COFFEE program is a rapidly changing user
interface system that examines the interactions between
dismounted friendly and enemy forces in accordance with
doctrinally sound terrain environments. In order to improve
on the COFFEE interface, models were created with the
requirements necessary for a system simulator to model a
squad sized element reacting to and overcoming enemy
contact in accordance with Army doctrinal standards. Key
components of the model include: autonomy, terrain
analysis, proper enemy engagement and use of proper
doctrine. By implementing value based algorithms from
stakeholder analysis the successful execution of reacting to
and engaging enemy contact will best fulfill all necessary
requirements.
AUTHOR KEYWORDS

Combat Modeling; Artificial Intelligence; COFFEE;
Simulation; Terrain Analysis; React to Contact; Squad
Maneuver; Tactics
ACM Classification Keywords

I.6.1 SIMULATION AND MODELING
INTRODUCTION

In the world of systems simulation many programs exist
that will model combat situations. However, many of these
systems are too complicated to use, not realistic and do not
interact with the terrain. The following research and
development is focused on improving the system
architecture on an already created baseline system called
Component Object Framework for Experimentation and
Evaluation (COFFEE). COFFEE is a combat modeling
sandbox with semi-intelligent agents, both friendly and
enemy. With this baseline model the project addresses some
of the major flaws in existing combat models in order to
create a more advanced, realistic and flexible model. In
order to create a system that solves these major problems
four main system requirements were developed: analyze
terrain, engage enemy, use appropriate tactics, and act
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autonomously. After brainstorming and value modeling the
most effective way to simulate all four system requirements
is by creating a dismounted squad based scenario with
friendly forces reacting to and eliminating an enemy threat.
The first requirement is met by the friendly forces
analyzing three areas of terrain. There are two possible
locations to perform a flanking maneuver against the
enemy; the best area will be chosen by conducting terrain
analysis to determine the area with the most cover and
concealment. The third area of terrain analysis will be
conducted by the support-by-fire team to take cover in the
immediate area with the most available cover. The
COFFEE baseline already properly engages enemy targets,
but the use of appropriate tactics and autonomy is achieved
from algorithm based programming that calculates and
chooses the best routes to reach mission success.
CLIENT

The main client we are collaborating with during the course
of this project is the Synthetic Natural Environment
Division in the Army Simulation and Training Technology
Center (STTC) in Orlando, Florida. The research lab has
funded the research and development of the COFFEE
simulation system that is being expanded upon through
our research. With the help of Edgewise Technologies the
algorithms and value functions that are created are being
recreated in software and implemented into COFFEE.
While the STTC is our main client, the goal of this project
is to reach as many Department of Defense clients as
possible. This baseline model created will be the
foundation for further developments within COFFEE that
will apply to several different facets of combat simulations.
The Department of Military Instruction (DMI) at West
Point has offered vast insights on the flaws of current
combat modeling as well as how to fit the model to
doctrine. The completion of the project will meet the goals
of the main client, STTC, but will also meet the needs of
the soldiers and military instructors that utilize combat
modeling in training.
LITERATURE REVIEW

Before beginning the project, research was conducted in
order to understand the existing architecture in systems
simulators. Understanding the existing systems simulations
requires knowing what currently works and doesn’t work in
combat modeling, the major flaws, and what is most
important to improve upon. One of the most important
aspects of combat modeling to understand is the cognitive
abilities in artificial intelligence. One path to achieving high
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cognitive abilities is reviewed in “An Agent-Based
Modeling Approach to Quantifying the Value of Battlefield
Information” by Colonel Kewley and Major Larimer.
Current models excel at base level knowledge; being given
a task and executed the task. The flaws in current models
exist where more than one option is available and a user
must deduce which choice is more doctrinally sound. The
research looks at the missing cognitive ability for artificial
intelligence to understand and judge a situation before
executing a task. This level of cognitive ability is being
addressed in the project by developing value based models
that will determine appropriate actions given multiple
choices.
The complicated part of analyzing multiple options is often
exacerbated by various terrain features. The software
baseline in COFFEE allows for artificial intelligence to
interact with the terrain it exists in, but did not originally
analyze the surroundings. The focus of the project was to
create a way that the artificial intelligence, whether friendly
or enemy forces, can analyze terrain features and elevation
changes that do not currently exist in combat models. The
Infantry Warrior Simulation (IWARS) and Virtual Battle
Space-2 (VBS2) are two other high-level combat simulators
that focus on dismounted tactics, but review of the systems
revealed flaws in terrain analysis and competent artificial
intelligence as well. The goal of this project will be to
create a fundamental terrain analysis guideline that is
formatted for COFFEE software, but can be widespread to
other combat simulators, such as IWARS and VBS2 in
order to vastly improve existing software.

out pertained to OneSAF1 simulation system and its ability
to carry out given commands when some of the prior
commands failed to execute. A scenario of soldiers who
were tasked to attack on objective within the simulation
showed that they were incapable of finishing the mission if
one of the pre-requisites of the mission failed to execute.
Such problem pointed out the necessity of a more robust
behavior chain that can withstand failures while still
performing the end behavior that was desired by the end
user.
Furthermore, pertaining to VBS2/32, same faults that were
seen in IWARS were prevalent. The inability of system to
react to the supplied stimuli resulted in a subpar training
experience for the users of the system. In a test scenario of
a squad moving in staggered columns in an urban
environment, a stimulus in the form of mortar attack was
given. In this situation the squad continued on their path to
the designated location without mitigating the deadly risks
posed by the mortar attacks. Such behavior proved to be
deadly and different from what a user would expect from a
system during a training experience.
Given these vital pitfalls of current systems, the System
Engineering Team utilized Findings, Conclusions and
Recommendations to derive the objective of the new system
that was to be developed which are as follows:
•
•

•

STAKEHOLDER ANALYSIS

Discussion with various stakeholders from different
departments throughout the Army has revealed some of the
major concerns regarding the capabilities of the currently
existing simulation systems. The director of simulation
center at the United States Military Academy pointed out
the current system’s inability to provide realistic feedback
to user interactions with the objects within the system. A
prime example of such shortfall was that in IWARS,
Infantry Warrior Simulation, soldiers within the system
would not react to the changing environment. A scenario
which depicted this was the infantry squad’s inability to
react to contact when fired upon by the enemy. Instead of
reacting, the squad would continue to move to the objective
that was specified in the beginning of the scenario by the
user. Such lack of ability to act in an intelligent manner
caused great amount of frustration for the end users of the
system who were attempting to gain training values out of
these simulations.
Another pitfall of current systems surfaced during a
conversation with an simulation analyst at the Maneuver
Battle Lab at Fort Benning, GA. The fault that he pointed

•
•

Ability to recognize a changing environment and
stimulus.
Ability to finish the mission while having the
capability to execute two missions in sequence if
necessary.
Ability to react to contact while maneuvering
throughout the system domain
Ability to carry out simple doctrinal tasks without
intensive input from the user.
Ability to utilize doctrinal terrain analysis in order
to make prudent decisions without user input.

PROBLEM DEFINITION

Deriving from the results of the Stakeholder Analysis, the
System Engineering Team reached the conclusion that the
system lacks the following capabilities: Terrain analysis,
doctrinal behavior, autonomous behavior, and proper

1

OneSAF combat simulator is one of the cutting edge
programs in modeling combat applications of dismounted
troops.
2

Virtual Battlespace 2 and 3 is another example of combat
modeling. It provides a detailed modeling process, but is
often too complex and difficult to use without training.
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engagement. In order to mitigate these shortfalls, the goal
of this project was to create an autonomous AI that allows
for more efficient military training through simulations that
address all of the deficiencies described above. The value
that is to be gained from development of these functions
would be weighted in accordance to the level of importance
that was gauged from Stakeholder analysis. The following
tables (Figure 1) give the value that each test case would
contribute to the overall value of the system that is to be
developed.

Time in Terrain Analysis

as many of the principles of terrain analysis should be used
when the system attempts to analyze the terrain. If cover
and concealment can properly be executed the maximum
number of OAKOC elements will be met. The second subfunction is analyzing the elevation between the assaulting
position and the enemy position. The elevation will be
evaluated using Pandolf’s Equation.3 The option that has
the lower metabolic cost will be scored higher than another
and therefore will be the better option.
For judging the value that is to be gained from the proper
use of tactics outside the scope of terrain analysis, two subfunctions will be used to represent the whole value.
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Figure 1: Scoring Scenario for Terrain Analysis
In the case of analyzing the terrain, the overall value is to
be determined through two sub-functions. The first is the
proper use of the Army’s five elements of terrain analysis,
Obstacles, Avenues of Approach, Key Terrain, Observation
and fields of fire, and Cover and concealment (OAKOC).
The baseline system can detect obstacles, locate key terrain
and understands basic observation and fields of fire. The
new system will focus on the proper analysis of cover arc
concealment when conducting offensive operations. The
case of using OAKOC is simply created with the notion that

50
Time

100

Figure 2: Scoring Scenario for Employed Tactics

3

Pandolf’s Equation takes into effect overall distance,
terrain and percent grade of elevation to determine the
metabolic cost.
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Test case of Doctrinal Practice refers to the percentage of
correctly performed doctrinal iterations. This means that
given a scenario, the system should attempt to act in
accordance with the doctrine. Since this is outside the scope
of terrain analysis, it can be used to judge cases such as
when a squad may flank the enemy and follow through such
mission with clearing the objective and continuing on the
mission. For the time to execute battle drills, the system
should attempt to initiate the proper battle drill or tactics
within a specified amount of time. Similar to the terrain
analysis time case it is not necessary for the system to
execute the drill with extremely short lag; however, it is
important that the system does produce an action in a
sensible amount of time that is expected by the user.

User input
100

Value

80
60
40
20
0
0

20

40

60

80

Time to Input Directions (seconds)

Max Survivability Rate
100

By totaling the values given by these categories, the system
will have a total score.
SOLUTION DESIGN

Given the redefined problem statement derived from
research and stakeholder analysis, the team can now begin
to develop a solution or solutions to the problem. To begin,
an extensive amount of brainstorming to develop possible
ideas and proposals takes place. The underlying purpose of
this phase is to create as many potential solutions as
possible. In this step, it is important to not rule out any
possibilities as the team has yet to determine the criteria to
select what the best or most feasible solution is.
Some possibilities explored were other tactical operations
such as raids, ambushes, react to contact, and other assault
operations. These scenarios were discussed and put in order
of merit according to the efficacy of the value model that
they would be scored by. Due to the complicated nature of
many of these battle drills and combat actions, which build
up to more complicated battle drills, the team chose one of
the simplest mission tasks that an infantry squad may
perform. React to contact, which is the building block and
contingency for many other more higher level operations, is
best option in testing the new capabilities of the system.
React to Contact provides a detailed operation that
encompasses all requirements necessary without be
redundant and complex.
DECISION MAKING

80
Value

procedures for system action was identified. Promptly, the
time that the user will need to spend in inputting a mission
should be greatly decreased to less than 75 seconds at most.
Pertaining to the survivability rate, the need for the system
to act with self-preservation was identified in IWARS and
VBS2/3. By assigning the value of survivability to the
system, an imperative for the system to maximize selfpreservation is introduced.

60
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Figure 3: Scoring Scenario for Autonomous Actions
Lastly, the case for autonomous actions by the system will
be judged by the time the user will take to make a mission
input, and the survival rate of the system throughout the
mission. Gathering from the shortfalls of IWARS, the need
for the system to greatly relieve the currently user intensive

After the completion of the brain storming phase, the team
now has a multitude of potential solutions to evaluate
against stakeholder needs to evaluate which solutions best
represent those values. The end state of this comparison and
evaluation is that one solution is selected to pursue. The
particular solution is the best option to meet the
requirements. React to Contact was selected because it
would best demonstrate the recommendations that research
and stakeholder analysis suggested.
A robust behavior tree was built for the action of react to
contact in order to guide the behaviors of the system.
COFFEE already had built in behavior chains that allowed
other behaviors to derive and build upon without having to
recreate the framework for more complex behaviors. In
APPENDIX A the behavior tree for React to Contact is
outlined. Beginning at the top of the tree the flow of the
operation continues until the first decision (receive contact
or not) is reached. If contact is received the mission breaks
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down further to lead to the option to execute a flanking
assault. The focus of this project is the decision to react to
contact by executing a flanking assault.

Within COFFEE there exists a method within C++ class of
coding that counts the number of terrain features within a
given area. For this project the two areas are depicted by
50m radius areas labeled b and d the left and right of the
enemy location, respectively. Within each area the
GetFeatures command in code will count the number of
trees and assign a value score based on the graph below.

Cover Value Function

120
100
80
Value

The task of assessing and evaluating terrain was broken
down into three main mathematical elements: programming
the units to move in the flank direction, evaluating the
elements of cover, concealment and elevation, and selecting
the flanking area with the highest value score. For each of
the elements an algorithm was created in order to execute
all commands. The COFFEE framework is built in C++
code that utilizes class and division level architecture to
assign specific units tasks. The image below is the visual
representation of the mathematical equations in COFFEE.
In order to execute each task a mathematical code was
created to order the units to travel a certain distance either
right or left dependent on which side has the best value
score in terms of cover and concealment and elevation.

one with the most cover and concealment and best
advantage from elevation.
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Figure 4: Diagram of React to Contact Areas of Interest
The first algorithm orders the units to travel in an “L”
shaped pattern in order to perform a flanking maneuver
against the enemy. The route order is simplified in order to
execute the minimum distance necessary to perform a flank.
The COFFEE framework has the capability to perform
vector math that calculates the unit’s position and will use
cross products and scaling to move the unit a determined
amount. The following equation is used to move the unit
from the position that receives contact at to the determined
flank position to the right or left of their current location.

Figure 5: Value Chart for Determining Cover and
Concealment Positions
With the cover and concealment portion evaluated the next
step was developing a way to evaluate the elevation change
between one flank area and another. The best way to do this
was to calculate the metabolic cost of traversing 100m of
heavy brush terrain given a specific percent grade elevation
change. The metabolic cost is then assigned a value score
and entered into our total value equation.
In APPENDIX B the table for value as assigned with
metabolic cost is outlined. We assumed heavy brush in our
model as it provided the most complex solution that can
later be simplified if necessary. The metabolic cost was
determined using an extrapolated version of Pandolf’s
Equation.

< s,e > X < o,s >=< s,a > .50M
The first term s refers to the soldiers position, e is the
enemy’s position, a is the point 50m to the right (c is the
mirror image of a and is calculated from the negated <s,a>
vector) and o is the model’s origin. The 50m scaling was a
pre-determined distance that would allow the unit to move
to the side far enough away from the enemy location, but
close enough to execute a flanking maneuver. With the
ability to flank developed in COFFEE, the next task was to
evaluate two different flanking locations and evaluate the
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Algorithm
• Flank Position
– Left

wb = 0.7xbf + 0.3ybe
– Right

wd=0.7xdf + 0.3yde
*Where xbf is the value score for number of features in area b
And ybf is the value score for angle of elevation in area b

Figure 6: Developed Algorithms for Flanking Direction
The side (left or right) that has the greatest overall value
according to the equations in the cover figure is then chosen
as the flank destination for the assaulting element and the
original vector math is applied to move the unit in the
corresponding direction.
SOLUTION IMPLEMENTATION

Once the decision has been made as to which potential
solution is best to pursue, the team now enters the solution
implementation phase. In this phase, the team is focused
creating a working, doctrinally correct product on time and
on budget, which as a multitude of challenges. Now that the
ground work has been established by the team, the next step
is to unify our external resources. This task was
accomplished by creating a project charter. Within this
project charter, the team describes the purpose of the
project as well as the role of all members and resources in
developing the project. Other aspects of the project are also
discussed and illustrated to include budget, timeline, and
risks associated with the project. Many risks came from
making simplifying assumptions in order to model the
situation. In order to mitigate this risk we spoke to experts
within West Point’s Department of Military Instruction that
validated or assumptions. This is not an all inclusive list,
but these are very important aspects of a project which
deserve a larger amount of attention. To create a timeline in
greater detail, tools such as Microsoft Project were utilized.
This powerful tool allows the team to track the progress on
the project while highlights several important aspects, such
as costs, of the project.
For this project, the issue of budget and certain aspects of
time were predetermined for the team. The lead developer
was under contract by the time this particular project began
and, as such, the details of his salary and work availability
were already determined. If they were not, this step would
need to be given much attention as these factors greatly
influence a project.

With the project charter in place, the team now works on
creating the final product. The team creates tasks to be
completed during a particular set of time. These are called
sprints. Typically there are 4 to 5 tasks per sprint with each
sprint lasting approximately 2 to 3 weeks based on the
complexity of the tasks. Some tasks include creating value
algorithms, validating algorithms within COFFEE and
verifying that the algorithms work correctly. In regards to
the complexity of tasks, the team must rely on the subject
matter expertise of the lead developer. This is one reason
why constant communication between the team and
external resources is so important. Communication allows
for the spread on information between all involved parties
which allows a greater chance that the project stays on
budget and on course. This action is taken by the team will
do 2 to 3 times per week and 5 to 6 times per sprint.
At the end of a sprint, the team and external resources must
validate that the tasks completed during a particular sprint.
To do this, a demonstration of the task must be presented to
the team and the team will validate whether or not the task
achieves the desired end state based on the values the task
scores. In most cases, the demonstration is a video of the
tasks. The intent for the final validation is that a complete
demonstration of react to contact is available within
COFFEE for the project presentation. As tasks are
completed, the team updates the project timeline to reflect
the current progress of the project. This process will
continue until the scope of the project is achieved.

Figure 7: Screenshot of Example Validation Video
CONCLUSION

While the project is not quite completed it has met many of
the listed requirements. The model itself will continue to
grow and improve. The idea of COFFEE is that it is a
constantly improving model that with a few algorithms and
coding additions will be able to process and conduct a wide
variety of missions. The mission created for this project was
one developed to meet and solve as many problems as
possible without becoming too complicated. With these
baseline improvements a foundation for which COFFEE
will grow upon and continue to benefit our client (STTC),
our stakeholders (DMI), and the rest of the Army and the
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Department of Defense is created. More work will be
conducted to create more inclusive equations that can be
adjusted for different scenarios and different terrain models.
Additionally, in order to maximize the terrain analysis
elements of COFFEE more in-depth route selection and
analyzing needs to be incorporated. Overall, the project
created a firm foundation of terrain analysis within
COFFEE that can expand and fine-tune in order to increase
accuracy and Army doctrine.
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ABSTRACT

This work investigates whether it is economically suitable
for an Army officer to leave the Army after the longest
required commitment (5 years) and work in the civilian
sector or to stay and continue to serve. Officers have a
difficult time deciding due to decreasing promotion rates
resulting from the Army’s reduction from 520,000 to
approximately 450,000 soldiers [1]. Using traditional
decision analysis techniques to measure value and account
for uncertainty, this model demonstrates that staying in the
Army and retiring after 20 years of service is the best
option for an officer. Furthermore, unless the officer is nonpromotable, regardless of the promotion rate and depending
on the civilian industry analyzed; an officer has a higher
expected value (EV) by serving for at least twenty years
than leaving after five years to move to the civilian sector.
Author Keywords

Army career; decision analysis; promotion rates; sensitivity
analysis.
INTRODUCTION

The United States (U.S.) Army commissions officers every
year. Upon commissioning, the officer is required to serve
his or her longest required commitment. Generally, this is
for five years after which each officer has the option to
either stay or leave the Army.
The U.S. Army faces many changes which leaves the
organization in a period of grand strategic adjustment. With
the drawdown of the wars in Iraq and Afghanistan,
spending cuts for the Department of Defense contributed to
downsize of the entire Army [2]. One of the most
predominant changes includes reducing the Army Officer
Corps. As of 2013, the U.S. Army was made up of 83,233
active duty officers and 82,144 officers in 2014[3].
Accordingly, the officer promotion rates changed,
specifically for field grade officers. The field grade ranks
composed of the ranks Major (MAJ) and Lieutenant
Colonel (LTC). Consequently, officers now question
whether it is feasible to stay in the Army past their five year
commitment or if they should stay for twenty or more years
and receive many benefits such as retirement pay.
In addition, Army Officers undergo promotion boards that
are based on the promotion rates of that current year.
Consequently, promotion rates affect whether an officer can
be promoted to a higher rank. Therefore, there is an
uncertainty on promotion rates within the Army. There are

three types of promotion rates in the Army: below-the-zone
(BZ), primary zone (PZ), and above-the-zone (AZ).
In order to be promoted, the board process reviews an
Officer Evaluation Record (OER). An OER is a system
established by the Army to provide the selection boards
with adequate information about an officer. The selection
boards are composed of those individuals that decide
whether to retain or promote an officer. Therefore, the
officer’s senior rater labels that individual as either above
mass, center of mass, or below center of mass on the OER.
The OER features that individual’s performance and
potential, making it easier for the selection board to
consider the officer as BZ, PZ, or AZ. If the officer is BZ
then they are above center of mass, if PZ then they are in
the center of mass, and if AZ they are below center of mass.
This paper covers the most favorable decision that an
officer can choose based on base pay, promotion rate, and
benefits (i.e. retirement pay) depending on their rank. It will
also discuss the typical time periods that officers leave:
after initial commitment, after full term of service including
the Inactive Ready Reserve (IRR) at 8 years, and midcareer (10 years). Furthermore, it will also address the
expected value in both the military and civilian sector based
on the average of different pays from the following
industries/jobs:
engineering,
leadership/management,
sales/business
development,
technician,
and
operations/logistics/quality/analyst.
ASSUMPTIONS

In order to build the model, a number of assumptions were
made and tested through a sensitivity analysis. The first
assumption made was a time horizon based on a total of 40
years of work between the Army and the private sector. The
age of twenty-two was chosen to indicate when the officer
first commissions as a Second Lieutenant (2LT) and
assumed an overall retirement at the age of sixty-two. This
time horizon was based on the assumption that if starting a
Bachelor Degree, it takes a total of four years to complete
the degree starting at age 18 and ending it at age twentytwo. Additionally, after retiring from the Army, it was
assumed a person will work immediately in the civilian
sector. Upon retirement, the officer will start with the same
corporate salary regardless of the highest rank obtained
while in the Army. Moreover, the officer has to retire at
twenty years. The reason being is that a LTC not considered
for a promotion would expectedly retire at 20 years [4].
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Additionally, it was assumed that promotion rates will
remain constant for the next 20 years. The Infantry (IN)
branch promotion rates were selected as the promotion rates
for the model’s basis; each branch holds slightly different
promotion boards within the Army. Therefore, if an officer
decides to stay after 5 years, he or she obtains the rank of
Captain (CPT). If the officer is considered to be promotable
before his or her respective grade rank or BZ, then it is
assumed that they will make it to MAJ in 9 years (starting
from when they first commissioned). Likewise, if an officer
decides to stay and is promotable with his or her grade rank
or PZ, then it is assumed that the officer will make it to
MAJ in 10 years. Additionally, if the officer stays and is
AZ, it is assumed the officer is promotable to MAJ at year
11. Nonetheless, if the officer is not promoted then that
individual will be given one year to his or her estimated
time of service (ETS). Assuming, if the non-promotable
officer leaves the Army because they were non-promotable,
he or she will likely get a corporate job at the same salary
as any other promotable officer.
There is no account for special pay in the military and
civilian sectors. The only beneficial pay that is taken into
consideration is the retirement pay from military service.
However, the model would have been impacted if medical
benefits, GI Bill, and tax advantage of basic allowance for
housing (BAH) and basic allowance for subsistence (BAS)
were acknowledged. Under the current Army retirement, an
officer will receive a percentage of the high three salaries at
years 17-19 in perpetuity upon retirement. At 20 years, the
percentage is 50%. Therefore, the retirement pay was based
on the net present value (NPV) of the average of the high
three salaries from a LTC at year 17, a LTC at year 18, and
a LTC at year 19.

Finally, the last assumptions made looked at the discount
and growth rates. The military and civilian salaries contain
a constant growth; therefore the different rates chosen were
5% for the discount rate and 2% for the growth rate. A
discount rate of 5% was chosen based on the Federal Office
of Management and Budget (OMB). The OMB
recommends using a discount rate between 3 and 5 when
evaluating social programs because different rates can
produce different cost-benefit results [7]. Finally, a growth
rate of 2% was chosen based the American economy in the
past years causing fluctuations between 1.8% and 2.6% [8].
As a result, it is reasonable to say that between that 20 year
period that the officer has in order to retire; the growth rate
will not be on average lower than 2%.
MODEL

The model consists of the construction of a decision tree
that approaches different branches based on rank of the
officer (CPT, MAJ, LTC) and the various promotion rates
(BZ at 6%, PZ at 63.5%, and AZ at 4%) [5].
A deterministic model shows how the outcome values were
calculated (i.e. MAJ BZ, LTC BZ, and retire). The value of
the outcome is deterministic because it is determined by the
parameter values and initial conditions. The decision tree
adds the probability which is modeling uncertainty. (See
Figure 1).

MAJ BZ

Career Decision
at Year 5

Military
Earnings

MAJ PZ
Career Decision
at Year 8

Career
Earnings

MAJ AZ

Another assumption made involved the average corporate
salaries. The corporate salaries were based on five different
industries discussed earlier in the introduction. Information
detailing corporate salaries was gathered through the
military salary table provided from the Lucas Group [6].
The Lucas Group is an executive firm that recruits military
personnel that wants a job in the civilian sector. The
salaries provided were based on any of the studied five
industries and the industries respective geographical region
of the U.S. Thus, an average salary was based on industry
and region. The geographical location did not matter as
much as the industry itself (higher paying job is more
valuable than location). Therefore, the industry averages
was used.

Career Decision
at Year 10

LTC BZ

LTC PZ
Private
Sector
Earnings

LTC AZ

Career Decision
at Year 12

Figure 1. This represents a picture of the initial frame
and the overall situation represented by uncertainties.
Correspondingly, the outcome values at year 5 were
calculated based on what is worth serving 5 years in the
Army and 35 years in the corporate sector, respectively.
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Figure 2. The formulas used to find each outcome.
Likewise, the outcome value at year 8 was calculated on the
NPV of serving 8 years in the Army and 32 years in the
corporate sector. The same calculation was applied to all
other outcomes. Additionally, the outcome values at year 20
incorporate the retirement pay.
Once the outcomes were determined, the uncertainty of
promotion rates was incorporated to the model. The
uncertainty of promotion rates was decided by using the
expected monetary value (EMV) methodology. The
promotion rates of BZ, PZ, and AZ were assigned to the
probability of occurrence of either being promotable at the
specific rank.
The EMV theory mentioned explains the monetary gains or
losses involved in a decision consequence [9]. Furthermore,
the EMVs accounted by the model start from calculating
the expected values (EV) at chance nodes or by simply
choosing the branch with the highest EV at a decision node.
Thus, the net present value at the end of each outcome is
multiplied by the promotion rate in its respective branch
and added to all other values of the same branch until it
encounters the highest EV. As a result, this is how the
model applies the EMV theory and analyzes the best
possible decision that an officer can take on based on the
industry that he or she wants to pursue (See Figure 2).

Regardless of the industry in the civilian sector that the
individual wants to pursue; the model still records retiring
at 20 years the best decision that an officer can make
because of higher EV and NPV. Additionally, the decision
of retiring at 20 years is the best result when the discount
rate is 5% and the growth rate is 2%
SENSITIVITY

Sensitivity analysis was conducted to analyze which
variables affected the results. The variables were the
discount rate, the growth rate, MAJ at BZ, PZ, and AZ, and
the average salary for each job in the private sector. Based
on the sensitivity, the discount rate and the growth rate
were the two variables that most affected the results.
Specifically, the EV changed at discount rate between 4-5%
(See Figure 3). The EV for staying in the Army was greater
than the EV associated with leaving the Army. As a result,
the one-way sensitivity analysis conducted shows that the
EV variable was very influential when making a decision.
Similar results held for the growth rate’s affect on the EV
calculations.

In conjunction to the previous formulas, the present value
of the growing annuity was an additional formula used to
calculate the corporate salary after leaving the Army. The
salaries of the different job industries were taken from the
military salary table provided from the Lucas Group. From
the salaries provided, an average of each industry at
different regions of the U.S. was determined. Additionally,
the Army salaries at a given year (n) were calculated by
using the Army’s 2015 basic pay table and determining the
present value of the officer at their given rank. All the
calculations were calculated as annual based.
RESULTS

The model indicates that it is more suitable for an Army
officer to retire at 20 years of service. With that said, for
this to hold true, the officer has to be promotable at every
promotion board and not be behind his or her grade rank.

Figure 3. Graph shows what the sensitivity analysis
indicated; a discount rate change between 4-5%.
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Strategy Region of Decision Tree 'When To
Retire?'
Expected Value of Node 'Stay or Leave?' (B15)
With Variation of Growth_Rate (B31)

$6,000,000.00

.

$5,500,000.00

Expected Value

$5,000,000.00
$4,500,000.00
$4,000,000.00
$3,500,000.00

Leave at 5

$3,000,000.00

Stay

$2,500,000.00
$2,000,000.00
0.05

0.04

0.04

0.03

0.03

0.02

0.02

0.01

0.01

$1,500,000.00

Growth_Rate (B31)

Figure 4. The sensitivity analysis illustrates a change
between 2-2.5%.

Figure 6. The table shows the change in growth rates for
each of the industries.

There is a change in decision when the growth rate is
between 2-2.5% (See Figure 4).

Consequently, the analysis demonstrates how an individual
should stay in the Army to receive a higher EV compared to
leaving the Army, working in a corporate industry, and
obtaining a lower EV.

Therefore, in order to verify that the discount and growth
rate were actually sensitive to the decision, a sensitivity
analysis was conducted on the discount and growth rate of
each of the job industries in the private sector (See Figure
5).
The sensitivity analysis indicated that the discount and
growth rate was different per industry. Thus, the EV was
higher at different rates from the range of industries (See
Figure 6). Although, the discount and growth rates differed
based on the industry; all had higher EV by staying in the
Army then by leaving and working in that respective
industry. Moreover, the technician industry showed no
sensitivity to different discount rates. This means that if an
officer decides to pursue his or her civilian career in the
technician industry; no matter what the discount rate is, he
or she will be gaining a lower EV than if they decided to
stay in the Army.

STRENGTHS AND WEAKNESSES

One of the weaknesses of the current model is its inability
to be personalized to specific situations. The current model
does not account for an officer’s special pay or training
received while in the Army. Likewise, it does not account
for any private sector jobs (i.e. medicine, journalists, etc.)
that a retired officer may pursue.
Another weakness of the model is that the model bases
itself on average values. Plans based on average
assumptions are wrong, on average because it does not
demonstrate an actual value [10]. Respectively, averages
contain three different flaws: below projection, behind
schedule, and beyond budget [10].

Figure 5. The table shows where the discount rate changes for the different industries.
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As a result, the less averages used, the more reasonable
results might be seen. This weakness could be rectified if
the model were a personalized tool based on the
individual’s specific situation.
Strengths for the model, on the other hand, include the
sensitivity analysis conducted on the different rates used
and obtaining the salaries from a firm that recruits retired
military personnel. The salaries report what industries are
more likely to be pursued by a retired military individual.
The sensitivity analysis performed on the variables
demonstrated the great impact that both the discount and
growth rates hold. Therefore, it is safe to say that when an
officer is trying to decide whether he or she should stay in
the Army or leave and work on the corporate sector, the
discount and growth rates are two variables that should be
heavily considered. Moreover, the analysis illustrated the
influence that both variables had on each other.
CONCLUSION

This model analyzes the value of an Army career under
uncertainty. The model is unique in that it exemplifies the
promotion rate uncertainty at different officer ranks at given
time periods. The model would be useful for an officer
trying to figure out what his or her chances are when being
promoted at a BZ, PZ, and AZ rate in an Army that is
withdrawing from a war if it is more beneficial to stay in
the Army or leave. The model needs to be refined in the
future to include additional factors such as: BAH, BAS, GI
Bill, attending graduate school, completing certain schools
and trainings are incorporated; doing so would provide the
individual with a better estimate for his or her EV based on
their respective situation.
FUTURE WORK

The model constructed demonstrates many helpful areas for
future work. There are various factors including accounting
for the various and different skills that an Army officer
acquires throughout his or her Army career where the
model could be expanded. Additionally, it would be useful
to determine how much civilian industries are willing to
pay for an individual with certain skills or trainings.
Ultimately, having a more specified tool, can determine the
individual’s personal situation. By using a more
individualized tool, it would be possible to include
recommendations as to the location the person wants to
work, the expected pay they want to receive, etc. Likewise,
the model is primarily based on the “salary” variable.
Consequently, it would be ideal to include other variables
such as health insurance, impact on family due to frequent
relocation, etc.
Finally, the model could be more redefined by adding
conditional probabilities and a Monte Carlo Simulation.
Conditional probabilities measure the probability of an
event given that another event has occurred. The model
could include conditioning variables such as the strengths

of the OERs (i.e. how many Army Command leadership
positions a person has, etc.). Similarly, the model could
include conditioned variables such as what branch in the
Army the officer is in. A Monte Carlo simulation helps the
decision-maker with a range of possible outcomes and the
probabilities those outcomes will occur for any given
action. This technique also accounts for the risk in the
decision making and the analysis done [9].
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Abstract
The past 13 years of conflict in Afghanistan and Iraq
taught US forces the importance of understanding the
operational environment, especially with respect to the
human dimension. While carrying out a counterinsurgency
on two fronts, knowledge of the Human quickly emerged as
a critical information requirement. Knowledge of the
human terrain in an unchartered area afforded commanders
the ability to leverage combat power and resources to
appropriately carry out counterinsurgency warfare [1]. As
the growing need for this knowledge emerged, so did
awareness in our Human Terrain analysis shortcomings. In
this paper, we develop a systems approach methodology to
establish a standardized framework for analyzing
dimensions within the Human Terrain. Derived using
Army doctrine and input from field experts, the framework
provides soldiers with an operationally-relevant design to
develop human terrain information requirements. These
information requirements are aligned with geo-referenced
data fused from multiple sources to produce geospatial
artifacts used in the Army Operations process.
1.

INTRODUCTION
Understanding and exploiting key terrain is essential to
any successful military operation. Nothing reinforces that
principle more than the last thirteen years of persistent
conflict in both Afghanistan and Iraq – only key terrain
looked more like people and organizations as opposed to
hilltops and ridgelines.
Known as the Human Terrain
(HT), this body of knowledge alludes to any factors that
describe or label a region or area, no including physical [2].
Very few can address the importance of this conception
better than the former commander of US Central
Command, General David Petraeus. He stated that, “[i]n a
counterinsurgency, the human terrain is the decisive
terrain…therefore you must do everything humanly possible
to protect the population and…reduce the loss of innocent
civilian life” [3]. The shallow understanding and low
consideration for indigenous populations undermined US
License: The author(s) retain copyright, but ACM receives an exclusive
publication license.

Army operations and contributed to numerous US failures
during various phases of the counterinsurgency effort.
These failures were largely due to a lack of understanding,
information, and poor planning, with respect to the human
domain [2].
1.1 Problem Statement
While technological advancements and automated
processes surged in the military planning domain, human
terrain analysis lagged due to the difficulty and complexity
associated with collecting, processing, interpreting, and
outputting human terrain information [1]. The employment
of Soldiers to conduct human data collection is enormously
outpaced by assets used to gather other intelligence
information. The resulting sparseness of human data results
in non-use, incompleteness, or worse, inaccuracy, in the
planning process. In the rare case of data richness, planners
often struggle to segregate, comprehend, and output the
information for proper analysis [1]. Further, depicting
human terrain information in a geospatial configuration is
anything but intuitive as most Army planners find human
terrain data to be well suited for tabular and narrative
display [4]. In the context of these shortfalls, the Army
requires a doctrinally-based human terrain information
processing capability that will produce geospatial planning
aids, ultimately to gain human situational awareness in the
operational environment.
1.2 Background
When planning an operation, staff members commonly
apply one of the Army’s planning methodologies known as
the Military Decision Making Process (MDMP).
The
MDMP is an iterative planning methodology used to
understand the situation and mission, with the ultimate goal
of developing a written plan for distribution to subordinate
units [5]. The MDMP is highly prescriptive and entrenched
in doctrinal principles, facilitating a common framework
and understanding for all members of the Army.
The
process uses a multitude of doctrinal sources called Army
Doctrine Reference Publications (ADRP) or Field Manuals
(FM), in order to account for planning principles across
various disciplines such as intelligence or communications.
ADRP 5-0, The Operations Process, is the base document
that outlines the MDMP and ADRP 2-0, Intelligence
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governs the intelligence planning principles. For human
terrain considerations, the MDMP is rooted in principles
found in FM 3-24, Counterinsurgency and FM 3-57, Civil
Affairs Operations.
The Civil Affairs (CA) branch is the Army’s chief
human terrain analysis element, principally charged with
developing civil assessments throughout prescribed areas of
operation (AO) [6]. When a combat unit anticipates
operating in an otherwise unfamiliar area, building the
initial understanding of the operational environment is vital
to filling information voids necessary for the MDMP. Units
primarily rely upon available CA area studies, assessments,
and estimates [6] or information from their higher
headquarters. In the absence of any information, combat
units must rely upon their own internal reporting and often
resort to using information found on the internet.
Regardless of the information source, conventional units (as
well as CA elements) organize their situational
understanding in terms of ‘Operational variables’ and
‘Mission variables’.
Operational variables, commonly referred to by the
acronym “PMESII-PT”, help Army planners “understand
and analyze the broad environment in which they are
conducting operations” [6].
Below are summarized
definitions and examples for each operational variable
according to ADRP 5-0 and FM 3-24.2.
Political: the allocation of power and responsibility at
all levels of authority. Type of government, political
influence, and centers of political power.
Military: the military capabilities of all relevant actors
within the area. Military forces, logistical support, and
unarmed combatants.
Economic: behaviors that are related to the
consumption, production, and distribution of capital.
Economic activity, banking and finance, and employment
status.
Social: describes the cultural, religious, and
demographic
composition
of
the
environment.
Demographics, religion, and criminal activity.
Information: describes the effects of people interacting
with information. Public media, intelligence, and
information warfare.
Infrastructure: basic facilities, services, and
installations necessary for society functionality. Water
treatment facilities, urban zones, and road networks.
Physical Environment: includes the geography,
manmade structures, climate and weather. Cloud cover,
terrain complexity, and vegetation.
Time: duration of missions, activities, and occurrences
in the AO. Events, holidays, and cultural perception of
time
The PMESII-PT variables offer planners a scaffolding
to analyze information and to avoid overlooking critical
factors in the operating environment. Their analyses seek to
determine how the physical and behavioral state of the
environment’s PMESSI-PT considerations results from

military or non-military action. [6]. While the eight
variables are not all-inclusive, each has associated subvariables that can further guide the information gathering
and analysis process, and are considered based upon the
nature of the mission and environment. Operational
variable analysis typically entails categorizing and studying
known operational information in a list-like manner to
produce a narrative for inclusion into the operations order.
Contrasted with the operational variables, the mission
variables are used to identify important characteristics of
the environment that may affect the execution of a mission
[6]. The mission variables, known as ‘METT-TC’, are
Mission, Enemy, Terrain/Weather, Troops, Time, and Civil
Considerations. Given the broad nature of the human
terrain, the civil considerations component of the mission
variable set is further broken into the sub-variable set
known as ‘ASCOPE’, which represents Areas, Structures,
Capabilities, Organizations, People, and Events. Mission
planners use ASCOPE as a basis for understanding the
civilian population within the AO and how the mission may
be affected by each. For the purposes of this paper, these
civil considerations are referred to as mission variables.
Below are summarized definitions and examples for each
mission variable according to FM 3-57 and FM 3-24.2.
Areas: key locations or terrain features not normally
thought of as militarily significant. Installation locations,
areas of civil unrest, and areas of high unemployment.
Structures: Significant existing civil structures.
Pipelines, schools, and airports.
Capabilities: Ability of local authorities to sustain the
populace with goods and services. Social programs, public
transportation, and healthcare.
Organizations: structured groups that may or may not
be affiliated with the local government. Police force,
charities, and religious groups.
People: non-military or civilian persons that soldiers
encounter during missions. Key leaders, age, and poverty
rate.
Events: local events that may affect operations.
Natural
disasters,
riots,
and
ceremonies.
In the same manner that the operational variables are
analyzed, planners develop narratives of known information
according to the ASCOPE variables.
The resulting
aggregate analysis of operational and mission variables is a
list or table included in the operations order that details
each component variable.
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human terrain information requirements with available
geospatial data. Phase IV was model development which
entailed creating decision aids using various geospatial
analysis techniques.
Figure 2 below illustrates the
pyramidal structure of the methodology.

Figure 1: Variables Narrative

1.3 Geospatial Analysis in the MDMP
A mapping visualization of a unit’s operational
environment is arguably the most intuitive and assistive aid
in planning an operation. Analysis of the physical terrain is
among the most easily understood processes in the MDMP.
The doctrine provides well-defined guidelines that assist
intelligence professionals in developing graphical
depictions of the terrain and its impact upon friendly and
enemy forces. Automated terrain analysis processes and
algorithms have emerged since the advent of widespread
available digital elevation and high resolution imagery.
One such program, the Situational Awareness Geospatially
Enabled (SAGE) program, is credited with expediting a
once unwieldy phase of initial planning analysis.
SAGE is a geospatial analysis toolkit built within the
ESRI ArcGIS Model Builder framework. Developed by the
US Army’s Geospatial Research Laboratory (GRL), SAGE
performs comprehensive terrain analysis upon a userdefined area using digital elevation, terrain, road, and
map/imagery data, and producing overlays known as
Tactical Decision Aids (TDA). Users of the program range
from intelligence analysts to maneuver commanders, with
the primary customer being the Geospatial Engineer.
SAGE is exceptionally valuable to the Army for three key
reasons: 1) Wholly developed from US Army doctrine, 2)
Scales to the highest data resolution available, and 3) Uses
globally available data to produce products for anywhere in
the world. While SAGE excels in producing TDAs for the
physical terrain, GRL now endeavors to bolster the SAGE
program’s capabilities to analyze the human dimension – an
area of analysis far less deterministic than the physical
terrain. The objective of this paper is to serve as the initial
developmental research and architecture for this SAGE
Human Terrain modeling capability.
2.

METHODOLOGY

2.1 Organization
The research methodology applied in this paper
consists of four successive phases.
Phase I is the
development of a human terrain information framework
based upon doctrine. Phase II entailed creating precise
subsets of human terrain information based upon the
intelligence requirements planning process outlined in
ADRP 2-0 [7] . Phase III involved identifying and aligning
3

Figure 2: Organization of Methodology

Using a systems approach to the Army’s human terrain
analysis capability gap, each phase successively built upon
the previous in order to ensure consistency in reconciling
the fundamental problem. The following sections describe
each phase in detail.
2.2 Phase I: Human Terrain Information Framework
The list-like analysis of independent operational and
mission variables is a rather single-dimensional approach
and it fails to consider the entirety of the human terrain
domain. This linear approach focuses on isolated aspects of
the human terrain without consideration for the natural
interdependence that exists within the human terrain
information domain. However, when the variable sets are
synthesized and subsequently analyzed with respect to one
another, however, the information space expands to
produce an encompassing framework of information pillars
which are collectively exhaustive, and to a certain degree,
mutually exclusive. In this expanded analysis, the
operational variables encompass prevailing conditions
within the AO in the context of specific ASCOPE elements.
“Analyzing the two sets of variables integrates both people
and processes, allowing the gain of a vast amount of
knowledge as a base for understanding the operational
environment.” [6]. The synthesized variable framework
now widens the analytical aperture, affording planners an
exhaustive and inclusive approach to defining the
operational environment. This broader approach, however,
presents a challenge in ‘information saturation’ as well as
complexity in cross analyzing variables.
To mitigate some of the challenges, the synthesized
framework is truncated by eliminating three operational
variables. The physical environment, as previously stated,
is a well-defined information domain replete with
prescriptive doctrine and automated processes such as
SAGE. The information variable is assessed as duplicative
with respect to the other operational variables and often
concurrent Intelligence planning. Lastly, the time variable
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is omitted from the framework due to its pertinence in all
aspects of human terrain analyses. The figure below
illustrates the resultant variable synthesis used to derive the
human terrain framework.

Figure 3: Variable Synthesis

Equipped with the architecture above, each domain is
analyzed against multiple military doctrinal sources to
arrive at a holistic description. While operational and
mission variables are sufficiently defined at the individual
level, the doctrine falls short in capturing their intersection
and dependence. Each intersecting domain of the
framework is iteratively evaluated against doctrine to
ensure precision, and subsequently reconciled against other
variables to avoid duplication and achieve mutual
exclusiveness. The resulting framework provides holistic
descriptions of each information domain in a doctrinally
sound manner.
Initially, the variable definitions found in ADRP 5-0
formed the framework’s foundation for the operational and
mission variables. During this step of the process, it must
also be recognized that the “information”, “physical
environment,” and “time” variables are truncated from the
breadth of the operational variables. “Information” is
removed as it is gathered and applied through each
additional variable, and “physical environment” is removed
because SAGE already maps physical terrain very
effectively. Lastly, “time” is eliminated as it is also applied
to every other data variable during the data collection
process.
Doctrinal principles were then drawn from the
FM 3-24, Counterinsurgency, to further incorporate aspects
considered in the planning of counterinsurgency operations,
namely civil considerations in mission planning. Next,
planning principles and considerations from FM 3-57, Civil
Affairs Operations, are incorporated to define the domains
through the lens of civil affairs operators. These human
terrain-centric principles are what provide the civil affairs
soldier a dominant capability in understanding and
performing operations targeting civilian populations.
Still undergoing continual refinement, each domain of
the framework began with an initial statement that
embodied the intersections between the operational and
mission variable definitions. Referencing the three main
sources of doctrine, the scope of each domain continues to
be refined. In the second modification of the framework,
the initial statements are transformed into essential
questions required to fulfill the information requirements of
each domain. The third iteration of framework development
advanced the information requirements into formalized
Priority Intelligence Requirements (PIRs).

2.3 Phase II: Priority Intelligence Requirements
Translating the framework’s descriptors into a
commonly understood and doctrinal language required the
application of information requirement processes
commonly used by the intelligence professional. In the
intelligence planning process, analysts identify intelligence
voids that have the potential to significantly affect the
outcome of operations. They systematically identify these
requirements, plan deliberate intelligence collection efforts,
and distribute collection tasks. In an identical manner, each
information domain in the framework was subjected to the
commander’s critical information requirements (CCIR)
process found in ADRP 2-0, Intelligence. CCIRs consist of
three separate components: 1) Friendly force information
requirements (FFIRs), 2) Essential elements of friendly
information (EEFI), and 3) Priority intelligence
requirements (PIRs) [8].
The PIR is an intelligence collection priority to
commanders, used to reduce ambiguity in a planned
operation. PIRs are generally comprised of multiple
indicators – empirically observable variables that are used
to answer the PIRs. Indicators are further detailed by
Specific Information Requirements (SIR) - vital details on
how information is to be gathered for each indicator [8].
The PIR framework is a process well-understood by
soldiers, and human terrain information requirements
formatted in a similar manner enhances a unit’s ability to
collect, understand, and assess human terrain information
requirements. The PIR methodology as applied to human
terrain is touted by Guvendiren et al, noting that elements
of human terrain information are akin to intelligence
requirements, and when analyzed as such, allow
commanders to better achieve their operational objectives
[9]. A generalized PIR hierarchy is depicted in the figure
below.

Figure 4: Priority Intelligence Requirement

Each human terrain information domain is generalized
into one or two questions posed as PIRs. This evaluation is
done in a manner that reveals the most prominent factors in
an information domain without diluting the descriptors
existing. Each human terrain PIR is then evaluated and
characterized by observable indicators which inform the
PIR. The indicators are then decomposed into SIRs –
specific facets of information that when combined inform
the indicator. At the SIR-level resolution, these information
components ultimately represent geo-referenced point data.
An Operational/Mission variable use-case is presented
as an illustration of the PIR development process. Using
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the descriptors of Organization/Military derived in Phase II,
the following PIR is developed: “Who and where are
pro/anti military organizations and what is their level of
influence?” The ‘where’ aspect of the PIR is satisfied
through geo-locations, but the ‘who’ entails distinguishing
between anti and pro military organizations.
Thus,
indicators are developed that illuminate the polarization
between an indigenous military and organized opposition.
Lastly, SIRs are developed where if answered, will render a
mapping of organizational activity and sentiment that
fulfills each indicator.
The figure below is the
Organization/Military domain extracted from the human
terrain information framework, outlining the PIR,
indicators, and associated SIRs.

Figure 5: Framework PIR Use Case

2.4 Phase III: Aligning SIRs to Data
With SIRs established across all of the domains, Phase
III entailed aligning available and suitable data sources to
each of the SIRs. As seen in the figure above, each SIR
contains a letter in parentheses which annotates the data
source to be used for modeling. In the course the research,
data sources were identified for use in the development of
human terrain geospatial models. There was a divergence
from Army-sourced data largely due to the limited
information among unclassified Department of Defense
data sources.
The Global Data on Events, Location and Tone
(GDELT) – a vast database that collects information from
English-speaking media outlets around the globe. Georeferenced and categorized by the type of event, GDELT is
or has been utilized by multiple international organizations
including the United Nations, USAID, DARPA, and the
Center for Global Development. GDELT as assessed as a
highly-suitable source by virtue of the dataset’s size, global
breadth (akin to applicability of SAGE), and categorization
of event types that are traceable to factors relevant to the
human terrain.
The World Bank dataset also boasts global availability
to varying degrees, providing national-level data for a
variety of domains. The World Bank dataset serves a data
resource for international studies and independent research.
Lastly, OpenStreetMap (OSM) provides a variety of map
features such as public and private infrastructure, road
networks, and boundaries.
While availability and
resolution vary based upon region, the OSM dataset may

provide a military unit with crucial geo-referenced
information when operating in a new environment.
2.5 Phase IV Model Development
The last phase consists of analyzing each of the
indicators and SIRs within the framework in order to
conceptualize potential tools for development.
If an
indicator’s SIR directly corresponded to accessible data, the
desired tool can be created accurately. This is most
common when a geospatial planning aid is required to
simply render infrastructural locations or areas. Geospatial
rendering becomes far more difficult when a decision aid
requires clustering or density analyses to illustrate useful
information for the planner. Automated analyses such as
these must be carefully considered to avoid
misinterpretation. When an Army planner uses a suite of
human terrain tools for analysis, the variance between
geospatial renderings are likely to cause confusion or
worse, incorrect conclusions. The last section of the paper
addresses this issue in further detail. In order to account
for the disparate nature of human terrain information
requirements, multiple geospatial modeling techniques must
be applied. Described below are several analytical tools
that will be utilized in model development.
2.5.1 Point Density (Choropleth Maps)
This tool calculates the density and temporal average
of a set of geospatial points. Users input the latitude and
longitude of a point or feature, as well as the desired grid
size. The tool then returns a heat map of where densely
located features are positioned. This allows users to
geospatially recognize where features are concentrated.
2.5.2 Hot Spot Analysis (Getis-Ord Gi*)
This tool determines if a cluster of features is
statistically significant using the differences in standard
deviations between features. Users input different classes
or values of features, as well as the latitude and longitude of
the feature points. Returned is a map depicting where there
are statistically significant clusters are located, shown by
the z and p scores calculated by the tool.
2.5.3 Spatial Autocorrelation (Global Moran’s I)
This tool measures spatial autocorrelation based on
feature values and locations. Users input a set of differing
features, each point with a latitude and longitude. The
output returns a graphic representation of how the features
are situated: either clustered, dispersed, or random. The
classification is achieved by computing cross-products from
the deviations from the mean of the features in the sample
space. If high cross-products are near each other, Moran’s
Index is positive and features are clustered. Likewise, if
Moran’s Index is negative the features are dispersed.
2.5.4 Choropleth Maps (Heat Map)
This tool calculates relative values of point data with
respect to an overlay or assigned boundary. Heat maps are
commonly used to represent densities of spatial points.
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3.

RESULTS AND CONCLUSIONS
This section outlines the resulting framework and an
application of the geospatial modeling methodology.
3.1 Human Terrain Planning Framework
The resultant planning framework provides greater
depth and understanding for an ill-defined planning domain.
The synthesis of operational and mission variables created
organizational structure whereby all human terrain factors
may be defined. Translated as PIRs, the information
requirements bear relevance to the planning process and
provide planners with intuitive planning guidelines.

The figure above shows the resulting overlay produced
in R. The deeper shades of red indicate regions where a
greater density of assaults has occurred over the last year.
The increased amount of coloration in northeastern Nigeria
is most likely due to the activity of Boko Haram in the
vicinity of the Baga region.
3.3 Nigeria Protest Hot Spot Analysis

Figure 8 Protest Hot Spot Analysis

Figure 6: Human Terrain Information Framework

The final Human Terrain information framework
shown in the figure above, illustrates the exhaustive nature
of the synthesis as well as the detail associated with each
information domain.
3.2 Nigeria Assault Overlay
To demonstrate a practical application of the human
terrain planning framework, a geospatial tool was
developed to illustrate the amount of assaults in Nigeria
over a period of one year. This tool presupposes that a
planner seeks to understand SIR ‘2e’ of indicator 2 of the
Organization/Military PIR: “Insurgent Forces”. .

Hypothetically, and analyst may be tasked to find
out the relationship between the government and its
constituents in a region. SIR ‘1a’ of the indicator “Conflict
with Government” in the People/Political category of the
developed framework could be used to assist the analyst in
discovering an answer. Depicted on the map is the density
of protests throughout Nigeria based on the date of
occurrence. The large red circles indicate highly correlated
regions of protest while the large blue circles show regions
of protest that are not correlated. The GDELT dataset and
the event code for “Protest” geo-referenced events
(geospatial points) were analyzed using the Getis-Ord Gi*
cluster analyses on ArcMap.
3.4 Eastern Nigeria Conflict and Provided Aid Analysis
Another hypothetical situation is if a commander wants to
know whether the aid being given to Nigeria is going to the
correct places. On the framework, SIRs could be drawn
from both Capabilities/Political and Events/Military to
provide a solution.

Figure 7: Nigeria Assault Overlay
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toolbar would contain a drop down menu that has both the
operational and mission variables, allowing users to
automatically utilize the framework to immediately create
useful and applicable tactical decision aids.
4.2 Validation of the framework
Although the developed framework was based on Army
doctrine, it still needs to be validated by the Army Corps of
Engineers, Civil Affairs, and the Geospatial Research
Laboratory.
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ABSTRACT

The Oregon Trail is a historical simulation game that was
popularly used in the 1990s. It has recently been released as
a handheld game on touchscreen devices, in both Apple and
Android. This paper examines the value of the original
game in its early desktop computer format, arguing that the
social studies literature and instructional simulation
literature support the author’s claim that it was a good
example of a historical instructional simulation. It also
investigates whether the changes made to the game in its
handheld format maintain its value as an instructional tool.
The author argues that the radical changes in interface and
underlying model make the handheld version less of an
historical simulation and more of a history based game.
There are implications about the use of commercial history
based games in a handheld format as good instructional
tools, although more research is needed to verify this
assertion.
Author Keywords

Games; Interface; Handheld; education; Social studies.

INTRODUCTION

The Oregon Trail(Minnesota Educational Computing Corp,
1995) was first developed in 1974 as a game designed to
teach children about the realities of pioneer life on the 19 th
Century Oregon Trail. In the game the player assumed the
role of a wagon leader guiding a party of settlers to Oregon.
The game was a turn by turn game that was originally
founded on some of the historical narratives of actual
pioneers (Emily, 2014). It was originally restricted for use
within Minneapolis Public Schools but later became
available commercially on the Apple II in 1985. A DOS
version was released in 1992 and a Windows version a year
later. In 2011, a handheld version was released for the
Apple IPod and Android devices.
The game itself provided a novel challenge in that it
 ACM copyright: ACM holds the copyright on the work.

introduced the player to the problems, which were often

fatal, faced by the pioneers on the Oregon Trail. Members
of the player’s virtual pioneer party could die from measles,
snakebite, dysentery, typhoid, cholera or plain exhaustion.
Even the player’s oxen could die on the journey. The
game’s outcome was decided by the player’s decisions. For
example, at the beginning of the game the player must
determine how best to spend their money on supplies and
equipment to survive the journey. Each episode along the
trail needed a decision to be made which would have a
direct consequence and a long term outcome. It was the
ability to role play and make key decisions, along with the
realism of the outcomes, which made the game popular as a
social studies instructional tool after it was commercially
released for the Apple II in 1985 and later in DOS and
windows format in the 1990s.
Purpose of Paper

There is an increasing call to integrate web 2.0 applications
into the classroom as a way to improve social studies
instruction (Bull, Hammond, & Ferster, 2008; Holcomb,
Beal, & Lee, 2011; Wilson, Wright, Inman, & Matherson,
2011). As this game is now available as a handheld
application, playable on both Apple and Android devices,
the game play, interface and underlying model have all
changed from the original. This paper will review the
current version of the game (playable as a handheld
application) in comparison to the older, desktop iterations,
and investigate whether the change in interface from a
desktop to handheld game had any effect on its potential as
a good example of a social studies simulation worthy of
use. The importance of interface design in instructional
simulation will be briefly discussed, the on-screen layout of
the Apple II, DOS and current handheld versions will be
compared as will references to any changes in gameplay in
the new version. In conclusion, we will determine if
revisiting a classic in its modern iteration is good social
studies pedagogy or if the simulation has lost some of its
fidelity in the new format.
Simulation Games in Social Studies Education

In the social studies classroom, technology resources have
been readily available, but woefully underused or
theoretically developed (Doolittle & Hicks, 2003).
However, simulation games provided students with the
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opportunity to explore critical thinking, problem solving
and decision making skills, leading to the construction of
meaning (Moore, Beshke, & Bohan, 2014). Simulation
games were able to enrich the social studies curriculum and
promote independent learning (Devlin-Scherer & Sardone,
2010). They enabled the learner to focus on key events, or
micro-histories, and craft potential narratives that mirrored
their own experiences (Kee et al., 2009). Teachers
sometimes struggled with selecting games that aligned to
their local standards, but research has demonstrated that
selecting games that align to standards enhances student
learning in social studies content areas (Brysch, Huynh, &
Scholz, 2012). McCall (2012) described historical games as
an opportunity for learners to engage with a problem space
where, confined by resources, rules of interaction, and with
a fair sketch of cause and effect, learners can make
decisions that lead to their understanding that the past was
full of possibilities and not a pre-determined line of events.
They can understand the physical, intellectual and
emotional constraints on human development and develop
their own skills of problem solving. Furthermore,
Wainwright (2014) advocated using computer video games
to teach complex historical concepts. Games afford the
student a chance to shape history as well as study it in
reality.
The Oregon Trail as a Historical Simulation

In the context of this research, it is possible to evaluate the
Oregon Trail in its early iterations as able to meet the
requirements of a good social studies simulation game. It
aligned with the expectations of US History classrooms of
the time. The game gave players the opportunity to solve
problems and make decisions: for example, decisions about
what supplies to buy and how to spend money before the
journey started had far reaching consequences as the game
played out. The game was designed to enhance the learning
of the pioneer experience with structured learning activities
provided by the publisher. This ensured that the player’s
experiences of the game were part of a larger learning goal
(Minnesota Educational Computing Corp, 1995).
Effectively, the Oregon Trail could be viewed as an early
example of McCall’s historical problem space where
learners were able to weigh up the cause and effect of
resource management, interactions and decisions in a
historical context. Thus it afforded students a chance to
shape their own version of history in a safe environment.
Oregon Trail as an instructional simulation

According to Alessi (1988), computer simulations are good
for learning because they allow for increased transfer as a
result of higher fidelity than a lecture. This is true in the
case of situational simulations like Oregon Trail which gain
in complexity as the user gains in experience. The more
they play, the more they will learn about the plight of the
pioneers. This is because the original game had a mix of the
three aspects necessary for good computer based
simulations: the scenario, the underlying model, and the

instructional overlay (Reigeluth & Schwartz, 1989). In the
case of the Oregon Trail, the simplicity of the interface
meant that the user could concentrate on the aspects of the
game that mattered, in this case resource management and
the concept of cause and consequence.
When to interact, how to interact and interactions that
prompt the learner to adopt higher order thinking are a key
to good simulation design (R. van Joolingen & de Jong,
1991). For the Oregon Trail, the level of interaction made
the game so appealing for teachers and students. Making it
turn based, with clear consequences for each action, plus
the added elements of random danger made the game
absorbing but kept enough fidelity to make it an appropriate
instructional tool. Jonassen (1991) stated that good
simulations would go beyond information processing
strategies and encourage active study (comprehension,
retention and processing) as well as metalearning strategies
(planning, encoding, reviewing and evaluating). The
Oregon Trail in its early format accomplished this.
Influence of the interface

The interface is a large influence on the way that learners
construct their knowledge. It is possible for an overly
complex interface to disrupt learning, while a simpler one
with adequate support measures would be able to help with
learning (Dejong, Dehoog, & Devries, 1993), this concept
is supported by Duchastel (1990) who posited that a good
simulation would teach a causal model and allow for
simplification and support, thus being reactive to student’s
needs. Moreover, the type of representations in a simulation
can effect cognitive load. Ainsworth (1999) described
multiple external representations and posited that if abstract
ideas could be simply represented then learners would be
able to construct a deeper understanding of the situation.
This was all summarized by Mayer and Moreno (2002) who
stated that constructivist learning depended on the learner’s
cognitive activity. This activity was governed by contiguity
principle, when students do not have to hold a whole
animation in working memory; coherence principle, when
students do not have to process extraneous words and
sounds; and modality principle when working memory is
not overloaded by having to process both animation and
text. Effectively, instructional simulations necessitate a
simple graphical interface that promotes higher order
thinking and problem solving while remaining true to the
concept that is being simulated. This paper posits that the
early iterations of the Oregon Trail achieved this because of
the simplicity of its interface.
Visual Changes in the Oregon Trail

Figures 1 through 3 below are examples of screenshots
from three different versions of the Oregon Trial. Figure 1
has shots from the DOS version from 1985. The simplicity
of layout and interface is clearly visible from these
screenshots. The graphics were not complex and were
intended to enhance the process of decision making rather
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than be part of the game play. As such, they serve as a good
example of Ainsworth’s call for external representations to
be simplified. Likewise, the complexity of the game resided
in the underlying model, complying with the observations
of Reigeluth & Schwartz.

Figure 1. Screenshots from the DOS version of The Oregon
Trail, 1985. From The Oregon Trail for DOS. Retrieved
November 30, 2014, from
http://www.mobygames.com/game/dos/oregon-trail

These examples of good instructional simulation design
were continued in the windows version as shown in figure
2. This version of the game had the same elements, only the
interface was much crisper. The main screen, as shown on
the bottom three panels of this figure, had all of the
information necessary to play the game. There was a
journal that documented the events of the journey so far,
there was an insert screen that showed a map or an
animation of events, and graphical representations of the
variables at play (supplies, money etc.) on the right. The
gameplay was improved to accommodate the point and
click features of input via a mouse, but in all regards, the
simulation was the same. This was because the underlying
model did not change, but the interface had improved to
give the user more control. The windows version was more
akin to what this paper posits to be a good simulation. In
this case it followed all of the principles outlined previously
by Moreno and it is because of this that the game was able
to be successfully used as an instructional simulation.

Figure 2. Screenshots from the Windows version of
Oregon Trail c. 1992. From The Oregon Trail For
Windows. Retrieved 30 November, 2014, from
http://www.mobygames.com/game/windows/oregon-trail

When compared with its earlier iterations, the IPad version
as shown on figure 3 looks much more sophisticated in its
use of computer graphics. The main screen as shown on the
second and third panel has taken the focus away from the
control of variables or the journal outlining the events so
far, and instead consists of animations that describe what is
happening (usually a wagon moving along the road).
Graphical representations of the menu items are now more
cartoon like. Tapping each one will open a new screen
displaying the information or section of the game that is
selected. When compared to the desktop versions, it looks
like it should have more fidelity because of the high
resolution imagery. Unfortunately, the graphical
representations and nature of play using a touchscreen
created an interface that was not as functional as its
predecessors. As a result, the game is less of a simulation,
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and more of a game based on an historical event. Thus this
newer version of Oregon Trail loses much of what a good
simulation should be. It lacks the complexity of the original
underlying model, to the extent that there is a feature that
affords the user to make in app purchases to better equip his
party along the way. The concept of buying your way out
of trouble is a feature that reduces the fidelity of the
simulation and moves it away from potential use as an
educational simulation into the realm of a game with
limited educational value.

of good instructional simulation design. The Oregon Trail,
when used in its desktop format, served both needs. It
provided affordances for situational, constructivist teaching
in an historical problem space, while providing an
instructional interface which was simple and afforded
students to construct their own meaning from their
interaction with the game.
With the advent of the handheld version, it is apparent that
the concept of The Oregon Trail has moved away from that
of an educational simulation and more of a commercial
application. The interface has changed dramatically,
focusing on the action rather than the consequences of the
player’s choices. The cartoon animation takes away from
the player’s time to process and reflect. Effectively, the
newer versions of the game work against Mayer and
Moreno’s modality and coherence principles. The interface,
redesigned for touch screen input, has overcomplicated
what was a simple yet effective concept, while the
gameplay has become simplified and action oriented,
thereby losing fidelity to its beginnings as a simulation
activity.
By investigating the development of the Oregon Trail, from
its beginnings as an instructional simulation that used a
simple user interface to create a high fidelity experience,
thus a good example of a very effective simulation; to its
more sophisticated iteration as a handheld application with
a sophisticated interface but simplistic simulation with low
historical fidelity., this paper posits that the newer version
of the game has lost some educational value when
compared to its predecessors. Largely because the demands
of the new hardware (touchscreen technology) have merited
a change in gameplay, but also because the commercial
model for software distribution in this new format has
changed since the early days of CD Roms. Games are now
simpler in concept and shorter to play, especially in the
handheld format. Which begs the question, have
simulations like the Oregon Trail lost their educational
value as a result?

Figure 3. Screenshots from the IPad version of The
Oregon Trail from The Oregon Trail by Gameloft.
Retrieved 30 November, 2014, from
https://itunes.apple.com/us/app/the-oregontrail/id461393130?mt=8

Conclusions and implications

The potential to move educational simulations from the
confines of a desktop into the palm of the hand of the
learner is massive. It could go a long way to addressing the
concerns of Doolittle and Hicks that technology is yet to
fully realize its potential in the social studies content.
Unfortunately, for this revolution to happen, there is a need
for good quality software that can address the needs of
social studies education and also match the rigorous criteria

Future research

More research on this topic is needed. Future research
should be conducted that includes time to play and evaluate
the merits of each different version of the game. There is
value in investigating the perceptions of student and teacher
use of it, and their views as to the educational value for
each version of the game. This author proposes that a pre,
mid, and posttest design be conducted comparing the
desktop and handheld versions of the game as instructional
tools. I speculate that the older, low definition, desktop
versions of the game will produce better educational
outcomes than would using of the handheld versions of the
simulation. Conclusions and implications could focus on
the effects of the different visual interfaces, different user
input methods, speed of play and how the change in
emphasis from a high fidelity historical simulation to a low
fidelity history based game might have impacted cognitive
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load. The findings of such research have the potential to
confirm existing research on instructional design, or
reframe such research in the context of new handheld
technology and digital nativity. There is much that can still
be learned from revisiting classic simulation games like the
Oregon Trail.
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ABSTRACT

As demand increases for qualified individuals in STEM
career paths, it becomes necessary to devise methods to
increase the number and quality of individuals available to
fill these positions. Mathematics is a key aspect of the
STEM curriculum that students have struggled with
historically. As the prevalence of technology and gamebased learning increases across many fields, game-based
learning in mathematics has lagged behind due to
difficulties in presenting problems and assessing student
input.
Unity is quickly becoming one of the top game engines for
game development. As of this writing, there are no tools
that allow Unity developers to integrate mathematical
content into their games. Providing an open source toolkit
for Unity developers would be a major step forward in
assisting the development of high-quality games for
learning mathematics.
There are three main issues that any successful game-based
learning applications should address.
First, it needs to have the ability to present information in a
manner that is correct not only in theory, but also in
notation as well. Two popular formats for presenting
mathematics are MathML and LaTeX. Both of these
formats require the user to convert the input into their
“language”. Then, the result can be run through a converter
to provide an image of the text and equations.
Second, the toolkit needs to not only have the ability to
present the problem, but solve it and compare the solution
to the user provided answer. At a minimum, the software
should report to the user whether their answer is correct or
incorrect. Additionally, it would be highly desirable for the
software to be able to provide some degree of targeted
Paste the appropriate copyright/license statement here. ACM now
supports three different publication options:
• ACM copyright: ACM holds the copyright on the work. This is the
historical approach.
• License: The author(s) retain copyright, but ACM receives an
exclusive publication license.
• Open Access: The author(s) wish to pay for the work to be open
access. The additional fee must be paid to ACM.
This text field is large enough to hold the appropriate release statement
assuming it is single-spaced in TimesNewRoman 8 point font. Please do
not change or modify the size of this text box.

feedback that would assist the student in determining their
mistakes or misconceptions.
Finally, the toolkit needs to provide a method for the user to
enter their answer. It is not realistic to expect the user to
know the languages used by MathML or LaTeX, so a
graphical user interface would need to be included that
would allow user to build their answers by inserting
mathematical structures such as power, roots, fractions, etc.
The input would need to be converted to a format that
would allow the software to compare it to the correct
answer.
Because there are fewer good options to solve the second
issue, it will be discussed first. What is desirable is a library
or series of libraries that perform symbolic computations.
There are several commercial tools that accomplish these
tasks including Mathematica, Maple, and MATLAB. The
downside to these tools is that their source code is
proprietary and therefore they cannot be integrated with
Unity. Also, the user must be familiar with the language of
these tools to use them. For example, defining and
evaluating a symbolic polynomial in two variables in
MATLAB requires the user to enter the following code:
> x = sym(‘x’);
> y = sym(‘y’);
> f(x, y) = sym(‘f(x,y)’);
> f(x, y) = x^2 – x*y – y^2 + 2;
> f(0, 1/2)
Output:
ans = 9/4
We can see that entering the information is not necessarily
intuitive for a user taking an elementary mathematics
course. Also, the output is not formatted in a particularly
nice way. While this is fine for a simple fraction, something
like a complex rational expression would not be as clear in
this formatting. Mathematica and Maple require similar
formatting for the input. Both produce an output that is
formatted in a more appealing way. All three of these
programs support output in LaTeX and MathML.
Since it is not feasible to incorporate a tool with proprietary
code with Unity, it is better to use a tool that is open source.
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There are three open source tools that are capable of most
of the symbolic computations the proposed toolkit would
require. These tools are math.net symbolics, Maxima, and
SageMath. Math.net symbolics is alibrary written in F# and
can be used in C# which makes it desirable for use with
Unity since C# is supported. However, math.net symbolics
has only limited capabilities that are not equivalent to those
of the commercial options mentioned previously. A serious
shortcoming is an inability to solve various types of
equations. Maxima is a computer algebra system written in
LISP. Maxima has many features that make it comparable
to the commercial options. The main disadvantage is that it
is written as a single application and therefore it is not as
easy to take apart and use the relevant pieces. SageMath is
an open source tool that is built on a number of other open
source libraries. Because it is built on a number of other
tools, it is conceptually easy to integrate only the pieces that
are needed for the current problem. One of the main
libraries included in SageMath is a Python library called
SymPy. SymPy is a capability rich library that allows for
many of the symbolic computations that would be required
for a toolkit to support the development of games for
learning mathematics. SymPy also supports output in
LaTeX and MathML, so it can be integrated with an
equation editor to produce mathematical expressions that
can be displayed in Unity. There is precedent for running
Python with C#, so it should be possible to integrate with
Unity. Another advantage of using a Python is that it is a
language that is considered easy to read and learn which
should make the Unity toolkit easier for game developers to
modify if the need arises.
The first and third issues can be solved by implementing
code for a formula editor. There are many open source
formula editors with graphical user interfaces. It is
important for this project that the formula editor chosen
integrates well with the symbolic algebra tool chosen to
find the solution and compare the solution with the user
provided solution. It is also important that the formula
editor works well with Unity.
One good option is LyX combined with matplotlib. LyX is
a C++ based application that provides a graphical user
interface to allow the user to enter equations by choosing
mathematical structures from a menu. The user can see the
formatted result as they work. It allows for the user to
import and export documents in LaTeX. The second tool,
matplotlib, would then be used to convert the LaTeX to a
png file. Matplotlib is an open source Python library that is
used to create figures and plots. The library supports a
subset of the TeX language without calling TeX directly. If
further functionality was required, TeX could be called.
Figures can be saved as png images which can be imported
into Unity as textures or sprites.
Another option is an open source equation editor written in
JavaScript called MathCast. MathCast uses MathML to
display equations. MathCast uses a graphical user interface

similar to the one used by LyX. It can export the equations
as either MathML or image files. One of the benefits of
MathCast is that it converts directly from the user input to
an output that Unity can display rather than using two
separate libraries. Because the code is written in JavaScript,
it can be used directly in Unity. The downside is that it may
be challenging to integrate it with the SymPy library.
The most straightforward path to address all three issues
mentioned above would be the following. SymPy would be
used to generate semi-random problems and find their
solutions. Both the problem and the solution would be
saved as LaTeX strings. The matplotlib library would then
be used to generate png images of the problems from the
LaTeX stings. The png images could then be displayed in
Unity as a texture. The code from LyX would be used to
develop an equation input panel that would allow the user
to input equations, and view their solution as they entered
it, by choosing equation structures from menus. The user
input would then be saved as a LaTeX string and compared
to the solution using SymPy. A message would be
presented to the user to indicate whether or not their
solution was correct.
Providing a toolkit to address difficulties in building
mathematical games, would be a major contribution to
STEM education. Development of games for mathematics
education is hindered by the difficulty of displaying
information in a way that uses correct notation, the inability
of many tools to perform the symbolic calculations
necessary to find solutions to mathematical problems, and
the fact that many equation typesetting tools require the
user to know the syntax of a markup language. By
developing a tool that meets these goals, these burdens will
be removed from developers and allow them to develop
games for mathematics education more readily.
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ABSTRACT

Promoting the use of sleep hygiene among college students
is an important area requiring attention. While sleep has
been associated with both mental and physical health, it is a
frequently overlooked health issue among this young adult
demographic. This paper outlines the development and
evaluation of a new mobile application intended to improve
the sleep habits of college students.
Keywords: sleep hygiene; college students; mobile

application; pedagogical avatar; user-centered design
INTRODUCTION

The sleep disturbances of college students have been
robustly described in the literature. Several studies using
large samples have reported high rates of poor sleep quality
in college students, ranging from 60-75% (Gilbert &
Weaver, 2010; Lopes et al., 2013; Lund et al., 2010; Orsal
et al., 2012). College students often have restricted sleep
schedules on weeknights, leading to increased sleep and
phase delays on weekends (Forquer et al., 2008; Lund et al.,
2010). In a survey of 742 college students, 70% of the
sample reported not receiving enough sleep during the
week, and 88.5% admitted to some form of a sleep
disturbance (Buboltz et al., 2009).
The effects of sleep disturbances on college students are
manifold. Both short-term sleep deprivation (Pilcher &
Walters, 1997), and poor sleep quality (Lopes et al., 2013)
have been associated with increased difficulties in learning
among college students. Both poor sleep quality and sleep
quantity have been found to be predictors for lower
academic achievement in college students (Gomes et al.,
2011). In addition to the potential for academic
decrements, poor sleep quality in college students has been
associated with increased mental health disturbances such
as depression, anxiety (Orzech et al., 2011; Taylor et al.,
2011), somatization, and psychic distress (Taylor et al.,
2011). Difficulty sleeping has also been related to fatigue,
substance use, and an overall decreased quality of life
(Taylor et al., 2013).
Despite an abundance of research identifying sleep
problems in college students, only a limited number of
interventions (Brown et al., 2006; Orzech et al., 2011; Tsai
& Li, 2004; Trockel et al., 2011) aimed at improving
students’ sleep habits and sleep quality have been
developed. The provision of sleep hygiene education is
often recommended as an intervention for college students

(Brown et al., 2006; Orsal et al., 2012), as this demographic
demonstrates a low awareness of sleep hygiene (Hicks et
al., 1999; Knowlden et al., 2012). Sleep hygiene refers to a
variety of practices and behaviors that can help promote
normal sleep. While knowledge of sleep hygiene has been
positively correlated with the practice of good sleep habits
(Hicks et al., 1999; Knowlden et al., 2012), simply
providing education alone may not necessarily result in the
improvement of sleep quality (Brown et al., 2002). Rather,
it is the use of sleep hygiene that has been associated with
improved sleep habits and sleep quality (Brown et al.,
2006; Orzech et al., 2011). Interventions should extend
beyond presenting information and involve an attempt to
change behavior (Glanz et al., 2008). Designing an
engaging and interactive sleep hygiene intervention may be
an important step leading towards improvement of the
sleep habits of college students. Thus, this paper outlines
the proposal of an interactive sleep hygiene mobile
application (app).
METHOD

The method for the project involves two components: (1)
the design and development of the app, and (2) an overview
of the experimental design to evaluate the app.
Design and Development of the Mobile App

The proposed app will serve as an interactive sleep diary
that provides personalized feedback through an avatar
health coach. The sleep diary will consist of questions
about bedtime, morning rise time, awakenings at night,
reasons for sleep disturbances (environmental and
psychological), caffeine intake, exercise habits, feelings of
daytime sleepiness, and daily mood. The sleep diary will
be based in part on the recommended format from the
National Sleep Foundation (Sleep Diary, n.d.). Students
will receive an automated reminder to complete their sleep
diary each morning for their previous night of sleep, and
each evening to answer questions about daily habits and
their overall mood throughout the day. The goal of the app
is to track students’ sleep habits and provide feedback.
Through the use of algorithms embedded in the diary, the
data reported in the app each morning and evening will be
used to generate automated personalized sleep hygiene
education. Each diary question will have 3-5 sleep hygiene
tips associated with the entry, and diary responses will
trigger a selection of sleep hygiene tips that will be relevant
to that particular user. The delivery of this automatic yet
customized feedback will be provided through an
interactive avatar health coach. The pedagogical avatar will
be a talking head with expressive capabilities.
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The app will be developed through a user-centered design
approach where focus groups of college students will
provide feedback throughout every stage of software
development. Formative research will be conducted to
inform the app, as college students will offer initial input on
a series of design mock-ups and the educational content of
the app. Then, students will participate in an iterative
process testing varying degrees of operational prototypes
providing feedback on the delivery system. User feedback
will be incorporated throughout software development.
Experimental Design

After development of the software, a pilot study will be
conducted to evaluate the app as an intervention for
improving sleep hygiene knowledge, sleep habits, and sleep
quality in college students. Research study participants will
involve a separate group of college students than those who
participated in the app development process. A randomized
pre-posttest experimental design will be utilized, and
students will complete a self-created measure of sleep
hygiene knowledge, the Sleep Hygiene Index (Mastin,
Bryson, & Corwyn, 2006), and, by permission from the
University of Pittsburgh Sleep Medicine Institute, the
Pittsburgh Sleep Quality Index (Buysse, Reynolds, Monk,
Berman, & Kupfer, 1989). During the pre-test session, all
participants (both experimental and control) will receive a
brief educational oral presentation on sleep hygiene. The
experimental group will have the app for two weeks, while
the control group will not have the app. All participants
will complete post-test measures one month after their
initial pre-test session. Hypotheses will be tested that the
students in the experimental and control group statistically
significantly differ in their sleep hygiene knowledge, sleep
habits, and overall sleep quality, with the experimental
group hypothesized to have improved sleep hygiene
knowledge, sleep habits, and sleep quality.
CONLUSION

Recently, more studies have begun to explore the use of
mobile phones in health interventions. Individuals report a
willingness to use technology-based tools to better manage
their health care needs, and research demonstrates success
when utilizing such interventions (Carter et al., 2013).
However, too often, software is designed without the user
in mind, and this can greatly impact user engagement and
intended outcomes. In addition, upon being developed,
software is often not evaluated. This study seeks to create
and evaluate an interactive mobile app to engage college
students in a health behavior change intervention to
improve their sleep.
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INTRODUCTION

OVERALL GRAPHIC SYSTEM DESIGN

Massage therapy originates from Asia and has been
practiced there for thousands of years. During the
Renaissance, it spread rapidly to Europe and by the mid19th century began to gain popularity in the United States.
Massage therapy involves pressing, rubbing and
manipulating skin, muscles, tendons and ligaments.
According to Chinese medical theory, massage spots are
located on “body meridians,” pathways along which life
energy flows. If the appropriate massage technique is
applied to certain sections of the body’s energy meridians,
proper energy flow can be restored. Massage therapists
typically use their hands and fingers for massage, but may
sometimes use their forearms, elbows and even feet. The
pressure used ranges from light touches to firm pressing.
Massage therapy is very effective for controlling certain
types of pain and is extremely safe when performed
correctly.

Graphic system design is aimed at providing users with
comprehensive view of the 3D human model, in order to
accurately locate and identify pressure points on the body
meridians. The main objective of the graphic system design
is to enable complete third-person viewing of the human
body model in the app, while simultaneously enhancing the
user experience through visually pleasing graphic design.

The purpose of this mobile app is twofold. The first goal is
to design and develop various components of a medical app
to create an easy and interactive way for users to study and
look up information about massage spots. The second goal
is to provide a simple do-it-yourself guide to massage
therapy for specific illnesses.

This graphic system design involves app background design,
3D human model design, and menu button design.
SOFTWARE DEVELOPMENT AND PLATFORM

Software development in this app contains Unity 3D, Maya
2014, Visual Studio 2014, Photoshop CC 2014 and Android
SDK. Masseuse Me is supported by Windows PCs and
Android and Windows Phones.
APP SCREENSHOTS
Main menu (Contains particle system and music in the
background)

APP FUNCTIONS

This app provides users with an intuitive and engaging
virtual environment to study pressure points and identify
their locations on a 3D human body. Simultaneously, the
app functions as a massage therapy guide for users looking
for relaxation or treatment for specific illnesses.
Furthermore, an additional information screen presents
users with detailed content for each pressure point.

Figure 1. Main Screen
3D interactive model (Contains zoom function, rotate
function and pan function)

OVERALL APP DESIGN

There are five scenes in this app. Four are major scenes: the
start scene, 3D model scene, extra info and treatment scene.
The start scene acts as a portal and presents users with
various menu options. The 3D model scene can allow users
to interact with a 3D human model. The treatment scene
provides users a simple do-it-yourself guide for certain
illness. The extra info scene can allow users to search for
information about pressure points.
The last scene which is an instruction scene, which displays
instruction information to users.

Figure 2. 3D Interactive Model Scene

The 3D interactive model scene provides users with clear
and accurate visual display of massage spots. Users can
access more information by selecting a specific meridian.
Whenever a specific meridian is selected, all pressure
points of that meridian will be displayed. Additionally,
rotating, zooming, and panning 3D model allow users to
have a wonderful visualization experience.

Extra info (Contains scroll screen)

Treatment scene (Contains 2D animation)

Figure 4. Extra Info Screen
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Figure 3. Treatment Scene
The treatment scene provides users a simple do-it-yourself
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Abstract
To date, eye tracking has been used to study user’s
attention patterns while performing a task or as an aide for
disabled persons to allow hands-free interaction with a
computer. However, the increasing accuracy and reduced
cost of eye- and head-tracking equipment makes it feasible
to utilize this technology for explicit control tasks,
especially in cases there is confluence between the visual
task and control. The goal of this research is to investigate
the use of eye tracking to design a more natural interface for
the control of a camera-equipped, remotely operated robot
in tasks that require the operator to simultaneously guide the
robot as well as perform a visual search around the vehicle
through the use of a Pan/Tilt (PT) camera. Three methods of
control will be investigated: using traditional joysticks,
using a hybrid approach that uses one joystick and eyetracking for payload control and a hands-free approach that
only depends on eye/head tracking for controlling the robot
and its payload. This paper provides a review of existing
related literature and outlines an updated research study that
will allow a performance-based evaluation of the three
approaches.

controllers or joysticks, some more sophisticated interfaces
may require the use of both hands and feet. Such tasks
might require users to not only control the robot, but also a
number of cameras and actuating arms. Such complex tasks
could be achieved through the use of multiple people, but
the need for clear communication between users may cause
difficulty in task completion. Thus, the use of eye
movements as an additional input device could eliminate the
need for multiple users on a single robot and allow for
smarter, more precise control of complex robotic systems.
For this study, eye tracking will be primarily applied to
the use of camera control in the search for objects in a 3dimensional (3D) virtual world. Human beings naturally
perform constant visual scans of their environment [1].
When performing a visual search, the human eye moves
rapidly between fixations, only dwelling on a single point
for about 200 to 400 msec. The length of time for a person
scanning a scene is typically about 5 degrees of visual angle,
and for eye movements that cover more than 20 degrees, the
head moves as well [2]. This project aims to take advantages
of these visual search patterns to design a more natural
interface for the control of the robot and camera. The project
is currently in its preliminary, pilot testing phase to smooth
out the testing process and work through any problems that
may have been missed during implementation.

1.

2.

Keywords: Eye Tracking, Human-Robot Interaction, Teleoperated Robotics, Control.

INTRODUCTION
The purpose of this study is to determine the feasibility
of using intentional eye movement as a control mechanism
for tele-operating an unmanned vehicle. While robots are
commonly manipulated with interfaces such as two-hand

CURRENT LITERATURE
Eye tracking is currently used in a number of research
applications, usually split between two categories:
diagnostic and interactive. Diagnostic applications use the
eye tracker to provide objective or quantitative feedback

Page 124

concerning the user’s attention or reactions to stimulation.
Interactive applications use the eye tracker as another input
device, either replacing the usual mouse and allowing the
eyes to control the location of a cursor on a screen or using
knowledge of the user’s gaze to alter what is seen on the
display [3].
Control theories primarily focus on relying on eye
tracking for disabled persons; however Manu Kumar et al
proposed the use of eye tracking to enter ATM passwords in
order to reduce the chance of the password being stolen by a
“shoulder surfer” [4]. Their study touched factors that may
attribute to the effectiveness of using eye tracking, such as
the distance between keys on the screen and modes of input:
dwell or trigger. They concluded that the speed difference
between the dwell and trigger methods was inconclusive.
The trigger approach, however, showed significantly higher
error rates due to users having difficulty properly timing
their hand and eyes to coordinate perfectly [4].
Such an approach to security is inspired by the systems
that allow disabled persons to interact with a computer using
just their eyes. One such system, called the Erica project,
has been detailed by Thomas E. Hutchinson et al [5]. This
project uses a tier fixation system for selection. When the
user’s eyes have fixed for two to three seconds on a certain
point, Erica plays a sound and a cursor appears in line with
the gaze. If the user continues to focus on this cursor, a
second tone sounds and the point on which they are focused
is selected.
When it comes to robotics, eye tracking is commonly
used in the diagnostic sense. Raj M. Ratwani et al used eye
tracking to study situational awareness while a single user
attempted to control several robots. The user was required to
direct five semi-autonomous UAVs to specific targets on a
map while avoiding dynamically moving hazard areas. The
eye tracker was used to monitor the user’s attention in order
to measure the user’s cognitive processing and predict his
situational awareness. This was done by measuring how
much time a user focused on a specific robot or task as well
as tracking his scan patterns [6].
Such scan patterns have also been used to study the
effectiveness of graphical user interfaces for UAVs. By
determining where the pilot of the UAV tends to focus, a
user interface can be streamlined to make sure information
is easily available. Tvaryanas performed a study that
required users to perform certain actions with the UAV
(turning a certain number of degrees, maintaining a certain
altitude, etc.). He tested how quickly they could make those
changes and how well they could maintain them while
tracking their gaze. This proved the necessity of an
ergonomic user interface layout for the effective piloting of
a UAV [7].

3.

EXPERIMENTAL DESIGN
While the literature review has shown that eye tracking
is used in a variety of control and diagnostic methods, the
level of control for which it is commonly used is
rudimentary. The control schemes from the literature review
that make use of eye trackers precisely mimic the behavior
of a computer mouse and use an overall binary input
methodology. A binary control command has only two
values: on or off. In robotics, key control inputs, such as
speed and direction, are controlled through an analog input
method, which provides a continuous signal that is used to
control an aspect of the robot across a range.
3.1. Purpose
The purpose of this research is to determine the
feasibility of using intentional eye movement as a control
mechanism for tele-operating an unmanned vehicle. The
following research questions guide this study:
1) How does the addition of eye tracking (full or
partial) influence the completion, accuracy, and
speed of a 3D search task when compared to a
traditional interface?
2) What is the level of usability and intuitiveness of
the eye tracker when used as an analog control
mechanism?
3.2. Measures
Each control method is quantitatively assessed based on
three performance measures: task completion, accuracy, and
speed.
Task completion is determined by how many of the
target items, if any, the participant was able to successfully
locate and identify and whether or not the participant
misidentified items as targets. The task completion is also
judged based on whether a target is seen at all by tracking
whether or not each target enters the viewport of the PT
camera.
Task accuracy is judged based on the participant’s
ability to remain within the desired course of operation. This
is determined by calculating the minimum, maximum, and
average of the participant’s path deviation error. Task
accuracy will also track the number of heading reversals, or
sharp turn corrections, that the user made during the run of
the course.
Finally, task speed is determined not only by the
participant’s completion time of the task, to a maximum of
15 minutes, but also the average speed of the robot
throughout the duration of the task.
Qualitative measures will also be applied to each
control method through the use of post-task questionnaires.
Participants will be asked to provide any perceptions they
made concerning each control method and evaluate it based
on its usability. At the end of their session, participants will
be asked which of the control methods they preferred. Such
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Figure 1 This image shows the simulation screen. The
upper portion of the screen is the camera view. The lower
portion of the screen holds the drive view as well as the
feedback area of the screen.
qualitative evaluations answer the question concerning the
usability and intuitiveness of each control method.

3.3. Treatments
Through the course of this study, three methods of
robot tele-operation will be compared:
1) Manual: two joysticks, one to control the velocity
and direction of the robot and one to control the
pan and tilt angle of the camera.
2) Hybrid: a joystick for the movement of the robot
and eye tracking for the movement of the camera.
3) Hands-Free: eye tracking for the movement of both
the robot and the camera.
The order by which a participant experiences each of
these methods will vary, with the participants equally
distributed between the six order permutations. Each
method will have a unique course, with a shorter practice
course shared by all three methods to allow the user to gain
some initial familiarity with the method before entering that
stage of the treatment. These aspects will allow for each
participant to serve as their own control.
4.

SIMULATION SETUP
This study is a true experimental study. It will utilize a
one-way, within subject design to assess the effects of eye
tracking only, eye tracking with joystick, and joystick only
on task completion, accuracy, speed, and participants’
perceptions of system usability.
Participants will view the virtual environment through a
computer monitor with a screen size of 1280x1024 pixels
(HxW), shown in Figure 1. This screen is divided into three

Figure 2 This is the delineation of the drive camera
viewport. There is a vertical steering dead band in the center
fourth of the viewport width (DL to DR). The further to the
left or right of this dead band the participant focuses, the
faster the robot will turn in the given direction. There is also
a horizontal speed dead band in the bottom fourth of the
viewport (DB). The higher above this dead band the
participant focuses, the faster the robot travels.
areas of interest: the PT camera view, the drive camera
view, and the information area. The information area
displays feedback for the participation, displaying their
selection confirmation and orientation of the PT camera
relative to the robot chassis. Three eye tracking cameras are
mounted on the computer monitor, two on the bottom and
one on the top. Further description of the physical setup of
the eye tracking system can be found in another paper by
Papelis, Watson, and Hicks [9].
4.1.

Robot Movement
The average pedestrian’s walking speed is
approximately 4.09 ft./second, or 1.25 meters/second [10].
In order to properly simulate a natural speed of movement
for a search task, the maximum speed of the robot is capped
at 1 meter/second. This allows users to traverse the virtual
environment at a speed the equivalent of a slow walk.
The robot uses a differential drive method of
movement. Its course is thus determined by the relative rate
of wheel rotation. In order to simulate this behavior, the
robot’s world position was calculated each time step given
its orientation and the velocity of its wheels.
Wheel velocity is calculated based on the base speed of
the robot and the degree of steering deflection provided by
the participant. Both the speed and steering deflection have
a numerical range between 0 and 1. The calculation of these
values differ between control methods. When using a
joystick, speed is determined by the forward deflection of
the joystick and the horizontal deflection determines the
steering deflection.
When using a joystick, the steering deflection (Sdef) and
speed (S) are the values provided by the joystick’s output,
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VL  VR
(6)
2
First, calculate the new orientation.
(7)
   t
Then, using this new orientation, the new position of the
robot can be found.
V  VL

Px  Px t * R
* sin( )
(8)
2
2
V  VL

* cos( )
Py  Py t * R
(9)
2
2



Figure 3 This is the delineation of the PT camera viewport.
There is a vertical pan dead band in the center third of the
viewport width (CL to CR). The further to the left or right of
this dead band the participant focuses, the faster the camera
pans in that direction. There is also a horizontal tilt dead
band that covers the center third of the viewport height (CB
to CT). The further above or below this dead band the
participant focuses, the faster the camera tilts in that
direction. Together, these dead bands create a central area in
which the camera does not move.
which naturally range from -1 to 1. When using eye
tracking, the deflection must be calculated differently
depending on whether the coordinate of the focal point (Fx,y)
lies to the left or the right of the vertical dead band. When
focused to the right, the distance from the right side (DR) of
the dead band must be used, seen in Figure 2.
( Fx  DR )
S def 
(1)
W * 0.375
When focused to the left of the vertical dead band, the
distance from the left side (DL) must be used.
D  Fx
S def  L
(2)
W * 0.375
The speed is then determined by the distance of the focal
point’s y-value (Fy) above the lower dead band (DB).
D  Fy
S B
(3)
H * 0.5
If the focal point is above the upper dead band (DT), the
speed is set to its maximum value.
Once the speed and steering deflections have been
obtained by the joystick or calculated from the eye tracking
data, the velocity of the wheels (VR and VL) can be found.
(4)
VR  S  S def
(5)
VL  S  S def
The relative wheel rotation, if maintained, causes the robot
to travel in a perfect circle. The rate of travel around this
circle (ω) is necessary to calculate the robot’s next
orientation (Θ) and position (Px,y) in the simulation.

4.2. Camera Movement
The PT camera has a range of movement limited to the
horizontal 180° and vertical 45° in front of the robot. The
speed at which the camera pans and tilts is dependent upon a
degree of deflection with a numerical range between 0 and
1. The calculation of the deflection values differ between
control methods. When using a joystick, the camera’s tilt
(Tdef) is determined by the vertical deflection of the joystick
and the horizontal deflection determines the pan (Pdef) of the
camera.
When using a joystick, the pan and tilt deflection is the
value provided by the joystick’s output, which naturally
range from -1 to 1. When using eye tracking, the deflections
must be calculated differently depending on where the
participant is focused in relation to the dead bands, seen in
Figure 3. When focused to the right of the vertical dead
band, the distance from the right side (CR) of the dead band
must be used.
(C L  Fx )
Pdef 
(10)
W
3
When focused to the left of the vertical dead band, the
distance from the left side (CL) must be used.
F  CR
Pdef  x
(11)
W
3
When focused above the horizontal dead band, the distance
from the upper side (CT) of the dead band must be used.
(CT  Fy )
(11)
Tdef 
H
3
When focused below the horizontal dead band, the distance
from the lower side (CB) must be used.
F  CL
(12)
Tdef  y
H
3
Once the pan and tilt deflections have been obtained by
the joystick or calculated from the eye tracking data, the
camera is rotated by those deflection values at a maximum
rate of 60°/sec horizontally and 80°/sec vertically.
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In both cases, once the selection is confirmed, the
crosshair disappears and a message appears to inform the
participant that the targeting was successfully logged. The
simulation then takes point screen point at which the
selection is confirmed and traces it into world coordinates.
Should the first object encountered by the ray trace be a
target, that target is logged as being found and a flag
appears on the target in the simulation. If the object is a
distractor, that distractor is logged as being falsely tagged. If
there is neither a target nor a distractor, the selection is
logged as a false tag.
5.

Figure 4 The progression of the selection circle used when
selecting with the eye tracker.
4.3. Selection Methods
The method of target selection differs between
treatments in order to coincide the selection with the method
by which the participants control the PT camera in those
treatments.
In the manual treatment, selection is handled through
button presses on the joystick controlling the PT camera.
When the participants believe they have located a target,
they press the trigger button on the PT joystick. This causes
a crosshair to appear in the center of the PT viewport so
long as the trigger is held. Movements of the drive joystick
are ignored during this time, and any movement of the PT
joystick causes the crosshair to move within the PT
viewport. When the participants have situated the crosshair
over the believed target, they press a second button on the
same joystick to commit the selection. Regular movement
resumes once the trigger is released.
In the treatments that use eye tracking, selection is
automatically detected through the use of fixations. When
the participants dwell on a single location in the PT
viewport, a circle appears centered around the average focal
point of their gaze, starting as a sliver. As long as the
participants continue to focus on that point, the circle grows
to completion and then turns into a crosshair, the
progression of which can be seen in Figure 4. Should the
participants divert their eyes, the circle disappears. Once the
crosshair is visible, the participants nod to confirm the
selection.

CONCLUSION
Overall, this planned research will test the practicality
of eye tracking as it applies to the control of robots. While
eye tracking has proven useful as a selection tool and
performance measure, its usefulness for more complex
actions remains to be seen.
Results of this research may vary based on the level of
control that the eye tracking maintains. The type of control
demanded of the eye tracker requires the most splitting of
attention and may thus prove to be the slowest method of
task completion. While the combined method is expected to
be the most efficient, the conventional method may prove to
still be the best, since it is familiar to most users.
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ABSTRACT

Polygonal mesh models are widespread representations for
three dimensional objects in computer graphics and
visualization. The models can be generated by scanning real
objects or from scratch from 3D modeling software.
Scanned 3D models may contain degenerate elements,
surface holes and other flaws that make them incompatible
for some applications. These mesh models have to be
properly bound and closed for further mesh processing
applications. Subsequently, many methods have been
developed to remesh and repair polygonal mesh. This paper
considers some existing techniques to process, repair and
improve the geometry of a mesh model and proposes an
extension of the methods for color mesh models. The main
idea is to combine Poisson surface reconstruction and
vertex color processing and in the future, we will use octree
grid and color quantization to make it more efficient and
useful.
Keywords

Hole filling, Mesh repairing, Mesh processing.
INTRODUCTION

Extensive use of laser range scanners and other types of 3D
sensing devices has produced increasingly detailed 3D
models. These models may have holes and flaws due to
variety of reasons, such as self-occlusion, limitations of
scanners, insufficient view angles, etc. Many techniques
have been proposed to overcome and repair holes by
interpolating geometry. Mesh repair faces enormous
challenges, since the models may have many diversity and
complexity. Explicitly, an ideal repair method should
possess the following properties [1]:
1. Robustness: The method should always produce a
closed surface for any input model.
2. Competence: The method should be able to process
massive models within reasonable time and space.
3. Precision: The method should conserve the geometry of
the input model if possible.
Several methods and frameworks (Meshlab, PolyMender,
OpenFlipper) have been introduced to repair meshes.
Nevertheless, repairing and remeshing of colored mesh
remain a challenging task. Existing methods cannot
demonstrate the remeshing and repairing techniques
properly with the scanned color mesh models.
METHOD

MeshLab: MeshLab provides several algorithms for
remeshing and close filling options. RIMLS, VCG and
Poisson surface reconstruction are some techniques that are

used in MeshLab for reconstruction and remeshing. The
algorithm in Robust Implicit Moving Least Square was
developed based on Öztireli et al. [2]. It generates a
continuous surface with better preserving fine details.
Another mesh processing technique (Volumetric
Computational Geometry) in Meshlab uses the algorithm
developed by Curless and Levoy [3]. It reconstructs faces
by integrating groups of aligned range images. The most
convincing surface reconstruction algorithm that works well
with the scanned images is Poisson surface reconstruction
using poisson problem [4]. This approach derives a
relationship between the gradient of the indicator function
and the integral of surface normal field.
PolyMender: Tao Ju [1] proposed an algorithm for
repairing process in PolyMender. This method constructed
an inside/outside volume using an octree grid, and
reconstructed the surface by contouring the grid. The main
advantage of this algorithm is the octree grid that is used to
repair and reconstruct the model at a higher resolution in a
space efficient manner. This can be implemented as a
recursive procedure on the octree and sharp features can be
generated as well. According to the author, only limitation
of this approach is that it does not process the color mesh.
OpenFlilpper: Möbius and Kobbelt [5] developed an
geometry processing and rendering framework named
Openflipper. This framework provides several mesh
repairing options. The hole filling or repairing method that
is used in this software is based on Peter Liepa's work [6].
In this paper, the author proposed a method for the hole
filling in unstructured triangular meshes. This works well
with the random holes in manifold meshes. Thus provides a
very good approach to process scanned mesh models.
RESULTS

A number of experiments have been conducted with
different scanned models with three different frameworks.
Fig. 1 illustrates several repairing processes on a scanned
mesh with three frameworks that are discussed in this
paper. Fig. 1(a) shows the original model of a girl that was
scanned using Microsoft Kinect. The model has some holes
and defects in the lower portion and on the head component
due to occlusion and range scale limitation of the device.
Fig. 1(b) shows the repairing result of PolyMender. The
process repairs the surface accurately and closes the bounds
successfully. Even the large gap in the bottom and the hole
in the head are effectively repaired. Only problem is that it
is incapable of generating the color information from the
original model. The results of using Poisson surface
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 1: Repairing process on scanned color mesh model (a) Original, (b) Polymender-Repairing, (c) Meshlab-Poisson, (d)
Meshlab-RIMLS, (e) Meshlab-VCG, (f) OpenFlipper-Hole Filler .

reconstruction, RIMLS and VCG in Meshlab are shown
in Fig. 1(c), (d) and (e), respectively. Though Poisson
surface reconstruction achieves good result, it loses color
information of the original mesh. RIMLS and VCG do not
have much impact on the holes. Moreover, RIMLS
generates some additional spikes in the original mesh.
Fig. 1(f) illustrates the hole filling option in OpenFlipper.
The repair process of OpenFlipper works well with the
colored mesh and the result looks better than the other
methods. However, this approach generates random RGB
colors (see in lower part) in the original mesh that do not
match with the surrounding area and is unable to
reproduce reasonable patch in the head portion.
CONCLUSION

All of these frameworks have limitations with the color
mesh models. Based on these observations, a new method
using Poisson surface reconstruction and the color
information of each vertex is proposed in this paper to

process and repair a color scanned mesh model. The
Poisson surface reconstruction uses many surface fitting
implied methods and creates a very smooth surface with
perfect blending of the mesh. The basic idea is to use the
points and normal to build a surface using the Poisson
surface reconstruction approach and colorize the vertices
of a mesh or point set using the curvature of the
underlying surface. The main purpose of the proposed
work is to provide a robust technique that can repair the
original model without losing its geometrical structure
and also keep its color consistent with its neighboring
vertices. The main challenge of this methodology is to
combine both the geometric processing and the vertex
color processing at the same time. In the future, this work
will be extended using the volumetric approach
employing octree grid and color quantization. Color
quantization is considered in this case to provide the user
a better visual representation with memory efficiency.
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Abstract

Using leading game engine technology, NASA wind
tunnel airfoil data, mobile hardware, and modern
stereographic hardware this paper introduces context for
developing a single application that can be used across
platforms to provide interactive scientific visualizations.
This work outlines the initial steps taken to develop an
application within the leading game engine Unity 3D.
Background information is given in regards to wind
tunnels and the airfoil data collected. The paper
concentrates on the application design and preliminary
initial results.
1.

INTRODUCTION

The purpose of this paper is to demonstrate and
outline the feasibility of using modern game engines to
visualize transonic wind tunnel data. Game engine use
within the academic community has gained popularity
more recently due to the tradeoff between time to
develop, reusability of code, decrease in opportunity
costs, decrease in general licensing costs, decrease in time
required to learn these systems, and the availability of
affordable powerful modern computers.
Thus, this
project aims to thoroughly explain how a game engine
can be used to visualize transonic wind tunnel data, and
how the same game engine can allow for application
deployment across various devices and platforms all with
relative ease.
In this work we outline the use of a game engine
called Unity3D; we lay the groundwork for how to
develop one application that visualizes different transonic
wind tunnel data across multiple hardware configurations
and platforms. The data we use is publicly available via
NASA through the Common Research Model (CRM)
(Wyatt, 2014). This paper explains some background on
the development of the CRM, a plan for using Unity 3D
(also known as Unity), and describes some initial results.
2.

Yuzhong Shen
Old Dominion University
4700 Elkhorn Norfolk VA
YShen@odu.edu
2.1. NASA Wind Tunnels

NASA has lead the way in wind tunnel advancement
over the last 57 years (Baals & Corliss, 1981). They have
over 30 wind tunnels located throughout the country with
23 here locally at the Langley Research Center located in
Hampton Virginia (Nasa, 1992). Included at Langley is
one of the most advanced wind tunnels in the world, with
only 2 of them in existence, the National Transonic
Facility (NTF) (Nasa, 1992). See Figure 1 for an
overhead layout view of the wind tunnel. This facility is a
conventional closed circuit, continuous-flow, fan driven
wind tunnel that is capable of operating in dry air (warm
temperature) or at cryogenic temperatures, making it one
of two in the world that have this capability (Rivers &
Dittberner, 2010). This is done through a combination of
increasing and decreasing pressure, and the use of
nitrogen within the closed system; this gives the wind
tunnel the ability to range from operating temperatures of
120°F to -260°F and a pressure range from 15 to 125psia
(Wyatt R. , 2014). Other than the European Transonic
Wind Tunnel, the NTF and the ability of operating at
cryogenic levels sets it apart from all other wind tunnels
in the world. These systems configurations allows for
simulating scale replica models with test configurations
that range from subsonic to low supersonic speeds
(Wyatt R. , 2014).

Figure 1: NTF wind tunnel layout (Rivers & Dittberner, 2010)

BACKGROUND

In this section, we provide a general overview of the
NASA wind tunnels as well as an explanation of what the
CRM is and why it was developed.

2.2. Common Research Model

The CRM is a result from a combination of
academics, private sector, and educational institutions all
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requesting for the development of experimental databases
that could be used for validating explicit computational
fluid dynamic (CFD) applications (Wyatt & Rivers,
Model Description, 2014).

configurations; for the purpose of the paper we will refer
to this file as the ‘config’ file. The ‘config’ file has all
information related to the 291 pressure sensors. Each
sensor consists of a name, index, group name, location
with respect to its group, current status, location with
respect to the plane, and another location with respect to
its group’s leading edge.
On average there are
approximately 32 sensors per group, with 9 groups in
total. A group generally runs from the front leading edge
of the wing to the rear edge of the wing on the upper and
lower section of the wing.
See Figure 3 for a
representation of how the sensors are allocated along the
wing.

Figure 2: CRM Full Model. (Vassberg, DeHaan, Rivers, &
Wahls, 2008)

Prior to the implementation of the CRM there wasn’t
readily available CFD data. Any complete CFD data that
did exist primarily fell under private companies that
developed products for military applications; these
companies spend years of research and millions of dollars
developing their products not to just hand it over to
whomever wants it (Vassberg, DeHaan, Rivers, & Wahls,
2008). The CRM configuration is best compared to a
wide-body commercial transport aircraft; it has a
transonic wing and tubular fuselage (Vassberg, DeHaan,
Rivers, & Wahls, 2008). A picture of the complete model
is displayed in Figure 2. The physical model has
electronic scanned pressure modules located and mounted
inside the plane, these modules combined with 291
pressure orifices positioned along both the left and right
wing gathered surface pressure measurements while the
model was being tested at the NTF wind tunnel
(Vassberg, DeHaan, Rivers, & Wahls, 2008).
3.

PROGRAM DESIGN

In this section we break down the steps taken to
develop the application. The process implemented is
broken into four major components. These components
cover data structures and formatting these structures,
implementation within the .NET platform, using standard
object oriented programming techniques to their
advantage, and implementation within the game engine
Unity.

Figure 3: Sensors in linear groups

The second file consisted of data acquired during a
NTF wind tunnel run. For the purpose of the paper we
will refer to this file as the ‘data’ file. Through the online
CRM data repository there are 300 possible data
configuration files that can be downloaded, see Figure 4.
The data file we used consisted of a test run at the NTF,
measured pressure, 15 million for its Reynolds number,
0.8 for the Mach number, and ‘Wing/Body’ configuration.
This file generates a data structure that is broken down by
runs, there were 27 group runs, within each run there are
9 subgroups. These subgroups align with the 9 sensor
groups mentioned prior.
Each point of data then
represents a pressure reading for each sensor during each
run. This equates out to approximately 7,857 pressure
readings within the data file.

3.1. Data Acquisition and Structure

The data is readily available online at the CRM
reference website. For the intentions of this work we
focused only on the surface pressure measurements. The
data used was originally in two data files; each file has its
own format.
The first file consisted of sensor

Figure 4: Data file download options
3.2. C# and the .NET Platform

C# is an object-oriented program (OOP) language
that is heavily used with XML-based web services on the
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.NET platform (Troelsen, 2012). The .NET platform was
developed by Microsoft with the implementation designed
to improve productivity in the development of various
web applications across different hardware platforms as
well as offer a platform to build systems on for the
Windows operating system (Troelsen, 2012).
C#
syntactically looks very close to Java, as it is also a
member of the C family of languages, but is slightly
different. One difference is that C# provides the developer
the ability to get at a lower level like C++ but still be as
safe as Java. As a programming language, C# is widely
supported within various physics engine platforms. C# is
one of the top 10 most widely used programming
languages with a recent increase in popularity of the last
few years (Taft, 2014). With C# is also the support
through the .NET platform; this support is what allows
applications written for one platform to be easily
configured into another platform. The .NET platform
stack all resides on the Common Language Runtime
(CLR) which is implemented through the Common
Language Infrastructure (CLI). The CLI is what provides
the language-neutral platform development as within the
CLI it handles exceptions, garbage collection,
interoperability, and security (Albahari & B., 2012). This
means that if a language supports the .NET framework, it
will end up working within the CLI scope which allows
the functionality throughout the framework and not
limited to just one specific language (Albahari & B.,
2012).
3.3. OOP Classes and Program Design

To allow for portability the two previously mentioned
files, ‘config’ and ‘data’ were handled separately. The
‘config’ file required parsing and the development of a set
of standalone c# classes. This lead to the development of
the ‘configuration reader’, which was just an application
that was compromised of C# classes with them being
combined to be a standalone ‘config’ file type reader. We
implemented this as a standalone application so that the
external application choices wouldn’t be limited in areas
of further development. The ‘data’ file also required
parsing and in order to do this level of data parsing a ‘data
reader’ application was developed. This ‘data reader’ was
developed around the format of the generated output data
files readily available online at the CRM website. The
‘data reader’, similar to the configuration reader, was a set
of C# classes but did require some knowledge of the
‘configuration reader’. Through the use of C# this was
easily done through a reference to the previous
configuration file. This additional step was required as in
order to identify which sensors were used for any given
configuration run there has to be knowledge of the
immediate index information obtained from the ‘config’
file. Generally there would be one standard configuration
file for a series of tests and runs, but this configuration
file could alter between these runs depending on the
sensors and the purpose of the tests. After the ‘data’ file

was parsed, the data was then stored in a serializable file
so it could be opened up in any other external program
that supports .NET by using the derived *.dll and the
serialized file that we generated. The library file as well
as the serialized files is what allows for easy
interoperability across other supporting .NET platforms.
3.4. Unity

There are a lot of game engines for a developer to
choose from. Two of the industry standards that account
for a majority of developers are Unity and the Unreal
Engine 4. At the time the Unreal Engine still maintained
a licensing fee while Unity offered a free version- for the
purpose of this paper we used Unity. Unity has 45% of
the market share with approximately 4 million registered
developers and over half a billion gamers (Unity 3D,
2015).
Unity as a game engine comes in two licensing
options, a free version and a professional version.
Outside of its wide spread popularity, Unity also supports
a continuously expanding community base as well as
provides support with in-depth video tutorials and an
interactive API manual; all of this information is provided
for free regardless of which license you use. Unity is
constantly updating its recent and old releases. Just in the
amount of time since this paper started they have released
4 patches and a completely new version of Unity, Unity 5.
Unity has been continuously under development for the
last 10 years (Haas, 2013). Unity also works with leading
edge hardware companies like the zSpace virtual
holographic tablet and the Oculus Rift Virtual Reality
headset. One of the most important aspects of Unity is its
ability to have multiple build types from one project that
work across today’s main platforms. These platforms
consist of IOS, Linux, Windows, Android, Web,
Blackberry, PlayStation, Xbox and Windows Phones.

Figure 5: CRM virtual model within Unity Editor

This direct portability option is one of the main
reasons we decided to use Unity for this application. The
other reasons for using a game engine are the fast
development times, networking and other functionality is
built in, animation sequencing, user interaction, high
quality visuals, 2D and 3D support, rapid testing without
having to do full builds, and recently the integration of a
cloud build environment which allows multiple people to
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work on the same files across the internet (Unity 3D,
2015). For the purpose of this work and for the reasons
we mentioned above we decided to use Unity, the work
we have done up until this point has been done on the free
version.
3.5. Unity Program Design

Due to Unity working natively with C# the work
generated from the previous ‘configuration reader’ and
‘data reader’ applications is easily understood within
Unity’s editor. The CRM virtual model is placed within
the scene at the vector zero coordinate and is calibrated
according to the specifications outlined by NASA
(Vassberg, DeHaan, Rivers, & Wahls, 2008). The CRM
virtual model is slightly adjusted original size to match
the coordinate system inside of Unity, see Figure 5 for a
picture of the CRM within Unity’s editor. This small
error comes as we had to adjust the mesh from the
original file for it to work efficiently within Unity. The
original file was sized at approximately 62 meters in
length and the Unity model is sized at approximately 64
meters in length. When the Unity application is run all of
the data that was serialized prior is now capable of being
generated on the fly based on the user input. This is a
direct result of the direct integration with C#, Unity, and
the work previously done within the generation of the
‘configuration reader’ and the ‘data reader’. After the
data and the model are deployed a GUI is drawn to allow
simple user input to cycle through the 27 data runs. This
GUI component is displayed in the bottom left of the user
screen, see Figure 6. Each pressure sensor is visually
represented as a small sphere with colors corresponding to
the current pressure measured at that user defined run.
This information is updated on the fly as the user interacts
with the data.

Figure 7: Sensor node selected pop-up GUI information
4.

CURRENT STATUS

As of current the application has been deployed
across a standard Windows computer, an 8.5” Android
Tablet, and the zSpace holographic display, see Figure 8
for a picture of what the zSpace looks like. The zSpace is
a stereographic monitor that uses head tracking hardware
and software to provide a natural 3D stereographic
presence. The addition of a 3D input device, the ‘stylus’
which provides additional functionality for interacting in
a 3D environment. Both the head tracking and the stylus
operate on 6 degrees of freedom (6Dof), this provides
movement up/down, forward/backward, left/right, and
rotation pitch, yaw, and roll (Patterson, 2012). In order to
deploy across these three different hardware options, we
just had to consider the different input methods.

Figure 8: zSpace Holographic monitor

Figure 6: User GUI slider to go between the 27 runs and a
color key for pressure measurements

The use of a virtual laser pointer signifies when a sensor
is selected as well as a pop up GUI component that
displays the data, please see Figure 6.

For the standard computer the user input is a mouse
with the ability to rotate, zoom, pan, and different mouse
click functions for the interaction of the 291 sensors and
GUI. For the Android Tablet, the same options exist
except with input being triggered by touch gestures.
Pinch and expand with two fingers for zooming in and
out, single tap for sensor interaction, one finger down and
drag for rotation, and three fingers down and drag for
panning. For the zSpace holographic tablet, a stylus is
used instead of the mouse. The stylus acts in replace of
the mouse but instead of controlling the camera, as the
user does with a normal computer, the user controls the
entire CRM visual model with the Stylus. This setup
encourages interactivity and is also rendered in
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stereographic 3D. As mentioned earlier, the zSpace
system provides a holographic virtual presence (Patterson,
2012). The ability to go from one device to another was
handled within Unity as one project build with various
conditional features implemented to check what current
hardware is running.
5.

CONCLUSION AND FUTURE WORK
This paper outlines the steps taken to implement the
visualization of airfoil pressure data within a physics
based game engine. In taking advantage of the built in
components offered through the .NET framework as well
as the systems within Unity we have shown that you can
develop visualizations across various platforms and
hardware. Currently this project is still underway, and
our future work consist of adapting the visualization to
the actual mesh of the CRM virtual model. This will be
done by replacing the colored spheres with simple semitranslucent white spheres that will only become active as
the user’s input method gets closer to the coordinate
space. This will still allow for user interaction of the
‘sensors’ but instead of displaying the pressure data as a
solid color across the sphere sensor, the color will be
interpolated across the vertices within the mesh itself in
relationship to where the sensor currently is. In addition to
the current data the inclusion previous computational
fluid dynamic (CFD) data will be implemented as well.
Future versions will consist of multiple data files and
multiple configurations as well. This will then ultimately
allow the user maximum interaction and the ability to
animate these runs together to better represent an overall
picture of the data.
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ABSTRACT

Modeling dynamic behavior of agents on a simulated
battlefield allows analysts to accurately understand the
effects of various technologies and tactics on the battlefield.
Efforts by the Department of Defense have been successful
in exploring the dynamic behavior of mounted entities like
tanks and helicopters on simulated battlefields due to the
large volume of physics based equations that dictate the
behaviors of mechanical systems. These same simulations,
however, fail to accurately represent the largest portion of
combat operations in the real world—dismounted military
operations. Over long distances and time frames, these
movements can be approximated sufficiently by current
models. A capability gap exists when it comes to modeling
Soldier movement over short, tactical distances when under
fire. This paper proposes and documents the development
of a tactical route agent to fill this gap by creating a series
of costing mechanisms dealing with agent metabolic cost,
exposure to the enemy, and risk of fratricide to determine
realistic routes for agents engaged in combat.
Author Keywords

Combat Modeling and Simulation; Dismounted
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INTRODUCTION

An infantry platoon conducts a combat patrol by
foot along the side of a ridge when it comes under fire from
an enemy position on the top of the ridge 200 meters away.
After gaining fire superiority with an initial base of fire, 2 nd
squad is ordered to move up the hill to envelop the position
and ensure the destruction of the enemy element. 2 nd squad
moves to the far left of the platoon’s position and begins to
bound up to its final assault position in the immediate
vicinity of the enemy position. While moving, the squad
bounds in its teams, taking care to minimize exposure to the
enemy and avoid the possibility of fratricide from friendly
weapons currently trained in their direction.

Robert Kewley
Dept of Systems Engineering
U.S Military Academy
Robert.Kewley@usma.edu
Contemporary simulation systems such as One
Semi Automated Forces (OneSAF), Infantry Warrior
Simulation (IWARS), and others used by various agencies
within the Department of Defense (DoD) model vehicle
movement quite well, but neglect the realities of
dismounted combat [1]. This neglect prevents simulation
systems from being able to aid in the analysis of operations
such as that described above and illustrated in the OV-1 in
figure 1.
While all simulation “models (are) by
nature…simplified and therefore fictional or idealized
representation[s]” of the real item that they wish to
describe, there must be a reasonable level of realism for the
model to have any utility [2]. As modeling and simulation
(M&S) activities become a greater part of the acquisition
and operations research (OR) domains, our models must
better approximate the effects of real world factors on
soldier and equipment behavior.
Future simulation
platforms must be able to adapt to model all aspects of the
systems they are depicting to have any merit.
In this document, we discuss the design of a new
simulation model for dismounted infantry behavior referred
to as the tactical route agent or TaRA. TaRA compares
factors of metabolic expenditure, exposure to the enemy,
and fratricide risk to procedurally generate short distance
routes for simulated entities under fire. When completed
TaRA will be able to combatant movement behaviors on
the battlefield whenever called upon by a host simulation
system. TaRA is currently being developed within the
Component Object Framework for Fast Execution and
Evaluation (COFFEE) as part of the Executable
Architectures for Systems Engineering—Distributed
Modeling Framework (EASE-DMF) project being led by
the Department of Systems Engineering (DSE) at the
United States Military Academy (USMA) and the Army’s
Simulation, Training and Technology Center in Orlando
(STTC Orlando) as a standalone model to be accessed by
other simulation platforms attached to the project[3].
To explain TaRA’s development, this paper
focuses primarily on the metabolic aspects of the model and
is organized in the following manner. The second section
of this document summarizes the research and theories
supporting TaRA’s development and proposes a usable
metabolic model. The third section describes TaRA’s
architecture and the implementation of underlying theories.
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Figure 1. TaRA’s OV-1 depicting a sample operation scenario for the agent’s use.

The final section of the paper outlines future steps
associated with the project.
SUMMARY OF RESEARCH

This section discusses aspects of the base of
knowledge that underwrites TaRA, summarizing the
literature review that was one of the initial deliverables for
this project.
Doctrinal Issues

Dismounted infantry operations represent the
majority of combat operations conducted by the U.S. Army.
As such, dismounted movement and combat have always
been centerpieces of Army doctrine.
Field Manual (FM) 21-18 is the main Army
publication dealing with dismounted movement. Published
in 1990, the document discusses lessons of military foot
movement learned from conflicts up until that point. The
FM recommends that “commanders must reduce the
[Soldier’s] carried load to the minimum mission essential
and survival equipment” by allocating additional
transportation assets in the form of trucks or armor to carry
part of a Soldier’s load [4]. For a conditioned Soldier,
his/her maximum fighting load “should not exceed 48
pounds and the approach load should not exceed 72
pounds” including all worn and carried clothing and
equipment [4]. In addition to suggesting load limits for
dismounted movement, FM 21-18 describes a model that
describes the rate of metabolic expenditure in relation to the
amount of time that a conditioned individual is able to
maintain a certain rate of exertion. This model is shown
here as figure 2. Any usable model for dismounted
simulation will likely have to be able to confirm this
model’s results.

An addendum to FM 21-18 exists in FM 3-97.6
which discusses military operations in the mountains. The
fourth chapter of the document expands the model pushed
forward by FM 21-18 to include the effects of elevation
change on route movement. The FM states that planned
movement time should be increased by an hour for every
300 meters of incline and 600 meters of decline [5]. The
information posed by this FM is most useful for model
validation, but offers little on how to actual develop such a
model.

Figure 2. Plot of energy expenditure versus time for
dismounted movement under load.

Unfortunately, these doctrinal references run into
trouble when applied to the modern world. The doctrine
only works when conditions are as explained by the FMs.
The Modern Warrior’s Combat Load published by the U.S.
Army Center for Army Lessons Learned (CALL) regarding
a study conducted with cooperation from Soldiers of Task
Force Devil during Operation Enduring Freedom III (OEF
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III) offers a new perspective on the amount of weight that
Soldiers carry daily. According to the report, Soldiers
routinely carry at least 12 more pounds than would be
allowed under the limitations of FM 21-18 for their fighting
load. CALL’s report questions the validity of standing
doctrine and begs for the development of new technology
and doctrine to help Soldiers do their jobs [6]. Any useful
simulation model must be able to explain and represent the
sorts of loads described in The Modern Warrior’s Load.

moving short distances over short periods of time,
participants in the study tended to sprint the duration in
order to meet their time hack, while longer distances had
much more of a mix of movement strategies [9]. This
suggests that humans automatically set a level of
expenditure to accomplish a movement task that accounts
for their perception of the actual task and any surprises that
they may encounter.

Movement Analysis

Combing the research documented above, a
variety of models are born to describe dismounted combat.
The IWARS simulation package itself carries three
different movement models within it. By analyzing what
already exists on the shelf, this study was able to determine
the “best-of-breed” model that would become the base of
TaRA. Out of all the models reviewed, three stood out for
possible implementation.
An Australian study entitled Load Carriage of the
Dismounted Combatant provided many interesting insights
into the realities of dismounted movement. The study is
very in depth and covers a variety of aspects associated
with dismounted movement on the battlefield. The study’s
tabular movement model is based on Pandolf’s equation for
movement which considers Soldier weight and load as well
as terrain type and grade on the rate of energy expenditure
incurred by a moving agent [10]. Pandolf’s base equation
is modeled below in equation 2. When measured against
the values provided in figure 2, assuming a standard sized
individual and cross country terrain, we arrive at the values
captured within figure 3. These experimental values
(M_exp) do not explicitly match the accepted values from
figure 2, but are close enough that we may consider the
model validated.

Despite doctrinal gaps in the explanation of
dismounted movement, a plethora of studies exist to
analyze and explain the realities of carrying loads as a
dismounted soldier. Some of these studies dealt with the
possible degradation of mental faculty under load in respect
to navigation and radio operations [7]. Another set of
studies, commissioned by the Army laboratories at Natick,
MA discussed the effect of loaded movement on rifle
marksmanship. One such study, conducted by Ito, Sharp,
Johnson, Merullo, and Mello concluded that extended
aerobic exertion greatly impaired rifle accuracy; however,
this accuracy was regained fully after between 1.5 to 3.0
minutes of rest [8]. All of these studies provide useful
calibration information for the development and
implementation of new simulation models.
Though not focused on the effects of load on
dismounted movement, Long and Srinivasan’s study
entitled “Walking, Running, and Resting under Time,
Distance, and Average Speed Constraints” illustrated some
important concepts for use in TaRA. The study analyzed
the behaviors of individuals given a destination and a
required arrival time [9]. Researchers then recorded the
behavior of these individuals. According to the completed
study, individuals automatically regulate themselves as they
travel, alternating between running, walking, and resting
depending on the perceived intensity of the course [9].
Long and Srinivasan then concluded that the total energy
used would resemble equation 1 where the proportion of
time spent running, walking, and resting multiplied by their
associated velocities equaled the average velocity for the
course [9].
𝐸𝑡𝑜𝑡 = [(1 − 𝜆𝑟 )𝑉𝑤 (𝐸𝑤 ) + 𝜆𝑟 𝑉𝑟 (𝐸𝑟 )] 𝑇𝑎𝑙𝑙𝑜𝑤𝑒𝑑

(1)

𝐸𝑡𝑜𝑡 (watts) is the total energy expenditure of a movement
𝜆𝑟 is the proportion of time spent running
𝑉𝑤 (m/s) is the velocity of walking
𝐸𝑤 (watts) is the energy expenditure rate of walking
𝑉𝑟 (m/s) is the velocity of running
𝐸𝑟 (watts) is the energy expenditure rate of running
𝑇𝑎𝑙𝑙𝑜𝑤𝑒𝑑 (s) is the time allowed for the movement

This equation is significant because it indicates the
possibility that humans, consciously or unconsciously,
predict the amount of effort that they have to put in to a task
to perform that task within given constraints. When

Existing Models

Soldier
Load
v
M_exp
M_acc

80 kg
56 lbs
25.4012 kg
3.5 kph
0.9722 mps
365.4025 kCal/hr
400 kCal/hr

Soldier
Load
v
M_exp
M_acc

80 kg
77 lbs
34.92661 kg
3.5 kph
0.9722 mps
408.2184 kCal/hr
500 kCal/hr

Soldier
Load
v
M_exp
M_acc

80 kg
80 lbs
36.28739 kg
2.5 kph
0.694444 mps
294.0312 kCal/hr
300 kCal/hr

Figure 3. Validation trials for Pandolf’s equation.
𝐿 2
𝑀 = 1.5𝑊 + 2.0(𝑊 + 𝐿) ( )
𝑊
+ 𝜂(𝑊 + 𝐿)[1.5𝑉 2 + 0.35𝑉𝐺]
V (m/s) is the agent’s calculated velocity
G (%) is the grade of the slope along the path in question
W (kg) is the agent’s weight
L (kg) is the agent’s load
𝑀 (kCal/hr) is the agent’s metabolic rate
η is the scalar value representing terrain type

(2)

Another model found in the research was
developed by Waldo Tobler at the University of California
at Santa Barbara in 1993. While discussing the modeling of
geographic information, Tobler presents a mathematical
approximation of a hiking function that compares walking
velocity to gradient slope [11]. Tobler’s formula is
contained below in equation 3. The strength of Tobler’s
model is that it seems to match the rules of thumb for route
movement contained in FM 21-18 and, therefore, matches
the body of empirical data currently available to this study
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[4]. The model, however, fails to account for other factors
that would influence soldier mobility, such as load or agent
self-weight.
𝑊 = 6𝑒 −3.5∗|𝑆+0.05|

(3)

W (kph) is the walking velocity of the agent.
S (%) is the slope of the terrain being traversed

The most interesting model and that which earns
the title of “best in breed” is that associated with the speed
regulation model (SRM) included as part of IWARS. Like
the Australian model, SRM is based on Pandolf’s equation
(Eq. 3). Unlike the Australian model, however, SRM
includes a second equation which determines a maximum
metabolic rate possible for a simulated entity and then uses
that, in combination with a version of equation 3 resolved
for V, to calculate the speed and metabolic expenditures of
an agent during movement [12]. Both of these equations
are described below as equations 4 and 5 respectively.
𝑡 𝑚
𝑡∞
{−(𝑏 ) ∗(
1 )}
(𝑡∞ −𝑡)𝛼
𝑒

(4)

𝑀𝑚𝑎𝑥 = 𝑀∞ + (𝑀0 − 𝑀∞ ) ∗
𝑀𝑚𝑎𝑥 (kCal/hr) is the maximum metabolic rate for time t
𝑀∞ (kCal/hr) is the metabolic rate that can be maintained
infinitely, 300kCal/hr
𝑀0 (kCal/hr) is the metabolic rate of instantaneous exhaustion,
2135kCal/hr
t (hr) is the estimated time of agent movement
𝑡∞ (hr) is the longest time able to be marched, 10 hrs
b is a scalar value, 0.31211
m is a scalar value, 0.33397
𝛼 is a scalar value, 4

𝑉 = −0.35𝐺 +

𝐿 2
√(0.35𝐺)2 − 9𝑊 + 12(𝑊 + 𝐿)(𝑊 ) − 6.97332 ∗ 𝑀𝑚𝑎𝑥
𝜂(𝑊 + 𝐿)

metabolic model. This model is to be used by TaRA until
such a time as a more ideal model can be conceived. Our
interim model replaces equation 5 of the SRM with
equation 6 below. Equation 6 uses a scalar modifier
derived from Tobler’s Hiking Function (equation 3) to
determine agent speeds that better fit the rules of thumb put
forth in FM 21-18. [4, 11]
6𝑒 −3.5∗|𝑆+0.05|
𝑉=
∗
5.036742

𝐿 2
√9𝑊 + 12(𝑊 + 𝐿)(𝑊 ) − 6.97332 ∗ 𝑀𝑚𝑎𝑥
𝜂(𝑊 + 𝐿)
3

(6)

V (m/s) is the agent’s calculated velocity
G (%) is the grade of the slope along the path in question
W (kg) is the agent’s weight
L (kg) is the agent’s load
𝑀𝑚𝑎𝑥 (kCal/hr) is the agent’s maximum allowed metabolic rate
η is the scalar value representing terrain type

An effective costing metric for this metabolic
model is made difficult by changing velocity and slope. As
shown in figure 4, when the slope increases, both velocity
and metabolic cost decrease according to our model. In
order to make it more expensive to traverse slopes than
level ground, the metric of metabolic rate divided by
velocity has been adopted for TaRA, as in equation 7.
Grade (%) Metabolic Rate (kCal/hr) velocity (m/s) met/v
0
363.936434 1.201538634 302.892
0.01
349.1327285 1.160212213 300.9214
0.05
299.2630635 1.008640042 296.6996
0.1
253.6411956 0.846709965 299.5609
0.5
149.3210362 0.208796107 715.1524

(5)

3

V (m/s) is the agent’s calculated velocity
G (%) is the grade of the slope along the path in question
W (kg) is the agent’s weight
L (kg) is the agent’s load
𝑀𝑚𝑎𝑥 (kCal/hr) is the agent’s maximum allowed metabolic rate
η is the scalar value representing terrain type

The SRM is important because it partially supports
the Long and Srinivasan’s theory of self-regulation by using
the agent’s perception of the rate of expenditure needed to
accomplish the task at hand. Equation 3 dictates a
metabolic rate that allows for some average rate of
movement to cover the distance required in the amount of
time allowed. This is an important feature that is not
present in any of the other models reviewed as part of this
study. Because of this, the SRM model serves as the base
for TaRA’s development and implementation.
IWARS’ SRM, however, is only valid for a small
range of slopes and velocities. Pandolf’s model really only
works for “level” ground with a grade less than +/- 5%.
Beyond these values, the model ceases to approximate the
velocity data contained within FM 21-18 with the accuracy
this study desires [4].
Proposed Metabolic Model

To better represent the behavioral effects caused
by the increased effort and slower speeds encountered on
steep slopes, this study proposes the creation of an interim

Figure 4. Metabolic rate, agent velocity, and metabolic costing
data across increasing gradients.
𝑀𝑟
(7)
𝑐=
𝑉
c (kCal*s/hr*m) is the adjusted cost of a route
interval
𝑀𝑟 (kCal/hr) is the metabolic rate
V (mps) is the agent’s velocity
ARCHITECTURE
Concept of Design

TaRA is designed to be an environment
independent route planning tool for the simulation of
dismounted combat. This project sought to leverage stable
intermediate forms of the various costing metrics and
algorithms to ensure a fully functional project. Internal
complexity between individual objects within the program
was also used as a design heuristic to further accommodate
the goal of a “stateless” tool. TaRA relies on the
environments it supports to hold most of the relevant
information, possessing a small memory footprint and
allowing the program to be able to service multiple
simulations as part of EASE-DMF. To do this, however,
TaRA requires environmental data be stored in the Layered
Terrain Format (LTF) developed by Applied Research
Associates (ARA) [13].
TaRA works by dividing the terrain database into
multiple polygons of a homogeneous terrain type and
determining a cost of any point within these polygons using
the models described below. Cost metrics are weighted and
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fed into an A* search algorithm adapted from the LTF
services already used as a part of COFFEE. The A* search
finds the lowest cost path across the weighted measures
such that it represents a soldier’s movement behavior under
fire.
Moving Parts

TaRA’s architecture relies on the functioning of
four different costing models and a memory cache in order
to determine agent routes. These parts are described below.
Metabolic Costing Model A

The initial metabolic costing model (Met A) for
TaRA is a subclass of our proposed model. It is designed to
calculate continuous routes over distances of between 50
and 200 meters or more based on metabolic considerations
alone.
The model first uses equation 4 to calculate the
expected metabolic rate of the simulated entity over the
course of the movement. For a movement within 50 and
500 meters, the expected time conforms to equation 8. The
important part of this equation is the inclusion of metabolic
reserve that accounts for a combatant’s ability to react to
unexpected conditions on the battlefield as suggested by
Long and Srinivasan [9].
(𝑚) ∗ 𝑑
+𝑅
𝑣
t (s) is the estimated time of movement
m is a scalar modifier for distance to approximate route
curvature. (Standard implementation is 1.5)
d (m) is the linear distance between start location and
destination
v (m/s) is an arbitrary velocity for the traveling unit (Standard
implementation is 2.0 m/s)
R (s) is the modifier for the agent’s energy reserve. (Standard
implementation is 600s)
𝑡=

(8)

Met A then uses 𝑀𝑚𝑎𝑥 to determine the costs
associated with movement through various polygons of the
terrain database using equations 6, 2, and 7.
Metabolic Costing Model B

Metabolic Costing Model B (Met B) solves for the
routes dealing with the 3-5 second bounds that Soldiers are
trained to make while in combat.
The model’s
implementation makes it another subclass of this study’s
proposed base model. using equation 4 to determine the
agent’s rate of metabolic expenditure for the bound. As
with Met A, the model assumes a metabolic reserve for
every movement; in this case, a value of 7 seconds is used
for every bound. The cost of movement to any point in any
polygon is then calculated using equation 4 as before.
After every bound calculated by Met B, the
agent’s usable metabolic rate is adjusted to model the
degradation of its repeated sprint ability (RSA) over time.
TaRA’s RSA model is adapted from a study dealing with
the effects of a carbohydrate rinse on the ability of athletes
to perform multiple sprints in a row [14]. Our model here
uses a linear approximation of the data contained in figure 4
to model the decrease in RSA for an agent bounding in
combat.

Figure 5. Graphical Depiction of RSA ability from
Carbohydrate Mouth Rinse study. Note that the relevant
columns are those on the left of each stack.

As the original study only accounted for rest
cycles of 15 seconds between sprints, Met B conducts a
linear transformation of the data to account for real life rest
cycles experience during bounding maneuvers. For the
basic cases discussed by this study, the rest time for
bounding agents is considered to be 63 seconds as
established by early work-rest ratios in primitive models for
TaRA. Due to the model’s linear nature, this study assumes
that an agent’s RSA will only be degraded 24 times to
replicate 25 combat rushes. This number is adjusted from
an Australian study of standard dismounted assaults that
measured the bound metrics for Australian soldiers
conducting operations over distances between 100m and
150m [15]. For our purposes, these distances are to be
considered standard operating distances for the bounds that
are likely to be modeled by TaRA.
Enemy Exposure Model

The Enemy Exposure Model (EEM) relies on the
existing Line of Sight (LoS) check function that already
exists as a part of the LaSER/LTF library. The metric
output by the model is directly related to the overall
percentage of exposure over a section of path. This value is
influenced by the relative amount of time exposed to the
enemy over the length of a path step.
Fratricide Risk Module

Fratricide prevention is a crucial part of tactical
operations. TaRA uses a fairly simple and robust model
(FRM) to help approximate the risk of friendly fire during
tactical movement toward a specified objective. TaRA
contains a data file describing a series of templates for
surface danger zones (SDZs) for various weapons able to be
modeled with the agents in a simulation [16]. A template is
applied to the database and the possible locations for the
currently moving entity. A prohibitively high cost is
applied to any location within the rendered SDZ. This
calculation is accomplished by a simple point search
function compared to the simulated area of the SDZ.
For the purposes of TaRA’s initial delivery, only
one SDZ model is provided. This SDZ model is suitably
simplified to be only a 60 degree sector that extends for 550
meters from its origin to represent the behavior of a 5.56
millimeter round chambered in the Army’s M4 Carbine.
Operationally, the SDZ is centered on the unit guide of any
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simulated unit to reduce the number of calculations required
by TaRA during the route planning process. This means
that during movement calculations, an SDZ is centered on
any enemies present and the facing direction of any
support-by-fire (SBF) unit.
Implementation

TaRA is implemented in two basic steps. The first
step calculates a general route for a simulated unit and the
second calculates individual bounds between the start and
end positions of an unit. The sequence diagram in figure 6
depicts TaRA’s function graphically as a sequence diagram.

Initial Route Planning

When TaRA is initially called by a simulation
platform, it receives the general information regarding the
units moving and all other entities in the units’ vicinity.
The simulation agent provides unit location, destination,
characteristics and other key attributes to TaRA. TaRA
temporarily stores this information in a memory cache and
uses the identified unit guide’s information to calculate a
continuous route to the destination. This route, called a
“hand rail” is calculated using Met A, EEM, and FRM and
then passed back to the simulation agent for execution.
This route can be recalculated at any time by another call
from the simulation agent.

Figure 6. Sequence diagram depicting TaRA’s internal and external functions.
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Bound Planning

After a hand rail has been established, the
simulation agent can request the calculation of a bound or
multiple bounds by subordinate units to the simulated unit
in question by issuing another call to TaRA. This call is
accompanied by the initial hand rail and all of the relevant
simulated entity attributes and information. TaRA uses this
information to design a horizontal footprint centered on the
hand rail that will act as the left and right boundaries for the
bounding movements to be calculated. A destination
envelop is then generated within these boundaries to mark
the distance likely able to be covered by the simulated
entity in between 3 and 5 seconds of rushing. A point
within this envelop is calculated by use of TaRA’s costing
models and then a bound route is planned to that specific
point using Met B, EEM, and FRM. This bound route is
then passed back to the simulation agent and TaRA stands
by for another call to calculate the next bound. This
process is shown in the lower loop of the sequence diagram
in figure 6 and graphically in figure 7.

Figure 7. Graphical representation of
the bounding process used by TaRA.
FUTURE WORK
Realization of Concept

TaRA is undergoing actual development under
contract with ARA. This document’s author is serving as
project manager to ensure the program’s timely
development within COFFEE. Once it has been completed,
time will be spent validating the simulation’s utility and
tweaking the programs value scale to achieve a realistic mix
of metabolic, enemy exposure, and fratricide concern based
on subject matter expert feedback.
Further Adaptation

This program represents a proof of concept that
simulations can procedurally develop realistic routes for
simulated entities under fire. After its initial development,
it is expected that additional refinements can be made to
expand the model’s realism and utility for analysis. The
refinement process will resemble the spiral method favored
by software engineers [17].
Possible refinements include the development of a
more sophisticated enemy exposure model that weights
points on the terrain database based on the passage of

simulated bullet between enemies and the moving entity.
This would allow the model to distinguish between points
of cover and points of concealment. Another possible
refinement is to adapt the SDZ protocol to better represent
more weapons in the arsenal of both the U.S. Army and that
of other powers in the world to more realistically model the
types of weapons employed on the battlefield and their
effects to combat movement.
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Abstract— This paper extends S chelling's residential
segregation model with three types of populations by including
one new type of population named "Immigrant" to S chelling's
original model. Usually this Immigrant population has low
preference about their neighbors compared with other two
populations. In the context of this paper preference means an
agent's desire of having similar type of neighbors up to a certain
level. For an example, 40% preference means that an agent
should have a minimum of 4 similar types of neighbors out of 10
neighbors. From the NetLogo simulation we have observed that,
even though the immigrant population has very low (about 15%)
preference, but they ended up with segregated (about 56%
similar neighbors) when other two population types have a
moderate preference (about 40%). This is a clear indication that
if two majority populations want to maintain their preference
then it causes other populations segregated.
Keywords— S egregation, Neighborhood, Preference, Agent
Based Modeling, NetLogo.

I. INT RODUCTION
Schelling's Segregation Model (SSM ) was developed by
Thomas C. Schelling [1]. It was one of the first constructive
models of a dynamic interacting-agent system exp licitly
designed to explo re an impo rtant social issue.
To simu late the model Schelling placed pennies and
dimes on a chess board and moved them around according to
various rules. He considered the board as a city, with each
square of the board representing a house or a lot and
interpreted the pennies and dimes as agents representing any
two distinct groups in the society, e.g., two different races of
people, rich and poor, black and white, smokers and nonsmokers, etc. The neighborhood of an agent occupying any
location on the board consisted of squares adjacent to this
location. Thus, an agent can have a maximu m eight neighbors
and a min imu m of three neighbors depending on the position
of the agent on a grid. Different types of rules can be defined
to determine whether a particular agent is happy in its current
location or not. If an agent is unhappy, it will try to move to
another location on the board, or possibly just exit the board
entirely.
As can be expected, Schelling found that the board quickly
evolved into a strongly segregated location pattern if the
agents' "happiness rules" were specified so that segregation
was heavily favored. Surprisingly, however, the author [1] also
found that initially integrated boards tipped into full
segregation even if the agents' happiness rules expressed only a
mild preference for having neighbors of their own type.

In this paper we have added one new type of population to
Schelling's original model. Th is new type of population can be
considered as migrated people and collectively they are
minority co mpared to other two groups. This is very common
in North American society as lots of people from rest of the
world co me to work and live in US/Canada. Understandably
they have low preference regarding their neighbors (who are
liv ing here for long time) and this is the paper's point of interest
to see the effect of segregation in the society by the inclusion
of this migrated people.
The rest of the paper is organized as follows: Section II
discusses the literature survey for the problem. Section III
exp lains the Conceptual model for the extended Schelling's
Segregation model. Section IV for model implementation,
results and output analysis. Conclusion and references are
stated in Section V and VI respectively.
II. BACKGROUND
Social segregation has been defined by many researchers
in various disciplines. Schelling's social segregation model is a
milestone for studying the emergent global phenomena based
on local social interactions [1, 2]. Schelling's model of
segregation illustrates how distinctive patterns of spatial
segregation can emerge even if individuals are only weakly
segregationist. According to Schelling, people get separated
along many lines and in many ways . Segregation happened by
Income, by Language, by Religion, by Color, by Cu lture, by
comparative advantage and the accidents of historical location,
etc. Some segregation results from the practices of
organizations; some is deliberately o rganized; and some
results from the interplay of individual choices that
discriminate. So me of it results fro m specialized
communicat ion systems, like different languages. And some
segregation is a corollary of other modes of segregation:
residence is correlated with job location and transport. Job and
income level are two main reason for segregation. Definitely
people want to stay close to his job location or in a location
that provides better communication. The residential areas are
clustered by living expenses which causes segregation [1, 2].
Somet imes in the past physical separation of the races
caused residential segregation. Segregation was imposed by
legislation, supported by major econo mic institutions,
enshrined in the housing policies of the federal government,
enforced by the judicial system, and legitimized by the
ideology of wh ite supremacy that was advocated by churches
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and other cultural institutions. The segregation of African
Americans is distinctive. Although most immigrant groups
have experienced some residential segregation in the Un ited
States, no immigrant group has ever lived under the high
levels of segregation that currently exist for the African
American populations. In the early 20th century, immigrant
enclaves were never homogeneous to one immigrant group. In
most immigrant ghettos, the ethnic immigrant group after
which the enclave was named did not constitute a majority of
the populations of that area, and most members of European
ethnic groups did not live in immig rant enclaves [5, 6].
Segregation can result from the discriminatory behavior
of one type of population with respect to another. Examples of
such behavior could be exp licit or imp licit exh ibit ion of
awareness, conscious or unconscious, of age or religion or sex
or color or profession or whatever the basis of segregation is,
an awareness that influences decisions on where to live, what
occupation to join or to avoid, whom to play with or who m to
talk to or which social festival to avoid. Incentivizing
individual or a group of individual belonging a particular type
of population without substantial causal reasons can lead to
perception that different population types are being treated
different, thereby inducing segregation.
According to Schelling, Ro mance and marriage are
exceedingly individual and private activit ies, at least in USA,
but their genetic consequences are altogether aggregate. The
law and the church may constraint our choices, and some
traditions of segregation are enormously coercive; but outside
of royal families there are few marriages that are part of a
genetic plan. When a short boy marries a tall girl, or a blonde
a brunette, it is very unlikely that individual's purpose is to
increase genetic randomization or to change some frequency
distribution within the population.
Another unforeseen consequence of segregation was the
spread of deceases in the past. In 1897 when mosquitoes were
discovered to cause malaria, however it was not adopted until
1908 due to the outbreak of the plague in Ghana. A disease
that was reported to have claimed the lives of six million
people in India between 1898 and 1907 [11]. The disease was
thus seen as a threat by the Brit is h Colonial Office. And in
1910 gave the colonist more grounds to enforce segregation.
The people in that region had no prior contact with the
Europeans thus there were no merchants or professionals who
could speak English. Social contact was so difficult thus
leading to a more formal and distant type of relat ionship
between the two groups.
So there are lots of reason for social segregation and
anybody can find lots of literature on segregation. In this paper
authors have limited their interest to model this social problem
using Agent Based Modeling and simulate the model by
computer programming Net Logo.
III. CONCEPTUAL MODEL
Here we have three types of populations in which two are
dominant (do minant in terms of population size) and usually
they have higher preference about their neighbors. These two
dominant population are 80% of total population with 40%
each. One minority group which is called "Immigrant" has
very low preference. In the NetLogo simulation, these three
types of populations have been colored with Red, Green and

White (Immigrant group). An agent is modeled "happy" when
he has a certain number of agents of his type which we named
"similar-wanted" as his neighbors. If an agent of any
population type is "unhappy" (not satisfied with neighbors) at
his present position then, he will move to a vacant location.
This process will continue until all the agents are happy.
Preference Calculat ion: Say there are x neighbors out of y
for an agent. To meet the agent's preference of neighborhood
composition, (x/y)*100 should be greater-than or equal-to the
Preference . Here is an examp le:
Here percent similar for the
middle agent(white) is (2/7)*100 =
28.57, since the agent has 2 similar
population out of 7 neighbors
(Moore neighborhood).
Now 28.57 should be ">="
than the preference to meet this
agent's preference.

IV. M ODEL IMPLEMENTATION
We have imp lemented the model with NetLogo 5.0.5.
Two types of neighborhood are considered here to calculate
total neighbors of an agent for finding agent's preference.
These are Moore and von Neumann neighborhood. A details
of these neighborhood concept with total neighbors is shown
in figure 1. A total of 4 Net Logo models have been developed
to compare the segregation limit among different population
types with different neighborhood concept. We have discussed
below all the findings and the effect of segregation with the
inclusion of a third type population.
A. Algorithm for the Simulation:
1. Init ializations:
a) Total population, %-indiv idual population (Red, Green &
White) and Individual preference (%-similar wanted as
neighbors).
b) Creating 3 types of agents Red, Green & White randomly
on the world according to their population sizes.
2. Find similar neighbors and total neighbors according to
neighborhood policy (either Moore or von Neu mann)
3. Set the agents happy who has the required similar
neighbors.
4. Move other (unhappy) agents to a free space.
5. Repeat step 2, 3 & 4 for all unhappy agents until all are
happy.
6. Show final statistics, average similar neighbors for all types
of population, etc.
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1

2

8
7

3
4

6

5

Moore neighborhood,
maximum neighbors = 8

von Neumann Neighborhood, R=3,
maximum neighbors = 24

von Neumann Neighborhood,
R=5, maximum neighbors = 60
von Neumann
Neighborhood, R=2,
maximum neighbors = 12

von Neumann Neighborhood, R=4,
maximum neighbors = 40

Fig. 1. M oore & von Neumann neighborhood concept.

B. Simulation Settings:
In the model, we assumed two dominant population types
are 80% of total population with 40% each and the rest 20%
are the Immig rant population. The total population size is
4032 (total turtles) which is 80% of total capacity (total
patches 5041). So there are 20% free spaces for moving
"unhappy" agents. Red & Green are two dominant populations
with 40% each and White (Immigrant) is 20% of the total
population. The simu lation result is shown in Table I. We set
the preference for both Red and Green at 40% and 15% for the
White. The simulation result shows that White ended up with
56% and other two with nearly 80%. The NetLogo output is
based on Moore Neighborhood and shown in figure 2.

TABLE I. MOORE NEIGHBORHOOD
For two types of population
Individual preference
(percent)
Ended up with (percent)
Red
Green
Red
Green
30
30
73.5
73.5

40
50

40
50

For three types
Individual preference
(percent)
Red
Green
White
30
30
15
40
40
15
50
50
15

81.6
86.4

81.2
86.6

of population
Ended up with (percent)
Red
Green
White
71.9
70.3
52.8
79.3
78.9
55.9
84
84.8
61.5

We did the same simu lation for von Neumann
Neighborhood with different values of R (size of
neighborhood). The initial preference for Red and Green are
both at 40% and White at 15%. It has been observed that the
segregation for Red and Green didn't vary too much but the
average similar neighbors for White (Immig rant) population
reduces as R increases. But the visual segregation increases
for both Red and Green as R increases. The results shows as R
increases, the region with all Red or Green also increases.
Which results bigger segregation in all three types of
populations. The simulation result is shown in Table II and in
the figure 3.
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TABLE II.

VON N EUMANN N EIGHBORHOOD

C. Simulation Results:
Simu lation results for Moore and von Neumann
neighborhood of the proposed model are shown in Table I & II
respectively. Each table contains for both two (original model)
and three (proposed model) types of populations to compare
the change in segregation with the inclusion of a new type of
population.
Table I shows that the limit of segregation is reduced a little
bit for the two dominant population when we introduce a third
type of population whereas, Table II indicates a little bit of
increase in segregation when the dominant population have a
lower percentage of preference for similar type but it reduces
as their preference getting increases .
Fro m the results it is clear that when majority population
wants to maintain their preferences then it causes segregation
for the other type of population though their preference is very
low. This is happened in both Moore and von Neu mann
neighborhood.

Random position of all three types of population. Preference
: Red 40%, Green 40% & White 15%

For two types of population
Individual
preference
(percent)
Red Green
30
30
40
40
50
50

Ended up with (percent)
R=2
R G
61 61
80 80
88 88

R=3
R G
52 52
80 80
87 87

R=4
R G
51 51
79 79
85 85

R=5
R G
50 50
78 78
84 84

For three types of population
Individual preference
Ended up with (percent)
(percent)
R=2
R=3
Red Green White R
G
W
R
G
30
30
15
65 66 41 62 60
40
40
15
76 76 50 74 75
50
50
15
84 83 52 83 84

W
35
41
47

For three types of population
Individual preference
Ended up with (percent)
(percent)
R=4
R=5
Red Green White R
G
W
R
G
30
30
15
53 52 33 50 49
40
40
15
74 73 37 73 73
50
50
15
83 82 47 82 83

W
33
36
44

Simu lation output: Segregation occurred in all types of
population.
Similar Neighbors: Red 79.3%, Green 80% & White 56%

Fig. 2. NetLogo output for M oore neighborhood concept.
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R=2

R=3

R=4

R=5

Fig. 3. Initial preference for Red & Green both at 40% and White at 15% but ended up with bigger similar neighbors. The region with "all Red"

or "all Green" increases as R increases.

D. Model Validation and Verification
The paper has implemented a total of four models to see
the impact of segregation with the inclusion of a new
population type. These models are
i) Two types of population with Moore neighborhood,

ii) Two types of population with von Neumann
neighborhood,
iii) Three types of population with Moore neighborhood
iv) Three types of population with von Neu mann
neighborhood.
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We did the validation of two types of population (models i
& ii) with previous models (who imp lemented this earlier) and
the simulation results matched with them [4, 9]. For three types
of population (models iii & iv) we did the face validation since
no simulation based on three types of population was found.

(von Neumann Neighborhood size) increases which is shown
in figure 3.

E. Result Analysis:
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V. CONCLUSIONS
The paper tried to see the effect of Schelling's segregation
model by adding a minority population with relatively low
preference for their neighbors compared with other two
dominant populations. The paper also changed the
neighborhood concept from the original model where only
immediate 8-neighbors (Moore neighborhood) were considered
to compute the preference . The paper introduces von Neumann
Neighborhood of different sizes with Moore neighborhood.
Fro m the simulat ion it was found that, though the minority
(immigrant) population have very low preference but ended up
with highly segregated (around 50%) when other two dominant
populations have average (about 40%) preference. The region
with all same type of populations increases as the value of R
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AN AGENT-BASED MODEL OF EXPECTANCY AND EQUITY IN EMPLOYEE
RETENTION
Daniele Vernon-Bido and Andrew Collins

Abstract: As the labor force shrinks and
the need for skilled employees grows, it will
be imperative for employers to be able to
retain good employees. Employee retention
has been linked to motivation and
motivation theories help us understand basic
motivators. In this paper, we examine the
interaction of motivators in an agent-based
model to demonstrate how the interactions
can trigger an individual to consider leaving
the business.
Keywords: agent-based model, expectancy
theory, equity theory, agent_zero, employee
retention

The 21st century workforce in the United
States will be vastly different than the
century before it. The “baby boomers” –
individuals born between 1946 and 1964 –
are beginning to exit the workforce and the
number of workers entering is small by
comparison. As shown in Figure 1, the
Bureau of Labor Statistics (BLS) projects
the growth rate in the labor force for 2015 –
2025 to be approximately 0.2% [1]. This
represents a significant decrease from the
over 2.5% growth from 1970 – 1980 when
the baby boomers first began to enter the
workforce.

Figure 1: Bureau of Labor Statistics Annual
Labor Force Growth Rates from 1950 to 2000
and projections from 2000 to 2025.

This problem is compounded by the types of
workers that will be needed in the 21st
century. Jobs in the 21st century will be
more technology based requiring skilled
labor. Nanotechnology, biochemical
engineering and robotics fields will need a
plethora of workers that are not today
available. Fields like cyber-security and
information visualization will continue to
grow and produce increased demands on the
skilled workforce. Employers will not only
need to recruit this workforce but will need
to work to retain them. The financial cost of
not retaining employees is significant –
estimated to be between 1 to 2 years’ salary
and benefits [2]. The cost of knowledge
capital – the skills, expertise and experience –
can be even greater. In a typical work cycle,
high unemployment generally provides
employers with a significant pool of potential
employees. However, the demand for skilled
workers changes the landscape. Even though
the average annual unemployment rate for the
past decade has been relatively high as shown
in Figure 2,
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this does not necessarily translate into a
strong pool of candidates.

Zero, the theoretical basis for the model. A
model description will be provided
including assumptions of the model. The
results will be provided in the subsequent
section and will be followed by a
conclusion.
THEORIES OF MOTIVATION

Figure 2: Average monthly unemployment rate.
Data from Labor Force Statistics Current
Population Survey by BLS data services [2].

Recruiting skilled candidates is a difficult
and often expensive prospect for employers.
Therefore, once a talented employee is
hired, it is important to be able to retain the
employee. Employee retention is affected
by employee motivation [3]. Employee
motivation is defined as a willingness to
exert effort toward an organizational goal.
Making this effort, in some way, satisfies
some individual need [4]. Thus, a motivated
employee is an asset to the organization and
is in some sense satisfied. An organization,
therefore, benefits from understanding how
to motivate its employees.
This paper will review theories of employee
motivation then review a model of employee
motivation. The model will examine how
expectancy and equity can move an
employee pass a trigger point that leads to
leaving a business.

The study of motivation includes several
prominent motivation theories including the
Need Theory, the Equity Theory, the
Expectancy Theory and the MotivatorHygiene Theory. Need theories focus on the
internal forces that energize an individual.
Equity theories research the effect of
perceived “fairness” as it relates to drive and
motivation. Expectancy theories account for
an
individual’s
concern
for
their
compensation relative to others. The
Motivator-Hygiene Theory distinguishes
between the factors of job satisfaction and
dissatisfaction.
Maslow [5] described a hierarchy of needs
based on a belief that all people are
motivated to fulfill certain needs. His
hierarchy is comprised of five stages:
physiological, security, affiliation, esteem,
and self-actualization. Figure 3 shows this
hierarchy as a representative pyramid.
Physiological represents the most basic of
needs such as food and shelter. Security
needs are those of law and freedom,
economics, and psychological well-being.
Affiliation is the need for social connection
and esteem relates to the need for status,
achievement and praise. Self-actualization
is at the top of the hierarchical pyramid. It
is the need to realize personal potential and
growth. Maslow’s theory suggests that
motivation results from one of these needs
being unmet.

The next section will describe the need
theory, the equity theory and the MotivatorHygiene theory of motivation. This will be
followed by a brief introduction to Agent
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to others [4]. Under this theory, employees
are motivated by a fair distribution of work
and benefits.

Figure 3: Maslow’s Need Hierarchy Pyramid

McClelland [6] also believed that motivation
is the result of internal needs. However, his
need theory expresses different motivators
than Maslow’s. McClelland’s motivators
are achievement, power and affiliation. That
is, individuals strive to excel with respect to
a set of standards; they desire to influence
others; and they possess a need to maintain
relationships with others.
Maslow and McClelland focus on the
internal drivers of motivation. Employees
are motivated in these models by these
internal drivers.
Using these models,
employers can motivate their employees by
(1) providing for their physical needs while
at work, (2) ensuring that salary and benefits
are adequate, (3) facilitating social
interactions, (4) designing challenging
assignments, and (5) encouraging creativity
[3].
Other theories believe that motivation is not
just the result of internal drivers. Theories
such as the equity theory and the expectancy
theory examine motivation that derives from
rewards and outcomes. An early equity
theory by Adams [7] notes that an
individual’s efforts are directly related to the
outcomes compared to the outcomes of
others. Robbins considers it to be a sense of
“fairness” – the proportion of input to
outcome for an individual is commensurate

Vroom’s expectancy theory [8] expresses
the belief that behavior results from
conscious choices that an individual makes
from a set of alternatives based on the
perceived desirability of the outcomes. The
theory contains three parts:
valence,
instrumentality, and expectancy. Valence is
the emotional orientation of an individual
with respect to the rewards or outcome.
Instrumentality is the individual’s perception
of the probability that a desired outcome
will be actualized.
Expectancy is the
individual’s perception or confidence in
their job performance level. This type of
expectancy takes into account individual
factors such as skill level, knowledge and
experience.
Employer’s ascribing to the expectancy
theory of motivation must ensure that
promises are kept. Employees that feel the
outcomes are not likely to meet expectations
are unmotivated. Porter and Lawler [9]
extend this theory adding that greater effort
should result from the belief that
accomplishing the task will bring a valued
reward – “the perceived effort-reward
probability” [3].
For
his
Motivator-Hygiene
Theory,
Herzberg [10] performed 200 surveys and
discovered that people described satisfying
work experiences that were job content
related and dissatisfying experiences of
things not related to job content such as
policies and leadership styles.
The
satisfying
experiences
he
labeled
“motivators”
and
the
dissatisfying
experiences as “hygiene” factors. Herzberg
hypothesized that removing the hygiene
factors would not cause employees to be
satisfied or motivated.
Motivating
employees requires changing the nature of
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the job by creating challenges, increasing
responsibility and providing recognition.

equation representing
component trajectory.

the

emotional

In this model we will use the equity and
expectancy theories to examine the point at
which an employee will consider leaving the
business based. The model will be based on
Epstein’s Agent_Zero model.
AGENT_ZERO
Agent_Zero is a theoretical entity with an
emotional, cognitive and social modules
whose interactions with others determines
his observed behavior [11]. Epstein uses
Agent_Zero to provide a foundation for
understanding how an individual, in a group
setting, decides to act. Action is a binary
function. Each agent has a threshold (τ) for
action. Once an agent’s disposition (Di) –
the combination of the emotion, cognitive
and social modules – exceeds his threshold
the agent acts.
𝐷𝑖 (𝑡) = 𝑉𝑖 (𝑡) + 𝑃𝑖 (𝑡)
+ ∑𝑗 ≠𝑖 𝑤𝑗𝑖 ( 𝑉𝑗 (𝑡) + 𝑃𝑗 (𝑡))

(1)

There are three parts to this equation:
emotional (Vi(t)), cognitive (Pi(t)), and the
weight influence of others (wij). The
emotional
module
(Vi(t))
represents
conditioned behavior or associative behavior
learned over time.
Epstein employs the
Rescorla-Wagner [12] equation to define the
emotional module.
𝑉(𝑡 + 1) − 𝑉(𝑡) = 𝛼𝛽(𝜆 − 𝑉(𝑡))

Figure 4: Rescorla-Wagner emotional
component trajectory.

The cognitive module (Pi(t)) is the
probability of an event. This is typically
based on some local sampling and is not
assumed to represent perfect knowledge or
reason.
Figure 5 represents Epstein’s
description of the emotional component (V)
urging towards action and the cognitive
component (P) pulling towards restraint. T
is defined as the threshold for action.

(2)

The left-hand side of the equation represents
the change in associative strength.
λ
represents the maximum associative strength
and αβ is the learning rate – they are nonnegative constants that represent the salience
of conditioned and unconditioned stimuli
respectively. Though αβ is technically two
learning
parameters
combine,
this
breakdown is not discussed here. Figure 4 is
the graphed solution to this differential

Figure 5: Representation of the emotional
component competing with the cognitive
component relative to the threshold. Recreated
from AGENT_ZERO [11].

In isolation an individual is disposed to act if
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𝑇 < 𝑉𝑖 (𝑡) + 𝑃𝑖 (𝑡)

(3)

This does not take into account the influence
that agents have on each other. The social
module is based on network transmission
models. The social component is added to
the equation as the weighted sum of
disposition of all other agents as shown in
the final part of equation 1.
Epstein contends that Agent_Zero is driven
to act when the sum of the three modules
exceeds his threshold value.
THE MODEL
The purpose of this model is to understand
the effects of perceived fairness and lack of
challenging assignments on an employee’s
decision to seek employment elsewhere.
The model used for this paper defines the
individual’s desire for expectancy as the
emotional module, the equity as the
cognitive module and the affiliations as the
social module. A person’s expectancy is a
function of their perception of their skills
and their work effort. The higher the skill
level and effort, the more a person expects
to be rewarded. Expectancy is a value that
changes over time – skills can be acquired or
improved upon and work effort can vary.
Equity can be expressed as a probability
based on how an employee perceives
treatment of the group. How likely is it that
the treatment will be “fair” amongst all
employees?
The affiliations are the
interaction and association levels among the
group.
Based on the equity theory, an employee
desires a work environment that is
considered to be fair.
The cognitive
individual will be less inclined to leave a
place where employees are treated fairly.
The motivation theories examine the need
for challenges and variety in the work
employees perform. The theory seems to
indicate that a lack of diversity in work and

learning would result in declining interest in
the job and might encourage an employee to
seek employment elsewhere.
The model is designed using NetLogo®, an
agent-based software platform. There are
five employees in the group that interact.
The emotional component of the model –
based on the expectancy theory – is
expressed using a modification on the
Rescorla-Wagner.
Epstein notes that
“unlearning” or extinction of the learned
behavior can be expressed using an
exponential decay formula. The expectancy
in this model begins at a high point and
decays as an employee’s experience
increases but the skills and challenge of the
job does not. The decay is expressed in
equation 4.
𝑉(𝑡) = 𝑉(𝑡 − 1) ∗ 2−1/𝛼𝛽

(4)

Work distribution in the model is defined as
the number of yellow patches within a
specified radius of the agent. Patches are
randomly selected to activate and deactivate
at each time step. Agents select 2 or 3 other
agents in the group and compare the average
number of active work patches to their
current workload. If the current workload is
+/- 1% of the perceived average, the agent
considers the work distribution to be fair and
increases his perceived probability of
fairness.
Otherwise, he decreases his
probability of fairness.
The affiliation of the group is represented by
a directed graph in which each agent is
connected to all others. Each link has a
unique weight that represents the level of
influence of the connection.
MODEL ASSUMPTIONS
There are several assumptions inherent in
the model. First, an employee’s interest in a
position will decay exponentially if no new
challenges are present. The rate of decay

Page 157

was derived based on the Bureau of Labor
studies that noted baby boomers held an
average of 11.3 jobs between the ages 18
and 46 [13] . Baby boomers on average
spend 2.5 years at a single place of
employment. This was scaled by a factor of
2 and resulted in a learning (or in this case
decay) rate of 5.
The second assumption is that all work is
equal and fairness is based solely on the
number of work units not the alignment of
skills or the variety of work provided.

Base Model Configuration
Affective Strength

1.00

αβ

5.00

Link Weight

0.20

Threshold

0.25

Probability
0.75
Table 1: Initial configuration values for the
base model

Finally, we consider all employees to begin
at the same starting point with an affective
strength of 1 and a perceived probability of
0.75.
An agent’s disposition, shown in equation 1,
indicates where the agent is on his action
trajectory. His threshold indicates the point
at which he will take action. The net
disposition (equation 5) shows the
difference between the agent’s disposition
and his threshold. If the net disposition at
time t (ND(t)) is negative, the agent is likely
to act.
𝑁𝐷(𝑡) = 𝐷𝑖 (𝑡) − 𝜏

(5)

RESULTS
In the base model configuration, all agents
have identical link weights, thresholds and
learning rates. The values are shown in
Table 1. The base model simulation was
executed 50 times to obtain an adequate
representation of V(t) and P(t) in the model.
Figure 6 shows the average affect (V(t)), the
average probability (P(t)), and the threshold
value.

Figure 6: Average affect and probability of the
base case configuration after 50 runs

The net disposition, an indicator of the
potential for action, for each employee is
shown in Figure 7. Without any learning
improvement or job challenges, employees
consider leaving the business after a short
period of time. In this instance, employee
#5 considers leaving the business at
simulation time 18. From this point on,
most of the employees remain close to the
threshold that puts them at risk of leaving
the business.
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The affiliation weights for this simulation
are provided in Table 2.

Figure 7: Net disposition – difference between
the threshold value and the total disposition – for
each employee in the simulation.

The next series of runs examines the
influence different levels of affiliation have
on the net disposition of employees.
Employees 1 and 2 have a weighted
reciprocal affiliation of 0.7 and a marginal
affiliation of 0.2 with everyone else as do
employees 3 and 4. Employee 5 has only
the marginal affiliation (0.2) with all other
employees. Figure 8 indicates that the
disposition to leave the business decreases
with the stronger affiliations.

Employee #
1
2
3
4
5

1
0.10
0.30
0.50
0.40

2
0.50
0.20
0.10
0.30

3
0.40
0.20
0.20
0.10

4
0.20
0.30
0.10

5
0.10
0.40
0.40
0.30

0.50

Table 2: Ramdom affiliation weights matrix for
simulation of added affect.

Employees have a 5% probability of
increasing their affect by 0.5 at each time
step. Figure 9 shows that under these
conditions, the average V(t) is less likely to
asymptotically approach 0 and tends to
move closer to the action threshold.

Figure 9: Affect and probability graph when
weights are varied for each employee and
employee has 5% chance of improving affect.

Figure 8: Net disposition with reciprocal
affiliations show reduced likelihood of
triggering an action.

The final series of simulations tested the
effect of introducing a change to the affect –
adding a challenge or skill to an employee.

This change in the affect (V(t)) has a
corresponding effect on the net disposition
of each of the employees. When the rate of
the decay is changed, the overall result is
that employees are less likely to reach the
trigger point that would cause them to leave
the business. In Figure 10, none of the
employees in this scenario drop below their
threshold value.
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decay was used to convey this decline.
Ultimately, this decline will move the
employee across his action threshold.

Figure 10: Net disposition (total disposition –
threshold) for employees where a random
increase in affect is present.

The trials progressed from the base case
where employees received no challenges
and did not have strong affiliations with
coworkers. In this case, employees are not
inclined to remain with the business. When
a social network was introduced, the
threshold would have needed to be a bit
higher for the employee to consider leaving
the business.
Varying the affect by
including more challenges in the work,
providing opportunities to improve skills or
increasing responsibility along with a
cohesive workgroup provided the greatest
potential for retaining employees.

The model implemented an exponential
decay to represent the decline of interest in
the work and a simple probability of
fairness. There are many factors that are not
taken into account – salary, benefits,
location, years of service to name a few.
The benefit of the model is that it
demonstrates that by using Agent_Zero we
can examine specific organization behavior
theories to better understand the interactions
and intentions of employees in a work
group.
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ABSTRACT

The state of international relations (IR) theory has grown
stagnant over the past several years, as challenges such as
terrorism have eroded traditional ideas about the behavior
of states within the international system. Applying Nassim
Taleb’s notion of antifragility to states and the international
system can provide new hope for a reinvigoration of theory
within the field of international relations. Additionally, the
use of agent based modeling (ABM) offers an ability to
expand the methodological tool box by which international
relations scholars engender new, dynamic ideas that can
better explain a rapidly changing global environment.
I propose adapting and applying Nassim Taleb’s notion
of antifragilty to states and state behavior through the use of
agent based modeling (ABM). The development of such a
model applied across a wide variety of case studies holds
great promise for the revitalization of international relations
theory by potentially providing a new theoretical construct
whereby state behavior can be explained.
INTRODUCTION

Those who study the field of international relations
require a mastery of core concepts in addition to a broader
understanding of political communities and independent
states. In today’s dynamic and complex society that is
punctuated by periods of civil and social unrest, the
international relations scholar must also seek to expand the
bounds of his or her knowledge beyond the principal
tenants of the discipline. Therefore, an interdisciplinary
approach to examining state behavior and the way in which
the world works is of critical importance if international
relations scholars are to gain greater insight into the most
pressing topics of our time.
International relations core tenets lie mainly in its’
theories about state behavior. A state is defined as a “clearcut bordered territory, with a permanent population, under
the jurisdiction of supreme government that is
constitutionally separate from all foreign governments.”1 A
1

Jackson and Sørensen, “Introduction to International Relations,” 2.

theory is an internally consistent set of two or more
generalizations that help us run tests, explain behavior
and/or predict behavior. Much like the work of psychology,
scholars of international studies want to know why states
behave in the way they do, and what causes states to act in
some instances and abstain from action in others. The
international relations scholar must do this while remaining
true to the goal of theory- make the world understandable
by finding the right set of simplifications.
Certainly not deficient of a myriad of theories,
international relations scholars find themselves divided into
theoretical schools of thought whereby fundamental tenants
governing these theoretical schools are often in direct
contrast with one another. In the field of international
relations where you stand depends on where you sit. Each
theoretical school is incomplete with its own set of critics
and progenies of sub-schools that seek to provide slightly
varying alternative views.
Despite theoretical incompleteness and differences, there
are “theoretical commandments” that must be adhered to in
international relations theory in order to be accepted by the
broader academic community. First, theories should be
parsimonious. In other words, they must take on the
delicate act of balancing only the most crucial aspects of
behavior while simultaneously explaining a lot. Second,
international relations theories must examine behavior at
the state level, relations’ between/among states and/or
behavior within the international environment.
It is clear to understand how theories of international
relations differ from some of the “hard sciences,” whereby
theories are derived based on specific behavior observed
under exact conditions. Both the social sciences and hard
sciences subscribe to their own methodologies and
validities accepted by experts in their respective fields;
however, the incorporation of methodologies traditionally
reserved for the hard sciences into the field of international
relations is providing greater understanding into the innerworkings and relationships of states in the international
system and expanding the methodological tool kit of
international relations scholars. In turn, the field of
international relations is inspiring a re-examination and
transformation of the methodologies and techniques applied
so that they may be improved for the purpose of social
science research. I propose that the juncture by which this

Page 162

cross-fertilization will occur lies within the field of
modeling and simulation.
While research in international relations has a rich
history in some modeling and simulation paradigms-game
theory for example-the rise of agent based modeling has
provided a hybridity of the two fields that allows for greater
application and insight into systems that were often treated
as binary. Each piece seems to hold promise for the areas
that lack within each discipline. For modeling and
simulation, understanding human behavior provides a
pathway for use and expansion of these techniques. For
international relations, complex and dynamic systems that
do not follow traditional “steady state behavior” can be
examined with more advanced and applicable techniques,
thus reducing the need for model assumptions and
simplifications.
However, the use of modeling and simulation within
international relations is not without its consequences and
trade-offs. Modeling and simulation requires a continual
and rigorous verification and validation process during
research and development of models and simulations in
order to determine their effective uses and differentiate one
model/simulation from another. Within that process, model
and simulation attributes, such as fidelity, scale and
resolution are analyzed in order to ensure proper
interpretation, production and use of the final product.2 For
international relations scholars, research is governed by a
different set of guidelines that allows for greater freedom of
interpretation on behalf of the principal investigator.
Nonetheless, international relations scholars must still
adhere to the golden notion of parsimony. Interestingly, the
intersection of modeling and simulation and international
relations comes at the crossroads of two concepts critical to
their respective fields- resolution and parsimony. In this
case, each attribute possess what the other lacks, and
researchers must ask themselves what degree of
explanatory power they are willing to trade for greater
detail of the real world?
There are three main purposes to this paper. First, I
provide greater detail into the stagnation of international
relations theory. Second, the author introduces the concept
of antifragile through a literature review and applies it to
states. Finally, the author introduces a conceptual agent
based model of antifragility and discusses future potential
case studies.
THE
STAG(NATION)-HUNT
RELATIONS

OF

INTERNATIONAL

The following section expounds upon my claim that
international relations theory has grown stagnant through
the example of the Realist school of thought and
probabilistic risk assessment. Furthermore, I explore the

promise of agent based modeling as a new methodological
tool with in international studies.
The Stag(nation)

Within the field of international relations, the archetype
of thinking about security in most nation states is predicated
on the pursuit of predicting the next black swan event. The
means by which prediction is grounded on is primarily
through means of probabilistic risk assessment. In his
book, Black Swan: Things that Gain from Disorder, Nassim
Taleb defines a black swan event as one that are
characterized by their “disproportionate role of high-profile,
hard-to-predict, and rare events that are beyond the realm of
normal expectations in history, science, finance, and
technology; the non-computability of the probability of the
consequential rare events using scientific methods (owing
to the very nature of small probabilities); and the
psychological biases that make people individually and
collectively blind to uncertainty and unaware of the massive
role of the rare event in historical affairs.”3 Taleb warns
readers his readers that those actively pursuing this
archetype are engaged in a fool’s game and cites the very
nature of a black swan’s low probability as the justification
for his warning. Interestingly, in the field of international
relations we come to an enigma, especially with respect to
the Realist school of thought.
Scholars who subscribe to the preeminent field of
Realism would heavily endorse the notion of probabilistic
risk assessment.4 More specifically, probabilistic risk
assessment is appealing to realists who examine security
because of its’ two defining characteristics: the magnitude
of the possible adverse consequence, and the likelihood of
occurrence of each consequence. Risk is therefore
quantifiable, primarily calculated by the use of historical
data.
However, what probabilistic risk assessment fails to do
is provide a clear indication as to what actions should
follow the understanding of a given risk. Most outside of
the field of international relations equate high risk with
some form of intervention. Yet, concepts such as complex
interdependence made popular by Robert Keohane and
Joseph Nye suggest that states and their fortunes are
inextricably tied together.5 For example, if there is high
risk associated with intervening in both Libya and Syria
during the Arab Spring, why then did the United States
stand by idle during Syria’s civil war and intervene in
Libya?
An example that best illustrates Taleb’s warning about
shortcomings of probabilistic risk assessment is Japan’s the
3

Taleb, Black Swan: Things that Gain from Disorder

4

O’Neill, Risk Aversion in International Relations Theory

5

Keohane and Nye, Power and Interdependence in the Information Age

2

Mielke, “MSIM 602: Simulation Fundamentals, Unit One Introduction,”
32.
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2011 Fukushima Nuclear incident. On March 11, 2011 a
marine earthquake shook the island of Japan and triggered a
catastrophic tsunami that claimed the lives of more than
25,000 people. Eleven of Japan’s nuclear facilities were
automatically shut down when the earthquake began;
however, the Fukushima Daiichi plant’s emergency
generators failed to cool down the nuclear fuel rods. The
tsunami destroyed the nuclear generators, causing a partial
meltdown of approximately half of Fukushima’s reactors.
Radioactive material escaped the facility and contaminated
the environment. As a result, legal regulations, protective
construction measures, and operative crisis management
processes were subjected to in-depth reviews in order to
diminish the risk of similar nuclear disasters in the future.
What the example of the Fukushima incident does is give
rise to the broader questions related to the methodology of
risk-related behavior.
In his article, Fukushima and the Limits of Risk Analysis,
Jonas Hagmann asserts that two main purposes of risk
analysis are to provide guidance for official actions and
fulfill political functions by legitimizing the existence and
workings of actors involved in the implementation of such
policies. He writes that, “the most common methodological
assessment of risk is that of the two-dimensional risk
matrices whereby risk is a product of probability of
occurrence X relative impact. However, this method is not
without controversy and experts have begun to refute
probabilistic risk analysis honing in specifically on the
probabilistic element of this equation. According to these
experts, risk should be graded solely in terms of its’
maximum relative impact.”6
In the case of the Fukushima nuclear facility, taking into
account the likelihood of occurrence may have excessively
weakened the resulting risk assessment, thus, demonstrating
how the definition of risk can influence our perception of
the hazard, subsequent alternative approaches and the
consequences thereof. Furthermore, there is also difficulty
in measuring risk empirically and drawing conclusions
from risk analysis that must be analyzed. Understanding
that risk analysis rests on previous events and their
outcomes in the future is problematic. Assumptions built
into a previous, historical model are only absorbed into a
new model and repeated into future projections. Without an
iterative process revisiting the assumptions conjectured into
the model, probabilistic risk assessment models would
never acquire fidelity. Finally, there are also difficulties
constructing these probabilistic models when relying on
historical data that is sparse or on models where data is
unethical to obtain. The use of synthetic data is relied upon
as a substitute for real-world data in this case and again
compromises the fidelity of the probabilistic model.

6

Hagmann, Fukushima and the Limits of Risk Analysis

Overall, there are numerous limitations to risk analysis
that must be considered when deliberating how to both
define and measure risk. Furthermore, these limitations
have additional unintended, epistemic consequences
throughout the broader field of international relations. For
instance, it’s fair to ask the question of whether or not the
United States’ lack of anticipation of and reaction to the
September 11, 2001 events would have been different if she
was not beholden to a realist paradigm predicated on
probabilistic risk assessment? How then do we as a society
reconsider our mental models in order to best react to the
next black swan event?
The Hunt

While stagnation exists in the methodological toolbox of
international relations and thereby extension its theoretical
concepts, the hunt for new methodologies should begin
with agent based modeling.
Agent based modeling is “modeling using agent-based
objects proceeds by abstracting the behavior of individual
agents in the system into simplified agents.
Next,
collections of these agent-based objects are ‘solved’ by
allowing the objects to interact directly with one another
using computation.”7 The appeal of agent based modeling
to this paper rests in a claim made my Miller and Page, that
“when computation is applied to such problems, it very
much becomes part of the theory.”8 Using this modeling
and simulation paradigm addresses distinctive necessities of
complex adaptive systems while simultaneously providing a
new pathway to development of a new theory in
international relations.
As Miller and Page write, “agent-based object models
offer a new theoretical portal from which to explore
complex adaptive social systems. Like any theoretical tool,
these models have comparative advantages for certain types
of explorations. In fact, their advantages appear particularly
well suited, and perhaps even necessary, for helping us to
understand better the types of problems that arise in the
study of complex adaptive social systems. Many of our
existing tools tend to purify the theoretical waters so much
so that we are often left with a model that is barren of any
useful signs of social life. Tools like agent-based models
will allow us to create new theoretical ponds that can harbor
simple, yet thriving, social ecosystems.”9
Second, “the agent-based object approach can be
considered “bottom-up” in the sense that the behavior that
we observe in the model is generated from the bottom of
the system by the direct interactions of the entitles that form
the basis of the model.”10 The bottom-up modeling
7
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approach is advantageous for complex adaptive systems
such as a state’s antifragility because “…in bottom-up
modeling we focus on our abstractions over the lower-level
individual entities that make up the system.”11 Recall that
according to Taleb, antifragile systems are most compatible
with those that emerge from the bottom-up.

artistic accomplishments as black swans since they are
primarily characterized by unpredictability and a lack of
direction.15 Examples of other notable black swan events
include World War I and World War II, the dissolution of
the Soviet Union and most recently the September 11, 2001
attacks on the United States.

Miller and Page offer several other advantages to
undertaking the agent based modeling approach including
the fact that the approach is process oriented, repeatable and
scalable. The high scalability allow for easy growth in an
agent-based model. “Once the behavior of a single agent is
described, it is usually easy to explore the behavior of
systems of essentially arbitrary size by simply adding more
agents to the system.”12 Second, the adaptive nature of the
agents adds “flexibility of computational tools make that
them well suited for considering models of boundedly
rational agents who adapt their behavior.”13

Within international studies, the area of black swans is
of particular interest in the field of security studies.
Security studies essentially focuses on violence and
examines the steps individuals can take to both employ
organized violence effectively and, much more importantly,
to protect themselves from organized violence. Security
studies has great appeal because one can study a range of
potential black swans including weapons types all the way
to the causes of war and nuclear disarmament.

Finally, the agent-based model addresses the trade-off
between flexibility and precision. “Computational models
represent an interesting trade-off between flexibility and
precision. Computational models are remarkably flexible in
their ability to capture a variety of behaviors. Many, and
perhaps all, systems of interest to social scientists are likely
to be computationally complete- that is, able to be encoded
by a general purpose computer language. At the same time,
computational models also require a high degree of
precision. The computer program contains all the
information about the assumptions of the model in a
relatively compact form.”14
As one can see, the once traditionally replied on tools do
not work on as well on the complex. Instead, agent based
modeling offers a myriad of pros that align directly with the
nature of challenges within social sciences and specifically,
international relations.
NASSIM TALEB’S WORK
Black Swan: The Impact of the Highly Improbable

The theories of black swan events is a metaphor
developed by Nassim Nicholas Taleb to explain events that
are hard a surprise to the observer, have had a major effect
and are rationalized by hindsight after the first recorded
instance of the event.
Within the world of black swans, there is an unconscious
association with negativity that occurs; however, not all
black swan events are bad. The rise of the Internet can be
considered a positive black swan event. Taleb regards
almost all major scientific discoveries, historical events and
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13
14

Ibid., 82.
Ibid., 80.

Taleb’s work provides a new lens through which to view
the world. Within this world, threats and violence are
always assumed to happen, but rather than the primary
focus being on eliminating threats and violence, the author
argues that one should be more concerned with our own
antifragility for when, not if, those events occur.
Antifragile: Things that Gain From Disorder

In his book, Antifragle, Taleb writes, “Some things
benefit from shocks; they thrive and grow when exposed to
volatility, randomness, disorder, and stressors and love
adventure, risk and uncertainty. Yet, in spite of the
ubiquity of the phenomenon, there is no word for the exact
opposite of fragile. Let us call it antifragile. Antifragility is
beyond resilience or robustness. The resilient resists shocks
and stays the same; the antifragile gets better.”16
Heavily influenced by his background in economics and
the impact of the 2008 market crash in the United States,
Taleb defines antifragility through its complement, fragility.
A system that is deemed fragile is one that is significantly
disrupted or breaks due to shocks applied to that system.
Antifragile is not only a system that can withstand shocks to
it, but one that benefits from these shocks or mishandlings.
On the surface, antifragility possesses common sense
intuition about it; however, society is not primed to think in
terms of antifragility but rather how fragile a system is. The
reason for this, Taleb explains, is because there is no known
word for it in the English language.17 However, as Taleb
explains just because one has not observed something does
not imply the absence of its existence.
In fact, the presence of antifragility can be seen
everywhere. Taleb asserts that evolutionary systems that
have developed on their own and that are built the bottom
up are evidence of antifragility. For example, the dinosaur
15
16
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was a highly specialized animal that was at the hegemon of
the animal kingdom; yet, the dinosaur was highly
antifragile in that it was not able to with stand the shock of
a meteor hitting the earth. The horseshoe crab, on the other
hand, is not highly specialize yet has withstood many
shocks over thousands of years, making it antifragile. In an
interview with Time Magazine Taleb says, “The system
knows a lot more than you do, so you have to raise the
benchmark for intervention. We try to have the world look
our models not the models look like our world.”18
Ultimately, the greatest mistakes are made from naïve
rationalist thinking.
Although antifragile was originally born out of the
economic black swan of 2008, its application can be
extended to the field of international relations in two ways.
First, using Roger Martin’s knowledge funnel, the
introduction of the concept of antifragile can provide
international relations scholars with a new lens through
which to view the world by allowing scholars to begin at
the mystery phase of Roger’s funnel rather than the
algorithm phase. Our worldview can now extend traditional
lenses of absolute power, relative power and economic
capabilities to name a few. Our worldview can now extend
traditional lenses of absolute power, relative power and
economic capabilities to name a few. Second, with this new
starting point new heuristics may emerge allowing for
greater use of non-traditional methods in international
relations such as agent based modeling to generate new
algorithms and ultimately new theories. 19

PROBLEM STATEMENT

This paper contains two problem statements. First, can
agent based modeling be used to explore the notion of
antifragility of states? Second and perhaps more long term,
can a theory of antifragility within international relations
emerge from this model?
PRIOR WORK

In addition to the work of Nassim Taleb, the author drew
upon three articles related to antifragile. First, The Calm
Before the Storm: Why Volatility Signals Stability, and Vice
Versa is the first article that I am aware of that directly
applies the concept of antifraglity to states. Second,
Antifragility: Analysis and Measurement Framework for
Systems of Systems is the first formalized model of
antifragility that the author is aware of.
Finally,
Implementing Antifragiles: Systems That Get Better Under
Change examines how antifragile systems can be
architechted and implemented. Each provides added value
to the various states of development of my agent based
model.
The Calm Before the Storm: Why Volatility Signals
Stability, and Vice Versa by Nassim Taleb and Gregory
Treverton

In the January/February 2015 Foreign Affairs edition,
both Nassim Taleb and the Director of the National
Intelligence Council, Gregory Treverton, finally apply the
notion of antifragile to states. The authors list a set of five
markers of fragility that identify fragile or antifragile states.
The article opens with the example of Syria and Lebanon.
Taleb and Treverton discuss the recent uprisings in the
Middle East that have expanded into the state of Syria,
leading to a bloody civil war and the rise of the Islamic
State (ISIS); whereas, Lebanon, who is in a state of
invariable turbulence, has a lower 2013 death per capital
death rate from violence figure than that of Washington,
D.C.20 With this foreword, the authors ask the question,
“Why has seemingly stable Syria turned out to be the
fragile regime, whereas always-in-turmoil Lebanon has so
far proved robust?”

Figure 1: The Design of Business by Roger Martin
18

19

Taleb, How to Live in a World We Don’t Understand (video).

Roger Martin’s knowledge funnel is a process characterized by
three distinct phases: mystery, heuristic and algorithm. The
mystery stage contains the exploration of the problem, which in
turn evolves to the heuristic stage. In the algorithm stage a general
heuristic is transformed to a formula. We can imagine Martin’s
funnel as taking information along a path that starts complex and
ends at the simple.

The authors claim that the divergent tales of Syria and
Lebanon are due to underlying structural properties that
give off warning signals of instability. Furthermore, these
signals cannot be found in historical data because events
that trigger this instability are found within the tail of a
curve and are referred to as “tail risks.”21 With this
understanding, Taleb and Treverton claim that
understanding the fragility of a state can help us predict
how events will affect a country. This is a significant
departure from the current mental model of trying to predict
what these events will be.
20
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Taleb and Treverton’s article provides an in depth
examination of viewing states through an antifragile lens.
Most importantly, however, Taleb and Treverton identify
what they believe to be the five principle sources of
fragility: a centralized governing system, an undiversified
economy, excessive debt and leverage, a lack of political
variability, and no history of surviving past shocks. By
providing insight into what a fragile or antifragile state
looks like, the authors provide a criteria by which the world
map becomes a lot different from it’s current state;
however, the article falls short of examining the interactions
and dynamics between and among these different types of
states leaving an opening for future work.

CONCEPTUAL MODEL

I am currently in the beginning stages of research and
development of an agent based antifragile model. Below is
a preliminary explanation of what I anticipate the model
including. The model seeks to answer to question. First,
can agent based modeling be used to explore the notion of
antifragility of states? Second, and perhaps more long
term, can a theory of antifragility emerge from this model?
Preliminary, there are three types of agents that exist
within the model: fragile, robust and antifragile. The
markers of fragility are directly adopted from the Taleb and
Traverton article and include the following:

Antifragility: Analysis and Measurement Framework for
Systems of Systems by John Johnson and Adrian V.
Gheorghe

In this paper, John Johnson and Adrian Gheorghe
provide a framework for analyzing and measuring
antifragility.
Using system dynamics, Johnson and
Gheorghe reduce the concept of fragility into a twodimensional, continuous interval model. Finally, the authors
present definitions of antifragility attributes in systems.
The key to this paper is the authors’ defining of three
types of systems. First, fragility is defined as degrading
with stress; second, robustness is defined as unchanged by
stress; and antifragile is defined as improving with stress.
Johnson and Gheorge were successful in demonstrating
the antifragile concept within their systems dynamics model
and provide useful insight into better understanding the
processes and tipping points that move systems from one
state into another.
Implementing Antifragiles: Systems That Get Better
Under Change by Andreas Tolk and John Johnson

In their article, Tolk and Johnson argue that by using
agent based solutions within systems engineering antifragile
solutions can also be implemented. “The paper proposes a
taxonomy of learning agents based on different classes of
utility function categories that are seen as a first step
towards better utilizing the results of artificial intelligence
and agent-based M&S for systems engineering efforts.”
The significance of this article is that it suggests
antifragile solutions can be implemented. This logic can
also be extended towards the solution component of
international relations, foreign policy. For example, I
content that in certain instances foreign policy is making a
more fragile America and antifragile adversary. U.S.
foreign policy towards the threat of the Islamic State (ISIS)
is one such example. It can be argued that the United Sates’
foreign policy of drone strikes on well-known ISIS camps
has led to the verification and affirmation of the ISIS
ideology and has led to the recruitment of ISIS
sympathizers. What Johnson and Tolk suggest is that more
antifragile solutions (foreign policy) can emerge from the
better understanding of antifragile systems.

§

Concentrated decision making

§

Absence of economic diversity

§

Being highly indebted and highly leveraged

§

Lack of political variability

§

Lack of record of surviving big shocks22

As Johnson and Gheorghe capture in their systems
dynamics model, stressors will need to be introduced into
the model. Stressors will exist on an interval scale and have
varying degrees of impact on each of the five markers of
fragility.
The links or relationships between the states will be
critical to this model in addition to the rating of states
according to the markers of fragility. The following levels
are potential candidates that could be used to determine
links between states: diplomatic (closeness of regime to the
west), informational (level of state control media,
penetration of the internet), military (ability of forces to
project power into other states, size of forces) and economic
(levels of trade, denationalization of industries).
ADDITIONAL APPLICATIONS OF THE MODEL

The use of antifragile in international relations has
broader applications beyond the examination of the
behavior of states. For instance, interactions between states
and non-state actors is becoming increasingly important
with the rise of new and emerging non-state actors. What
does it mean if ISIS is more antifragile than the United
States? How does that impact our core beliefs about who
we are as a nation and a global hegemon?
Another area of particular interest to international
relations schools is that of the role of international
organizations in the global system. Is NATO antifragile
because it has survived beyond the Cold War or is it fragile
because it does not have a history of surviving past shocks?
What about international businesses like Coca-Cola and
Apple?

22
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At the state level of analysis, are certain strategies of
negation and diplomacy favored by antifragile states? What
is the tipping point of a state to go from being considered
antifragile to fragile? Most importantly, what does the
international political landscape look through this new lens?
Could it be that Somalia is the most antifragile state of them
all?
A THEORY OF ANTIFRAGILITY?

In the long run, it is my hope to continue the
development and refinement of this model and apply it to a
variety of case studies. From this repeated application and
after rigorous verification and validation, I hope to provide
a new perspective within international relations and explore
the possibility of introducing a theory of antifragility into
the literature on international relations.
CONCLUSION

I propose adapting and applying Nassim Taleb’s notion
of antifragility to states and state behavior through the use
of agent based modeling (ABM). The advance of such a
model holds great promise for the revitalization of
international relations theory by potentially providing a new
theoretical construct whereby state behavior can be
explained.
Though the model is in it’s conceptual stage, I feel as
though the previous work completed by Taleb and
Traverton, Johnson and Gheorge, and Johnson and Tolk
offer a solid path forward to further exploration and
development of my model.
Ultimately whether one is examining a state, non-state
actor or international organizations all pursue the same
goal: the projection of power.
I would argue that
antifragility impacts the ability of an entity to project
power. This may be the single most important reason to
give further consideration to antifragility within the field of
international relations.
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Abstract
Social groups play a critical role on the complex
dynamics of crowd behavior. Crowd modeling research
has made progress in encapsulating the way individual
and group dynamics affect evacuations. In past studies of
pedestrian activity, whether normal ingress/egress or
emergency evacuation, researchers strictly simulated
pedestrians as individual entities. However, a crowd is
comprised of not only individual pedestrians but also of
many groups of two or more that navigate the
environment within close proximity to one another and
have the desire to reach the same goal. Thus, the
importance of incorporating groups in pedestrian
modeling is increasing. This paper reports on an
evacuation simulation experiment in which the results of
pedestrian evacuees as single entities and in small
groups were compared. These groups are representative
of family units, friends, or colleagues. The experimental
results show that the implementation of groups within the
crowd directly affects the overall evacuation time.

Two potential classifications of groups are possible.
Smaller groups could consist of family units, colleagues,
or groups of friends with the main characteristic of
familiarity among group members. Vizzari, et al. [1] define
these small sets of pedestrians bound by a strong
relationship (e.g. friends, family members) as simple
groups; more in tuned to the example of the Westfield Mall
evacuation shown in Figure 1.

Keywords – Pedestrian evacuation, pedestrian
groups, evacuation times, Agent-Based Modeling

1. INTRODUCTION
“Most state of the art models, generally do not
consider the explicit representation of pedestrian
aggregations (groups) and their implications on the
overall system dynamics” [1]. Recent research concludes
that incorporating small groups within a simulation model
has a significant impact on evacuation as a whole. In a
study by Moussaïd, et al. [2] that only one third of
observed pedestrians walked alone and that pedestrian
groups have an important impact on the overall traffic
efficiency. Studies conducted by Köster et al. similarly
agree, "through simulation, we establish that the
occurrence of groups significantly impacts crowd
movement, namely evacuation times [3]." Sarmady et al.
state “groups of pedestrians, like family members and
friends, normally move slower than others and therefore
act as a virtual barrier and slow down the crowd [4].” Along
the same lines, Collins et al. concluded that groups do
matter as they negatively affect the egress process when
an individual is separated from their group. In some
cases, the individual waits to rejoin the group in lieu of
heading to the exit, consequently, the exit points become
blocked [5].

Figure 1. Westfield Mall Evacuation
In larger groups, such as tourists groups, individuals may
be unfamiliar with other group members, but are
connected by the same interests and destination. These
larger groups may include multiple smaller subgroups
such as family units. In another study, Singh, et al. [6]
refer to these larger groups as just ‘groups’ and are
defined as those that have the same starting location and
path of travel “defined by a series of zones and their
attractor points”, but the people in these groups behave
independently according to the situation. They also
differentiate the smaller groups as ‘subgroups’ that have
a number of people that desire to stay together.
“Ultimately, crowds are inherently composed of
heterogeneous individuals who make egress decisions
based not in isolation, but with regards to social norms
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and physical constraints of groups and subgroups within
the crowd” [7][p. 6].

2. LITERATURE REVIEW
The introduction provided a review of past studies
that establishes the importance of incorporating groups in
pedestrian and crowd simulation models. However,
researchers focused on different aspects of the group
dynamic within their models. Due to space limitations, a
few studies are discussed in this literature review that are
representative of the overall modeling approaches of
group presence in crowds.
Group formations, group cohesion, and leaderfollower relationships are behaviors needing considerable
attention within a model to allow for more realistic crowd
behavior in a simulation. Moussaïd, et al. [2] studied the
walking behavior of pedestrian social groups and its
impact on the crowd dynamics. Moussaïd et al. observed
a negative correlation between the group size and the
overall walking speed of the group, the larger the group,
the slower the walking speed. Their empirical study also
found by way of video observation that depending on the
crowd density, the group walking formation varies. For
example, in a sparse crowd, group members tend to walk
side by side in a line perpendicular to the walking
direction, however, in more dense crowds, the formation
changes to a V-like pattern. When considering
communication between group members, the V-like
pattern better facilitates social interaction but reduces flow
efficiency as the group walking speed decreases.
Similarly, Köster, et al. [3] looked to social science
research to implement group formations into their crowd
model. They believe that, at least for small groups of at
most five members, group formation and group progress
are captured by the following behavioral patterns [8]:







All individuals in the group move towards the
same goal.
Members of a group stay together. Permanent
separation of a member from the rest of the group
may occur, but only in extreme situations.
All individuals in the group move with the same
speed, except for temporal variations caused, for
example, by avoiding obstacles and collisions
with others.
The (cooperative) group slows down when a
member stays behind.
Small groups have a basic spatial structure that
stays relatively unchanged if walking across a
free space, but can be temporarily deformed by
external influences such as the presence of a
crowd, oncoming traffic or obstacles: they walk
abreast.

However, as mentioned in the last behavioral pattern and
in contrast to Moussaïd et al., the Köster led model
assumes the members in small groups strive to walk side

by side and at the same speed to allow for improved social
interaction.
Vizzari et al. was not necessarily concerned with
group formation as much as with group cohesion, which
focuses on how closely a group stays together in a crowd,
and with group proxemics. Proxemics, as defined by Hall,
is based on cultural and social rules, and is the study of a
set of measurable distances between people as they
interact [9]. Both attributes can be influenced by the
density of the surrounding population and in turn, affect
the crowd behavior overall. In their simulation models,
Vizzari, et al. [1] aimed at implementing an adaptive
behavioral mechanism to preserve group cohesion, even
in situations of high local density and the presence of
obstacles or counter flows of other pedestrians. To
maintain group cohesion, every member is able to
perceive how far away other members of the same group
are based on a distance parametric value. They used a
group dispersion metric to determine the priority between
preserving group cohesion and navigating to the desired
goal. The dispersion of the group is calculated using the
area method; dividing the area by the size of the group.
This value is then compared to an established threshold.
If the spatial dispersion is high, preserving group cohesion
has more influence over the group’s behavior than
navigating to the goal. These researchers also used
proxemics behavior to maintain group cohesion [10].
Therefore, every pedestrian is characterized by a
culturally defined proxemic distance to determine the way
the pedestrian interprets the minimum distance from any
other group member and the distance from others outside
of the group. Depending on the crowd dynamics, the
group cohesion may be affected, for example, by
obstacles, and then reestablished once beyond any
interferences. These researchers, however, did not
consider hierarchical relationships in groups, such as
leaders and followers.
Other studies used varying approaches to
incorporate the leader-follower dynamic of groups in
models. Köster, et al. [3] used a technique that allows the
leader of the group to dynamically change by assigning
the leadership role to whomever is closest to the final
destination. Singh, et al. [6] establishes groups of no more
than four and arbitrarily selects the leader of the group. In
their model, the leader’s focus is reaching the final
destination, while the followers use attractor points to
maintain a certain distance to the leader. Both of these
approaches do not take into consideration selecting the
leader based on a member’s status among the other
group members. Pan, et al. [11] posits that two factors can
lead to leader-follower behavior; 1) social identity within a
group where a natural hierarchical structure is present
such as in family groups or 2) perceived uncertainty
where a leader will emerge out of a group when the
situation at hand is uncertain to the group. Moussaïd, et
al. [2] presented a viewpoint that spoken contribution
among group members is unequal and therefore affects
group formation and leader-follower relationships. He
states, “It is likely that pedestrians who talk more would
end up in the middle of the group and the listeners would
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walk on the sides. In the same way, large groups would
probably split up into subgroups around those who talk
most” (p. 5).
Lastly, it is necessary for simulation models to
address how groups navigate around obstacles.
Obstacles can be either stationary objects or moving
entities such as other groups of pedestrians or vehicles.
Groups of pedestrians will stay together or split apart to
avoid an obstacle then rejoin once passed. Bandini et al.
addressed this issue as groups walk through counter flow
through a crowd. The study found that group size affects
the way the group disperses to navigate through a crowd
when faced with other oncoming groups. Their model
demonstrated three possible cases examined from real
world observation:

agents traveling from a hazardous area by way of
crossing a road to a safe area in a parking lot a distance
away (see Figure 2).

1) The smaller group remains compact and
moves around the larger group,
2) One or more members of the smaller group
moves around the larger group on the other
side with respect to the other members of
the group, and
3) One or more members of the smaller group
remain stuck in the middle of the larger
group and then the small group temporarily
breaks up.
This review of various modeling techniques of
incorporating groups in a simulation provides a good idea
of how simulating groups in any way ultimately influences
the movement of the crowd in an evacuation model.
3.

METHODOLOGY
For this experiment, the model simulates
evacuating pedestrians when fleeing across a road using
the crosswalk or navigating through stationary vehicles on
the road. The agents must avoid other agents and the
vehicles. The analysis then compares the evacuation
times for when only individual pedestrians evacuate
versus when groups of pedestrians within the crowd
evacuate. The authors chose the agent based modeling
(ABM) approach to capture the actions and interactions of
agents that are autonomous and heterogeneous, as well
as have learning capabilities, are adaptive, and can
modify their behavior [12]. In addition, this approach
allows the modeler to define behavior at the individual
agent level to observe emergent global behavior. In
simulations representing evacuations, ABM is an
appropriate fit to observe the effect that individual
behavior and decision-making has on the overall
evacuation as it allows for independent and varying agent
attributes and interactions using the aforementioned
characteristics.
3.1. Model Description
The model was developed using the NetLogo tool
[13]. The simulation is a basic evacuation of pedestrian

Figure 2. NetLogo Model
The model randomly places each agent in the evacuation
area then as the simulation runs, the agents evacuate
toward a preferred location in the parking lot. The author
simplified the pedestrian behavior in order to highlight the
difference in implementing groups versus no groups. The
author assumed that the pedestrian agents suffer no
visual impairments and have a generalized sense of when
to cross the street. The agents travel at varying speeds,
however, an agent’s speed does not increase or decrease
in the simulation. One attribute in the model is the risks
levels of the pedestrian agent. If an agent is a risk-taker,
he jaywalks (crosses the road without using the
crosswalk) and navigates around the vehicles, while the
non-risk-taker will use the crosswalk to avoid the vehicle
interaction. However, if the crosswalk is too crowded,
some agents will increase their risk level and cross
elsewhere. Although risk-taking is included in this model,
the emphasis, in this paper, is on the presence of groups.
For the groups, the simulation arbitrarily selects one
group member as the leader of the group and the other
members follow the leader to the preferred destination.
Each group has a specified cohesion level to ensure the
group members stay together. If an obstacle or other
pedestrians block a group member’s progress, the leader
will wait to ensure the cohesion distance is maintained.
The road is a two-way, four-lane road with one midblock
crosswalk. In addition, a number of stationary vehicles are
dispersed throughout the road lanes representing objects
blocking the pedestrians walking progressing.
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3.2. Comparison Results
The software tool BehaviorSpace that accompanies
NetLogo was used to perform experimental runs on the
model. Due to the stochastic nature of the simulation, the
input parameters were varied. The percentage of risktakers ranged from 0 to 100 increasing at increments of
10%, and the number of agents (evacuating population)
ranged from 50 to 500 also increasing at increments of
10. For the specific interest of the presence of groups
versus no groups, this paper only consider the risk-taking
parameter of 50% for both scenarios.
In the experiment, multiple runs were completed
and the results recorded for the evacuation time. The
results show that in comparison, the evacuation time
consistently increases when small groups are considered
in the simulation run (see Figure 3). These results are
consistent with results and conclusion reached by
previous researchers as discussed in this paper.

Figure 3. Subset of Comparative Results
Being that this experiment is an exploratory exercise,
validation of the model was not conducted at this time.
For future work, a more detailed model will incorporate
survey responses focused on what decisions an
individual would make when evacuating. As well as how
those decisions may change based on who is in their
group. In addition, video footage will be used to validate
the model to closely simulate actual egress behavior of
pedestrians in groups.
4.

CONCLUSION
Social groups play a critical role on the complex
dynamics of crowd behavior. Crowd modeling research
has made progress in encapsulating the way individual
and group dynamics affect evacuations. In past studies of
pedestrian activity, whether normal ingress/egress or
emergency evacuation, researchers strictly simulated
pedestrians as individual entities. However, realistically, a
crowd is comprised of not only individual pedestrians but
also of many groups that navigate the environment within
close proximity to one another and have the desire to
reach the same goal. This paper provided an example of

an evacuation simulation comparing the results of
pedestrian evacuees as single entities versus pedestrian
evacuees in small groups. The results show that the
implementation of groups within the crowd does make a
difference to obtain a more realistic representation of the
overall time to evacuate a crowd.
To expand the model and the impact of groups on an
evacuation, further exploration of the intra- and intergroup dynamics is necessary. These group dynamics
would play an important role on how a group makes
decisions within their group and how activity external to
their group affect their decisions while evacuating. A more
detailed discussion on this aspect of group dynamics is
found in [7]. Elzie et al. [7] posit since individual agents
possess traits that are autonomous and heterogeneous,
the diverse groups made up of these individuals will also
encompass autonomous and heterogeneous behavior
that is different from other groups, thus aggregating
heterogeneous entities to form heterogeneous groups.
“This requires agents to pursue both individual and group
goals by balancing personal and collective factors. Similar
to individual pedestrians, the two most fundamental goals
for groups are to get out of the venue safely and stay
together. Groups consolidate individual members’
heterogeneous speed and mobility requirements in order
to determine its collective strategy. For example, since
different types of individuals (e.g. infant, small child, adult,
etc.) have varying mobility levels, groups must account for
these members’ needs and adjust the exit strategy and
pace accordingly” [p. 15]. In addition, as a group
navigates through a crowd, surrounding obstacles and
people that may or may not be perceived as a threat
would elicit a different response based on the members
of the group. For instance, a family unit with small children
may not take as high a risk than if in a group of all adults.
This also leads to future expansion of the model to
explore how pedestrian groups interact with oncoming
vehicles. With the introduction of moving vehicles, the
element of decreased safety is an obvious concern. The
decision to take lesser or higher risks when crossing the
street is influenced by the types of members in the group.
Some pedestrians, who would normally jaywalk, may now
use the crosswalk if accompanied by less mobile or highly
dependent group members. Other pedestrians’ may still
jaywalk, but relent by choosing to cross after a vehicle has
passed rather than risk crossing in front of an approaching
vehicle. Thus, the presence of varying types of groups
navigating through traffic would affect the decisionmaking process and ultimately the evacuation time.
Overall, simulating more detailed decision-making of
groups would implement a higher level of realistic human
behavior, thus further influencing the overall evacuation
of a crowd.
5.
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ABSTRACT

Inventory management in forecast-driven supply chains has
been an area of keen interest since the early 1960’s. The
bullwhip effect (BWE), often referred to as demand
variance amplification or order variance amplification is of
particular interest in this study. It is the increasing
amplification of the difference between customer demand
order sizes and inventory replenishment order sizes as one
looks further down the supply chain. By simulating
distribution channels, problems become easier to identify.
Once identified, simulations allow alternative solutions to
be model without the expense of reworking the physical
distribution channel in question. There have been
simulation-based investigations of the bullwhip effect,
many of them live simulations in the form of the Beer
Game. Most computer simulations of the bullwhip effect
have great limitations such as using only two stocking point
echelons. Potential studies from this research include
modeling a full set of three stockings, the impact of order
crossover on the BWE, the impact of estimation methods on
BWE, the forecast frequency impact of BWE, and
information quality impacts on the BWE.
Keywords

Discrete-event simulation; Bullwhip Effect; Arena; supply
chain management.

Dr. Dean Chatfield
Old Dominion University
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speaks to the need for a solution. Computer simulations
offer the opportunity to explore many areas of interest.
Most previous BWE simulation endeavors rely on a
common set of assumptions. These assumptions include the
use of an “adaptive” base-stock inventory policy, a system
that manages a single product, and having exactly one stage
at each echelon (1 retailer, 1 distributor, and so on).
METHOD

This study employees a discrete-event simulation using
Rockwell’s Arena simulation software. The general
assumptions of most computer models of supply chains are
used. An R, S (periodic order-up-to, or “base stock”)
inventory policy is also used here.
This research is designed in five phases. The first phase was
to build a reference model based on previous literature
containing one stock-point. Once the reference, or baseline,
model was producing the results determined by prior
theoretical work, then multiple forecasting methods were
included. The third phase was to, again, test this more
robust model against prior literature. The fourth phase is to
add more stocking-points so the BWE can be examined at
stages of the supply chain as well as at the whole. The final
phase is to conduct experiments on the reference model.
Possible experiments are discussed in the conclusion.

INTRODUCTION

Our primary goal for this investigation is to create a multiechelon supply chain model that can be used for future
research. This initial work creates the foundation necessary
for numerous inquiries into the bullwhip effect.
The bullwhip effect (BWE), also called demand variance
amplification or order variance amplification, is the
tendency of replenishment orders to increase in variability
as one moves up the supply chain. Running out of inventory
is expensive, as is storing excess inventory. Minimizing the
BWE reduces these unnecessary inventory costs.
Forrester conducted the first noteworthy research of the
BWE using a method that served as the predecessor to
system dynamics. It has since been studied from various
approaches including mathematical programming, dynamic
programming and live simulations, such as the Beer Game.
The use of so many different methods to address a problem

Figure 1. Modeled environment: The echelons in a three
stocking-point supply chain.

In the supply chain being modeled, customers place
demand orders. There is a single, cumulative customer
demand order for each day. This demand is immediately
satisfied by the retailer, but is not received by the Customer
for 2 days. This 2 day lead time represents any number of
delays in the real world. They include processing or
transportation time.
The retailer applies the inventory policy, a periodic (R, S)
policy. The review period, R, is set to 1 day meaning each
day the retailer reviews how much inventory is on hand and
what level the inventory is supposed to be, the order-up-tolevel, S. After determining how much inventory is needed,
the retailer places a replenishment order with the
Distributor.
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The Distributor applies the same inventory policy. Each
day, the distributor satisfies demand orders from the
Retailer and places replenishment orders with the
Wholesaler. The Wholesaler also uses the same R, S policy.
The Wholesaler satisfies the demand orders from the
Distributor and places replenishment orders with the
Factory. The Factory immediately satisfies the
Wholesaler’s replenishment order, however, it is not
received until after the lead time delay of two days.
The R, S inventory policy used in this study has a review
period of R=1. Thus, the inventory level is reviewed every
time period. This is common in many computer simulations
although it does not necessarily represent the real world
well. Future extensions of this research will include review
periods based on actual inventory practices.
The order-up-to-level, S, is determined each day using the
formula: Mean Protection Period Demand + Safety Factor.
The Mean Protection Period Demand is Protection Period *
Demand Mean. The Protection Period is based on the
classical inventory theory and is equal to Lead Time +
Replenishment Period (L + R). The Safety Factor of 2.0 is
used, which equates to a service level of 97.7%.
The Mean of the demand is required for calculating the
order-up-to-level. This presents a dilemma of choice. The
demand used in this study, as in previous literature, is based
on a normal distribution that is specified within the
simulation. This means the theoretical mean is already
known and could be used or to get a mean that represents
the sample in the simulation, we could calculate the mean.
The question is then whether to use the running average,
which is less representative of the real world, or a moving
average of some recent length of time. In this study, we
have modeled all three options. This allows us to compare
results across forecasting methods for the same parameters.
RESULTS

options is producing results that match the expected
theoretical results. Test parameters can be run using the
theoretical mean, a moving mean, or the running mean.
Having this option makes the model easily customizable for
different simulations. For example, if this model were used
by a manager, the desired setting may be for a month or a
quarter. This way the manager can compare performance in
relevant units. A result using a running mean would be less
meaningful to a manager, but may be useful to a researcher.

Results
Customer
Demand σ
Replenishment
Order σ
SVAmp
TVAmp
Chen et al (2000)
SVAmp
TVAmp
Chatfield &
Pritchard (2013)
SVAmp
TVAmp

CustomerRetailer

RetailerWholesaler

Wholesaler- DistributorDistributor
Factory

19.99

27.46

37.71

51.78

27.47

37.72

51.81

71.15

1.89
1.89

1.89
3.56

1.89
6.71

1.89
12.66

1.89
1.89

1.89
3.57

1.89
6.74

1.89
12.73

1.89
1.89

1.89
3.54

1.89
6.73

1.89
12.76

Table 1. Model results compared to previous studies.
CONCLUSION AND FUTURE WORK

This study is the beginning of a multiple phase research
project. This first three phases have been described here.
The fourth phase is currently in development. Different
forecast methods have already been incorporated into the
model. Stochastic lead times are currently being added and
should produce more realistic results. More stocking points
will be added next to yield even better results. These
enhancements to the tested reference model help address
gaps in the BWE literature regarding the quality of
information used to generate demand forecasts.

This study is a work in progress, however, there are some
early results. The reference model with three forecasting
REFERENCES

1. Chatfield, Dean C., Jeon G. Kim, Terry P. Harrison, and
Jack C. Hayya. "The bullwhip effect—impact of
stochastic lead time, information quality, and
information sharing: a simulation study." Production
and Operations Management 13, no. 4 (2004): 340-353.
2. Chatfield, Dean C., and Alan M. Pritchard. "Returns and
the bullwhip effect.” Transportation Research Part E:
Logistics and Transportation Review 49, no. 1 (2013):
159-175.
3. Chen, Frank, Zvi Drezner, Jennifer K. Ryan, and David
Simchi-Levi. "Quantifying the bullwhip effect in a
simple supply chain: The impact of forecasting, lead
times, and information." Management science 46, no. 3
(2000): 436-443.

4. Dejonckheere, Jeroen, Stephen M. Disney, Marc R.
Lambrecht, and Denis R. Towill. "Measuring and
avoiding the bullwhip effect: A control theoretic
approach." European Journal of Operational
Research 147, no. 3 (2003): 567-590.
5. Dejonckheere, Jeroen, Stephen M. Disney, Marc R.
Lambrecht, and Denis R. Towill. "The impact of
information enrichment on the bullwhip effect in supply
chains: A control engineering perspective." European
Journal of Operational Research 153, no. 3 (2004):
727-750.
6. Forrester, Jay W. "Industrial dynamics: a major
breakthrough for decision makers." Harvard business
review 36, no. 4 (1958): 37-66.
7. Forrester, Jay W. 1961. Industrial Dynamics.
Massachusetts Institute of Technology Press.

Page 176

Page 177

Modeling Sea Ports of Debarkation
Barret Crawford
United States Military Academy
West Point, NY 10996
barret.crawford@usma.edu

James Kelly
United States Military Academy
West Point, NY 10996
james.kelly@usma.edu

Raphael Waruinge
United States Military Academy
West Point, NY 10996
raphael.waruinge@usma.edu

Elizabeth Schott
United States Military Academy
West Point, NY 10996
elizabeht.schott@usma.edu

ABSTRACT

United States military operations conducted over the past
few decades have primarily been supplied through Sea
Ports of Debarkation (SPODs) and Aerial Ports of
Debarkation (APODs). The large majority of items are
moved through SPODs; however, crucial items and highly
sensitive items are primarily transported through APODs
due to speed of delivery and security considerations. In
recent combat operations, the United States has had the
privilege of access to already constructed SPODs while
supporting operations; however several constraints limit the
type of cargo transported and the speed of the cargo in
transition from one location in the supply chain to another,
and vary greatly from one SPOD to another. The purpose of
this project is to build a model of the internal operations of
an SPOD in an operational theater in order to inform
decisions makers on resilient and optimized supply chain
options. This model will be used by the Engineering
Research and Development Center (ERDC) to provide a
detailed look into one node in the military logistics supply
chain. The analysis will allow ERDC to model the complete
logistics network to include both SPODs and APODs, and
provide insights to decision makers on future alternatives to
military logistics operations.

Krishawn Tillett
United States Military Academy
West Point, NY 10996
krishawn.tillett@usma.edu

Doctrine Publications (ADPs) produced by the Department
of Defense set out guidance on operations of SPODs only.
ADP 4-0 explains how Army Logistics System provided the
Army with various sustainment capabilities from the
strategic level to the tactical level.[2]
Locations of SPODs are severly limited to areas that can
support the berthing of large logistical ships. Once
established, many obstacles remain that can hinder the
productivity of an SPOD. Modeling SPODs will help
decision makers understand what the frequent obstacles are
and where there is room for improvement. The purpose of
this paper is to detail our research and understanding of
SPODs and to conduct a detailed model investigation into
the port networks. The goal is to build a verified SPOD
model using Pro Model software in order to expose
frequent bottle necks but also offer alternatives. Pro Model
software is frequently used for queue-based systems such as
the SPOD. The software allows users to input locations,
entities, and resources, and create netoworks for processes
to run on. Users can track variables, control movement,
processing times, and

BACKGROUND
Author Keywords

Military Logistics; Sea Ports of Debarkation; DiscreteEvent Simulation
INTRODUCTION

Receiving and shipping points help sustain the military
operations by shipping and receiving military equipment in
and out of theater. A Sea Port of Debarkation (SPOD) is a
sea port which is used to receive and offload cargo and
equipment from arriving vessels.[1] SPODs operate
differently based on where they are located and what type
of military operation they are supporting. There is no
standardized format of how a SPOD is supposed to be laid
out operationally. Many Field Manuals (FMs) and Army

Logistics is the backbone of all military operations.
Supplies typically depart the United States through Sea
Ports of Embarkation (SPOE) and Aerial Ports of
Embarkation (APOE), and enter an operational theater
through APODs or SPODs. Supplies are then transported to
a transfer point such as a Central Receiving and Shipping
Yard (CRSP Yard) and processed for shipment to forward
operating bases (FOBs) for movement to combat outposts
(COPs) and patrol bases (PBs). Movement control teams
(MCTs) work with local governments and transportation
units to coordinate the movement of supplies. Figure 1
represents one example of a transportation network. The
starting node shows an SPOD, however, that can be
interchanged between SPODs and APODs.
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Figure 1. An example of a Military Logistics System. [3]
Methods of Delivery

The military logistics system has two primary methods of
delivering supplies into theaters outside the contiguous
United States (OCONUS): either by sea through seaports
SPODs, or by air through APODs utilizing airfields.
Seaports of Debarkation (SPODS) are primarily used to
receive and offload cargo and equipment from arriving
vessels. SPODs must contain the right dimensions (length,
width, and depth) to berth a wide variety of vessels [3].
Military supplies are broken into 10 classes of supply, listed
in Figure 2, that differentiate each item. These classes also
determine how certain classes are transported and
downloaded into theater.

Figure 3. Common Vessels and Payloads [4].
Sea Ports of Debarkation

Once the ship ports it must be unloaded. It requires ships to
be equipped with the capability to conduct their own
offloading [6]. SPODs are subject to competition from
competing entities: host nation, military, commercial
carriers, and governmental and nongovernmental agencies.
This is important and pertinent to our project because in
order to develop the process and make it more efficient, we
need to understand what and how these SPODS work.
Many factors constrain SPOD mobilization and utilization.
These factors include: time management, cargo delay
(drivers refusing to drive), lines in communication, weather
(winds), competition in terms of space, frustrated cargo,
incorrect labeling or no label, damaged cargo, and security
and theft.
There are many ways to process cargo at different SPODs.
However, based on interviews by subject matter experts, we
have created a general process for the cargo to proceed
through the SPOD. Simultaneously, while cargo is being
physically moved paperwork is also traveling through the
system [4]. The process is as follows:
1.
2.

Figure 2. Army Classes of Supply [2]

Classes I-IV and Class IX are required in large quantities
and frequently shipped to theater via large vessel ships.
These vessels require downloading of the shipments and the
SPODs. The dimensions of the SPODs determine which
type of vessel can be berthed and downloaded at each
particular Port [3]. Figure 3 shows the current logistic
vessels and their payload available to the Army. Class VVII supplies are frequently shipped to theater via at APODs
due to the importance and cost of the cargo. After
download, supplies pass through several nodes internal to
the SPOD where they are properly sorted. After sorting, the
supplies are then transported into theaters[5].

3.
4.
5.
6.
7.

Cargo arrives at the pier
Cargo is off -loaded (rolling stock-driven
off/towed off the vessel)
Cargo is accounted for by soldiers and scanned
Cargo goes to a staging area
Cargo processed (washed, documentation,
paperwork)
Cargo waits at clean or dirty yard awaiting
processing
Units arrive to for cargo pickup

We have also created an out-processing process for SPODS
as follows:
1.
2.
3.
4.

Customer is called and informed their cargo is
ready for pick up
Customer arrives at port to pick up their cargo or
drop off their cargo
Customer picks up or drops off cargo
Customer exits the system
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There are two main vessels that are utilized: LSVs and
LCUs. There are a few entities that are utilized at every
SPOD location and are vital to the operations of an SPOD.
These entities include: a civilian harbor master team, vessel
agents on the ground, a team inside the vessel, and a team
outside the vessel. Figure the 4 shows a layout of the
general operations that occur at a SPOD.

logistics operations. We developed the following problem
statement:
The purpose of this project is to build a verified model
of APODs (aerial ports of debarkation) and SPODs (sea
ports of debarkation) within the military logistics
systems in an operational theater in order to inform
decisions makers on a more resilient and optimized
supply chain. We are aiming to provide decision makers
a model for integration into future models and to inform
decisions for future supply chain logistics.
This paper focuses only on the development of the SPOD
model.

Figure 4
MODEL APPROACH
Embarkation

Another area of interest for SPOD operations is
Embarkation. Sea Ports of Embarkation (SPOEs) are the
sea ports from which the vessels originate. Upon arrival at
the SPOE the cargo is placed into a marshaling yard where
it is inspected by the port operator and deploying forces
transportation representative. This inspection verifies the
cargo is packaged properly for the ship (deck height, angle,
etc.). Minor maintenance, resupply, and equipment
modifications can be performed while awaiting shipment.
Once the loads are prepped in the marshaling yard, the
troop commander, port operator, and Movement Control
team representatives coordinate to berth the ship. As the
vessel readies for loading, equipment is sent from the
marshaling area or installation to the staging area by the
port commander based on a call forward plan. The port
commander assumes custody of the cargo in the staging
area. The PSA performs its functions, such as driving
vehicles and correcting deficiencies, in the staging area.
Equipment is then loaded onto the vessel [7]. Knowing and
understanding this part of the process will be important
when we begin to look at the entire picture. We can then
begin to develop our own simulation of this entire process
so we can see exactly where the bottlenecks are and how
we can fix them.

Overview

In order to determine how the flow of cargo moved
throughout the ports, we designed several entity flow
diagrams and potential layouts for use within ProModel©
Software. Figure 3 shows our original entity flow diagram
for an SPOD. We chose to use ProModel© in order to align
with previous work that had been done on building other
nodes of the military logistics supply chain model and it
was a platform that ERDC had readily available.
We designed this entity flow diagram based on our initial
interviews we conducted at the beginning of the project.
The SPOD layout incorporates a staging area where the
cargo is stored, evaluated, and tagged [4]. We found that
depending on the size of the port there are either many
staging areas that serve multiple functions.
After conducting further research and meeting with
multiple subject matter experts, we updated model layout to
incorporate more staging areas and other locations that the
cargo may go to. Figure 5 shows the model layout for an
SPOD, which was modeled after the Kuwait Naval Port.
This model layout shows the cargo arriving at the Berth
then being downloaded to a staging area. At the staging
area it is inspected for documentation to see where it will
go later and what unit it is supposed to be shipped.

A complete listing of our finding, conclusions, and
recommendations from our stakeholder analysis and
interviews can be seen in Appendix A.
PROBLEM STATEMENT

The primary stakeholder for this project is the Engineer
Research and Development Center (ERDC) in Vicksburg,
MS. This project is significant and unique because it will
provide a detailed model of the operations inside an SPOD.
The analysis will allow ERDC to model the complete
logistics network on top of the verified model, and provide
insights to decision makers on future alternatives to military

Figure 5. Final Model Layout.
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DISCRETE-EVENT SIMILATION MODEL
Objective

The objective of this model is to simulate a port of
debarkation within ProModel© with as much accuracy as
possible. We modeled the Kuwait Naval Port in order to
build our simulation. Based on our simulation and results,
we have built a few viable alternatives to inform decisions,
for the stakeholder, for supply chain logistics propositions.
Processing

The basic processing of the entities, cargo, through the
system is based on the processing we determined from our
research. Cargo arrives as batches at the berth where it is
separated into individual pieces of cargo and moved to the
initial staging area by cranes and forklifts. Upon entry,
cargo is assigned attributes based on defined probabilities.
Cargo is either clean or dirty, which determines if it needs
to move through the wash racks. Also, cargo could require
additional documentation at the documentation area.
Depending on these attributes, the entities will be routed to
the necessary locations for processing. This routing is done
by the moving resource, the dock worker. They move cargo
between major locations in the SPOD: initial staging,
documentation, clean/dirty yards, wash racks, and final
staging [6].
The dirty and clean yards both store cargo while it waits for
further processing. Dirty cargo will always be moved to the
wash racks for cleaning, and then subsequently moved dot
the clean yard. Once the cargo is called for pickup, it will
move from the clean to the final staging area. Here, it is
combined back into batches for unit pick up. Cargo will
wait for upload and then move to exit the system. This
processing is done by the exit worker resource.
All arrival rates, waiting times, processing times, and
distances for our model were determined by our subject
matter expert interviews. The inter-arrival times for ships
entering the system are defined by a Poisson distribution.
Almost all processing times, such as cargo download, cargo
washing, and cargo batching, are defined using “Wait”
statements within ProModel©. Resource movement is
defined by network paths with variable lengths. Depending
on the length of the network paths, the total travel time will
change.
Constraints, Limitations, and Assumptions

Sea Ports are constrained by capacity of the port, weather,
paperwork, and resources. Our major constraint is that the
current model was built without any major data sources.
Our only data source was from SMEs, who provided their
best estimates for wait times. However, users can easily
edit the wait times and inter-arrival times in the software to
change times within the system. This makes our model
flexible for use later on.
The model makes a number of assumptions on the
processing and attributes of the system. We assume there is
no completely frustrated cargo, i.e. all cargo will eventually

exit the system. The model has no breaks for resources and
that all resources operate 100% efficiently. The model
assumes no balking or entity arrival failures throughout the
model. We also assume that there are no catastrophic events
causing model or locations closures.

RESULTS

After, completing the model and applying our respective
parameters, we ran multiple simulations and changed
multiple parameters to observe the effects on the model I
order to verify our model. Resource utilization and location
utilization were the two factors that stood out the most in
our results. We varied the distances between long and short
to see what the effects would be. While applying the short
distance to the model, we noticed that a few of the
resources were under-utilized and were essentially not
needed. These resources were Doc Worker 5 and Washer
3. The results of the model were clarification of our
research and the discussion we had with certain subject
matter experts. Applying the long distance to the model, the
resource utilization of the Doc Worker increased. The
utilization, for all Doc workers, increased as a result of the
long distances between vital locations. Also, utilization
decreased for the wash rack workers as well as the
documentation team. This output makes sense within our
model because longer distances put more cargo in transient,
which reduces the load on those resources. We noticed
similar trends while evaluating the location utilizations as
well. After applying the long distances to the model, we
noticed that the cargo were having to wait at certain
locations for longer periods of time because the resources
were taking longer to get to each location, especially the
dirty yard which had a much higher utilization rate. The
cargo will have to wait for a resource to pick it up at that
location. Consequently, the utilization at the wash racks and
the final staging decreased because the cargo was waiting
longer to be picked up by the resources. These results
verified our model.

CONCLUSIONS

After analyzing both our research of SPODS and the results
of our model, we concluded that there are many constraints
that impact the amount and type of cargo that enters and
exits the system. Our SPOD model shows the basic layout
and format of how an SPOD would operate in a mature
theater of operations. Appendix A is our Findings,
Conclusions, and Recommendations Matrix of the relevant
variables of an SPOD. The challenges listed above are
significant to the SPOD system. They impact the cargo and
the ships moving through and arriving to the system. Most
variables were successfully tracked by our model, but a few
were not. The variables that were not taken in to account
were: weather, security/theft, and KIZ cargo delay. All of
these variables had many data points associated with them
that we were not able to find due to the complexity of their
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nature. Many of the variables, in this matrix, played a huge
role in impacting the results of our model. The variable that
had the largest impact within our model was the spacing
between locations. This allowed for variation within
utilization of time, location, and resources. From our FCR
matrix and the research conducted, there are many more
constraints that apply to SPODs that need to be considered
when establishing an SPOD in mature theater of operation.
RELATED AND FUTURE WORK
Related Work

In 2013, ERDC contracted the Systems Engineering
department to create a validated model of the CRSP Yard.
ERDC's Military Logistics wished to enhance its
understanding of the role of the CSRP Yards in the logistic
system and develop means to generate viable courses of
action (COAs) for improving the process. The initial intent
of the project was to enhance (optimize) the CRSP yard
based on throughput, resources, and impacts on the logistics
system. A senior capstone team worked with ERDC and
created a model of the internal operation of CRSP yards
using ProModel©. ERDC is using the results of that model,
which focuses on one node of the transportaion and supply
network, to further their development of a detailed model of
the entire logitics transportation network.
In a continuing effort, ERDC requested initial APOD and
SPOD discrete event simulations to enhance their
understanding of the Army operational tactical logistics
system, all with the intent to optimize resource throughput
from an operations planning perspective. This paper
outlined the results of building the SPOD model.
Future work for this model includes researching
alternatives, entity tracking, and validating the model.
Alternatives to consider in ProModel© include new models
where distance and location are subject to change. These
alternatives will produce a more efficient SPOD with less
lag-time. Also, historical data of SPOD operations would
greatly improve the accuracy of the model. This would
require units to track processing times or it would require
third [8] party research in theater. With this data, we could
validate our model against true processing times.
Finally, future work includes the integration of all the nodes
of the supply chain into the final model that ERDC is
building (the CRSP Yard Mode, the SPOD model, and the
corresponding APOD model). To ensure the integration
there will need to use some type of entity tracking system to
look at entity types throughout the finished model. Since

the APOD/SPOD and the CRSP yard models have not been
integrated yet, entity attribute logic tracking will have to be
added to improve the accuracy of the model.
ERDC will utilize this model in creating their “big picture”
model for the US Army Logistics System. They will now
focus on connecting the models that are now created in
order to give decision makers a better understanding of this
process.
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Appendix A
Findings

Conclusions

Challenges:

Process:

-         time management

-         Cargo arrives at the pier
-         Cargo is off loaded (rolling stockdrove off/towed off vessel)
-         Cargo is accounted for by soldiers
-         Validated
-         Scan the cargo
-         Cargo goes to helo yard
-         Then to staging yard

-         KIZ cargo delay (drivers refusing to drive)
-         Lines of communication
-         Weather (winds)
-         Competition in terms of space
-         Frustrated cargo (not booked)
-         Incorrect labeling/no labeling

-         Damaged cargo

-         Other cargo
(deployment/redeployment) into
another yard

-         Security/theft

-         Cargo waits for supply pick up

Locations:

Out-Processing:

Recommendations

-         There are many more constraints that
apply to SPODs ranging from weather,
damaged/improperly labeled cargo to
security/theft.
-         There are several teams involved with -         Establish a validated ProModel representing SPOD
in processing the cargo and cargo
interactions using the various constraints, entities,
distribution within the SPOD.
locations, and processes applicable only to SPODs
-         Cargo move between multiple inner
SPOD locations (Helo yard ,wash rack, etc)

-         Customer is called and informed their
cargo is ready for pick up
-         Customer arrives at port to pick up
cargo

-         Helo yard
-         Wash racks
-         Sterile lot

Main Vessels:

Entities:
-         Civilian harbor master team
-         Vessel agents on the ground
-         Team inside the vessel
-         Team outside the vessel
-         Team at the helo yard
-         Inspection crew after cleaning

-         LSVs
- LCUs

Table 1. Findings, Conclusions, and Recommendations Matrix.
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Quantifying the Economic and Demographic Impact of Infrastructure Addition
and Maintenance: A Simulation Study
E. Gamarra, Ph.D. student Modeling and Simulation, Old Dominion University

Abstract
Investment in transportation infrastructure has been widely utilized as an instrument for inducing
economic growth in a country or region. Such investment usually leads to job creation and an increase in
per capita income that, in turn, encourages an increase in population through migration. The increased
spending of these newly migrated populations leads to secondary job creation and further economic
development. However, this increased economic activity corresponds with increased utilization of the
transport infrastructure resulting in high levels of congestion. This congestion may negatively impact the
attractiveness of the region for further new investment since the level of congestion in a transportation
network is known to affect the productivity of the workforce. Thus, congestion has a direct impact on
the region's GRP (Gross Regional Product). Often, calls are made to alleviate this congestion through
added investment in the transport infrastructure. This, again, further spurs economic activity, migration,
and congestion.

This paper develops a system dynamics approach for modeling the cyclic relationships observed
between the economic impact of transportation infrastructure and regional development when the
effect of maintenance and infrastructure addition is considered as a part of the dynamics of the system.
The result model can be utilized as a decision support tool in the process of analyzing the impact of
maintenance and infrastructure addition in transportation systems.

Keywords: Transportation Infrastructure, Maintenance, Infrastructure Addition, System Dynamics.
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ABSTRACT

This paper presents a model architecture that can act as a
decision support system for farmers. We present the
factors that drive the need for such a system and the
problems facing current methodologies. A description of
the various layers of this system is also presented.
Author Keywords

Farmer decision process; Decision Support Systems;
Sustainable Agriculture;
INTRODUCTION

The definition of sustainability in agriculture has been
subject to multiple revisions. Various interpretations and
objectives have been prescribed to define sustainability.
Since, the conditions dictating agricultural activities vary
between different regions, varying evaluation criteria are
required to judge sustainability. As such, it is hard to find
one universal definition of sustainability that can be
applied to all agricultural regions of the world.
Sustainable agriculture is now considered as, methods or
practices that facilitate the development of social,
economic and environmental objectives by finding a
common ground between the various conflicting options
that these objectives present. It is now necessary for
policy makers and farmers to understand the decisions
being made at farm level, and their consequences on the
immediate environment, in order to create long-term plans
for sustainable agriculture.
This need for modeling various scenarios and decisions at
farm level, and analyzing their impact, has resulted in the
demand for expert systems that can aid farmers and
decision makers in making decisions that meet the
objective of sustainability. Such a system would need to
combine the various aspects of farm level procedures
from crop growth dynamics to community based decision
CAPSTONE CONFERENCE, April 16, 2015, Alexandria, VA, USA
© 2015 Society for Modeling & Simulation International (SCS)

models. It would require quantifying various decision
alternatives and scenarios through data analysis and a
review of previous work. The designers of such a system
would also need to identify those areas of farm processes
that have a significant impact on the farm level decision
process, and eliminate excessive complexity in the
system. In order to give decision makers access to all
these various aspects of decision making, we first need to
understand the various socioeconomic and environmental
issues faced by farmers, and derive the criteria to measure
sustainability.
MOTIVATION

Typically farmers are profit maximizers. Their primary
objective is to maximize their profits for each cropping
season. Social and environmental welfare are generally
treated as secondary objectives that are contingent upon
the completion of the primary objective. The farmers
often face various issues in achieving their primary
objective. Additionally, the actions taken during the
pursuit of the primary objective can cause a significant
impact on the secondary objectives. These issues include,
but are not limited to:










Planting of high reward, high risk crops to
balance farm expenditure.
Prioritizing cash crops over subsistence crops for
family and community use.
Lack of educational and technical assistance,
especially for smallholder farms.
Lack of an economic buffer discourages
adoption of new technologies.
Lack of responsibility for resources.
Pollution of immediate environment due to
irresponsible use of pesticides, herbicides, and
artificial fertilizers.
Decrease in biodiversity due to clearance of
forest land for farming purposes.
Soil erosion due to improper farming methods.
Adverse effects on water sources due to
improper irrigation, and chemical usage.

Our research effort stems from this need to educate
farmers about the various aspects of sustainable farming.
There is a clear need for an expert system that can present
the farmers with the impacts of their decisions, on the
sustainability of their farming practices. The proposed
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system should be a gateway to the farmers to evaluate
their decisions from multiple points of view. Such a
system should aim to aid the farmers’ decision process to
achieve sustainability. It should be noted that the
proposed system aims to be an aid to decision making,
and not a predictive tool to suggest the best possible
decisions.
Decision support systems for farmers, fall under this
category of expert systems. Due to the multiple methods
of formulation of a farming problem, no single modeling
methodology can answer all the questions a decision
maker might ask. The various decision modeling methods
can only address specific sets of scenarios. For example,
Bazzani, Di Pasquale et al., (2005), Berentsen, (2003) and
El-Nazer and McCarl, (1986) treat farming problems as
resource and policy optimization problems. They do not
address the motivations behind decision making processes
explicitly.







On the other hand, Bosma, Kaymak et al., (2011),
Fairweather, (1999), address farming problems as purely
theoretical decision making problems. This causes the
models to over stress the importance of some variables,
which might not have an actual impact in real world
scenarios.

capable of giving the yield and also the height of
the crop. The output of this layer is used in both
the optimizer and the individual decision model.
Optimizer: The optimizer is the second model of
the architecture. Its purpose is to compute the
optimum crop/combination of crops that the
farmer can plant in order to maximize his profits,
while maintaining a certain level of
environmental friendliness. We can also generate
the utilities associated with producing the
optimal crops. These utilities can then be
compared to the utilities from the previous layer.
The individual decision model: This is the
second model of the system. It represents the
decisions available to each individual farmer,
based on the resources available to him. The
model then computes the utility of the decisions
made by the farmer.
The community decision model: This is the
highest level of the model. It deals with the
decisions that a community can make as a whole,
in order to increase the standard of their
agricultural practices through higher profits and
environment friendly policies.

Additional problems arise when most models do not
integrate crop growth models into their decision support
systems. This problem stems from research groups, which
concentrate on specific problems of specific areas.
Though this gives the research groups the flexibility to
use historic yield data while formulating their problem, it
becomes hard to apply their conclusions to other regions
and crops.
Thus the main problem can be surmised as, the
unavailability of a decision support system that:




Integrates multiple modeling methodologies with
a crop growth mode, into a single system.
Does not require unrealistic amount of inputs
from users, who have a limited knowledge of the
various methodologies.
Can address the same problem from multiple
scenarios, and produce meaningful results.

PROPOSED WORK

Our proposed work aims to create a system that is able to
address the problems present in current simulators. Fig 1,
is a conceptual model of the architecture of the system. It
has four distinct layers that serve unique purposes.


Crop Growth model: This model is the base
component of the architecture. It consists of the
necessary equations to model the growth of
crops. Users can interact with this layer by
specifying the type of crop they would like to
plant, the season of planting, soil attributes and
weather conditions. The crop growth model is

Figure 1: Proposed Decision support system

From this research effort, there are a few contributions
that we hope to make to the study of decision support
systems for farmers.




An integrated framework that can act as a
decision aide for farmers.
Identifying and evaluating the important
variables of a generic crop growth program that
can be used in a decision support system.
Creating a model that can represent farmer
decision processes.
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ABSTRACT
Container terminals are considered complex systems, since
they consists of multiple different smaller systems with its
own operations, cycles, bottle necks and schedules, which
makes decision making challenging and risky. Therefor to
improve the decision making process in container terminals
and to avoid the risk of implementing new strategies
without testing them; a simulation model that mimics the
container terminal and its operations is created. This work
seeks to construct a discrete-event simulation model to
simulate the operations of a new port. The analysis will
entail studying various scenarios motivated by applying
different optimization algorithms and changing different
parameters to achieve port activities improvements and
time and money savings.
1. INTRODUCTION
Throughout the last couple of decades, maritime trade and
economics have shown a continuous increase that was only
coupled with the growth of the number of containers
transported around the world; therefore more container
terminals were necessary to be established to cope with this
increase. A port usually consists of one or more container
terminals and thus is considered a complex system in which
many entities interact to accomplish seamless handling of
containers. Operations research and mathematical
algorithms can provide near optimal solution for problems
that are usually faced in container terminal, while
simulation can be a useful tool to assist in predicting the
behavior of the system and its performance under
unforeseen circumstances as well as to study possible
modifications to the components of the port system. The
purpose of this work is to develop a testable maritime
container terminal discrete event simulation model in order
to create a unique platform where various optimization
algorithms can be implemented, tested and applied in order
to improve activities and reduce cost in a container
terminal.
This work will be concerned specifically with new port
of Doha. A new port is being established in Doha Qatar, to
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be compatible with the continuously growing trade in that
area. This container terminal is located in Western Asia on
the coast of the Arabian Gulf. It is still under construction;
however, the first terminal is expected to be functioning in
2016. Two more terminals are expected to launch in several
succeeding years. The simulation-optimization model
constructed in this work will be put into effect and the
relevant results of the simulation will be collected and
analyzed. Furthermore, output analysis will be performed to
create a foundation for design operations and inferring
relevant information and drawing conclusions.
2. RELATED WORK
In order to create an understanding of what the scholars
have already accomplished in these areas and to construct a
platform to extract related techniques and useful insights,
they will be introduced and discussed in this chapter.
Legato et al. [1] in 2014 in Italy, created a simulationoptimization model to solve the berth allocation problem.
They created a framework by inserting a simulation engine
in an optimization algorithm, where they created two
separate two levels models, a tactical level model and an
operational level model. They integrated the first model as a
mathematical programming formulation and the second
model as a discrete event simulator. They also used
simulated annealing for their optimization model.
Their objective was to create a special model where it
is possible to manipulate any tactical solution returned for
the berth allocation problem, when in some cases things are
not going according to plan in the operational level.
In 2013, He et al. [2] proposed an integer programming
model based on the rolling horizon approach to improve the
traffic affectivity of a port. Where they proposed creating
an approach where internal trucks are shared among
multiple container terminals located close to each other.
Their objective was to minimize the total transferring
cost and the over-all flow of workloads and operations of
all terminals during all times. They used genetic algorithm
to be able to search for solutions, whereas the simulation
model will execute the rolling horizon approach, evaluate
and repair solutions. They used random data to validate
their proposed simulation optimization method, which
provided good solutions in good timeframe. They also
concluded that the total cost obtained from their proposed
method is considerably lower than the obtained cost.
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In 2012, Nguyen et al. [3] conducted their research on
solving the vehicle dispatching problem under uncertainty
in container terminals in a dynamic environment, where
they created a mixed integer programming algorithm that
can adopt to the dynamic changes in the container terminal.
Then they used Plant simulation model to evaluate their
proposed heuristic algorithm (LADP-un) under uncertainty.
They compared the performance of their heuristic
algorithm under uncertain travel times LADP-un with a
greedy algorithm for the deterministic traveling times
(LADP-de), and concluded that under the LADP-un
algorithm, the results performed better in vehicles’
throughput and the total delay time of quay cranes.
3. METHODOLOGY
Most container ports operate in similar manner, or at least,
are composed of common components. A hybrid platform
that can be tailored to any port will, therefore, be of great
benefit. This will be approached using simulationoptimization, which will aid in constructing different
optimization scenarios within the simulation model and
testing their outputs without making any changes to the real
system and without costing the port authorities any money.
The work presented in this work introduces a
methodology for developing a discrete event simulation
model using the simulation software Arena to model a
container terminal and can also be utilized to study the
impact of applying different optimization algorithms and
heuristics on the flow of incoming and outgoing containers
and resources in the terminal.
Arena combines a user friendly interface found in the
high level simulators with the flexibility of the simulation
specific programing, and it can also be used with the
general purpose languages like Microsoft Visual Basic and
C programming [7]. The core of Arena is the SIMAN
simulation language; Arena is also compatible with
Microsoft components and allows the user to import
drawings, images, and 3D models.
Arena software also includes multiple helpful tools
such as the Input Analyzer, the Output Analyzer, and the
Process Analyzer. The Arena Input Analyzer can fit the
most suitable distribution and its parameters to an existing
set of data. The Arena Output Analyzer compares multiple
systems, creates confidence interval and determines warm
up periods to reduce initial biases and it also performs
correlation analysis. The Arena Process Analyzer, aids
with what-if scenarios management and analyzing results
[8].
Arena provides simulation modeling animation on its
workspace including simple graphics like the entity flow,
queue lines and the status of a resource. The latest version
of Arena provides a more advanced visualization capability

as its Visual Designer is a well-constructed 3D animation
tool.
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ABSTRACT

This ongoing study focuses on the vehicle headway
distributions to better understand the factors that impact
driving behavior inside a tunnel using data collected from
Hampton Roads Bridge Tunnel (HRBT), Norfolk, Virginia.
Vehicle Headway is an important parameter to understand
traffic characteristics and drivers’ behavior under different
traffic conditions. It is a traffic variable which measures the
temporal space between two consecutive vehicles. More
specifically, it is the time difference between arrivals of a
leading vehicle and it’s following vehicle at a specified
point [1]. Previous literatures have explored the impact of
different traffic parameters (speed, volume) on vehicle
headway distributions [2, 3]. Also, previous studies
investigated the impact of external factors, such as, lane of
travel, weather, the leading-following vehicle type etc. on
vehicle headway distribution [2, 4, 5, 6]. However, all these
studies utilized the traffic data collected from freeway
which make these studies limited to only freeway traffic
operations. This ongoing study explores the headway
distribution of vehicles traveling through HRBT and
investigates the factors impacting the headway distribution
between different lanes. HRBT is an underwater tunnel
with two lanes in each direction with heavy vehicles
restricted to the right lane. The difference in driving
conditions between HRBT tunnel and freeways, i.e.,
covered section compared to open section, heavy vehicle
lane restriction, lane change prohibition etc., makes intervehicle interactions in the tunnel different than freeway
inter-vehicle interactions. Thus the result of the study is
believed to be beneficial to better understand the traffic
characteristics and drivers’ behavior under tunnel driving.
The data set used in the study is obtained from HRBT from
the time period of June and July, 2014. Comparison
between the headway distribution of the right lane, which
contains the mixed traffic and the left lane, which contains
passenger car-only traffic, is done employing Welch t-test
and Mann-Whitney U test. The results indicated that
headway distribution in mixed traffic lane (noted as lane 1)
is significantly different from that of passenger-car only
lane (noted as lane 2). Vehicles traveling at the mixed
traffic lane tend to keep larger headways than that of
vehicles at car-only lane. The reason behind this
observation might be due to the fact that drivers try to keep
larger headways while driving behind a heavy vehicle. In
order to further explore if that was the case, 5- minute time
intervals of traffic stream are found in which the mixed
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traffic stream lane contained passenger cars only. A total of
31, 5-minute time intervals have been found in which no
heavy vehicle were present in the stream. Among them, 28
time intervals are from time periods when there is no
congestion in the tunnel (the average hourly traffic volume
is 540 and 696 in passenger car-only and mixed stream lane
respectively). The rest 3 time intervals are from time period
with congestion inside the tunnel ((the average hourly
traffic volume is around 1356 and 1620 in passenger caronly and mixed stream lane respectively). The Figure 1
shows the headway distribution between the car-only lane
(lane 2) and mixed stream lane (lane 1) during no
congestion traffic condition. Figure 2 shows the headway
distribution between the car-only lane (lane 2) and mixed
stream lane (lane 1) during congested traffic condition. The
results from the analysis are presented in Table 1. The
preliminary analysis using Welch t-test indicated that
during no congestion condition, headway distribution from
only 4 time intervals are significantly different for
passenger car-only lane and mixed traffic lane. Using
Mann-Whitney U test, headway distributions for only 5 non
congested time intervals among the 28 time intervals are
found significantly different. To the contrary, among the 3
congested time intervals, headway distribution from 2 time
intervals are found significantly different for passenger caronly lane and mixed traffic lane by both Welch t-test and
Mann-Whitney U test. The results give further view of the
reason behind the headway distribution differences between
the two lanes. One obvious reason is the absence of heavy
vehicle which results the two lane acting as passenger-car
only stream. Another implication can be obtained by
looking into the time of the day when the heavy vehiclefree time intervals are found. Since the time intervals with
non-congested traffic are found during off peak hours
(during weekdays after 7 pm at night or during weekend at
around 8 to 9 am in the morning), there is usually less
heterogeneity of drivers in the drivers’ pool. This might
result into no significant difference into headway between
the two lanes. On the other hand, the time intervals with
congested traffic condition were found during peak hours
(during weekdays around 4 to 6 pm). Due to the presence of
more heterogeneity of drivers in the drivers’ pool during
peak hours the headway distribution might be different
between the two lanes even if there is no heavy vehicle
present in the streams. Previous literature supported this
reasoning by indicating that older drivers tend to stay in
right lane and keep longer headways [7]. . It is to be
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mentioned that, the results presented in here are from a
small sample size and does not necessarily implicate
conclusive findings.

The ongoing work will focus more into understanding the
factors behind the difference in headway distributions
between two lanes in the tunnel with larger sample sizes.
Also the difference between traffic parameters inside the
tunnel and on the freeway will be compared to explore the
impact of tunnel environment on driving behavior.
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Figure 2. Headway distribution of mixed traffic lane (lane
1) and passenger car-only lane (lane 2) during congested
traffic condition.
Traffic
condition

Sampl
e Size

Carfollowing-car
headway
distributions
Sig.
Diff.
between lane
1 and lane 2
(welch t- test)

Car-following-car
headway distributions
Sig. Diff. between lane 1
and lane 2
(Mann–Whitney U test)

No
congestion

28

4

5

Congestion

3

2

2

Table 1. Preliminary results of Headway distribution of
mixed traffic lane (lane 1) and passenger car-only lane (lane
2) during different traffic conditions.
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ABSTRACT
Endotracheal intubation (ETI) procedural success is commonly
used as a measure of intubation proficiency and can be used as a
measure of quality in pre-hospital medicine. Prehospital ETI
success rates are highly variable ranging from 33% to 100% across
EMS systems in the United States. This variability has been
attributed to system factors, patient factors, as well as, paramedic
skill and experience. In this extended abstract, we describe a study
to develop a valid and reliable model, based on Donabedian’s
conceptual framework, predicting pre-hospital ETI success.
1. INTRODUCTION
ETI is one of the most critical skills performed by
paramedics and has been advocated since the early 1970s as a
method to improve the care of critically ill patients in the pre-hospital
setting [Pepe et al.1985]. Pre-hospital ETI, the insertion of a
breathing tube into the trachea by EMS personnel prior to arrival at
the emergency department, is regarded as one of the most
important EMS procedures Pre-hospital ETI is attempted in
426/100,000 of 9-1-1 calls where EMS is activated [Diggs et al.
2014]. Pre-hospital ETI success rates are highly variable ranging
from 33% to 100% across EMS systems in the United States
[Bulger et al. 2007]. This variability has been attributed to system
factors, patient factors, as well as, paramedic skill and experience
[Warner et al. 2010]. Previous investigative efforts have identified
factors associated with successful pre-hospital ETI. However,
because the preponderance of evidence was generated by studies
utilizing retrospective single-service designs, the generalizability of
findings is limited. Furthermore, most researchers used univariate
methods to examine possible predictors – they did not quantify or
control for the concurrent effects of multiple factors [Carlson et al.
2012; Davis et al. 2005; Denver Metro Study Group 2008; Doran et
al. 1995; Garza et al. 2003; Helm et al. 2006; Tam et al. 2009;
Wang et al. 2001]. Thus, there is only a limited understanding of
how multiple factors (considered in a single sample) affect prehospital ETI success. Questions have arisen about pre-hospital ETI
due to concerns regarding both safety and efficacy. Some even
advocate abandoning this procedure in favor of alternate methods
of invasive or noninvasive respiratory support.
A better
understanding of factors associated with pre-hospital ETI success
would help to determine where to target limited resources for
purposes of enhancing paramedic performance and the quality of
medical services provided to EMS patients.
We propose to construct two valid and reliable models for
purposes of predicting the factors associated with pre-hospital ETI
success using Donabedian’s conceptual framework to guide the
research. One model will incorporate data retrieved from the largest
national aggregate of EMS data currently available – the National
Emergency Medical Services Information System (NEMIS) 2013
data set. This model will be compared to a second model which will
incorporate 2013 State-based EMS data. We will use data from
one State in each of the nine U.S. census regions including Maine,
New Jersey, Illinois, Nebraska, Virginia, Alabama, Arkansas, Utah,
and Hawaii. According to Donadedian, the information from which
inferences about the quality of care can be drawn can be classified
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Old Dominion University
2150 Health Sciences Building,
Norfolk, VA 23529
ktufts@odu.edu

under three categories: “structure”, “process” and “outcome”
[Donabedian 1966; Donabedian 1980]. Structure denotes the
setting where medical care takes place. Setting attributes include
the attributes of material resources, human resources, and
organizational structure [Donabedian 1988]. Process denotes what
is done in giving and receiving care. It includes both practitioner
and patient activities [Donabedian, 1988]. Outcomes are the end
result of medical care and can include intermediate outcomes such
as physiologic or biochemical values which precede and may lead
to longer-range end results [Donabedian 1980]. Structure directly
affects setting which directly affects outcome [Donabedian 1966]. In
the models, system, provider, and patient characteristics are
proxies for structure. Process will be denoted by management of
care. Pre-hospital ETI is the outcome.
2. METHODS
2.1 Study Design
The Institutional Review Board at Old Dominion
University approved this exempt research study. This retrospective
exploratory study will utilize emergency medical services data from
NEMSIS and nine states for the one year period January 1, 2013 to
December 31, 2013.
2.2 Study Sample
The sample will consist of all providers who performed
pre-hospital ETI and all patients who received pre-hospital ETI and
were recorded in the NEMSIS and state databases for the one year
period, January 1, 2013 to December 31, 2013.
2.3 Data Analysis
Data pre-processing techniques which refer to the
addition, deletion, or transformation of data will first be performed
on the data set in STATA 13. The NEMSIS data set contains over
20 million EMS activations. A subset of data containing only
activations involving orotracheal intubations (ICD-9 code 96.040)
will first be selected from the procedures table. The subset of data
will be checked for duplicates across all variables in the procedures
table including number of attempts (E19_05) and successes
(E19_06). Duplicate records of events will be removed from the
subset data. A similar process of data cleaning will be performed in
the events table, derived table, and geocode table. For each of the
data sets, only necessary variables will be retained. The subset of
data will then be merged by event ID, a unique key for each EMS
event, with the events table, derived table, and geocodes table to
obtain a set of necessary variables. Descriptive statistics including
frequency distributions for grouped data or categorical variables, the
central tendency (mean, median, and mode) and dispersion (range
and standard deviation) of continuous variables will be tabulated.
Some of the variables contain the field values -25 (not available), 20 (not recorded), -15 (not reporting), -10 (not known), and -5 (not
available). These field values will be recoded as missing data.
Data will then be transferred to R version 3.1.1statistical software
for performing complex statistical analyses. Descriptive statistics
will again be performed in R to verify the results obtained in STATA.
Tables and figures that display descriptive statistics will be created
for each variable. Missing data will be diagnosed using the multiple
imputation package in R.
Data will be imputed using the
appropriate technique after running diagnostics.
Descriptive
statistics will be run again.
Data will be split using random sampling based on the
outcome to create the testing and training sets of data [Kuhn, 2013].
In this case, fifty percent of the data will be used for model training
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and the other fifty percent of the data will be used for evaluating
model performance. Descriptive statistics will be run on the testing
and training sets of data.
The outcome is pre-hospital ETI success, a binary
categorical variable coded 0 or 1. To determine if the categorical
predictors are related to our binary outcome, pre-hospital ETI
success, we will use Pearson’s chi-square tests. Pearson’s chisquare tests determine if there is a significant association between
the categorical variables [Field, Miles, and Field, 2012]. For
continuous predictors, there must be a linear relationship between
the continuous predictor and the logit transformation of the
dependent variable. To check this we will use the Box-Tidwell test
[Box and Tidwell, 1962; Fox, 2008].
Backward stepwise logistic regression will be performed
between process and outcome variables due to the binary
categorical response outcome. Backward stepwise regression was
chosen because forward selection is more likely to exclude
predictors involved in suppressor effects and runs a higher risk of
making Type II error [Field, Miles, and Field, 2012]. Multinomial
logistic regression will be performed between structure and process
measures [Field, Miles, and Field, 2012]. Multicollinearity could
become a problem in the model if predictors are too highly
correlated. Multicollinearity will be checked using tolerance and
Variance Inflation Factors (VIF) statistics [Field, Miles, and Field,
2012].
Cross-validation will be conducted to assess how the
results of the statistical analysis will generalize to an independent
data set. The training set will be used to create the model. The
testing set will be used to test the model to determine how accurate
it predicts [Kuhn, 2013].
3. RESULTS
Two multivariate models, one national model and one state model,
will be developed and compared.
4. DISCUSSION
Pre-hospital endotracheal intubation is a procedure where
opportunities for adverse events are numerous. ETI is the most
prominent and invasive form of airway management. ETI is the
insertion of a plastic breathing tube through the mouth, between the
vocal cords, and into the trachea. Optimal and controlled delivery of
oxygen is provided to the patient as ETI provides a direct conduit to
the lungs [Danzl, 2000]. A valid and reliable model predicting ETI
success would help to determine where to target limited resources
for purposes of enhancing paramedic performance and the quality
of medical services provided to EMS patients.
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Abstract
We present an Image-To-Mesh Conversion method for building a realistic biomechanical model particularly targeted for
surgical simulations. Our implementation generates tetrahedral meshes that conform to the physical boundaries of multilabel segmented images. Our approach, initially creates a
Body-Centered Cubic (BCC) lattice that is a coarse approximation of the object boundaries, and then subdivides the
lattice using a red-green refinement strategy that guarantees
the high quality of the new elements. In a later step, our
method deforms the lattice surfaces to their corresponding tissue boundaries using a point-based registration scheme. As a
result, the final mesh is smooth and accurately represents the
object boundaries allowing a faithful response of the biomechanical properties of the tissues involved in a surgical simulation. Besides, the generated mesh is adaptive with smaller
elements in areas where more detail is desired and larger
elements in the remainder of the image regions. We evaluate our method qualitatively and quantitatively on isotropic
and anisotropic segmented volumetric images. The described
implementation will be available within two popular open
source software: the 3D Slicer for visualization and image
analysis, and the SOFA framework for real-time medical simulations.

1. INTRODUCTION
Mesh generation of medical images is necessary for biomechanical surgical simulation of the brain tissue deformation
[10, 15, 14], and other applications like intra-operative nonrigid registration [8, 9, 7]. Although numerous mesh generation methods have been described to date, there are few
which can deal with medical data input [5, 2]. Even fewer
algorithms have been implemented and evaluated. Software
packages that can produce high quality meshes are usually
commercial [3, 1].
Mesh generation for medical imaging applications is complicated by the absence of the precise description of the object geometry, which is required by most of the traditional approaches to mesh generation. A robust Image-To-Mesh Conversion method has to satisfy the following requirements: (1)

it should work directly with medical data (segmentations or
greyscale images); (2) meshes must conform to the region of
interest and have good quality (e.g., we can use the minimal
dihedral angle of a tetrahedron to evaluate its quality); (3) the
algorithm should be capable of producing adaptive meshes;
(4) simulation procedures require the algorithm to be very
fast.
Some groups [4, 12] presented multi-tissue mesh generation methods based on a Delaunay refinement. However, elements with small dihedral angles (slivers) are likely to occur in Delaunay meshes because elements are removed only
when the radius-edge ratio is large. Their dihedral angle quality is completely ignored.
Others [16] presented an octree-based method to generate
tetrahedral and hexahedral meshes. This method first identifies the interface between two or more different tissues and
non-manifold vertices on the boundary. Then, all tissue regions are meshed with conforming boundaries simultaneously. Finally, edge contraction and geometric flow schemes
are used to improve the quality of the tetrahedral mesh.
In this paper we present an Image-To-Mesh Conversion
method based on [13, 11], suitable for surgical simulation
of highly deformable bodies and anatomical modeling of
complex structures like brain Arteriovenous Malformations
(AVM).
Our implementation covers a suitable bounding box of the
object with a uniform Body-Centered Cubic (BCC) lattice.
Next, it subdivides the lattice using a red-green refinement
scheme to regularly (red) split any tetrahedra where more
resolution is required, and then irregularly (green) split any
tetrahedra in such a way to restore the mesh to the state of
being a valid simplicial complex. Once the refinement procedure is complete, the topology of the candidate mesh is finalized, and the tetrahedra which are completely outside of
the object are discarded. The obtained BCC mesh has a guaranteed quality (minimum dihedral angle equal to 30Æ ), however, it is not an accurate approximation of the image boundaries, and it is not smooth. For those reasons, the surfaces of
the BCC mesh are iteratively deformed to their corresponding
image boundaries using a customized point-based registration
scheme. The mesh after the deformation: (1) accurately conforms to the image boundaries, (2) is non-uniform (adaptive),
and (3) is smooth allowing a certain degree of visual reality
during a surgical simulation. Next, we will describe the basic
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steps of the method and present evaluation results from volumetric isotropic and anisotropic multi-label segmented data.

2. METHOD
Our approach requires a multi-label segmented image as
input, in which label zero denotes the background, and positive integers indicate different tissues. The image can have
uniform (isotropic) or non-uniform (anisotropic) spacing. Our
implementation consists of two steps: (1) BCC mesh generation and refinement, and (2) Mesh deformation.

2.1. BCC mesh generation and refinement
This step initially creates a homogeneous BCC lattice and
then refines the tetrahedra that cross the physical boundaries
of the image. The lattice is refined until the desired fidelity
(Table 2) is reached. The higher the fidelity, the larger the
mesh.
The BCC lattice is an actual crystal structure ubiquitous
in nature. It is highly structured and easily refined before or
during the simulation [13]. The vertices of the BCC grid are
points of two interlaced grids like the blue and the green in
Figure 1(a). The edges of BCC lattice consist of edges of the
grid and additional edges between a vertex and its eight nearest neighbors in the other grid. The parameter BCCsize (Table
2) determines the distance between the vertices of the BBC
grid.
The BCC refinement is performed by a red-green strategy. Initially, all BCC lattice tetrahedra are labeled with a red
color. A red tetrahedron can be subdivided into eight children
(1:8 regular refinement), and each child is labeled with a red
color, as shown in Figure 1(b). There are three choices for
the internal edge of the tetrahedron. If the shortest one is selected, the resulting eight child tetrahedra are exactly the BCC
tetrahedra except the size is one half of the original BCC. So,
the quality of the refined mesh can be guaranteed using this
red (regular) subdivision. The red subdivision will lead to Tjunctions at the newly-created edge midpoints where neighboring tetrahedra are not refined to the same level. To remove
the T-junctions, a green (irregular) subdivision, including the
three cases depicted in Figure 1(b), is performed.
In a multi-label image, a tissue is defined by a set of voxels
with the same intensity. Heuristically, the closer the surface
of a sub-mesh is to the boundary of a tissue, the more voxels of the tissue are located in the sub-mesh, and the more
voxels with the same label this sub-mesh has. To quantitatively evaluate the similarity between the sub-mesh and the
tissue region, we define the voxel set S1 : all voxels in the submesh, and S2: all voxels in the tissue region. S1 \ S2 defines
the point set shared by the sub-mesh and the tissue region. We
expect the common region to be similar with the sub-mesh
and the tissue region. We use the ratio F1 = S1jS\Sj 2 to measure
1
the similarity between the common region and the sub-mesh,

and F2 = S1jS\Sj 2 to measure the similarity between the com2
mon region and the tissue region. So, the refinement criterion
can be defined as:
Refine the mesh if: F1 < F or F2 < F

(1)

where F 2 (0; 1℄ is the input fidelity listed in Table 2. In the
case where the resolution of the input image is very low or the
size of the element is very small compared to the voxel size,
the number of the voxels inside an element might be zero.
For this reason, up-sampling is performed automatically if no
voxels are detected in a tetrahedron. To improve the performance, we do not perform up-sampling in the whole image,
but restrict it to the bounding box of the tetrahedron.

(a) An example of a BCC lattice. The blue and green
edges illustrate the two interlaced grids. The eight red
edges lace the two grids together.

(b) Red-Green refinement.

Figure 1. BCC lattice generation and refinement. The figures come from [13].

2.2. Mesh deformation
The produced BCC mesh consists of nicely shaped elements. However, it does not provide a certain degree of visual reality during a surgical simulation, because first, it is
not an accurate approximation of the image boundaries, and
second, it is not smooth. This step overcome those problems
by deforming the surfaces of the mesh to their corresponding
physical image boundaries.
The mesh deformation is facilitated by a point-based registration algorithm performed between two point sets: a source
and a target point set. The source points are the surface
verices of the BCC mesh. The target points are the edge points
in the multi-label image. We obtain the target points using a
Canny edge detection filter [6]. The non-connectivity parameter (Table 2) avoids the selection of target points that are too
close to each other and determines the density of the point
set. Four patterns are available: vertex, edge, face, and no
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non-connectivity (Figure 2). The vertex pattern extracts fewer
target points from the image while the no non-connectivity
pattern extracts the maximum possible number of points. The
larger the number of target points, the more computationally
intensive the registration.
The mesh deformation is iterative. The larger the number
of iterations, the smoother the mesh. The number of iterations
is determined by the user (Table 2). Our experimental evaluation shows that typically, up to ten iterations are adequate to
make the mesh look visually appealing. Figure 3 depicts an
example of a nidus mesh during deformation.
At iteration i of the mesh deformation step, for each source
point, its potential correspondence target point is located in
the neighborhood of the source point. Then a biomechanical
model is built from mesh i, the computed matching displacements are applied to the model, and a linear system of equations is solved to compute the displacements on the vertices
of the mesh i. In the next iteration, the coordinates of the deformed source points at iteration i + 1 are used to compute
the correspondence between the source and the target point
set. The biomechanical model is built from mesh i + 1, and a
new linear system of equations is solved. The registration algorithm that drives the mesh deformation is developed within
the ITK1 framework. A non-ITK version of this method was
previously described at [11].

(a) Image

(b) Vertex

(c) Edge

(d) Face

(e) No

Figure 2. Non-connectivity patterns (vertex, edge, face, and
no non-connectivity) for the extraction of the target points
from the multi-label image.

(a) i = 0

(b) i = 3

(c) i = 7

(d) i = 10

Figure 3. A nidus mesh during the deformation step. Iteration i = 0 corresponds to the un-deformed BCC mesh.
Figure 4 illustrates the scene graph of a SOFA simulation;
our plugin (CBC3D) generates a tetrahedral mesh and a visual
model of the mesh is created by mapping the output tetrahedral topology to the surface triangles topology. Figure 5 depicts the output tetrahedral visual model in SOFA’s viewer.
Currently, our CBC3D plugin is used for the development of an interactive simulator4 for neurosurgical procedures in SOFA, involving vasculature Arteriovenous Malformation (AVM). The development consists of anatomical modeling and volumetric meshing of vascular structures,
combining a FEM biomechanical modeling with fluid simulation; coupling collision detection and response with haptic feedback; and integrating GPU-based implementations for
real-time simulation. Figure 6 depicts some steps of the interactive simulator.
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3. SOFTWARE INTEGRATION
The described implementation will also be available within
the open source SOFA2 and Slicer3 software.

3.1. SOFA Plugin
SOFA is an open source framework primarily targeted at
real-time medical simulations. Our Image-To-Mesh Conversion plugin is actually a shared library, loaded at runtime by
SOFA. The purpose of the plugin architecture is to allow the
developers to add their own components into SOFA, without
having to integrate them into the heart of SOFA directories.
1

http://www.itk.org/
2 http://www.sofa-framework.org/
3 http://www.slicer.org/
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Figure 4. Scene graph of a SOFA simulation that uses the
Image-To-Mesh Conversion plugin (CBC3D).

3.2. 3D Slicer Extension
The 3D Slicer is an open source software package for visualization and image analysis. The Slicer software supports
4 Partnership between Kitware Inc.; the Center for Modeling, Simulation and Imaging in Medicine (CeMSIM) at Rensselaer Polytechnic Institute
(RPI); the Departments of Computer Science and Neurosugery at the University of North Carolina (UNC); and Old Dominion University (ODU).
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Figure 5. Visual model of the output of the CBC3D plugin,
visualized in SOFA.

Case 1: A brain with a tumor (nidus).
Case 2: A brain with a set of ventricles.
Case 3: A brain with an Arteriovenous Malformation
(AVM).

Table 1 lists some of the image properties. Case 1 is
anisotropic and cases 2-3 are isotropic. Table 2 lists the input
parameters for the experiments. We chose a BCC lattice spacing that is approximately 8-10 times the image spacing. The
mesh fidelity 2 (0; 1℄ is set equal to 0:95 for a more accurate
representation of the tissue boundaries. The non-connectivity
and the number of iterations are set equal to the face pattern
and ten, respectively, for smoothing the mesh within a reasonable amount of time. Figures 7(a)-7(b), 8(a)-8(b) and 9(a)Table 1. The volumetric labeled image data of this study. x:
axial; y: coronal; z: sagittal.

Case

(a) AVM Pathology

(b) AVM model

1
2
3

Image spacing
spx  spy  spz (mm)
0:86  0:86  0:73
1:00  1:00  1:00
0:88  0:88  0:88

Image size
sx  sy  sz (voxels)
256  256  185
240  240  134
256  256  104

Table 2. The input mesh parameters for all the experiments.

(c) Cautery tool

(d) Collision detection

Figure 6. Interactive simulator for neurosurgical procedures in SOFA involving a brain Arteriovenous Malformation
(AVM). The simulator uses the CBC3D plugin to generate
the volumetric meshing of the vascular structures. Courtesy
of Kitware Inc.
different types of extensions which can be built outside of
the source tree and bundle together one or more modules.
Currently, a single-tissue Image-To-Mesh Converion extension5 is available in Slicer. We are planning to integrate the
presented multi-tissue version soon. All of the available extensions can be downloaded from the Slicer server using the
Extension Manager6.

4. RESULTS
We evaluated our method on three volumetric multi-label
segmented images:
5
http://www.slicer.org/slicerWiki/index.php/Documentation/Nightly/
Extensions/CBC 3D I2MConversion
6 https://www.slicer.org/slicerWiki/index.php/Documentation/Nightly/
SlicerApplication/ExtensionsManager

Parameter
BCCsize
Fidelity
Non-connectivity
NumIterations

Value
8
0.95
face
10

Description
grid spacing in mm
fidelity to tissue boundaries
pattern for the target points extraction
iterations for the mesh deformation

9(b) depict cross sections of the generated tetrahedral meshes
for cases 1, 2, and 3, respectively. In the cross sections, we
show the conformity between the brain sub-mesh (green) and
the other sub-mesh (red) by visualizing them simultaneously.
Generally, our method guarantees the conformity between an
arbitrary number of sub-meshes.
Figures 7(c), 8(c), and 9(c), depict the conformity of the
mesh surfaces to the physical boundaries of the image. White
and gray represent the different image labels. The green line
represents the intersection between the brain sub-mesh and
the image slice. The red line represents the intersection between the other sub-mesh and the image slice. We depict the
Image-To-Mesh conformity on three different image slices:
axial, sagittal, and coronal. According to Figures 7(c), 8(c),
and 9(c), the multi-tissue meshes are an accurate representation of the multi-label image boundaries.
Table 3 presents some quantitative results of this study. The
complex brain-AVM geometry requires a larger number of elements (about 1.2 million) to satisfy the input fidelity (0:95),
compared to the other two cases. Currently, our implementation guarantees a minimum and a maximum dihedral angle
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only for the BCC mesh generation-refinement step. Because
of the nature of the BCC lattice and its specific red-green refinement procedure, the generated BCC mesh has a superior
quality, with a minimum and a maximum dihedral angle equal
to 30 and 116.5 degrees, respectively. On the other hand, our
method does not provide any angle guarantees for the mesh
deformation, thus it deforms the tetrahedra located nearby the
image boundaries in favor of a better Image-To-Mesh conformity and a smoother mesh surface. We are planning to bound
the angles of the mesh deformation step in the future.
Table 4 presents some performance results. Our sequential
implementation can generate and refine a BCC mesh consisting up to about 1.2 million tetrahedra in less than 3 minutes.
The mesh deformation step is the most computationally intensive and a smaller number of iterations or a different nonconnectivity pattern can drastically reduce the execution time.
In the future we will parallelize both steps of our method in
order to provide suitable, realistic tetrahedral meshes appropriate for surgical simulations, in real-time.

(a) Sagittal cross section.

Table 3. Quantitative evaluation results.
Case
1
2
3

# Tetrahedra
497928
541943
1222551

# Vertices
88907
95801
257570

Min dihedral angle
0:22Æ
11:19Æ
0:20Æ

Max dihedral angle
179:66Æ
166:18Æ
179:68Æ

(b) Axial cross section.

Table 4. Performance results (in seconds). The experiments
conducted in a workstation with 8 Intel i7-2600@3.40 GHz
CPU cores and 16 GB of memory.
Case
1
2
3

BCC generation-refinement
42.53
20.49
157.01

Mesh deformation
236.77
173.79
838.55

Total
283.63
198.82
1006.47

5. SUMMARY AND CONCLUSION
We presented an Image-To-Mesh Conversion method for
realistic anatomical modeling of complex brain structures and
surgical simulations. Our method is a heuristic, which is using
implicit representation of the object as input, and produces a
tetrahedral mesh specifically suited for applications that exhibit high deformation. Our approach, initially generates a
structured BCC mesh from a multi-label segmented image.
Then it refines the mesh using a red-green subdivision strategy that guarantees the high quality of the produced elements.
In a later step, it deforms the surfaces of the BCC mesh to
their corresponding physical image boundaries.
The produced mesh: (1) is adaptive, with smaller elements in areas where more detail is desired (tissue boundaries/interfaces) and larger elements in the remainder of the
image regions, (2) it accurately approximates any complex
image boundaries, allowing a faithful, realistic response of

(c) Image-To-Mesh (brain-nidus) conformity, shown in axial (left),
sagittal (middle), and coronal (right) slices. The green line represents the intersection between the brain surface mesh and the brain
boundary in the image slice. The red line represents the intersection
between the nidus (interior) surface mesh and the nidus boundary in
the image slice.

Figure 7. Brain-nidus mesh (case 1). Number of tetrahedra:
497928.
the biomechanical properties of the tissues involved in a simulation, and (3) is smooth, providing a certain degree of visual
reality during a surgical simulation.
In the future, we will incorporate multiple fidelities in the
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(a) Sagittal cross section.

(a) Sagittal cross section.

(b) Coronal cross section.

(b) Axial cross section.

(c) Image-To-Mesh (brain-ventricles) conformity, shown in axial
(left), sagittal (middle), and coronal (right) slices. The green line
represents the intersection between the brain surface mesh and the
brain boundary in the image slice. The red line represents the intersection between the ventricles (interior) surface mesh and the ventricles boundary in the image slice.

(c) Image-To-Mesh (brain-AVM) conformity, shown in axial (left),
sagittal (middle), and coronal (right) slices. The green line represents the intersection between the brain surface mesh and the brain
boundary in the image slice. The red line represents the intersection
between the AVM (interior) surface mesh of the AVM boundary in
the image slice.

Figure 8. Brain-ventricles mesh (case 2). Number of tetrahedra: 541943.

Figure 9. Brain-AVM mesh (case 3). Number of tetrahedra:
1222551.

mesh refinement step (e.g. different fidelity value for each tissue), and we will provide bounds for the minimum and maximum dihedral angles after the mesh deformation. Aditionally,

we will parallelize our method to generate suitable tetrahedral
meshes appropriate for surgical simulations in real-time.
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Abstract
Cardiac Purkinje cells (PCs) form a specialized electrical
conduction system which is vital for maintaining proper heart
rhythm. Any abnormalities in PCs could lead to electrical
disturbances in heart rhythm, called arrhythmias. In this
study, we developed a morphologically realistic biophysical
numerical model of a PC and utilized it to obtain useful
insights into the role of cytosolic calcium (Ca) transients in
electrical characterization of PCs.
1.

where c is intracellular calcium concentration, DCal is
longitudinal diffusion coefficient, DCar is the radial diffusion
coefficient, JCa is calcium flux, and βi(c) represents calcium
buffers.

INTRODUCTION

Cardiac Purkinje system forms the electrical conduction
system in the ventricles, bottom chambers of the heart, and is
crucial for synchronized contraction of ventricles to maintain
heart rhythm. It has been thought to play a pivotal role in
initiation and maintenance of life threatening ventricular
arrhythmias [1]. Experimental studies have shown that HisPurkinje system is a major source of focal activations that
initiated arrhythmia [2][3], however the exact mechanisms
are poorly understood. Purkinje cells are morphologically
and electrophysiologically different from the ventricular
myocytes (VMs). PCs are devoid of t-tubules which leads to
a rather distinct calcium homeostasis where calcium ions
have to diffuse through the cytoplasm to reach the
sarcoplasmic reticulum (SR) before they trigger calciuminduced-calcium-release (CICR)[4]. In this study we used
realistic computer models of PC to study the effects of
calcium transients on action potential (AP) for better
understanding the mechanisms of increased propensity to
electrical abnormalities in PCs.
2.
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Figure 1: Schematic of the PC model. PC is divided into 10
compartments along its length, with individual Ca dynamics.

In our PC model shown in figure 1, threshold value for the
first SR compartment was set to 0.3 µM and others to 0.45
µM to initiate a CWW.
3.

RESULTS

Our model was able to reproduce PC AP characteristics as
recorded experimentally [3] by adjusting value of D Ca to 7
µm2/ms (control case).

METHODOLOGY

A detailed biophysical model of a murine Purkinje cell was
developed by modifying formulations of Vaidyanathan et al.
[5]. The PC is assumed to be cylindrical in shape with length
129 µm, and diameter 8 µm [5] with a centrally located SR.
The model consists of biphasic calcium transients [6]
characterized by two components of cytosolic Ca diffusion:
a) radially propagating wavelets between sarcolemma (SL)
and SR, and b) longitudinally propagating cell-wide wave
(CWW) maintained by local CICRs. A two dimensional
diffusion process was formulated as below.

Figure 2: Propagation of Ca transients in PC model. (A)
Propagation from SL to SR. (B) Initiation and propagation of
CWW through SR1. (C), (D) Propagation of CWW along cell
length
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The two components of Ca wave propagating in our model
are shown in Figure 2. During AP, Ca ions enter the cell via
sarcolemmal Ca channels (ICaL and ICaT) initiating the radial
wavelets from SL towards the core (Figure 2-A). These
wavelets trigger CICR in the first SR compartment (Figure
2-B), initiating a CWW which propagates through the other
SR compartments thereby triggering multiple CICRs (Figure
2-C&D)
(A)

(B)

Figure 3: Simulated results.(A) APs for different DCa- Plateau
affected (B) Ca concentration reaching at SL for different DCa

The role of cytosolic Ca diffusion on AP morphology was
studied by systematically varying DCa from 5 to 15 μm2/ms.
Figure 3-A shows that slow diffusion velocity (DCa=5
µm2/ms) resulted into suppressed AP plateau, whereas faster
diffusion velocity (DCa=10-15 µm2/ms) resulted into more
pronounced plateau. Furthermore it was observed that the Ca
concentration in the sub-SL region varied for varying DCa
(figure 3-B).
(A)

(B)

reactivation of INCX contribute to the prolongation of AP
plateau in PCs.
4.

DISCUSSION

In this study we utilized a morphologically realistic mouse
PC model to investigate the consequences of fast and slow
cytosolic Ca transients. The AP morphology, specifically
plateau, is affected due to changes in Ca dynamics. When Ca
concentration in sub-SL region is elevated, it activated NCX
to extrude Ca ions, thus causing a net inward current. This
inward INCX resulted into prolongation of the plateau at faster
diffusion. The variations in cytosolic Ca were translated into
alterations in membrane potential and various SL currents.
Any abnormalities such as spontaneous Ca release (SCR)
from SR may alter the Ca wave dynamics in cytosol thereby
producing AP disturbances in the form of early after
depolarizations (EADs) or delayed after depolarizations
(DADs).
5.

CONCLUSION

Intracellular calcium dynamics in PCs characterizes its action
potential morphology. The AP plateau was prolonged at
faster intracellular Ca diffusion mediated via reactivation of
sarcolemmal
sodium
calcium
exchanger.
The
morphologically realistic biophysical model of PC provided
valuable insights into the role of cytosolic Ca waves in their
increased arrhythmogeneity when compared to ventricular
myocytes.
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Figure 4: Simulated results. (A) INCX current for different
DCa(B) APs when INCX clamped to control values- change in
plateau disappeared

We further investigated if the changes in sub-SL Ca for
different DCa were affecting SL ionic currents, specifically,
sodium calcium exchanger (INCX), ICaT, and ICaL. Among these
SL currents, INCX was observed to be significantly affected
(see Figure 4-A). When INCX is clamped to its control
magnitude, the alterations in AP plateau as observed with
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results demonstrate that the cytosolic Ca diffusion and
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Abstract. The brainstem is a part of the brain which is connected to the cerebrum
and the spinal cord. Furthermore, ten out of twelve pairs of cranial nerves emerge
from the brainstem. As such, it is a vital part for surgery planning and simulation
of the brain and the spine. There is a lack of digital atlases focusing on the
brainstem. On the other hand, 2D atlases of the brainstem are available in printed
form. These atlases depict the layout of the slices of the brainstem at various
points along the longitudinal axis. As a result, these atlases can be digitized and
stacked to ultimately generate a digital volumetric atlas of the brainstem. This
presentation describes an on-going work focusing on creating an interface that
can digitize 2D atlases of the brainstem semi-automatically. These atlases contain
labeled regions. Initial contours covering each label in each atlas are supplied by
the user. These contours then propagate outwardly and coincide with the region
boundaries. The moving contours can also be used to propagate unique labels
which can be used to later identify regions of interest. After all 2D atlases have
been digitized they can be stacked to produce a digital volumetric atlas of the
brainstem. Once a volumetric brainstem model is produced, it can be mapped to
MRI data of a patient. This, in the long term, will aid patient-specific modeling of
the brainstem and the cranial nerves.
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high-order elements suitable for a high-order FE method.

Abstract
The development of robust high-order finite element methods
requires the curvilinear discretization for complex geometries
without user intervention. In this work we present a new technique that allows for the automatic construction of high-order
curvilinear meshes with two main features: first, the boundary of the mesh is globally smooth, i.e., it satisfies either the
C1 or the C2 smoothness requirement; second, all elements
are valid as measured by their Jacobians. Example meshes
demonstrate the features of the algorithm.

1.

INTRODUCTION

High-order finite element methods have been used extensively in direct numerical simulations in the last few decades.
The exponential rates of convergence, small dispersion and
diffusion solution errors have all motivated the development
of high-order finite element techniques which better capture
the geometry [1, 2, 11]. How well the geometry is approximated has fundamentally important effects on the accuracy of
finite element solutions [6, 10]. Therefore, valid meshes with
properly curved elements must be constructed to approximate
the curved geometric domain.
The discretization error results from the fact that a function
of a continuous variable is represented in the computer by
a finite number of evaluations. In conventional meshes with
all straight-sided elements, the discretization error is usually
controlled by making sufficiently small elements where geometric features occur such as on the objects’ boundary. But
this is not numerically efficient in the sense that the cost of
assembling and solving a sparse system of linear equations in
the FE method directly depends on the number of elements.
The high-order methods however, decompose the solution domain into fewer elemental regions that capture the features of
the geometry.
When a geometric domain is given, the common way to
accomplish the generation of a curvilinear mesh is to initially
construct a straight-edge discretization of the model geometry, followed by the transformation of that discretization into

Figure 1: An example of invalid meshes. The red line is the
curved mesh boundary, and the blue lines are straight mesh
edges in the interior. The curved triangles that are tangled are
highlighted in gray.

y

one to one
u=0
w=0

w=0

v=0
Local coordinates
Cartesian map

x

Figure 2: An illustration of the local u, v, w coordinates are
distorted into a new, curvilinear set when plotted in global
Cartesian x, y space. A general principle for the transformation: a one-to-one correspondence between Cartesian and
curvilinear coordinates.
The naive approach does not ensure that all elements of
the final curved mesh are valid. The invalid elements are usually caused by curving only the boundary mesh edges while
the interior mesh edges remain straight. Fig. 1 gives an example of this critical issue: some of the curvilinear triangular
patches have tangled edges. The validity of curved meshes is
absolutely crucial to the successful execution of high-order
finite element simulations, even one invalid element can ruin
the whole simulation. Thus, it is necessary to verify the valid-
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ity and eliminate all the invalid elements by curving interior
mesh edges as a post-processing step once the curved mesh
has been constructed.
When elements of the basic types are mapped into distorted
forms, a general principle is that a one-to-one correspondence
between Cartesian and curvilinear coordinates can be established (illustrated in Fig. 2). If a non-uniqueness occurs, a violent distortion occurs, the mesh would be invalid even if the
mesh boundary is an accurate approximation of the geometric
domain. The well-known condition for an one-to-one mapping can be decided by the specific property of the Jacobian
of the transformation that maps a reference element onto each
element in the physical domain. A curved element is valid if
and only if the sign of the Jacobian remains unchanged at
all the points of the mapped element, i.e., strictly positive everywhere on this element. To detect invalid elements, one approach is verifying the positiveness by sampling the Jacobian
at discrete locations [12]. A more accurate way is to calculate
a lower bound for the determinant of the Jacobian matrix.
In this paper we build the methodology for automatically
generating valid high-order meshes to represent curvilinear
domains with smooth global mesh boundaries. Cubic Bézier
polynomial basis is selected for the geometric representation
of the elements because it provides a convenient framework
supporting the smoothing operation and mesh validity verification. We highlight the contributions of this paper:
1. Curved mesh boundary is globally smooth. It satisfies
the C1 or C2 smoothness requirement.
2. The tight lower bound of the Jacobian for each cubic
Bézier element is obtained by applying Bézier subdivision algorithm.

Peraire [13] proposed a node relocation strategy for constructing well-shaped curved meshes. They use a nonlinear
elasticity analogy, and by solving for the equilibrium configuration, vertices located in the interior are relocated as a
result of a prescribed boundary displacement. George and
Borouchaki [14] proposed a method for constructing tetrahedral meshes of degree two from a polynomial surface mesh of
degree two. Jacobian is introduced for guiding the correction
of the invalid curved elements. Finally an optimization procedure is used to enhance the quality of the curved mesh. Luo
et al. [9] isolate singular reentrant model entities, then generate linear elements around those features, and curve them
while maintaining the gradation. Modification operations are
applied to eliminate invalid elements whenever they are introduced.
The rest of the paper is organized as follows. in Section 2.,
we review some basic definitions. Section 3. gives a description of the automatic construction of a graded linear mesh and
the transformation of the linear mesh into a valid high-order
mesh. We present meshing results in Section 4. and conclude
in Section 5..

2. PRELIMINARIES
2.1. Bézier curves
We express Bézier curves in terms of Bernstein polynomials. A nth order Bernstein polynomial is defined explicitly by
 
n i
Bni (t) =
t (1 − t)n−i , i = 0, ..., n, t ∈ [0, 1],
i
where the binomial coefficients are given by
  
n!
n
i!(n−i)!
=
i
0

3. Our proposed approach is robust in the sense that the
invalid elements are eliminated.
The procedure starts with the automatic construction of a
linear mesh that simultaneously satisfies the quality (elements
do not have arbitrarily small angles) and the fidelity (a reasonably close representation) requirements. The edges of those
linear elements which are classified on the boundary are then
curved using cubic Bézier polynomials such that these boundary edges constitute a C1 or C2 smooth curve. Once the validity verification procedure detects invalid elements, the meshing procedure next curves the interior elements by solving
for the equilibrium configuration of an elasticity problem to
eliminate the invalid elements.
Various procedures have been developed and implemented
to accomplish the generation of a curvilinear mesh. Distinct from our method, Sherwin and Peiro [15] adopted three
strategies to alleviate the problem of invalidity: optimization
of the surface mesh that accounts for surface curvature, hybrid meshing with prismatic elements near the domain boundaries, curvature driven surface mesh adaption. Persson and

if 0 ≤ i ≤ n
else.

One of the important properties of the Bernstein polynomials
is that they satisfy the following recurrence:
(t) + tBn−1
Bni (t) = (1 − t)Bn−1
i
i−1 (t),
with
B00 (t) ≡ 1,

Bnj (t) ≡ 0

f or

j ∈ 0, ..., n.

Then the Bézier curve of degree n in terms of Bernstein polynomial can be defined recursively as a point-to-point linear
combination (linear interpolation) of a pair of corresponding
points in two Bézier curves of degree n − 1. Given a set of
points P0 , P1 , ..., Pn ∈ E 2 , where E 2 is two-dimensional Euclidean space, and t ∈ [0, 1], set

r = 1, ..., n
r−1
r−1
r
bi (t) = (1 − t)bi (t) + tbi+1 (t)
i = 0, ..., n − r
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P12

u ∈ [0, 1], v ∈ [0, 1] and w ∈ [0, 1] are the barycentric coordinates and u + v + w = 1. It follows
the standard convention

for the trinomial coefficients ~ni = i! n!
j!k! .
This leads to a simple definition of a Bézier triangle of degree n
T n (u, v, w) = ∑ Bnijk (u, v, w)Pi jk ,

P21

i+ j+k=n
P30

P03

(a)

where Pi jk is a control point. Specifically, the Bézier triangle
of degree three can be written as

(b)

Figure 3: (a) An example of the cubic Bézier curve with its
control polygon formed by four control points. (b) An example of the cubic Bézier triangle with its control net formed by
ten control points.
and b0i (t) = Pi . Then bn0 (t) is the point with parameter value
t on the Bézier curve bn . The set of points P0 , P1 , ..., Pn are
called control points, and the polygon P formed by points
P0 , P1 , ..., Pn is called control polygon of the curve bn .
An explicit form of a n-th order Bézier curve can be defined
as
n

bn (t) = ∑ Bni (t)Pi .
i=0

The barycentric form of Bézier curves demonstrates its
symmetry property nicely. Let u and v be the barycentric coordinates, u ∈ [0, 1] and v ∈ [0, 1], u + v = 1, then
bn (u, v) =

∑

where Bnij (u, v) = i!n!j! ui v j , Pi j ∈ E 2 are the control points, and
i + j = n.
Specifically, the cubic Bézier curve can be written in terms
of the barycentric coordinates,

=

∑

i+ j=3
u3 P03

B3i j (u, v)Pi j
2

(1)
2

3

+ 3u vP12 + 3uv P21 + v P30 ,

Fig. 3a gives an example of the cubic Bézier curve with its
control polygon.

2.2.

=

Bézier triangles

Univariate Bernstein polynomials are the terms of the binomial expansion of [t + (1 −t)]n . In the bivariate case, a n-th
order Bernstein polynomial is defined by
 
n
B~ni (~u) = ~ ui v j wk ,
i

B3i jk (u, v, w)Pi jk
i+ j+k=3
P300 u3 + P030 v3 + P003 w3 + 3P201 u2 w
+ 3P210 u2 v + 3P120 uv2 + 3P102 uw2
+ 3P021 v2 w + 3P012 vw2 + 6P111 uvw.

∑

The Jacobian

We explore the concept of a derivative of a coordinate
transformation, which is known as the Jacobian of the transformation.
Let’s start at the definition of a finite element. A typical
finite element e, e ∈ Rn , is defined by a closed subset of K, K ∈
Rn with a non empty interior, a set of real-valued functions N
defined over the set K, and a finite set of local nodes ui , 1 ≤
i ≤ N. Then the mapping from the set of local coordinates x̂,
ŷ to a corresponding set of global coordinates x, y is:
 
u1
 u2 

~u = ∑ Na~ua = [N1 , N2 , ..., NN ] 
 ...  , a = 1, 2, ..., N,
a
uN
where ~u = u(x, y), and ~ua = ua (x̂, ŷ). The functions Na are
called shape f unctions (or basis functions).
By the chain rule of partial differentiation we have
"
#
h
i h
i ∂x ∂x
h
i
∂Na
∂Na
∂Na
∂Na
∂Na
∂Na
∂x̂
∂ŷ
=
=
∂y
∂y
∂x̂
∂ŷ
∂x
∂y
∂x
∂y J,
∂x̂

"

where
~i = {i, j, k},

|~i|= n,

~u = {u, v, w},

(2)

Fig. 3b gives an example of the cubic triangular patch with its
control net formed by its ten control points.
The Bézier shapes possess three important properties [7]
which are useful to this work: (1) the convex hull property:
a Bézier curve, surface or volume is completely contained in
the convex hull formed by its control points; (2) all derivatives and products of Bézier functions are Bézier functions;
(3) the convex hull can be refined by Bézier degree elevation
algorithm or Bézier subdivision algorithm.

2.3.

Bnij (u, v)Pi j ,

i+ j=n

b3 (u, v) =

T 3 (u, v, w) =

J=

∂x
∂x̂
∂y
∂x̂

∂x
∂ŷ
∂y
∂ŷ

∂ŷ

#
.
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(a)

(c)

(b)

(d)

Figure 4: An illustration of the main steps performed by our
algorithm. (a) The input two-dimensional image. It shows a
curvilinear domain to be meshed. (b) A linear mesh satisfies
the user specified quality and fidelity tolerance. The shaded
region represents the fidelity tolerance. (c) Those edges that
are classified on the linear mesh boundary are curved such
that those edges form a smooth curve, and either the C1 or C2
smoothness requirement is satisfied. When there are curved
edges on the boundary and linear edges in the interior, the
mesh validity need to be verified. The red triangles are invalid
elements detected by our verifying procedure. (d) To fix these
invalid triangles, the interior edges are curved by solving for
the equilibrium configuration of an elasticity problem, and a
valid mesh is obtained.
J is known as the Jacobian matrix for the transformation. As
x, y are explicitly given by the relation defining the curvilinear
coordinates, the matrix J can be found explicitly in terms of
the local coordinates.

3.

MESH GENERATION FOR CURVILINEAR DOMAINS

In this section we will describe the proposed algorithm. A
comprehensive description of the framework with an extensive evaluation on more data sets is available at [18, 19].
Given a bounded curved domain Ω ⊂ R 2 , the algorithm
outputs a curvilinear mesh of the interior of Ω with global
smooth boundary. Fig. 4 illustrates the main steps performed
by our algorithm. The details are elaborated below.

3.1.

Linear mesh construction

To generate the initial linear mesh, we adopt the imageto-mesh conversion algorithm [3], for four reasons: (1) it al-

Figure 5: An example of finding control points of a smooth
cubic Bézier path. For the curve between P1 and P2 , we
need C2 and C3 . On segment P0 P2 , find a point Q1 such
that|P0 Q1 |/|Q1 P2 |= |P0 P1 |/|P1 P2 |. Translate segment P0 P2 so
that point Q1 lies on point P1 , and scale the length of translated segment P0 P2 , then the new position of point P2 is the
position of control point C2 . Similarly, the position of control
point C3 can be found by translating segment P1 P3 such that
point Q2 lies on point P2 .
lows for a guaranteed angle bound (quality), (2) it allows for
a guaranteed bound on the distance between the boundaries
of the mesh and the boundaries of the object (fidelity), (3) it
coarsens the mesh to a much lower number of elements with
gradation in the interior, (4) it is formulated to work in both
two and three dimensions.

3.2.

Smooth boundary construction

A curve or surface can be described as having Cn continuity, n being the measure of smoothness. Consider the segments on either side of a point on a curve: (1) C0 : The curves
touch at the join point; (2) C1 : First derivatives are continuous; (3) C2 : First and second derivatives are continuous.
We aim to find a smooth C1 curve passing through all the
mesh boundary points given in order. A Bézier path is C1
smooth provided that two Bézier curves share a common tangent direction at the join point. The basic idea is to calculate control points around each endpoint so that they lie in
a straight line with the endpoint. However, curved segments
would not flow smoothly together when quadratic Bézier
form (three control points) is used. Instead, we need to go
one order higher to a cubic Bézier (four control points) so
we can build S shaped segments. We find these control points
by translating the segments formed by the lines between the
previous endpoint and the next endpoint such that these segments become the tangents of the curves at the endpoints. We
scale these segments to control the curvature. An example is
illustrated in Fig. 5.
A smooth C2 curve is a piecewise cubic curve that is composed of pieces of different cubic curves glued together, and
it is so smooth that it has a second derivative everywhere and
the derivative is continuous. Fig. 6a gives an example of a cu-
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P2

Q1

S

Q3
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(a)
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Q3

Q1
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(b)
B5
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B1

B2
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S1

B4

S2

S3

S0
B0

B3

(c)

Figure 6: An illustration of the construction of the cubic
spline curve. (a) An example of a cubic spline curve, formed
by two Bézier curves with control points P0 , P1 , P2 , S and S,
Q1 , Q2 , Q3 . (b) An A-frame is a structure in which P2 is the
midpoint of AP1 , Q1 is the midpoint of AQ2 and S is the midpoint of P2 Q1 . (c) The cubic spline curve constructed with the
help of the B-spline points shown in green. The black points
are S points, which are the endpoints of the boundary edges
of the linear mesh. The red points are the control points need
to be calculated to form the cubic spline curve.

3.3.

Element validity

A curvilinear mesh is valid provided that the intersection
of the interiors of two different elements is the null set and
any two mesh edges or faces do not intersect each other (except the common vertices or edges). To verify a curved element, one way is detecting the intersection at the element
level by evaluating the sign of the Jacobian throughout the
element. When the Bézier form is used to map a reference
element, it is possible to calculate a precise lower bound of
the Jacobian. Indeed, the Jacobian is a Bézier function with
order q = dimension ∗ (degree − 1) [8], and its lower bound
is easy to be obtained by its convex hull property. In the case
that a positive lower bound is obtained, it guarantees that the
element is valid; on the contrary, when a non-positive bound
occurs, the element may or may not be invalid. In this case we
need to obtain a tighter bound. This evaluation can be either
used to check the validity or to guide the correction of invalid
elements.
The Jacobian matrix of a Bézier triangle can be written as
 ∂u ∂u 
#
"
∂x
∂x
∂x̂
∂ŷ


∂v 
T  ∂v
J = ∂∂yx̂ ∂∂yŷ = ∂∂uT ∂∂vT ∂∂w
 ∂x̂ ∂ŷ  ,
∂x̂

∂ŷ

∂w
∂x̂

∂w
∂ŷ

with variable change (u = 1 − x̂ − ŷ, v = x̂, w = ŷ) [14],
 ∂u ∂u  

−1 −1
∂x̂
∂ŷ
 ∂v ∂v  
0 ,
 ∂x̂ ∂ŷ  = 1
∂w
∂w
0
1
∂x̂

∂ŷ

therefore,
bic spline curve. If two Bézier curves with control points P0 ,
P1 , P2 , S and S, Q1 , Q2 , Q3 are touched at point S, both their
first and second derivatives match at S if and only if their control polygons fit an A-frame, which is a structure in which P2
is the midpoint of AP1 , Q1 is the midpoint of AQ2 and S is the
midpoint of P2 Q1 as Fig. 6b shows. To fit the A-frame in the
set of cubic curves, one easy approach is to use B-spline as an
intermediate step. In Fig. 6c, the S points (shown in black) are
known, they are the endpoints of the boundary edges of the
linear mesh. What still needs to be calculated are the red control points. If the B-spline points (the apexes of the A-frames,
shown in green) are known, the control points (shown in red)
can be easily calculated by computing the one third and two
thirds positions between the connection of every two adjacent
B-spline points. The B-spline points can be computed by the
relationship between S points:

J=

 ∂T
∂u

∂T
∂v



−1 −1


∂T  1
0  = ∂∂vT − ∂∂uT
∂w
0
1

∂T
∂w


− ∂∂uT .

Finally,
det(J) = (

∂T
∂T
∂T
∂T
−
)×(
−
) ·~n,
∂v
∂u
∂w
∂u

where ~n is the vector (0, 0, 1). Because the derivative of a qth
order Bézier function is a (q − 1)th order Bézier function and
the product of two Bézier functions is also a Bézier function,
the resulting Jacobian is a Bézier polynomial function with
order 2(q − 1). In our case, the Jacobian is a fourth order
Bézier polynomial with fifteen control points. Specifically,

T 4 (u, v, w) =

∑

B4i jk (u, v, w)Pi jk ,

i+ j+k=4

6Si = Bi−1 + 4Bi + Bi+1 .
By solving a linear system of equations, the coordinates of
B-spline points can be obtained.

i j k
where B4i jk (u, v, w) = i! 4!
j!k! u v w , u ∈ [0, 1], v ∈ [0, 1] and w ∈
[0, 1] are the barycentric coordinates and u + v + w = 1, Pi jk
are the fifteen control values, and are listed in Table 1.
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Table 1: Fifteen control values for det(J) of a cubic triangle
Pi jk

Control Value

P400
P040
P004
P220
P202
P022
P301
P310
P130
P031
P103
P013
P211
P121
P112

9(a1 × a2 ·~n)
9(b1 × b2 ·~n)
9(c1 × c2 ·~n)
3
n + b1 × a2 ·~n + 4e1 × e2 ·~n)
2 (a1 × b2 ·~
3
(a
×
c
·~
n
+ c1 × a2 ·~n + 4d1 × d2 ·~n)
1
2
2
3
(b
×
c
·~
n
+ c1 × b2 ·~n + 4 f1 × f2 ·~n)
1
2
2
9
(a
×
d
·~
n
+ d1 × a2 ·~n)
2
2 1
9
(a
×
e
·~
n
+
e1 × a2 ·~n)
2
2 1
9
(b
×
e
·~
n
+
e1 × b2 ·~n)
2
2 1
9
n + f1 × b2 ·~n)
2 (b1 × f 2 ·~
9
n + d1 × c2 ·~n)
2 (c1 × d2 ·~
9
n + f1 × c2 ·~n)
2 (c1 × f 2 ·~
3
(a
×
f
·~
n + f1 × a2 ·~n + 2d1 × e2 ·~n + 2e1 × d2 ·~n)
1
2
2
3
(b
×
d
·~
n + d1 × b2 ·~n + 2e1 × f2 ·~n + 2 f1 × e2 ·~n)
1
2
2
3
(c
×
e
·~
n
+ e1 × c2 ·~n + 2d1 × f2 ·~n + 2 f1 × d2 ·~n)
1
2
2

If the element is valid, it means the Jacobian is positive
everywhere in this element. However, if the computed lower
bound of the Jacobian is non-positive, it does not necessarily
mean that the element is invalid. Since it is only a sufficient
condition to calculate a lower bound of the Jacobian, sometimes, it is overly conservative. In the cases that the bound is
not tight, the minimum value could be positive whereas the
element is reported invalid. To further confirm the answer,
we obtain the tighter bound by refining the convex hull using
the Bézier subdivision algorithm. The algorithm relies on the
convex hull property and the de Casteljau algorithm [7].
Indeed, if the negative minimum of the fifteen control values corresponds to one of the vertices of the element, then the
element is invalid. If not, and the negative minimum of the fifteen control values corresponds to one of the three nodes on
the edge, then it is necessary to refine this edge. We use the
Bézier subdivision algorithm to split the edge into two subedges. If the negative minimum of the fifteen control values
corresponds to one of the three nodes on the face, then it is
necessary to refine this face. We use the Bézier subdivision algorithm to split the face into three sub-faces. In this way, the
new control polygons are closer to the original polynomial,
and the bound becomes much tighter. Other algorithms such
as degree elevation could also be used, but the Bézier subdivision algorithm is selected here because the convergence of
this repeated subdivision process is very fast [4, 5].

3.4.

Mesh untangling

It is usually not enough to curve only the mesh boundary
because some control points may be located such that element
distortions occur in the interior of the mesh. In such case,

(a)

(b)

(c)

(d)

Figure 7: (a) Invalid mesh. (b) The control nets of the linear mesh elements is the undeformed geometry. (c) The red
control points of the smooth curved boundary edges are the
external loadings. (d) Final configuration.

interior mesh edges should also be curved to eliminate the
invalidity or improve the curved element quality.
We move the control points of the interior mesh edges using a finite element method [20]. The geometry of the domain
to be meshed is represented as an elastic solid. For each linear
mesh edge, the positions of the two points which are located
in the one third and two thirds ratio of each edge are computed. These positions are the original positions of the control
points of the interior edges before deformation. These points
form the control nets of the linear mesh elements. The control
nets sticking together as a whole is the undeformed geometry (shown in Fig. 7b). The external loadings are the control
points (red points in Fig. 7c) of the smooth curved boundary
edges. The control nets are deformed such that the control
points of the boundary edges of the linear mesh move to the
corresponding control points of the curved boundary edge.
By solving for the equilibrium configuration of an elasticity
problem, the finial configuration is determined and the new
positions of the control points of the interior mesh edges after
deformation are obtained. Fig. 7 illustrates these steps.

4.

MESH EXAMPLES

We apply our algorithm to two examples in the following. For these examples, the input data is a two-dimensional
image. The procedure described in Section 3.4. was implemented in MATLAB. All the other steps were implemented
in C++ for efficiency.
In both of the brain atlas [17] and abdominal atlas [16], the
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Table 2: Number of invalid elements and corrected elements
for the examples below
Image

Total

Invalid

Corrected

SPL brain atlas
SPL abdominal atlas

3034
2025

34
19

34
19

(a)

(a)

(b)

Figure 8: Results of the first two steps of our algorithm. (a)
Linear mesh of a slice of the brain atlas within two pixels
fidelity tolerance. (b) Smooth C2 boundary of a slice of the
brain atlas within two pixels fidelity tolerance.

(b)

Figure 10: Valid high-order meshes for the brain atlas and
abdominal atlas.

(a)

(b)

the corresponding parallel algorithm and the extension to the
three-dimensional high-order mesh generation.

Figure 9: Results of the first two steps of our algorithm. (a)
Linear mesh of a slice of the abdominal atlas within two pixels fidelity tolerance. (b) Smooth C1 boundary of a slice of
the abdominal atlas within two pixels fidelity tolerance.

6.

size are 256∗256 pixels. Each pixel has side lengths of 0.9375
and 0.9375 units in x, y directions, respectively. Table 2 lists
the total number of elements, number of actual invalid elements and number of corrected elements in the final meshes
of both of the two examples. Several figures show the result
of each step.
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ABSTRACT

Abstract: The focus of this paper is to describe the
development of an enhanced virtual training
environment for use with manikin-based medical
training. Current medical training uses a selfcontained commercial manikin in an ordinary
classroom lacking other medical equipment. Our
enhanced system includes tablet-based simulators
that represent real medical equipment. A
communication
infrastructure
integrates
the
functionality of the manikin with its surrounding
environment. This paper discusses the system design
that includes the underlying architecture of the
system and each of its components. A
communication network handles all messages in the
system and sends them across multiple devices in the
environment. This paper explains the functionality of
the communication system in detail. A prototype
system has been developed for Eastern Virginia
Medical School as part of an M&SE Capstone
Design Course at Old Dominion University.
1.0 INTRODUCTION

The Modeling, Simulation, and Visualization
Engineering (MSVE) Capstone Design Team
(MCDT) is implementing a virtual environment for
simulation-based medical training for Eastern
Virginia Medical School (EVMS). The current
training environment at EVMS utilizes a manikin that
students interact with to practice medical procedures.
When students interact with the manikin, a technician
adjusts the manikin’s physiology to simulate changes
to the patient. To enhance this environment, MCDT
is implementing a communication network that
allows students to communicate directly with the
manikin via virtual representations of real medical
devices. These virtual devices cause the manikin to
update its physiology automatically without the aid of
a technician and allow the manikin to communicate
its updated physiology to the students. This network
creates a more realistic training environment. This

project is called Virtual
Environment (VITE).

Integrated

Training

The paper is divided into five sections including the
introduction. The second section of the paper gives
background research on simulation-based medical
training and states the objectives MCDT would like
to achieve with the system. The third section
describes the overall design of the system, focusing
on the communication network being designed. The
fourth section describes the functionality of each
component, and details how each class implements
the functionality. Section five then concludes the
paper.
2.0 BACKGROUND

The following section presents research MCDT has
conducted on simulation-based medical training. This
section also establishes the design objectives for this
system.
1.1 Research

Manikin based training is used throughout the
medical community to train people in a controlled
environment. Difficulties exist in incorporating
manikin-based simulations into nurse training,
causing extra time to be spent learning how to use
and set-up the system (Jansen, Johnson, Larson,
Berry, & Brenner, 2009). VITE will address both of
these issues. The setup is an automated process that is
conducted by a technician. The user will be able to
get familiar with new virtual devices outside of the
training environment on mobile devices to be more
prepared for the simulation.
A previous capstone class developed a similar project
with manikin based training that utilized the
SimMom manikin (Gardner et al. 2013). This system
highlighted the importance of incorporating external
devices into the simulation. The drawback was that
this system did not connect the devices to the
manikin. This lack of communication required a
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use of the system. The system will also have
an automated and fast setup process.

technician to physically enter changes to the
manikin’s software.
Virtual representations of real medical devices are
currently being used in the medical community.
Simulators of medical devices that utilized
touchscreen inputs were developed to interact with
manikins
(Samosky,
Thornburg,
Karkhanis,
Petraglia, Strickler, Nelson, & Robinson, 2012). A
virtual defibrillator was created that replicated the
functionally of the real defibrillator. The defibrillator
program resided on a tablet that was connected to
fabricated paddles. The paddles were sensor
enhanced physical analogs. When pressed to the
manikin’s chest a simulated waveform would display
on the tablet’s interface. This demonstrated that real
medical devices can be replaced with virtual versions
of those same devices and achieve the same results in
a training environment.
Virtual simulations for training purposes can be
executed on tablets (Cenydd, John, Phillips, & Gray,
2012). A Ventricular Catheterization Simulation
(VCath) was developed as a tool used to train
neurosurgeons to perform catheterization of the
lateral ventricle. This demonstrates that virtual
simulation can be used for training medical students
to perform specific operations. VCath operated in
two different modes; procedure mode and practice
mode. Procedure mode would conduct the actual
simulation and practice mode would allow the user to
practice and get familiar with the app. VITE will
utilize both of these modes.

•

Expandability - The design of the system
makes it easy for additional virtual medical
devices to be developed and added to the
system at a later date. The system will
recognize the devices without having to be
reworked. Virtual devices can be added and
removed without affecting the rest of the
system. In addition, the system supports a
variety of medical manikin systems.

3.0 SYSTEM DESIGN

The following section details the major components
of the communication system. This includes a
description of the system architecture and topology,
and a more detailed evaluation of the communication
network.
3.1 System Architecture

The system can have multiple devices, which are all
capable of communicating with each other. At
anytime during the simulation, each device does not
interfere with the overall system. A central
component is used as a connection for all devices
within the system. This component is called the
management program and is located on the software
controller. This program manages all messages sent
through the system, maintains connection with
required devices, and disconnects with unwanted
devices. This design constitutes a star topology, with
a management program acting as a pass through and
router for all messages within the system. The
management program also keeps record of all
connected devices. Figure 1 shows this star topology.

1.2 Design Objectives

The design objectives for this system are as follows:
•

•

System Communication Network - All
virtual devices will be able to communicate
directly with the manikin and automatically
update the manikin’s physiology. The
manikin will be able to send information to
other virtual devices in the system. Multiple
virtual devices can communicate with each
other.
User-friendliness - The system will be
efficient without being difficult to learn.
This helps ensure the short and long term

Figure 1: Star Topology

Each device consists of three major parts: a
communication program, an interpreter program, and
a device program. The communication program uses
the communication network to send and receive
messages, and ensures delivery and reception through
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Figure 2: Detailed System Architecture

the use of acknowledgement messages. The
interpreter
receives
messages
from
the
communication program, and converts the underlying
data into commands for the device program to
execute. The interpreter also collects data from the
device program and creates message info for the
communication program to send out into the system.
Messages originate in a device's interpreter with their
content based on cues from that device's program.
Messages are then passed to the device’s
communication program, which then sends the
message through the communication network to the
communication program located within the software
controller. The message is then sent to the software
controller’s interpreter. The message then reaches the
management program, which determines the
message's next destination(s). The message is then
routed back through the interpreter and
communication program, which sends the message to
its new destination(s). When the message arrives at
its new destination, the message is sent to that
destination's interpreter, which converts the message
into commands for that destination's device program
to understand. Figure 2 (shown above) shows a
detailed view of the architecture represented in
Figure 1. This image displays the individual parts for
each device.

3.2 Communication Network

This section provides a general description on each of
the components of the communication network. This
section is to illustrate each component’s functionality
and its interactions within the system.
3.2.1 Communication Program

The purpose of the communication program is to
send messages internally from its corresponding
device to external communication programs and
receive messages from external communication
programs, register acknowledgement messages to
maintain the system’s state, and pass messages to its
associated interpreter. Message reception occurs
continuously in the communication program.
External messages that are received are first read, and
if the message is an acknowledgement message, the
communication program deletes the corresponding
copy of the previously sent message, deletes the
acknowledgement message, and updates its internal
timer. If it is not an acknowledgement message, the
message is passed to the interpreter, and an
acknowledgement message is sent in response to the
original message. Internal messages that are received
are copied to a list of unacknowledged messages, a
timer related to its resend is updated, and the original
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message is passed to the network to be read by
another communication program. Figure 3 shows the
flow chart of the communication program.

Figure 3: Communication Program Flow Chart
3.2.2 Interpreter

The interpreter is a program connected to both an
internal device program and a communication
program. It works with the device program, creating
messages relevant to the program’s actions and
passing them to the communication program. The
interpreter also receives messages from the
communication program, and converts their message
contents into commands executed by the device
program. Figure 4 shows the flow chart of a basic
interpreter.

Figure 5: Message Forms

Messages need to contain various forms of
information. Strings, whole and decimal numbers,
and particular number sets are all needed to be sent
throughout the system, all in varying amounts. A
message is capable of holding all of those variables,
and can adjust its size as needed. Messages can hold
this data in its original form but can serialize all of its
data into a single string or a byte array if necessary.
Figure 6 shows the information contained within
messages.

Figure 4: Basic Interpreter Flow Chart
3.2.3 Message Formats

Messages that go through the system follow a
stringent format to maintain coherence and prevent
errors being passed between multiple programs and
components of the system. These messages are
capable of existing in various forms to accommodate
being passed through different channels. Some
examples of these message forms are shown in
Figure 5.

Figure 6: Message Information
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4. FUNCTIONALITY

The following section describes the functionality of
the communication program, the basic interpreter,
and the message class.
4.1 Communication Program

The communication program class needs to perform a
number of functions. These functions include
creating a message, sending a message, receiving a
message, acknowledging a message, keeping track of
unacknowledged messages, and passing a message to
an interpreter. The communication program needs to
perform these functions while the device program is
functioning, without interrupting or slowing down the
program. Figure 7 shows the Communication
Program’s class diagram (called CommProg).

The communication program does not activate on its
own, but is instantiated and setup via the interpreter,
or within the device program. Its constructor sets an
interpreter to pass future messages. The
communication programs will instantiate all of its
internal data values, and await further instruction.
Called by an outside source, the communication
program will add a number of clients based on its
server/client status and the number of calls made to
its function to add clients. This function creates the
necessary threads and functions to send and receive
messages in the background while simultaneous
actions can be taken elsewhere. After setting up its
various background functions, the communication
program will work separately to send messages to
other communication programs, and pass incoming
messages to the interpreter.
4.2 Interpreter

The functions of an interpreter and complete process
vary based on the program to which it is attached.
The part of the interpreter that communicates with
the communication program needs to be capable of
receiving messages from the communication program
and creating message data for the communication
program to send. Since each interpreter in the system
will perform a set of basic functions, a base
interpreter is used that comprises of a communication
program with which it interacts, a constructor which
instantiates both and begins setup of the
communication program, and virtual functions to
handle the reception of messages, as each interpreter
will behave differently based on each message. The
function to send outgoing messages is done the same
across all interpreters. The base interpreter class
diagram is shown in Figure 8.

Figure 7: Communication Program Class Diagram
Figure 8: Base Interpreter Class Diagram
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4.3 Messages

5. CONCLUSION

Messages need to be capable of encompassing all
data that may be sent through them. Messages need
to be formatted in a specific pattern to prevent
misreading on the receiving side of the
communication program. The Message class is
shown in Figure 9.

The communication network described will allow
direct communication between various kinds of
devices, including manikins and virtual medical
devices. This will create a more realistic training
environment for medical students. In addition, with
the communication program for each device being
the same and the interpreters being based off of a
base interpreter, a modular system is achieved, with
the capability of developing and adding new devices
to the system without having to rework the system.
The system is the first of its kind, being capable of
allowing direct communication between various sorts
of devices. While the virtual devices developed for
the prototype are relatively simple, more complex
devices can be modeled for this system and would be
compatible with the communication network. The
communication network developed here does not
depend on working in a medical environment, and
could be applied to other training environments with
at most minimal changes. A demo of the
communication network was presented to EVMS in
April, and a system prototype has been delivered to
them recently.
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Abstract: A framework for 3D segmentation of healthy and herniated intervertebral discs, and
associated vertebrae, from T2-weighted MRI of the lumbar spine was developed. The presented
method exploits weak shape priors encoded in simplex mesh active surface models. A simplex
template mesh was initialized within the disc or vertebra image boundary through affine
landmark-based registration, and was allowed to deform according to image gradient forces.
Coarse-to-fine multi-resolution approach was adopted in conjunction with decreasing shape
memory forces to accurately capture the disc as well as the vertebra boundary. User intervention
is allowed to turn off the shape feature and guide model deformation when internal shape
memory influence hinders detection of disc pathology, such as a herniated disc. For testing, data
pertaining to 10 patients, of which 16 healthy discs were automatically segmented, and 5
pathological discs were segmented with minimal supervision. Disc segmentation results were
validated against expert guided segmentation and demonstrates mean absolute shape distance
error of less than 1mm. Current research includes vertebral segmentation initialization via a
decimated vertebral template simplex mesh, which is allowed to deform according to external
gradient forces.
The surface-mesh based segmentation method is part of a processing pipeline for anatomical
modeling to support interactive surgery simulation.
INTRODUCTION
Imaging studies indicate that 40% of patients suffering from chronic back pain showed
symptoms of inter-vertebral disc degeneration (IDD) [1, 2]. Primary treatment for lower back
pain consists of non-surgical treatment methods. If non-surgical treatments are ineffective, a
surgical procedure may be required to treat IDD, a procedure known as spinal discectomy.
Approximately 300,000 discectomy procedures, over 90% of all spinal surgical procedures [3],
are performed each year, totaling up to $11.25 billion in cost per year. Other spinal surgeries
include treatment for metastatic spinal tumors and spinal cord injury.
A patient-specific, high-fidelity spine anatomical model that faithfully represents any
existing spine pathology can be utilized to facilitate the fusion of several spine medical images
into a probabilistic intensity atlas of the spine that mirrors a brain atlas [4] and that in turn could
provide priors for identifying pathologies [5].
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METHOD
Our segmentation approach is based on the discrete Simplex surface model. A Simplex
deformable model is a physically-based system, where point vertices are treated as point masses
and edges model physical properties, such as a spring-like behavior or boundary smoothness.
The global mesh resolution is adapted to the complexity of the anatomical shape being
segmented in a coarse-to-fine segmentation approach. Thus, various simplex mesh resolutions of
a disc and toroidal shape have been generated through a multi-resolution scheme without loss of
vertex connectivity for segmentation refinement, as demonstrated in figure 1.

Fig. 1: Multi-resolution segmentation refinement herniated disc model.

In the event that the internal simplex shape memory influence hinders detection of pathology,
such as herniated discs, as detected via visual inspection, user input is allowed to locally turn off
the shape feature and assist model deformation.
RESULTS
Statistical comparison of 16 automatic segmentations of healthy lumbar intervertebral discs with
minimally supervised segmentation results, considered ground truth, is represented in table 1.
The average absolute mean error of healthy disc segmentation approach is 0.323 mm_0.455mm,
with an average Hausdorff distance of 3.26 mm and average DICE score of 0.954. The maximum
surface error was generally located at the lateral margins of the intervertebral disc, where the
automatic segmentation approach failed to faithfully capture the image boundary due to image
intensity ambiguity caused by surrounding spine tissues and ligaments. Figure 2 displays
segmentation results of an L5S1 healthy disc.

Table 1: Average validation metrics comparing
automatic segmentation results with corresponding
semi-supervised segmentation of 16 healthy
lumbar intervertebral discs.

Fig. 2: Comparison of an automatic L5-S1 healthy disc
segmentation result against its corresponding semisupervised segmentation (ground truth), with -2.452mm
max. in, 2.081mm max. out error.

CURRENT WORK and CONCLUSION
Our multi-resolution simplex deformable model segmentation approach is currently being
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applied towards segmentation of vertebrae of the lumbar spine. A decimated vertebral simplex
mesh, as depicted in figure 3, is initialized within a vertebral image boundary and is allowed to
deform according to the external gradient forces.

Fig 3: Vertebral segmentation initialization simplex mesh template.

This study describes the application of weak shape priors in active surface models for
segmentation of healthy as well as herniated discs. Our main contribution is a framework for 3D
surface-mesh based segmentation and controlled-resolution meshing of healthy and herniated
discs of the lumbar spine. In addition, this paper presents a proof of concept of our segmentation
method as part of a processing pipeline for anatomical models input to interactive surgery
simulation, especially of a discectomy procedure, in conjunction with SOFA-based simulation
that captures spine pathology with fidelity.
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Abstract
Electron cryo-microscopy (Cryo-EM) as a cutting
edge technology has made itself very successful in
studying the large-scale protein complex. Although
the backbone of complexes could not be derived
directly from the three dimensional density images
since the characteristics of amino acids are not
well resolved at the medium resolutions (5–15 Å),
secondary structure elements (SSEs) such as
helices and β-sheets can still be detected. The
accuracy of SSE detection from the volumetric
protein density images is critical for De
novo backbone structure derivation in cryo-EM. So
far it is still challenging to detect the SSEs
automatically and accurately from the density
images at these resolutions. This presentation
presents multiple novel and efficient computational
methods that we developed for solving this critical
problem.
We present an effective single-parameter
approach, SSEtracer, to automatically identify
helices and β-sheets from the cryo-EM threedimensional (3D) maps at medium resolutions.
More importantly, we present a simple
mathematical model to represent the β-sheet
density. It was tested using eleven cryo-EM βsheets detected by SSEtracer. The RMSE
between the density and the model is 1.88Å. The
mathematical model can be used for the β-strands
detection from medium resolution density maps.
We
also
present
a
machine
learning
approach, SSElearner, to automatically identify
helices and β-sheets by using the knowledge from
existing volumetric maps in the Electron
Microscopy Data Bank (EMDB). We tested our
approach using ten simulated density maps. The
averaged specificity and sensitivity for the helix
detection are 94.9% and 95.8% respectively, and
those for the β-sheet detection are 86.7% and
96.4% respectively. The machine learning
approach shows the specificity and sensitivity of
91.8% and 74.5% respectively for the helix
detection and 85.2% and 86.5% respectively for
the β-sheet detection in cryo-EM maps of EMDB.
The reduced detection accuracy reveals the
challenges in SSE detection when the cryo-EM

maps are used instead of the simulated maps. Our
results suggest that it is effective to use one cryoEM map for learning in order to detect the SSE in
another cryo-EM map of similar quality.
Major secondary structure elements such as αhelices and β-sheets can be computationally
detected from electron cryo-microscopy (cryo-EM)
density maps with medium resolutions of 5-10Å.
However, a critical piece of information for
modeling atomic structures is missing, since there
are no tools to detect β-strands from cryo-EM
maps at medium resolutions. We propose a new
method, StrandTwister, to detect the traces of βstrands through the analysis of twist, an intrinsic
nature of β-sheet. StrandTwister has been tested
using 100 β-sheets simulated at 10Å resolution
and 39 β-sheets computationally detected from
cryo-EM density maps at 4.4-7.4Å resolutions.
Although experimentally derived cryo-EM maps
contain errors, StrandTwister's best detections
over 39 cases were able to detect 81.87% of the βstrands with an overall 1.66Å 2-way distance
between the detected and observed β-traces. StrandTwister appears to detect the traces of βstrands on major β-sheets quite accurately,
particularly at the central area of a β-sheet.
β-barrel is a particular structure feature that is
formed by multiple β-strands in a barrel shape.
There is no existing method to derive the β-strands
from the 3D image of β-barrel. We propose a new
method, StrandRoller, to generate a small sets of
possible β-traces from the density images at
medium resolutions of 5-10Å. StrandRoller has
been tested using eleven β-barrel images
simulated to 10Å resolution and one image
isolated from the experimentally derived cryo-EM
density image at 6.7Å resolution. StrandRoller was
able to detect 81.84% of the β-strands with an
overall 1.5Å 2-way distance between the detected
and the observed β-traces, if the best of fifteen
detections is considered. Our results suggest that
it is possible to derive a small set of possible βtraces from the β-barrel cryo-EM image at medium
resolutions even when it is not possible to visualize
the separation of β-strands.
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ABSTRACT

Repeating Sequences are transposable elements present in
most bacterial and archaean genomes that play an important
role in genomic evolution. The increasing availability of
sequenced prokaryotic genomes offers the opportunity to
study repeat elements comprehensively, but development of
efficient and accurate tools is required for discovery and
annotation. Additionally, prokaryotic genomes are frequently deposited as incomplete, or draft stage because of the
substantial cost and effort required to finish genome assembly projects. Development of methods to identify repeating
sequences directly from raw sequence reads or draft genomes is therefore desirable. Software tools such as OASIS
and IScan currently identify certain types of repeating elements in completely assembled genomes; however, to our
knowledge no generic and customizable model has been
developed to identify different types of repeating sequences
from raw fragment data or partially assembled genomes.
We have developed novel methods to solve this computationally challenging problem, and implemented these methods in the software package. This software can be used to
identify various bacterial repeat elements using flexible
search parameters. We tested our tool to identify Insertion
Sequences (IS), a particular type of repeat element, on 3810
complete bacterial genomes and plasmids sourced from
Genbank.
1

INTRODUCTION
The ever-increasing number of sequenced bacterial
and archaean genomes provides an opportunity to understand their architecture and evolution. However, as new
high-throughput sequencing methods are developed, annotation quickly becomes the bottleneck for genomic research.
In addition to open reading frames (ORFs) and regulatory
elements, correct annotation of other features such as mobile genetic elements (MGEs) is also essential. These
MGEs include bacteriophages, conjugative transposons,
integrons, unit transposons, composite transposons and insertion sequences (ISs). Such transposable elements are
defined as specific DNA segments that can repeatedly insert
into one or more sites in one or more genomes. ISs are
transposable elements that are regarded as genomic parasites proliferating in their host and surviving only through
horizontal gene transfer (1). ISs play a major role in genome evolution and plasticity, mediating gene transfers and
*To
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promoting genome duplication, deletion and rearrangement
(2). Insertion sequences may be abundant in host genomes
and are intimately involved in mediating horizontal gene
transfer, generation of pseudogenes, genomic rearrangement and alteration of regulatory elements (1, 2).
The majority of ISs are between 700-3000 bp and
possess one or two open reading frames (ORFs) that encode
transposases or helper proteins. For an IS element with
more than one ORF, the first (upstream) ORF encodes a
DNA recognition domain, while the second overlapping
ORF encodes the catalytic domain. There are two classes of
IS: TIR (Terminal Inverted Repeats) elements; and non-TIR
elements. A TIR IS element carries a pair of partially conserved 7 to 20 bp inverted repeats at its termini for cleavage
and binding of the transposase. Upon insertion, ISs often
generate short directed repeats from 2 to 14 bp immediately
outside the IRs (3). Despite the development of various
annotation programs for particular genomic features, some
important features such as insertion sequences (ISs), the
smallest and simplest autonomous mobile genetic elements,
remain poorly annotated. In many cases, annotations of
these elements include only ORFs and ignore terminal inverted repeats, which are an essential feature of their activity in mediating gene rearrangements. Moreover, partial ISs
are rarely annotated, leading to loss of potentially valuable
evolutionary information. Another major limitation of the
current tools is the requirement of a completed and annotated genome sequence for MGE identification and analysis.
Metagenomic analysis has revealed that IS transposases are among the most abundant and ubiquitous genes
in nature (4). Based on transposase sequence similarities,
ISs have been classified in 25 different families that belong
to three main classes of enzymes: DDE transposases; serine
recombinase; and tyrosine recombinases (3). Another recent
classification of ISs categorizes them into 26 families based
on transposase homology and overall organization, with
some families divided further into groups (5). An IS family
can be defined as a collection of elements sharing the same
catalytic site structure (with conserved spacers between key
residues), an identical genetic organization (e.g. frameshifting in transposase gene), similar terminal sequence arrangements, and uniform target site fates upon insertion.
However, not all families are so coherent. This is why some
of them (like families IS4 and IS5) are divided into subgroups composed of a core of closely related elements that
can be linked to other members of the family by weaker but
still significant similarities. The naming convention of
transposable elements (insertion sequences, transposons,
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etc.) generally follow the recommendations of Campbell et
al. (6). However, in some cases a revised system of IS naming is used (7). IS and transposable element abundance in
prokaryotes is highly variable (8) but they occupy a substantial fraction of some genomes. For example, 46.7% of
the genome of Orientia tsutsugamushi is composed of sequences derived from an integrative and conjugative element (ICE), 10 types of transposable element and other
repetitive regions of unknown origin (9). Other examples
include Clostridium difficile and Enterococcus faecalis in
which 11% and 25% of the genome respectively is composed of mobile elements (10, 11). Therefore, it is estimated that an average of up to 10% of bacterial (3) and archaean (12) genomes are comprised of MGEs.
Current software tools such as IScan and OASIS operate only on complete genomes with fully annotated ORFs
can only identify ISs. Complete genome assembly of a single strain of bacteria can be time consuming and costly, due
in large part to ambiguities introduced by repetitive elements themselves. Consequently, most publicly available
prokaryote genomes are deposited as incomplete, contig- or
scaffold-level assemblies, and IS and other repetitive elements may or may not be present in deposited sequence.
For example, Celera WGS, a widely used assembly software, commonly moves repeating elements to a “degenerates” folder that is not frequently deposited as part of the
draft genome. Therefore, to perform a global investigation
of repeat structures in unassembled prokaryote genomes,
we developed RepeatQuest, a computational tool for automated detection of ISs in unassembled or partially assembled genomes. RepeatQuest takes advantage of widely
available annotations to identify candidate repeat seed regions and then uses a computationally efficient extension
method based on BLAST (13) to grow the seed regions and
identify the edges of each repeat element. RepeatQuest is
capable of providing detailed annotation of hundreds of
genomes within hours, making it a valuable highthroughput tool for a global search of repeat elements. We
applied RepeatQuest to 3810 sequenced bacterial genome
and plasmid sequences to search for ISs. Compared to the
benchmark of Genbank annotations, RepeatQuest identified
82% with 80% sequence identity.
2 RELATED WORK
The abundance and diversity of MGE elements in prokaryotic genomes has posed a significant challenge for their
computational identification and annotation. Therefore, the
best resource for IS identification is a manually curated
reference database that compiles a large body of ISs
(ISFinder at https://www-is.biotoul.fr/) (13). The ISFinder
database is currently the most comprehensive dedicated
resource for high-quality, curated ISs annotations. Therefore, we assume this database to be an accurate set of ISs,
but incomplete because genomes are being sequenced faster
than they are annotated to this extent. However, several
studies have used the referenced sequences in the ISFinder
database to mine various collections of genomic data using
BLAST-based software (3, 12, 14-16).

The development of high-throughput sequencing
techniques has led to the availability of thousands sequenced genomes and metagenomes which require automated identification of ISs. The genome annotation pipelines such as GenMank (17) and Glimmer (18) stop at the
point of labeling ORFs as ‘transposase’ or ‘integrase’ where
sufficient homology was observed. Without classification
of ISs into families and enumeration within genomes,
broad-scale comparison studies across closely related
strains are not possible. The first automated approach to
annotate ISs was used for an analysis of 19 cyanobacterial
and 31 archaeal genomes, but this has yet to be made publicly available as an automated pipeline (5). ISSaga is a web
application pipeline that allows semi-automated IS annotation in complete genomes (19). ISSaga employs a librarybased method using BLAST seeded with the ISFinder sequences to classify ORFs into IS families. Although ISSaga
represents significant progress in automated IS annotation,
the efficiency of this approach in identifying transposable
elements is questionable due to its dependency on the
ISFinder database, i.e., ISSaga cannot automatically identify novel ISs not already present in ISFinder. IScan is a publicly available application that makes use of BLAST with a
single reference transposase sequence per IS family to scan
whole genomes for ISs, and includes in its prediction pipeline searches for transposases and inverted and direct repeats (20). IScan was used to investigate ISs in 438 prokaryotic genomes and found a limited number of ISs in most
taxa (21). OASIS, or Optimized Annotation System for
Insertion Sequences, is another publicly available computational tool for automated annotation of ISs (22) in whole
genomes. OASIS takes advantage of widely available
transposase annotations to identify candidate ISs and then
uses a computationally efficient maximum likelihood method of multiple sequence alignment to identify the edges of
each element. Although OASIS is capable of predicting IS
families, this functionality seems to be deprecated in the
current version of the software. Through comparisons
across 1319 genomes to a benchmark of ISfinder annotations, OASIS detected 37,427 ISs while IScan (20) detected
only 2902 ISs.
Software tools have also been developed to predict IS sequences and families based on profile-sequence comparisons. These tools employ Hidden Markov Models (HMMs)
based on transposases of characterized IS families. HMMs
have been generated for transposases belonging to 19 characterized families of ISs in the PFAM database (23). The
Superfamily database of structural and functional annotation of genomes currently hosts 6 HMM profiles from domains belonging to two prokaryotic families of transposases: mu bacteriophage transposase and IS200 (24). The
TnpPred web service provides profile HMMs for the remaining IS families and improves on the accuracy of the
HMMs in the PFAM database (25). Effective prediction of
ISs and Miniature Inverted repeat Transposable elements
(MITEs) using HMMs has been shown for 30 archaean
genomes (26), demonstrating that HMM based predictions
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can augment BLAST based sequence-sequence IS search
methods to improve accuracy and find novel ISs.
The current software tools described above operate
only on complete genomes with fully annotated ORFs.
Complete genome assembly of a single strain of bacteria
can be time consuming and costly, and draft genomes or
raw read sets are increasingly used for comparative genomics studies of prokaryotes. We present a tool RepeatQuest that can be used for global investigation of ISs in
unassembled or partially assembled prokaryote genomes.
RepeatQuest is capable of providing detailed annotation of
IS elements in hundreds of genomes within hours, making it
a valuable high-throughput tool for a global search of IS
elements.
3 METHODS
RepeatQuest is a computationally efficient algorithm designed to find repeat elements in fully assembled, partially
assembled or unassembled genomes. In this paper we model and find IS elements using the RepeatQuest algorithm.
The algorithm uses BLAST(13) to determine potential IS
locations by searching against an automatically curated
database of IS and transposase sequences derived from
GenBank. The potential locations are further extended by
Smith-Waterman alignment extension. The IS elements
may occur once in a genome (single-copy) or may consist
of a set of almost identical copies (multicopy). As there are
distinct levels of information available in each of these cases, different algorithms perform better with each class. As
such, we have designed RepeatQuest to find these two
groups of ISs in two separate steps: first finding multicopy
ISs and then single-copy ISs.
3.1

Search Terms and TransposaseDB
RepeatQuest identifies single copy and multicopy
ISs and transposases in each genome by finding conserved
regions of already-annotated transposase elements, which
are identified by the word ‘transposase’, or ‘insertion sequence’ in the ‘product’ field of GenBank files. The keywords used to search the Genbank database may be extended by user-provided regular expressions since there is significant amount of inconsistently annotated data in Genbank. For example, transposases are frequently misannotated as integrases. Generating the database of known
MGEs is done once as a preprocessing step during the first
run of RepeatQuest which generates a BLAST database
called TransposaseDB. This database is stored for subsequent use by future executions. The user can force update
of the database when new versions of the GenBank files are
available.
3.2

BLAST Searching Parameters
A candidate sequence for extension is determined
by BLAST search against TransposaseDB. RepeatQuest
can operate directly on raw reads provided in
FASTA/FASTQ format. Efficiency can be significantly
improved by assembling the reads and providing a set of

assembled contigs in FASTA format. The assembled contigs are BLAST searched against the TransposaseDB database to find potential seed locations for ISs and transposases. These seed location represent all possible MGE locations that must be searched and analyzed. Therefore, we use
MegaBLAST for finding matches with higher sequence
similarity and better performance. Since, we further extend
these seed sequences to find the boundary of the MGE we
can tolerate partial or inexact matches. This BLAST search
step can also be done using the raw reads but will significantly slow down the execution.
3.3 Extending Potential IS Matches
Once the possible MGE seed locations have been identified,
raw reads are used to extend the seed sequences to determine the boundary. The extension is done by pair-wise
alignment of the raw reads to the ends of the seed sequence. This alignment algorithm is implemented using
BLAST allowing 5 bit score errors. This parameter is configurable by the user depending on the sequencing technology used and the expected error profile of the reads. For
Illumina reads we allowed 5 bit error which is 98% sequence similarity considering 250bp reads.
The extension step aligns all reads to the end of a
seed sequence and then executes the boundary detection
step. The extension step does not align reads that don’t have
at least a partial overlap with the core seed sequence as we
do not want to miss the boundary of the MGE by large extensions. Therefore, each extension step builds no more
than twice the input read length. The seed sequence is expanded to include the aligned reads and the larger consensus sequence is used as the new seed. Therefore, the extension step is iteratively executed for the remaining sequences
for which the boundary cannot be found until the seed sequence becomes too long. The termination length of the
seed sequence is user configurable and defaults to 4Kbp.
3.4

Determining IS Boundary
We apply different approaches to find the boundary of single- and multi-copy MGE elements. In case of single copy we can only find the boundary in cases where
there are flanking inverted repeats. To define the edges of
single-copy ISs, we use an approach first developed by IScan to find IRs around the transposases, which are present
for the majority of ISs (15). Briefly, a Smith–Waterman
alignment, with a match score of 1, a mismatch penalty of
−3 and a gap penalty of −4, is performed comparing the
region upstream of the transposase (500 bp) with the reverse complement of the downstream region (500 bp) and
the highest match with a score >10 is assumed to be the pair
of terminal IRs.
Since the various copies of a multi-copy ISs are
from different genomic loci, they have different unique
sequence beyond the boundary of the IS. Therefore, if the
consensus of the aligned reads disagrees with the end of the
seed sequence, this indicates the boundary of the IS has
been reached. We can then look for IRs using a Smith–
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Figure 1. Venn diagram
illustrating
the identified
of IS annotations
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thresholds. (a) RepeatQuest and OASIS both found a total of 5409 ISs (in single copies) in the 3810 Genbank benchmarked genomes. Additionally, RepeatQuest identified 2558 ISs that OASIS did not annotate and OASIS found 148 ISs that RepeatQuest failed to detect. OASIS found 67 insertion sequences that were not correctly annotated in Genbank as IS. RepeatQuest generated 1350 partial IS sequences that have not been annotated in Genbank or
include false positives. The intersection of RepeatQuest and OASIS is 0 as RepeatQuest cannot identify any sequence that has not been annotated in more
than one Genbank submission using the keywords ‘transposase’, or ‘insertion sequence’ in the ‘product’ field. RepeatQuest does not take the annotated
genome as input and therefore require similar annotation to be present in other submissions. (b) Same as (a) but only allowing 80% length matches as true
positives. (c) Same as (a) but only allowing 90% length matches as true positives.

Waterman alignment with the same parameters as the single
copy IS case and compare the regions within 500 bp of each
edge. In some cases the boundary defined by the IRs may
disagree with the boundary defined by the synteny of the
aligned reads due to nested repeats, flanking direct repeats
at the ends and inaccurate IR identification. RepeatQuest
addresses this ambiguity by prioritizing the IR edges and
the boundary is changed to match the IRs. If IRs are found
a direct repeat finding subroutine attempts to align 10bp
fragments on either side of the IRs to identify direct repeats.
If no IRs are found, the edges of the MGE are solely determined by the alignment of the reads. This allows annotation
of partial MGEs as many of these sequences do not have
IRs. Thus, when present in multiple copies, RepeatQuest
finds partial ISs; it is not capable of finding these IS fragments when no intact copy with an annotated transposase is
present in Genbank.
3.5 Iterative Extension and Boundary Finding
The sequences with known boundaries are removed from
the extension set and all the remaining sequences are expanded based on the consensus of the aligned reads to the
boundaries. The extension and boundary finding is performed iteratively until all sequences have been processed.
The same MGE element may result in one or more blast
seeds and may cause redundant copies of the same IS to be
generated. Therefore the redundant results within the final
set are filtered our using a pairwise global alignment to
identify groups of IS lengths, clustering together groups
whose mean lengths are within 100bp of each other. The
cluster is then assumed to be the true copy size of the IS
and any fragments that are shorter than that threshold or
200 bp are classified as partials.

3.6

RepeatQuest Output
The output of these steps contains full and partial
MGEs composed of a transposase with one or more ORFs
and appropriate upstream and downstream sequences. The
extreme edges are annotated in Genbank format for IS elements and may include a partially conserved inverted repeats on each end ranging from 8 to 40 bp in length with
direct repeats ranging from 4-8bp in length. Partial IS elements and other MGEs such as transposase do not have
special annotations defining the boundary.
The final output of RepeatQuest includes two files
for the given input of raw reads and contig(s): 1) a file in
Genbank format listing each MGE and its characteristics,
including the chromosome ID, start and end positions, direction, family and group, IRs (if found), DRs (if found)
and whether the element is a partial element; and 2) a file
containing the copy number of each identified IS in csv
format.
3.7

Using the RepeatQuest Tool
The process of testing RepeatQuest on first fragmenting each genome using the simulation process described above. We then used the Celera WGS assembler to
assemble these simulated reads into contigs. The RepeatQuest algorithm operates on these contig sequences
generates a set of candidate insertion sequences. The RepeatQuest algorithm does not include the genome being
processed in the search database to ensure that the test and
training sets are disjoint.

4

RESULTS
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We perform two experiments to show the MGE
detection capability of RepeatQuest and present a summary
of IS sequence found by RepeatQuest classified by IS family. RepeatQuest also requires a read library of input reads
and can be optionally provided with a partial or complete
assembly of the reads. To evaluate RepeatQuest we used
3810 microbial genomes and plasmid sequences > 100Kbp
available in NCBI as of 15th October 2014. The ART tool
was used to generate synthetic Illumina paired-end fragment libraries with read length of 250bp and 50× coverage.
ART simulates sequencing reads by mimicking real sequencing process with empirical error models or quality
profiles summarized from large recalibrated sequencing
data. ART can also simulate reads using a user specified
error profile which requires the user to specify probability
of sequencing errors at each base position of the read. ART
was used as a primary tool for the simulation study of the
1000 Genomes Project (27).
4.1

IS Detection using RepeatQuest
The performance of the RepeatQuest tool was
compared to that of OASIS using annotated transposases in
Genbank as a benchmark. This first experiment compares
accuracy of RepeatQuest and OASIS by measuring the percentage of Genbank annotated ISs the tools find. Unlike
RepeatQuest, OASIS operates on completely assembled
and annotated genomes and uses only the annotation information available in the genome. RepeatQuest operates on
partially assembled contigs or directly on the raw reads and
does not require annotation to identify the ORFs. This experiment shows the predictive capability of RepeatQuest to
find ISs from completed but un-annotated sequences and
compares it to the predictive capability of OASIS using
annotated sequences. The capability of RepeatQuest to find
other MGEs is not measured in this experiment.
RepeatQuest uses an un-annotated genome the
ORFs are often not clearly defined and finding the exact
length of the MGEs is difficult using the seed extension
algorithm. Therefore, due to these inaccuracies the testing
result in Figure 1(a) considers 70% sequence length match
as a true positive, i.e., if RepeatQuest returns a sequence
which matches 70% of the length of an annotated sequence
in Genbank with 95% sequence similarity we consider it as
a true positive. The count numbers in the figure represent IS
counts in single copy i.e. multiple copies of a particular IS
are not included. Within the 3810 benchmarked genomes,
RepeatQuest found 84.5% of the 9422 unique Genbank
annotations, whereas OASIS found 58.9%. The 5346 Genbank ISs found both by RepeatQuest and OASIS represent
insertion sequences with well-defined inverted repeats. The
2558 sequences found by RepeatQuest and also present in
Genbank are full and partial transposase elements that do
not contain completely defined inverted repeats and therefore cannot be identified by OASIS. The 1350 annotations
found only by RepeatQuest include partially assembled
insertion sequences, partial MGEs found by RepeatQuest
that have not been annotated and. These sequences may
also include potential set of new insertion sequence and
transposase elements identified by RepeatQuest based on
sequence similarity to other genomes in Genbank. The in-

tersection of RepeatQuest and OASIS is 0 as RepeatQuest
cannot identify any sequence that has not been annotated in
more than one Genbank submission using the keywords
‘transposase’, or ‘insertion sequence’ in the ‘product’ field.
RepeatQuest does not take the annotated genome as input
and therefore require similar annotation to be present in
other submissions.
We further evaluated RepeatQuest under increasingly strict constraints by increasing the length match
threshold at which we accept as a true positive match to
80% and 90% of the sequence length(see Figure 1). Figure
1(a) shows the results of considering only sequences with
greater than or equal to 80% length matches with 95% sequence similarity with Genbank sequences as valid true
positives of RepeatQuest. We notice a slight reduction in
the number of insertion sequences detected by RepeatQuest
to 82.2% of the 9422 unique Genbank annotations. Increasing length match threshold to 90% shows significant reduction in the number of insertion sequences detected by RepeatQuest to 65.7%. However, this shows that RepeatQuest
is able to closely reproduce the actual IS using the fast seed
extension algorithm in majority of cases.

Table 1. RepeatQuest annotations compared to Genbank annotations
group by Phylum at 80% length match threshold
Phylum

# Genomesa # GB ISb # GB TPc # ISQ ISd ISQ TPe

Proteobacteria

1810

22375

31918

18412

14164

Firmicutes

794

7906

11029

6297

4962

Actinobacteria

520

4029

7970

3416

3513

Cyanobacteria

128

1590

3674

1267

1534

Bacteroidetes

92

1016

1342

858

582

Tenericutes

53

434

468

321

226

Spirochaetes

48

357

569

264

253

DeinococcusThermus

47

283

323

188

160

Others

318

3754

3097

2712

1373

Total

3810

41564

60309

33735

26767

a

The number of genomes under each phylum.
The number of IS annotations(multiple copies) in Genbank.
The number of Transposase annotations in (multiple copies) Genbank.
d
The number of IS detected (multiple copies) detected by RepeatQuest.
e
The number of Transposase detected (multiple copies) detected by RepeatQuest.
b
c

4.2

MGE Detection using RepeatQuest
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In order to study the overall sensitivity and specificity of RepeatQuest we directly compare the output of RepeatQuest generated by RepeatQuest compared to Genbank.
We do not compare our results to OASIS due to the fact
that OASIS only identifies insertion sequences with clearly
defined inverted repeats. RepeatQuest on the other hand can
identify full ISs, partial ISs and other MGEs such as transposase. Table 1 shows the IS sequence found by RepeatQuest grouped by phylum. The numbers in the table
represent ISs in multiple copies i.e. the multiple copies of
the IS are included. Due to the number of sequenced genomes from Proteobacteria and Firmicutes, >50% of the ISs
we found are from Proteobacteria and ∼16% are from Firmicutes (Table 1, Column 3). RepeatQuest detected 82.2%
of the Proteobacteria ISs and 81.1% on average from Genbank (Table 1, column 3, 5). The prediction capability of
RepeatQuest is limited by the assumption that a similar
annotation of the IS element is present another genomes as
it operates in an un-annotated sequence. So, in some cases
we cannot identify certain ISs correctly due to sequence
divergence or absence of annotation. Also, the copy number
computation based on the number of possible flanking
unique sequence regions is conservative in estimating the
number of copies and reduces the copy count to the least
possible value.
RepeatQuest was also used to identify transposase
elements and compared to transposase annotations in Genbank. Similar to IS elements, Proteobacteria and Firmicutes
account for majority of the transposase annotation is Genbank i.e. 52.3% and 18.3% respectively. RepeatQuest detected 57.7% of the Proteobacteria transposase and 44.4%
on from Genbank (Table 1, column 4,6). The significantly
lower detection accuracy of transposase is due to the presence of single copy transposase as estimating the length of
such transposase is not handled by RepeatQuest. Such single copy elements with no disenable end regions are extended upto the default max length and often include unique
sequence that does not match the transposase element from
GenBank.
Overall, a total number of 60,502 MGE elements representing 9317 unique IS sets and 26767 transposase annotations were identified by RepeatQuest in 3810 genomes.
RepeatQuest took a total of 23 h and 44 min to annotate all
3810 genomes on a 4x Intel Xenon X7550, 2.0-Ghz processor using partially assembled contigs. The maximum pergenome running time was 3 min.
5

CONCLUSION
As sequencing technology progresses, the need for
user-friendly, high-throughput annotation systems continues to grow. We developed RepeatQuest, an automated
annotation system for repeat sequences, which is capable
not only of providing detailed repeat information for a single genome, but also of processing thousands of genomes
within few hours. The major feature implemented in RepeatQuest is the capability of detecting ISs and other MGEs
using partially assembled sequences or even raw reads. This
makes RepeatQuest a more usable tool over previous such

implementations which require a fully assembled and annotated genome. The design of RepeatQuest is extendable to
identify various types of MGEs other that ISs and therefore
can be used for many purposes, such as mapping the evolutionary history and analyzing horizontal gene transfer patterns.
We tested RepeatQuest on simulated read libraries
of 3810 complete bacterial genomes and plasmids in Genbank. Of 101954 IS and transposable elements annotated
for these sequences in Genbank we identified 82% with
80% sequence length match. RepeatQuest compared to the
Genbank database missed and some MGEs and some false
positives were included in the output, but, the results were
better than contemporary tools.
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ABSTRACT

Depending on the severity of the condition and the
associated risk, surgical intervention may not always be the
first choice. This is true for treating chest wall deformities
such as pectus excavatum and pectus carinatum. For both
conditions, novel non-surgical treatments have been
developed to gradually alleviate the malformation making
use of the elastic nature of the costal cartilages at an early
age of the patient. To quantify the performance of such
treatments, this paper introduces and discusses the
development of a mobile application that utilizes chest
surface scans comparisons to rapidly produce a gauge of
physical improvement in the form of a difference color
map.

Frederic D. McKenzie
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For pectus carinatum, the Dynamic Compression Brace
(DCB) is an adopted non-surgical approach. This approach
which was developed in Argentina, where PC is more
common than PE, uses a custom-fitted, low-profile
aluminum brace that is adaptable to the sternal protrusion
[3]. It uses a precise amount of pressure needed to reshape
the chest without causing skin breakdown or unnecessary
discomfort. A special device measures the pounds per
square inch (psi) that the brace exerts, which is adjusted
monthly as the chest slowly assumes a normal shape.

Author Keywords

Pectus deformities, surface scanning, registration.
INTRODUCTION

Pectus deformities are congenital chest malformations that
affect children and young adults and occur in about 1/1000
children and young adults [1]. Among these deformities are
Pectus Excavatum (PE) and Pectus Carinatum (PC). In
pectus excavatum, the anterior chest wall, mainly the
sternum and adjacent costal cartilage, are depressed
posteriorly causing a funnel or sunken chest. On the other
hand, in pectus carinatum, the sternum protrudes outward
causing what is called a pigeon- or chicken breast. The two
conditions have been reported at birth and usually become
more pronounced during early adolescence [1]. Depending
on the severity of these conditions, surgery may not be the
treatment of choice; thus, several gradual non-surgical
treatments were introduced to repair these deformities.
Among the non-surgical interventions of pectus excavatum
is the Vacuum Bell (VB) treatment. The VB (Figure 1),
developed by Eckart Klobe, uses a suction cup to create a
vacuum seal on the chest wall to elevate the sternum. The
pressure inside the suction cup can be controlled by a
patient-activated pump up to 15% below atmospheric
pressure [2].
2015 Student Capstone Conference.

Figure 1. Application of vacuum bell (left) [2] and
dynamic compression brace (right) [3].
The aim of this work is to develop a tool that allows an offthe-shelf 3D scanning of chest wall deformities and
visualize the change in chest shape over the course of the
treatments. The proposed app allows 3D data collection
using Microsoft Kinect to compare pre and post treatment
changes on mobile devices. This can increase motivation
during active treatment and increase confidence in ongoing
results.
METHODS AND MATERIALS

Pre and post treatment scan are initially recorded using a
Microsoft Kinect scanner. The Kinect is mounted on a
curved movable platform (Figure 2 (a)) and connected to a
personal computer on which the real-time scanning
software ReconstructMe is installed. The hardware is usable
in a sitting or supine positions. For a sitting position scan,
the patient seats approximately 1-1.5 meters in front of the
Kinect and the Kinect is rotated around 80 degrees from
one side to another by an assistant (Figure 2 (b)). For a
supine position, the patient lays down on the table and the
overhead scanning apparatus is wheeled in to perform the
same scanning motion (Figure 2 (c)).
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RESULTS

Figure 4 illustrates the result of aligning the two 3D scans
using the assigned landmarks. A non-rigid registration was
applied and a colormap of the difference was produced, as
shown. The color map scale indicates, in millimeters, the
difference between the images, which represents the
deviation of the chest wall after the period of VB or DCB
treatment.

(a)

(b)

(c)

Figure 2. Microsft Kinnect for capturing real-time 3D
volume (a) used for self scanning (b) and mounted on the
apparatus for supine patient scanning (c).
ReconstructMe takes 5 seconds to capture the point cloud
data, texture and color information of the subject. Once the
initial scanning procedure is over, the data file is saved for
further analysis in a standard polygon file (PLY) format.
After obtaining two scans with a period of treatment in
between, the old and new scans are read into the developed
specialized comparison mobile application to measure the
deviation of the chest wall and visualize the changes.
The application was developed using the open source
library visualization toolkit (VTK) for image processing
and Qt for developing a cross-platform user interface (UI).
Once the images are loaded, the user can crop the images to
the desired area and select key anatomical landmarks, such
as the nipples, the naval and sternal notch, for registration
and alignment of the two scans (Figure 3). Once the images
are aligned, they are compared and a resulting color map is
produced illustrating the chest wall deviation.

Figure 4. Chest Scan application: Difference color map.
CONCLUSION

Currently, doctors use rudimentary measurement tools such
as cylindrical rulers to assess the changes in deformities
during patients clinical checkup. The mobile application
allows easy access and visualization of the chest wall
deviations and changes over the course of a VB or DCB
treatment, which can last over 12 months. We believe this
approach will encourage patients to more frequently use the
treatment, reflecting on any slightest improvement. A pilot
study will be conducted within the upcoming month to
validate the proposed system.
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Extended Abstract – Centerline extraction from
tubular objects is an integrated part of many vessel
segmentation techniques. The centerline of a tube-like
structure can be considered as a 1D representation of 2D
or 3D curvilinear structures. In this paper, we present a
centerline extraction approach which is based on the
deformation of a discrete deformable model called 1simplex mesh. Our ultimate goal is to segment cranial
nerves from MR images using this centerline path.
Tubular segmentation techniques are the key
components of many surgical and interventional
radiology procedures that involve visualization and
quantification of vessel like structures from medical
images. These segmentation techniques are particularly
useful in diagnosis assistance, treatment and surgery
planning. Because of its importance, a tremendous
amount of previous and on-going research have been
dedicated towards the development of tubular
segmentation algorithms. One of the categories of
tubular structure segmentation involves tube’s centerline
as a tool to segment the tubular anatomy. Centerlinebased algorithms seek to extract the medial line of the
vessel and then use them to efficiently constrain the
segmentation of the vessel’s contours.
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techniques found in literature have been applied to the
segmentation of blood vessels and hardly any of these
techniques have been applied to cranial nerves because
of their thin anatomical structures. We propose to
develop a centerline extraction technique which will be
eventually applied to segment cranial nerves from MR
images.
The centerline model of a tubular shape is represented by
a discrete meshing technique called the 1-simplex mesh.
The simplex mesh, introduced by Delingette [4], is a
discrete deformable model with constant vertex
connectivity used for 3D surface segmentation in [5] [6].
A k-simplex mesh is a k-manifold discrete mesh where
each vertex has k+1constant connectivity. Based on the
values of k, a simplex mesh can represent various objects
such as curves (k = 1), surfaces (k = 2) or volumes (k =
3). Deformation of the simplex mesh is based on the
relative position of the vertices with respect to their
neighbors. Like other deformable models, simplex
meshes are also deformed using internal and external
forces. Each vertex Pi of the simplex mesh is considered
as a mass-spring system that follows the Newtonian law
of motion as shown in Eq [4].
Eq 1

Centerline-based algorithms seek to extract the 1D
medial line of the tube and then use them to efficiently
constrain the segmentation of the vessel’s contours. In
[1], [2], [3], centerline tracking is performed using Eigen
analysis of Hessian matrix. Frangi et al. [1] modeled the
central vessel axis using B-splines. The B-spline model
is then deformed by minimizing an external energy,
where the external energy is the output of the image
Hessian-based vesselness filter. Wink et al. [3]
combined Frangi’s vesselness measure to the fast
marching shortest path problem to determine the central
axis of vessels. Aylward et al. [2] developed a centerline
extraction algorithm based on an intensity ridge
traversal. Most of the centerline-based tube segmentation

Here, m is the mass unit of the vertex, γ is the damping
factor, Fint is the internal force and Fext is the external
force. The internal force ensures continuity and
smoothness of the mesh whereas the external force is the
image-based force, computed using image information.
The proposed centerline extraction technique is a semiautomatic approach, where the user defines a pair of start
and end points as initial seed points for a tube. Once
these points are defined, the rest of the process will be
automatic. We compute the shortest path between the
start and end point using fast marching method [7, 8].
These shortest paths will act as an initial estimation of
the centerline of the tube, which is then deformed using
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internal and external forces to move towards the true
medial axis of the tube. This proposed system computes
the three dimensional centerline curves.
We have applied our centerline extraction algorithm to
both 2D and 3D synthetic data. For 2D image, different
stages of centerline extraction algorithm are shown in
figure 1. Centerline extraction for 3D image is shown in
figure 2.

In this paper, we have presented a technique for
computing centerline paths through tubular structures
using a discrete deformable model. We have shown
results of centerline estimation for both 2D and 3D
simulated data.
In future work, we will also estimate tube radius at
different points of the centerline. We will combine a
statistical shape model with the centerline model so that
it has the ability to handle thin anatomical structures,
low imaging resolution as well as shape variability of the
cranial nerves while segmenting them from MR images.

REFERENCES

1.

2.

(a)

(b)

(c)

(d)
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image; (b) 1-simplex representation of the shortest path between
user defined end points; (c) True centerline of the tube after
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Figure 2: Centerline extraction for 3D image. (a) 3D input image;
(b) 1-simplex shortest path curve between end points (black
points at the end); (c) Both the initial curve and final deformed
centerline, superimposed on a sagittal slice (Y-Z slice).
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ABSTRACT

We have developed a novel approach to generating 2manifold meshes having shared boundaries by modifying the
Dual Contouring algorithm. Our approach takes a labeled
volume as input, and produces 2-manifold triangular meshes
as output. We have applied our proposed method on
synthetic data as well as real data (from a digital deep brain
atlas) and found that the resulting meshes are consistently 2manifold.
Author Keywords

Dual contouring, 2-manifold, surface reconstruction

INTRODUCTION

Figure 1. (Left) A rendering of a synthetic volume, i.e. two cubes
touching at the corners. (Right) The non-manifold surface
generated by classical DC. The red line depicts the nonmanifold edge.

The purpose of this paper is to present a novel approach for
generating a 2-manifold triangular surface mesh
representation of deep brain structures featuring shared
boundaries. We present a modified version of the original
Dual Contouring (DC) algorithm [2] to create a surface mesh
from labeled volumes. The 2-manifold triangular mesh will
ultimately be applied to initializing an active multi-surface
simplex model by geometric duality.
Dual Contouring is a method used for extracting the surface
of an implicit volume. The method is dual in the sense that
vertices generated by DC are topologically dual to edges
generated by the Marching Cubes (MC) algorithm [1]. The
classical DC algorithm of Ju et.al. [2] is unable to generate
2-manifold surfaces (Figure 1) because of the presence of
ambiguous grid cubes (Figure 2). A full listing of possible
ambiguous grid cubes can be found in the work by Zhang
[5]. Over the years, a number of approaches have been
presented to tackle the non-manifold nature of DC for single
material volumes. Recently, Zhang and Qian [6] proposed a
novel way to resolve topological ambiguities for multimaterial volumes, but their method is more applicable
towards the generation of tetrahedral meshes.
This manuscript presents a novel approach to surface mesh
generation using DC. We extend the classical DC algorithm
by applying a tetrahedral decomposition of ambiguous grid
cubes and by using a set of novel rules for polygon
generation which ensures 2-manifoldness.

Figure 2. Two ambiguous grid cubes. The colored corners
indicate the material indices of the respective corners.
(Bottom) An example of an ambiguous grid cube. (Top) The
ambiguous grid cube, also known as the parent cube, and one
valid tetrahedron. Notice that the edges of the tetrahedron
(thick red lines) which are also edges of the parent cube are
sign change edges.

METHODS

The volume is first subdivided into a uniform grid of an
appropriate size. An octree (whose leaves represent the grid
cubes) is then used for fast parsing of the grid cubes and
polygon generation. Each corner of the grid cube including
the center is assigned a material index based on their location
in the implicit volume (Figure 2 shows two grid cubes whose
colored corners represent their material indices).
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Figure 3. (Left) An illustration of the minimal edge rule. (Center) An illustration of the face rule. (Right) An illustration of the
tetrahedral edge rule.

The dual vertices (also called minimizers) are computed
using Quadratic Error Functions (QEFs). In our
implementation, we only compute one minimizer for each
grid cube.
As mentioned above, the classical DC method cannot
produce 2-manifold surfaces due to the presence of
ambiguous grid cubes. The method of Zhang and Qian [6]
attempts to resolve the topological inconsistencies inherent
in classical DC by further decomposing the ambiguous grid
cubes into 12 tetrahedra. For a given ambiguous grid cube,
the three corners of a face of the grid cube as well as the
center of the cube are each used to create a tetrahedron, with
the center of the grid cube being a common point for all 12
tetrahedra.
It is useful to define a few terms at this point. An interior
edge is an edge of a tetrahedron that is made up of a corner
of the parent grid cube and the center of the grid cube. A sign
change edge is an edge of a tetrahedron or a grid cube whose
end points are assigned different material indices.
The centroids of each tetrahedron are used as minimizers.
The method of Zhang and Qian in [6] presents two general
rules that generate tetrahedrons/polyhedrons using the
minimizers of unambiguous grid cubes as well as the
minimizers of the tetrahedra from ambiguous grid cubes. The
effect of incorporating these rules into the classical DC
algorithm results in a mesh comprising of both surface and
tetrahedral meshes. In our strategy, we present novel rules
that result in purely surface meshes, rather than tetrahedral
meshes.
We follow the same approach as Zhang and Qian in [6] for
splitting an ambiguous grid cube into 12 tetrahedra. Next, we
compute minimizers (centroids) for only those tetrahedra
having at least one edge that satisfies the following two
criteria: (1) the edge is a sign change edge, and (2) the edge
is also an edge of the parent grid cube. These tetrahedra are
known as valid tetrahedra (Figure 2).

During the polygon generation phase, we follow the classical
DC approach by analyzing minimal edges. Each minimal
edge is a sign change edge that is shared between four grid
cubes. If all four grid cubes are unambiguous, then we create
two triangles using the four minimizers of the four grid
cubes. On the other hand, if any one of the four grid cubes is
ambiguous, we apply the following rules: (1) Minimal edge
rule, (2) Face rule, and (3) Tetrahedral edge rule.
Minimal Edge Rule: This rule follows the same concept as
in classical DC: if the minimal edge is a sign change edge,
then intuitively there must be a transition between the inside
and outside of the implicit volume (in our case, a transition
between materials). We generate a polygon using the
minimizers of unambiguous grid cubes and tetrahedra that
share the minimal edge. Each ambiguous grid cube will have
exactly two tetrahedra sharing the minimal edge. It should be
noted that the resulting polygon does not necessarily have to
be convex. It is also worth mentioning that extra care should
be taken when using third party polygon generation
algorithms (such as 2D Delaunay) which may have a
tendency to generate convex polygons. The left figure of
Figure 3 illustrates the minimal edge rule. In this figure, the
black points represent the points of the minimal edge which
is shared by the 4 grid cells. There are two ambiguous grid
cubes (green) and two unambiguous grid cubes (black). The
yellow round points represent the centers of the two
ambiguous grid cubes. The blue and red lines represent the
two tetrahedron of one of the two ambiguous grid cubes. All
four tetrahedrons share the minimal edge. The polygon is
created using the minimizers of the two unambiguous grid
cubes, as well as the minimizers of the four tetrahedron
sharing the minimal edge.
Face Rule: Ambiguous grid cubes may share a face with an
unambiguous grid cube. For each ambiguous grid cube
sharing a face with an unambiguous grid cube, there are two
tetrahedra making up the shared face. We take the
minimizers of these two tetrahedra, as well as the minimizer
of the unambiguous grid cube, and generate a triangle. The
center figure of Figure 3 shows the face rule. In this figure,
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Figure 4. (a) The mesh with holes (marked with red edges). (b) The mesh with holes patched (marked in red). (c) A 2-manifold
mesh of a synthetic volume. (d) a mesh of the Nucleus lateropolaris thalami (Lpo), (e) a mesh of the Nucleus Anterior
Principalis (Apr), (f) a mesh of the Nucleus fasciculosus thalami (Fa).

there are two ambiguous grid cubes (green) and two
unambiguous cubes (black). The shared face between the
upper left ambiguous grid cube and the lower left
unambiguous grid cube is depicted with blue round points.
The yellow round point depicts the center of the upper left
grid cube. The red lines denote the two tetrahedron of the
shared face. The red square points are the two centroids of
the two tetrahedron. The black round point is the minimizer
of the lower left grid cube. The indigo polygon is created
using the three minimizers.
Tetrahedral Edge Rule: This rule follows the same idea as in
the minimal edge rule: if the interior edge of a tetrahedra is a
sign change edge, then intuitively there must be a transition
between the materials of the implicit volume. A polygon is
generated using the minimizers of all the valid tetrahedra of
the parent grid cube that share the sign change edge. The
rightmost figure in Figure 3 depicts the tetrahedral edge rule.
In this figure, there are two ambiguous grid cubes (green)
and two unambiguous grid cubes (black). The black round

point is the center of the ambiguous grid cube. In this figure,
there are two interior edges, whose ends are the green round
points and black round point. For the interior edge under
consideration, there are four tetrahedron sharing the interior
edge. A polygon is created using the minimizers of those four
tetrahedron.
Hole patching rule: After the application of the above
mentioned rules, there still remains some holes in the
resulting mesh. By analyzing boundary edges, these holes are
detected and patched. An illustration of these holes (marked
in red) are depicted in Figure 4a. Figure 4b shows the
patching of the holes (in red).

RESULTS

We have applied our proposed method on synthetic data, as
well as real data. Figure 1 shows the non-manifold mesh
generated when applying the classical DC on synthetic data.
The red line depicts the non-manifold edge (edge shared by
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more than 2 polygonal faces). Figure 4c shows the resulting
2-manifold mesh generated when our proposed method is
applied to the same synthetic data. Figure 2c shows an
example of the 2-manifold surface mesh when our proposed
method is applied on synthetic data.
Figure 4 also illustrates the results obtained by applying our
proposed method on the digital deep-brain atlas described in
[7]. Figure 4d shows a mesh of the Nucleus lateropolaris
thalami (Lpo), Figure 4e shows a mesh of the Nucleus
Anterior Principalis (Apr) and Figure 4f Nucleus
fasciculosus thalami (Fa), based on Schaltenbrand and
Wahren labeling.

CONCLUSION

This paper presented the first stage for a surgical robotic
approach to targeting in deep brain therapy. We propose a
modification to the Dual Contouring algorithm which will be
capable of producing 2-manifold surface meshes from a
volume composed of multiple materials, or in this case,
multiple labeled functional regions. We intend to utilize this
algorithm in creating surface meshes for deep brain
structures, as an input stage for 2-simplex model [8] that can
be deformed using image and geometric forces. This simplex
model will then be fitted (not in real-time) to a specific
patient using pre-op data, and then deformed inta-operatively
(in real-time) using fast non-rigid registration for efficient
and accurate brain shift estimation in robotic deep brain
stimulation.
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ABSTRACT

For the past several years therapeutic cancer treatments using oncolytic viruses has become a popular area
of study. How successful is targeting tumor cells with viruses that replicate and eradicate these tumor cells,
simultaneously minimizing their affect on normal cells? In an effort to analyze the influence of oncolytic
viruses, we formulate and speculate aspects of a mathematical model of a tumor that is injected with a
replicating oncolytic virus. The formulation consists of non-linear PDE system in spherical domain with a
moving boundary accompanied by relevant initial boundary conditions. We are able to study the interaction
of the immune system, tumor cells, and the oncolytic virus.
In addition, just injecting a tumor with a replicating virus may not be enough to completely eradicate a growing tumor. We investigate additional components of the model that will aide in further limiting the tumor’s
growth. Friedman et al. (...) introduce a model that determines how different levels of cyclophosphamide
(an immune suppressing drug) affect the growth of the tumor. As an extended study we will investigate how
the delivery of the virus in addition to the immuno-suppressing drug further impact tumor growth. Results
from Friedman et al suggest that cancer therapy benefits from increasing the burst size and adding doses of
cyclophosphamide. We intend to have results suggesting an optimal dose of the immuno-suppressing drug
and consider if optimal timing of administering the virus results in decreasing tumor growth.
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ABSTRACT
This extended abstract is based on a capstone project as
part of a mentorship with Dr. Michel Audette at Old
Dominion University for the Mathematics and Science
Academy at Ocean Lakes High School. This research based
project was done in order to study and gather data about the
different types of brain atlases and which ones were the
most practical for the construction and design of a brain
GPS.
METHODS
Brain visualizations are used in a wide array of
scientific fields including engineering, surgery, and
medicine. One of the most common uses of the brain atlas is
as a simulation tool for brain surgeries, such as tumor
removal. Other uses in medicine include the measuring of
brain activity through blood flow and detecting energy for
treating and analyzing the source and effects of aneurysms.
A doctor or surgeon may also use brain activity and
anatomy simulations to practice surgery and treatments on a
computer before moving onto actual patients. By using the
3D Slicer software, I was able to compare the different
aspects of several brain atlases.
The first atlas from the Surgical Planning Laboratory at
Harvard University shown in Figures 1 and 2 provides
images of segmented slices of the brain, several different
angles of view, fiber density (for tumors and irregularities),
inter-slice correspondences and relations, graphs and data
tables, equipment used, signal intensity regions,
comparisons between healthy and irregular, and voxel-wise
analyses of brain regions. This website also provides a
multi-modality MRI-based atlas of the brain. There are also
datasets of brain tumor resection images and automated
segmentation of brain tumor images. The brain atlas enables
the user to take slices of the brain, as well as explore the
outer surface. This brain atlas contains 150 components in
the models, which can be highlighted and manipulated [1].
The atlas from the Brain Biodiversity Bank [2] is
extremely detailed and provides the coronal, horizontal, and
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sagittal planes of the brain. There are 3D models, MRI
scans, cell stains, and fiber stains featured in the montage,
however, the stained sections are slightly disfigured because
the slices of the brain were dehydrated and then processed.
The details of the different parts of the brain are still visible,
just misshaped, as shown in Figure 3. The website also
includes several videos of cross sections and the exterior of
the brain featuring scans and the models. I found this atlas
to be very detailed, descriptive, and informative; however, it
was not very interactive. All of the images and videos were
in jpeg, gif, or mov format.
McGill University was the first to develop a 3D atlas of
the brain, rather than a 2D one. It shows cross sections, as
well as the surface of the brain. I found the Big Brain Atlas,
shown in Figure 4, to be the best out of all of them, since it
shows structures and regions in high definition, and it is
very interactive. The models were either Minc or NIfTI
files. I also found that most of the files were too large to
load onto the 3D Slicer software [3].
I found the Scalable Brain Atlas online brain atlas to be
harder to use at first, since it shows the brain slice by slice,
instead of as a whole 3D model. It shows the different
regions of the brain, and it narrows them down to separate
slices within them. There is an option for a 3D overlay;
however, it is not as clear. There are also options to show
only the borders of the regions or with different MRI scans,
as shown in Figure 5. It does not show a voxel based model,
as it only shows cross sections; however, there is a mesh
surrounding the sections. There are 16 slices (dark grey
areas), and in total, there are 312 components in each [4].
There are 4 atlases available on the Brain Span website
(without download): 2 versions of the whole brain,
cerebrum, and brainstem. They also show slices of the brain,
instead of the entire model. This one, however, is more
interactive. Clicking on highlighted areas of the pictures will
lead to the position in the brain hierarchy list on the left, as
shown in Figure 6. The 15 pcw whole brain has 46 sections
at .5-1 mm intervals, and it is split into the forebrain, the
midbrain, and the hindbrain. Within the forebrain, there are
4 components, with around 40-60 subcomponents in each.
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There are 81 sections in the 21 pcw cerebrum at .5-1.2 mm
intervals, 41 sections in the 21 pcw brainstem at .25-.5 mm
intervals, and 106 sections at .4-3.4 mm intervals in the 34
year old whole brain [5].

Figure 4. Big Brain Atlas, McGill University
Figure 1. Harvard Surgical Planning Laboratory

Figure 5. Scalable Brain Atlas

Figure 2. Harvard Surgical Planning Laboratory

Figure 6. Brain Span Atlas
Figure 3. Brain Biodiversity Bank
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Extended Abstract
Virtual reality (VR) has been used for education and training in the past decades, with the recent growth and
maturation in computer technology [1]. Especially in engineering education, when abstract engineering concepts are
sometimes difficult to visualize, VR provides an immersive way to represents those information [2]. Additionally, the
interactive feature in VR helps students to get more hands-on experience. Instead of learning from a textbook or
a lab manual, students get the opportunity to learn-by-doing. This feature puts the student in an active learning
role, which essentially can enhance learners’ mental involvement and learning motivation [3]. Our motivation of this
research work is to (i) develop a 3D interactive virtual lab under two different virtual environments, namely the
3D TV and CAVE, for students to practice and familiarize with experiment objectives and procedure in a more
interactive way and (ii) compare the influence of different virtual environments on students’ laboratory learning
through observations and statistical methods.
The Jet Impact Force on Vanes (Jet Force) experiment in the junior level laboratory course (ME 305) at Old
Dominion University has been selected for the physical-to-virtual reality experiment transformation. The experiment
involves the determination of jet impact force arising from reversal of a jet after hitting a vane [4]. To implement a
3D interactive virtual lab, the first step requires the developer to fully apprehend the experiment procedure. This
includes observing the physical equipment set-up and the demonstration of how the equipment works. The second
step involves creating a 3D model of the physical equipment using 3D CAD software such as AutoCAD MAYA and
Google SkechUp. In this step, a mixture of modeling techniques, including polygonal and Non-uniform rational
B-spline (NURBS) modeling, are used to build each physical component of the equipment in 3D. Texture mapping, a
process of wrapping 2D images around surfaces of 3D objects, is applied to the lab equipment 3D model to enhance
its realism. The third step involves making the 3D model interactive by using the gaming engine Virtools. After the
completion of this step, students will be able to interact with the 3D virtual model using an input device (e.g. a
joystick, a mouse or a keyboard). We selected an Xbox gaming controller as the input device for the virtual lab due
to its great software compatibility with Virtools. The next step is to set up the 3D interactive virtual lab on different
VR platforms/environments (e.g. PC, 3D TV or CAVE). Lastly, research design is conducted based on students’
quantitative assessment (average quiz score) and qualitative assessment (direct observation data).
The research design consists of the quantitative and qualitative assessment. Quantitative assessment includes
students’ average quiz score. The quiz is 20 minutes long, containing 13 multiple choice questions with full score
of 100 points based on the experimental procedure and fundamental theories. Qualitative assessment includes the
direct observation data that is collected by the teaching assistant (TA) during the actual physical experiment. Two
main observatory tasks of (1) Balancing Jockey Weight over the Beam and (2) Mass Flow Rate Determination based
on the Likert scale of 1 to 5 (1 = least familia r, 5 = very familiar) are observed. Group kinetic data is also collected
to determine the number of α and β student in each group (α = active, β = passive). A total of 193 students (n =
68, 75, 50 for control, 3D TV and CAVE group respectively) participated in this study throughout four semesters
(semester A, B, C and D). Each semester, students were divided based on their computer literacy level into small
groups under three different learning settings: control, 3D TV and CAVE. Students who participated in the virtual
module (3DTV and CAVE) groups were asked to practice the pre-lab session using the virtual experiment while the
control group only studied the conventional pre-lab manual as the pre-lab session. All groups were asked to perform
the experiment on the actual equipment a week after the pre-lab session, followed by a quiz. Direct observation data
was collected during the actual experiment taken place.
We compared students’ average quiz scores among three different learning settings using the Mann-Whitney
U Test (Wilcoxon rank-sum test) since it was assumed that the dependent variable (quiz score) is not normally
distributed. The level of significance was set at p < 0.05. Significant effects (p = 0.003, p = 0.001) were found
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between the control (n = 68, M = 66.2, SD = 19.9) and the 3D TV group (n = 75, M = 75.1, SD = 18.0), as well
as between the control and the CAVE group (n = 50, M = 78.0, SD = 14.8). There were no significant effects (p =
0.485) found between the 3DTV and the CAVE group. Results are illustrated in Figure 1.
Direct observation data was collected only for three semesters (A, B and C). It was observed that the 3D TV
(scale 3.79/4.13) and the CAVE group (scale 3.23/3.43) have slightly outperformed the control group (scale 1.79/2.46)
based on their Likert scale for the two main observery tasks. Time elapse data showed that students from the 3D
TV group (13.60/19.13 sec) spent the least average time completing the observer tasks, achieving 29.42%/8.16%
faster time than the control group (19.27/20.83 sec) and 53.90% /33.81% than the CAVE group (29.50/28.90). The
group kinetics implied that more α and fewer β students existed in both virtual module groups while the fewer α
and more β students were present in the control group. Nevertheless, although the Likert scale values of two virtual
module groups were higher than the values of the control group, it was unexpected to see that the CAVE group
performed the worst in terms of the time spending on the regarding tasks. We believe this was caused by an outlier
in the CAVE group, where one of the students had some difficulties navigating in the virtual environment. From
the general comments, a greater amount of interaction among the group members and higher levels of involvement
appeared to occur more frequently in the 3D TV and CAVE groups compared to the control groups.
80
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70
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Figure 1: Average Quiz Scores among Three Learning Settings
In conclusion, we have successfully developed and implemented a 3D interactive virtual lab for undergraduate
mechanical engineering students. Through quantitative and qualitative assessment, we have concluded that using
the virtual modules as pre-lab practice sessions were effective in helping students familiarize with the experiment
procedure and enhance the effectiveness of learning the knowledge behind the experiment. When comparing average
quiz scores between the 3D TV and CAVE group, no significant difference was found, although CAVE group performed
slightly better than the 3D TV group. However, when factors such as cost, maintenance, and accessibility are taken
into consideration, the 3D TV as the learning environment may provide the optimal solution in the long run.
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EXTENDED ABSTRACT
The popular Frank-Wolfe (FW) algorithm for solving the
"network equilibrium" problems has been well-documented
in the literature. Other (more efficient) variations of the FW
algorithm (such as Conjugate FW, Bi-Conjugate FW
algorithms) have also been extensively studied by the
research communities.
The final product from this work will help both the students
and their instructor not only to master this technical subject,
but also to provide a valuable tool for obtaining the
solutions for homework assignments, class examinations,
self-assessment studies, and other coursework. Engineering
educators who have adopted "flipped class-room
instruction" can also utilize the developed JAVA animation
software for students to "self-learning" these algorithms at
their own time (and at their preferable locations), and use
valuable class-meeting time for more challenging (real-life)
problems' discussions.
Knowing the equilibrium state of a given/large
transportation network is an important, fundamental
problem in transportation modeling. Transportation
planners/engineers have often used the network’s
equilibrium for assisting them to make “wise decisions” in
allocating limited resource to improve his/her network’s
performance. Efficient Deterministic User Equilibrium
(DUE) algorithms, such as the Frank-Wolfe (FW), and its
improved versions of Conjugate Frank-Wolfe (C-FW), and
Bi-Conjugate Frank-Wolfe (Bi-C-FW) have been
developed, tested and well documented in the literatures [
1-4 ]. Teaching the FW algorithms, however, can be a
difficult/challenging task !
While some teaching information/lecture/tool/animation for
FW algorithms have existed/appeared in the literatures [ 5-7
], none seems to be suitable/appropriate for our students’
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learning environments, due to the lack of one (or more) of
the following desirable features/capabilities:
(a) The developed software/tool should be user
friendly (easy to use)
(b) Graphical/colorful
animation
should
be
extensively used to display equations, and/or
intermediate/final output results
(c) Clear/attractive computer animated instructor’s
voice should be incorporated into the software/tool
(d) The instructor’s voice for teaching materials can
be in different/major languages, such as English,
Chinese, Spanish, etc.
(e) User’s input data can be provided in either
interactive mode, or in edited input data file mode,
or by graphical mode.
(f) Options for partial (or intermediate) results and/or
complete (final results) are available for the user to
select
(g) Options for displaying all detailed intermediate
results in the first 1-2 iterations, and/or directly
show the final answers are available for users
(h) Users/learners can provide his/her own data, and
compare his/her hand-calculated results with the
computer software’s generated results (in each step
of the algorithm) for enhancing/improving his/her
learning abilities
As we already introduced, the software is written in Java
meant to create 2D animations and voice explanations for
Frank-Wolfe Algorithms. The whole software is developed
from the scratch and with lots of functions and features.
We will start with its neat and friendly user interface.

Page 246

The tool’s window is developed with AWT (Abstract
Window Toolkit) package in Java standard API. It consists
of eight main components as shown in Figure 1.


The top of window is the menubar, it includes
some basic options, like open and save, and
several special options, such as shortest path
methods and animation modes. We will introduce
these special options in the following paragraph.

data to the screen at each iteration step. In addition to
visible perception, auditory perception is introduced as well.
A gentle computer generated voice is accompanied while
the animation is playing.
However, the second mode, dynamic color map, has a
different objective. We assume that students already have a
main idea on how the Frank-Wolfe algorithm works after
they watch animations in the first mode several times.
They might not be clear on the variation and status of the
whole network during iterations. To solve this problem, we
come up with an idea of using a continuous color map to
describe the status of Frank-Wolfe algorithm. In this mode,
we don’t emphasize the algorithm steps; we adapts a bluered spectrum to represent the volumes of link flow.

Figure 1. User Interface


Component 2 is the most important area in this
software. Users can easily draw any network by
several mouse clicks with buttons in component 3
as long as it has less than 8 nodes and 20 links.
Besides that, the animation is also played in this
areaafter we create network.



Component 5 and 6 are two tables responsible for
input data, BPR and OD pairs respectively. The
structures of tables are determined by software
automatically according to the network topology
we draw in Component 2. In other words, users
don’t need to worry about the numbers of rows in
these tables due to a self-correcting system in them.



After we finish creating network, a 0-1 adjacency
matrix is shown in component 8 to represent the
network topology.



While playing animations, not only text tutorials
are printed in component 7, but also some
intermediate data, including traffic flows and
travel times on each iteration, are displayed in
component 4.

Software supports two modes, steps animation and color
map.
In steps animation mode, the software will play a detailed
step-by-step animation for a given network or problem.
This mode aims to help students understand the working
mechanism of Frank-Wolfe algorithm. To achieve this goal,
program highlights relative nodes and links to simulate the
link flow going as well as prints formulas and intermediate

Figure 2. Steps animation mode uses highlighted nodes
and links to describe every step of algorithm.

Figure 3. Color map mode adapts blue-red spectrum to
show link flows change among iterations
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ABSTRACT

The new trends of technology, demographics, and
global economic competition require higher levels of
problem-solving skills for the workforce. In order to obtain
employment, individuals must have strong technical skills
and technological proficiency beyond secondary education
(Stone, Alfeld, Pearson, Lewis, & Jensen, 2006). According
to Carnevale’s report, the demand for a STEM workforce
will increase with an estimated creation of 210,000 new
jobs by 2018 (Carnevale, Smith, Stone, Kotamraju,
Steuernagel, & Green, 2011). The Bureau of Labor
Statistics also projects that newly created jobs and the
retirement of baby-boomers will provide more than 3
million STEM jobs by 2018 (Lacy & Wright, 2009; Maltese
& Tai, 2011). Simultaneously, many studies found an
alarming decline of STEM candidates in both secondary
and post-secondary educational systems. The result is an
growing gap between educational supply and workforce
demand in STEM-related fields which is estimated to have
a profound impact on the U.S economy (Kelic & Zagnoel,
2009; Maltese & Tai, 2010).
Traditionally, statistical research methods are used
to investigate key factors influencing how college students
choose STEM or non-STEM majors. The fundamental of
statistical modeling focuses on how the outputs (dependent
variables) of a system vary relative to inputs (independent
variables). While a system is within an invisible internal
structure, it is usually called a black box. A statistic model
estimates of the best fit for a modeled relationship (linear,
nonlinear) to data (North & Macal, 2007). The limitations
of using a statistical research approach include: (1) the
statistical model requires many assumptions, (2) the model
must be not sensitive to “what if scenarios” (stable), and (3)
the model is not able to capture any rapid changes of a
dynamic system over time (North & Macal 2007). In the
results of statistical research approach, it could not be tested
different scenarios and able to capture the dynamic changes
in a model over time.
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The purpose of present study was to build a system
dynamic simulation based on Wang’s theoretical model
(2013) for investigating students choosing STEM majors.
The data resources came from the Education Longitudinal
Study of 2002 (ELS: 2002 see http://nces.ed.gov/surveys/e
ls2002/). The present model could test different scenarios
how to influence students choosing STEM majors. The
result could provide policy makers and educators with tools
and knowledge for how various strategies may increase the
number of K-12 students entering STEM fields in the
future.
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System Dynamic simulation; Statistical Research Approach
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