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Abstract. In this paper we study the initial boundary value problem for the system
−div
[
(I +mmT )∇p
]
= s(x), mt−α
2∆m+ |m|2(γ−1)m = β2(m ·∇p)∇p in two space dimensions.
This problem has been proposed as a continuum model for biological transportation networks. The
mathematical challenge is due to the presence of cubic nonlinearities, also known as trilinear forms,
in the system. We obtain a weak solution (m, p) with both |∇p| and |∇m| being bounded. The
result immediately triggers a bootstrap argument which can yield higher regularity for the weak
solution. This is achieved by deriving an equation for v ≡ (I +mmT )∇p · ∇p, and then suitably
applying the De Giorge iteration method to the equation.
1. Introduction
Continuum models for biological transportation networks have received tremendous attention
recently. We refer the reader to [2] for a rather comprehensive survey of the subject. The most well
known model is the one proposed by Hu and Cai [9, 10]. It describes the pressure field of a network
using a Darcy’s type equation and the dynamics of the conductance network under pressure force
effects. More precisely, let Ω be the network region, a bounded domain in RN with boundary ∂Ω,
and T a positive number. Set ΩT = Ω × (0, T ). Then the scalar pressure function p = p(x, t) and
the N -dimensional conductance vector field m =m(x, t) satisfy the system
−div [(I +mmT )∇p] = s(x) in ΩT ,(1.1)
mt − α2∆m+ |m|2(γ−1)m = β2(m · ∇p)∇p in ΩT(1.2)
coupled with the initial boundary conditions
p = |m| = 0 on ΣT ≡ ∂Ω × (0, T ),(1.3)
m(x, 0) =m0(x) on Ω.(1.4)
Here the function s(x) is the time-independent source term. Values of the parameters α, β, and
γ are determined by the particular physical applications one has in mind. For example, in blood
vessel systems, we have γ = 12 , while in leaf venation γ >
1
2 is likely [8].
Many aspects of the model have been investigated. A result in [7] asserts that (1.1) -(1.4) has
a weak solution, provided that, in addition to assuming s(x) ∈ L2(Ω) and α, β > 0, γ ≥ 1, we also
have
m0 ∈
(
W 1,20 (Ω) ∩ L2γ(Ω)
)N
.
The notion of a weak solution in [7] is defined as follows:
Definition 1.1. A pair (m, p) is said to be a weak solution if:
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(D1) m ∈ L∞
(
0, T ;
(
W 1,20 (Ω) ∩ L2γ(Ω)
)N)
, ∂tm ∈ L2
(
0, T ;
(
L2(Ω)
)N)
, p ∈ L∞(0, T ;W 1,20 (Ω)),
(m · ∇p) ∈ L∞(0, T ;L2(Ω));
(D2) m(x, 0) =m0 in C
(
[0, T ];
(
L2(Ω)
)N)
;
(D3) Equations (1.1) and (1.2) are satisfied in the sense of distributions.
The proof in [7] was based upon the following two equations:
1
2
∫
Ω
|m(x, τ)|2dx+D2
∫
Ωτ
|∇m|2dxdt+ β2
∫
Ωτ
(m · ∇p)2dxdt
+
∫
Ωτ
|m|2γdxdt+ 2β2
∫
Ωτ
|∇p|2dxdτ
=
1
2
∫
Ω
|m0|2dx+ 2β2
∫
Ωτ
s(x)pdxdt,(1.5)
∫
Ωτ
|∂tm|2dxdt+ α
2
2
∫
Ω
|∇m(x, τ)|2dx+ β
2
2
∫
Ω
(m · ∇p)2dx
+
β2
2
∫
Ω
|∇p|2dx+ 1
2γ
∫
Ω
|m|2γdx
=
α2
2
∫
Ω
|∇m0|2dx+ β
2
2
∫
Ω
(m0 · ∇p0)2dx+ 1
2γ
∫
Ω
|m0|2γdx
+
β2
2
∫
Ω
|∇p0|2dx,(1.6)
where τ ∈ (0, T ],Ωτ = Ω× (0, τ), and p0 is the solution of the boundary value problem
−div[(I +m0mT0 )∇p0] = s(x), in Ω,(1.7)
p0 = 0 on ∂Ω.(1.8)
Finite time extinction or break-down of solutions in the spatially one-dimensional setting for certain
ranges of the relaxation exponent γ was carefully studied in [8]. Further modeling analysis and
numerical results can be found in [1]. We also mention that the question of existence in the case
where γ = 12 is addressed in [8]. The novelty here is that the term |m|2(γ−1)m is not continuous at
m = 0. Nonetheless, the general regularity theory remains fundamentally incomplete. In particular,
it is not known whether or not weak solutions develop singularities when the space dimension N
is bigger than or equal to 2. If the space dimension N is three, the initial value problem for the
system (1.1)-(1.2) has been studied in [12], where the local existence of a strong solution and global
existence of such a solution for small data are established. In addition, the author obtained a
condition which a strong solution must satisfy if it blew up in finite time. However, the author
specifically mentioned that his method there was not applicable to the case where N = 1 or 2.
For N = 2 the same initial value problem was considered in [17]. Here the authors obtained a
similar blow-up criterion to that in [12] and the global existence of a strong solution under the
additional assumptions that α is sufficiently large and γ ≥ 1. As for the initial-boundary value
problem for (1.1) and (1.2), Jian-Guo Liu and the author [13] obtained a partial regularity theorem
for (1.1)-(1.4). It states that the parabolic Hausdorff dimension of the set of singular points can
not exceed N , provided that N ≤ 3. A different form of partial regularity is obtained in [21]. If
N = 2, then it is shown in [20] that p is continuous in the space variables and (m, p) becomes a
classical solution under the additional assumption that it is time-independent.
We study the regularity properties of weak solutions to problem (1.1)-(1.4) for N = 2 under the
assumptions that the given functions s(x),m0(x) and physical parameters α, β, γ have properties:
(H1) s(x) ∈ L∞(Ω) ∩W 1,q(Ω) for some q > 1;
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(H2) α, β ∈ (0,∞), γ ∈ (12 ,∞); and
(H3) m0(x) ∈
(
W 1,∞0 (Ω)
)2
.
We are ready to state our main result.
Main Theorem. Let Ω be a bounded domain in R2 with C3+ε boundary ∂Ω for some ε ∈ (0, 1).
Assume that (H1)-(H3) hold. Then for each T > 0 there exists a weak solution (m, p) to (1.1)-(1.3)
with
(1.9) |∇p|, |∇m| ∈ L∞(ΩT ).
Since T can be any positive number, the above theorem asserts that blow-up in |m| [17] does
not occur in finite time, the result in [20] can be extended to the time-dependent case, and the
singular set in [13] is empty when the space dimension N is 2. It also implies that in this case we
can extend the local solution given by Theorem 1.7 in [21] in the time direction as far away as we
want. It is not difficult to see from the proof of (3.33) below that (1.9) is a consequence of (D4)
in [21]. In particular, we do not impose any additional restrictions on the size of the given data
except those already enumerated in (H1)-(H3). Thus our theorem is different from the results in
[12, 17].
Of course, our main theorem can start a bootstrap argument which results in even higher reg-
ularity. In fact, our main theorem implies the existence of the so-called strong solution [12, 21] in
the sense that the system (1.1)-(1.2) is satisfied a.e. on ΩT . Indeed, it immediately follows from
the main theorem that β2(m · ∇p)∇p− |m|2(γ−1)m ∈ L∞(ΩT ). The classical regularity theory for
the heat equation ([11], Chapter IV) asserts that
(1.10) |mt|, |∆m|2 ∈ Ls(ΩT ) for each s ≥ 1.
Thus we can write (1.1) in the form
(1.11) tr
[
(I +mmT )∇2p]+ div(I +mmT )∇p = −s(x).
This enables us to conclude from the classical regularity theory for elliptic equations that p ∈
L∞(0, T ;W 2,s) for each s ≥ 1. Moreover, we can differentiate this equation with respect xi to
derive an equation for pxi . This combined with our high regularity assumption on the boundary
∂Ω ensures that we even have
(1.12) p ∈W 3,s(Ω) for some s > 1 and a.e. t ∈ (0, T ).
This fact will be needed later on. Note that we only assume that γ > 12 . As a result, we cannot
differentiate the term |m|2(γ−1)m. This prevents us from obtaining any estimates for the third
order partial derivatives of m.
Note that the elliptic coefficients in (1.1) satisfy
|ξ|2 ≤ ((I +mmT )ξ · ξ) = |ξ|2 + (m · ξ)2 ≤ (1 + |m|2)|ξ|2 for all ξ ∈ R2.
That is, (1.1) is only singular. This enables us to show that p is bounded [13]. In fact, we have
p ∈ L∞(0, T ;Cloc(Ω)) [20]. Unfortunately, this is not enough to trigger a bootstrap argument. We
must have the Ho¨lder continuity of p in the space variables to obtain the boundedness of m (see
Lemma 2.2 below). Instead of trying to bridge this gap, we directly go after the boundedness of
∇p. This is motivated by a result in [3] where the author considered an elliptic equation of the
form
(1.13) aijuxixj + biuxi = 0, i, j = 1, 2.
Here we have employed the Einstein summation convention. That is, repeated indices are implicitly
summed over. Denote by A the elliptic coefficient matrix in (1.13), i.e., (A)ij = aij. An equation
for ln (A∇u · ∇u) was derived in [3] to study critical points of u. In our case
(1.14) A = I +mmT .
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The key observation is that we can extend the argument in [3] and derive an equation for v ≡
(A∇p · ∇p). To be specific, let us introduce the following quantities
G = v−1
(
Ax1∇p · ∇p
Ax2∇p · ∇p
)
,(1.15)
A1 =
(
a11ν1 a12a11px1 − (a11a22 − 2a212)px2
a11ν2 a22ν1
)
,(1.16)
A2 =
(
a11ν2 a22ν1
−(a22a11 − 2a212)px1 + a12a22px2 a22ν2
)
,(1.17)
A3 = −
(
ν21 ν1ν2
ν1ν2 ν
2
2
)
,(1.18)
H =
1
det(A)v
(
(∇p)TA1
(∇p)TA2
)
∇det(A)−AG,(1.19)
K = AG+ 2v−1wA∇p,(1.20)
h =
(
2v−1wA∇p − 1
det(A)v
(
(∇p)TA1
(∇p)TA2
)
∇det(A) +AG
)
·G
+
2w
det(A)v2
(A3∇p · ∇det(A)) ,(1.21)
where ν1 = a11px1 + a12px2 , ν2 = a12px1 + a22px2 , i.e.,
(1.22)
(
ν1
ν2
)
= A∇p
because our A is symmetric. Then v satisfies the equation
(1.23) div
(
1
v
A∇v
)
=
1
v
H · ∇v + h+ divK in {|∇p| > 0}.
The downside is that this equation is both degenerate and singular. We overcome these singularities
by suitably modifying the classical De Giorge iteration method. Here we explore the fact that
H, h,K are only bounded by |m|, |∇m| for large v. Even though the derivation of (1.23) is inspired
by a result in [3], there are some major differences. The most prominent one is that we have not
been able to impose the normalization condition a11a22 − a212 = 1 as in [3]. Doing so would have
changed the smallest eigenvalue of the coefficient matrix to 1√
1+|m|2
, which is not bounded away
from 0 below because we do not have the a priori knowledge that m is bounded. The resulting
estimate for v would be useless to us. As we shall see, not being able to normalize the coefficient
matrix causes many complications.
The idea of deriving an equation for the modulus of the gradient of solutions of an elliptic
equation can be traced back to [4]. It has proved to be a powerful tool in obtaining upper bounds
for the gradient [15, 18].
The rest of the paper is organized as follows. Section 2 is largely preparatory. Here we collect
some relevant known results for later use. In Section 3 we first derive (1.23). To justify all the
calculations in the derivation, we need to assume that (m, p) is sufficiently regular. Here we use the
local existence result in [21]. That is, there is a weak solution (m, p) to (1.1)-(1.4) satisfying the
conclusion of our main theorem at least for T sufficiently small. As we discussed earlier, this solution
actually possesses much higher regularity, which will be enough for our purpose. The actual proof
of the main theorem is achieved in two stages. First we show that sup0≤t≤T ‖∇p‖∞,Ω is bounded
by a power of sup0≤t≤T ‖∇m‖∞,Ω. This is done via (1.23) and the De Giorge iteration method.
Then we prove that ‖∇m‖∞,ΩT is also bounded ‖∇p‖2∞,ΩT . Our theorem can be established by
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choosing T suitably small. Then we show that we can extend our solution in the time direction as
far away as we want.
Note that our assumption on s(x) is more than necessary. If we check our calculations carefully,
it is enough to assume s(x) ∈ Lq(Ω) for q sufficiently large. Then we must use functions in
L∞(Ω) ∩ W 1,q(Ω) to approximate s(x) in order to gain enough regularity for p to justify the
calculations in the derivation of (1.23).
Finally, let us make some remarks about notations. The letter c is used to denote a positive
number whose value can be computed from given data. The capital letters such as A,B, · · · are
often used to represent 2 × 2 matrices. The ij-entry of A is denoted by aij . The boldface letters
are used to denote vector quantities. The i-th entry of F is fi.
2. Preliminary results
In this section we first collect some formulas about differentiating matrix-valued functions. Then
we prove that local Ho¨lder continuity of p in the space variables implies the local boundedness of
m.
Denote by M2×2 the space of all 2× 2 matrices. We invoke the following notation conventions
A : B = aijbij for A,B ∈M2×2,
G⊗ F = GFT , (G · F) = G · F = GTF for two (column) vectors G,F.
If A(x) is a matrix-valued function then
divA(x) = the row vector whose i-th entry is the divergence of the i-th column of A
= (divA1,divA2).
When G(x) is a vector-valued function, then
∇G(x) = the 2× 2 matrix whose ij-entry is (gj(x))xi
= (∇g1,∇g2).
Denote by ∇2p the Hessian of p. Then we have
∇|∇p|2 = 2∇2p∇p.
The following identities will be frequently used
∇ (F ·G) = ∇FG+∇GF,(2.1)
div (AF) = A : ∇F+ divAF,(2.2)
∇ (AF) = ∇FAT + (Ax1F, Ax2F)T ,(2.3)
div(pA) = pdivA+ (∇p)TA.(2.4)
We also need the interpolation inequality
(2.5) ‖u‖q ≤ ε‖u‖r + ε−µ‖u‖ℓ,
where 1 ≤ ℓ ≤ q ≤ r with µ =
(
1
ℓ
− 1
q
)
/
(
1
q
− 1
r
)
.
The next lemma deals with sequences of nonnegative numbers which satisfy certain recursive
inequalities.
Lemma 2.1. Let {yn}, n = 0, 1, 2, · · · , be a sequence of positive numbers satisfying the recursive
inequalities
yn+1 ≤ cbny1+αn for some b > 1, c, α ∈ (0,∞).
If
y0 ≤ c−
1
α b−
1
α2 ,
then limn→∞ yn = 0.
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This lemma can be found in ([5], p.12).
Lemma 2.2. Assume that the space dimension N = 2. If p ∈ L∞(0, T ;C0,σloc (Ω)) for some σ ∈
(0, 1), then m is locally bounded.
Proof. We infer from (D1) that
(2.6) sup
0≤t≤T
∫
Ω
|m|sdx <∞ for each s > 1.
In fact, by Theorem 7.15 in ([6], p. 162), there is a positive number c0 such that∫
Ω
ec0|m|dx <∞.
Fix y ∈ Ω. For r ∈ (0,dist(y, ∂Ω)) we choose a smooth cutoff function ξ with the properties
ξ(x) = 1 on B r
2
(y),
ξ(x) = 0 outside Br(y),
0 ≤ ξ ≤ 1 on Br(y), and
|∇ξ| ≤ c
r
on Br(y).
We use (p− py,r(t))ξ2 as a test function in (1.1) to get∫
Br(y)
|∇p|2ξ2dx+
∫
Br(y)
∇p(p− py,r(t))2ξ∇ξdx
+
∫
Br(y)
(m · ∇p)2ξ2dx+
∫
Br(y)
(m · ∇p)m(p− py,r(t))2ξ∇ξdx
=
∫
Br(y)
s(x)(p − py,r(t))ξ2dx,
from whence follows∫
Br(y)
|∇p|2ξ2dx+
∫
Br(y)
(m · ∇p)2ξ2dx
≤ c
r2
∫
Br(y)
(p − py,r(t))2dx+ c
r2
∫
Br(y)
|m|2(p− py,r(t))2dx
+
∫
Br(y)
s(x)(p − py,r(t))ξ2dx
≤ cr2σ + cr2σ−2
∫
Br(y)
|m|2dx+ crσ
∫
Br(y)
s(x)dx
≤ cr2σ + cr2σ−2+ 2s
(∫
Br(y)
|m| 2ss−1dx
) s−1
s
+ crσcrσ.
By choosing s sufficiently close to 1, we can find a positive number ε such that
(2.7)
∫
Br(y)
(m · ∇p)2dx ≤ crε.
Take the dot product of (1.2) with m to obtain
ut − α2∆u+ 2α2|∇m|2 + 2uγ = 2β2(m · ∇p)2,
where
u = |m|2.
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Consider the problem
wt − α2∆w = = 2β2(m · ∇p)2 in ΩT ,(2.8)
w = u on ∂pΩT .(2.9)
By the comparison principle, we have
u ≤ w.
The right-hand side term in (2.8) satisfies (2.7), a result in [23] asserts that w is Ho¨lder continuous.
This implies the desired result. The proof is complete. 
3. Boundedness for ∇p and ∇m
In this section we will offer the proof of the main theorem. We shall begin by deriving (1.23).
As we discussed in the Introduction, we may assume that (m, p) is a weak solution that already
satisfies the conclusion of the main theorem. This means that we begin with the local solution
constructed in [21]. Then it turns out that the local solution can be extended in the time direction
as far away as we want. Therefore, we have (1.10) and (1.12), which are enough for our subsequent
calculations.
Let A be given as in (1.14). Recall from (2.2) that
div (A∇p) = A : ∇2p+ divA∇p.
We can write (1.1) in the form
(3.1) tr(A∇2p) = A : ∇2p = w,
where
(3.2) w = − (divA∇p+ s(x)) .
As in [3], we introduce the function
φ = ln v.
Theorem 3.1. Let G,H, h,K be given as before (see (1.15), (1.19), (1.21), and (1.20) for their
respective definitions). Then the function φ satisfies the equation
(3.3) div(A∇φ) = H · ∇φ+ h+ divK in {v > 0}.
Proof. The identity
(3.4) div(A∇φ) = v−1div(AE)− v−2AE ·E− v−1AG · E+ div(AG),
where
(3.5) E = 2∇2pA∇p,
in [3] is still valid here. To see this, we compute from (2.1) and (2.3) that
∇φ = 1
v
∇v = 1
v
∇ (A∇p · ∇p)
=
1
v
(∇(A∇p)∇p+∇2pA∇p)
=
1
v
(
(Ax1∇p,Ax2∇p)T ∇p+ 2∇2pA∇p
)
= G+ v−1E.(3.6)
Consequently,
div(A∇φ) = v−1div(AE)− v−2∇v ·AE+ div(AG)
= v−1div(AE)− v−2E · AE− v−1G ·AE+ div(AG)
= v−1div(AE)− v−2AE ·E− v−1AG · E+ div(AG).(3.7)
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The last step is due to the fact that A is symmetric. The first two terms on the right-hand side of
the above equation are troubling. One contains third order partial derivatives of p, while the other
is quadratic in E. It turns out that both terms can be represented in terms of det(∇2p). After we
substitute them back into (3.7), the det(∇2p) terms get canceled out. We shall do this by finding
a suitable formula for the matrix D defined by
D = A∇2pA.
An elementary calculation shows that the four entries of D are as follows
d11 = a
2
11px1x1 + 2a11a12px1x2 + a
2
12px2x2 ,
d12 = a11a12px1x1 + (a11a22 + a
2
12)px1x2 + a22a12px2x2 ,
d21 = d12,
d22 = a
2
12px1x1 + 2a12a22px1x2 + a
2
22px2x2 .
Using (3.1), we obtain
A∇2pA
=
(
a11w − det(A)px2x2 a12w + det(A)px1x2
a12w + det(A)px1x2 a22w − det(A)px1x1
)
= wA+ det(A)
( −px2x2 px1x2
px1x2 −px1x1
)
= wA− det(A)det(∇2p)(∇2p)−1.
Now we are in a position to calculate that
div(AE) = 2div(A∇2pA∇p)
= 2∇2p : (A∇2pA) + 2div(A∇2pA)∇p.(3.8)
Applying the formula for A∇2pA yields
∇2p : (A∇2pA) = ∇2p : wA− det(A)det(∇2p)∇2p : (∇2p)−1
= w2 − 2det(A)det(∇2p).
Similarly,
div(A∇2pA)∇p = div(wA)∇p + div
[
det(A)
( −px2x2 px1x2
px1x2 −px1x1
)]
∇p
= div(wA∇p)− w2 + (∇det(A))T
( −px2x2 px1x2
px1x2 −px1x1
)
∇p.
Here we have used (2.4) and the fact that div
( −px2x2 px1x2
px1x2 −px1x1
)
= 0. Collecting the preceding
two results in (3.8) gives
div(AE) = −4det(A)det(∇2p)
+2div(wA∇p) + 2(∇det(A))T
( −px2x2 px1x2
px1x2 −px1x1
)
∇p.(3.9)
As for AE ·E, we have
AE · E = ETAE
= 4(∇p)TA∇2pA∇2pA∇p
= 4(∇p)T (wA− det(A)det(∇2p).(∇2p)−1)∇2pA∇p
= 4(∇p)TwA∇2pA∇p− 4(∇p)Tdet(A)det(∇2p)A∇p
= 2wAE · ∇p− 4vdet(A)det(∇2p).
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We are ready to calculate
v−1div(AE)− v−2AE · E
= −4v−1det(A)det(∇2p) + 2v−1div(wA∇p)
+2v−1(∇det(A))T
( −px2x2 px1x2
px1x2 −px1x1
)
∇p
−v−2(2wAE · ∇p− 4vdet(A)det(∇2p))
= 2v−1div(wA∇p)− 2v−2wA∇p · E
+2v−1
( −px2x2 px1x2
px1x2 −px1x1
)
∇p · ∇det(A).
We still need to eliminate the second partial derivatives of p in the last term of of the preceding
equation. If det(A) had been 1, then this term would be zero, and hence the proof would conclude.
Since we do not have the benefit, we need to continue. In view of (1.22), we can deduce from (3.5)
and (3.1) that
2ν1px1x1 + 2ν2px1x2 = e1,(3.10)
2ν1px1x2 + 2ν2 = e2,(3.11)
a11px1x1 + 2a12px1x2 + a22px2x2 = w.(3.12)
Denote by E the coefficient matrix of the above system. Then
detE = det

 2ν1 2ν2 00 2ν1 2ν2
a11 2a12 a22


= 2ν1(2ν1a22 − 4ν2a12) + 4a11ν22
= 2(a11px1 + a12px2) [2a22(a11px1 + a12px2)− 4a12(a12px1 + a22px2)]
+4a11(a12px1 + a22px2)
2
= 4(a11px1 + a12px2)
[
(a22a11 − 2a212)px1 − a22a12px2
]
+4a11(a12px1 + a22px2)
2
= 4a11(a22a11 − a212)p2x1 + 8(a11a22a12 − a312)px1px2
+4(a11a
2
22 − a22a212)p2x2
= 4det(A)
(
a11p
2
x1
+ 2a12px1px2 + a22p
2
x2
)
= 4det(A)v 6= 0.
By Cramer’s rule, we have
px1x1 =
1
2det(A)v
[
((a22a11 − 2a212)px1 − a12a22px2)e1 − a22ν2e2 + 2wν22
]
,
px1x2 =
1
2det(A)v
(a11ν2e1 + a22ν1e2 − 2wν1ν2) ,
px2x2 =
1
2det(A)v
[−a11ν1e1 + (−a12a11px1 + (a11a22 − 2a212)px2)e2 + 2wν21] .
Recall (1.16)-(1.18). We can represent the above solution to (3.10)-(3.12) in the form( −px2x2 px1x2
px1x2 −px1x1
)
=
1
2det(A)v
(A1E, A2E) +
w
det(A)v
A3.
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To summarize, we have
div(A∇φ)
= v−1div(AE)− v−2AE · E− v−1AG ·E+ div(AG)
= 2v−1div(wA∇p)− 2v−2wA∇p ·E
+2v−1
( −px2x2 px1x2
px1x2 −px1x1
)
∇p · ∇det(A)
−v−1AG · E+ div(AG)
= 2v−1div(wA∇p) + (−2v−2wA∇p− v−1AG) ·E
+2v−1
(
1
2det(A)v
(A1E, A2E) +
w
det(A)v
A3
)
∇p · ∇det(A) + div(AG)
= 2v−1wA∇p · ∇φ+ 2w
det(A)v2
A3∇p · ∇det(A) + div(AG+ 2v−1wA∇p)
+
(
−2v−2wA∇p+ 1
det(A)v2
(
(∇p)TA1
(∇p)TA2
)
∇det(A)
)
· v(∇φ−G)
−v−1AG · v(∇φ−G)
=
(
1
det(A)v
(
(∇p)TA1
(∇p)TA2
)
∇det(A)−AG
)
· ∇φ
+
(
2v−1wA∇p − 1
det(A)v
(
(∇p)TA1
(∇p)TA2
)
∇det(A) +AG
)
·G
+
2w
det(A)v2
A3∇p · ∇det(A) + div(AG+ 2v−1wA∇p)
= H · ∇φ+ h+ divK.
This completes the proof. 
We would like to remark that the last part in our proof only works for two space dimensions.
If the space dimension had been three, we would have six second order partial derivatives. But
(3.5) and (3.1) would only give us four equations. Thus the same argument would fail. However,
in the context of our proof, the last part becomes necessary only because we cannot normalize the
coefficient matrix. Even if we could have done this, our argument would still only work for the two
space dimensions. As we can easily see, it is not possible to represent AE ·E in terms of det (∇2p)
if the space dimensions are bigger than or equal three.
Theorem 3.2. For each r > 1 there is a positive number c such that
(3.13) ‖v‖∞,Ω ≤ c‖∇m‖2r∞,Ω + c.
Proof. Recall from (1.14) that
A = I +mmT =
(
1 +m21 m1m2
m1m2 1 +m
2
2
)
,
and hence
|Y|2 ≤ AY ·Y ≤ (1 + |m|2)|Y|2 for each Y ∈ R2.(3.14)
It immediately follows that
|∇p|2 ≤ v = A∇p · ∇p = |∇p|2 + (m · ∇p)2 ≤ (1 + |m|2)|∇p|2,(3.15)
detA = 1 + |m|2.
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With these in mind, we can derive that
|G| ≤ c|m||∇m|,
|w| ≤ c|m||∇m||∇p|+ |s(x)|,
|A1|, |A2| ≤ c(1 + |m|4)|∇p|,
|A3| ≤ c(1 + |m|4)|∇p|2.
Let
(3.16) d = (1 + |m|2)|m||∇m|.
We can easily deduce that
|H| ≤ cd,(3.17)
|K| ≤ cd+ c(1 + |m|2) |s(x)||∇p| ,(3.18)
|h| ≤ cd|m||∇m| + cd|s(x)||∇p| .(3.19)
In addition, (3.15) implies
(3.20) |∇p|2 ≥ 1
1 + |m|2 on {v ≥ 1}.
Hence,
|K| ≤ cd+ c(1 + |m|2) 32 |s(x)| on {v ≥ 1},(3.21)
|h| ≤ cd|m||∇m| + cd
√
1 + |m|2|s(x)|
≤ cd2 + c(1 + |m|2)|s2(x) on {v ≥ 1}.(3.22)
Now fix a point x0 ∈ Ω. Then pick a number R from (0,dist(x0, ∂Ω)). Define a sequence of
concentric balls BRn(x0) in Ω as follows:
BRn(x0) = {x : |x− x0| < Rn},
where
Rn =
R
2
+
R
2n+1
, n = 0, 1, 2, · · · .
Choose a sequence of smooth functions θn so that
θn(x) = 1 in BRn(x0),
θn(x) = 0 outside BRn−1(x0),
|∇θn(x)| ≤ c2
n
R
for each x ∈ R2, and
0 ≤ θn(x) ≤ 1 in R2.
Select
(3.23) K ≥ 2
as below. Set
Kn = K − K
2n+1
, n = 0, 1, 2, · · · .
Hence,
Kn ≥ 1 for each n.
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We use θ2n+1(v −Kn+1)+ as a test function in (1.23) to obtain∫
Ω
1
v
A∇v · ∇(v −Kn+1)+θ2n+1dx
= −2
∫
Ω
1
v
A∇v · ∇θn+1(v −Kn+1)+θn+1dx
−
∫
Ω
1
v
H∇vθ2n+1(v −Kn+1)+dx−
∫
Ω
hθ2n+1(v −Kn+1)+dx
+
∫
Ω
K · ∇(v −Kn+1)+θ2n+1dx
+2
∫
Ω
K · ∇θn+1(v −Kn+1)+θn+1dx.(3.24)
Note that
∇v = ∇(v −Kn+1)+ on Sn+1(t),
where
Sn+1(t) = {x ∈ Bn(x0) : v(x, t) ≥ Kn+1}.
This together with (3.14) and (3.24) implies∫
Ω
1
v
|∇(v −Kn+1)+|2θ2n+1dx
≤ c4
n
R2
∫
Sn+1(t)
1
v
|A| [(v −Kn+1)+]2 dx
+
∫
Ω
c
v
|H|2θ2n+1
[
(v −Kn+1)+
]2
dx+
∫
Ω
|h|θ2n+1(v −Kn+1)+dx
+
∫
Sn+1(t)
cv|K|2θ2n+1dx+
c2n
R
∫
Ω
|K|(v −Kn+1)+θn+1dx.(3.25)
We proceed to analyze each term on the right-hand side of the above inequality. Note that
|A| ≤ 1 + |m|2.
The last term in (3.25) can be estimated as follows:
2n
R
∫
Ω
|K|(v −Kn+1)+θn+1dx ≤ c4
n
R2
∫
Sn+1(t)
1
v
[
(v −Kn+1)+
]2
dx
+
∫
Sn+1(t)
cv|K|2θ2n+1dx.
Thus this integral can be dropped. Observe that
1
v
|∇(v −Kn+1)+|2 = 4|∇(
√
v −
√
Kn+1)
+|2,
1
v
[
(v −Kn+1)+
]2
=
1
v
[(√
v −
√
Kn+1
)+]2 (√
v +
√
Kn+1
)2
=
[(√
v −
√
Kn+1
)+]2(
1 +
√
Kn+1√
v
)2
≤ 4
[(√
v −
√
Kn+1
)+]2
.
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Notice that
√
Kn+1 −
√
Kn√
Kn+1
=
√
1− 1
2n+2
−
√
1− 1
2n+1√
1− 12n+2
=
1
2n+2
(√
1− 1
2n+2
+
√
1− 1
2n+1
)√
1− 1
2n+2
≥ 1
2n+3
.
With this in mind, we estimate[(√
v −
√
Kn
)+]2
≥
[(√
v −
√
Kn
)+]2
χSn+1(t)
=
1
2
(√
v −
√
Kn
)+
(
√
v +
√
v)
(
1−
√
Kn√
v
)
χSn+1(t)
≥ 1
2
(√
v −
√
Kn
)+
(
√
v +
√
Kn+1)
(
1−
√
Kn√
Kn+1
)
χSn+1(t)
≥ 1
2n+4
(v −Kn+1)+.
Here χSn+1(t) is the indicator function of the set Sn+1(t). Similarly,[(√
v −
√
Kn
)+]2
≥ v
[(
1−
√
Kn√
v
)+]2
χSn+1(t) ≥
1
22(n+3)
vχSn+1(t).
Plugging the preceding results into (3.25), we obtain∫
Ω
|∇(√v −
√
Kn+1)
+|2θ2n+1dx
≤ c4
n
R2
∫
Sn+1(t)
(1 + |m|2)
[(√
v −
√
Kn+1
)+]2
dx
+c
∫
Ω
|H|2
[(√
v −
√
Kn+1
)+]2
θ2n+1dx+ c2
n
∫
Ω
|h|θ2n+1
[(√
v −
√
Kn
)+]2
dx
+c22n
∫
Sn+1(t)
|K|2
[(√
v −
√
Kn
)+]2
θ2n+1dx.(3.26)
We pick a number r from the interval (1,∞). Define
yn =
(∫
BRn (x0)
[(√
v −
√
Kn
)+]2r
dx
) 1
r
.
We conclude from (3.26) that∫
Ω
|∇(√v −
√
Kn+1)
+|2θ2n+1dx
≤ c4
nyn
R2
‖(1 + |m|2)‖ r
r−1
,S1(t) + cyn‖H‖22r
r−1
,S1(t)
+ c2nyn‖h‖ r
r−1
,S1(t)
+c22nyn‖K‖22r
r−1
,S1(t)
≤ c4
nyn
R2
Γ,(3.27)
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where
Γ = ‖(1 + |m|2)‖ r
r−1
,S1(t) +R
2
(
‖H‖22r
r−1
,S1(t)
+ ‖h‖ r
r−1
,S1(t) + ‖K‖22r
r−1
,S1(t)
)
.
By Poincare´’s inequality, we have
yn+1 ≤
(∫
Ω
(
(
√
v −
√
Kn+1)
+θn+1
)2r
dx
) 1
r
≤ c
(∫
Ω
∣∣∣∇((√v −√Kn+1)+θn+1)∣∣∣ 2rr+1 dx
) r+1
r
≤ c
∫
Ω
∣∣∣∇((√v −√Kn+1)+θn+1)∣∣∣2 dx|Sn+1(t)| 1r
≤ c
∫
Ω
∣∣∣∣∇((√v −√Kn+1)+∣∣∣2 θ2n+1
)
dx|Sn+1(t)|
1
r
+
c4n
R2
∫
BRn (x0)
[(√
v −
√
Kn+1
)+]2
dx|Sn+1(t)|
1
r
≤ c4
n
R2
Γyn|Sn+1(t)|
1
r +
c4n
R2
ynR
2(r−1)
r |Sn+1(t)|
1
r
=
c4n
R2
(
Γ +R
2(r−1)
r
)
yn|Sn+1(t)|
1
r .(3.28)
We easily see that
yn ≥
(∫
Sn+1(t)
(
√
Kn+1 −
√
Kn)
2rdx
) 1
r
≥ K
22(n+3)
|Sn+1(t)|
1
r .
Substituting this into (3.28) yields
yn+1 ≤ c4
n
R2K
(
Γ +R
2(r−1)
r
)
y2n.
In view of Lemma 2.1, if we choose K so large that
y0 ≤ cR
2K
Γ +R
2(r−1)
r
,
then we have
lim
n→0
yn = 0.
Taking into account (3.23), it is enough for us to let
K =
c
R2
y0
(
Γ +R
2(r−1)
r
)
+ 2.
We arrive at
(3.29) sup
BR
2
(x0)
v ≤ K = c
R2
y0
(
Γ +R
2(r−1)
r
)
+ 2.
Now we proceed to estimate Γ. Combing (2.6) with (3.16) and (3.17) yields that
‖H‖22r
r−1
,S1(t)
≤ c‖∇m‖2∞,BR(x0).
Similarly, by (H1), (3.21), and (3.22), we have
‖K‖22r
r−1
,S1(t)
≤ c ‖∇m‖2∞,BR(x0) + c‖s2(x)‖∞,BR(x0),
‖h‖ r
r−1
,S1(t) ≤ c ‖∇m‖2∞,BR(x0) + c‖s2(x)‖∞,BR(x0).
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Furthermore,
y0 =

∫
BR(x0)
[(
√
v −
√
K
2
)+]2r
dx


1
r
≤ ‖v‖r,BR(x0).
Collecting the preceding estimates in (3.29), we arrive at
(3.30) sup
BR
2
(x0)
v ≤ c‖v‖r,BR(x0)
(
‖∇m‖2∞,BR(x0) + 1 +
1
R2
)
+ c.
By an argument in ([6], p. 303), we can extend the above estimate to the whole Ω. That is, we
have
(3.31) sup
Ω
v ≤ c‖v‖r,Ω
(‖∇m‖2∞,Ω + 1)+ c.
A more detailed explanation for this can be found in [22]. Remember from (1.6) that∫
Ω
vdx =
∫
Ω
(|∇p|2 + ((m · ∇p))2) dx ≤ c.
On account of (2.5), we have
‖v‖r,Ω ≤ ε‖v‖∞,Ω + 1
εr−1
‖v‖1,Ω
≤ ε‖v‖∞,Ω + c
εr−1
, ε > 0.
Substituting this into (3.31) and choosing ε suitably small in the reulting inequality, we obtain
(3.13). 
We are ready to prove the main theorem.
Proof of the Main Theorem. Define
fi(x, t) =
{
β2m · ∇ppxi − |m|2(γ−1)mi if (x, t) ∈ ΩT ,
0 if (x, t) lies outside ΩT .
Consider the function
ui =
1
4πα2
∫ t
0
1
t− τ
∫
R2
exp
(
− |x− y|
2
4α2(t− τ)
)
fi(y, τ)dydτ.
We see from ([11], Chapter IV) that ui satisfies
(ui)t − α2∆ui = fi in R2 × (0,∞),
ui(x, 0) = 0 on R
2.
Furthermore, for each s > 1 there is a positive number c such that
(3.32) ‖(ui)t‖s,ΩT + ‖ui‖Ls(0,T ;W 2,s(Ω)) ≤ c‖fi‖s,ΩT .
We infer from (2.6) that for each δ0 ∈ (1, 2) and s ≥ 1 there is a positive number such that
sup
0≤t≤T
∫
Ω
|m|s
|x− y|δ0 dy ≤ c.
Set
l =
|x− y|
2α
√
t− τ .
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For each δ ∈ (2, 3) we estimate
|∇ui| =
∣∣∣∣ 116πα4
∫ t
0
1
(t− τ)2
∫
R2
(x− y) exp (−l2) fi(y, τ) dydτ
∣∣∣∣
≤ c
∫ t
0
1
(t− τ)2
∫
R2
(
2α
√
t− τ)δ
|x− y|δ−1 l
δ exp
(−l2) |fi(y, τ)|dydτ
≤ c‖∇p‖2∞,ΩT
∫ t
0
1
(t− τ)2− δ2
∫
R2
|m|χΩT
1
|x− y|δ−1 dydτ
+
∫ t
0
1
(t− τ)2− δ2
∫
R2
|m|2γ−1χΩT
1
|x− y|δ−1 dydτ
≤ (c‖∇p‖2∞,ΩT + c) t−1+ δ2 .(3.33)
Obviously, wi ≡ mi − ui satisfies the problem
(wi)t − α2∆wi = 0 in ΩT ,(3.34)
wi = −ui on ΣT ,(3.35)
wi = m0i.(3.36)
We can easily conclude from (3.32) and the classical regularity theory for the heat equation ([11],
Chapter IV) that ‖∇wi‖∞,ΩT ≤ c‖∇ui‖∞,ΩT + c‖∇m0i‖∞,ΩT . This together with (3.33) gives
(3.37) ‖∇m‖∞,ΩT ≤ cT−1+
δ
2
(‖∇p‖2∞,ΩT + 1)+ c.
We deduce from (3.13) that
‖∇p‖2∞,ΩT ≤ ‖v‖∞,ΩT ≤ c‖∇m‖2r∞,ΩT + c
≤ cT r(δ−2) (‖∇p‖4r∞,ΩT + 1) + c.(3.38)
Set
ε = cT r(δ−2).
Consider the function g(τ) = ετ2r − τ + ε+ c on [0,∞). Then (3.38) asserts
(3.39) g
(
‖∇p‖2∞,Ω×[0,s]
)
≥ 0 for each s ∈ [0, T ].
The function g achieves its minimum value at τ0 =
1
(2εr)
1
2r−1
. The minimum value
g(τ0) =
ε
(2εr)
2r
2r−1
− 1
(2εr)
1
2r−1
+ ε+ c
= ε+ c− ε(2r − 1)
(2εr)
2r
2r−1
≤ −ε,
provided that
(3.40) (c+ 2ε)ε
1
2r−1 ≤ 2r − 1
(2r)
2r
2r−1
.
In addition to this, we require that
(3.41) ‖∇p(·, 0)‖2∞,Ω ≤ τ0.
Recall that our solution (m, p) here is the local solution constructed in [21]. It is not difficult to see
that ‖∇p(·, t)‖∞,Ω is a continuous function of t. We can conclude from (3.39) that ‖∇p‖2∞,ΩT ≤ τ0
whenever both (3.40) and (3.41) hold. Condition (3.40) can be achieved easily by taking T suitably
small. As for (3.41), recall that p(x, 0) = p0 satisfies the boundary value problem (1.7)-(1.8). Our
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assumptions onm0, s(x) are strong enough to guarantee that |∇p0| is bounded. We can also obtain
(3.41) for suitably small T . In summary, if T0 is the largest T such that both (3.40) and (3.41)
hold, then
(3.42) ‖∇p‖2∞,Ω×[0,T0] ≤ τ0.
We consider (m(x, t+T0), p(x, t+T0)) on Ω× [0, T0]. Conditions (3.40) and (3.41) still hold, and so
does (3.42). Therefore, we can extend the solution in the time direction as far away as we want. 
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