gauge equivalence classes of irreducible solutions (A, ψ) (called monopoles) to the SeibergWitten equations (generically perturbed with small perturbations) * F A + τ (ψ) = 0, D A ψ = 0.
The sign of a point β = (A, ψ) in the moduli space is given by the mod 2 (0, −ε)-spectral flow between self-adjoint operators K β and K 0 where
Here ε is small and positive.
The Seiberg-Witten moduli spaces of the 0-surgery Y 0,1 (K) L are indexed by the second cohomology group H 2 (Y 0,1 (K) L , Z). The Seiberg-Witten equations are perturbed with a generic small perturbation (see Definition 2.4.2). For each c ∈ H 2 (Y 0,1 (K) L , Z), χ(Y 0,1 (K) L )(c) is defined as oriented sum of the points in the moduli space M(Y 0,1 (K) L )(c). The sign of a point β = (A, ψ) is given by the mod 2 (0, ε)-spectral flow of self-adjoint operators K β and K (Ac, 0) for some small and positive ε where K β is as above and
for some U(1) connection A c with (2πi) −1 F Ac = c. A similar surgery formula for Seiberg-Witten invariants of 4-manifolds was announced by Morgan, Mrowka and Szabo in [MMS] , which played an important role in the recent important works [S] by Szabo and [FS] by Fintushel and Stern. Meanwhile, a similar surgery formula for Seiberg-Witten invariants of 3-manifolds with b 1 > 0 appeared in the announcement [MT] by Meng and Taubes, which relates Seiberg-Witten invariants with Milnor torsion. There is also a preprint [L] by Yuhan Lim on this subject. The invariant χ(Y 0,1 (K) L )(c) defined in this paper is different from that in [MT] but can be related through wall-crossing formula.
This paper is organized as follows. Section 1 is devoted to the study of Seiberg-Witten equations on a 3-manifold with cylindrical end modeled on a torus T 2 . In 1.1 we set up the basic analytic framework and compute the index of the deformation complex. In 1.2 we study perturbation and transversality problems and prove that the moduli space is generically a collection of smooth curves which are immersed into the space of limiting values, the U(1) flat connections on T 2 , and the immersion can be made transversal to any given set of curves in that space. In 1.3 we define an energy function and study the monopoles of finite energy which occur as the geometric limits of a sequence of monopoles on a closed manifold when we stretch the neck. We derive the exponential decay estimate and prove the convergence result for the "r-good" monopoles of finite energy, which are important to the gluing problem treated in Section 2. We would like to point out that due to the presence of a singular point in the space of U(1) flat connections on T 2 where the twisted Dirac operator is not invertible, the analysis is more involved. On the other hand, it is because of this singular point that we can obtain something that makes sense in topology. The issue on the singular point is treated in the appendix.
The surgery formula is proved in Section 2. In 2.1 we study the gluing problem of SeibergWitten moduli spaces. A pair of points in the moduli spaces of the cylindrical end manifolds with the same limiting value will be glued up and deformed into the moduli space of the closed manifold. The main issue here is to keep track of the dependence of the norms of certain operators on the length of the inserted cylinders. Under suitable conditions, the norm of these operators will be bounded from below by o(L −1 ) when L is large enough. This type of results first appear in [CLM1] in the study of spectral flow on a stretched manifold. In [C2] we work out the more general case which occurs here. The method in [C2] is also modified to prove a similar estimate (lemma 2.1.4) for the perturbed Laplacian d * d + |ψ| 2 which is involved in producing a local slice at each "almost" monopole. In 2.2 we prove that the gluing map constructed in 2.1 will cover the entire moduli space of the closed manifold. In 2.3 we orient the moduli spaces of the cylindrical end manifolds and prove that their "intersection" number equals to the invariant χ. This is referred as the gluing formula of χ (Proposition 2.3.8). This part of the work is entirely based on the results by Cappell, Lee and Miller on the spectral flow and Maslov index. [CLM1] and [CLM2] are our basic references on this subject. In 2.4 we set up the Seiberg-Witten theory for the 0-surgery Y 0,1 (K) and state a similar gluing result. Finally, the surgery formula follows easily from a similar gluing formula for the invariant χ(Y 0,1 (K) L )(c).
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Seiberg-Witten equations on 3-manifolds with cylindrical ends
Let Y be an oriented 3-manifold with boundary which is the complement of a tubular neighborhood of a knot in an integral homology 3-sphere. We have
Equip Y with a Riemannian metric which is flat near the boundary ∂Y = T 2 , so that a neighborhood of ∂Y is orientedly isometric to (−1, 0] × T 2 . Here the torus T 2 is orientedly isometric to R/2πZ × R/2πZ. We also assume throughout the paper that the first factor in the product represents the longitude and the second factor represents the meridian. Attach an infinite cylinder [0, ∞) × T 2 to form a complete Riemannian manifold, which is still denoted by Y . Fix a smooth function τ on Y such that τ = t on [0, ∞) × T 2 and τ = 0 on Y \ (−1, ∞) × T 2 . The cylindrical end manifold Y is spin and there are two spin structures on Y since H 1 (Y, Z 2 ) = Z 2 . One of the spin structures extends over to the tubular neighborhood of the knot, the other does not. In terms of the notations introduced in the appendix, the first spin structure restricts to ξ (1,1) on the torus T 2 , and the second one restricts to ξ (1,0) on T 2 . Fix a spin structure on Y , there is an unique SU(2) vector bundle W over Y such that the oriented volume form acts on W as identity by Clifford multiplication. The spinor bundle W is cylindrical, i.e., on the cylindrical end [0, ∞) × T 2 , W is isometric to π * W 0 where π is the projection [0, ∞) × T 2 → T 2 and W 0 is the total spinor bundle on T 2 associated to the spin structure induced from the spin structure on the 3-manifold Y .
The configuration spaces and deformation complex
In this subsection, we set up the analytic framework for the Seiberg-Witten theory on 3-manifolds with cylindrical end. See Section 1 in [C1] for parallel setup for closed manifolds.
Fix a cut-off function β on Y which is equal to 1 at the infinity. Let δ be a small and positive number to be determined later. Throughout this paper, H 1 (T 2 ) stands for the space of harmonic 1-forms on T 2 .
Definition 1.1.1 The space of asymptotically flat U(1) connections and sections of spinor bundle W is denoted by A. More precisely, we define
A is a real Hilbert space with the inner product given by (A 1 , ψ 1 ), (A 2 , ψ 2 ) = Y ( ∇B 1 , ∇B 2 + B 1 , B 2 )e δτ V ol
( ∇ψ 1 , ∇ψ 2 Re + ψ 1 , ψ 2 Re )e δτ V ol
Note that the decomposition of A as B + βπ * a is unique. The boundary map R from A to H 1 (T 2 ) ⊗ iR is defined by R(A, ψ) = a where A is decomposed as B + βπ * a.
Definition 1.1.2 The group of gauge transformations considered in this context is
The action of G on A is given by the formula s(A, ψ) = (A − s −1 ds, sψ) for s ∈ G and (A, ψ) ∈ A.
G is an Abelian Hilbert Lie group acting on A smoothly with the Lie algebra
ds is decomposed as g + βπ * h, then h has zero period along the longitude and periods in 2πiZ along the meridian.
Proof: Suppose s ∈ G is in the component of identity, then s can be written as
. By Taubes inequality (see [T1] , Lemma 5.2) there exists an imaginary valued constant f 0 on Y such that
This proves that the Lie algebra
Let γ 1 , γ 2 be the longitude and meridian, and F be the Seifert surface that γ 1 bounds in Y . For s ∈ G, if s −1 ds decomposes as g + βπ * h, then we have
Other claims follow easily from the Sobolev multiplication theorem. 
) is a smooth function on the cylindrical end which will be extended over to Y . Still call the resulting function f . Let B = A − df . If we write B = B 0 dt + B 1 on the cylindrical end,
We can further modify the function f by a function of t so that the condition T 2 B 0 = 0 is satisfied. On [0, ∞) × T 2 , the condition dB = 0 is equivalent to the following conditions:
This is further equivalent to the condition that B 1 is in H 1 (T 2 ) and constant in t and B 0 = 0 on the cylindrical end. Now d * B is compactly supported therefore there is an unique 
is a formally self-adjoint elliptic operator on Ker d⊕Ω 0 (T 2 ).
If write (a 0 , a 1 ) in the L 2 spectral decomposition, it is easy to see that a = a 0 dt + a 1 can be written on the end as b + βπ * a ∞ with a ∞ ∈ H 1 (T 2 ) and b ∈ L 2 k,δ for some small δ > 0. For a 1 , a 2 ∈ H 1 (Y ), if a 1 − a 2 = df for some smooth function f on Y , then we have df ∈ L 2 k,δ . By Taubes inequality and integration by parts, we have df = 0. Hence the map
2 Note that for any s ∈ G, there is a s κ ∈ G with s −1 κ ds κ ∈ H 1 (Y ) and ss 
The action of S 1 on U is given by the complex multiplication on the factor ϕ.
Proof: According to [LM] p.436 Theorem 7.4, the operator
is a compact perturbation of L 1 by the Sobolev embedding and multiplication theorems in the weighted case. So L 2 is also a Fredholm operator with index −1. Ker L 1 = Ker L 2 = 0 follows easily from integration by parts. From index counting it is easy to see that the range of L 1 is the L 2 orthogonal complement of constant functions. The fact that the kernel of
is zero also follows from integration by parts. Then it follows that |ψ| 2 will cover the 1
The Proof of Lemma 1.1.6:
1. The construction of a local slice is standard by applying the implicit function theorem. The key point is the properties of L 2 stated in Lemma 1.1.7. To prove that B * is Hausdorff and the local slice embeds into B * , the arguments in [FU] can be used with an application of Taubes inequality (Lemma 5.2 in [T1] ). 2. Part 2 of this Lemma follows similarly with Lemma 1.1.7 understood.
2 Definition 1.1.8 For (A, ψ) ∈ A, we define Proof: ,ψ) by solving the following equation
So the above equation has an unique solution f (a, ϕ) for any (a, ϕ). When (a, ϕ) ∈ L (A 1 ,ψ 1 ) with (A 1 , ψ 1 ) close enough to (A, ψ), one can easily show that the projection (a, ψ) → (a − df, ϕ + f ψ) is one to one and onto, again using the invertibility of the operator L 2 . This proves the local triviality of L. The bundle L over A * is G-equivariant, so it descends to a Hilbert bundle over B * . 2 Definition 1.1.10 For (A, ψ) ∈ A * , we define 
where f (a, ϕ) is the unique solution to the equation For any r small and positive, let H(r) be the open complement of the union of closed discs of radius r centered at each point in the lattice B, where B is the lattice of the "bad" points for the induced spin structure on the torus T 2 (see the appendix). So for any a ∈ H(r), the operator D T 2 a = D T 2 + a is invertible where D T 2 is the Dirac operator on the torus T 2 associated to the induced spin structure. Set
where R is the boundary map from A to H 1 (T 2 ) ⊗ iR. 
where d (A,ψ) (f ) = (−df, f ψ) and π : A * → B * is the natural projection. This enables us to extend ∇s (A,ψ) 
Lemma 1.1.12 For any r small and positive, there exists δ(r) > 0 such that for each δ satisfying 0 < δ < δ(r), K is a continuous family of Fredholm maps on A * (r) with index equal to 1.
Proof: Consider the following commutative diagram
where V T A is the tangent space of the fiber of map R : ,ψ) . Then we have a long exact sequence
This lemma follows from the claim that for any r small and positive, there exists δ(r) > 0 such that for each δ satisfying 0
is a compact perturbation of an operator which is in the form of I( 
Take δ(r) = min(δ 1 (r), δ 2 ). Then Theorem 7.4 in [LM] can be used to claim that
is a Fredholm map of index −2 for each 0 < δ < δ(r). 2
Perturbations and transversality
Fix a small and positive number r, and a number 0 < δ < δ(r) for the weight of the Sobolev spaces. We consider the following perturbations of the section s of the Hilbert bundle L over B * (r):
where µ is a co-closed imaginary valued 1-form and f is a smooth real function on Y , both compactly supported in
Definition 1.2.1 Define the Seiberg-Witten moduli spaces 
where a µ is the unique solution to the equations * da µ + µ = 0, d * a µ = 0 and R(a µ ) has zero period along the meridian and small period along the longitude.
Note that A is a multiple of idy where y parameterizes the meridian.
For simplicity we omit the subscript f in the following discussion. Consider the Hilbert bundle L over B * (r) × kerd * , and the section s of L :
This gives rise to a long exact sequence
0,δ space, and has finite co-
Since ψ is not identically zero, by the unique continuation theorem for Dirac operators, we have ϕ = ihψ for some real function h. Then D A ϕ + f ϕ + aψ = 0 implies that idh + a = 0. Hence
That (a, ϕ) ≡ 0 follows from h ≡ 0, which follows from that e
τ |h| is bounded on the end by integration by parts.
Next we prove that e
τ |h| is bounded on the end. First of all, idh + a = 0 implies that
τ is bounded on the end. So
τ .
It follows easily that e 
Fredholm operator with dim Ker * d = 0 and dim coker * d = 1. Moreover, for any compactly supported co-closed 1-form µ, there exists an unique a µ ∈ kerd * such that * da µ + µ = 0, and a µ can be written as
1,δ and a ∞ ∈ H 1 (T 2 ) with zero period along the meridian. a µ satisfies the estimate:
Proof: The Fredholm property and the index calculation of * d follows from a similar argument as in Proposition 1.1.11. ker * d = 0 follows from
If µ is compactly supported, the arguments in the proof of lemma 1.1.4 can be used to modify A by an exact 1-form plus a "bounded" harmonic form and the resulting 1-form a µ satisfies the claimed properties.
2
The Proof of Proposition 1.2.2:
Fredholm map with index equal to 1 (Proposition 1.1.11). So by Sard-Smale theorem, for
. If µ is a regular value of the projection Π :
The properties 3, 4 follow easily from lemmas 1.2.4, 1.2.5 and 1.1.4.
The finite energy condition
• the finite energy condition
Here the perturbations µ and f vanish on the cylindrical end.
The exponential decay estimates
We start with some local estimates. 
for some constant C(k, X, X ′ ) and polynomial functions h, g on R with h(0) = 0.
Proof: This is Lemma 4 in [KM1] . 2
Moreover, there exists a constant K depending only on the geometry of Y and the norms of perturbations µ and f such that
Proof: It is easy to see from lemma 1.3.2 that ψ → 0 as t → ∞ so that |ψ| reaches its maximum on Y . The second claim follows easily from Weitzenböck formula and the maximum principle.
, the arguments in the proof of lemma 1.1.4 can be used to show that after a gauge transformation (A, ψ) takes the standard form on the end [0, ∞) × T 2 in the sense that A = A 0 dt + A 1 with A 0 , A 1 satisfying the following conditions:
Let (A, ψ) be a monopole of finite energy which is in the standard form. Let a(t) be in
Then we have the following estimates:
for some quadratic forms q 1 , q 2 . Observe that
For the estimate e), note that d *
For each small and positive number r, there exists a constant c(r
a ψ| 2 for any a ∈ H(r).
Proof: Observe that both T 2 |ψ| 2 and T 2 |D T 2 a ψ| 2 are gauge invariant, so we can assume that a takes value in H(r)/Z ⊕ Z which is compact. Hence we have a compact family of invertible essentially self-adjoint operators on L 2 (W 0 ). The lemma follows by taking the minimum of the square of the eigenvalues for the constant c(r) which is positive.
The following estimate turns out to be crucial.
There exists a constant c 1 with the following significance. Let (A, ψ) be a monopole of finite energy which is in the standard form on the cylindrical end. Write A = A 0 dt + A 1 and let a(t) ∈ H 1 (T 2 ) ⊗ iR be the harmonic component of A 1 (see lemma 1.3.4) . For any small and positive number r, if a(t) ∈ H(r) for T 1 < t < T 2 , then the following estimate holds:
by corollary 1.3.3 and lemma 1.3.4 b). So we have
Then there exists a constant c(γ) such that for any (A, ψ) satisfying the Seiberg-Witten equations on the cylindrical end, the following estimate holds for any t 1 < t 2 :
Proof: Note that it is enough to prove the estimate for t 2 = t 1 + 1. Also note that both sides of the estimate are gauge invariant. Hence we can assume that (A, ψ) is in a good gauge in the sense that lemma 1. 
holds for any t 1 < t 2 .
Proof: Let γ 1 , γ 2 be the longitude and meridian, then we have
for any t 1 < t 2 . This proves the lemma. A monopole of finite energy (A, ψ) (in standard form) is said to be "r-good" if the following condition is satisfied: there are t and T with T < t such that a(t) lies in the closure of H(2r) and
The "r-good" monopoles of finite energy have the following good property.
Lemma 1.3.10
Let (A, ψ) be a "r-good" monopole of finite energy with T as in the Definition 1.3.9. Then for all t ∈ [T, ∞), a(t) is in H(r). Moreover, the limit a ∞ = lim t→∞ a(t) exists and the following estimate holds for any t ∈ [T, ∞):
Proof: It follows easily from the definition of "r-goodness" and lemmas 1.3.6 and 1.3.8. 2
Lemma 1.3.11
There exists δ 0 (r) > 0 such that when 0 < δ < δ 0 (r) is fixed, for any ε > 0, there exists ε 1 > 0 such that for any "r-good" monopole (A, ψ) of finite energy, when
Proof: We assume that (A, ψ) is in the standard form. By lemma 1.3.10, there is a number T such that for all t ∈ [T, ∞), a(t) is in H(r) and the limit a ∞ = lim t→∞ a(t) exists and the estimate
holds. We can further apply a gauge transformation so that a ∞ lies in a compact set H(r)/Z ⊕ Z. There exists δ 0 (r) > 0 such that for any a ∈ H(r)/Z ⊕ Z,
1 (T 2 ) (t) by the estimates in lemma 1.3.4, corollary 1.3.3, and lemma 1.3.10. So when
is small enough, we have ∂ 2 ∂t 2 u(t) ≥ 2δ 0 (r)u(t). By the maximum principle, we have u(s) ≤ e 2δ 0 (r)(t−s) u(t) for s > t. Hence
holds for δ ∈ (0, δ 0 (r)). This proves the lemma. 2 Proposition 1.3.12 Let (A, ψ) be a "r-good" monopole of finite energy which is in the standard form. Then (A, ψ) is in A(r) for an weight δ ∈ (0, min(δ(r), δ 0 (r))). Moreover, the following estimate
holds for some constant c 3 and large enough T ∈ [0, ∞). Here δ(r) is referred to Proposition 1.1.11.
Proof: It follows from lemma 1.3.11, the estimates in lemma 1.3.4, Taubes inequality and standard elliptic estimates. 2
The convergence of "r-good" monopoles of finite energy Proposition 1.3.13 Let (A n , ψ n ) be a sequence of "r-good" monopoles of finite energy. Then a subsequence of (A n , ψ n ) converges in M(
Proof: The Weitzenböck formula and maximum principle yield an upper bound K for the C 0 norm of the spinors (see corollary 1.3.3). Then the existence of local Hodge gauge [KM1] and elliptic regularity plus a patching argument [U] imply the existence of a geometric limit, i.e., there is a monopole (A 0 , ψ 0 ) of finite energy and a subsequence of (A n , ψ n ) (still denoted by (A n , ψ n )) which "weakly" converges to (A 0 , ψ 0 ) up to a gauge transformation. This means that there exists a sequence of gauge transformations s n such that s n (A n , ψ n ) converges to (A 0 , ψ 0 ) in C ∞ over any compact subset of Y . We can further assume that s n (A n , ψ n ) are in the standard form and therefore the limit (A 0 , ψ 0 ) is also in the standard form. For simplicity we still use (A n , ψ n ) to denote s n (A n , ψ n ).
Take T 0 large enough so that
) (see Definition 1.3.9). Note that for any monopole (A, ψ) of finite energy the Weitzenböck formula yields the following equation
A 1 ψ, ψ V ol T 2 . By the "weak" convergence of (A n , ψ n ) to (A 0 , ψ 0 ), it is easy to see that there exists a number N such that when n > N we have
Since (A n , ψ n ) are "r-good", by lemma 1.3.10, a n (t) is in H(r) for any n > N and t ∈ [T 0 , ∞). From this it follows that (A 0 , ψ 0 ) is a " 1 2 r-good" monopole of finite energy, and therefore is in A(
). It is also easy to see that a n,∞ → a 0,∞ . In order to prove that (A n , ψ n ) converges to (A 0 , ψ 0 ) in A( r 2 ) for some weight δ ∈ (0, min(δ( r 2 ), δ 0 ( r 2 )), it is enough to prove that given any ε > 0, there exist some t 0 ∈ [0, ∞) and N such that when n > N,
By lemma 1.3.11, there exists ε 1 > 0 such that when
3 ε for any " 1 2 r-good" monopole (A, ψ) of finite energy. Take t 0 large enough so that
Then there exists N such that when n > N we have
Therefore we have
by Proposition 1.3.12. This proves the proposition. 
is given by h(L + t, x) = (L + 1 − t, h(x)) for t ∈ (0, 1) and x ∈ T 2 1 . The isometry h between T 2 1 and T 2 2 induces an identification between the spaces of harmonic forms, i.e., h :
2 ) is an isometry. Throughout this subsection, we fix a small and positive number r and a small weight δ. For simplicity, we omit the dependence of r in the discussion.
Assume that α i ∈ M(Y i ) (i = 1, 2) have smooth representatives (A i , ψ i ) such that
where R i are the boundary maps.
Definition 2.1.1 (α 1 , α 2 ) is said to be regular if the following conditions hold:
Note that these conditions hold for generic perturbations by Proposition 1.2.2. For any L > 0, fix a cut-off function β L (t) which equals to one for t < L and equals to zero for t > L + 1 with Let's start with the following estimate on (A L , ψ L ).
Lemma 2.1.4
Assume that one of ψ 1 and ψ 2 is not identically zero. For any function
The basic idea of the proof is the same as in [C2] , but the argument is more difficult. We postpone the proof to the end of this subsection. From now on, we assume that one of ψ 1 and ψ 2 is not identically zero.
Proof: In lemma 2.1.4, take γ(L) = K 2 L −6 with K to be determined later. There exists a constant C independent of L such that for any f
for large L and suitable choice of K. 2
There exist constants
Proof: The point of this lemma is to have an estimate on the size of the local slice at
This can be written in terms of (a, ϕ) as
for some constant C and ϕ, f i satisfying ϕ L 2 1 < 1 and f i L 2 2 < 1 for i = 1, 2. The lemma follows by applying Banach lemma to the map
where
where g(a, ϕ) satisfies the equation
for small enough constant K, we have g(a, ϕ) = 0, which proves the lemma.
On the other hand, by Theorem 4 in [C2] , the norm of the operator
Here we essentially use the fact that ψ L is identically zero on the Y 2 side and not identically zero on the Y 1 side so that the transversality condition of Theorem 4 in [C2] 
, where f (ϕ) is given by the equation
The Proof of Proposition 2.1.2: In order to deform the "almost" monopole (A L , ψ L ) into a monopole, we need to solve the equation L(a, ϕ) = 0 for (a, ϕ). This equation can be written as (a,
Assuming that (α 1 , α 2 ) is regular. Then it follows from lemmas 2.1.3 and 2.1.8 that the map
1 -ball of radius KL −2 into itself and satisfies
. By lemma 2.1.6, (A, ψ) is gauge equivalent to a monopole in the local slice with distance from
, and it must be T (A L , ψ L ) by the uniqueness of the solution (a L , ϕ L ) to the equation L(a, ϕ) = 0. The other conclusions in this proposition are obvious now.
2 The Proof of lemma 2.1.4: Suppose that there is a sequence of L n → ∞ such that 
Assuming the Claim, lemma 2.1.4 is proved as follows. By elliptic estimates, we can select a subsequence of f n which is convergent in C ∞ to f i on Y i (i = 1, 2) on any compact subset. Moreover, f 1 , f 2 satisfy the following conditions:
c) one of f 1 and f 2 is not identically zero. Lemma 2.1.4 is proved if we show that conditions a) and b) contradict condition c). In fact, by condition a), for any t, we have 0 =
Since
is bounded by b), there exists a sequence of t n such that
So f 1 and f 2 are constant functions and one of them is zero, since one of ψ 1 and ψ 2 is not identically zero. But in the proof of the Claim, it is easy to see that f 1 = f 2 . So both of f 1 and f 2 are identically zero, contradicting condition c). The Proof of the Claim: For simplicity, we omit the subscript L n or n if no confusion is caused. Write f = g 1 + g 2 where g 1 ∈ Ker d *
⊥ . Pick L 0 > 0 large enough, there are two possibilities:
. In this case, by the maximum principle, for large L 0 , g 2 L 2 (T 2 1 ) can not reach its maximum in the interior of [L 0 , 2L + 1 − L 0 ]. The Claim follows easily in this case.
• On the interval [L 0 
In this case, we need to prove that as L → ∞ either |g 1 | reaches its maximum at the end points of the interval [L 0 
Assume that we are in the second case. On the interval [L 0 
and
Let g 3 (t) = c −1 ∂ ∂t g 1 (t), then we have
These equations can be written equivalently as
where C = 0 −c c 0 . Note that e Ct = cos ct − sin ct sin ct cos ct .
On the other hand,
Hence for large L 0 , we have
Assume that |g 1 (t)| has its maximum at t 0 ∈ (L 0 , L + 1). Then g 3 (t 0 ) = 0 and
Therefore the Claim is proved.
The geometric limits
Let Y be an oriented integral homology 3-sphere with an embedded torus T 2 separating Y as Y = Y 1 T 2 Y 2 . Y 1 and Y 2 are compact oriented 3-manifolds with boundary T 2 . Equip Y with a Riemannian metric such that a neighborhood of T 2 is isometric to (−1, 1) × T 2 . Here T 2 is equipped with the flat metric. We also assume that (−1, 0) × T 2 is in Y 1 . By inserting a cylinder of length 2L + 1, we obtain a family of Riemannian 3-manifolds Y L , all diffeomorphic to Y . We also use Y 1 and Y 2 to denote the complete Riemannian manifolds obtained by attaching half-infinite cylinders. The situation we consider in this subsection is that Y 1 is the complement of a tubular neighborhood of a knot in an integral homology 3-sphere and Y 2 is diffeomorphic to D 2 × S 1 carrying a non-negative scalar curvature metric. Note that the monopoles of finite energy on Y 2 are reducible by Weitzenböck formula and are given by the line H 1 (Y 2 ) ⊗ iR of imaginary valued "bounded" harmonic 1-forms on Y 2 which embeds into H 1 (T 2 ) ⊗ iR by the boundary map R 2 . With a small perturbation, we can always assume that it misses the lattice of "bad" points for the spin structure on the torus where the twisted Dirac operator is not invertible.
Let (A n , ψ n ) be a sequence of monopoles on Y Ln , L n → ∞. The Weitzenböck formula and maximum principle yield an upper bound K for the C 0 norm of the spinors, which depends only on the scalar curvature of the manifolds. Then the existence of local Hodge gauge [KM1] and elliptic regularity plus a patching argument [U] imply the existence of geometric limits as we stretch the neck. 
Proof: First of all, exhaust Y i by a sequence of compact subsets K i,n with K i,n ⊂ K i,n+1 , i = 1, 2. There exists a subsequence of (A n , ψ n ) which is still labeled by n, a sequence of gauge transformations s i,n defined on K i,n , and a monopole of finite energy (A i , ψ i ) on Y i such that s i,n (A n , ψ n ) converges to (A i , ψ i ) on any compact subset of Y i . That (A i , ψ i ) is of finite energy is a consequence of Weitzenböck formula and the flatness of the torus. First we show that there is a number r > 0 independent of (A n , ψ n ) such that the geometric limits (A i , ψ i ) (i = 1, 2) are "r-good". Let d be the distance between the lattice of "bad" points and the line
We simply take r = 1 100
d. We can assume that all of (A n , ψ n ), s i,n (A n , ψ n ) and (A i , ψ i ) are in the standard form on the cylinder or cylindrical end. Note that ψ 2 ≡ 0 and a 2 (t) = a 2,∞ = R 2 (A 2 , ψ 2 ) for all t ∈ [0, ∞) therefore (A 2 , ψ 2 ) is "r-good". By lemma 1.3.2, (D T 2 A 1,1 ψ 1 , ψ 1 )(t) goes to zero as t → ∞. Hence there is t 0 and N such that |(D
when n > N. On the other hand, a s 2,n (An) (2L n ) is in H(4r) therefore a n (2L n ) is in H(4r) for large n, and
by Weitzenböck formula, where
So by lemma 1.3.10, a n (t 0 ) is in H(3r) and therefore a s 1,n (An) (t 0 ) is in H(3r) when n > N. So a 1 (t 0 ) is in H(2r). This proves that (A 1 , ψ 1 ) is "r-good".
Next we show that 1. The s ′ i,n s can be chosen so that as n → ∞, s −1 1,n | T 2 ·s 2,n | T 2 is in the component of identity of the gauge group G(T 2 ). As a consequence, s 1,n and s 2,n can be extended over to Y Ln . 2. R 1 (A 1 , ψ 1 ) = R 2 (A 2 , ψ 2 ).
Given any ε > 0, pick L 0 large enough so that
For large enough n, we have
Let γ be a generator of H 1 (T 2 ). Then we have
On the other hand, we have estimates
by lemmas 1.3.6, 1.3.7 and Weitzenböck formula, from which it follows that
⊗ iR (due to the fact that Y is a homology 3-sphere) and s −1 1,n | T 2 · s 2,n | T 2 is in the component of identity of the gauge group G(T 2 ) for large enough n.
2 Fix the number r in lemma 2.2.1 and a weight δ small. Let S(Y ) be the set of pairs
such that there are smooth representatives (A 1 , ψ 1 ) and (A 2 , ψ 2 ) satisfying R 1 (A 1 , ψ 1 ) = R 2 (A 2 , ψ 2 ). By Proposition 1.2.2, for generic perturbation, the set S(Y ) consists of regular pairs (Definition 2.1.1). By Proposition 2.1.2 and lemma 2.2.1, each pair in S(Y ) is also "r-good", therefore by Proposition 1.3.13 ( convergence of "r-good" monopoles ) and Proposition 1.2.2 (3), the set S(Y ) is compact and hence consists of finitely many points.
Proposition 2.2.2 For large enough L, the gluing map
] is one to one and onto.
Assume that a sequence of irreducible monopoles (A n , ψ n ) on Y Ln converges to geometric limits (A i , ψ i ) on Y i (i = 1, 2). Note that ψ 2 ≡ 0 and (A 1 , ψ 1 ) is irreducible since the (perturbed) Dirac on Y Ln is invertible for large n and the norm is uniformly bounded from below. Without loss of generality we can further assume that (A i , ψ i ) is in the standard form on the cylinder and so is (A n , ψ n ) on the neck. Our next goal is to show that for large enough n, (A n , ψ n ) is in the image of the gluing map T . This is done by showing that up to a gauge transformation the L 2 1 distance between (A n , ψ n ) and the "almost " monopole (A Ln , ψ Ln ) is less than
n for large enough n (see Proposition 2.1.2). For simplicity we omit the subscript n if no confusion is caused. As in lemma 1.3.11, there
for some fixed δ > 0. On the other hand, as in lemma 1.3.4, we write A = A 0 dt + A 1 on the neck, and there is a(
For each large enough L, fix a cut-off function β L which equals to one for t ≤ L and equals to zero for t ≥ L + 1, we define an "almost" monopole (Ã 1 ,ψ 1 ) on Y 1 as follows:
Lemma 2.2.3
The following estimates hold for s(Ã 1 ,ψ 1 ) on Y 1 :
where s(Ã 1 ,ψ 1 ) = ( * FÃ 1 + τ (ψ 1 ), DÃ 1ψ 1 ). Here we omit the perturbations µ and f which are identically zero on the neck.
Proof: It follows from the exponential decay estimate for ψ, lemma 1.3.4 and the definition of (Ã 1 ,ψ 1 ). 2 Recall that for the 3-manifolds with cylindrical ends (Definition 1.1.10), the covariant derivative of section s is a section of the Hilbert bundle End(T B * , L) over B * . At (A, ψ) ∈ A * , it is given by
where f (a, ϕ) is the unique solution to the equation
is a closed subspace. See Definition 1.1.8.
Lemma 2.2.4
For all sufficiently large L,
and I be the right inverse of ∇s (A 1 ,ψ 1 ) . For (a, ϕ) ∈ L (Ã 1 ,ψ 1 ) , we have
as L → ∞. Here the key point is that ψ 1 is not identically zero so that the operator d
is an isomorphism (lemma 1.1.7). 2
Next we deform the "almost" monopole (
, we define
where Q(a, ϕ) = (τ (ϕ), aϕ) satisfying
is sufficiently small, L(a, ϕ) = 0 implies that
Proof: Similar arguments as in lemma 2.1.7. The key point is that the operator d
is invertible and the norm of the inverse is bounded uniformly for all L. 2 Lemma 2.2.6 The "almost" monopole
Proof: Similar arguments as in the proof of proposition 2.1.
2
The Proof of Proposition 2.2.2: We need an estimate for the restriction of (A, ψ) on Y 2 . Similarly we define an "almost" monopole (Ã 2 ,ψ 2 ) on Y 2 :
By Weitzenböck formula and the exponential decay estimate for the spinor, there is L 0 such that for large L and any t > L 0 , we have
where Y 2 (t) stands for Y 2 \ (t, ∞) × T 2 . It then follows that
δL .
Therefore up to a gauge transformation the distance between (Ã 2 ,ψ 2 ) and M(Y 2 ) and hence R 2 (Ã 2 ,ψ 2 ) and R 2 (M(Y 2 )) is controlled by Ce δL (lemmas 1.1.4, 1.2.5). On the other hand, the distance between R 2 (Ã 2 ,ψ 2 ) and R 1 (Ã 1 ,ψ 1 ) is given by |a(L + 1) − a(L)| which is also controlled by Ce δL (lemma 1.3.4 (d) and exponential decay estimate for the spinor ψ). So is the distance between R 1 (Ã 1 ′ ,ψ 1 ′ ) and R 2 M(Y 2 ) by lemma 2.2.6. By the assumption of transversality,
It is easy to see that the distance between R 1 (Ã 1 ′ ,ψ 1 ′ ) and R 1 (A 1 , ψ 1 ) therefore the distance between (Ã 1 ′ ,ψ 1 ′ ) and (A 1 , ψ 1 ) is controlled by Ce δL . So is the distance between (Ã 2 ,ψ 2 ) and (A 2 , ψ 2 ). Now it is easy to see that up to a gauge transformation (A n , ψ n ) is within a L δLn centered at the 'almost' monopole (A Ln , ψ Ln ) for large enough n. By Proposition 2.1.2, (A n , ψ n ) is in the image of the gluing map T , so the gluing map
On the other hand, for any (α 1 , α 2 ) ∈ S(Y ), the homotopy class of smooth representatives is unique, due to the fact that Y is a homology 3-sphere. So the gluing map T is also one to one. This proves the Proposition 2.2.2.
Spectral flow, Maslov index and the gluing formula
First we recall the basic relation between Maslov index and the spectral flow of a family of first-order, self-adjoint, elliptic differential operators of APS type on a stretched manifold. The basic references are [CLM1] and [CLM2] .
Let M be a closed, oriented, smooth manifold that is decomposed into the union of two submanifolds M 1 , M 2 by a co-dimension 1, oriented submanifold Σ,
Equip M with a Riemannian metric such that the hypersurface Σ has a collar neighborhood which is isometric to (−1, 1) × Σ, and Σ = 0 × Σ, (−1, 0) × Σ ⊂ M 1 . Later on the manifold M will be stretched by inserting a cylinder [0, 2L] × Σ of length 2L and we obtain a family of manifolds
Let D be a first-order, self-adjoint, elliptic differential operator acting on the space Γ(E) of smooth sections of a real Riemannian vector bundle E → M,
which is of the APS type near Σ. More precisely, on the collar neighborhood (−1, 1) × Σ, the vector bundle E is isometric to the pull-back bundle π * E 0 and the operator D can be written as
where π : (−1, 1) × Σ → Σ is the natural projection, E 0 → Σ is a Riemannian vector bundle on Σ, σ : E 0 → E 0 is a bundle isometry, and D 0 is a first-order, self-adjoint, elliptic operator acting on Γ(E 0 ). The vector bundle E and operator D naturally extend to a vector bundle E(L) and a operator D(L) on the stretched manifold M (L) , and E j (∞) and 
, the space of smooth sections of vector bundle E(L) over the stretched manifold M(L) (see [CLM1] for details).
where Φ L is the splicing map and
Next we recall the definition of (ε 1 , ε 2 )-spectral flow. Let D(s) : a ≤ s ≤ b be a family of real self-adjoint operators such that for some fixed δ > 0 the total spectrum of D(s) in the range of eigenvalues λ with |λ| < δ is finite-dimensional and has no essential spectrum. Furthermore, after taking into consideration multiplicities, these eigenvalues λ with |λ| < δ vary continuously with respect to s. Let ε 1 , ε 2 be real numbers with |ε 1 | < δ, |ε 2 | < δ, such that ε 1 is not an eigenvalue of D(a) and ε 2 is not an eigenvalue of D(b). Then the (ε 1 , ε 2 )-spectral flow of D(s) : a ≤ s ≤ b is equal to the number of eigenvalues λ of D(s) in the range |λ| < δ crossing the line joining (a, ε 1 ) and (b, ε 2 ) from below, minus the number of eigenvalues crossing from above. See [CLM2] for details. The (ε, ε)-spectral flow will be called briefly as ε-spectral flow.
Let E 1 , E 2 be the restriction of the vector bundle E and D 1 , D 2 be the restriction of the operator D on the submanifolds M 1 and M 2 of M. For any pair of Lagrangian subspaces l 1 , l 2 of the symplectic vector space H = Ker D 0 , we have a pair of self-adjoint Fredholm operators D 1 (l 1 ), D 2 (l 2 ) defined by global boundary conditions:
where P ± are the subspaces of L 2 (E 0 ) spanned by the eigenvectors of positive/negative eigenvalues of D 0 , and the space L 2 1 (E 1 , P + ⊕ l 1 ) is the L 2 1 -Sobolev completion of smooth sections of bundle E 1 whose restrictions on Σ lie in the space P + ⊕ l 1 and similarly is the other space L 2 1 (E 2 , P − ⊕ l 2 ) explained. To each homotopy class (fixed ends) of one-parameter families of pairs of Lagrangian subspaces (l 1 (s), l 2 (s)) : a ≤ s ≤ b is associated an integer which is called the Maslov index of (l 1 (s), l 2 (s)) and denoted by Mas{(l 1 (s), l 2 (s)) : a ≤ s ≤ b}. See [CLM2] , [CLM3] for details.
Let D(s) : a ≤ s ≤ b be a one parameter family of first-order, self-adjoint, elliptic differential operators on M which are of the APS type, i.e., in the collar neighborhood (−1, 1) × Σ, 
consist of at most zero eigenvalue at the endpoints s = a and s = b. Now let's get back to our own problem. As in the previous subsections, suppose Y is an oriented integral homology 3-sphere that is separated by an embedded torus T 2 , i.e., Y = Y 1 T 2 Y 2 , and with Y 1 being the complement of a tubular neighborhood of a knot and Y 2 = D 2 ×S 1 . Equip Y with a Riemannian metric such that a collar neighborhood of the torus T 2 is orientedly isometric to (−1, 1) × R/2πZ × R/2πZ and (−1, 0) × R/2πZ × R/2πZ ⊂ Y 1 . Furthermore, we assume that the first factor in the product R/2πZ × R/2πZ represents the longitude and the second factor represents the meridian, and the metric on Y 2 has nonnegative scalar curvature. 
. This is referred as the gluing formula.
Fix a generic perturbation on the Y 1 side according to Proposition 1.2.2 and thereafter omit it in the following discussion for simplicity. Assume L 0 > 0 is large enough so that Proposition 2.2.2 holds for Y L 0 and L 0 will be fixed later on. Pick a smooth section ϕ of the spinor bundle W which is compactly supported in Y 1 \ [0, ∞) × T 2 and satisfies the condition
Then by lemma 3.2 in [C1] , for small enough t > 0, the self-adjoint operator
is invertible and has one small eigenvalue
, the sign of β is equal to the mod 2 spectral flow between self-adjoint operators K β and K (t,ϕ) for small t > 0. Here if β is represented by smooth sections (A, ψ), then
2 due to the fact that Y 2 carries a non-negative scalar curvature metric). It is obvious that K β can be replaced by
by Theorem 4 in [C2] and the regularity of the points in the set S(Y ) (see Definition 2.1.1).
Here W 0 is the total spinor bundle over T 2 , and D T 2 a is the twisted Dirac operator which is invertible. It is easy to see that x can be decomposed as x = x 0 + x + + x − with x 0 ∈ Ker B independent of t and x ± has exponential decay to the right/left. Take a cut-off function γ in the middle of the inserted cylinder, define y ± on the cylindrical end manifolds Y 1 /Y 2 as follows
Then it is easy to see that
for some small δ > 0 and constant c. Here
is the correspondent operator on the cylindrical end manifolds Y j , j = 1, 2. On the other hand, note that y + and y − has the same limiting value x 0 and for all large enough L 0 , the Lagrangian subspaces of limiting values of extended
,2 (∞) are transversal with angles larger than a fixed number ( due to the fact that the points in the set S(Y ) are regular). The above estimates yield
2 kernels, we have estimates
which imply that for large L 0 (therefore L ≥ L 0 large) y ± vanish identically, contradicting the assumption that x = 0. This proves the lemma. 2 The operators considered here have the APS form on the inserted cylinder, i.e., have the form
Here W 0 is the total spinor bundle over T 2 , and D T 2 a is the twisted Dirac operator which is invertible, a is the limiting value of the connection 1-form A. The symplectic vector space H in our context which is the kernel of the operator B is H 1 (T 2 ) ⊗ iR ⊕ iR ⊕ iR. Let's fix some notations about H first. Recall that the torus T 2 is orientedly isometric to R/2πZ × R/2πZ (longitude, meridian). Let (x, y) be the oriented coordinates, then we will fix (idx, idy) as an oriented basis for H 1 (T 2 ) ⊗ iR. Furthermore, equals to that of K s 1 (As,ψs),1 (L 0 + 1)(l 1 (s)) where (A s , ψ s ) is a path joining (A 1 , ψ 1 ) with (0, 0) and s 1 (A s , ψ s ) is the path joining s 1 (A 1 , ψ 1 ) = (A 2 , ψ 2 ) with (−s −1 1 ds 1 , 0), and the observation that the (ε)-spectral flow of K (−us −1 1 ds 1 ,0),1 (L 0 + 1)(l 3 ) : 0 ≤ u ≤ 1 is even (the Dirac operator is complex linear) where l 3 is constant in u and spanned by idy and (0, 0, 0, 1).
2 Now we are ready to define the sign for each point in S(Y ) and the intersection number #S(Y ) and state the gluing formula.
Definition 2.3.7
1. For any point (α 1 , α 2 ) ∈ S(Y ), let e 1 be the positively oriented tangent vector of
) and e 2 the positively oriented tangent vector of R 2 (M(Y 2 )) at R 2 (α 2 ). Then the sign of (α 1 , α 2 ) ∈ S(Y ) is defined to be the sign of oriented frame (e 1 , e 2 ) with respect to (idx, idy).
Pick a smooth section ϕ of the spinor bundle W which is compactly supported in Y 1 \ [0, ∞) × T 2 and satisfies the condition
is invertible and has one small eigenvalue λ t ∼ −(D −1 (iϕ), (iϕ))t 2 > 0. According to Definition 3.4 in [C1] , for each critical point β ∈ M * (Y L ), the sign of β is equal to the mod 2 spectral flow between self-adjoint operators K β and K (t,ϕ) for small t > 0. Here if β is represented by smooth sections (A, ψ), then
. By lemma 2.3.4, it is easy to see that signβ equals to (−1) (L) and K 0 . Here K 0 is the operator K at (0, 0). For simplicity, assume first that R 2 (M(Y 2 )) is the line spanned by idx. Then by Theorem 2.3.3, m 1 is equal to the sum of the ε-spectral flow of K (A,ψ)s,1 (L 0 + 1)(l 1 (s)) and Mas{(l 1 (s), l 2 )} and the ε-spectral flow of K (A,ψ)s,2 (L 0 + 1)(l 2 ) for any choice of path (A, ψ) s joining (A L 0 , ψ L 0 ) and (0, 0) and any choice of path of Lagrangian pairs (l 1 (s), l 2 ) satisfying endpoint condition. Here l 2 is the Lagrangian subspace spanned by idx and (0, 0, 0, 1), and ε is a small and positive number. We can choose (A, ψ) s such that ψ s is identically zero on the Y 2 side. Then it is easy to see that the ε-spectral flow of K (A,ψ)s,2 (L 0 + 1)(l 2 ) is even. On the other hand, suppose β is correspondent to (α 1 , α 2 ) ∈ S(Y ). Let e 1 be the positively oriented tangent vector of R 1 (M * (Y 1 )) at R 1 (α 1 ) and e 2 the positively oriented tangent vector of R 2 (M(Y 2 )) at R 2 (α 2 ). e 2 = idx by the assumption that R 2 (M(Y 2 )) is the line spanned by idx. Then by definition sign(α 1 , α 2 ) is equal to the sign of oriented frame (e 1 , e 2 ) = ((−1) m v 0 , idx) which is equal to the sign of ((−1) m idy, idx). Here m and v 0 is referred to Definition 2.3.5. The proposition follows from the relation m ≡ m 1 mod 2 under the assumption.
In general case, the proposition follows from the observation that (e 1 , e 2 ) has the same sign with (e 1 , idx) if and only if Mas{(l 1 (s), l 2 )} minus Mas{(l 1 (s), l 3 )} is even, where l 3 is spanned by the line R 2 (M(Y 2 )) and (0, 0, 0, 1) and e 2 is the positively oriented tangent vector of R 2 (M(Y 2 )) at R 2 (α 2 ). 2
0-surgery and the proof of surgery formula
Let Y be an oriented integral homology 3-sphere and K be a knot in Y . Then Y is separated by an embedded torus T 2 which is the boundary of a tubular neighborhood of knot K, i.e., Y = Y 1 T 2 Y 2 . Here Y 1 is the complement of a tubular neighborhood of knot K and
Equip Y with a Riemannian metric such that a collar neighborhood of the torus T 2 is orientedly isometric to (−1, 1) × R/2πZ × R/2πZ and (−1, 0) × R/2πZ × R/2πZ ⊂ Y 1 . Furthermore, we assume that the first factor in the product R/2πZ × R/2πZ represents the longitude and the second factor represents the meridian. Here the setup is coherent with the standard setup, e.g., in [AM] . It is easy to see that the metric on Y 2 can be chosen to have non-negative scalar curvature. By inserting a cylinder [0, 2L + 1] × T 2 of length 2L + 1, we obtain a family of stretched version Y L of Y . We also use Y 1 and Y 2 to denoted the cylindrical end manifolds obtained by attaching half-infinite cylinders to Y 1 and Y 2 if no confusion occurs. This is our basic setting having been used throughout the previous subsections. The 1 n -Dehn surgery on the knot K is the manifold, denoted by Y 1,n (K), obtained by gluing Y 2 = D 2 × S 1 to Y 1 along the boundary ∂Y 1 = T 2 through a different map h n which is given by
Here x is the longitude and y is the meridian (both oriented). Y 1,n (K) is again an oriented integral homology 3-sphere. The orientation of Y 1,n (K) restricted to Y 1 is the same as that of Y .
Lemma 2.4.1
The flat metric on the boundary of Y 2 induced by the map h n extends to a metric on Y 2 having non-negative scalar curvature.
As a corollary, the manifold Y 1,n (K) can be brought into our basic setting and the gluing formula (Proposition 2.3.8) holds for Y 1,n (K) in that setting.
Proof: Pick a cutoff function ρ(t) satisfying ρ(t) = 1 for t < 0 and ρ(t) = 0 for t > 1. Define a family of maps Ψ t : 0 ≤ t ≤ 1 from [0, 1] × [0, 1] to R 2 as follows Ψ t (u, v) = (u, nρ(t)u + v).
Let g 0 be the standard metric on R 3 . Then the pull back metric (id × Ψ t ) * g 0 on [0, 1] × T 2 is flat and the restriction on {0} × T 2 is the metric induced by the map h n and the restriction on {1} × T 2 is the standard one which extends to a metric on Y 2 with non-negative scalar curvature. This proves the lemma.
2 The 0-surgery on the knot K is the manifold, denoted by Y 0,1 (K) , obtained by gluing Y 2 = D 2 × S 1 to Y 1 along the boundary ∂Y 1 = T 2 through the map h which is given by h(∂D 2 × {1}) = x, h({1} × S 1 ) = y.
The first homology group of Y 0,1 (K) is generated by the meridian and the second is generated by the surface obtained from gluing the Seifert surface of the knot K and the disk along the longitude. So
The manifold Y 0,1 (K) is oriented and the orientation restricted to Y 1 is the same as that of Y . Y 0,1 (K) can be also brought into our basic setting, i.e., Y 2 has a non-negative scalar curvature and Y 0,1 (K) is stretched by inserting longer and longer cylinders.
Let us first set up the basic Seiberg-Witten theory for Y 0,1 (K) in the basic setting. Pick the spin structure on Y 0,1 (K) such that the restriction to the torus T 2 is the one given by framing ξ (1,1) (see the appendix). Then for any L > 0, there is a rank 2 SU (2) The arguments in the proof of Propositions 2.1.2 and 2.2.2 and lemma 2.2.1 can be used without essential change to prove 
Here e is the generator of H 2 (Y 0,1 (K) L , Z).
Proof: For Y , R 2 (M(Y 2 )) is the line spanned by idx and for Y 1,n (K) it is the line spanned by idx − nidy. We orient each line {icdx + itdy : t ∈ R} so that the positive orientation is given by t > 0. Let #S(Y 0,1 (K)(c)) be the oriented sum of the points in S(Y 0,1 (K)(c)) as the intersection of R 1 (M * (Y 1 )) with the line {icdx + itdy : t ∈ R}. Then by the gluing formula (Proposition 2.3.8), it suffices to prove that χ(Y 0,1 (K) L )(c) = #S(Y 0,1 (K)(c)).
First we recall the normalization of Maslov index. The symplectic vector space is viewed as a complex vector space by the following convention. The symplectic form {u, v} is equal to Re(Ju, v) where (, ) is a Hermitian inner product. Then the Maslov index is normalized as follows. Let C be the complex plane with standard Hermitian product (z, w) = zw, let f (t) = (R{1}, R{e it }), − π 4 ≤ t ≤ π 4 be a path of pairs of Lagrangians. Then Back to our own case, the symplectic space H 1 (T 2 ) ⊗ iR is equipped with symplectic form {u, v} = (u, * T 2 v) (see lemma 2.3.1). So the complex structure is given by J(idy) = idx. Let v 0 , m, l 1 (s) and l 2 be as in Definition 2.3.5. Then the sign of oriented frame ((−1) m v 0 , idy) is the same with that of frame ((−1) m v 0 , idx) if and only if Mas{(l 1 (s), l 3 )} minus Mas{(l 1 (s), l 2 )} is odd. Here l 3 is spanned by idy and (0, 0, 0, 1). Also observe that the ε-spectral flow between K (Ac,0),1 (L 0 + 1)(l 3 ) and K 0,1 (L 0 + 1)(l 3 ) is even. So if β ∈ M(Y 0,1 (K) L )(c) is identified with α ∈ S(Y 0,1 (K)(c)), then signβ = signα by Theorem 2.3.3. This proves the theorem. The geometric aspect of spin structures is related to the groups Spin(n). The groups Spin(n) sit inside the n-dimensional Clifford algebras Cl(n) and double cover the groups SO(n). Let π : Spin(n) → SO(n) be the double covering map. Equip the torus T 2 with a Riemannian metric, assuming that it is the product metric for simplicity. Let P SO(2) be the SO(2) principal bundle to which the tangent frame bundle of T 2 reduces. A spin structure on T 2 is then defined to be an equivalence class of liftings of the principal bundle P SO(2) to a Spin(2) principal bundle P Spin(2) , i.e., P Spin(2) π → P SO(2) such that π restricts to the double covering map on each fiber. Two liftings P For each spin structure P Spin(2) π → P SO(2) , there is a canonically associated spinor bundle W = W + ⊕W − on T 2 , where W ± = P Spin(2) × ρ ± C. The representations ρ ± : Spin(2) → U(1) are distinguished by the conditions ρ ± (e 1 e 2 ) = ∓i for any orthonormal basis (e 1 , e 2 ) of R 2 . The topological and geometrical descriptions of spin structures on T 2 are related in the following way. The spin structure induced by the trivialization ξ (k,l) (k, l = 0, 1) corresponds to the unique equivalence class of liftings P (k,l) Spin(2) → P SO(2) for which the trivialization ξ (k,l) of P SO(2) can be lifted to a trivializationξ (k,l) of P (k,l) Spin(2) , which further induces trivializations for the spinor bundles W ± and W .
