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A B S T R A C T
This dissertation considers the genesis and dynamics of interfacial instability
in vertical laminar gas-liquid flows, using as a model the two-dimensional
channel flow of a thin falling film sheared by counter-current gas. The meth-
odology is linear stability theory by means of Orr-Sommerfeld analysis to-
gether with direct numerical simulation of the two-phase flow in the case of
nonlinear disturbances. The influence of two main flow parameters on the
interfacial dynamics, namely the film thickness and pressure drop applied
to drive the gas stream, is investigated. To make contact with existing stud-
ies in the literature, the effect of various density and viscosity contrasts as
well as surface tension is also examined. Energy budget analyses based on
the Orr-Sommerfeld theory reveal various coexisting unstable modes (inter-
facial, shear, internal) in the case of high density contrasts, which results in
mode coalescence and mode competition, but only one dynamically relevant
unstable interfacial mode for low and intermediate density contrast. Further-
more, high viscosity contrast and increases in surface tension lead to some
amount of mode competition for thin film. A study of absolute and convect-
ive instability for low density contrast shows that the system is absolutely
unstable for all but two narrow regions of the investigated parameter space.
These regions are extended at intermediate density contrast and exhibit only
small changes with increased viscosity contrast or surface tension. Direct
numerical simulations of the system with low density contrast show that
linear theory holds up remarkably well upon the onset of large-amplitude
waves as well as the existence of weakly nonlinear waves. For high density
contrasts corresponding more closely to an air-water-type system, linear sta-
bility theory is also successful at determining the most-dominant features in
the interfacial wave dynamics at early-to-intermediate times. Nevertheless,
the short waves selected by the linear theory undergo secondary instability
and the wave train is no longer regular but rather exhibits chaotic motion.
Furthermore, linear stability theory also predicts when the direction of travel
of the waves changes - from downwards to upwards. The practical implic-
ations of this change in terms of loading and flooding is discussed. The
change in direction of the wave propagation is represented graphically for
vii
each investigated system in terms of a flow map based on the liquid and
gas flow rates and the prediction carries over to the nonlinear regime with
only a small deviation. Besides the semi-analytical and numerical analyses,
experiments with an practically relevant setup and flow system have been
carried out to benchmark and validate the models developed in this work.
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1
I N T R O D U C T I O N
Thin liquid films are part of everyone’s daily life: water running down a
shower screen, vapour condensing on tiles, oil floating on a puddle of water,
tears of wine, decorative features like fountains. These are all examples of
thin liquid films that all of us have experienced. They arise from a variety
of different mechanisms, such as gravity, condensation, evaporation, tem-
perature or concentration gradients. Yet, all these incarnations have certain
features in common: a typical thickness of 1mm or less, a certain degree
of movement as well as interaction with a surface and one or more other
fluids (gas or liquid). A more important commonality, however, is the fact
that the thickness of the film is significantly smaller than the characteristic
length scale of the other two dimensions; hence, fluid flow occurs primarily
in these directions.
Despite the seeming simplicity of thin film flows, rather complicated and
fascinating dynamics may arise from a multitude of interdependent driving
forces. It is this contrast which makes this type of flow part of active re-
search since the advent of modern fluid dynamics in the late 19th century.
Since these early days, the number of experimental and theoretical studies
on thin film flows has greatly increased, mainly motivated by an abundance
of technological applications which has emerged over the past century util-
izing these flows. Yet, thin film flows are by no means limited to the realm
of engineering only. Geophysics (e.g. flow of lava (Huppert and Simpson
1980; Huppert 1982; Griffiths 2000)), medicine (e.g. liquid-lined airways of
the lungs (Grotberg 1994)) as well as biophysics and biology (e.g. tear films
in the eye (Sharma and Ruckenstein 1986; Wong, Fatt and Radke 1996)) are
1
2 introduction
only a few examples which illustrate the extent and multidisciplinary char-
acter of thin film flow.
Amongst the vast variety of industrial applications, thin liquid films can
be found in the pre-filming fuel injection systems (Fig. 1.1a), where the
dynamics of the gas-liquid interface (wave formation and droplet entrain-














Figure 1.1: Examples of application which utilize thin film flows. (a) Prefilming
in an airblast-atomizer fuel injection system (taken from Institute for
Technical Thermodynamics - Technische Universität Darmstadt 2013);
(b) core-annular flow for the transport of highly viscous fluids (taken
from Bannwart et al. 2012); (c) induced draft cross-flow cooling tower
(taken from Singham 1990).
in which the dynamics of a fluid-fluid interface are crucial for the operation
is the transport of highly viscous fluids such as crude oil. To decrease the
associated pressure drop, a small amount of water is injected into the flow
in such a way that it surrounds the oil and, thus, act as a ’lubricant’ between
the oil and the pipeline wall (Fig. 1.1b). Depending on the exact flow condi-
tions, a range of different flow patterns may arise (e.g. dispersed, separated
or intermittent flow). These patterns are linked to the dynamics of the inter-
face separating the two fluids. Knowledge about these dynamics is therefore
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crucial to maintain the desired core-annular flow. As mentioned earlier, sev-
eral connected phenomena may govern the flow of thin films and, especially,
the dynamics of the liquid interface. Cooling towers are one such example.
In these widespread industrial devices water is distributed over a so-called
packing, often corrugated metal sheets, where it forms a falling liquid film.
Part of the film then evaporates into a counter- of cross-flowing air stream
(Fig. 1.1c). The performance of the cooling tower depends thereby also on
the dynamics of the gas-liquid interface. Waves developing on the interface
usually increase the transfer of heat and mass; however, wave overturning
and droplet entrainment may be detrimental to the operation of the system.
Further major industrial applications which rely on thin liquid films are
separation processes like gas absorption, gas stripping or distillation. This im-
portant class of mass-transfer operations is performed in so-called packed
bed columns, which are either filled at random using irregular and/or hol-
low object (e.g. Raschig rings) or, more increasingly nowadays, with struc-
tured packings, i.e. corrugated metal sheets. In both cases liquid enters the
column at the top and is distributed over the packing material, forming a
thin gravity-driven film. The gas phase, on the other hand, enters at the bot-
tom and is driven by a pressure gradient between the bottom and the top
of the column. The resulting counter-current two-phase flow is thereby not
only governed by the existing hydrodynamics but is furthermore subject to
mass and heat transfer, and potentially chemical reactions. Although under
constant investigation for several decades, the complex interactions of these
phenomena still hold many unanswered questions. One of these relates to
the limits of the operation from a hydrodynamic point of view. As the gas
flow rate increases, so does the pressure drop due to the increasing fluid
friction in the gas (Fig. 1.2). At the same time, the increasing shear that is
exerted at the liquid interface by the gas phase impedes the downwards
flow of the liquid up to a point where the liquid starts to accumulate in-
side the column and the pressure drop rises rapidly. This point is called the
flooding point and demarcates the limit of operation. Detailed understanding
of the underlying mechanisms of flooding is therefore crucial for design
and optimization of these separation processes, especially under flexible
operating conditions as it may be the case for CO2 absorption in power
stations. Beyond that, it is desirable to develop a deeper understanding of















































D = 227 mm
H = 640 mm
Figure 1.2: Pressure drop over a packed bed versus gas load for different liquid
loads vL (taken and adapted from Kraume 2012).
and mass transfer. Further elucidating, from a modelling and simulations
point of view, the complex interfacial dynamics arising in counter-current
gas-liquid flows is consequently the motivation for this work, particularly
in the context of structured packings.
1.1 aim and objectives
The aim of this work is to obtain a comprehensive characterization of the
complex dynamics of interface instability by a combination of analytical, nu-
merical and experimental techniques: (i) linear stability analysis, (ii) direct
numeric simulations in the nonlinear regime and (iii) experimental meas-
urements of the film thickness by fluorescence. Results from analytical and
numerical methods are, in a first instance, compared to obtain a validation
of the capabilities of the solver developed in-house to capture the laminar
regime and then further extended to the more turbulent regimes to relevant
scenarios. Finally, by measurements of the film thickness in a lab scale ab-
sorption column, the experimental and simulations results are further com-
pared and validated. The objectives can thus be summarized as:
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• Generation of flow pattern maps of relevant parameter regimes using
linear theory by means of Orr-Sommerfeld analysis
• Validation of the newly-developed in-house solver against linear and
nonlinear theory as well as experiments
• In-depth analysis of nonlinear wave dynamics in flow regimes typic-
ally encountered in technical applications
1.2 dissertation outline
The remainder of this work is organised as follows. An overview of the
most relevant studies in the field of thin film flows is given in Chapter 2.
Particular emphasis is thereby on the modelling approaches that have been
developed to describe the complex dynamics of the interfacial instability.
The analytical and numerical methods employed herein to investigate these
dynamics are then described in detail in Chapter 3 while results of the linear
stability analysis of a vertical counter-current gas-liquid flow are presented
in Chapter 4. The influence of a wide range of system as well as control para-
meters on the genesis of interfacial waves is thereby discussed. The study
of these waves and their dynamics is further extended to the nonlinear re-
gime in Chapter 5, where results of direct numerical simulations of relevant
scenarios (performed with a newly-developed in-house solver) are analysed
and rigorously compared against linear and weakly nonlinear theory. To
complement the results from linear and nonlinear analysis, a comparison
between numerical results and film thickness measurements of a real gas-
liquid system is provided in Chapter 6. Lastly, conclusion and future work
are presented in Chapter 7.

2
R E V I E W O F T H E O RY A N D M O D E L L I N G O F T H I N F I L M
F L O W S
Falling films have been an inherent part of fluid dynamics research since the
early works of Kapitza (1948; 1948; 1949). A staggering amount studies have
thereby accumulated over the past 70 years. In this chapter, the emphasis
is thus on reviewing literature relevant to present theoretical and model-
ling studies rather than attempting a comprehensive review of falling liquid
films. For the latter, the reader is referred to the monographs of Schmid
and Henningson (2001) regarding linear stability in parallel shear flows as
well as Alekseenko, Nakoryakov and Pokusaev (1994) and Chang and De-
mekhin (2002) on general aspects of falling films and falling wave dynamics,
respectively.
In the first part of this chapter, the notion of interfacial instability is in-
troduced with respect to the more general case of falling liquid films on a
vertical surfaces. Studies revealing the mechanisms underlying the develop-
ment of this instability are reviewed and common techniques employed to
model the wave dynamics are introduced. The second part extends these
concepts and focusses more specifically on the interfacial instability vertical
gas-sheared liquid films, the main objective of this work.
2.1 gravity-driven liquid films
Although this work is concerned with vertical liquid films sheared by counter-
current gas flow and the study of genesis and evolution of waves developing
on the interface separating the two phases, the case of falling films with a
free surface (i.e. a passive gas phase) shall be revisited first to introduce
the phenomenology of the wave dynamics as well as relevant modelling
approaches to capture those dynamics.
The typical evolution of naturally occurring waves on the surface of a ver-
tical falling film is shown in Fig. 2.1. From these experimental observations
it can be seen that the film initially remains flat and two-dimensional sur-
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Figure 2.1: Evolution of naturally occurring waves on the surface a vertical falling
film. (a) Water film with ReL = 32.7 and Ka = 2.4 · 1010–5.5 · 1010 (Park
and Nosoko 2003); (b) silicone oil film with ReL = 2.1 and Ka = 8.8 · 104.
face deformations only become visible some distance away from the inlet.
These deformations originate from infinitesimal disturbances which corres-
pond to wideband noise at the inlet. Although this noise generally contains
components in both the streamwise as well as the spanwise direction, the lat-
ter perturbations are damped through a linear filtering mechanism and only
the streamwise perturbations are selectively amplified in downstream direc-
tion to form monochromatic waves (Chang 1994; Park and Nosoko 2003). After
their inception, these sinusoidal waves grow exponentially until weakly non-
linear interactions between the fundamental Fourier mode and its harmon-
ics arrest the growth and the waves saturate at finite amplitude. This amp-
litude as well as the frequency of the monochromatic waves that are selec-
ted in the inception region depend thereby strongly on the flow conditions
and fluid properties (Chang 1994). Besides leading to wave saturation, the
weakly nonlinear interactions further cause the wavefront to steepen as the
waves propagate downstream. The thus emerging wave train then travels a
distance of several wavelengths without significant alterations in wave shape
or speed; thereby effectively forming a periodic coherent structure.
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However, eventually the wave train becomes affected by a secondary two-
dimensional instability, which is triggered by residual inlet noise. Depend-
ing on the wavelength of the primary instability, two different manifesta-
tions of this secondary instability may appear: a subharmonic instability (Brau-
ner and Maron 1982; Prokopiou, Cheng and Chang 1991; Liu and Gollub
1993; Liu, Paul and Gollub 1993) develops for a long-wave primary instabil-
ity, whereas a sideband instability (Chang, Demekhin and Kopelevich 1993;
Liu and Gollub 1993; Liu, Paul and Gollub 1993), also known as modulation
or Benjamin-Feir instability, develops in case of short-wavelength initial per-
turbations. For both types of this secondary instability, individual waves of
the saturated wave train start to coalesce to form new waves with a modu-
lated frequency and velocity; however, the respective mechanics are different
(Cheng and Chang 1995). Secondary waves of half the initial wavelength are
generated in a non-uniform fashion by coalescence of neighbouring waves
in the case of subharmonic instability. These waves further propagate faster
and exhibit a larger amplitude than their ’parents’. In contrast, the sideband
instability is characterized by the coalescence of three fundamental waves,
which creates two slower secondary waves of a lower and a higher frequency,
respectively (if viewed in a power spectrum, the secondary waves appear on
either side of the fundamental; hence the name sideband instability). Several
of these coalescence events occur thereby simultaneously. Common for both
instability types is the generation of rather broad-banded secondary waves,
inducing irregular wave patterns that ultimately lead to spatio-temporal
chaos (Cheng and Chang 1995).
Although initially suppressed by the linear filtering mechanism of the
primary instability, spanwise perturbation eventually play a part in the evol-
ution of the interfacial dynamics as the flow propagates further downstream.
Depending on the strength of spanwise noise, two distinct routes in the
transition from two-dimensional to three-dimensional waves manifest them-
selves (Chang, Cheng et al. 1994; Liu, Schneider and Gollub 1995). If the
spanwise component of the inlet noise is sufficiently large, the two-dimen-
sional waves are subject to modulation in the same spanwise direction. The
modulation of adjacent waves is thereby out of phase, which gives the name
to this so-called checkerboard instability. This checkerboard pattern emerges
as a result of a broad band of subharmonic resonances (Liu, Schneider and
Gollub 1995). In contrast, for a low level of spanwise residual noise, the mod-
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ulation of successive waves is in phase (synchronous instability). In fact, the
modulation occurs mainly in the wave troughs, leading to the formation of
depressions in the same. Travelling slightly slower than the rest of the wave
train, these depressions distort the two-dimensional wave fronts to from
characteristic horseshoe-shaped features (see lower half of Fig. 2.1a). Eventu-
ally, the wave fronts break up as the depressions grow more pronounced
in downstream direction. Although the two described three-dimensional
(secondary) instabilities are quite different in their nature, both routes ul-
timately lead to complex and disordered interfacial dynamics far from the
inlet, which can be regarded as the end point of the evolution of interfacial
waves. In this context, it is however worth mentioning that, based on their
experiments, Liu, Schneider and Gollub (1995) suggest a threshold for the
onset of these instabilities.
Parts of these intricate mechanics can be seen in Fig. 2.1, where two fall-
ing films of different liquids (water and silicone oil) are shown. In both
cases, the film remains initially flat and first waves on the interface become
visible about 5 cm downstream of the inlet. These waves grow rapidly and
saturate upon the emergence of nonlinearities to form a quasi-steady two-
dimensional periodic wave train (the curved shape of the waves in Fig. 2.1b
is due to unevenness of the substrate at the inlet and not related to any of the
secondary instabilities discussed above). As indicated above, the wave trains
then travel unaltered for some distance on both films (about 8 cm in each
case) before a secondary instability emerges, which leads to deformations
of the wave fronts in spanwise direction. Generally, the interfacial instabil-
ity evolves on both films in a similar fashion despite the different material
properties of water and silicone oil; the downstream location of the onset of
primary and secondary instability coincide thereby merely incidentally.
Nevertheless, on closer inspection of Fig. 2.1, a subtle, yet noteworthy, dif-
ference in the structure of waves in the two presented cases are visible. The
waves on the water film (Fig. 2.1a) are preceded by a number of short waves
with small amplitude, whereas the oil film does not exhibit this feature.
The occurrence of these so-called capillary waves affects the flow profile of
the film significantly. Strong surface tension forces associated with the large
variation of the interface curvature in the region of these capillary waves in-
duce an adverse pressure gradient, i.e. directed against gravity, at the chan-
nel wall. Indeed, this adverse pressure gradient overcomes the gravitational
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forces on the liquid around the trough of the first capillary wave preced-
ing the main wave; thereby leading to flow separation at the channel wall and
flow reversal in that region (Dietze, Leefken and Kneer 2008; Dietze, Al-Sibai
and Kneer 2009). Just recently, Dietze (2016) established that the emergence
of the capillary waves itself is linked to an inertia-based mechanism, which
decreases the film thickness around the interface curvature maximum at the
foot of the main wave and thus induces the growth of a first capillary wave
trough. As a consequence, a local curvature minimum develops slightly fur-
ther downstream, which itself produces an additional wave hump. Growth
of this capillary wave hump, in turn, generates a second capillary wave
trough and so on. Both, amplitude and wavelength of the developing capil-
lary waves decrease thereby in downstream direction to connect smoothly
to the flat film separating the main waves. The author also explored the
influence of Reynolds number ReL = ρLqL/µL (ρL, qL and µL denote the
liquid density, volumetric flow rate per unit channel width and dynamic




(γ and g des-
ignate surface tension and acceleration due to gravity) on the characteristics
of the capillary wave train. As the genesis of the capillary waves is inertia-
driven, the wave train relaxes with decreasing Reynolds number. Reducing
the Kapitza number, on the other hand, results in shortening capillary waves,
whose amplitude subsequently also decreases, once the waves become suffi-
ciently short, due to the increasing relative importance of viscous diffusion.
This behaviour explains the observations in Fig. 2.1, where capillary waves
develop in the water film (ReL = 32.7, Ka = 2.4 · 1010–5.5 · 1010; Fig. 2.1a) but
not on the silicone oil film (ReL = 2.11, Ka = 8.8 · 104; Fig. 2.1b).
In view of technical applications utilizing falling liquid films, efforts have
been made to characterize typical regimes of the complex dynamics that
are associated with the evolution of the interfacial instability. Based on a
12 review of theory and modelling of thin film flows
review of experimental results, Demekhin, Kalaidin et al. (2007) identified
the following wave regimes depending on ReL:
1. Flat interface: ReL < 3− 5
2. 2D waves: 5 6 ReL < 40
3. 3D waves (‘surface turbulence’): 40 6 ReL < 400
4. Quasi-2D roll waves (laminar bulk flow): 400 6 ReL < 800− 1500
5. Roll waves (turbulent bulk flow): ReL > 800− 1500
The bounds between the individual regimes are thereby ‘merely’ indicative
as becomes evident from comparison with Fig. 2.1. Yet, this classification
gives a good overview of the type of structures developing on the interface
of the film. In addition to the hydrodynamic behaviour of a falling film,
these regimes also provide insight in the characteristics of (interfacial) mass
transfer (Park and Nosoko 2003; Demekhin, Kalaidin et al. 2007).
Evidently, waves developing on the interface are the immediate manifest-
ation of the instability of a falling film. However, these waves also affect
the flow profile of the bulk of the liquid beneath the interface. Comple-
menting the above classification scheme of the interface structure, the bulk
flow can be categorized in a similar fashion. Ishigai et al. (1972) investig-
ated the dynamics of vertical falling films experimentally (using water and
water-diethyleneglycol) and suggested the flow regimes listed in Table 2.1.
The correlations of the bounds between these regimes take thereby not only
the relative importance of inertia (i.e. ReL) into account but also that of the
fluid material properties (i.e. Ka), especially of surface tension. Based on the
observation of localized ‘turbulent motion’ at the wave fronts in the stable
Table 2.1: Characteristic flow regimes in a falling liquid film
Regime Ishigai et al. (1972) Al-Sibai (2005)
Laminar flat film ReL < 0.47Ka0.1
0.47Ka0.1 6 ReL < 2.2Ka0.1
2.2Ka0.1 6 ReL < 75
75 6 ReL < 400
ReL > 400
ReL < 0.6Ka0.1
0.6Ka0.1 6 ReL < 1.0Ka0.1
1.0Ka0.1 6 ReL < 25Ka0.09
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wavy regime, the authors hypothesized that the transition to turbulence in
a falling film is induced by the developing interfacial waves rather than the
‘traditional’ route via wall shear stresses. However, this route is suggested to
become increasingly important for 75 6 ReL < 400 and Ishigai et al. (1972)
concluded that turbulence in falling films is exclusively due to wall shear
stresses for ReL > 400. Later, Al-Sibai (2005) reviewed the classification of
Ishigai et al. (1972) and proposed slightly adapted limits for the flow re-
gimes (Table 2.1). These revised limits are based on a comprehensive series
of experiments, comprising a range of silicone oils to allow for a larger vari-
ation of Ka as well as vertical and inclined falling films. Crucially, the upper
bound of the second transition region is given as a function of the Kapitza
number, which suggests that interfacial waves remain an important factor
throughout the entire transition to turbulence.
linear stability In order to gain a more theoretical insight into the
genesis of the interfacial instability, whose complex evolution has been de-
scribed in a ’merely’ qualitative manner so far, the stability of the film can
be studied by means of linear theory. The framework for this analysis has
been developed independently by Orr (1907b) and Sommerfeld (1909). Es-
sentially the Fourier-Laplace transform of the linearized Navier-Stokes equa-
tions (a detailed derivation is given in § 3.2), the so-called Orr-Sommerfeld
equation provides information about the growth or decay of a small wave-
like perturbation of a given wavelength (wavenumber) to the flow. Although
the instability of the interface eventually develops into three-dimensional
waves, it suffices to analyse the genesis of these in the corresponding two-
dimensional setting as for every three-dimensional instability there exists
a two-dimensional instability at a lower Reynolds number (Squire 1933;
Schmid and Henningson 2001). On of the first studies on the linear sta-
bility of a falling (laminar) liquid film was undertaken by Brooke Benjamin
(1957). Using a power series expansion of the streamfunction to analytically
solve the Orr-Sommerfeld equation for small Reynolds numbers, the author
found falling films always unstable in the long-wave limit. In a later work,
Yih (1963) revisited the problem and confirmed the earlier results based on a
simpler perturbation expansion. Subsequently, the means of solving the gen-
eralized eigenvalue problem associated with the Orr-Sommerfeld equation
have shifted towards the use of numerical methods, aided by the increasing
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availability of computational resources. This allows to rapidly determine the
stability characteristics of a whole range of wavenumbers (i.e. waves of dif-
ferent wavelengths); thereby, establishing the (discrete) dispersion relation
of the waves developing on the interface. Today, spectral methods based on
series expansion in terms of Chebyshev polynomials are regarded as the
method of choice due to their favourable properties and efficiency (Orszag
1971; Boomkamp, Boersma et al. 1997; Boyd 2001).
nonlinear models As the Orr-Sommerfeld is based on the linearized
Navier-Stokes equations, it only captures perturbations with infinitesimal
amplitude. However, as these perturbation grow, nonlinear effects become
important and have to be taken into account. Due to the complexity of non-
linear instability only few general theories exist (Schmid and Henningson
2001). Nonetheless, a variety of modelling techniques have been proposed
to describe the development of the interfacial waves up to finite amplitude.
A common starting point for these models is the observation from experi-
ments that the waves developing on the interface of a falling film are often
longer than the thickness of the undisturbed film (Nusselt film thickness),
ε = dNu/λ  1. By introducing this long-wave approximation and disregard-
ing terms that are higher order in ε, the Navier-Stokes equations simplify to
the so-called boundary layer equations (Ruyer-Quil, Kofman et al. 2014).
Through asymptotic expansion of the streamfunction in terms of ε in these
equations, Benney (1966) developed one of the earliest model equations cap-
turing the nonlinear evolution of the film thickness. The same approach has
subsequently been adopted by a number of researchers (see Craster and
Matar (2009) and Dietze (2010) for details) resulting in the same type of
equation (Benney-type equation) but with varying order and/or scaling. In
general, these models reproduce the stability bounds given by linear theory
and are further able to predict the velocity of nonlinear saturated waves
accurately; they are thus regarded as consistent (up to the employed scal-
ing). However, this modelling approach only allows small Reynolds num-
bers, which restricts its use considerably; finite-time blow up caused by the
highly nonlinear terms it contains further limits its application (Ruyer-Quil,
Kofman et al. 2014).
A different approach to model the nonlinear evolution of the flow was
taken by Shkadov (1967), who applied the Kármán-Pohlhausen method, i.e.
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integrating the streamwise momentum equation and the continuity equa-
tion of the film thickness, to the boundary layer equations governing the
flow under the long-wave approximation. This yields a pair of (coupled)
evolution equations for the film thickness and flow rate, which together
model the nonlinear film dynamics. Additionally, this integral boundary layer
method calls for a closing relation for the velocity profile of the film; assumed
to be self-similar semi-parabolic profile in the case of Shkadov (1967). In
comparison to the Benney-type equations, the resulting two-equation model
does not produce finite-time blow up. The nonlinear dynamics of saturated
waves predicted by this model were found to be in reasonable agreement
with experiments; however, the predictions deviate considerably with re-
spect to the dynamics of capillary waves (Demekhin, Kaplan and Shkadov
1987). This deviation has been attributed to the imposed semi-parabolic ve-
locity profile, which cannot account for the complex flow conditions devel-
oping in that region of the film (see discussion above). Yet, a more profound
shortcoming of this model is the fact that is fails to recover the instabil-
ity threshold predicted by Orr-Sommerfeld analysis. This discrepancy is
also linked to the underlying velocity profile and essentially results from
its imposed ‘rigidity’ and a lacking correction of the wall shear stress to
compensate for that rigidity (Ruyer-Quil and Manneville 1998). In other
words, the a priori choice of a suitable velocity profile is crucial for this
low-dimensional modelling approach.
In a series of papers, Ruyer-Quil and Manneville (1998, 2000, 2002) ad-
dressed this issue and proposed a more flexible construction of the velocity
profile by means of polynomial expansion. Specific to this approach is the
use of a weighted residual method to determine the coefficients of that ex-
pansion; thereby the Galerkin method was shown to be the most effective.
Based on this weighted-residual integral boundary layer (WRIBL) method, the
authors developed a range of models (first and second order in ε) with
a varying number of equations and order of the underlying velocity pro-
file. They showed thereby that viscous dissipation in streamwise direction,
which is included in the second-order model, has to be considered to accur-
ately predict the nonlinear wave dynamics. However, the full second-order
model is rather complex in nature with four coupled equation (capturing
flow rate, film thickness, deviation from the flat-film semi-parabolic velo-
city profile) and is thus limited in its practicality. A simplified version of
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this model may be obtained though by adiabatic elimination of the two
supplementary equations accounting for the correction to the velocity pro-
file; thereby retaining the viscous dissipation at the expense of second-order
inertia effects. The resulting two-equation model, with an underlying semi-
parabolic velocity profile, was found to be consistent with linear theory and
showed very good agreement with experimental results for moderate Reyn-
olds numbers. In a subsequent work, Scheid, Ruyer-Quil and Manneville
(2006) applied a Padé approximant technique to remedy the loss of inertia
effects at O(ε2). Comparison of results obtained by this refined two-equation
model with experiments and direct numerical simulations show excellent
agreement, including the dynamics of the capillary wave train.
2.2 parallel shear flows
Having introduced the phenomenology of interfacial instability and having
further established some of the relevant techniques to model that instability
in the context of a falling film, the discussed concepts shall now be exten-
ded to parallel shear flows; thereby, focussing on counter-current gas-liquid
flows.
linear stability One of the first to investigate the stability of the in-
terface in a channel flow (plane horizontal Couette-Poiseuille flow) with
two superimposed fluid layers from a theoretical point was Yih (1967). The
author used asymptotic expansion to solve the associated Orr-Sommerfeld
eigenvalue problem in the long-wavelength limit for equal densities and
layer thicknesses. He found that viscosity stratification alone can cause in-
terfacial instability at arbitrarily small Reynolds numbers; this mechanism
is subsequently referred to as Yih mechanism. Hooper and Grimshaw (1985)
extended Yih’s analysis and used a multiple scale perturbation method to
investigated the weakly nonlinear evolution of the interface; thereby also ac-
counting for density stratification and variable thickness ratios of the fluid
layers. They found that interfacial waves may develop into a finite amplitude
steady state due to nonlinear interaction between the linearly unstable first
harmonic and the stable higher harmonics. Exploiting numerical methods,
Yiantsios and Higgins (1988) were later able to extend the linear stability ana-
lysis also to the short-wave limit. They observed thereby that, depending on
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the choice of parameters, the flow is receptive to a short-wave instability at
low Reynolds numbers and, moreover, to a shear-mode instability (Tollmien-
Schlichting mechanism) for sufficiently large Reynolds numbers. Over a range
of wavelengths, the authors further investigated the effects of density and
viscosity contrast, thickness ratio of the fluid layers as well as surface ten-
sion on the stability of the interface. Extending the stability analysis to in-
clined channels, Tilley, Davis and Bankoff (1994a) determined the influence
of the channel thickness and the mean interfacial height on the stability
of the flow. The authors further encountered a range of unstable modes.
To classify the various types of instabilities that arise in parallel two-phase
flows, Boomkamp and Miesen (1996) analysed by which mechanism energy
is transferred from the primary flow to growing disturbances; thereby verify-
ing that both the aforementioned Yih and shear mode are important routes
to interfacial instability. In fact, a combination of these two mechanisms, also
referred to as internal mode, represents an additional route.
A further classification of parallel flow instability is possible by way of the
absolute/convective dichotomy (Huerre and Monkewitz 1990; Huerre 2000),
which contrasts whether a perturbation grows at its source (absolutely un-
stable) or as it is convected downstream (convectively unstable). Studies in
this area are mostly concerned with single-phase flows. However, recently
(Juniper 2006) and (Healey 2009) studied the effect of confinement on the
transition to absolute instability in shear flows and showed that bounded
flows may exhibit enhanced absolute instability. In the context of liquid-
liquid flows, Valluri et al. (2010) performed a spatio-temporal stability ana-
lysis of a horizontal two-phase channel flow. Transition to absolute instabil-
ity was thereby found to occur at intermediate Reynolds numbers and thick-
ness ratios of the fluid layers. In a subsequent study, Ó Náraigh, Spelt and
Shaw (2013) extended the analysis to larger density ratios (ρL/ρG = 1000)
and found that the transition to absolute instability persists, although at
increased viscosity ratios (> 100). Additionally, the authors considered the
case of a turbulent gas phase and observed transition to absolute instabil-
ity for large viscosity ratios (> 1000) and Reynolds numbers. Although the
traditional method of applying the Briggs-Bers criterion (Briggs 1964; Bers
1983) to the results of the linear stability analysis has been successful in
many cases, interpretation of these results may be difficult, especially in
cases with several unstable modes. For that reason, Ó Náraigh and Spelt
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(2013) have recently developed a ‘short-cut’ method which is based on an
analytical connection between temporal and spatio-temporal growth rates.
nonlinear models To investigate the evolution of the interfacial in-
stability in a given two-phase system beyond the linear regime, a vast range
of models has been proposed. However, many of these are based on either
the Benney-type equation (e.g. Demekhin 1981; Jurman, Bruno and Mc-
Cready 1989; Tilley, Davis and Bankoff 1994b) or Shkadov’s integral bound-
ary layer model (e.g. Alekseenko and Nakoryakov 1995; Matar, Lawrence
and Sisoev 2007; Matar, Sisoev and Lawrence 2008; Sisoev et al. 2009) and
thus experience the associated shortcomings outlined in the previous sec-
tion, i.e. finite-time blow up and inconsistent predictions of the stability
threshold. These studies are only given here for the sake of completeness
and shall not be discussed in detail.
After the weighted-residual integral boundary layer (WRIBL) method was
successfully employed to study the dynamics of falling liquid films in a
passive gas phase, it has since been extended to two-phase channel flows.
Tseluiko and Kalliadasis (2011) used this approach to model the dynamics
of a laminar liquid film sheared by a counter-current turbulent gas flow.
To couple the two phases, the authors used linearized predictions of gas-
induced perturbations to the pressure and shear stress at the interface; the
interface itself is thereby considered as a no-slip wavy wall. This assump-
tion is only valid as long as the ratios of the superficial velocities in the
two phases is sufficiently large. The gas phase itself was represented by the
Reynolds-averaged Navier-Stokes equations. This model was then used to
investigate the flow reversal in the liquid phase due to high gas flow rates,
the so-called flooding phenomenon. Based on the same model, Vellingiri, Tse-
luiko and Kalliadasis (2015) studied the character of the interfacial instability
with respect to the absolute/convective dichotomy. With increasing gas flow
rate, the authors observed a transition from convective to absolute and back
to convective instability. The second transition is thereby associated with the
occurrence of a standing wave, which suggests the onset of flooding. Apply-
ing the WRIBL method to both phases as well as the necessary interfacial
conditions, Dietze and Ruyer-Quil (2013) developed a fully-coupled low-
dimensional model for a two-phase channel flow. The authors have used
this model to study pressure-driven and gravity-driven flows; in the latter
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case they have also encountered flooding. The model was compared against
linear theory as well as direct numerical simulations and convincing agree-
ment was obtained in both cases. However, using the boundary layer ap-
proach on the gas phase limits the field of application of this model as the
underlying long-wave approximation demands that the gas layer thickness
must be smaller than the wavelength of interfacial waves. To overcome this
restriction, Lavalle et al. (2015) recently coupled a low-dimensional model
capturing the liquid phase with the full compressible Navier-Stokes equa-
tions, which account for the gas phase. This model can therefore be seen
as an intermediate approach between low-dimensional models and direct
numerical simulations. Compared against results obtained by Dietze and
Ruyer-Quil (2013), this new model shows good agreement.
Although the aforementioned models have helped to shed light on the dy-
namics and complex evolution of interfacial instability in shear flows, due
to the imposed a priori assumptions the range of applicability of these mod-
els is limited and generally not known in advance. This is especially the
case for flow regimes involving large pressure fluctuations and potentially
large-amplitude waves. To gain fundamental understanding of the dynam-
ics under such conditions, direct numerical simulations are promising tool;
especially in view of the increasig availability of high-performance comput-
ing resources.
direct numerical simulation Studies on interfacial instability in
parallel shear flows employing direct numerical simulation are relatively
scarce; however, there exist a few that are worth pointing out. Using a front-
tracking method, Zhang et al. (2002) studied the gravity-driven dynamics of
a two-layer Poiseuille flow in an inclined channel. In the context of interfa-
cial heat and mass transfer, Fulgosi et al. (2003), Lakehal et al. (2003) and
Reboux, Sagaut and Lakehal (2006) performed a DNS to study the turbu-
lence near the interface of counter-current air-water flow. In contrast, Valluri
et al. (2010) considered a two-dimensional horizontal pressure-driven chan-
nel flow and investigate the linear and nonlinear spatio-temporal stability
of the interface using a diffuse-interface method for their DNS. They show
that waves generated by random noise at the inlet are strongly amplified,
eventually leading to ligament formation. Furthermore, successive waves
coalesce with each other to form longer larger-amplitude waves. In a series
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of works, Trifonov (2010a,b, 2011, 2014) studied dynamics of vertical falling
films sheared by a turbulent counter-current gas flow in flat channels but
also between corrugated plates; thereby focussing on capturing the onset of
the flooding phenomenon. Recently, Ó Náraigh et al. (2014) investigated
the route to three-dimensional waves in a horizontal laminar two-phase
Poiseuille flow with density-matched but viscosity contrasted fluids. The
authors identified thereby two main routes: the standard linear mechanism
and a weakly nonlinear mechanism. Depending on the parameter, persist-
ent three-dimensional waves develop into ligament, ‘sheets’ or ‘interfacial
turbulence’.
To conclude this review, a clear gap concerning the use of direct numer-
ical simulations and spatio-temporal stability analyses in the area of sheared
falling film has become apparent. In particular, there is a lack of the use of
such analysis regarding the prediction of experimentally observed flow re-
gimes. The present work is an attempt to remedy this shortcoming. Studying
counter-current flows using these fundamental methods without recourse to
much approximation is an important step towards a better prediction of op-
erating regimes in such flows, especially with respect to the onset of flood-
ing. Beyond that, an efficient two-phase flow solver is presented in this work,
which allows to provide a much needed rigorous benchmark for a range of
analytical and numerical models that have been developed over the years.
3
D E S C R I P T I O N O F A N A LY T I C A L A N D N U M E R I C A L
M E T H O D S
As reviewed in the previous chapter, there exists a wide range of techniques
that can be employed to study the dynamics of a two-phase channel flow
and track the evolution of the interface separating the two fluids. The prob-
lem investigated in this work as well as the framework of analytical and
numerical methods used to do so are introduced in this chapter.
3.1 problem statement
Although commonly found at the heart of many industrial applications (see
chapter 1), counter-current gas-liquid flows rarely occur on their own but
are typically coupled to other transport phenomena, such as heat and mass
transfer or condensation/evaporation, as well as chemical reactions. The in-
tricate interplay between these processes usually leads to very complex sys-
tem dynamics, making it difficult to associate individual aspects of these dy-
namics with a specific governing mechanism, e.g. thermo-/solutocapillary
effects (for a general introduction see Kalliadasis et al. 2012). Clearly, a more
comprehensive understanding of these multi-physics effects and their under-
lying mechanisms is needed and they have become part of active research
in recent years (e.g. Skotheim, Thiele and Scheid 2003, pp. , Trevelyan et al.
2007 or Pereira et al. 2007); however, also the rich dynamics of gas-sheared
liquid films are still not fully understood. To gain further insight into these
kind of flows, solely the hydrodynamics of a gas-liquid flow in a vertical
flat channel shall be considered herein. Focus lies thereby on studying the
genesis and evolution of an instability on the liquid interface.
As discussed in the previous chapter, the interfacial instabilities develop-
ing in such flows are initially two-dimensional in nature. In fact, accord-
ing to Squire’s theorem, the interface tends to be more unstable to two-
Parts of this chapter have been published in: Schmidt, P. et al. (2016). ‘Linear and nonlin-
ear instability in vertical counter-current laminar gas-liquid flows’. Physics of Fluids 28(4), p.
042102. doi: 10.1063/1.4944617.
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dimensional than to three-dimensional perturbations (Squire 1933; Hesla,
Pranckh and Preziosi 1986; Schmid and Henningson 2001). Therefore, only
the two-dimensional case shall be considered here. A schematic of the cor-












Figure 3.1: Schematic representation of the the problem geometry and undisturbed
base flow. Both fluids are assumed laminar. The dashed line shows the
perturbed interface; the instantaneous (perturbed) interface location is
η(x, t).
separated by an, initially, flat interface. A pressure gradient ∆p/∆x > 0
in vertical direction counteracts gravity. In general, cases are investigated
in which the balance between gravity and pressure gradient gives rise to
counter-current flow, with gas flowing in the direction of decreasing pres-
sure and liquid flowing in the direction of gravity. Both fluid layers exhibit
steady, spatially uniform, laminar and incompressible flow along the ver-
tical channel. To describe this two-dimensional flow, a Cartesian coordinate
system, (x, z), is used in which the flat interface is located at z = 0 and the
confining channel walls are located at z = −dL and at z = dG, respectively.
Within these boundaries, the fully developed liquid and gas layer occupy
the regions −dL 6 z 6 0 and 0 6 z 6 dG, respectively. Figure 3.1 also shows
the development of a linear small-amplitude wave at the interface. Typically,
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the evolution of interfacial waves depends sensitively on the details of the
mean flow.
3.2 linear stability analysis
Based on a range of experimental (Kapitza and Kapitza 1949; Park and
Nosoko 2003) as well as theoretical (Kapitza 1948b; Yih 1967; Boomkamp
and Miesen 1996) works, the liquid interface is expected to be unstable for
a given flow rate in the above described configuration and, thus, interfa-
cial waves will develop over time. An appropriate method to gain insight
in the genesis of these waves and their early-stage evolution is linear sta-
bility analysis. By means of Orr-Sommerfeld (OS) analysis, the rate of ex-
ponential growth of initially infinitesimally small perturbations to the inter-
face is determined, which gives information about the (in)stability of the
interface. The starting point of this analysis is the undisturbed velocity pro-
file, also called base flow, depicted in Fig. 3.1. Under the assumption of a
steady, spatially uniform, laminar and incompressible flow in both phases,
the Navier-Stokes equations describing the base flow reduce to standard bal-
ances between pressure as well as viscous and gravitational forces. For the







+ ρLg = 0, −dL 6 z 6 0, (3.1)
where u0 is the dimensional base flow velocity. Equation 3.1 is further sub-
ject to no-slip at the liquid-side channel wall, z = −dL, and continuity of
tangential stress at the gas-liquid interface, z = 0:




















(z+ dL) , −dL 6 z 6 0 (3.3)
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as the base flow velocity profile for the liquid film. The interfacial velocity,
which constitutes one of the boundary conditions of the gas layer, reduces
to












The velocity profile of the undisturbed flow for the laminar gas layer is








+ ρGg = 0, 0 6 z 6 dG, (3.5)
which is subject to continuity of velocity and shear stress at the interface:






Applying these interfacial condition on Eq. (3.5) yields











z, 0 6 z 6 dG (3.7)
as the gas-side velocity profile. Here, the shear stress τint acting on the in-
terface can be determined by applying the no-slip condition at the gas-side























dG = 0. (3.8)
For the analysis of the flow and interfacial dynamics as well as the overall
system behaviour, it is convenient to write the governing equations in nondi-
mensional form, using the following dimensionless variables (with tildes ‘~’)
and scalings:











, τint = ρGV2∗ ,
(3.9)
where x = (x, z) and u = (u,w) are the coordinate and velocity vector,
H is the channel height, Vp is the velocity scale, ∆p/∆x is a positive pres-
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sure gradient, τint is the interfacial shear stress, V∗ is the gas-side interfacial































Here, µj is the dynamic viscosity and ρj is the density of the respective
phase (j = L, G), whereas δj is the relative thickness of the respective fluid
layer. The Reynolds numbers Rep, Reg and Reτ, in turn, relate to the applied
pressure drop, to gravity and to interfacial shear. A Weber number We ac-
counts for the strength of surface tension forces relative to inertia. With this
rescaling, the velocity profile of the undisturbed base flow in nondimen-
sional form (henceforth all quantities are understood dimensionless, unless



















































z , 0 6 z 6 δG.
(3.11)
On closer inspection, the ratio of pressure and gravity Reynolds number in
Eq. (3.11) corresponds to a Froude number Fr, which represents a measure













At this point it has to be mentioned that the described nondimensional-
ization scheme differs from the ones commonly employed to model falling
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films (e.g. Benney 1966 or Ruyer-Quil and Manneville 1998), especially with
respect to the choice of the velocity scale, Vp = [H(∆p/∆x)/ρG]1/2. This
scale is characteristic of a pressure-driven flow and its use is based on the
work of Ó Náraigh, Spelt, Matar et al. (2011) and Ó Náraigh et al. (2014)
on horizontal co-current gas-liquid flows. As the present work is specific-
ally targeted at investigating the effect of a pressure driven gas flow on
the dynamics of a vertical falling film as well as the stability of its inter-
face, the choice of this specific velocity scale, albeit unusual, is justified. Due
to Vp ∝ ∆p/∆x, and the fact that the nondimensionalization is based on
gas-side quantities, it is, however, not possible to recover the dynamics of a
falling film under a passive atmosphere with the models presented herein.
To investigate the inception of interfacial waves by means of linear sta-
bility analysis, an infinitesimally small disturbance |η (x, t)|  1, centred
around the flat interface z = 0, is introduced, which shifts the interface to
z = η (x, t). This (wave-like) elevation gives rise to perturbations in the flow
field of the form:
(u,w,p) = (u0 (z) + δu (x, z, t) , δw (x, z, t) ,p0 (z) + δp (x, z, t)) , (3.13)
where the subscript zero denotes base flow quantities and the δ-quantities
are infinitesimally small perturbations. Using this notation, the linearized














where (rL, rG) = (r, 1) and (mL,mG) = (m, 1). Taking the curl of Eq. (3.14)
eliminates the pressure perturbation δp and yields the linearized equation
for the vorticity perturbation component in spanwise direction δωy, gen-
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As the streamfunction Ψ can be associated with the velocity perturbations
by (δu, δw) = (∂Ψ/∂z,−∂Ψ/∂x), it is convenient to use this representation
to express the two-dimensional velocity perturbation field in terms of one
variable only, hence giving
δωy =∇2Ψ. (3.17)
With the assumption of a wave-like solution for the streamfunction of the
form Ψ(x, z, t) = ei(αx−ωt)ψ(z), which is equivalent to taking the Fourier
transform in streamwise direction, Equations (3.15) and (3.17) lead to the
Orr-Sommerfeld equations (Orr 1907a,b; Sommerfeld 1909) governing the

























where α = αr + iαi and ω = ωr + iωi are the (generally) complex wave-
number and angular frequency, respectively. These equations are subject
to the usual no-penetration and no-slip conditions at both channel walls,




ψ (−δL) = ψ (δG) =
d
dz
ψ (δG) = 0. (3.19)
Essentially, the dynamics of the two phases are coupled by matching the
streamfunction at the interface z = 0. The necessary conditions ensure con-
tinuity of velocity and tangential stress as well as a jump in the normal stress
due to surface tension. In linearized form and using the notation c = ω/α
for the complex wave velocity, these interfacial conditions, cf. Yih (1967),
amount to:

























































































This system of equations, (3.18)–(3.20), governs the (linear) stability of the
vertical gas-liquid flow studied herein. Using operator notation, the system
can be written as
Lψ = iωMψ, (3.21)
which highlights the generalized eigenvalue problem associated with the
stability problem.
Spectral methods have been shown to be an efficient way of numerically
solving the above eigenvalue problem (Orszag 1971; Boomkamp, Boersma et
al. 1997; Boyd 2001). For this non-periodic boundary value problem, Cheby-
shev polynomials are an appropriate choice for the basic function in a series
expansion of the eigenfunctions Ψ in Eq. (3.21). Similar to Fourier series ex-
pansion, a series expansion using Chebyshev polynomials offers favourable
numerical properties, such as high order accuracy at fast convergence rates,
but without being vulnerable to the Gibbs’ phenomenon at the boundar-
ies (Peyret 2002). Due to these characteristics, collocation methods based on
Chebyshev polynomials (usually of the first kind) have become the standard
for solving Eq. (3.21) and, as such, also employed in this work.





in the interval χj ∈ [−1, 1] only, it is necessary to map the variables χj onto
3.2 linear stability analysis 29









− 1, 0 6 z 6 δG,
which results in an approximation for the streamfunction perturbation amp-




















, 0 6 z 6 δG.
(3.22)
The derivatives of ψ required in Eq. (3.21) are readily available by differ-
entiating the Chebyshev polynomials in Eq. (3.22). Although using these
(high-order) derivatives holds the possibility for ill-conditioning due to the
associated large values, subsequent balancing of the problem reduces this
risk significantly (Boomkamp, Boersma et al. 1997; Valluri et al. 2010). Eval-
uating the series expansion on a Gauss-Lobatto collocation grid, which cor-






, k = 1, . . . ,Nj − 3,









− 1, k = 1, . . . ,Nj − 3.
Together with the four boundary conditions, Eq. (3.19), and four interfacial
conditions, Eqs. (3.20a)–(3.20d), theseNL +NG −6 interior collocation points
yield a system of NL +NG + 2 linear equations in as many unknowns. In
matrix notation this system amounts to
Lv = iωMv, (3.23)
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where the eigenvector v =
(
a0, . . . ,aNL ,b0, . . . ,bNG
)T is the vector of coef-
ficients in the Chebyshev series expansion, see Eq. (3.22). Adjusting the
number of collocation points
(
NL + 1,NG + 1
)
until convergence is reached,
Eq. (3.23) is solved for a given wavenumber α at a given set of system para-
meters S = {m, r, Reg, We} and control parameters C = {δL, Fr}, cf. Eq. (3.10),
using the MATLAB® eigenvalue solver. This solver has two beneficial prop-
erties: (i) it automatically balances large elements in matrix L that originate
from high-order derivatives of the Chebyshev polynomials by means of di-
agonal scaling and (ii) the computation is not affected by the null rows in
matrix M arising from boundary conditions (Valluri et al. 2010). These prop-
erties allow for a fast and accurate evaluation of the linear stability problem.
Ultimately, solving Eq. (3.23) for a range of wavenumbers and arranging the
individual sets of eigenvaluesω in order of their decreasing imaginary parts
gives access to NL +NG + 2 discrete dispersion relations,
D (α,ω,S,C) := D
(
α,ω,m, r, Reg, We, δL, Fr
)
= 0, (3.24)
containing information about the velocity and growth rate of a wave with a
given wavenumber.
Given the notation of the stability problem, with the angular frequency ω
as eigenvalue, the analysis of the problem can be divided into two strands:
(i) a temporal and (ii) a spatio-temporal analysis. Both approaches will now be
described in more detail.
temporal analysis In this type of analysis an infinitesimally small
perturbation η to the interface is introduced in space (α ∈ R>0) and inform-
ation about its evolution over time is given byωtemp ∈ C. Forωtempi (αr) > 0,
the system is considered unstable and the perturbation grows exponentially,
triggering the inception of a sinusoidal wave on the interface. Conversely,
if ωtempi (αr) < 0 the perturbation decays and the interface remains flat.
Schematics of temporal dispersion relations are given in Fig. 3.2, where
the individual curves, commonly also referred to as ‘modes’, correspond
to the described behaviour. Curve I represents the dispersion relation of a
system in which perturbations of all wavenumbers are damped and the sys-
tem is rendered stable. In cases where exactly one wavenumber exhibits a
temporal growth rate ωtempi = 0, the system is considered neutrally stable











Figure 3.2: Schematic representation of (I) stable, (II) neutrally-stable and (III, IV)
unstable temporal dispersion relations.
(curve II). This condition is also called criticality. Above criticality, a range of
wavenumbers experience positive temporal growth (curve III & IV), leading







imizes ωtempi is known as the linearly most unstable mode and of particular
interest throughout this work. The transition from curve I to IV in Fig. 3.2,
with an increase of the temporal growth rate ωtempi , is generally representat-
ive for an increase of the gas flow rate at a given set of system parameters S,
as will be shown in Chapter 4. Generally, the influence of the system para-
meters as well as the control parameters on the stability of the interface will
also be discussed in that chapter.
It is evident that energy is needed for a perturbation to grow over time
and that the energy is supplied by the base flow. It is, however, not obvious
by which physical mechanism that energy is being transferred. Essentially,
it may be transferred at the interface due to viscosity contrast and/or dens-
ity contrast, through wave-induced Reynolds stresses in the bulk of either
fluid or as a result of more than one source. Analysing the rate of change of
energy of a perturbation can, thus, pinpoint the driving mechanism of the
instability. To evaluate the energy budget of the system, the linearized mo-
mentum equation, Eq. (3.14), is multiplied by the velocity perturbation δu
and integrated over the two fluid domains [0, λ]× [−δL, 0] and [0, λ]× [0, δG],
where λ = 2π/α is the wavelength of a periodic sinusoidal perturbation
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in streamwise direction. After (i) replacing the pressure perturbation terms


















which is found in deriving the Orr-Sommerfeld equation, as well as (ii) re-



























and (iii) further using Gauss’ theorem on these stress terms, the linearized















































where the positive sign corresponds to the liquid phase and the negative
sign to the gas phase. (the integration limits are as indicated above and not
explicitly stated here). Summing over j in Eq. (3.27) yields, in a standard









DISSj + INT , (3.28)











































The first terms, KINj, represent the rate of change of kinetic energy of a
perturbation (per unit width in the spanwise direction) in both phases. For
unstable flows these terms are positive, indicating growth of an initially
small disturbance. In comparison, the terms DISSj are always negative and
account for energy losses due to viscous dissipation, which has a stabilizing
effect on the flow. The terms REYj, on the other hand, quantify the energy
exchange between base flow and perturbation attributed to wave Reynolds
stresses in the bulk of the two phases. These stresses are defined as
τwrs,j (z) = −rj
∫
δujδwj dx (3.29)
and can be one of the drivers of the instability; however, they may also
stabilize the flow (Boomkamp and Miesen 1996). Lastly, the term INT is




[δuLTzx,L + δwLTzz,L]z=0 dx−
∫λ
0
[δuGTzx,G + δwGTzz,G]z=0 dx,
which can further be decomposed into normal and tangential contributions,





[δwLTzz,L − δwGTzz,G]z=0 dx





[δuLTzx,L − δuGTzx,G]z=0 dx
describe the work done per unit time (also per unit width) by normal and
tangential stresses in deforming the interface. In the present context, NOR
gives the rate of work done to overcome the restoring effect of surface ten-
sion and is generally negative in the type of flows discussed herein. As high-
lighted by Boomkamp and Miesen (1996), velocity and stress disturbances
tangential to the interface play a crucial role in the development of interfacial
instability in shear flows. Arising from a viscosity and density contrast, re-
spectively, these disturbances are discontinuous across a deformed interface.
The rate at which work is done at the interface to compensate these jumps
is given by the term TAN. The importance of this mechanism in view of
interfacial instability in counter-current gas-liquid flows will be underlined
by the results presented in Chapter 4.
Note that the tangential contribution can be further decomposed to high-














where η = (δuL − δuG)/[u ′0 (0+) − u ′0 (0−)] is the height of the perturbed
interface, cf. Equation (3.20b), and where we have used the continuity of
tangential stress at the interface to write Txz,L = Txz,G := Txz at z = 0.
Thus, provided the absolute value of the phase difference between η and
the tangential stress does not exceed π/2, a viscosity contrast m > 1 implies
that the TAN term is a source of instability.
spatio-temporal analysis Beyond the temporal analysis of the lin-
ear stability problem, which focuses on determining the temporal growth of
a sinusoidal perturbation at the interface, the problem can also be studied in
the light of the system response to a small impulsive disturbance, localized
in space and time, imposed on the interface. If this disturbance grows in situ,
the system is considered absolutely unstable (Fig. 3.3a). Such a system behaves












Figure 3.3: Schematic representation of the evolution of an impulsive perturbation.
(a) Absolutely unstable; (b) convectively unstable.
like a hydrodynamic oscillator as it is insensitive to external input (‘noise’) and
responds only to the corresponding absolutely unstable mode, which is in-
trinsic to the system (Huerre and Monkewitz 1990; Huerre and Rossi 1998;
Huerre 2000; Charru 2011). Conversely, if the disturbance grows but only
as it is convected away from the source, the system is called convectively un-
stable (Fig. 3.3b). A convectively unstable system is responsive to external
perturbations and advects these downstream; it can, thus, be described as a
noise amplifier. The approach to classify a system accordingly is called spatio-
temporal analysis and constitutes the second strand of studying the stability
problem described by Eq. (3.23).
To determine the spatio-temporal nature of the instability, the eigenvalue
problem is now solved for a range of wavenumbers α ∈ C (instead of
α ∈ R>0 as in the temporal analysis) and the resulting dispersion rela-
tion D (α,ω,S,C) = 0 is evaluated against the Briggs-Bers criterion (effect-
ively a Fourier-Laplace transform method) essential for absolute instabil-
ity (Briggs 1964; Bers 1983; Huerre and Monkewitz 1990; Huerre and Rossi
1998; Huerre 2000): (i) to meet the necessary condition, perturbations α0
with zero group velocity, cg (α0) = dω/dα
∣∣
α0
= 0, must exhibit a positive
imaginary part of the angular frequency ω0,i := ωi (α0) > 0 (cf. Fig. 3.4);
(ii) to satisfy the sufficient condition, spatial branches α± (ω) that originate
from opposite halves of the α-plane have to coalesce at the saddle point
α0, forming a pinch point (the two branches pinch the inversion contour in
the impulse-response integral associated with the Briggs-Bers criterion at
that point). Correspondingly, a cusp/branch point appears in the complex
ω-plane at ω0,i as a consequence of this coalescence (Kupfer, Bers and Ram
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1987). Meeting both conditions will result in growth of the disturbance with




























Figure 3.4: Illustration of the global topography of the imaginary part of the dis-
persion relation D (α,ω,S) = 0 in the complex wavenumber plane. The
saddle points s1, s2 and s3 are loci with zero group velocity, dω/dα = 0.
The location of the temporally most unstable mode is marked on the
αr-axis.
An illustration of the imaginary part of the dispersion relation in the wave-
number plane is given in Fig. 3.4, exemplifying the complexity of the solu-
tion to the spatio-temporal stability problem. Resulting from the confine-
ment of the flow, discrete poles appear along the imaginary axis (cf. Juniper
2006; Healey 2007, 2009; Ó Náraigh and Spelt 2013). These poles give rise
to saddle points (dω/dα = 0) near the imaginary axis, which may fulfil the
Briggs-Bers criterion and contribute to absolute instability (such ‘confine-
ment saddles‘ are seen in Fig. 3.4; however, they do not meet the Briggs-Bers
citerion). The multivalued nature of the eigenvalue problem itself adds fur-
ther difficulty to the analysis of the stability problem in the spatio-temporal
framework. This characteristic may ‘conceal’ dynamically relevant saddle
points on the associated Riemann surface and a laborious reconstruction of
the same would be necessary to recover those saddles. Furthermore, in case
of multiple unstable temporal modes, which can be observed in the type of
flows studied herein as will be discussed in Chapter 4, the ω-plots of the
corresponding spatio-temporal modes evolve into complicated interpenet-
rating Riemann surfaces. As disentangling these surfaces presents a formid-
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able task, interpretation of such results is difficult and the spatio-temporal
nature of the instability might remain unclear.
Although applying the Briggs-Bers criterion seems straightforward from
the outset, the mentioned complications urge to inspect the results of the
spatio-temporal Orr-Sommerfeld (ST-OS) analysis with great care in order
to avoid misinterpretation. Hence, knowledge about the global topography
of ωi in the complex α-plane for each relevant set of parameters is imper-
ative (Lingwood 1997). This approach, however, is not practical if it is of
interest to determine and characterize the dependence of convective/ab-
solute instability (C/A) transition on the multitude of system parameters
S = {m, r, Reg, We} and control parameters C = {δL, Fr}, cf. Eq. (3.10), found
in technically relevant systems.
An alternative to this ‘classical’ method is to approximate the complex
angular frequency ω in the spatio-temporal setting based on results of the
temporal analysis. Ó Náraigh and Spelt (2013) presented an approximation
technique which is based on the analytical continuation of the temporal
dispersion relation into the complex wavenumber plane. With ω (α) viewed
as an analytic function on an appropriate open subset in the complex plane,
expanding the temporal group velocity ∂ωr/∂αr in terms of a Taylor series













leads to the following identity for the growth rate ωi in the complex plane:


















where ctempg = dω
temp
r /dαr is the group velocity in the standard temporal
analysis and ωtempi is the growth rate in the same. Although this series may
be truncated at any order in αi, it is worth recalling that the required tem-
poral quantities and their derivatives are merely available through the dis-
crete temporal dispersion relation. Calculating these derivatives numerically,
especially those of higher-order, may not always be possible or only with
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difficulty. Furthermore, the higher-order derivatives tend to assume very
large/very small values, which can give rise to spurious results. For these
reasons the series is truncated at second order in αi and the resulting quad-
ratic approximation (QA) of the imaginary part of the angular frequency in
the complex α-plane reads











Ó Náraigh and Spelt (2013) report a maximum error of 20% for this approx-
imation, which is deemed acceptable in the context of mapping C/A trans-
ition in (sizeable) parameter spaces as the focus lies on determining the sign
of ωi at a saddle point α0 for a given parameter set and not its exact value.
Applying the saddle point condition dω/dα = 0 to Eq. (3.32), which by
Cauchy-Riemann implies that ∂ωi/∂αr = ∂ωi/∂αi = 0 for a saddle point,











αi = 0. (3.33)
Solution of these equations for ωi and ωr yields the quadratic approxima-
tion for the location of the saddle point α0 and, hence, an estimate for the
absolute growth rate ω0,i = ωi (α0) for a given set of flow parameters.
Note that all of these estimates are based on results from a temporal lin-
ear stability analysis only, meaning that it is straightforward to make these
estimates using standard temporal linear stability theory. It may further ap-
pear that this approach circumvents the pitfalls associated with the Briggs-
Bers criterion in the full spatio-temporal linear stability analysis outlined
above. Yet, one must be cautious in applying the quadratic approximation,
as the complex Taylor series is, strictly speaking, only valid inside a disc
of convergence with radius R, where R is the minimum distance from the






to the nearest singularity ofω (α). Natur-
ally, establishing the radius of convergence also demands knowledge about
the global topography of individual dispersion relations. However, the dis-
persion relations of a given pair of fluids, i.e. for fixed viscosity contrast m,
density contrast r and surface tension γ, are qualitatively similar for vary-
ing flow rates. It is therefore sufficient to occasionally verify the results of
the quadratic approximation against the full spatio-temporal analysis when
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mapping the dependence of C/A transition on the flow rates in a given
gas-liquid system (see Chapter 4).
3.3 direct numerical simulation
The framework of linear stability analysis introduced in the previous section
gives insight into the (in)stability of the liquid interface and the inception
of waves on the same but is only valid as long as nonlinear effects are neg-
ligible. To describe the system dynamics once these effects become import-
ant a number of nonlinear theories and models have been proposed (see
Chapter 2). Although successful in describing the nonlinear dynamics of in-
terfacial flows, these techniques often impose a priori assumption, such as
thin film or long-wave assumption, which may focus on certain aspects of
the dynamics and also restrict their general applicability. In contrast, direct
numerical simulation (DNS) of the full Navier-Stokes equations generally
allows capturing and analysing the complete flow dynamics of any given
system; however, this usually comes at a high computational cost. Despite
the associated cost, DNS is employed in this work to complement the rig-
orous approach of linear stability analysis in dispensing with any a priori
assumptions. Furthermore, direct numerical simulation provides a platform
that allows for relatively easy incorporation of additional physics, such as
interfacial mass transfer, as well as techniques to capture turbulence in a
computationally less costly way (Fannon et al. 2016).
To carry out the simulations, the solver presented by Ó Náraigh et al.
(2014) is used. With the investigation of interfacial phenomena in paral-
lel shear flows in mind, this bespoke in-house solver has been developed
based on the level set method (Sussman, Smereka and Osher 1994; Sussman,
Fatemi et al. 1998) to capture the evolution of the interface. The reason for
using this method is its natural capability of dealing with ‘extreme’ topolo-
gical changes, such as merging or pinching off of fluid matter, and its trivial
extension to three dimensions. In this method the interface Γ (x, t) is treated
implicitly as part of a function φ (x, t) continuous in the entire fluid domain,
where the zero contour of this level set function represents the interface,
Γ (t) = {x |φ (x, t) = 0} .
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As a consequence, the natural choice for the level set function in the given
context of gas-liquid flows is a signed distance function (|∇φ| = 1), which











Figure 3.5: Illustration of a level set function φ and its zero contour representing
an interface Γ . Here, the level set function is constructed as a signed
distance function.
Given this setting, it is convenient to use the one-fluid formulation and





















δε (φ) n̂κ, (3.34a)
∇ ·u = 0, (3.34b)
where the two phases are distinguished by their respective material proper-
ties. By means of a regularized Heaviside function Hε (φ) which is smooth
in an interval [−ε, ε] around the interface, the level set function is used to
identify the respective density and viscosity through the expressions
ρ = Hε (φ) + r (1−Hε (φ)) and µ = Hε (φ) +m (1−Hε (φ)) ,
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in which the regularized Heaviside function is defined as
Hε (φ) =

















, |φ| 6 ε,
1, φ > ε,
with ε = 1.5∆z; ∆z being the grid spacing (see below). The usual equation of
momentum conservation, first line of Eq. (3.34a), is further complemented
by additional terms to include gravity, acting in streamwise direction, as well
as surface tension. Accounting for surface tension accurately in a numerical
scheme is inherently difficult due to the singular nature of the associated
forces. This issue is commonly addressed by modelling the surface force
as an equivalent volume force which is concentrated around the interface
by a regularized Dirac delta function δε (φ) = dHε (φ) /dφ, cf. last term
on the right-hand side of Eq. (3.34a). Brackbill, Kothe and Zemach (1992)
introduced this continuum surface force (CSF) model for the use with the
volume-of-fluid method; however, it has since also been applied successfully
in flow solvers based on the level set method (Sussman, Smereka and Osher
1994; Chang, Hou et al. 1996; Sussman, Fatemi et al. 1998; Sussman, Almgren
et al. 1999; Spelt 2005; Sui and Spelt 2013). The unit vector n̂ normal to the
interface and the interface curvature κ, which are necessary to determine




and κ = −∇ · n̂. (3.35)
Following this notation, the curvature at each grid point can be written as
κ = −
(
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where the subscripts denote the respective spatial derivatives of φ (Kang,
Fedkiw and Liu 2000). For the calculation of both n̂ and κ, these deriv-
atives are discretized using centred finite-differences on a marker-and-cell
grid (see below for a detailed description of the used descritization scheme).
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However, to avoid erroneously large surface tension forces caused by under-
resolved regions, the curvature is furthermore limited to |κ| 6 1/min (∆x,∆z).
Lastly, the evolution of the interface is tracked by advecting the level set
function with the velocity field u:
∂φ
∂t
+u · ∇φ = 0. (3.37)
Thereby, the zero level set, and hence the interface, is moved accurately even
as severe topological changes, like merging or breaking up of fluid mass, oc-
cur (Sussman, Smereka and Osher 1994; Sussman, Fatemi et al. 1998). Away
from the interface though, the level set function generally becomes distorted
so that after finite time it will no longer be a distance function, i.e. |∇φ| 6= 1.
This, in turn, leads to very large/small gradients in φ near the interface
where the same is stretched/compressed. These extreme gradients lead to
inaccuracy in φ-dependent variables and Eq. (3.37), ultimately causing non-
physical distortion of the interface. It is therefore crucial to maintain the
level set function as a signed distance function in the interval [−ε, ε]. In
other words, φ must be periodically reinitialized as a signed distance func-
tion for |φ| < ε without changing its zero level set. To deal with this delicate
task, Sussman, Smereka and Osher (1994) devised a procedure in which
∂φd
∂t̂
= sgn (φ) (1− |∇φd|) , (3.38)
with initial conditions
φd (x, 0) = φ (x, 0) ,
is solved iteratively to steady state in pseudo-time t̂. Thereby, the solution
φd preserves the zero level set of φ due to the fact that sgn (φ = 0) = 0. Fur-
thermore, Eq. (3.38) has the convenient property of characteristic velocities
that point outward from the interface in the direction of the normal, which
means the level set function will be reinitialized to |∇φ| = 1 around the
interface first. As a consequence, the interval [−ε, ε] is reinitialized after no
more than ε/∆t̂ iterations and the procedure can be stopped (Tryggvason,
Sussman and Hussaini 2007). Practically, an iteration step size of ∆t̂ = 0.3∆x
(cf. Sussman and Fatemi 1999) is used in the flow solver, rendering five iter-
ations sufficient in the reinitialization step.
3.3 direct numerical simulation 43
In view of the favourable properties outlined above, it is important to
point out the main drawback that plagues the use of the level set method. In
the (standard) form given above, advection and reinitialization of the level
set function φ are both not formulated in a conservative manner. Discretiz-
ation of Eq. (3.37) may introduce numerical dissipation, typically resulting
in mass loss in areas of high curvature or underresolved regions. Similarly,
the formally exact preservation of the zero level set by Eq. (3.38) is not guar-
anteed in numerical form (Russo and Smereka 2000), which not only has
adverse consequences for mass conservation but also for the computation
of surface tension forces. Besides employing more accurate higher-order nu-
merical schemes in the advection and reinitialization step (Liu, Osher and
Chan 1994; Jiang and Shu 1996; Nourgaliev et al. 2005), efforts to mitig-
ate the mass loss often involve combining the level set method with mass-
conserving properties of other interface-capturing methods (Sussman and
Puckett 2000; van der Pijl et al. 2005; Olsson and Kreiss 2005; Olsson, Kre-
iss and Zahedi 2007) or improving the reinitialization procedure (Sussman
and Fatemi 1999; Russo and Smereka 2000; Hartmann, Meinke and Schröder
2008, 2010). One has to bear in mind though that these strategies generally
enhance the complexity of the solver and come with an additional computa-
tional cost.
In the flow solver presented herein, reinitialization takes place at the be-
ginning of each time step, thereby employing the improved method of Suss-
man and Fatemi (1999). To limit any stray motion of the zero level set due
to discretization errors, the authors introduced an additional constraint to
enforce conservation of the volume of the domains bounded by φ = 0. To-
gether with the schemes used to discretize Eq. (3.37) and (3.38) (see below),
the mass loss does not exceed 1.06% in any of the scenarios presented in
this work.
discretization The fluid domain, [0,Lx] × [0,Lz = 1], is periodic in
streamwise and discretized in a spatially uniform fashion using a marker-
and-cell (MAC) grid (Harlow and Welch 1965) with (Nx,Nz) grid points in
the streamwise and crosswise direction, respectively. Thereby, the equidis-
tant grid spacing is given as ∆x = ∆z = 1/ (Nz − 1). In this grid, scalar quant-
ities (pressure, density, viscosity, level set) are defined at the cell centres,
whereas velocities (u,w) are specified at the respective cell faces, Fig 3.6.
44 description of analytical and numerical methods













Figure 3.6: Illustration of the staggered MAC grid. Scalar quantities (pressure, dens-
ity, viscosity, level set) are defined at the centre of the control volume
(shaded area). Velocity components are defined at the respective faces
of that volume. The indices (l,n) are used for the (x, z)-direction, re-
spectively.
compared to the scalar grid; the u-velocity grid is displaced by half a grid
cell in streamwise direction (downwards) and the w-velocity grid is dis-
placed by half a grid cell in crosswise direction (to the right). This arrange-
ment has the advantage of an inherently strong coupling between pressure
and velocity, which avoids unphysical oscillations in the pressure and velo-
city field known as ‘checkerboard instability’ (Tryggvason, Scardovelli and
Zaleski 2011).
3.3 direct numerical simulation 45
For the numerical integration of the momentum equation in time, Eq. (3.34a)





































δε (φ) n̂κ︸ ︷︷ ︸
S
, (3.39)
where ∆t denotes the size of a step taken forward in time and the super-
scripts n and n+ 1 identify the beginning and the end of that step, respect-
ively. Although it may seem that this equation can be readily solved for
the velocity field at n+ 1 after discretizing the quantities of the right-hand
side in an appropriate manner, the pressure term requires special attention
due to the incompressible nature of flow. In fact, in incompressible flows
the pressure is not a thermodynamic variable but ‘merely’ a means to en-
force a divergence-free velocity field. As such, the pressure field has to be
found as part of the solution. The standard method to solve Eq. (3.39) is due
to Chorin (1968), who suggested a decoupling of the velocity and pressure
field and thus separate momentum convection-diffusion from incompress-
ibility. To this end, the pressure gradient is omitted at first and a velocity
field u∗ is determined at an intermediate time step, also known as predictor
step. Considering only the momentum fluxes and the surface tension, the
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Here, the convection term C, the transposed part of the diffusion term DT
and the surface tension term S are discretized in an explicit manner using a













































The non-transposed part of the diffusion term D is treated implicitly with
the Crank-Nicolson method (Crank and Nicolson 1947). Although it may
seem counter-intuitive to combine explicit and implicit numerical schemes,
this approach aims to increase the efficiency of the solver (Boyd 2001). Expli-
cit methods have a relatively low computational cost but come at the price
of a constraint on the time step size ∆t to ensure numerical stability. The
most stringent limitation is thereby imposed by the non-transposed part of
the diffusion term. Using an implicit method to discretize this term instead
lifts the time step constraint; however, the associated matrix inversion then
calls for a costly iteration step. Generally, choosing the appropriate numer-
ical method amounts to a trade-off between the total number of time steps
needed and the computational time required per time step. Here, a com-
promise is reached by treating the non-transposed part of the diffusion term
with the implicit Crank-Nicolson method and the transposed part, which
poses a less severe constraint on the time step, with the explicit Adams-
Bashforth method.
After numerically solving the Helmholtz equation associated with the pre-
dictor step, Eq. (3.40), the intermediate velocity field u∗ is used to determine
the pressure pn+1 that enforces incompressibility of the flow at n+ 1. The
projection of u∗ onto a divergence-free velocity field, also known as correc-
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where p can be further decompose into a part p̃ satisfying the streamwise





Taking the divergence of Eq. (3.42) and applying the incompressibility con-




















Note that the extra term on the right-hand side appears only in the presence
of a density contrast (ρn+1 6= 1), i.e. around the interface. Once p̃n+1 has
been obtained, the divergence-free velocity field is computed as















In space, Eq. (3.39) is discretized in a flux-conservative fashion using
centred finite-differences, whereby material properties are interpolated lin-
early onto the velocity grids where needed.
At the boundaries of the domain, no-slip and no-penetration conditions
are implemented at the walls as well as periodicity in the streamwise dir-
ection. Whereas the latter two conditions are straightforward to implement,
the no-slip conditions requires more attention. Due to the characteristics
of the MAC grid, the u-velocity is not defined on the domain boundary
but half a grid spacing away from it. Thus, it is not physical to implement
the no-slip condition at the outermost cells of the u-velocity grid. Instead,
fictitious velocities are defined at ‘ghost’ cells along the walls outside the do-
main using linear interpolation. These velocities are defined in such a way
that the no-slip condition is satisfied. They are further used to approximate
the diffusion term D at grid cells adjacent to the walls.
The Helmholtz and Poisson equation, Eq. (3.40) and Eq. (3.42) respectively,
are solved iteratively, using the method of successive over-relaxation (SOR)
(Young 1950, 1954) on a red-black colouring scheme and the Jacobi method
(Jacobi 1845). A single iteration, thereby, consists of a Jacobi step followed
by two SOR half-steps, one on each of the two coloured subsets. This col-
ouring scheme is needed to avoid a race condition otherwise incurred by
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the parallelization of the code (see below). Although archaic and exhibit-
ing rather slow convergence rates compared to modern methods for solving
systems of linear equations, the Jacobi and SOR method have the advantage
of straightforward implementation and parallelization. It is worth mention-
ing that recently Yang and Mittal (2014) suggested a scheduled relaxation
scheme for the Jacobi method, which increases the rate of convergence sig-
nificantly. This approach was further improved by Adsuara et al. (2015) and
has since been tested by Fannon et al. (2016) in a simplified (single-phase)
incarnation of the solver outlined herein.
Similar to the convective term in the momentum equation, the advec-
tion of the level set, Eq. (3.37), is advanced in time with the third-order
Adams-Bashforth scheme. The spatial derivatives, in contrast, are approxim-
ated with a higher-order upwinding scheme, i.e. with a third-order (fifth-
order accurate) weighted essentially non-oscillatory (WENO) scheme (Jiang
and Shu 1996), to allow the advection of a φ-field with complex topology
without loss of stability. The same scheme is used in the reinitialization step
where it is combined with a second-order Runge-Kutta scheme to advance
the underlying Hamilton-Jacobi equation, Eq. (3.38), in pseudo-time.
As mentioned earlier, the explicit treatment of the convection term C and
the surface tension term S imposes a constraint on the time step size ∆t to
ensure numerical stability. A conservative estimate for the largest time step







where |umax| is the maximum streamwise velocity of the initial velocity pro-
file and
∣∣cp,cap∣∣ is the maximum capillary wave phase velocity (Brackbill,
Kothe and Zemach 1992; Kang, Fedkiw and Liu 2000). The fastest capillary
wave corresponds thereby to the minimum resolvable wavelength, λ = 2∆x,
and its (dimensionless) phase velocity is estimated as









As can be seen from this expression, the explicit treatment of the surface
tension term may limit ∆t to small values as the corresponding time step
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constraint scales with (∆x)3/2. This is especially relevant for very thin liquid
films as ∆x has to be small enough to resolve the liquid phase sufficiently
in such cases. Clearly, high surface tension values limit ∆t even further so
that, from a computational point of view, direct numerical simulations may
eventually become uneconomical to perform.
Lastly, the presented solver is coded in Fortran 90 and parallelized for use
on computing clusters with shared-memory and/or distributed-memory ar-
chitecture. For the former type of architecture, parallelization is achieved by
multithreading the computational domain in z-direction using OpenMP. On
distributed-memory systems, on the other hand, the domain is split into sev-
eral equally-sized subdomains in x-direction and the MPI (Message Passing
Interface) standard is used to establish communication between these sub-
domains. All direct numerical simulations presented in this work have been
run in a pure distributed-memory configuration on the UK National Super-




L I N E A R S TA B I L I T Y A N A LY S I S
In this chapter, results of the linear stability analysis for various cases of the
vertical counter-current two-phase flow system introduced in the previous
chapter will be presented and discussed. The main focus of this discussion
is to elucidate the influence of the control parameters (film thickness, ap-
plied pressure drop driving the gas phase) as well as system parameters
(density/viscosity contrast, surface tension) on the genesis and the charac-
teristics of sinusoidal waves developing on the liquid interface. To this end,
linear theory by means of Orr-Sommerfeld analysis, as detailed in § 3.2, is
employed.
The values of the system parameters, especially with respect to density
contrast and surface tension, are thereby not always reflective of real gas-
liquid systems. Instead, values are chosen that induce less complex system
dynamics but also throw into a sharp relief some particular features of the
dispersion relation in the linear theory. This helps to pinpoint dynamically
relevant mechanisms, which also appear in real systems but in a less clear-
cut fashion. Applying a low to moderate density contrast is popular in the
simulation literature concerned with the type of flow studied herein (Scar-
dovelli and Zaleski 1999; Boeck et al. 2007; Fuster et al. 2013). In this respect,
the presented work makes contact to the existing literature by considering a
range of density contrasts r = ρL/ρG = {10, 100, 1000} as well as a variation
of the surface tension with γ =
{
1 · 10−3, 10 · 10−3
}
Nm−1. The choice of
low values for r and γ is further convenient from a numerical point of view
as it leads to a faster developing instability (as will be shown below) and
allows for larger time steps ∆t (see discussion of the time step restriction
in § 3.3); both reduces the computational resources needed. In contrast, the
viscosity contrast between the two fluids requires a more realistic choice
of values as it constitutes one of the main sources of interfacial instabil-
ity in parallel shear flows (Yih 1967). To represent fundamental features of
Parts of this chapter have been published in: Schmidt, P. et al. (2016). ‘Linear and nonlin-
ear instability in vertical counter-current laminar gas-liquid flows’. Physics of Fluids 28(4), p.
042102. doi: 10.1063/1.4944617.
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the instability correctly, viscosity contrasts reflective of an air-water system
(m = µL/µG = 50) as well as an air-oil system (m = 500) are hence employed
in this work.
These order-of-magnitude changes capture not only the dynamics of the
interfacial instability in the respective system, they further allow characteriz-
ing the influence of density and viscosity contrast as well as surface tension
on the same over a wide parameter space in a detailed manner. For technical
applications like absorption or distillation, this kind of information is desir-
able from an operational point of view as material properties of the used
working fluids typically vary during the course of such processes. These
changes may thereby have adverse effects on the operation of the process
itself, e.g. an unwanted change of the flow regime. Hence, detailed know-
ledge about the influence of material properties on the interfacial dynam-
ics can help to improve both operation and design of apparatuses utilizing
counter-current gas-liquid flows.
Despite the use of contrived values for the system parameters, the lighter
fluid will be referred to as ‘gas phase’ for simplicity throughout this work,
whereas the heavier fluid will be referred to as ’liquid phase’. The proper-
ties of that liquid phase are varied in all the cases of the parameter study
presented below, while the properties of the gas phase remain fixed.
4.1 reference case
To compare the influence of the individual system parameter on the interfa-
cial dynamics, a reference case is established using the following values for
the system parameters:
ρG = 1 kgm
−3, µG = 10 · 10−6 Pa s,
ρL = 10 kgm
−3, µL = 500 · 10−6 Pa s,
γ = 1 · 10−3Nm−1, H = 0.01m.
These values result in a density ratio of r = 10, a viscosity ratio of m = 50
as well as a gravity Reynolds number of Reg = 313. Although the dens-
ity ratio and the surface tension are clearly contrived and the thus created
system is artificial, it shows characteristics which can also be found in real
counter-current gas-liquid systems. Furthermore, this system contains essen-
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tially no mode competition over a wide, dynamically relevant range of δL
and Fr. This provides a ‘clean’ database of linear stability results, which can
be used as an unambiguous benchmark for direct numerical simulations
(see Chapter 5).
With the system parameters defined, the relative film thickness δL and
the Froude number Fr are left as control parameters to ultimately determ-
ine the two-phase flow; thereby, governing the liquid and gas flow rate. For
this and all subsequently studied cases, the system is analysed for a relative
film thickness δL ∈ [0.02, 0.14], i.e. liquid films in the range of 0.2 · 10−3m to
1.4 · 10−3m. Although films of less them 1 · 10−3m are typical for most tech-
nical applications, a wider range is covered herein to give a comprehensive
picture of the system dynamics. On the other hand, the range of investig-
ated Froude numbers is specific for each presented case and chosen in such
a way that it covers flow regimes which are typical for the kind of two-phase
system studied herein; thereby, Fr > 1 to ensure a pressure-driven gas flow.
For the reference case, Fr is varied within the interval Fr ∈ [1.05, 1.55], which
corresponds to an applied pressure drop ∆p/∆x ∈ [10.8, 23.6]Pam−1.
4.1.1 Temporal stability analysis
As mentioned in the previous chapter (§ 3.2), the generalized eigenvalue
problem, Eq. (3.23), associated with the stability of the interface is solved
numerically for a range of real wavenumbers αr at points (δL, Fr) within the
parameter space prescribed above. Thereby, the range of discrete wavenum-
bers is chosen in such a way that it includes, at least, the set {αr |ωi (αr) > 0}
and ∆αr is sufficiently small to resolve all features of the dispersion relation
(this convention is applied in all presented cases). For each of these disper-
sion relations, the linearly most unstable mode is then determined as the
pair (αr,m,ω
temp
i,m ) which maximizes ω
temp
i .
Analysis of the reference case shows that the temporal growth rate ωtempi,m
of the linearly unstable mode attains positive values throughout the entire
parameter space (Fig. 4.1a), which means the interface separating liquid and
gas phase is inherently unstable. Furthermore, the rate at which interfacial
perturbations grow in time increases with increasing film thickness δL and
Froude number Fr, whereby the destabilizing effect of the latter is generally
more pronounced. Reason for this are velocity and stress disturbances tan-








































Figure 4.1: Results of the linear stability analysis for the reference case. (a) Temporal
growth rate ωtempi,m of the linearly most unstable mode; (b) wavelength
of the linearly most unstable mode scaled by the corresponding relative
film thickness, λm/δL.
gential to the interface which intensify at a higher rate in the direction of in-
creasing Fr throughout most of the investigated parameter space. The wave-
number αm associated with the most unstable mode, on the other hand, in-
creases with increasing Froude number but decreases for thicker films. Both
trends are thereby in agreement with results presented by Dietze and Ruyer-
Quil (2013). Further insight into the nature of the instability can be drawn
from the wavelength of the linearly most unstable mode, λm = 2π/αr,m,
and its extent relative to the respective film thickness, λm/δL, (Fig. 4.1b). It
can be seen that long-wave instability is predominant within the parameter
space of the current case. However, it is also evident that this characteristic
becomes less pronounced as Fr increases.
To reveal the mechanisms leading to the outlined system dynamics, it is
necessary to inspect individual points of the parameter space. Table 4.1 lists
a selection of representative scenarios of the reference case that will be stud-
ied in detail throughout this work using the methods given in the previous
chapter, i.e. linear theory and nonlinear direct numerical simulations (see
Chapter 5 for DNS results). The Reynolds numbers given in the table are
based on the dimensional volumetric flow rate per unit width, qj, and are




, where νj denotes the dimen-
sional kinematic viscosity of the jth phase and ūj its dimensionless mean
velocity. The dispersion curves of scenario rT1d (Fig. 4.2a) are typical for the
reference case. For most of the parameter space there is only one linearly un-
stable mode. As was mentioned earlier already, this mode becomes stronger
with increasing Fr. The same increase broadens the range of wavenumbers
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Table 4.1: Scenarios of the reference case studied in detail using linear theory and
nonlinear direct numerical simulations (presented in Chapter 5). The lead-
ing letter of the scenario name indicates temporal stability analysis (prefix
‘r’ for reference case), followed by a running number for the correspond-
ing type of analysis; the trailing letter identifies the direction of propaga-
tion of the linearly most unstable wave (downward-travelling, standing,
upward-travelling; introduced in § 4.1.1). The definition of ReL and ReG
is given in the text.





1.157 1.313 0.384 2142 3.99 0.05 0.3662
rT2s 1.179 1.363 0.351 2471 4.29 0.00 0.4669
rT3u 1.201 1.415 0.317 2806 4.59 -0.05 0.5829
rT4u 1.319 1.706 0.126 4710 6.19 -0.30 1.4347











































Figure 4.2: Representative dispersion curves of the reference case (solid lines: inter-
facial mode; dot-dashed line: shear mode in the gas layer). (a) Scenario
rT1d; (b) scenario rT5u.
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for which ωi > 0 (Fig. 4.2b, secanrio rT5u), thus rendering the interface
more unstable with respect to shorter waves. A similar effect is observed
for decreasing δL (not shown). Beyond that, the presented dispersion curves
show a second mode that is becoming linearly unstable at the high-Froude-
number end of the parameter space, ranging from 1.43 to 1.65. Compared
to the most unstable mode, this subordinate mode exhibits an even more
prominent long-wave character; in fact, the relatively low wavenumber asso-
ciated with the maximum temporal growth rate of that mode (α ≈ 2, for all
δL) drops further as Fr increases.
energy budget Identifying the driving force of these unstable modes
clarifies the nature of the instability in an exact fashion. To that end, the
energy transfer from the base flow to the perturbation is characterized by
decomposing the disturbance kinetic energy into production and dissipa-
tion terms following the approach of Boomkamp and Miesen (1996), see
§ 3.2 for details. The aim is thereby to use the different positive terms in
Eq. (3.28) together with the shape of the associated wave-Reynolds stress
profile, τwrs (z), as a way of classifying the different instability mechanisms
at play. Table 4.2 gives the energy budgets of the scenarios investigated in
the reference case.
In general, positivity of the term TAN corresponds either to the viscosity-
contrast mechanism of Yih (Yih 1967) or to the density contrast. Upon de-
formation of the interface, the viscosity contrast leads to a jump in the
slope of the base flow velocity profile at the interface, giving rise to velo-
city disturbances δuj to satisfy continuity of total tangential velocity. The
density contrast, on the other hand, causes a jump in the curvature of the
base flow velocity profile at the interface, which in turn induces disturbance
shear stresses Txz,j to satisfy continuity of total shear stress (Boomkamp
and Miesen 1996). Both of these mechanisms are relevant in the investigated
system and a combination of the two produces a viscosity-gravity-induced in-
stability which is characterized by a wave-Reynolds stress profile compactly
supported around the location of the undisturbed interface. Hence, a mode
displaying this characteristic is also referred to as an interfacial mode. Pos-
itivity of the terms REYL or REYG, on the other hand, corresponds to an
instability whose wave-Reynolds stress extends into the liquid or gas layer,
respectively, and whose shape is similar to that observed for a Tollmien-
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Schlichting mode in a single-phase flow. Such modes are referred to as shear
modes in this work. Occasionally, several source terms in the energy budget
may be relevant, in which case the shape of the τwrs-profile is used to classify
the instability conclusively.
The described approach uncovers that the linearly most unstable mode
in the reference case is due to the viscosity and density contrast of the two
fluids as can be seen from the fact that TAN > 0 (Table 4.2) and also from
the wave-Reynolds stress profile of scenario rT1d (Fig. 4.3a). Although both










































Figure 4.3: Wave-Reynolds stress profile of the observed, linearly unstable modes
in the reference case, corresponding to the energy budget of scenario
rT1d and rT5u in Table 4.2. (a) Interfacial mode (rT1d, α = 3.99); (b) gas
shear mode (rT5u, α = 2.03).
contrasts account for energy transferred towards the disturbed flow, the con-
tribution related to the viscosity contrast dominates. Hence, this mechanism
is, in general, consistent with the so-called Yih mode (Yih 1967). It is fur-
ther apparent that the relative fraction of kinetic energy associated with the
liquid phase increases with increasing Froude number. This rise, together
with an enhanced energy dissipation, can be linked to more agitation in the
liquid film as we will show in § 5.1.1. The amount of energy dissipated in the
gas phase, on the other hand, seems to drop, which is counter-intuitive for
an increased Fr. Yet, dissipation in the gas does increase in absolute terms
but at a slower rate as the total kinetic energy. That, in turn, leads to the
seemingly decreasing rate of dissipation in the gas phase given in Table 4.2.
The same effect can be seen for NOR and TAN.
Another result worth noting is the change in sign of REYG as Fr increases,
turning wave-Reynolds stresses from an additional dissipative energy ‘sink’
to an energy ‘source’ (scenario rT4u). This positive contribution of wave-
Reynolds stresses to the instability occurs throughout the entire parameter
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space above a threshold Froude number roughly ranging from 2.6 to 1.15,
whereby the threshold decreases for thicker liquid films. Conceptually, modes
with such a characteristic do not correspond to a ‘pure’ Yih-type instability
any more, but show similarity to a so-called internal mode, a mode where
contributions of TAN and REYj are necessary to overcome stabilizing ef-
fects. The occurrence of REYG in the reference case relates to an unstable
Tollmien-Schlichting mode appearing in the gas stream that delivers energy
to the interfacial instability, thereby suggesting a transition to turbulence in
the bulk of the gas phase for increasing Froude numbers. As a consequence
of that transition, the second linearly unstable mode emerging at the high-
Froude-number end of the parameter space (Fig. 4.2b, scenario rT5u) is a
genuine shear mode in the gas phase, with REYG being the main positive
contribution in the energy budget (Table 4.2) and the typical wave-Reynolds
stress profile (Fig. 4.3b). However, it has to be emphasized that this shear
mode plays only a subordinate role in the reference case and that the tan-
gential stress and velocity disturbances doing work at the interface are the
dominant driving force of the instability.
flow regimes Apart from the temporal growth rate of the interfacial
instability as well as knowledge about its driving force, the phase velocity
cp = ωr/α of the waves developing on the interface is of particular interest
as it has crucial implications on practical applications of the studied sys-
tem as outlined in what follows. Figure 4.4 shows the phase velocity cp of
the fastest growing wave developing on the interface for the reference case.
It becomes apparent that the parameter space is divided into two regimes:
one in which developing waves exhibit a positive phase velocity and an-
other in which the phase velocity is negative. With respect to the chosen
coordinate system (Fig. 3.1), these regions correspond to waves propagating
downwards and upwards, respectively. The vanishing cp at the demarcation
between these regimes (dashed line in Fig. 4.4) relates therefore to a standing
wave and is herein referred to as the loading curve. This demarcation between
downward- and upward-travelling waves is important from a practical point
of view because it is related to the onset of flooding, which is understood as
the partial upward flow of the liquid phase (Bankoff and Lee 1986). Con-
sequently, flooding itself is regarded as the negative net flow of the liquid
(Kraume 2012) and constitutes the operational limit in technical applications
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Table 4.2: Energy budgets of the linearly unstable modes in the scenarios investig-
ated in the reference case (see Table 4.1). The individual terms have been
scaled by the total rate of change of kinetic energy (KINL +KING = 1).
Scenario α KINL KING DISSL DISSG REYL REYG NOR TAN
rT1d 3.99 0.06 0.94 -1.09 -13.93 0.00 -1.77 -0.46 18.25
rT2s 4.29 0.09 0.91 -1.21 -12.24 0.00 -1.19 -0.44 16.08
rT3u 4.59 0.12 0.88 -1.36 -10.67 0.00 -0.72 -0.42 14.17
rT4u 6.19 0.32 0.68 -1.48 -5.64 0.00 0.44 -0.32 7.79
rT5u 2.03 0.00 1.00 -0.21 -1.97 0.00 3.15 0.00 0.03





















Figure 4.4: Phase velocity cp of the linearly most unstable mode for the reference
case. Zero phase velocity (dashed line) corresponds to a standing wave
at the interface. For comparison, the dotted line gives the zero interfacial
velocity in the undisturbed base flow (u0,int = 0).
60 linear stability analysis
using vertical counter-current gas-liquid flows (e.g. absorption or distillation
columns). However, as the phase velocity refers to the direction of travel of
waves only, it does not by itself imply flooding. It yet implies the possibility
of flooding, since upward-travelling waves may form complicated nonlinear
structures leading to ligaments and droplet entrainment, of which the latter
will promote transport of the liquid in the upwards direction. The loading
curve may therefore be seen as a necessary but not sufficient condition for
flooding.
To illustrate the different factors that determine the shape of the loading
curve, Fig. 4.4 also shows the curve of zero interfacial velocity obtained from
the undisturbed base flow, u0,int = 0 (dotted line). As the loading curve is
substantially modified by the emerging interfacial instability, determination
of the phase speed requires information not only from the base flow but
from the full eigenvalue problem. Although this behaviour is anticipated, it
is instructive to elucidate the underlying mechanism in more detail by look-
ing at the expression for the phase velocity, which can be decomposed as
cp = u0,int + u1 (α), where u0,int denotes the interfacial velocity of the un-
disturbed base flow. The difference |cp − u0,int| at the linearly most unstable
mode is pronounced for small density contrasts r but drops with increas-
ing r (Fig. 4.5). Thus, for high density ratios the phase velocity can be well






















Figure 4.5: Difference |cp − u0,int| at the maximum growth rate for various density
ratios, exemplifying the fact that cp can be well approximated by u0,int
for large density ratios (δL = 0.06, Fr = 3.0).
approximated by information from the base flow alone as will be shown in
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§ 4.2.2. Due to mode competition, i.e. several linearly unstable mode com-
peting for the largest temporal growth rate, the difference increases again
sharply for very large density ratios (r > 2200). The phenomenon of mode
competition will be discussed in detail in the subsequent sections.
4.1.2 Spatio-temporal stability analysis
Complementing the temporal analysis of the interfacial instability, the re-
sponse of the system to a small localized impulsive disturbance imposed
on the liquid interface is investigated. If the disturbance grows in-situ, the
system is absolutely unstable. Conversely, if the disturbance grows but only
as it is convected away from the source, the system is called convectively
unstable (see § 3.2 for details). Knowledge about this dichotomy is of in-
terest not only from an academic but also from a practical point of view. In
an absolutely unstable system, the self-sustaining in-situ growth of an ini-
tially localized perturbation leads to large-amplitude waves, which spread
in up- and downstream direction of the source and thus destabilize the en-
tire system. As a consequence, undesired effects, such as ligament formation,
droplet entrainment and eventually flooding, may be promoted.
Like in the purely temporal framework, a few representative scenarios
(Table 4.3) are analysed in detail using spatio-temporal Orr-Sommerfeld
analysis (ST-OS), whereby existing saddle points α0 as well as the corres-
ponding absolute growth rates ω0,i are determined. These scenarios are also
Table 4.3: Scenarios of the reference case studied in detail in the spatio-temporal
framework using linear theory and quadratic approximation.
Scenario δL Fr Rep We Method α0,r α0,i ω0,i
ST1 0.08 1.075 337 1.134 QA 3.34 -2.24 -0.0877
ST2 0.08 1.157 362 1.313
QA 4.01 0.24 0.3632
ST-OS 4.02 0.24 0.3632
ST3 0.08 1.179 369 1.363
QA 4.35 0.66 0.4422
ST-OS 4.43 0.65 0.4423
ST4 0.08 1.201 376 1.415
QA 4.72 1.02 0.5205
ST-OS 4.87 0.97 0.5221
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used to demonstrate the applicability of the quadratic approximation (QA).
To trace the evolution of the perturbation and verify its character further,
direct numerical simulations are additionally performed for the scenarios
ST1 and ST4 (see § 5.1.2 for discussion).
As discussed in the previous chapter, the global topography of ωi in
the complex α-plane is often rather complex for the type of flow studied
herein. This complexity also shows in the dispersion relation of scenario ST4
(Fig. 4.6), which reveals two saddle points with positive growth rate; both




















Figure 4.6: Global topography of ωi for scenario ST4 (δL = 0.08, Fr = 1.201,
We = 1.415) as obtained from spatio-temporal Orr-Sommerfeld analysis.
Dynamically relevant saddle point: ST-OS (×), QA (). The analytic con-
tinuation is centred at (+).
the flow by the channel walls has further created a discrete pole on the ima-
ginary axis, (αr,αi) = (0, 3.34), which has implications on the character of the
saddle point closer to that singularity. Lastly, the multivalued nature of the
dispersion relation becomes apparent by the branch cut just below the real
axis. Although these features make the final characterisation of the instabil-
ity more difficult, the saddle point at (αr,αi) = (4.87, 0.97), marked with (×),
clearly appears as a result of the coalescence of spatial branches emanating
from opposite half-planes. Following the Briggs-Bers criterion (§ 3.2) that
saddle is therefore also a pinch point and contributes to spatio-temporal
growth at a rate of ω0,i = 0.5221. The positive value of αi thereby indicates
spatial growth of the disturbance in upwards direction, x < 0, which will be
confirmed by DNS in § 5.1.2. The saddle point at (αr,αi) = (0.62, 0.65), on
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the other hand, is not a pinch point. In fact, the spatial branch α+ (ω) (above
the saddle point) is a closed curve, whereas the α− (ω) branch does not (en-
tirely) originate from the negative half-plane. Hence, this saddle point does
not contribute to absolute instability and is, as such, dynamically irrelevant.
As mentioned before, the singularity closest to the position of the tempor-






determines the disc of convergence
in which the quadratic approximation can be applied with confidence. With
the analytic continuation, Eq. (3.32), centred at (αr,αi) = (4.59, 0) in scenario
ST4 (marked (+) in Fig. 4.6), the confinement pole at (αr,αi) = (0, 3.34) lim-
its the radius R of this disc to about 5.68. The analytic continuation is thus
convergent across the relevant section of the complex α-plane containing the
two saddle points. Also marked in Fig. 4.6 is the approximated position of
the pinching saddle point (), which deviates from the position obtained by
spatio-temporal Orr-Sommerfeld analysis by around 3% in αr- and 5% in
αi-direction; the deviation of the growth rate ω0,i is thereby well within 1%
(Table 4.3).
The excellent agreement that has been established between linear theory
(ST-OS) and quadratic approximation in ST4 can also be observed for the
scenarios ST2 and ST3 (Table 4.3). For scenario ST1 the absolute growth
rate of the system could not be determined by means of ST-OS analysis and
saddle point method (Briggs-Bers criterion) due to the multivalued nature of
the associated eigenvalue problem. In fact, the dynamically relevant saddle
point, (αr,αi) = (3.34,−2.24), appears in the lower half of the complex α-
plane, below the branch cut arising near the real axis. To analyse this saddle
point a laborious reconstruction of the corresponding part of the Riemann
surface from discrete eigenvalues would have to be carried out. However,
using the quadratic approximation circumvents this formidable procedure
and indicates that scenario ST1 is convectively unstable (ω0,i < 0), which a
further direct numerical simulation (shown in § 5.1.2) confirms.
Given these results, the QA is thus applied to identify the nature of the
system in the spatio-temporal framework throughout the entire parameter
space of the reference case. The approximated growth rates ω0,i are shown
in Fig. 4.7, where the zero contours (slightly thicker lines) demarcate the
C/A boundaries. It becomes apparent that the system is absolutely unstable
in almost the entire domain with exception of two narrow bands at the
low-Froude-number and low-film-thickness end of the parameter range, re-




























Figure 4.7: Absolute growth rates ω0,i in the parameter space of the reference case;
obtained by analytic continuation (QA) from purely temporal quantit-
ies. The zero contours demarcate the transition between convective and
absolute instability. The loading curve (dashed line) is shown for com-
parison.
spectively. In view of these results and the flow regimes revealed in § 4.1.1,
it appears that C/A transition and the onset of upward-travelling waves are
not closely related for the reference case.
Regarding the accuracy of these results, it has to be mentioned that the rel-
ative error (ωQA −ωST-OS) / |ωST-OS| between QA and linear theory increases
with decreasing film thickness and increasing Froude number. At the same
time, the quadratic approximation generally underestimates the ‘true’ value
of ω0,i as obtained by ST-OS, which leads to a larger regime of absolute
instability (towards thin films) than displayed in Fig. 4.7.
4.2 effect of density contrast variations
Although the reference case gives a comprehensive account of the onset of
interfacial instability and the related flow dynamics in counter-current gas-
liquid flows, the density contrast considered so far is not reflective of real
systems. Therefore, the system of the reference case will now be studied
with an increased density contrast of r = 100 and r = 1000, respectively.
These two test cases will be used to investigate the influence of density
contrast variations on the interfacial instability and its dynamics; thereby,
characterizing important differences between the systems.
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4.2.1 Test case with r = 100
The first test case, in which the effects of increased liquid density are studied,
has the following system parameters:
ρG = 1 kgm
−3, µG = 10 · 10−6 Pa s,
ρL = 100 kgm
−3, µL = 500 · 10−6 Pa s,
γ = 1 · 10−3Nm−1, H = 0.01m.
These parameters lead to a system similar to the reference case but with an
intermediate density contrast of r = 100. Note that the properties of the gas
remains unchanged in this and all following parameter studies.
The flow regimes encountered in the reference case generally shift to-
wards higher Frounde number with increasing liquid density due to the
associated inertia. Hence, the parameter space investigated in this test case
covers a range of Fr ∈ [1.05, 4], which translates to a pressure drop of
∆p/∆x ∈ [10.8, 157.0]Pam−1. The film thickness range, on the other hand,
remains the same as in the reference case and varies from δL = 0.02 to 0.14.
temporal stability analysis Like in the reference case, the system
with r = 100 is inherently unstable. However, in comparison the trend
of ωtempi,m differs considerably at the low-Froude-number end of the para-















































Figure 4.8: Temporal growth rate ωtempi,m of the linearly most unstable mode for the
test case with density contrast r = 100. (a) Full parameter space; (b)
detailed view of the low-Froude-number end of the parameter space.
Froude number for films above δL ≈ 0.026. This trend reverses though
as Fr increases further and ωtempi,m increases monotonically throughout the
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remainder of the parameter space. These results suggest that the counter-
current gas flow has a stabilizing effect on the interface up to a certain
threshold value of the Froude number. To explain this behaviour, it is in-
structive to look at the interfacial dynamics of a vertical falling liquid film
with free surface, i.e. a passive gas phase. The onset of instability in such a
flow as well as the associated growth rate ωi are governed by the inertia of
the liquid, whereby ωi decreases with decreasing liquid Reynolds number
ReL (Alekseenko, Nakoryakov and Pokusaev 1985; Kalliadasis et al. 2012).
Despite the presence of an active gas phase, the described behaviour is re-
covered in the vertical gas-liquid flow to a certain degree at the low-Froude-
number end of the parameter space, i.e. at low gas flow rates. Under these
conditions, inertial forces in the liquid phase play an essential role in the
interfacial dynamics compared to shear forces exerted on the interface by
the counter-current gas flow. These shear forces slow down the liquid film
as the Froude number increases and hence decrease the associated inertial
forces; thereby, having a stabilizing effect on the interface. Depending on
the film thickness, this effect persists for Froude numbers up to 1.25 and 1.4,
respectively (Fig. 4.8). Beyond that threshold, shear forces become dominant
and the temporal growth rate of linearly unstable modes increases again. It
is worth mentioning that this behaviour is not observed for very thin films
(δL < 0.026) as shear forces are immediately dominant in such systems;
therefore, leading to increasing growth rates with increasing Fr right away.
The observed variation of the temporal growth rates with increasing Froude
number is further accompanied by a shift of the wavelength λm associated
with the linearly most unstable mode. As the growth rate decreases, the lin-
early most unstable mode shifts towards lower wavenumbers, thereby lead-
ing to interfacial waves with increasing wavelength (Fig. 4.9). The opposite
trend occurs as Fr increases beyond the threshold value given above.
In general, both the temporal growth rate and the wavenumber of the lin-
early most unstable mode are lower in the current test case compared to the
reference case. The reason for this is the increased inertia of the liquid, which
resists any deviation from the base flow; thereby, slowing down the growth
of perturbations and ultimately stabilizing the system to some degree.
As in the reference case, the viscosity/density contrast of the two fluids
is the main driver for the instability in this test case. Velocity and stress
disturbances tangential to the interface provide the energy to the linearly









































Figure 4.9: Wavelength of the linearly most unstable mode scaled by the corres-
ponding relative film thickness, λm/δL, for the test case with density
contrast r = 100. (a) Full parameter space; (b) detailed view of the low-
Froude-number end of the parameter space.
most unstable mode throughout the investigated parameter space. Further-
more, a shear mode in the gas phase becomes linearly unstable for Froude
numbers ranging from 1.45 to 1.7 (for increasing film thickness) and exhibits
characteristics that are similar to the shear mode observed in the reference
case.
Likewise, the flow regimes in this test case are comparable to the ones
established in the reference case; yet, the loading curve is shifted towards
higher Froude numbers due to the increased inertia of the liquid phase
(Fig. 4.10). It is further apparent, that the difference between the phase velo-
city of the linearly most unstable mode and the zero interfacial velocity of
the corresponding undisturbed base flow, |cp − u0,int|, has become smaller
in the system with r = 100 as has been discussed in the previous section, cf.
Fig. 4.5.
spatio-temporal stability analysis Following the same approach
as in the reference case, the nature of the instability with respect to the C/A
dichotomy is determined using spatio-temporal Orr-Sommerfeld analysis
together with the quadratic approximation. The approximated values of the
absolute growth rates ω0,i are given in Fig. 4.11. Compared to the refer-
ence case, these results suggest that the increased density contrast stabilizes
the flow also in the spatio-temporal framework, especially in systems with
thicker films. The demarcation between convective and absolute instability
is thereby shifting towards the loading curve. In other words, absolute in-
stability becomes confined to a region of the parameter space that is more

























Figure 4.10: Phase velocity cp of the linearly most unstable mode for the test case
with density contrast r = 100. Zero phase velocity (dashed line) cor-
responds to a standing wave at the interface. For comparison, the dot-
































Figure 4.11: Absolute growth rate ω0,i in the parameter space of the test case with
density contrast r = 100; obtained by analytic continuation (QA) from
purely temporal quantities. The zero contour demarcates the trans-
ition between convective and absolute instability. The loading curve
is shown for comparison (dashed line).
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closely concentrated around the loading curve than in the reference case.
This behaviour seems to be in agreement with the work of Vellingiri, Tse-
luiko and Kalliadasis (2015), who suggest a connection between absolute
instability and the appearance of standing waves (loading).
Table 4.4 lists the results of the spatio-temporal Orr-Sommerfeld analysis
for selected scenarios together with the corresponding values obtained by
analytic continuation. It can be seen that also in this test case with r = 100,
Table 4.4: Selected scenarios of the test case with r = 100 studied in detail in the
spatio-temporal framework using linear theory and quadratic approxim-
ation.
Scenario δL Fr Rep We Method αr,0 αi,0 ω0,i
ST5 0.03 1.60 501 2.511
QA 13.12 0.22 1.1420
ST-OS 13.17 0.21 1.1424
ST6 0.08 3.00 940 8.829
QA 29.69 7.02 9.8713
ST-OS 29.40 6.28 9.8947
ST7 0.13 3.70 1159 13.430
QA 35.73 8.57 12.4063
ST-OS 35.59 8.47 12.4085
the quadratic approximation yields excellent agreement and is an appro-
priate technique to determine the spatio-temporal nature of the interfacial
instability.
4.2.2 Test case with r = 1000
The order-of-magnitude increase of the density contrast in the previous test
case has brought about some subtle changes in the dynamics of the counter-
current gas-liquid flow studied herein. Overall, the system with r = 100 is
qualitatively very similar to the reference case. In this second test case the
density contrast is increased further to study the dynamics under conditions
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that are more reflective of a real gas-liquid system. The updated system
parameters are
ρG = 1 kgm
−3, µG = 10 · 10−6 Pa s,
ρL = 1000 kgm
−3, µL = 500 · 10−6 Pa s,
γ = 1 · 10−3Nm−1, H = 0.01m,
which results in a density contrast of r = 1000. To accommodate for the as-
sociated increase of inertia in the liquid phase, the Froude number is varied
within the interval Fr ∈ [1.05, 13] in this test case, which gives an applied
pressure drop of 10.8 Pam−1 to 1657.9 Pam−1; with δL ∈ [0.02, 0.14], the
film thickness range remains the same as in the previous cases. As will be
demonstrated in the following discussion, the large density contrast in this
case leads to a complicated characterization of the instability, consisting of
competing and coalescing linearly unstable modes.
temporal stability analysis Looking at the temporal growth rates
of the linearly most unstable mode (Fig 4.12), the system behaves in a sim-

















































Figure 4.12: Temporal growth rate ωtempi,m of the linearly most unstable mode for the
test case with density contrast r = 1000. (a) Full parameter space; (b)
detailed view of the low-Froude-number end of the parameter space.
ing Froude number and reaches a local minimum at Fr ≈ 2.4. Beyond this
value, the growth rate increases again monotonically. The reason for this is
once more the relatively high inertia in the liquid phase at the low-Froude-
number end of the parameter space compared to the interfacial shear ex-
erted by the counter-current gas flow. As the gas flow rate increases with
Fr, so does the interfacial shear until it eventually becomes dominant and
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loses its stabilizing effect. It is worth pointing out, that the minima of ωtempi,m
are shifted towards higher Frounde numbers compared to the test case with
r = 100 and also cover the entire range of δL, which is due to the relative
increase in liquid inertia.
Like in the previous test case, the wavelength of the linearly most unstable
mode, λm, shifts during the variation of the temporal growth rate which oc-














































Figure 4.13: Wavelength of the linearly most unstable mode scaled by the corres-
ponding relative film thickness, λm/δL, for the test case with density
contrast r = 1000. (a) Full parameter space; (b) detailed view of the
low-Froude-number end of the parameter space.
demonstrates that the trends of λm/δL throughout the parameter space are
markedly different in the current test case. The abrupt changes in λm/δL,
which appear in various regions of the parameter space, underline the com-
plex dynamics of this high-density-ratio case. Confined regions of relatively
long waves emerge in the bottom corners of the parameter space (Fig. 4.13b),
whereas the wavelength changes drastically around Fr = 7.
These rich dynamics can be explained by looking at the dispersion curve
of representative points in the parameter space (Fig. 4.14). Contrasting the
previous cases with low and intermediate density contrast, it becomes ap-
parent that multiple modes are linearly unstable, which are coalescing and
competing with each other. It is this mode interaction that causes the com-
plex structures presented above. To identify the character of the unstable
modes, the energy budget of selected scenarios (Table 4.5) is analysed. The
mode characteristics for all other parameter sets in this test case are there-
after deduced by inspection.
Decomposition of the energy budget in scenario T6d (Fig. 4.14i) uncov-
ers three linearly unstable (active) modes. Consideration of the budget in














































































































































































































































Figure 4.14: Representative dispersion curves of the test case with density contrast
r = 1000. Solid lines: interfacial mode; dashed lines: shear mode in
gas layer; dotted lines: shear mode in liquid layer: dot-dashed lines:
internal mode. Bottom to top: Fr ∈ [2.5, 3.0, 7.5, 8.5]; left to right: δL ∈
[0.03, 0.08, 0.13]. The labels ’T6d’ etc. refer to the scenarios studied in
the energy-budget analysis and DNS.
Table 4.5: Scenarios of the test case with density contrast r = 1000 studied in detail
using linear theory and nonlinear direct numerical simulations (presen-
ted in Chapter 5). The definition of the scenario name, ReL and ReG is
given in § 4.1.1.
Scenario δL Fr We ReL ReG αr,m cp,m ω
temp
i,m
T6d 0.13 3.00 8.829 27261 36323 40.05 16.47 1.6853
T7d 0.08 7.50 55.181 3125 350800 161.90 0.82 8.8447
T8d 0.08 3.00 8.829 6166 48332 40.85 5.97 1.7662
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Table 4.6: Energy budgets of the linearly unstable modes in the scenarios invest-
igated in the test case with r = 1000 (see Table 4.5). The individual
terms have been scaled by the total rate of change of kinetic energy
(KINL +KING = 1).
Scenario α KINL KING DISSL DISSG REYL REYG NOR TAN
T6d 1.30 0.02 0.98 -0.01 -1.39 -0.04 2.42 0.00 0.02
T6d 6.20 1.00 0.00 -0.33 -0.01 1.31 0.02 0.00 0.01
T6d 40.05 0.51 0.49 -0.46 -31.37 -0.05 -4.82 -0.30 37.98
T7d 69.50 0.76 0.24 -0.31 -18.65 1.06 -3.67 -0.02 22.57
Table 4.6 (first three lines therein) reveals that the most unstable of these is
an interfacial mode and that the other two are shear modes associated with
either fluid layer. This conclusion is supported by the shape of the wave-
Reynolds stress profile in each case: the wave-Reynolds stress of the inter-
facial mode is localized near the undisturbed interface location (Fig. 4.15c),
while the wave-Reynolds stress of the two shear modes extends throughout
one fluid layer or the other (Fig. 4.15a and Fig. 4.15b). Regardless of the
chosen control parameters, the interfacial mode (third line in Table 4.6) is
always active across the parameter space of this test case (Fig. 4.14). The
shear mode (first line in Table 4.6) in the gas layer, on the other hand, is also
active for all values of δL but only above a minimum Froude number ran-
ging from 1.46 to 2.34 for increasing film thickness. Above this threshold, the
mode becomes stronger with increasing gas flow, though for thicker films
it exhibits slightly lower growth rates. The opposite trend is observed for
the wavenumber at maximum growth rate, which shifts towards lower val-
ues with increasing Fr and, generally, towards higher values in thicker films.
Contrasting the behaviour of the shear mode in the gas layer, the liquid layer
shear mode (second line in Table 4.6) is only active for films that are thick
enough (δL > 0.067). While this threshold value increases with increasing
Froude number, the maximum growth rate of this mode drops, thereby ren-
dering it less unstable for higher gas flow rates. Further complexity is added
to the system dynamics by the fact that the energy contribution to this par-
ticular mode due to tangential stresses at the interface becomes larger for
increasing Fr and reaches significant values (TAN ≈ 1). Eventually, TAN
becomes the dominant term but the contribution of REYL remains essential
to overcome the restoring effects in both phases. This combination of energy
74 linear stability analysis
















































































Figure 4.15: Wave-Reynolds stress profiles of the observed, linearly unstable modes
in the test case with density contrast r = 1000, corresponding to the
energy budget of scenario T6d and T7d in Table 4.6. (a) gas shear mode
(T6d, α = 1.30); (b) liquid shear mode (T6d, α = 6.20); (c) interfacial
mode (T6d, α = 40.05); (d) internal mode (T7d, α = 69.50).
sources driving the instability is also known as internal mode (Boomkamp
and Miesen 1996).
A further internal mode emerges at Froude numbers ranging from 5.21 to
5.55 for increasing δL, e.g. Fig. 4.14d or scenario T7d (fourth line in Table 4.6,
its wave-Reynolds stress profile is shown in Fig. 4.15d). As this mode grows
stronger with higher gas flow rates, the wavenumber αr,m at its maximum
growth rate shifts towards lower values (compare Fig. 4.14d and 4.14a). Fur-
thermore, this mode starts to coalesce with the dominant interfacial mode,
leading to a second ‘hump’ in the dispersion curve of the interfacial mode
(Fig. 4.14e). During the formation of this second hump, the dispersion curve
broadens with the position of maximum growth rapidly shifting towards
higher wavenumbers (shorter wavelenghts) as Fr increases (Fig. 4.13a). Yet,
at the same time the growth rate increases only slightly, resulting in the
plateau-like region at moderate Froude numbers observed in Fig. 4.12a. For
even higher Fr, the coalescing internal mode undergoes a change in identity
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itself and forms a second active interfacial mode, thereby effectively ‘split-
ting’ the initial dispersion curve into two separate ones (Fig. 4.14b and 4.14c).
Although mode coalescence occurs throughout the entire range of investig-
ated film thicknesses, the described splitting of the dispersion curve is not
observed for low values of δL (Fig. 4.14a). It is further worth mentioning that
additional modes can become unstable, which are, however, mostly tempor-
arily active and thus of minor significance.
The multitude of active and coexisting modes leads not only to mode
coalescence but also to a certain amount of mode competition in the cur-
rent test case. This mode competition mainly occurs at low Froude numbers,
where the growth rate associated with the interfacial mode is still compar-
atively low. The shear modes at low and high values of δL, on the other
hand, exhibit stronger growth and therefore constitute the linearly most un-
stable (dominant) mode, respectively (Fig. 4.14j and 4.14l). As Fr increases,
the interfacial mode picks up strength and supersedes the shear modes as
the dominating mode (Fig. 4.14g and 4.14i), which results in a jump of the
wavenumber αr,m associated with the maximum growth rate. This jump cor-
responds exactly to the sharp jumps in the in Fig. 4.13a at both low and high
values of δL.
The flow map for the high-density-contrast test case (Fig. 4.16) reflects





















































Figure 4.16: Phase velocity cp of the linearly most unstable mode for the test case
with density contrast r = 1000. (a) Full parameter space; (b) detailed
view of the low-Froude-number end of the parameter space. Zero
phase velocity (dashed line) corresponds to a standing wave at the inter-
face. For comparison, the dotted line gives the zero interfacial velocity
in the undisturbed base flow (u0,int = 0).
competition and a changing dominant mode, the phase velocity changes
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drastically due to the jump of the wavenumber αr,m associated with the lin-
early most unstable mode. For low Froude numbers, this leads to an ‘island’
of upward-travelling disturbances amidst the sea of downward-travelling
waves at the thin-film end of the parameter space (Fig. 4.16b), while a re-
gion of comparatively slow waves occurs at the high-film-thickness end. Fig-
ure 4.16a further shows that the curve of zero interfacial velocity obtained
from the undisturbed base flow coincides with the loading curve (with ex-
ception of the island region). For high density ratios, the phase velocity of
the (linearly) most unstable mode can thus be well approximated with in-
formation from the base flow (u0,int) alone, whereby the accuracy of the ap-
proximation generally increases with increasing density contrast. However,
one should keep in mind that in systems with mode competition the differ-
ence |cp − u0,int| may still be significant, cf. Fig. 4.5 and the island region in
Fig 4.16a.
spatio-temporal stability analysis The rather complex dynam-
ics observed in the temporal stability analysis also affect the spatio-temporal
nature of the instability and its characterization. In fact, the mode compet-
ition and mode coalescence between the multiple unstable modes hinders
the mapping of convective and absolute instability with the (semi)-analytical
methods employed herein. Even for individual cases, it is arduous and diffi-
cult (at best) to correctly interpret the results of the standard Orr-Sommerfeld
analysis using the Briggs-Bers criterion; also the effectiveness of the quad-
ratic approximation reaches its limits in this test case. To study this mani-
festation of the instability, alternative techniques, such as linearized DNS
(Ó Náraigh, Spelt and Shaw 2013) (wherein the linearized equations of mo-
tion are solved as a Cauchy problem, but still within the framework of the
Orr-Sommerfeld linear operators) or construction of series solutions of the
underlying stability problem (Barlow, Helenbrook, Lin et al. 2010; Barlow,
Weinstein and Helenbrook 2012; Barlow, Helenbrook and Weinstein 2015),
might be more suitable. Hence, a detailed investigation of C/A transition
for this test case will be left to future work.
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4.3 variation of viscosity contrast
After having discussed the effects of density contrast variations on the in-
terfacial dynamics in detail, it is of further interest to explore how changes
of the viscosity contrast affect the instability. Even though the viscosity con-
trast in the reference case is reflective of a real system (air-water), technically
relevant applications are also operated with liquids of higher viscosity, like
aqueous monoethanolamine solution for carbon capture or refining of crude
oil. To characterize the influence of such liquids on the stability of the inter-
face relative to the reference case, the viscosity contrast is increased by one
order of magnitude to m = 500 in this test case. The updated system para-
meters therefore read:
ρG = 1 kgm
−3, µG = 10 · 10−6 Pa s,
ρL = 10 kgm
−3, µL = 5000 · 10−6 Pa s,
γ = 1 · 10−3Nm−1, H = 0.01m.
The investigated parameter space is the same as in the reference case, which
covers a relative film thickness ranging from 0.02 to 0.14 as well as a Froude
number in the interval Fr ∈ [1.05, 1.55].
temporal stability analysis The temporal growth rates of the lin-
early most unstable mode are given in Fig. 4.17a and it becomes apparent
that the increase of the viscosity contrast significantly decreases ωtempi,m com-
pared to the reference case and therefore stabilizes the interface; however,
the system remains inherently unstable. Similarly, the most unstable mode
is primarily associated with the Yih mechanism, which is characteristic for
viscosity-contrasted flows. The wavelength λm of that mode, however, does
not change markedly throughout the parameter space, with the exception
of a region in the upper left corner where it increases drastically (Fig. 4.17b).
The reason for this jump is an active shear mode in the gas phase that has
also been observed in the reference case (Fig. 4.2b). While only subordinate
in the reference case, that shear mode becomes dominant in the current test
case above a certain Froude number as the Yih-mode (interfacial mode) is
severely damped. The shear mode itself becomes linearly unstable at slightly







































Figure 4.17: Results of the linear stability analysis for the test case with viscosity
contrast m = 500. (a) Temporal growth rate ωtempi,m of the linearly
most unstable mode; (b) wavelength of the linearly most unstable mode
scaled by the corresponding relative film thickness, λm/δL.
lower Froude numbers compared to the reference case, ranging from 1.425
to 1.475 for increasing film thickness.
Like the temporal growth rate, the phase velocity of the linearly most
unstable wave decreases significantly with the order-of-magnitude change
of the viscosity contrast; however, the position of the loading curve is not
























Figure 4.18: Phase velocity cp of the linearly most unstable mode for the test case
with viscosity contrast m = 500. Zero phase velocity (dashed line) cor-
responds to a standing wave at the interface. For comparison, the dot-
ted line gives the zero interfacial velocity in the undisturbed base flow
(u0,int = 0).
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spatio-temporal stability analysis The stabilizing effect of the
increased viscosity contrast (compared to the reference case) is also seen
in the spatio-temporal framework, where the response of the system to an
























Figure 4.19: Absolute growth rates ω0,i in the parameter space of the test case
with viscosity contrast m = 500; obtained by analytic continuation
(QA) from purely temporal quantities. The zero contours demarcate
the transition between convective and absolute instability. The loading
curve (dashed line) is shown for comparison.
demarcation between convective and absolute instability changes thereby
only slightly, with exception of the upper left corner of the parameter space.
There, the dominant shear mode renders the system convectively unstable,
leading to an extension of the corresponding region.
4.4 variation of surface tension
It is known that surface tension is a strongly stabilizing component in the
type of flow studied herein. The response of the system to an increase of
the surface tension is therefore to a certain degree predictable. However,
a linear stability analysis is still carried in order assess the exact effect of
surface tension on the interfacial dynamics, especially with respect to mode
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competition, developing flow regimes as well as C/A transition. The system
parameters employed in this test case are the following:
ρG = 1 kgm
−3, µG = 10 · 10−6 Pa s,
ρL = 10 kgm
−3, µL = 500 · 10−6 Pa s,
γ = 10 · 10−3Nm−1, H = 0.01m.
temporal stability analysis As anticipated, the temporal growth
rates ωtempi of the instability, associated with the interfacial mode, decrease
across the entire parameter space with higher surface tension (Fig. 4.20a)
and the dispersion curves of that mode shift considerably towards lower
values of α, leading to longer waves developing on the interface (Fig. 4.20b).










































Figure 4.20: Results of the linear stability analysis for the test case with surface ten-
sion γ = 10 · 10−3Nm−1. (a) Temporal growth rate ωtempi,m of the lin-
early most unstable mode; (b) wavelength of the linearly most unstable
mode scaled by the corresponding relative film thickness, λm/δL.
case, it is generally lower than the decrease observed in the test case with
increased viscosity contrast. Just as in the previous test case, damping of the
interfacial mode produces the shear mode in the gas phase as the dominant
mode in the upper left corner of the parameter space, which in turn causes
a jump in the wavenumber associated with the most unstable mode.
Regarding the developing flow regimes, it becomes apparent that the in-
crease in surface tension shifts the loading curve towards higher Froude
number (Fig. 4.21), thereby delaying the onset of flooding.
























Figure 4.21: Phase velocity cp of the linearly most unstable mode for the test case
with surface tension γ = 10 · 10−3Nm−1. Zero phase velocity (dashed
line) corresponds to a standing wave at the interface. For comparison,
the dotted line gives the zero interfacial velocity in the undisturbed
base flow (u0,int = 0).
spatio-temporal stability analysis The response of the system
to the order-of-magnitude change in surface tension seen in the temporal
analysis is also present in the spatio-temporal framework, where the abso-
lute growth rates are notably reduced (Fig. 4.22). The regions of convective
instability at the low-Froude-number and low-film-thickness end expand
thereby to higher values of Fr and δL, respectively.
4.5 summary of most important results/trends
Given the wide range of parameters covered in the presented study as well
as the complex interfacial and related system dynamics that have been ob-
served, the most important findings are summarized as follows:
• Temporal stability analysis reveals several coexisting linearly unstable
modes (interfacial, shear, internal)
• Mode competition and coalescence between these modes affect the sys-
tem dynamics significantly, especially in the high-density-contrast re-
gime

























Figure 4.22: Absolute growth rates ω0,i in the parameter space of the test case with
surface tension γ = 10 · 10−3Nm−1; obtained by analytic continuation
(QA) from purely temporal quantities. The zero contours demarcate
the transition between convective and absolute instability. The loading
curve (dashed line) is shown for comparison.
• Absolute instability occurs over a wide range of gas and liquid flow
rates
• Typical flow regimes (counter-current, onset of flooding) are identi-
fied using information about the direction of propagation of interfacial
waves
• A standing wave (loading curve) characterizes the demarcation between
these flow regimes
• Increases in density and viscosity contrast as well as surface tension
stabilize the interfacial mode; thereby, promoting mode interaction
and convective instability
5
N O N L I N E A R D Y N A M I C S
Despite the wealth of insight gained into the system behaviour of counter-
current gas-liquid flows by means of linear stability analysis in the previous
chapter, linear theory captures the characteristics of infinitesimally small
perturbations only. To study the evolution of these disturbances up to finite
amplitudes, direct numerical simulations are performed using the in-house
solver described in § 3.3. However, given the wide range of parameters in-
volved in the system dynamics as well as the high computational cost associ-
ated with DNS, studying the evolution of interfacial waves in the nonlinear
regime will be limited to selected scenarios of the reference case and the
test case with r = 1000, respectively. Where appropriate, the development
of both the temporal and the spatio-temporal instability will be investigated.
For simulations of the former, initial perturbations are introduced at the
interface in the form
η (x, t = 0) = δL +A0
N∑
n=1
cos (αnx+ϕn) , (5.1)
where A0 is some small initial amplitude (herein A0 = 1 · 10−3 ), N is the
number of linearly unstable modes initialized, αn = n (2π/Lx) is the (stream-
wise) wavenumber of these modes and ϕn is a random phase. Note that the
length of the computational domain Lx depends on the wavelength of the
initialized modes due to the implemented periodic boundary conditions in
streamwise direction. Although these boundary conditions do not reflect the
behaviour of a real system, it is appropriate to consider this setup as it al-
lows for a rigorous comparison of the DNS results with linear theory as well
as the unambiguous results of the Fourier transform taken of the interface
at finite times (Ó Náraigh et al. 2014). On the other hand, simulations cap-
turing the instability in the spatio-temporal framework are initialized with
Parts of this chapter have been published in: Schmidt, P. et al. (2016). ‘Linear and nonlin-




a single Gaussian pulse at the otherwise flat interface. In these simulations,
the computational domain does not depend on the initial perturbation and
can be chosen freely. However, due to the periodic boundary conditions in
streamwise direction, the domain has to be long enough to sufficiently delay
contamination of the pulse source by the developing instability.
In the following sections, the results obtained by the numerical solver
will be rigorously compared against linear (temporal and spatio-temporal)
theory and, where applicable, its nonlinear counterpart. Furthermore, the
nonlinear dynamics of the respective gas-liquid system will be investigated
and characterized in the different flow regimes established in the previous
chapter.
5.1 direct numerical simulations of the reference case
The reference case with its simplified system dynamics, i.e. essentially no
mode competition and coalescence, provides an ideal and unambiguous
benchmark for direct numerical simulations. The applied system parameters
are thereby the following:
ρG = 1 kgm
−3, µG = 10 · 10−6 Pa s,
ρL = 10 kgm
−3, µL = 500 · 10−6 Pa s,
γ = 1 · 10−3Nm−1, H = 0.01m,
resulting in a density ratio of r = 10 and a viscosity ratio of m = 50.
5.1.1 Temporal stability
Concerning the simulation of the interfacial instability in the temporal frame-
work, the same scenarios as discussed in § 4.1.1 are used. Table 5.1 gives an
overview of the relevant parameters (see also Table 4.1). The simulations
are thereby initialized by setting the wavenumber αn in Eq. (5.1) equal to
the linearly most unstable mode αr,m of the respective scenario. Figure 5.1a
shows the L2-norm of the wall-normal velocity perturbation ||w||2 over time
for scenario rT1d and it can be seen that the disturbance grows with the rate
ω
temp
i predicted by Orr-Sommerfeld theory. Comparing the streamfunction
ψj (z) at the crest of the developing wave also yields excellent agreement
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Table 5.1: Scenarios of the reference case studied in detail with respect to temporal
instability using nonlinear direct numerical simulations, cf. Table 4.1. The
scenario names are defined in the same table.







1.157 1.313 3.99 0.05 0.3662 0.3668
rT2s 1.179 1.363 4.29 0.00 0.4669 0.4634
rT3u 1.201 1.415 4.59 -0.05 0.5829 0.5790
rT4u 1.319 1.706 6.19 -0.30 1.4347 1.3806





















































Figure 5.1: Comparison of nonlinear DNS with linear theory by means of semi-
analytical Orr-Sommerfeld analysis for scenario rT1d. (a) L2-norm of
the wall-normal velocity perturbation illustrating the wave growth rate;
(b) Streamfunction normalized by the wave height at the position of the
wave crest at t = 4.2.
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(Fig. 5.1b). Also the other scenarios follow the theoretical predictions in an
equally convincing fashion as becomes apparent from the growth rates listed
in Table 5.1. It can further be seen in Fig. 5.1a that the wave initially grows
exponentially before nonlinear effects gain importance at about t = 8.0. Bey-
ond that point, wave growth slows down and eventually saturates, leading
to a steady nonlinear wave of constant amplitude travelling along the in-
terface. The nonlinear saturation occurs thereby almost immediately after
the period of exponential growth ends. This is because of the large separa-
tion in timescales between the linearly unstable fundamental mode and its
linearly stable harmonics. Because the harmonics are damped in the linear
theory, they become rapidly slaved to the fundamental, which in turn leads
to prompt saturation of the same.
Figure 5.2a depicts the early stage evolution of the interface up to satur-
ation for scenario rT1d, which represents the flow regime with downward-
travelling waves (cf. Fig. 4.4). In view of these results, it can be appreciated
that the developing interfacial wave moves indeed downwards as is pre-
dicted by linear theory. More insight into the flow features of this scenario
is given by Fig. 5.3a. Plotted in a fixed frame of reference, a large anticlock-
wise rotating recirculation zone, positioned on the ‘downwind’ side of the
wave, is revealed in the gas phase. This vortex is sandwiched between the
main flow of the gas and a thin layer of gas along the entire length of the
interface, which is dragged downwards by the liquid due to interfacial shear
stress. The liquid phase itself does not exhibit any major disturbances.
According to linear theory, the loading point of the reference system at
a relative film thickness of δL = 0.08 is reached by increasing the Froude
number to Fr = 1.179 (scenario rT2s, cf. Fig. 4.4). At that point, the phase
velocity of the wave vanishes as gravitational and lift forces on the wave
hump balance each other, resulting in a standing wave. The evolution of
this wave in its early stage is depicted in Fig. 5.2b. It can be apprehended
that the initial upward motion of the wave slows down after it is saturated
and eventually comes to a complete halt around the position last indicated
in the plot. As the system evolves further, the saturated wave begins to move
downwards with the bulk of the liquid (not shown here). This is attributed
to nonlinear effects, which lead to an anticipated deviation from the system
behaviour predicted by linear theory; however, it is worth mentioning that
the observed deviation is relatively small (cp = 0.0103). Linear theory gives






























































































































































































































































































































































































































































































5.1 direct numerical simulations of the reference case 89
therefore a good indication of the development and behaviour of the liquid
interface for the loading scenario (rT2s). In addition to the standing wave,
the increased Froude number leads to a decrease of the mean streamwise
velocity in the liquid, which in turn reduces the extent of the thin layer of
downward gas flow along the liquid interface; thereby, causing the gas-side
vortex to move closer to the interface. On the liquid side, contrary to the
scenario with downward-travelling wave, a small anticlockwise rotating vor-
tex emerges at the wave crest, indicating a region with negative (upwards)
streamwise velocity in the vicinity of the interface (Fig. 5.3b). This observa-
tion is in agreement with the results of Trifonov (2010a). Yet, the bulk of
the liquid, i.e. the region of the film between channel wall and wave trough,
remains largely unaffected.
By increasing the Froude number beyond the loading point, as in scenario
rT3u, shear on the wave body due to the enhanced gas flow overcomes the
gravitational forces, causing interfacial waves to travel upwards (Fig. 5.2c).
Similar to the previous scenarios, the developing wave saturates and forms
a coherent structure. However, with higher Froude numbers the general
trend of increasing growth rate and decreasing amplitude becomes apparent
(Fig. 5.4). Furthermore, the change of direction in which the interfacial wave


















Figure 5.4: Temporal evolution of the amplitude of the fundamental mode for all
investigated scenarios of the reference case
propagates leads to a more agitated liquid film, especially in the wave body
(Fig. 5.3c). Compared to scenario rT2s, an extended region of liquid near the
wave crest experiences upward movement with the wave body and becomes
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recirculated in an enlarged eddy. The bulk of the liquid, on the other hand,
essentially remains unaltered also in this scenario.
After having discussed the influence of the Froude number, i.e. gas flow
rate, on the gas-liquid flow in a qualitative manner so far, attention shall
now be given to a qualitative description of the nonlinear wave dynamics.
To understand the genesis of these, we compute the amplitude of the Four-
ier modes of the interface height for each time step. The amplitudes of the
first three harmonics are shown in Fig. 5.5a. Matching the rate given by
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Figure 5.5: Comparison of the direct numerical simulation with weakly nonlinear
theory for the scenario of the reference case with downward-travelling
wave (rT1d). (a) Amplitude of the Fourier modes of the interface height.
The wave number α = 3.99 corresponds to the linearly most unstable
mode obtained by Orr-Sommerfeld analysis. (b) Stuart-Landau equation,
eq. (5.2), fitted to the fundamental mode.
Orr-Sommerfeld theory, the first harmonic (α1 = αr,m = 3.99) grows ex-
ponentially fast at the beginning. At the same time, the higher harmonics
(α2 = 7.98,α3 = 11.97) are linearly stable, as predicted by the same the-
ory. However, these harmonics eventually also undergo exponential growth,
whereat the nth harmonic grows at a rate nωtempi (α1). As time goes by, the
growth rate of all harmonics decreases and the amplitudes saturate simul-
taneously. It is thus apparent that the dynamics of the higher harmonics are
‘slaved’ to the first harmonic. This temporal development of the amplitudes
is perfectly consistent with weakly nonlinear theory (Barthelet, Charru and
Fabre 1995). Using this theory, one can also model the temporal develop-
ment of the first harmonic using the Stuart-Landau (SL) equation (Landau
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1944; Stuart 1958). Including up to quintic-order terms of the complex Four-




2 = µ1 |Aα1 |
2 + µ2 |Aα1 |
4 + µ3 |Aα1 |
6 , (5.2)
where µ1 is twice the temporal growth rate 2ω
temp
i and µ2,3 is twice the real
part of the Landau coefficients (Schmid and Henningson 2001). These coef-
ficients have been fitted numerically for the different scenarios discussed
above and are listed in Table 5.2 together with the root mean square devi-
ation (RMSD) and R2-value of the best fit, illustrating the excellent agree-
ment between theory and direct numerical simulations. The negative value
Table 5.2: Landau coefficients (real part, fitted to DNS results) for the scenarios of
the reference case.
Scenario µ1 µ2 µ3 RMSD R2
rT1d 0.7344 -867.1 252355 1.1306 · 10−3 0.9932
rT2s 0.9290 -913.9 0 8.1751 · 10−4 0.9933
rT3u 1.1582 -1410.1 0 5.7185 · 10−4 0.9957
rT4u 2.7613 -5466.6 0 9.0486 · 10−4 0.9749
of µ2 confirms that the instability is saturating in all scenarios. For scen-
ario rT1d, the relatively large value of µ3 points towards a longer transition
phase, with decreasing growth rate of the wave amplitude, leading from the
initial stage of exponential growth to saturation in this scenario. In contrast,
the wave in scenario rT2s, rT3u and rT4u reaches its saturated state faster,
which is reflected by the vanishing of µ3 in Eq. (5.2). The comparatively low
R2-value in scenario rT4u can be explained by an overshoot of the amplitude
in the transition phase due to transient effects before the wave settles at a
stable equilibrium amplitude (Fig. 5.4).
In principle, the coefficients of Eq. (5.2) could be computed a priori. This
has been done for some fairly simple single-phase flows (Schmid and Hen-
ningson 2001). For two-phase flows, the calculations rapidly become very
complex and analytical progress is difficult. Therefore, the Stuart-Landau
equation, Eq. (5.2), is not used for a priori prediction, but rather as an explan-
ation and a theoretical description of the nonlinear saturation. In conclusion,
Fig. 5.5 and the surrounding discussion establish that the waves created via
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the linear-stability mechanisms saturate at finite amplitude. Given the two-
dimensional nature of the problem studied herein, the saturated travelling
waves can thus be regarded as the end point of the dynamics and no liga-
ment formation or droplet entrainment is encountered.
5.1.2 Spatio-temporal stability
As mentioned at the beginning, it is further possible to investigate the re-
sponse of the system to a small localized impulsive disturbance imposed
on the interface using the presented numerical solver. To study the spatio-
temporal stability of the reference system through DNS, the scenarios ST1
and ST4 are chosen (Table 5.3; see also Fig. 4.6 for complex dispersion rela-
tion of ST4 in the complex α-plane). Having been identified already in the
Table 5.3: Scenarios of the reference case studied in detail with respect to the evol-
ution of the spatio-temporal instability by means of nonlinear direct nu-
merical simulations.
Scenario δL Fr Rep We Method α0,r α0,i ω0,i
ST1 0.08 1.075 337 1.134
QA 3.34 -2.24 -0.0877
DNS - - <0
ST4 0.08 1.201 376 1.415
QA 4.72 1.02 0.5205
ST-OS 4.87 0.97 0.5221
DNS - - 0.5269
previous chapter as convectively and absolutely unstable, respectively, these
scenarios serve as benchmark for the simulation results.
The Gaussian pulse used as initial perturbation to the otherwise flat in-
terface in ST4 is centred around x0 = 16 with a height of 1 · 10−3 and a
standard deviation of 1 · 10−1. Growth of this perturbation at its source then
constitutes absolute instability. However, the developing disturbances will
inevitably contaminate the pulse source due to the implemented stream-
wise periodic boundary conditions. To delay this contamination sufficiently,
the channel length is set to Lx = 20. Using the pulse norm
n (x, t) =
(∫1
0
|w (x, z, t)|2 dz
)1/2
, (5.3)
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where w denotes the wall-normal velocity, the space-time plot in Fig. 5.6a
shows the temporal evolution of the perturbations along the streamwise co-



























































Figure 5.6: DNS results of the spatio-temporal stability in scenario ST4. (a) Space-
time plot of the pulse norm n (x, t) (initial disturbance located at x0 =
16); (b) Growth of the disturbance at the source and comparison with the
predicted value from the complete spatio-temporal Orr-Sommerfeld the-
ory (ST-OS). The comparison is valid only at intermediate times: there
are transient effects at short times as the ST-OS theory is only valid
asymptotically, while at late times, finite-size effects spoil the compar-
ison.
pulse is convected upwards, which is in accordance with the results from
linear theory that indicate spatial growth of the disturbance in upstream
direction for α0,i < 0. This upward motion triggers a pressure disturbance
moving ahead of the pulse, which is visible on the left-hand side of Fig. 5.6a.
However, this ‘shock’ decays sufficiently before it re-enters the computa-
tional domain, thus avoiding early contamination of the instability source.
Further information from this plot is extracted in Fig. 5.6b, where the growth
of the instability at its source is given. After an initial transient period, the
growth rate of the instability follows the value predicted by ST-OS and QA
closely (Table 5.3), therefore validating the DNS results. Thereafter, a second,
more violent, pressure shock develops as a result of two merging waves at
t ≈ 11.5 (Fig. 5.7) and travels upwards to eventually contaminate the pulse
source at around t = 14.0 (disturbances on the right-hand side of Fig. 5.6a).
Overall, the simulation shows clearly that the disturbance on the interface
develops in both up- and downstream direction, which is one of the main



































































Figure 5.7: Evolution of the disturbed interface for scenario ST4. (a) t = 0.0; (b)
t = 3.6; (c) t = 7.2; (d) t = 10.8.
5.2 dns of the test case with r = 1000
Given the complex behaviour of the test case with r = 1000 that has been
revealed by Orr-Sommerfeld analysis, it is not only of interest to investigate
the (nonlinear) evolution of the temporal instability in that system but also
an excellent opportunity to further test the performance of the in-house
solver under more demanding conditions. To that end, a direct numerical
simulation of scenario T8d (see Table 4.5) is performed with the following
system parameters:
ρG = 1 kgm
−3, µG = 10 · 10−6 Pa s,
ρL = 1000 kgm
−3, µL = 500 · 10−6 Pa s,
γ = 1 · 10−3Nm−1, H = 0.01m,
resulting in a density ratio of r = 10 and a viscosity ratio of m = 50. To
recover the respective flow conditions, the control parameters are set to δL =
0.08 and Fr = 3.0.
In scenario T8d, the system exhibits two distinct linearly unstable modes,
one long-wave shear mode and a short-wave interfacial mode (Fig. 4.14h),
which are accounted for during initialization, Eq. (5.1), by αREYG = 1.549 and
αTAN = 40.27, respectively. It is due to the short-wave nature of the interfa-
cial mode combined with the high inertia of the liquid phase that the flow
characteristics near the interface (Fig. 5.8) differ significantly from those ob-
served in the reference case. Unlike the scenarios presented in the previous
section, no prominent features, such as recirculation zones, emerge within


















































































































































































































































































































the wave train. However, a vortex layer with the familiar ‘cat’s eye struc-
ture’ develops at the demarcation between the bulk of the gas and a thin
gas layer dragged downwards by the liquid due to interfacial shear stress.
Thereby, the vortices are pinched between two consecutive high-pressure re-
gions, which are forming on the ‘upwind’ side of the short-wave crests. The
snapshot in Fig. 5.8c indicates that this vortex layer is unstable to second-
ary instability. Hence, the observed wave train should not be regarded as a
quasi-steady state.
Similar to the reference case, the nonlinear dynamics of the interfacial
mode appear to be consistent with Stuart-Landau theory, albeit these dy-
namics develop faster due to the higher growth rate of the associated first
harmonic (αTAN = 40.27). Evidence is provided in Fig. 5.9. Consistency with
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Figure 5.9: Spectral analyses confirming the relevance of the Stuart-Landau theory
for the test case with r = 1000. (a) Spectra in the spatial domain showing
the evolution of relevant wavenumber normal modes; (b) Power-spectral
density f(ω) in the frequency domain.
the Stuart-Landau theory is especially clear in the time-frequency domain;





w (x0, δL, t) e−iωrt dt
∣∣∣∣∣ , x0 = 0.007 (5.4)
is shown (T corresponds to the duration of the simulation). A well-defined
global maximum is observed at at ωr = 239.8, corresponding to the fre-
quency of the linearly most-unstable mode at α = 40.27 in the spatial do-
main. Successive maxima at ωr = n(239.8) with n = 2, 3, · · · indicate that
the harmonics of the most-unstable mode are slaved to the fundamental.
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The maxima in the power-spectral density function, although well defined,
are by no means sharp. The broadening of the maxima here is a sign that
the wave train is not strictly periodic, and that a very large number of fre-
quencies is present in the dynamics.Crucially, the broadness of the peaks is
a function of the simulation time: for longer simulations, more and more
frequencies come into play (although the same maxima remain dominant
throughout). This indicates the onset of chaos. Thus, the Stuart-Landau the-
ory manifests itself as the leading-order approximation to chaotic interfacial
dynamics, albeit that the wave train in Fig. 5.8 is subject to secondary in-
stability.
Other second-order effects are key to understanding the secondary in-
stability. The vortex layer in Fig. 5.8a is not steady but breaks down at later
times (Fig. 5.8c). In particular, a long-wave perturbation to the vortex layer
(wavelength on the domain scale) is seen to coincide with the significant
growth of the long-wave shear mode (Fig. 5.9a). Therefore, it would appear
that a complicated secondary instability sets in, involving a destabilization
of the vortex layer by perturbations that are fed by the long-wavelength
linearly unstable subdominant mode (subdominant in the sense that it is
linearly unstable but its growth rate is not as large as that of the most-
unstable mode). At this stage, individual waves steepen even further, up to
the point where wave overturning is imminent (Fig. 5.8b). Summarizing, it
is clear that secondary instability may inhibit the operation of the system in
a quasi-steady laminar state at high density ratios.

6
C O M PA R I S O N O F D N S A G A I N S T F I L M T H I C K N E S S
M E A S U R E M E N T S
In the previous chapter, the results of nonlinear direct numerical simula-
tions of various scenarios of the reference case and test case with high dens-
ity contrast (r = 1000) have been rigorously compared against linear and
weakly nonlinear theory. The demonstrated agreement is convincing and
gives confidence in the correctness of the results obtained by the in-house
solver (§ 3.3) employed herein. Complementing the benchmark set by linear
and weakly nonlinear theory, film thickness measurements of a real gas-
liquid system are used to further validate the solver regarding its capability
of capturing interfacial dynamics accurately. To this end, flow experiments
have been conducted using the setup developed by Kohrt (2012). Although
primarily designed to investigate falling film absorption (with and without
counter-current gas) and characterize the influence of textured surfaces on
liquid-side mass transfer (Kohrt et al. 2011), the setup can easily be exten-
ded to accommodate for film thickness measurements by means of the non-
intrusive light-induced fluorescence (LIF) technique.
6.1 experimental setup
Figure 6.1a shows a schematic of the experimental setup used to measure
the thickness of a falling film sheared by a counter-current gas flow. The
main component of this setup is the vertical test cell. Essentially a closed
chamber, it houses a 10 cm wide and 30 cm long stainless steel plate that
acts as the gas-liquid contactor (Fig. 6.1b). This contactor plate is thereby
wide enough so that the flow is not noticeably affected by the side walls of
the test cell. The plate is furthermore exchangeable and thus provides the
possibility to test surfaces with different textures. To facilitate such changes,
the test cell can be opened by removing the cover plate. In the current con-
text, a flat plate was used for the experiments to match the computational
domain of the flow solver. Regardless of the chosen texture, the upper end of
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Figure 6.1: (a) Schematic of the experimental setup for film thickness measure-
ments of counter-current gas-liquid flows using light-induced fluores-
cence (LIF). (b) Test cell during operation; shown without cover plate.
The flow-through cuvette to the right of the test cell is used for calibra-
tion of the camera signal.
the contactor plate acts as an overflow weir with the aim to achieve uniform
wetting at the beginning of the test section. The plate is furthermore wide
enough so that the effect of the side walls of the test cell on the development
of the liquid film is negligible. A frequency-controlled gear pump is used
to feed the liquid into the test cell. Before entering the test cell, the liquid
passes through a heat exchanger for temperature control as well as a Coriolis
mass flow meter (FIR01); after passing through the test cell, the liquid flows
back into the storage tank from where it is pumped back to the test cell. The
sensors TIR01 and TIR02 measure the inlet and outlet temperature of the
liquid. Compared to other experimental studies (e.g. Kapitza and Kapitza
1949; Liu, Paul and Gollub 1993; Park and Nosoko 2003), no external forcing
is applied at the liquid inlet. The interfacial instability thus develops freely
according to temporal linear theory (Orr-Sommerfeld analysis) and its non-
linear counterpart; thereby, allowing a comparison with periodic DNS. The
gas side of the experiment is also implemented as a closed loop, whereby
gas enters the test cell near the bottom to achieve flow counter-current to the
liquid film. A speed-controlled centrifugal fan delivers the required volumet-
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ric flow rate, which is determined using a pitot-static (Prandtl) tube (FCR03).
In contrast to the liquid, the temperature of the gas is not controlled; it is
measured at the inlet by sensor TIR02. During the experiment, data from
the sensors is saved at an acquisition rate of 4Hz.
To minimize vibrations transferred from the gear pump and centrifugal
fan to the liquid film, and thus unspecified external forcing, both compon-
ents are connected to the test cell with flexible tubing and have been moun-
ted to the experimental setup using vibration absorbers. Furthermore, care
has been taken to ensure that the liquid and gas flow to the test cell are con-
stant and contain no significant (periodic) fluctuations which could perturb
the liquid film. The fluctuations observed throughout the conducted exper-
iments are of random nature and can be attributed to measurement noise
(Fig. 6.2). These fluctuations amount to about 2.5% at the lowest flow rate
















































Figure 6.2: Typical fluctuations of the fluid streams delivered by the gear pump
and the centrifugal fan. (a) Liquid mass flow rate at the lowest setpoint
of ṁL = 0.47 · 10−3 kg s−1; (b) volumetric gas flow rate at the lowest
setpoint of V̇G = 1.69 · 10−3m3 s−1.
setpoint for each phase and decrease below 1% with increasing flow rates.
The working fluids used in the scope of this work are air and silicone oil
(XIAMETERr PMX-200 Silicone Fluid 10 CS). The silicone oil was chosen as
it is practically non-volatile and, more importantly, exhibits good wettability
even at low flow rates. Furthermore, a variety of optical measurement tech-
niques have been used successfully in combination with silicone oils (Moran,
Inumaru and Kawaji 2002; Al-Sibai 2005; Lel et al. 2005).
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6.2 principle of film thickness measurements
Information about the local thickness of the liquid film can be obtained by
means of light-induced fluorescence (LIF). This technique is based on the
characteristic of certain substances, so-called fluorophores, to absorb light (or
other electromagnetic radiation) and emit it again at a different wavelength.
Generally, the valence electrons of atoms or molecules can transition from
the energetically preferred ground singlet state S0 to an excited singlet state
S1 by absorbing photons of specific wavelengths; the electrons may thereby



































Figure 6.3: (a) Jablonski diagram illustrating the electronic states of a molecule and
the transitions between them during the fluorescence process; straight
lines represent radiative transitions, wavy lines non-radiative trans-
itions. (b) Absorption (dotted line) and emission (solid line) spectrum
of Coumarin 152a dissolved in silicone oil; the shaded area shows the
wavelength range detected by the CCD camera.






where h is the Planck constant, c0 is the speed of light and λ is the wavelength
of the absorbed photon. However, each of these possible transitions takes
place with a given probability, which gives rise to an absorption spectrum
that is specific for each substance (dotted line in Fig. 6.3b). The maximum
of the spectrum corresponds thereby to the electron transition that is most
likely to occur. Immediately after excitation, electrons on higher vibrational
levels of the excited state dissipate some of their energy non-radiatively in
form of heat to reach the (favoured) lowest vibrational level of S1 (Kasha
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1950), represented by wavy lines in Fig 6.3a. This process is called vibrational
relaxation and occurs within picoseconds (Jaffe and Miller 1966). For most
substances, the further relaxation to the ground state S0 usually also oc-
curs through dissipation of excess energy. Fluorophores, on the other hand,
relax by emitting electromagnetic radiation in form of visible light over a
period of nanoseconds; a phenomenon known as fluorescence (straight lines
in Fig 6.3a). Similar to the excitation, the electrons can thereby transition to
any vibrational level of the ground state, whereby photons with a corres-
ponding ∆E are emitted. However, this ∆E is smaller than the amount of
energy initially absorbed, which leads to the emission of light at a higher
wavelength. The resulting emission spectrum (dotted line in Fig. 6.3a) is
usually a mirror image of the absorption spectrum around its maximum
as the corresponding electron transitions are the most likely to occur, cf.
Franck-Condon principle (Franck 1926; Condon 1926, 1928). The shift of the
emission spectrum, also called Stokes shift, is exploited in the measurement
technique used to determine the thickness of the liquid layer. Using an ap-
propriate bandpass filter, the light employed to excite the fluorophore and
any other background light can be blocked so that only the fluorescent light
is detected by a sensor. It is important to detect the fluorescent light with
as little contamination as possible as its intensity IF can be related to the
thickness of the liquid film.
The intensity of the light emitted by a given fluorophore dissolved in the
liquid is directly related to the intensity of the light Iabs it absorbed:
IF = ΦIabs, (6.2)
with the quantum yield Φ as a measure for the emission efficiency of the
fluorophore. Further, the attenuation of the incident light due to absorption






where I0 is the intensity of the incident light, ελ is the wavelength-dependent
molar attenuation coefficient of the fluorophore in solution and cF its molar
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concentration. By combining Eq. (6.2) and (6.3), a theoretical expression for






It is now apparent that for a given fluorophore at I0, the intensity of fluor-
escent light depends on the concentration of the used fluorophore as well
as the thickness of the solution. The metrological utilization of this depend-
ence is twofold: (i) determining the concentration at a constant layer thick-
ness (Münsterer and Jähne 1998; Baumann and Mühlfriedel 2001; Grimm,
Mühlfriedel and Baumann 2002) or, vice versa, (ii) determining the layer
thickness at a constant concentration (Liu, Paul and Gollub 1993; Adomeit
and Renz 2000; Alekseenko, Antipin et al. 2005; Ausner 2006; Kohrt 2012).
Equation (6.4) also illustrates the indirect and non-intrusive nature of the
measurement technique.
For the experiments conducted in the scope of this work, Coumarin 152a
(C14H14F3NO2) was used as fluorophore and dissolved in the silicone oil;
thereby, a mass fraction of ξ ≈ 0.22mgg−1 provides a sufficient intensity of
the fluorescent light without altering the material properties of the silicone
oil (Kohrt 2012). The absorption spectrum of the fluorescent dye exhibits
excitation maxima at λex,1 = 406nm and around λex,2 = 290nm, while
the maximum of the emission spectrum is at λem = 440nm. As excitation
source, a conventional UV light (’black light’) with a wavelength ranging
from 315nm to 380nm and an intensity maximum at 365nm was used. A
450nm bandpass filter with a bandwidth of 40nm (transmission > 85%)
mounted to a CCD camera (Allied Vision Marlin F-033B, 1/2 inch sensor)
ensures that only the emitted fluorescent light is detected. Given the amount
of fluorescent dye dissolved in the oil, the exposure time of the camera has
to be chosen in such a way that sufficient light for an accurate analysis is
captured. If the exposure time is too short, the captured intensity is too
low for an accurate calibration of the method as the signal-to-noise ratio
increases. On the other hand, a too-long exposure time results in a blurred
image, where the structure of the interface is resolved insufficiently. Given
this trade-off, the exposure time of the camera was set to 10ms in the ex-
periments. During this time, the naturally excited waves propagate about
1.415 · 10−3m downstream (estimate based on linear stability analysis).
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calibration As with every measuring techniques, it is necessary to cal-
ibrate the system to establish the exact relation between the film thickness
and the intensity of the fluorescent light. To that end, a 60mm long flow-
through cuvette consisting of two channels is connected to the liquid loop
and mounted next to the test cell (Fig. 6.1b). The height of these channels
increases gradually between the cuvette inlet and outlet due to an imposed
inclination of 1.5° and 5.1°, respectively. A sectional view of the cuvette ex-
posing the geometry of the channel with 1.5° inclination is shown in Fig. 6.4





Figure 6.4: Sectional view (not to scale) of the flow-through cuvette exposing the
geometry of one of the channels (1.5° inclination) used for calibration of
the light-induced fluorescence technique. A second channel in parallel
with an inclination of 5.1° (left of the dashed line; analogous geometry)
is used to determine the position of zero fluid depth xpix,0.
the shape of the channels results in two regions with a well-defined fluid
depth over the length of the cuvette (0mm to 1.8mm and 5.2mm, respect-
ively), which are used to determine a relation between fluorescence intensity
and film thickness, i.e. the calibration function dL = f(IF). Being connected
to the liquid loop in parallel to the test cell, a small fraction of the liquid
flow rate bypasses the same and flushes the flow-through cuvette during
the experiment; thereby, ensuring that degradation of the fluorophore over
time, known as photobleaching, is accounted for during the calibration. Fur-
thermore, the data used for calibration and those for analysing of the film
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profile are collected simultaneously under the same operational conditions,
which reduces the risk of introducing systematic error during calibration.
The actual calibration uses 60 fluorescence images of the liquid film and
the flow-through cuvette that are taken over the course of 60 s for each set-
point. Each frame is adjusted for the background noise to increase its signal-
to-noise ratio. Subsequently, the pixel intensities of the two channels in the
flow-through cuvette are extracted and spatially averaged over the respect-
ive channel width, which compensates non-uniform illumination of the cu-
vette. To account for temporal variations over the measurement period, the
averaged intensities of all recorded images are then used together to estab-
lish for each channel a relation between the vertical pixel coordinate and




(Fig. 6.5). These relations are




















Figure 6.5: Representative relations between vertical pixel coordinate and the cor-
responding pixel intensity for the inclined channels of the flow-through
cuvette.
expected to be linear for small fluid depth dL and low concentrations of
fluorescent dye dissolved in the oil, cf. Eq. (6.4). The intersection of the two
trend lines gives the vertical pixel coordinate xpix,0 at which the fluid depth
dL in both cuvette channels equals zero. Naturally, one would also expect
a vanishing pixel intensity at that point. However, background fluorescent
light, which is mainly due to other fluorescent objects in the system, leads
to the intensity offset seen in Fig. 6.5. Given that the length and inclination
of the channels are known, the fluid depth at a given pixel coordinate xpix
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that is used to
determine the thickness of the film in the recorded fluorescence images.
6.3 experimental results
The results presented in this section are part of a test campaign, which com-
prises a total of 16 experiments covering four different setpoints for the
liquid mass flow rate, ṁL = {0.47, 0.83, 1.32, 1.95} · 10−3 kg s−1, and four dif-
ferent setpoints for the volumetric gas flow rate, V̇G = {1.69, 1.85, 2.02, 2.47} ·
10−3m3 s−1. Depending on the respective temperature and atmospheric
pressure at which the experiments were carried out, these flow rates result
in a liquid Reynolds number ReL ∈ [0.51, 2.11] and a gas Reynolds number
ReG ∈ [2046, 3102], respectively. Considering the amount of computational
resources needed to run a direct numerical simulation of the air-oil system
under relevant conditions (19900 CPU hours for the results presented be-
low), only one of the experiments is compared with results from DNS. The
main limitation for the simulation is (the transition to) turbulence in the
gas phase. In single-phase channel flow, the critical Reynolds number at
which the transition to turbulence starts is between 2100 and 3600 (Gnielin-
ski 2006). Therefore, the lowest volumetric gas flow rate is selected for the
simulation. Besides full-scale DNS, i.e. simulation of turbulent conditions,
the thickness of the liquid film sets the requirements for the spatial resolu-
tion of the computational domain. With this in mind, the simulation is thus
run for the highest liquid mass flow rate, which corresponds to a Nusselt
film thickness of dN = 0.398mm.
6.3.1 Quality of LIF data
Before comparing the simulation results with the experimental data, the
quality of the fluorescence images shall be assessed. As mentioned earlier,
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the experimental setup used was designed by Kohrt et al. (2011) to study the
influence of textured surfaces on interfacial mass transfer. As those experi-
ments are performed slightly above atmospheric pressure, the cover plate
of the test cell, which is made of acrylic glass, is about 2 cm thick in order
to withstand the necessary gasket stress. However, the acrylic glass absorbs
the UV light that is meant to excite of the fluorescent dye to a certain extent.
Following Eq. (6.4), this in turn reduces the intensity of the emitted fluor-
escent light. To attain an intensity level that is sufficient for the analysis of
the film interface while keeping the exposure time, and thus the blurring of
the image, to a minimum at the same time, the camera was operated with
a high gain of 19.4 dB; thereby, increasing amongst others the noise level of
the signal. Since the accuracy of the method to determine the film thickness
depends directly on the intensity of the fluorescent light, the attenuation of
the same by the cover plate will be illustrated in the following.
To provide a basis for comparison, a supplementary falling film experi-
ment with the highest mass flow rate of the test campaign described above,
ṁL = 1.95 · 10−3 kg s−1, has been conducted while the test cell was open, i.e.
without the cover plate and therefore without gas flow. Fluorescence images
of the film under the respective conditions (counter-current gas flow and
free surface) are given in Fig. 6.6. In both cases the exposure time was kept
at 10mswhile the camera gain was reduced from 19.4 dB for the experiment
with the closed test cell to 1.8 dB in the case without cover plate. It becomes
thus apparent that the comparatively high gain, which is needed to com-
pensate the attenuation of the UV light caused by the cover plate, introduces
a considerable amount of noise. This noise manifests itself as the graininess
visible in Fig. 6.6a. Besides this qualitative difference of the images, the ef-
fect of the cover plate can be quantified by extracting the respective pixel
intensities in streamwise direction. These intensity profiles, taken along the
vertical lines in Fig. 6.6, are given in Fig. 6.7. Several things become obvious
in these plots: (i) the intensity detected by the camera is not constant in x-
direction, (ii) the data of the experiment with cover plate (Fig. 6.7a) contains
a considerable amount of noise and (iii) the intensity level differs greatly
between the two experiments. The first point is due to the fact that the cam-
era is focussed on the region of the film where the waves are saturated and
form a steady wave train (marked by the dashed lines in Fig. 6.7). In fact, in
the respective region the intensity is constant. The high level of noise in the
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(a) (b)
Figure 6.6: Fluorescence image of the liquid film with ReL = 2.11 for different ex-
perimental setups. (a) Closed test cell with counter-current gas flow,
ReG = 2132; (b) open test cell without cover plate, free surface (ReG = 0).
The scale in (a) is in centimetre and is valid for both figures. The ver-
tical lines show the position of the respective saturated periodic wave
train analysed in detail and further indicates the region of focus of the
camera.
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Figure 6.7: Fluorescent light intensity profile of a liquid film with ReL = 2.11 for
different experimental setups. (a) closed test cell with counter-current
gas flow, ReG = 2132; (b) open test cell without cover plate, no gas flow.
The dashed lines indicate the section of the respective film profile with
saturated periodic waves and the region of focus of the camera.
experiment with cover plate, on the other hand, is clearly associated with the
high camera gain used during that experiment, as becomes now apparent
from the above plots. Lastly, the difference in the intensity levels reflects the
attenuation of the UV light by the acrylic glass cover plate and thus also the
reduction of the fluorescence light intensity. The average intensity ĪF in the
region of the saturated wave train drops thereby from 92.9 to 43.5, which is
a decrease of 53.8%. Hence, the enhanced camera gain does not compensate
the attenuation of the UV light.
Naturally, this attenuation also has to be accounted for during the calib-
ration of the measuring system. To that end, additional acrylic glass with
the same thickness as the cover plate is placed in front of the flow-trough
cuvette during the experiments with closed test cell. In case of the open test
cell, the attenuation caused by the wall of the cuvette itself is negligible as
its thickness is about 2mm only (Kohrt 2012). Applying the respective cal-




to the intensity profile then yields information
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about the layer thickness of the wave train in the two cases (Fig 6.8). Al-






























Figure 6.8: Profile of the saturated wave train on a liquid film with ReL = 2.11 for
different experimental setups. (a) closed test cell with counter-current
gas flow, ReG = 2132; (b) open test cell without cover plate, no gas flow.
The average film thickness d̄L of the respective wave train is given by
the dashed line while the dotted line indicates the Nusselt film thickness
dN.
though strictly only valid for an undisturbed falling film in which viscous
and gravitational forces are in equilibrium, the Nusselt film thickness (dot-
ted line in Fig. 6.8) provides a good indication also for the average thickness
(dashed line in Fig. 6.8) of a wavy falling film (i.e. no gas flow) at low Reyn-
olds numbers (Al-Sibai 2005). Furthermore, for counter-current gas-liquid
flows far from flooding conditions, the average film thickness is virtually
unaffected by the gas flow (Dukler, Smith and Chopra 1984; Zabaras and
Dukler 1988). The Nusselt film thickness is therefore used to estimate the ac-
curacy of the LIF method for both experimental setups (closed and open test
cell); thereby, quantifying the attenuation of the UV light further. In the case
without cover plate, the average thickness of the falling film in the region
of the saturated wave train has been measured with d̄L = 0.42mm, which
is about 5.5% above the theoretical value for that flow rate, dN = 0.398mm.
Contrasting this satisfactory agreement is the result of the experiment with
the closed test cell, which exhibits a deviation of 70% at an average meas-
ured film thickness of dN = 0.12mm (cf. Fig. 6.8a). Given this discrepancy,
it is obvious that the experiment with closed test cell cannot be used for
a quantitative comparison of the film profile with direct numerical simula-
tions due to the attenuation of the UV light by the acrylic glass cover plate.
Nonetheless, a qualitative comparison is viable and the results thereof will
112 comparison of dns against film thickness measurements
be presented in the following section. Yet, these findings have to be viewed
critically.
6.3.2 Comparison with DNS
A representative fluorescence image of the liquid interface for the counter-
current gas-liquid flow with ReL = 2.11 and ReG = 2132 is shown in Fig. 6.6a.
The wave structure becomes visible as differences in the intensity levels,
whereby wave crests appear brighter than wave troughs. Although sheared
by the gas flow, the structure of the interface is similar to that observed
in a simple falling film with a passive gas phase (Park and Nosoko 2003;
Nosoko and Miyara 2004; Kohrt 2012). Initially, the film remains flat and no
features are observed on the interface for the first 3 cm downstream of the
weir. However, the natural instability of the flow amplifies broad-banded
noise at the inlet in such a way that associated infinitesimally small perturb-
ations grow exponentially to form two-dimensional periodic waves which
correspond to the most unstable mode αm (Chang, Demekhin and Kalaidin
1996). These waves then become visible for x > 3 cm. The initial growth of
this primary instability is thereby successfully described by linear theory,
i.e. Orr-Sommerfeld analysis (Alekseenko, Nakoryakov and Pokusaev 1985).
The curved wave fronts seen in Fig 6.6 are caused by non-uniform wetting of
the substrate at the inlet, which is due to slight irregularities at the same. In
fact, the location where the liquid first flows over the weir matches the point
of the individual wave that is furthest downstream. As the liquid propagates
non-uniformly downwards it induces the curved nature of the developing
waves; thus the observed wave shape is unrelated to the instability of the
flow. As the amplitude continues to grow beyond the inception region of
the primary instability, nonlinear interactions start to become important and
the waves eventually saturate (x ≈ 6 cm), forming a steady finite-amplitude
wave train propagating downwards. Further downstream at x ≈ 11 cm a sec-
ondary instability emerges, which leads to a breakup of the wave train and
three-dimensional interfacial waves. The convective nature of the instability
together with the formation of a quasi-steady wave train allows to compare
the experimental results with those obtained from periodic direct numerical
simulations.
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During the falling film experiment with counter-current gas flow (i.e.
closed test cell), the mean temperature between inlet and outlet of the li-
quid was TL = 28.49 ◦C (setpoint temperature at 28.5 ◦C) over a measuring
period of 60 s, while the mean inlet temperature of the gas was measured
with TG = 25.81 ◦C. The atmospheric pressure patm was 968hPa. Under
these conditions, the material properties of the fluids are the following:
ρG = 1.1278 kgm−3, µG = 18.4864 · 10−6 Pa s,
ρL = 935 kgm
−3, µL = 9.2565 · 10−3 Pa s,
γ = 18.9 · 10−3Nm−1,
where the data for the liquid phase are taken from Kohrt et al. (2011) and the
values for the gas phase are obtained by linear interpolation of data taken
from Span (2006). Together with the flow rates ṁL = 1.95 · 10−3 kg s−1 and
V̇G = 1.69 · 10−3m3 s−1, these values give the parameters that govern the
direct numerical simulation of the system:
δL = 0.0306, Fr = 1.0863,
r = 829, m = 501,
We = 0.1167, Reg = 283.16,
H = 0.013m.
The relative thickness of the film is thereby estimated using the Nusselt film
thickness that corresponds to the applied liquid flow rate (dN = 0.398mm)
as the true value could not be measured accurately (see § 6.3.1). The Froude
number, on the other hand, is determined through integration of the base
flow velocity profile, Eq. (3.11), over the channel height H and subsequent
matching of the volumetric gas flow rate. Like the simulations with con-
trived parameters in the previous chapter, the simulation of the experi-
mental system is initialized with a small sinusoidal perturbation around
the initially flat film, which corresponds to the linearly most unstable mode
(αm = 7.6, λm = 10.75mm), cf. Eq. 5.1. The simulation is then run until the
interfacial waves have reached a saturated state.
However, before that wave profile can be compared to the one obtained
by the LIF method, the experimental data have to undergo postprocessing
steps to reduce the considerable amount of noise that has been induced by
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the high camera gain. First, a median filter with a 3× 3 window is applied
to the data. The comparison between raw (dotted line) and filtered data (◦)
is shown in Fig. 6.9a. Although this step already increases the quality of the
















































Figure 6.9: Profile of the saturated quasi-steady waves, cf. Fig. 6.8a. (a) Illustra-
tion of the data postprocessing: (i) unfiltered fluorescence image (dot-
ted line), (ii) noise reduction using a median filter (◦), (iii) smoothing
in streamwise direction using a moving average (solid line); (b) Com-
parison of the filtered and smoothed LIF data (solid line) with direct
numerical simulation (dotted line).
data significantly, the signal is additionally smoothed in streamwise direc-
tion using a moving average with a window size of 3 (solid line in the same
plot). Further, it is to be expected that the measured wave height exhibits a
similarly high deviation as the average film thickness due to the systematic
error introduced by the use of acrylic glass cover plate and the associated
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UV light attenuation. In order to yield a meaningful comparison between
experiment and simulation nonetheless, each film profile is first adjusted by









. A comparison of the two normalized wave
profiles is given in Fig. 6.9b; thereby, showing reasonable qualitative agree-
ment with respect to the shape of the wave body. The average wavelength
in the presented frame is λLIF = (12.2± 1.4)mm, which is about 13% above
the value for the linearly most unstable mode (λm = 10.75mm) used to
perform the direct numerical simulation. Consequently, the difference in
wavelength is the reason for the increasing phase shift in downstream direc-
tion observed in Fig. 6.9b. The uncertainty given for the experimental value
is thereby due to the exposure time of the camera (10ms) and the associated
propagation of the wave train in streamwise direction (estimated based on
the phase speed of the linearly most unstable wave). Figure 6.10 shows the
measurements of the entire ensemble of 60 frames taken at this setpoint, i.e.
one frame every second over a duration of 60 s, together with the described
uncertainty bounds. It can further be seen in the same figure that the lower

















Figure 6.10: Measured average wavelength λLIF for all frames taken during the dur-
ation of the experiment with ReL = 2.11 and ReG = 2132. The uncer-
tainty bounds associated with the measurement are given by the dotted
lines while the dashed line indicates the wavelength employed in the
direct numerical simulation.
bound roughly matches the wavelength of the linearly most unstable mode.
This theoretical value, on the other hand, is also affected by uncertainty as
its calculation depends on the film thickness of the underlying (undisturbed)
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base flow, which can be estimated using the average of the measured film
thickness. However, as described in the previous section, the local film thick-
ness could not be measured accurately; hence, the Nusselt film thickness is
used to calculate the linearly most unstable mode. This approach, in turn,
is based on the assumption of a uniform average film thickness in spanwise
direction, which implies uniform wetting of the contactor plate. As is evid-
ent from the curved wave front in Fig. 6.6 and the associated discussion in
§ 6.3.1, this assumption is, strictly, not valid, yet was necessary to make in
order to perform a direct numerical simulation of the experimental system.
The true average film thickness of the wave train considered here is likely to
exceed the assumed value of dN = 0.398mm, leading to a linearly most un-
stable mode of shorter wavelength. Underpredicting the true film thickness
by 5% (≈ 0.02mm), for example, corresponds to a linearly most unstable
mode which is about 1.7% (≈ 0.18mm) shorter than the one used for DNS.
A further quantifiable uncertainty in the calculation of the linearly most un-
stable mode is related to the surface tension of the silicone oil. Although the
very small quantity of fluorophore dissolved in the oil does not noticeably
change the surface tension, the temperature difference between top and bot-
tom of the contactor plate has a more pronounced effect. In the experimental
results discussed here, this difference amounts to ∆T = 2.2 ◦C, which trans-
lates into a deviation of ± 0.1 · 10−3Nm−1 from the surface tension value
stated above (γ = 18.9 · 10−3Nm−1) and, consequently, to a change of the
wavelength of the linearly most unstable mode by ± 0.07mm.
Although the discussed uncertainties account, partially, for the observed
discrepancy between measured and calculated wavelength, it should be
noted that the three-dimensional shape of the quasi-steady wave train ob-
served in the experiments remains a considerable deviation from the ideal-
ized model system and its direct numerical simulation. As such, more com-
plex flow dynamics may arise than are accounted for by the analytical and
numerical model. It is further worth mentioning that some authors (Chang,
Demekhin and Kopelevich (1993) and Chang (1994)) suggest that in a fall-
ing film configuration, i.e. free-surface configuration, the wavelength of the
saturated wave train may be shorter than that of the linearly most unstable
mode due to nonlinear interactions. In that context, the deviation between
experiment and simulation stated above may represent only a lower limit.
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Measurements of the wave velocity and comparisons of the same with the
simulation results could not be obtained due to limitations in the frame rate
of the camera.
To conclude, it has to be acknowledged that the substantial systematic
error, which has been introduced by the cover plate of the test cell, renders
any efforts of a quantitative comparison between the obtained experimental
and numerical results futile. Sufficient excitation of the fluorescent dye with
UV light is paramount for the employed measuring technique in order to
acquire high quality data. Clearly, such high quality experimental data is
necessary to provide a relevant benchmark for (ultra-)high resolution dir-
ect numerical resolution. In this regard, a comprehensive validation of the
in-house code used is not possible in this work. However, the achieved qual-
itative agreement regarding the shape of the saturated quasi-steady waves




C O N C L U S I O N
A comprehensive study on the dynamics of a vertical film sheared by counter-
current gas in a confined channel was presented in this dissertation. This
study tries to further elucidate the nature of interfacial instability in such
two-phase flows that are prototypical for many technical applications like
absorption and distillation (using structured packing), evaporation and con-
densation. These applications are usually operated in a wide range of para-
meters.
Starting for a reference case with a density contrast r = ρL/ρG = 10, a vis-
cosity contrast m = µL/µG = 50 and a surface tension γ = 1 · 10−3Nm−1,
the influence of liquid film thickness and applied pressure drop on the de-
velopment of interfacial waves was investigated. Additionally, the effects of
the liquid side material properties on the wave dynamics were character-
ized by considering further test cases with the following changes compared
to the reference case:
• Increased density contrast (r = 100 and r = 1000)
• Increased viscosity contrast (m = 500)
• Increased surface tension (γ = 10 · 10−3Nm−1)
Also in these cases, the effects of liquid film thickness and applied pressure
drop on the stability of the interface were identified.
For the characterization of these cases, a set of complementary analytical
and numerical methods was employed. The genesis of interfacial waves was
studied by means of temporal and spatio-temporal Orr-Sommerfeld ana-
lysis. To reveal by which mechanism the instability is driven, the kinetic
energy budget of emerging (linearly) unstable modes was analysed. Lastly,
direct numerical simulations were performed to gain insight in the nonlin-
ear dynamics of the flow under given conditions. Additionally, experiments
have been conducted to validate the in-house solver used for DNS.
The temporal linear stability analysis showed that the liquid interface is
inherently unstable for all investigated cases, which is in agreement with
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experimental observations. It was further found that the wavelength of the
linearly most unstable mode generally decreases with increasing density
ratio. The same increase also renders the interface more stable due to the
increased inertia of the liquid phase. At the same time, the instability is
governed by a multitude of coexisting linearly unstable modes (interfacial
mode, shear mode in both phases, internal mode) under high-density-ratio
conditions (r = 1000), where the latter two modes indicate the onset of
turbulence in the bulk of one of the phase. In contrast, the systems of the
reference case and the test case with r = 100 are governed primarily by an
interfacial mode. A second linearly unstable mode emerges in these systems
with increasing Froude number; however, this shear mode in the gas phase
plays only a subordinate role. Analysis of the test cases with increased vis-
cosity contrast and surface tension also showed significantly lower growth
rates of the linearly most unstable mode. The emerging additional shear
mode however becomes dominant for very thin films due to the severely
dampened interfacial mode. In both cases, the wavelength associated with
the interfacial mode increases.
Furthermore, the phase velocity of the linearly most unstable mode was
used to identify two distinct flow regimes, which are characterized by the
direction of propagation of travelling waves. A standing wave marks the
boundary of these regimes and is associated with the loading point. Flow
maps have been constructed for the investigated case to illustrate these re-
gimes in a precise manner. Thereby was found that mode competition (shear
mode in the gas layer vs. interfacial mode) leads to abrupt jumps in these
maps. In fact, the map of the test case with r = 1000 reveals an island of
upward-travelling disturbances amidst a sea of downward-travelling waves.
Complementing the temporal linear stability analysis, the nature of the in-
stability was further characterized in the spatio-temporal framework for all
test cases except the one with r = 1000. Using information of this analysis,
a second set of flow map was established indicating the transition from con-
vective to absolute instability (C/A). Besides standard Orr-Sommerfeld ana-
lysis, the analytic connection between temporal and spatio-temporal growth
rates in the linear regime as presented by Ó Náraigh and Spelt (2013) was
also adopted. This approach, which is based on analytical continuation, cir-
cumvents possible difficulties in identifying the absolute growth rate that
are associated with the multivalued nature of the eigenvalue problem and
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specifics of the problem at hand. Compared with OS analysis and DNS,
this method showed good agreement and is therefore appropriate to accur-
ately estimate the absolute growth rate of the instability. For the reference
case, the system was found to be absolutely unstable in most parts of the
parameter space considered herein with the exception of two narrow bands
at low applied pressure drop and low film thickness, respectively. Results
for the test case with r = 100 showed that the increased density contrast
stabilizes the flow also in the spatio-temporal framework, especially in sys-
tems with thicker films. The demarcation between convective and absolute
instability is thereby shifting towards the loading curve. In other words, ab-
solute instability becomes confined to a region of the parameter space that
is more closely concentrated around the loading curve than in the refer-
ence case. The stabilizing effects of increased viscosity contrast and surface
tension that were observed in the temporal stability analysis carried over
also to the spatio-temporal framework. The emerging shear mode in the gas
phase was thereby revealed as convectively unstable. In the high-density-
ratio case with r = 1000, mode competition and mode coalescence between
the multiple linearly unstable modes hindered the mapping of convective
and absolute instability in the respective parameter space. For such systems,
linearized DNS (Ó Náraigh, Spelt and Shaw 2013) or series solutions of the
underlying stability problem (Barlow, Helenbrook, Lin et al. 2010; Barlow,
Weinstein and Helenbrook 2012; Barlow, Helenbrook and Weinstein 2015)
may allow for more conclusive results.
In general, the (linear stability) analysis of these cases allowed to paint a
detailed picture of the nature and characteristics of the interfacial instability
in vertical counter-current gas-liquid flows. Yet, to assess the development of
interfacial waves up to finite amplitudes, direct numerical simulations were
performed for parameters within the established flow regimes of the refer-
ence case, using a level set method based solver that has been developed
in-house. These simulations showed excellent agreement with linear theory
during the stage of exponential wave growth and confirm the determined
flow patterns. The simulations also showed saturation of the waves once
nonlinear effects become important. A Fourier analysis revealed that the
growth of the higher harmonics of the interfacial waves is coupled to that
of the fundamental in a fashion which is consistent with weakly nonlinear
theory. The growth of the first harmonic also agrees well with the Stuart-
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Landau model, thus underpinning the weakly nonlinear nature of the in-
stability and, moreover, suggesting the existence of a supercritical bifurca-
tion. Regarding high-density-contrast conditions (r = 1000), the dynamics
of the (short-wave) interfacial mode appear to be similar to those observed
in the reference case. However, direct numerical simulations suggest that the
emergence of an additional (long-wave) shear mode triggers a secondary in-
stability, which leads to a chaotic wave train showing signs of imminent
wave overturning.
In addition to these analytical and numerical investigation, experiments
using an air-silicone oil system have been performed with the aim to val-
idate the newly developed in-house solver. For a range of liquid and gas
flow rates, the liquid film thickness was measured using the light-induced
fluorescence technique. By comparison of fluorescence images taken during
experiments that were conducted with the opened (passive gas phase) and
closed (counter-current gas flow) test cell, it was found that the acrylic glass
cover plate of the test cell absorbs a considerable amount of the UV light
used for excitation of the fluorescent dye dissolved in the silicone oil. This
attenuation reduced the quality of the fluorescence images to such an extent
that only a qualitative comparison between the experimental data and the
simulations could be performed. Nevertheless, the obtained agreement is
convincing.
In summary, the combination of generic complementary (semi-)analytical
and numerical methods presented herein yielded a comprehensive and con-
vincing characterization of interfacial instability in vertical counter-current
gas-liquid flows over a wide range of parameters.
future work Although the focus of this work was on laminar-laminar
cases only, the ideas and results contained herein can be extended to turbu-
lent gas streams. This would allow for the investigation of flow conditions
more closely related to real systems. Especially the study of the flooding
phenomenon would benefit from such an extended approach. In this con-
text, a quasi-laminar model may be assumed for the linear stability of the
two-phase flow (Ó Náraigh, Spelt, Matar et al. 2011; Ó Náraigh, Spelt and
Shaw 2013) while a turbulence model may be included in the numerical
solver to simulate the respective conditions more economically. A first step
in that direction has recently been made by Fannon et al. (2016), who imple-
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mented a large-eddy simulation (LES) method in a simplified single-phase
version of the presented solver. That work may be used to develop a bespoke
LES model for two-phase flows.
Beyond that, the outlined approach may be used as a starting point for
the future study of heat and mass transfer phenomena in vertical gas-liquid
flows. It is known that heat as well as mass transfer across the interface
increases significantly in the presence of a interfacial waves. However, the
mechanisms underlying this intensification are still not fully understood. Ac-
curate simulation of the related transport processes would help to develop a
more profound understanding, especially in regimes that are currently still
difficult to access with experimental methods, e.g. the capillary wave train.
Of further importance is the implementation of boundary conditions that
are more reflective of real systems. Streamwise periodic boundary condi-
tions can only capture a limited section of the wave dynamics observed in
a real falling film. The complex wave dynamics discussed in Chapter 2 and
Chapter 6 call for inlet/outlet conditions. However, such conditions are not
trivial to implement and are thus part of future efforts. Similarly, a wide
range of application exploits the type of flow discussed in this work but
confined by more complex geometries, e.g. corrugated walls. These give rise
to very specific flow conditions for which a detailed understanding with
respect to the development of interfacial instability as well as coupled trans-
port processes is still lacking.
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