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BAB 2 LANDASAN KEPUSTAKAAN 
 
2.1 Kajian Pustaka 
Penelitian sebelumnya yang bernama Wicaksono (2016) menggunakan 
data dari Ikatan Pencak Silat Indonesia (IPSI) Kabupaten Jember. Terdapat 41 
dataset yang digunakan untuk penelitian tersebut. Dari penelitian yang dilakukan 
mendapatkan hasil akurasi sebesar 83,33%.  Pada penelitian lain yang dilakukan 
oleh Bangkit (2014) menggunakan metode Simple Additive Weighting (SAW) 
terdapat data sebanyak 77 dataset dan mengahsilkan akurasi sebesar 80 %. 
Berikut tabel penelitian sebelumnya tentang seleksi atlet pencak silat. 
Tabel 2. 1 Penelitian seleksi atlet pencak silat menggunakan metode lain 









MFT, Push Up, Sit Up, 
Back Up, Pull Up, 
Tripple Hop, IQ, Lari 
20 m, Lari 300 m, 
Shuttle Run 4x5 m, 
Tendangan Sabit 5 
detik, Tendangan 
Sabit 10 detik, 
Tendangan 1 menit, 
Pukulan 1 menit. 
 Output yang 
dihasilkan yaitu 
keputusan atlet yang 
lolos masuk selek si. 
 Rata-rata nilai 
akurasi 83,33% 
dengan data uji 
sebanyak 41 data 
atlet yang dibagi 














MFT, Lari. 300 m, Push 
Up, Sit Up, Pull. Up, 
Lari 20 m, Tripple Hop, 
Shuttle. Run 4x5 m, 
Tendangan. Sabit 5 
detik, Tendangan. 
Sabit 10 detik, 
Tendangan. 1 menit, 
Pukulan 1 menit, Back 
Up, IQ. 
 Output yang 
dihasilkan yaitu 
berupa keputusan 
layak dan tidak 
layak atlet tersebut 
masuk ke tim di 
tiap-tiap kelasnya. 
 Rata-rata nilai 
akurasi yang dicapai 
yaitu 80% di dapat 
dari dataset 
sebanyak 77 yang di 










Pada penelitian yang ditunjukkkan dalam tabel 2.1 tersebut dilakukan 
oleh Wicaksono (2016) dan Bangkit (2014), kedua peneliti tersebut 
menggunakan objek yang sama dengan metode yang beda.  
Pada penelitian ini, metode yang digunakan yaitu Support vector Machine 
(SVM). Penelitian sebelumnya yang menggunakan SVM dilakukan oleh 
Mulya(2015) tentang penentuan bencana tsunami akibat gempa bumi dan 
Hardono (2014) tentang klasifikasi kondisi penderita penyakit hepatitis. Berikut 
penelitian.dengan.menggunakan metode SVM ditunjukkan dalam Tabel 2.2. 
Tabel 2. 2 Penelitian dengan menggunakan algoritma SVM pada studi kasus yang 
lain 



















4. Magnitude bodi 
(Mb) 
5. Skala MMI 
 Output yang 
dihasilkan yaitu 
berupa class daerah 
yang berpotensi 
tsunami dan tidak 
berpotensi tsunami. 
 Rata-rata akurasi 
terbaik sebesar. 
88.75% menggunakan 
kernel Gaussian RBF 
dengan. kombinasi 
nilai variabel atau 
parameter λ = 1, 
konstanta γ = 0.0001, 
dan ε (epsilon) = 
0.00001.  























8. Liver Big 
9. Liver Firm 




 Output yang 
dihasilkan yaitu 
hepatitis akut (live) 
dan hepatitis kronis 
(die). 
 Rata-rata nilai akurasi 
82,08% dengan 
menggunakan 19 
parameter dan 84, 
93% dengan 
menggunakan 15 










 Nilai konstanta C 




parameter 19 adalah 
nilai C = 30, 
sedangkan dengan 
menggunakan 
parameter 15 adalah 
nilai C = 40, 50, 60 
pada data latih 80. 
 
2.2 Pencak Silat 
Pencak silat merupakan warisan asli budaya bangsa Indonesia, yang 
terdiri dari berbagai perguruan/aliran  pencak silat. Sejarah lahirnya pencak silat 
tidak diketahui secara pasti, namun beladiri pencak silat dimungkinkan sudah ada 
di tanah air sejak peradaban manusia ada di Indonesia. 
Menurut Notosoejitno (1999: 4-6) perkembangan sejarah pencak silat 
dapat di bagi menjadi dua jaman, yang terdiri dari: 
1. Zaman Pra Sejarah 
2. Zaman Sejarah, yang di bagi menjadi lima yaitu: (a) Zaman Kerajaan-
Kerajaan, (b) Zaman Kerajaan Islam, (c) Zaman Penjajahan Belanda, (d) 
Zaman Penjajahan Jepang, dan (e) Zaman Kemerdekaan 
Sebelum Indonesia merdeka pencak silat ikut andil dalam perjuangan bangsa 
dalam melawan penjajah, baik penjajah Belanda maupun penjajah Jepang. Hal ini 
dibuktikan pada masa penjajahan sudah banyak bermunculan nama-nama 
perguruan/aliran pencak silat yang bertujuan untuk membekali pejuang dalam 
melawan penjajah. Pada tanggal 18 Mei tahun 1948 di Solo (menjelang PON I), 
para pendekar berkumpul dan membentuk Organisasi Ikatan Pencak Silat 
Seluruh Indonesia (IPSSI). Ketua umum pertama IPSSI adalah Wongsonegoro. 
Kemudian tahun 1950, IPSSI melaksanakan kongres I di Yogyakarta yang hasilnya 
salah satunya mengubah naman IPSSI menjadi IPSI (Ikatan Pencak Silat 
Indonesia), yang dimaksud untuk menggalang kembali semangat juang bangsa 
Indonesia dalam pembangunan (Sukowinadi, 1989: 7). 
Tahun 1948 sejak berdirinya PORI (Persatuan Olahraga Indonesia) yaitu 
wadah induk-induk organisasi olahraga IPSI sudah menjadi anggota. IPSI juga ikut 
aktif mendirikan KONI (Komite Olahraga Nasional Indonesia). Pada PON I sampai 
dengan PON III cabang pencak silat belum dipertandingkan, tetapi hanya untuk 
demonstrasi. 
Pengembangan pencak silat pada periode ini tidak hanya di dalam negeri 
saja, tetapi juga ke luar negeri, yaitu eksibisi ke Belanda, Jerman, Australia, dan 
Amerika. Pada tanggal 22-23 September 1979 berlangsung Konverensi Federasi 
Pencak Silat Internasional yang dihadiri oleh negara Singapura, Malaysia, Brunai 
Darussalam, dan Indonesia sebagai tuan rumah.  
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Pada tanggal 7-11 Maret 1980 di Jakarta, Ketua Umum Ikatan Pencak Silat 
Indonesia bapak H. Eddy Marzuki Nalapraya bersama wakill-wakil negara 
Singapura, Malaysia, dan Brunai Darusalam mendirikan Federasi Internasional 
Pencak Silat  yang dinamakan Persilat (Persekutuan Pencak Silat antar Bangsa). 
Presiden Persilat 1 yaitu bapak H. Eddy Marzuki Nalapraya, menjabat dari tahun 
1980 hingga 2009.  
Dengan terbentuknya Persilatan, maka perkembangan pencak silat 
lambat laun  sampai ke beberapa negara. Kejuaraan tingkat Internasional yang 
pertama adalah dengan diadakannya Invitasi Pencak Silat Internasional I tahun 
1982 di Jakarta. Perkembangan berikutnya hingga saat ini telah dilaksanakan 
kejuaraan dunia sebanyak empat belas kali. 
 
2.2.1 Kategori Pertandingan 
Kategori yang dipertandingkan ada 3 (tiga) jenis, yaitu: 
1. Kategori Tanding 
2. Kategori Tunggal 
3. Kategori Ganda 
 
2.2.2 Perlengkapan Pesilat dan Pelatih 
Perlengkapan atau keperluan yang digunakan oleh pesilat dan pelatih 
saat pertandingan berlangsung, yaitu: 
a. Untuk Kategori Tanding, pesilat boleh menggunakan kaca mata terbuat 
dari bahan fiberglass dan tidak mudah lepas yang disiapkan oleh pesilat 
sendiri. 
b. Untuk Kategori Tunggal dan Ganda pesilat tidak diperkenankan 
menggunakan kaca mata. 
c. Ikat kepala dan kain samping untuk Kategori Tunggal maupun Ganda 
dengan motif dan warna cerah. 
d. Pendamping pesilat diperbolehkan menggunakan topi dan kaca mata. 
 
2.2.3 Ketentuan Teknik 
Ketentuan yang harus dipatuhi pesilat saat pertandingan berlangsung, 
yaitu: 
a. Untuk Kategori ganda diperbolehkan mengeluarkan suara. 
b. Untuk Kategori Tanding pesilat sebelum masuk gelanggang diwajibkan 
melakukan gerakan pencak silat selama 5 detik. 
 
2.2.4 Larangan dan Sanksi 
Pelanggaran yang tidak boleh dilakukan oleh pesilat saat pertandingan 
berlangsung, yaitu: 
1. Pelanggaran Ringan 
a. Menarik kaca mata lawan. 
b. Melakukan serangan semu/ acah (fake) dengan mempergunakan pasir. 




2. Pelanggaan Berat 
a. Menarik kaca mata dan menyebabkan lawan cedera. 
b. Melakukan serangan mempergunakan pasir dan melakukan serangan 
lanjutan. 
c. Sengaja melakukan serangan dengan menggunakan pasir ke arah 
muka. 
 
2.3 Seleksi Atlet Pencak Silat 
Untuk mendapatkan atlet yang handal, dalam seleksi atlet pencak silat 
diperlukan beberapa komponen fisik yang harus di penuhi oleh seorang atlet. 
Komponen fisik tersebut dapat dilihat pada tabel 2.3. 
Tabel 2. 3 Komponen Fisik Seleksi Atlet pencak Silat 
NO KOMPONEN FISIK KRITERIA 
1 MFT 45 – 57 
2 Lari 300 m 42 – 47 kali 
3 Push Up 18 – 69 kali 
4 Sit Up 21 – 69 kali 
5 Pull Up 2 – 23 kali 
6 Lari 20 m 2.20 – 3.60 detik 
7 Triple Hop 4.99 – 7.45 detik 
8 Shuttle Run 4x5m 12.11 - 16.40 detik 
9 T sabit 5 detik 10 – 15 kali 
10 T sabit 10 detik 21 – 29 kali  
11 Tendangan 1 menit 80 – 120 kali 
12 Pukulan 1 menit 50 – 125 kali 
13 Back Up 30 – 100 kali 
 
Dari tabel 2.3 dapat dilihat terdapat 13 kriteria untuk mendapatkan atlet 
yang handal, berikut penjelasan dari tabel tersebut: 
1. MFT    : tes untuk mengukur penyerapan oksigen         
                                           maksimal seorang atlet 
2. Lari 300 m  : lari jarak pendek untuk mengukur daya tahan. 
3. Push Up   : tes mengukur kekuatan otot bisep dan  Trisep 
4. Sit Up   : tes mengukur kekuatan otot perut 
5. Pull Up   :  tes mengukur kekuatan otot punggung 
6. Lari 20 m   : lari untuk mengukur daya ledak 
7. Triple Hop  : mengukur otot kaki 
8. Shutle Run 4x5 m  : lari untuk mengukur kelincahan atlet 
9. Tendangan Sabit 5 detik : tendangan sabit selama 5 detik 
10. Tendangan Sabit 10 detik: tendangan sabit selama 10 detik 
11. Tendangan 1 menit : tendangan selama 1 menit 
12. Pukulan 1 menit  : pukulan selama 1 menit 





Normalisasi merupakan suatu proses yang digunakan pada.data 
yang.agar nilai antar fitur memiliki selisih yang.tidak.jauh atau berada pada 
interval yang sama. Salah satu metode Normalisasi yang digunakan adalah Min-
Max Normalization. Rumus untuk metode  Min-Max Normalization.ditunjukkan 
pada persamaan 2.1: 
  (2.1) 
 
Keterangan: 
)(' iv   = hasil normalisasi data ke-i 
)(iv   = data ke-i yang belum dinormalisasi 
))(min( iv  = nilai.minimum.dari semua.data i  
))(max( iv  = nilai.maksimum dari.semua.data i 
BA   = batas.atas.interval 
BB   = batas.bawah.interval 
 
2.5 Support Vector Machine (SVM)  
 Support Vector.Machine.(SVM).dikembangkan.oleh.Boser, Guyon, Vapnik, dan 
pertama kali dipresentasikan pada tahun 1992 di Annual Workshop on Computational 
Learning Theory. Konsep dasar SVM sebenarnya merupakan kombinasi harmonis dari 
teori-teori komputasi yang telah ada puluhan tahun sebelumnya, seperti margin 
hyperplane yang diperkenalkan oleh Aronszajn tahun 1950. Demikian juga dengan 
konsep-konsep pendukung yang lain. Akan tetapi hingga tahun 1992 belum pernah ada 
upaya merangkaikan komponen – komponen tersebut. Prinsip dasar SVM adalah linear 
classifier, dan selanjutnya dikembangkan agar dapat bekerja pada problem non-linear 
dengan memasukkan konsep kernel trick pada ruang kerja berdimensi tinggi (Chapple, 
2004). Ilustrasi SVM dengan optimal hyperplane yang memisahkan antara 
kelompok positif dan negatif dapat dilihat pada Gambar 2.1. 
 


















2.5.1 Support Vector Machine (SVM) Linear 
SVM linier merupakan salah.satu metode klasifikasi.data dilakukan.secara 
linier. Klasifikasi dilakukan dengan cara mencari garis pemisah (hyperplane) 
menggunakan fungsi bwxbwf i ),(  yang dipisahkan.menjadi kelompok 
positif dan negatif (Vijayakumar, 1999). 
bwxbwf i ),(  yang dipisahkan 
menjadi.kelompok.positif dan.negatif (Vijayakumar, 1999). 
           untuk                                                                                                       (2.2) 
            untuk                                                                                                   (2.3) 
keterangan: 
ix  = data ke-i 
w  = bobot support vector atau vektor yang tegak lurus terhadap  
    hyperplane 
b  = nilai bias 
iy  = kelas.data.ke-i  yang.ekuivalen.dengan: 
  (       )       untuk                                                                              (2.4) 
keterangan: 
n
 = jumlah data 
 
2.5.2 Support Vector Machine (SVM) Non Linear 
SVM non linear merupakan pengklasifikasian data dalam bentuk non 
linear yang menambahkan fungsi kernel. Beberapa macam fungsi kernel dalam 
SVM 
Tabel 2. 4 Macam-macam Fungsi Kernel 
No Nama Kernel Definisi Fungsi 
1 Linier yxyxK ),(  
2 Polinomial of degree dyxyxK )(),(   
3 Polinomial of degree 2 dcyxyxK )(),(   

















2.5.3 Sequential Training 
Pada metode Support Vector Machine (SVM).terdapat.beberapa 
macam.proses.training, antara lain Quadratic Programming (QP), Sequential 
Minimal Optimization (SMO), dan Squential Training. Dalam 
penyelesaian.training menggunakan Quadratic Programming memerlukan waktu 
yang lama dan algoritma yang digunakan cukup kompleks. SMO 
merupakan.pengembangan dari QP, di mana SMO lebih memilih menyelesaikan 
permasalahan optimasi yang kecil di setiap tahapnya. Tetapi algoritma yang 
digunakan SMO cukup kompleks. Sedangkan Sequential Training memiliki 
algoritma yang lebih sederhana.dan waktu.yang.diperlukan lebih cepat. Adapun 
algoritma Sequential Training adalah sebagai berikut [Vijayakumar,1999]:  
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1. Menginisialisasi 0i   
2. Kemudian menghitung matriks Hessian menggunakan rumus pada 
persamaan 2.5. 
)),(( 2 jijiij xxKyyD             (2.5) 
untuk nji ,...,1,   
keterangan: 
ix  = data ke-i 
jx  
= data ke-j 
iy  = kelas data ke-i 
jy  
= kelas data ke-j 
n   = jumlah data 
),( ji xxK  




3. Mulai dari data ke i  sampai j, hitung menggunakan persamaan berikut: 









  (2.6) 
Keterangan: 
j  = alfa ke-j 
ijD  = Matriks hessian 
ijE  = Error rate 
b. Menghitung nilai delta alpha menggunakan rumus pada persamaan 2.7. 
}],),1(min{max[ iiii CE    (2.7) 
Keterangan: 
i  = alfa ke-i 

 = Konstanta Gamma 
ijE  = Error Rate 
C  = Konstanta C 
c. Menghitung nilai alpha menggunakan rumus pada persamaan 2.8. 
iii    (2.8) 
i  = alfa ke-i 
i  = Delta Alfa ke-i 
4. Ulangi langkah ke 3 hingga mendapatkan nilai max  |)(| i (epsilon). 
5. Selanjutnya didapatkan nilai support vector (SV), 
)( VThresholdSSV i   . Nilai VThresholdS  didapatkan dari beberapa 
percobaan, biasanya digunakan 0VThresholdS . 
 
2.6 Testing SVM 
Pada.proses.testing ini.dilakukan.dengan.mencari nilai f(x). Nilai f(x) dapat 









      
 (2.9) 
Keterangan: 
i  = alfa ke-i 
iy  
= kelas.data.latih.ke-i 
m  = jumlah data 
bias  = jumlah.data 
),( xxK i  
= fungsi kernel yang digunakan. 
                  di mana: 
 x = data.uji 
 i
x = data.latih.ke-i 
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Kemudian untuk menghitung nilai b dapat dilakukan dengan 





i  =alfa ke-i 
iy  =kelas.data.latih ke-i 
m  =jumlah.data 
b =bias 
),( xxK i , ),(
xxK i   
= fungsi.kernel.yang.digunakan, di mana: 
x = data latih yang memiliki nilai alfa 
terbesar pada kelas positif. 
x = data latih yang memiliki nilai alfa 
terbesar.pada.kelas.positif. 
ix   = data latih ke-i 
 
2.7 Akurasi Hasil Pengujian 
Akurasi hasil pengujian dilihat dari jumlah data uji yang memiliki 
kesamaan pada kelas hasil klasifikasi dengan nilai yang sebenarnya. Perhitungan 
tingkat akurasi dapat dilakukan dengan rumus pada persamaan 2.11: 
Akurasi (%) = 
∑               
∑               
            (2.11) 
Keterangan: 
Σ data uji sesuai : jumlah data uji yang hasil klasifikasinya sama dengan nilai 
yang sebenarnya. 
Σ total data uji : total data uji keseluruhan. 






 




m
i
iii
m
i
iii xxKyxxKyb
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