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Meta-Analyse randomisierter klinischer Studien,
Publikations-Bias und
Evidence-Based Medicine (EBM)
Meta-analysis of randomised controlled trials,
publication bias and evidence-based medicine (EBM)
G. Schwarzerl=3, D. Galandil, G. Antesl=2 und M. Schumacher2
Zusammenfassung
In dieser Arbeit geben wir eine Einfiihrung in statistische Begrifie und Methoden, die
zur Interpretation der Ergebnisse von Meta-Analysen notwendig sind. Neben der Dar-
stellung von Maßzahlen, die insbesondere in der Evidence-Based Medicine relevant sind,
gehen wir auf Probleme ein, die durch die selektive Veröjfentlichung signifikanter Stu-
dienergebnisse (Publikations-Bias) entstehen. Mit dem Funnelplot stellen wir eine grafi-
sche Methode voı; mittels der informell das Vorhandensein von Publikations-Bias gepruft
werden kann. Die Struktur und Arbeitsweise der Cochrane Collaboration wird als ein
Ansatz zur Minimierung der Verzerrung in Ergebnissen von Meta-Analysen dargestellt.
Die Arbeit ist so konzipiert, daß sie speziell in der Ausbildung von Medizinstudenten
Verwendung finden kann.
Stichworte
Meta-Analyse, Evidence-Based Medicine, Publikations-Bias, Funnelplot, Therapiestudie,
systematische Ubersichtsarbeit, Cochrane Collaboration
Summary
ln this papeıç statistical terms and methods relevant to the interpretation offindings in
meta-analyses are introduced. Especially, the impact of publication bias, i.e. the selec-
tive publication of trials with significant findings, on the results of a meta-analysis is
discussed. The funnel plot is described as a graphical procedure to investigate the likely
presence of publication bias. The structure of the Cochrane Collaboration is described
as an approach to minimize the bias inherent in a meta-analysis. The paper should be
1) Deutsches Cochrane Zentrum, Universitätsklinikum Freiburg
2) Institut für Medizinische Biometrie und Medizinische Informatik, Universitätsklinikum Freiburg
3) Freiburger Zentrum für Datenanalyse und Modellbildung, Universität Freiburg
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of special interest in teaching the concepts of evidence-based medicine to medical stu-
dents.
Keywords
Meta-analysis, evidence-based medicine, publication bias, funnel plot, therapeutic study,
systematic reviews, Cochrane Collaboration
Einleitung
Randomisierte klinische Studien sind ein wichtiges Mittel für die Erkenntnisgewinnung
in der medizinischen Forschung; ihre Ergebnisse bilden die Grundlage für eine Eviden-
ce-Based Medicine (EBM). Dabei spielt die Zusammenfassung der Ergebnisse von meh-
reren Studien zur gleichen Fragestellung im Rahmen von Meta-Analysen eine immer
wichtigere Rolle. Bezieht sich eine solche Meta-Analyse nur auf publizierte Studien, so
kann ihr Ergebnis sehr stark davon abhängen, inwieweit alle zur Fragestellung durchge-
führten Studien auch tatsächlich publiziert wurden. Dieses, als Publikations-Bias be-
zeichnete Phänomen muß bei der kritischen Bewertung der Ergebnisse von Meta-Analy-
sen unbedingt beachtet werden. Es erschien uns deshalb wichtig, diese Problematik in
einer leicht verständlichen Form und am Beispiel von konkreten Studien zu diskutieren.
Gleichzeitig soll auf das Prinzip der Evidence-Based Medicine und die Rolle der Co-
chrane Collaboration hingewiesen werden.
Die von uns gewählte Art der Darstellung kann in die Ausbildung von Medizinstuden-
ten, etwa im Rahmen der Vorlesung „Biomathematik für Mediziner“ oder des Teilge-
biets „Medizinische Statistik und Informatik“ des Kursus des Ökologischen Stoffgebiets,
integriert werden und wurde von uns auch bereits mehrfach praktiziert. Dabei wird vor-
ausgesetzt, daß das Prinzip der Randomisation in einer klinischen Studie sowie einige
grundlegende statistische Methoden und Schlußweisen bereits vorher eingeführt wur-
den.
Der Aufbau der Arbeit ist wie folgt: Anhand einer Studie zur Therapie des akuten Herz-
infarkts werden zunächst einige Maßzahlen eingeführt, mit denen der therapeutische
Nutzen einer neuen Therapie quantifiziert werden kann und die im Rahmen der Eviden-
ce-Based Medicine (PERLETH et al., 1999) zunehmend Verwendung finden. Wir werden
das Prinzip der stratifizierten Auswertung als zentrale statistische Methode bei der zu-
sammenfassenden Bewertung von Maßzahlen aus heterogenen Populationen hervorhe-
ben. Die Probleme der zusammenfassenden Bewertung der Ergebnisse verschiedener
Studien zur gleichen Fragestellung in Meta-Analysen werden dann am Beispiel der kon-
trollierten klinischen Studien zur Thrombolyse-Therapie beim akuten Herzinfarkt darge-
stellt. Dabei wird dem Publikations-Bias, d. h. der selektiven, ergebnisabhängigen Veröf-
fentlichung von Studienergebnissen besondere Aufmerksamkeit gewidmet. Dieser und
weitere Aspekte werden anhand von Beispielen aktueller Meta-Analysen und den Daten
simulierter klinischer Studien verdeutlicht. Schließlich werden wir in kurzer Forın versu-
chen, eine Definition des Begriffs Evidence Based Medicine zu geben und die Aufga-
ben, Ziele und Angebote der Cochrane Collaboration zu erläutern.
1 Maßzahlen in der EBM
Von August 1985 bis April 1987 wurde in Deutschland eine randomisierte, multizentri-
sche Studie zur Therapie des akuten Herzinfarkts durchgeführt (MEINERTZ, 1988). Ziel
der Studie war der Vergleich eines neuen Thrombolytikums (Anisoylated Plasminogen
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Streptokinase Activator Complex, APSAC) mit Heparin zur Behandlung des akuten Herz-
infarkts; sie wird im folgenden APSAC-Studie genannt. Dabei wurde die Auswirkung
auf die Hospitalmortalität innerhalb der ersten 28 Tage nach Infarkt als Hauptzielkriteri-
um untersucht. Läßt man den Zeitpunkt eines Todesfalls bei der Analyse der Hospital-
mortalität unberücksichtigt, dann kann man das Ergebnis der Studie in der in Tabelle 1
dargestellten Vierfeldertafel zusammenfassen.
Tabelle 1: Beobachtete Anzahl von Todesfällen in der APSAC-Studie (Hospitalmortalität)
gestorben überlebt gesamt
APSAC n11 = 9 n12 = 153 n1+ = 162
H6p&1`1n H21 I 7122 = I”L2_|_ =
gesamt n1_1 = 28 n+;_ = 285 N = 313
Bezeichnen wir mit P1 die Wahrscheinlichkeit, unter der APSAC-Therapie innerhalb von
28 Tagen zu versterben, sowie mit P2 die entsprechende Wahrscheinlichkeit unter der
Heparin-Behandlung, so werden diese Wahrscheinlichkeiten, häufig auch als Risiken be-
zeichnet, durch die entsprechenden relativen Häufigkeiten geschätzt. Es ergeben sich hier
R1 = „11/np, = 9/162 = 5,6% bzw. R2 = „21/„zr = I9/151: 12,6%.
Die beiden Wahrscheinlichkeiten bzw. ihre empirischen Analoga können nun in unter-
schiedlicher Weise in Beziehung gesetzt werden. Eine Maßza/h\l, das relative Risiko
(RR), ist definiert durch RR = P1 /P2 und wird geschätzt durch RR = P1 /P2. Ein appro-
Ximatives 95%-Konfidenzintervall für das relative Risiko ist durch
W -ey /_... ._ (1 -ey
f”lI+ ”2+
gegeben (FLEISS, 1993). In der APSAC-Studie erhalten wir RR = 0,44 mit 95%-Konfi-
denzintervall [0,21; 0,95]. Um nun das relative Risiko in dem Sinne interpretieren zu
können, zu welcher Reduktion des Risikos die Verwendung von APSAC gegenüber der




Dabei sei angemerkt, daß diese Maßzahl nur dann in der obigen Definition Sinn macht,
wenn RR í 1 angenommen werden kann, also in unserem Fall mit der APSAC-Thera-
pie eine Reduktion des Risikos verbunden ist. Ist mit der neuen Therapie eine Erhöhung
des Risikos gegenüber der Standard-Therapie verbunden, so wird diese Maßzahl als
,relative risk increase (RRI)“ bezeichnet; als generelle Definition verwendet man daher
P1 - P21/P2 = |RR - 1|. RRR wird geschätzt durch Einsetzen des geschätzten relativen
Risikos; ein 95%-Konfidenzintervall erhält man durch Einsetzen der unteren und obe-
ren Grenze des 95%-Konfidenzintervalls für das relative Risiko in die Definitionsglei-
chung von RRR. Dabei muß man beachten, daß die obere zur unteren Grenze wird
und umgekehrt_^ In der APSAC-Studie ergibt sich eine geschätzte relative Risiko-Re-
duktion von RRR = |0,44 - 1| - 0,56; als 95%-Konfidenzintervall für RRR erhalten
wir [1 - 0,95; 1 ~ 0,21] = [0,05; 0,79]_ Dies bedeutet, daß durch APSAC eine relative
Risiko-Reduktion von 56% erreicht wird; aufgrund der für die Fragestellung jedoch
recht kleinen Anzahl von Patienten in der Studie reicht das 95 %-Konfidenzintervall von
5% bis 79%.
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Will man die Reduktion des Risikos in absoluten Tennen beurteilen, so wird als Maß-
zahl
ARR=P2-P1,
die absolute Risiko-Reduktion (ARR) verwendet. Wieder wird vorausgesetzt, daß
P1 í P2 gilt, also die neue Therapie nicht schlechter als die Standardtherapie ist. An-
dernfalls wird von „absolute risk increase (ARI)“ gesprochen; deshalb wird als allge-
meine Definition lP1 - P2| verwendet. ARR wird geschätzt durch ARR = |P1 - P21; ein
95 %-Konfidenzintervall erhält man durch
|P1 -_ R21± I,96~sE(f>1 _ R2),
wobei der Standardfehler von (P1 - P2) gegeben ist durch
_ _ R I-R R I-R - .SE(P1_P2): Il I)+ 2( 2)\/n1I3n12+nzI3n22_
+ +
In der APSAC-Studie erhalten wir ARR = 0,056 - 0,126| = 0,07 und als 95%-Konfi-
denzintervall 0,07 ± 1,96 - 0,0324, also [0,007; 0,134]. Die absolute Risiko-Reduktion in
der APSAC-Studie beträgt also 7% mit einem 95%-Konfidenzintervall, das von 0,7% bis
13,4% reicht.
Die konkreten Auswirkungen einer absoluten Risikoreduktion von 7% kann man durch
folgende Überlegung verdeutlichen: Wenn man 100 Patienten mit APSAC behandelt,
hätte man eine Mortalitätsrate von 5,6% zu erwarten; d. h. es würden im Durchschnitt
5,6 dieser Patienten innerhalb von 28 Tagen versterben. Unter Heparin beträgt die Mor-
talitätsrate 12,6%; mithin hätte man 12,6 Todesfälle unter 100 mit Heparin behandelten
Patienten zu erwarten. Man könnte somit im Durchschnitt 7 Todesfälle verhindem, wenn
man 100 Patienten mit APSAC anstatt mit Heparin behandelt. Um einen Todesfall im
Durchschnitt zu verhindem, müßte man daher 100/7 = 14,3 Patienten mit APSAC an-
statt mit Heparin behandeln. Diese Anzahl von Patienten, die man mit der neuen Thera-
pie behandeln muß, um im Durchschnitt einen Todesfall gegenüber der Standardtherapie
zu verhindern, wird in der einschlägigen Literatur als „Number needed to treat (NNT)“
bezeichnet; sie ist definiert durch
NNT = I/ARR.
Falls die Mortalitätsrate unter der neuen Therapie höher ist als unter der Standardthera-
pie, also P1 > P2 gilt, oder wenn als Zielkriterium das Auftreten von Nebenwirkungen
betrachtet wird, ist die treffende Bezeichnung „Number needed to harm (NNH)“ üblich.
NNT wird geschätzt durch 1/ARR und in der Regel aufgerundet zur nächsten ganzen
Zahl; ein 95 %-Konfidenzintervall erhält man durch die reziproken Werte der unteren und
oberen Grenze des 95%-Konfidenzintervalls für ARR. Besondere Beachtung erfordert
die Situation, wenn der Wert Null im 95%-Konfidenzintervall für ARR enthalten ist,
also nicht klar ist, ob die neue Therapie den Patienten nützt oder schadet; für die Be-
handlung dieser Situation sei auf die Arbeit von ALTMAN (1998) verwiesen. In der APSAC-
Studie erhalten wir NNT 1/0,07 = 14,3 mit einem 95 %-Konfidenzintervall von [1/0,134;
1/0,007] = [7,5; 142]. Dies bedeutet, daß 15 Patienten mit APSAC behandelt werden
müssen, um im Durchschnitt einen Todesfall zu verhindem; diese Aussage ist allerdings
unter der Einschränkung zu sehen, daß das 95%-Konfidenzintervall von 7,5 bis 142
reicht.
Angemerkt sei, daß häufig statt des relativen Risikos das Odds-Ratio als Maßzahl für
den Therapieunterschied verwendet wird. Liegt, wie in der APSAC-Studie, die Hospital-
mortalität bei etwa 6% oder 12%, so sind beide Maßzahlen nahezu identisch; dies ist
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nicht mehr der Fall, wenn die Hospitalmortalität bei 25% oder höher liegen würde
(ALTMAN et al., 1998). _
Ein Glossary der vorgestellten und weiterer Maßzahlen findet sich bei PERLETH et al.
(1999) sowie in jeder Ausgabe der Zeitschrift „Evidence Based Medicine“.
2 Stratifizierte Auswertung/Meta-Analyse
Die grundlegende Idee einer stratifizierten Auswertung ist, durch die Bildung homogener
Untergruppen (auch Strata oder Schichten genannt) einen fairen Therapievergleich in
einer möglicherweise heterogenen Patientenpopulation zu ermöglichen. Der Therapiever-
gleich wird zunächst innerhalb der Strata durchgeführt, es wird also „Gleiches mit Glei-
chem“ verglichen; erst danach wird über die Strata hinweg aufsummiert, wobei Strata
mit einer größeren Anzahl von Patienten gewöhnlich ein größeres Gewicht erhalten.
Dies kann eine Teststatistik sein, wie die Cochran-Mantel-Haenszel-Erweiterung des
Chi-Quadrat-Tests (AGRESTI, 1990) oder eine Maßzahl wie der Mantel-Haenszel-Schätzer
des relative Risikos (GREENLAND et al., 1985). In beiden Fällen wird zunächst in jedem
Stratum eine Teststatistik oder ein relatives Risiko ermittelt; danach wird über die Strata
hinweg ein gewichtetes Mittel berechnet.
Zur Bildung von Strata sollten in einer kontrollierten klinischen Studie diejenigen Fak-
toren herangezogen werden, die auch bei der Randomisation berücksichtigt wurden,
oder von denen man weiß“, daß sie einen starken Einfluß auf die Prognose insgesamt
haben, also im Beispiel der APSAC-Studie die Hospitalmortalität maßgeblich beein-
flussen. Berücksichtigt man solche Faktoren bei der Auswertung nicht, entweder durch
die hier beschriebene Stratifikation oder durch weitergehende Modellierung beispiels-
weise im Rahmen eines logistischen Regressionsmodells, so wird ein vorhandener Wir-
kungsunterschied teilweise „verwischt“, d. h. er wird unterschätzt. Deshalb ist es für
die Aussagekraft solcher Studien von entscheidender Bedeutung, bezüglich der Fakto-
ren zu stratifizieren - bzw. sie in einem Regressionsmodell zu berücksichtigen -, von
denen man annehmen kann, daß sie einen maßgeblichen Einfluß auf die Prognose
haben.
In der APSAC-Studie wurde zusätzlich zur Klinik nach der Infarktlokalisation (Vorder-
bzw. Hinterwand) stratifiziert, da die Infarktlokalisation einen Einfluß auf die Mortali-
tätsrate hat. In dieser Studie kommen nicht-stratifizierte Analyse, stratifizierte Analyse
sowie die Auswertung in einem logistischen Regressionsmodell zum gleichen Ergebnis,
so daß eine Zusammenfassung wie in Tabelle 1 zulässig ist.
Bei der zusammenfassenden Bewertung von Ergebnissen verschiedener Studien zur glei-
chen Fragestellung im Rahmen einer Meta-Analyse werden die Strata in natürlicher
Weise durch die einzelnen Studien gebildet; dadurch ist gewährleistet, daß Therapiever-
gleiche immer erst innerhalb der einzelnen Studien durchgeführt werden und erst danach
über Studien hinweg zusammengefaßt werden.
Bei binären Zielgrößen wird gewöhnlich das Odds-Ratio oder relative Risiko als Maß
für den Therapieeffekt herangezogen, da die Annahme eines über die Studien konstanten
Therapieeffekts bei diesen relativen Maßzahlen eher gerechtfertigt ist, als bei der Risiko-
differenz_ Für die Zusammenfassung der einzelnen Ergebnisse gibt es verschiedene Ge-
wichtungsmethoden (FLEISS, 1993), wobei die Mantel-Haenszel-Methode insbesondere
bei einer größeren Anzahl kleiner Studien verwendet werden sollte (GREENLAND et al.,
1985).
Zur Definition der Cochran-Mantel-Haenszel-Teststatistik bzw. des Mantel-Haenszel-
Schätzers muß zusätzlich zu den Bezeichnungen in Tabelle 1 ein Index i für die jeweili-
ge Studie eingeführt werden. Bezeichne n1+,~ die Anzahl von Patienten in der experimen-
tellen Gruppe von Studie i (i = 1, _ _ _, K die anderen Bezeichnungen entsprechend, so
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ist die Cochran-Mantel-Haenszel-Teststatistik definiert als
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Die Teststatistik QCMH kann zur Prüfung der Gleichheit der Behandlungseffekte herange-
zogen werden. QCMH ist unter der Annahme der Gleichheit der Behandlungseffekte ap-
proximativ Chi-Quadrat-verteilt mit 1 Freiheitsgrad. Auf einen Unterschied kann somit
geschlossen werden, falls QCMH größer ist, als der kritische Wert der Chi-Quadrat-Ver-
teilung mit 1 Freiheitsgrad.
Der Mantel-Haenszel-Schätzer des relativen Risikos ist durch
^ i=I NiRRMH =M-
íf: f'l21i'n1+i
' I Ni[I
§3 niit' ' f12+i
gegeben. Dieser Schätzwert gibt dgs über die Studien hinweg gemittelte relative Risiko
wieder. Einen Varianzschätzer für RRMH findet man in GREENLAND et al. (1985).
3 Publikations-Bias in Meta-Analysen
Die APSAC-Studie wurde 1988 im American Journal of Cardiology veröffentlicht. Die
Veröffentlichung war zuvor von den Herausgebem des Lancet u. a. mit der Begründung
abgelehnt worden, daß gleichzeitig eine größere Studie zur gleichen Substanz, die
AIMS-Studie (AIMS TRIAL STUDY GROUP, 1988), zum Abschluß gebracht wurde, deren
Publikation mit höherer Priorität zu betreiben sei. In dieser Studie mit über 1000 Patien-
ten konnte ebenso eine Verminderung der Hospitalmortalität gegenüber Heparin gezeigt
werden; das geschätzte relative Risiko lag in der gleichen Größenordnung wie in der
APSAC-Studie, das zugehörige Konfidenzintervall war jedoch aufgrund der größeren
Patientenzahl erheblich enger. Der Effekt des Thrombolytikums wurde daher wesentlich
deutlicher sichtbar.
Dies spiegelt die bestehende Tendenz in der Veröffentlichung von Studienergebnissen
wider: je klarer und deutlicher der Effekt einer neuen Therapie nachgewiesen werden
kann, desto größer das Interesse und die Chance, dieses Ergebnis in einem guten Joumal
zu publizieren. Bei indifferenten oder gar negativen Ergebnissen besteht dagegen nur
eine geringe Chance der Veröffentlichung in einem Joumal mit internationaler Bedeu-
tung oder einer Veröffentlichung überhaupt. Dieses Phänomen wird als Publikations-Bias
bezeichnet. Am Beispiel der APSAC-Studie wollen wir uns die Konsequenzen dieser
Verzerrungsquelle verdeutlichen. Nehmen wir die hypothetische Situation an, das Throm-
bolytikum APSAC sei unwirksam und führe zu keiner Verminderung der Hospitalmorta-
lität gegenüber Heparin; in Termen des statistischen Testproblems gelte also die Nullhy-
pothese H0:P1 = P2. Stellen wir uns weiterhin vor, in den 80er Jahren seien weltweit
100 kontrollierte klinischen Studien mit gleicher Fragestellung, nämlich APSAC gegen
Heparin beim akuten Herzinfarkt zu vergleichen, durchgeführt worden. Der Fehler 1. Art
beim statistischen Testen besteht darin, die Nullhypothese fälschlicherweise zu ver-
werfen; die Wahrscheinlichkeit für den Fehler 1. Art wird üblicherweise auf 5% festge-
setzt. Somit ist die Wahrscheinlichkeit nahezu gleich Eins (genauer gesagt, gleich
I -(1- o,02s)1°° = 0,92 beini Zweiseitigen Testen), daß inindestens eine stndie eine
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signifikante Verminderung der Hospitalmortalität zeigt, obwohl in Wirklichkeit kein Un-
terschied zu Heparin besteht. Falls diese Studie in einem anerkannten Journal veröffent-
licht wird, diejenigen mit nicht-signifikantem oder gar negativem Ergebnis jedoch nicht,
wird man irrtümlicherweise zum Schluß kommen, daß APSAC für Patienten mit akutem
Herzinfarkt einen Vorteil gegenüber der Behandlung mit Heparin bietet.
Es ist deshalb wichtig, die Ergebnisse aller kontrollierten klinischen Studien zu einer
Fragestellung in der Bewertung zu berücksichtigen. Eine Zusammenfassung und Aus-
wertung mehrerer Studien wird als Übersichtsarbeit (Review oder Overview) bezeichnet.
Eine systematische Übersichtsarbeit ist dadurch gekennzeichnet, daß nach allen Studien
in systematischer Weise gesucht und daß alle Studien, unabhängig vom Ergebnis, bei
der Bewertung Berücksichtigung finden. Dies ist anders als bei klassischen Übersichts-
arbeiten, in denen häufig nur selektiv über einige Studien berichtet wurde, andere jedoch
gar nicht, oder nur am Rande, erwähnt wurden. Die Zusammenfassung der Studienergeb-
nisse mit statistischen Methoden innerhalb einer Übersichtsarbeit wird als Meta-Analyse
bezeichnet.
Ein Beispiel für das Vorhandensein eines Publikations-Bias findet man in einer jüngst
erschienenen Übersichtsarbeit zur Publikationspraxis von Studien zur Akupunktur in ver-
schiedenen Ländern (VICKERS et al., 1998). Während beispielsweise von 7 in Australien
durchgeführten Studien nur in einer Studie ein signifikanter Effekt der Akupunktur nach-
gewiesen werden konnte, bietet sich bei den in China durchgeführten Studien ein gänz-
lich anderes Bild: Bei 36 durchgeführten Studien zeigen sämtliche dieser Studien eine
signifikante Überlegenheit der Akupunktur; den Autoren zufolge (VICKERS et al., 1998)
soll es in China sogar eine gesetzliche Verordnung geben oder gegeben haben, die nur
die Publikation von positiven Studienergebnissen erlaubt.
In Abbildung 1 haben wir als Beispiel eine Meta-Analyse zur Thrombolyse-Therapie
beim akuten Herzinfarkt dargestellt, in die alle bis 1990 publizierten Studien eingegan-
gen sind (LAU et al., 1992); die Daten der insgesamt 70 Studien sind der Arbeit von
OLKIN (1995) entnommen. Die Studien sind in chronologischer Reihenfolge ihrer Publi-
kation aufgeführt; die APSAC- und die bereits erwähnte AIMS-Studie sind an zwölfter
bzw. zehnter Stelle von unten zu finden. Jede Studie ist in dieser Darstellung, die man
auch als Forest-Plot (SINDHU, 1996) bezeichnet, durch Angabe des geschätzten relativen
Risikos - gekennzeichnet durch einen Punkt - sowie des zugehörigen 95%-Konfidenz-
intervalls gekennzeichnet. Die Länge des letzteren spiegelt natürlich die Anzahl der Pa-
tienten in der jeweiligen Studie wider. Die Daten sind auf einer log-Skala abgetragen, da
sonst die Abbildung von Werten größer Eins dominiert würde. Man erkennt, daß unter
den 70 Studien sehr viele sind, die, für sich alleine genommen, zu klein sind, um zu
einem aussagekräftigen Ergebnis zu führen. Viele Studien sind deshalb mit einem indif-
ferenten Ergebnis verbunden, wobei sowohl relative Risiken kleiner als Eins als auch
solche größer als Eins beobachtet wurden; man hat allerdings den Eindruck, daß relative
Risiken kleiner als Eins überwiegen.
Um zu einem zusammenfassenden Ergebnis zu kommen, werden in jeder Studie die
beobachteten und unter der Nullhypothese erwarteten Todesfälle miteinander verglichen
und danach mit der Cochran-Mantel-Haenszel-Statistik (AGRESTI, 1990) zusammenge-
faßt. Ebenso wird in jeder Studie separat das relative Risiko geschätzt; die einzelnen
geschätzten relativen Risiken werden dann in Form eines gewichteten Mittels mit zuge-
hörigem Konfidenzintervall zusammengefaßt.
Für die Meta-Analyse zur thrombolytischen Therapie erhalten wir für die Cochran-Man-
tel-Haenszel-Statistik einen Wert von 97,72, was einen P-Wert von < 0,0001 entspricht.
Das mittels der Mantel-Haenszel-Methode geschätzte gemeinsame relative Risiko beträgt
0,77 mit einem 95%-Konfidenzintervall von [0,73; 0,81]. Damit läßt sich sehr eindrucks-
voll die Wirksamkeit der thrombolytischen Therapie belegen; vorausgesetzt, daß dieses
Ergebnis nicht durch Publikations-Bias und damit verbundene, selektive Berücksichti-
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Abbildung 1: Forest-Plot - Meta-Analyse zur thrombolytischen Therapie bei akutem Herzinfarkt;
Relatives Risiko zur Schätzung des Behandlungseffekts (log-Skala)
gung von Studien mit positivem Ergebnis entstanden ist. Eine Möglichkeit, dieses zu
untersuchen, werden wir im folgenden Abschnitt darstellen.
4 Der Funnelplot
Der Funnelplot ist eine grafische Methode, die es erlaubt, die in eine Meta-Analyse
eingehenden Studien informell auf das Vorliegen von Publikations-Bias zu prüfen.
Grundlage ist die Überlegung, daß der Logarithmus des in einer Studie geschätzten rela-
tiven Risikos approximativ einer Normalverteilung genügt, deren Varianz im wesentli-
chen von der Anzahl Patienten in der Studie abhängt. Konkret genügt log RR approxi-
mativ einer Normalverteilung mit log RR als Erwartungswert und als Varianzschätzer
erhält man:
/\ ^ 1111 1 1121 1Var(logRR)= 1-_ ~-+ 1-- --_
41+ 1111 f'l2+ H21
Kennt man den wahren Wert von log RR, so kann man daraus einen 95%-Toleranzbe-
reich für das geschätzte log-relative Risiko konstruieren, der, in Abhängigkeit von der
Studiengröße, ein trichterförmiges (engl_ funnel) Aussehen hat. Diese Darstellungsart
wird deshalb auch als Funnelplot bezeichnet (LIGHT et al., 1984) und ist in Abbildung 2
schematisch dargestellt. In der speziellen Situation, daß tatsächlich kein Wirkungsunter-












Abbildung 2: Schematische Darstellung eines Funnelplots; bei Vorliegen von Publikations-Bias sind
keine bzw. nur wenige Studienergebnisse in der schraffierten Fläche zu erwarten
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nen ist er symmetrisch um das wahre log-relative Risiko. Eine Asymmetrie im Funnel-
plot wird als Indiz für Publikations-Bias gewertet.
In der Literatur findet man mehrere Varianten des Funnelplots, die sich im wesentlichen
darin unterscheiden, welcher Wert auf der y-Achse abgetragen wird, um den Informa-
tionsgehalt einer Studie wiederzugeben. Gewöhnlich wird entweder die Studiengröße
oder die Inverse des Varianzschätzers verwendet.
Bei einer geringen Anzahl von Studien, insbesondere mit kleinen Stichprobenumfängen
ist ein Funnelplot von geringem Wert, da es in diesem Fall nicht gelingt, die notwendige
Symmetrieachse festzulegen. Hat man jedoch mindestens eine größere Studie zur Verfü-
gung, bei der das geschätzte log-relative Risiko eine vergleichbar kleine Variabilität hat,
d. h. der Toleranzbereich entsprechend eng ist, so kann man den Funnelplot mittels einer
Symmetrieachse justieren_ In Abbildung 3 ist dies für die Meta-Analyse zum akuten Herz-
infarkt dargestellt, wobei auf der y-Achse die Inverse der Varianzschätzer abgetragen sind.
Hier gibt es mit der GISSI-1-Studie (GISSI, 1986), ISIS-2-Studie (ISIS-2 COLLABORATIVE
GROUP, 1988) und der ASSET-Studie (WILCOX et al., 1988) drei große Studien, die zur
Justierung verwendet werden können und die aufgrund ihres Gewichts das Ergebnis der
Meta-Analyse entscheidend beeinflussen. Um die Darstellung zu verbessern, wurden die
Werte auf der y-Achse logarithmiert, da sonst die Abbildung von den wenigen großen
Studie dominiert würde und somit Unterschiede in der Lage der kleinen Studien ver-
schleiert würden. Bei Nichtvorhandensein von Publikations-Bias sollte der Trichter in
etwa „gleichmäßig“ gefüllt sein; insbesondere sollte er annähernd symmetrisch sein. In
Abbildung 3 fällt auf, daß die rechte untere Ecke weniger Studien aufweist als die linke
untere Ecke. Dies könnte ein Hinweis darauf sein, daß hier Publikations-Bias in gewissem
Umfang vorliegt. Im wesentlichen sind es kleine Studien mit indifferentem oder negati-
vem Ergebnis, für die der Verdacht besteht, daß sie durchgeführt, aber nicht veröffentlicht
wurden und deshalb nicht in die Meta-Analyse eingeschlossen werden konnten.
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Abbildung 3: Funnelplot - Meta-Analyse zur thrombolytischen Therapie bei akutem Herzinfarkt;
relatives Risiko zur Schätzung des Behandlungseffekts (log-Skala)
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Um die Auswirkungen des Publikations-Bias zu verdeutlichen, haben wir einige Simula-
tionen durchgeführt, die an die Verhältnisse der Meta-Analyse zur Thrombolyse-Thera-
pie angelehnt sind.
Zunächst haben wir sechs Mal jeweils 70 Vierfeldertafeln mit einem Mortalitätsrisiko
von 12 Prozent in der Kontrollgruppe und einem relativen Risiko von 0,78 erzeugt. Die
Studiengröße wurde dabei so gewählt, daß der Stichprobenumfang einer Studie mit einer
Wahrscheinlichkeit von 67 Prozent kleiner als 100, von 32 Prozent zwischen 100 und
1000 und von 1 Prozent größer als 1000 ist. In Abbildung 4 sind die Ergebnisse der
sechs fiktiven Meta-Analysen jeweils in einem Funnelplot dargestellt. In diesen simulier-
ten Datensätzen ist kein Publikations-Bias vorhanden. Dennoch kann man den Eindruck
gewinnen, daß in Simulation 4 Publikations-Bias vorliegt, da kleine Studien rnit einem
negativen Ergebnis für die neue Therapie fehlen.
In einer weiteren Simulation haben wir sechs Mal jeweils 400 Vierfeldertafeln nach dem
beschriebenen Mechanismus erzeugt und zwei Arten von Publikations-Bias angenommen
(COPAS, 1999). Einerseits haben wir angenommen, daß alle Studien mit signifikantem
Ergebnis (P-Wert < 0,05) „veröffentlicht“ werden, wohingegen alle Studien mit nicht-
signifikantem Ergebnis nicht zur Veröffentlichung kommen (Typ I). Andererseits sind
wir davon ausgegangen, daß die Wahrscheinlichkeit der Veröffentlichung sowohl von der
Größe der Studie als auch der Richtung des geschätzten Therapieeffekts abhängt, d. h.
daß eine Tendenz besteht, größere Studien bzw. Studien mit einem positiven Ergebnis
für die neue Therapie eher zu publizieren (Typ 2). In den Abbildungen 5 und 6 sind die
Ergebnisse dieser Selektionsprozesse dargestellt. In beiden Abbildungen ist deutlich das
Vorliegen von Publikations-Bias zu erkennen.
Ein extremes Beispiel soll die Gefahren falscher Schlußfolgerungen aufzeigen, die Meta-
Analysen in sich bergen, die ausschließlich auf kleinen Studien beruhen. Zur Behand-
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Abbildung 4: Sechs Simulationen - jeweils 70 Studien basierend auf den Vorgaben der Meta-Ana-
lyse zur Behandlung des akuten Herzinfakts generiert (kein Publikations-Bias)
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Abbildung 5: Sechs Simulationen - Daten basierend auf der Meta-Analyse zur Behandlung des
akuten Herzinfarkts generiert; ausschließlich Studien Init signifikantem Ergebnis (p < 0.05) publi-
ziert (Publikations-Bias Typ I)
lung des hepatozelluären Karzinoms (HCC) mit Tamoxifen, einer Hormontherapie, wur-
den die Ergebnisse von vier kontrollierten klinischen Studien in einer Meta-Analyse
zusammengefaßt (SIMONETTI et al., 1997). Die Resultate sind im unteren Teil von Ab-
bildung 7 dargestellt, wobei auf der y-Achse die Studiengröße abgetragen ist. Sie zeigen,
daß hier drei sehr kleine Studien (Anzahl Patienten zwischen 22 und 38) und eine etwas
größere Studie (N = 120) zusammengefaßt werden, die alle ein positives Ergebnis für
Tamoxifen zeigten; allerdings war nur eine Studie signifikant zum 5%-Niveau. Die Me-
ta-Analyse dieser vier Studien ergibt ein gemeinsames relatives Risiko von 0,497 mit
einem 95%-Konfidenzintervall von [0,28; 0,88]. Daraus wurde der Schluß gezogen, daß
Tamoxifen wirksam zur Behandlung des hepatozellulären Karzinoms sei (SIMONETTI et al.,
1997). Wie Abbildung 7 zeigt, läßt sich jedoch der Funnelplot aufgrund der vier kleinen
Studien allein nicht justieren, d. h. es läßt sich nicht erkennen, ob hier Publikations-Bias
vorliegen könnte oder nicht. Erst eine kürzlich publizierte Studie (CLIP-GROUP, »1998)
mit einer für die Fragestellung angemessenen Größe (N = 477) gibt einen deutlichen
Hinweis auf das Fehlen von kleinen Studien mit indifferentem und in der Tendenz nega-
tivem Ergebnis. Eine Meta-Analyse der fünf Studien, bei der natürlich das Ergebnis der
großen Studie dominiert, zeigt, mit einem gemeinsamen relativen Risiko von 0,83 (95%-
Konfidenzintervall [0,61; 1,13]), daß die Tamoxifen-Behandlung keinen Effekt auf die
1-Jahres-Überlebenswahrscheinlichkeit von Patienten mit hepatozellulärem Karzinom
hat, also als unwirksam angesehen werden muß. Eigentlich sollte im vorliegenden Fall
- mit eindeutigem Hinweis auf Publikations-Bias - gänzlich auf eine quantitative Zu-
sammenfassung der Eiılzelergebnisse verzichtet werden, da davon auszugehen ist, daß
der Therapieeffekt mit RR = 0,83 deutlich überschätzt wird.
Informatik, Biometrie und Epidemiologie in Medizin und Biologie 1-2/2000
Schwarzer et al., Meta-Analyse randomisierter klinischer Studien _ _
I I I I I I I I I I I I I _ _] I I I I I I I
0 1 0.2 0.5 1 2 5 10











Öóciioooo O000 O O 0









~ 1-I ¦ ¦ ¦
1/Var












8istO 0010 - -Oåo0 Q) å





C000 'Ö 0 _l` 000 - oo; Oo
ooo s 000 O a o 0 i
I I I I I I I I I I `ı I I I I I I I I I I
O1 O2 O5 1 2 5 10 01 O2 05 1 2 5 10
Relatives Risiko
Abbildung 6: Sechs Simulationen - Daten basierend auf der Meta-Analyse zur Behandlung des
akuten Herzinfarkts generiert; Wahrscheinlichkeit der Publikation in Abhängigkeit von Studiengröße
und geschätztem Effekt (Publikations-Bias Typ II)
Ein weiteres bekanntes Beispiel solcher Art stellt die Meta-Analyse zur intravenösen
Magnesium-Gabe dar (TEO et al., 1991), bei der erst die ISIS-4-Studie eine Justierung
des Funnelplots erlaubte und damit zu einer klaren Aussage über den Stellenwert dieser
Therapie kam (EGGER, 1998). _
Abschließend sei bemerkt, daß Publikations-Bias nur eine mögliche Erklärung für die
Asymmetrie in einem Funnelplot ist. So wird bei der Literatursuche oftmals nur ein Teil
der tatsächlich publizierten Studien gefunden, da Studien mit signifikanten Ergebnissen
in englischen Journalen veröffentlicht werden, wohingegen Studien mit nicht-signifikan-
ten Ergebnissen in der eigenen Landessprache publiziert werden (language bias). Be-
schränkt man sich bei der Literatursuche auf englisch- und deutschsprachige Journale,
kann dies zu einer verzerrten Schätzung des Therapieeffekts führen. In seltenen Fällen
sind Unterschiede in der Zusammensetzung der Studienkollektive und Heterogenität des
Therapieeffekts Ursache für die Asymmetrie, wenn beispielsweise in den kleinen Stu-
dien Patienten mit einem höheren Risiko behandelt werden und die Therapie bei diesen
Patienten wirksamer ist. Eine Auflistung weiterer Erklärungen für einen asymmetrischen
Funnelplot findet man in EGGER et al. (1997).
Statistische Tests zur Überprüfung von Publikations-Bias sind in den letzten Jahren vor-
geschlagen worden. BEGG et al. (1994) entwickelten einen Rangkorrelationstest, der auf
einen Zusammenhang zwischen geschätzter Varianz und standardisiertem Behandlungs-
effekt prüft. EGGER et al. (1997) haben einen Test vorgestellt, der auf einer gewichteten
Regression des standardisierten Behandlungseffekts auf den Standardfehler basiert. Die
statistischen Eigenschaften dieser Methoden bedürfen noch einer weiteren Untersuchung,
insbesondere bezüglich der Anwendbarkeit bei binären Zielgrößen, die in medizinischen
Fragestellungen verwendet werden.
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Abbildung 7: Funnelplot - Meta-Analyse zur Behandlung des hepatozellulären Karzinoms; Odds
Ratio zur Schätzung des Behandlungseffekts (log-Skala)
5 Meta-Analyse von Originaldaten
Ein mittlerweile bereits klassisches Beispiel für den durch Meta-Analysen erzielten Er-
kenntnisgewinn stellen die Aktivitäten der Early Breast Cancer Trialists” Collaborative
Group (EBCTCG) dar, die Anfang der 80er Jahre ins Leben gerufen wurde. Die Gruppe
besteht aus Klinikern und Methodikern, die weltweit federführend an der Durchführung
kontrollierter klinischer Studien auf diesem Gebiet der Onkologie beteiligt sind. Die
besondere Leistung der EBCTCG besteht darin, in regelmäßigen Abständen die Original-
daten aller einzelnen Studien in einheitlicher Fonn für eine Auswertung zur Verfügung
zu stellen. Dies hat gegenüber einer Meta-Analyse, die auf publizierten Daten beruht,
den Vorteil, daß die Auswertung der einzelnen Studien in einheitlicher Form und nach
einheitlichen Kriterien durchgeführt werden kann, während man sonst nur auf bereits
aggregierte Daten zurückgreifen kann (STEWART et al., 1993). Eine Meta-Analyse, basie-
rend auf individuellen Originaldaten, wird als ideale Form der Erkenntnisgewinnung an-
gesehen, wenn sie zudem noch, wie bei der EBCTCG, Publikations-Bias nahezu aus-
schließen kann. Jüngste Meta-Analysen der EBCTCG belegen eindrucksvoll den
Stellenwert der adjuvanten Chemo- und Hormontherapie beim nicht-generalisierten
Mammakarzinom (EBCTCG, 1998).
Ebenfalls auf individuellen Originaldaten beruht die jüngst publizierte Meta-Analyse zur
postoperativen Radiotherapie (PORT) beim Nicht-kleinzelligen Bronchialkarzinom (PORT
META-ANALYSIS TRIALISTS GROUP, 1998). Hier lagen insgesamt neun kontrollierte klini-
sche Studien vor, die bis auf eine - die zuletzt publizierte - indifferente und in der
Tendenz eher negative Ergebnisse aufwiesen, aber aufgrund ihrer Patientenzahlen keine
definitiven Schlußfolgerungen zuließen_ Erst die zusammenfassende Meta-Analyse
konnte mit einem geschätzten Hazard Ratio von 1,21 (95 %-Konfidenzintervall [l,08; 1,34])
überzeugend zeigen, daß die postoperative Strahlentherapie mit einer erhöhten Mortalität
verbunden ist.
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6 Evidence-Based Medicine und die Cochrane Collaboration
Unter Evidence-Based Medicine (EBM) versteht man den gewissenhaften, ausdrückli-
chen und vemünftigen Gebrauch der gegenwärtig besten externen, wissenschaftlichen
Evidenz für Entscheidungen in der medizinischen Versorgung individueller Patienten.
Die Praxis der EBM bedeutet die Integration individueller klinischer Expertise mit der
bestmöglichen externen Evidenz aus systematischer Forschung (SACKETT et al., 1996).
Ein wesentliches Problem in der Praxis der EBM ist die Diskrepanz zwischen der Menge
medizinischer Publikationen und der zur Verfügung stehenden Lesezeit (SACKETT et al.,
1999).
Zusammenfassungen der Primärliteratur in sogenannten Übersichtsarbeiten (Reviews)
bieten die Möglichkeit, große Mengen an Literatur schnell erfaßbar zu machen. Wichtig
ist ein systematischer Ansatz, der den Einfluß der oben beschriebenen Verzerrungen
minimiert. Dem Anliegen, solche Reviews zu erarbeiten, sie laufend auf einem aktuellen
Stand zu halten sowie die Ergebnisse zu verbreiten, hat sich die Cochrane Collaboration
in den letzten Jahren angenommen. Dieses weltweit tätige Netzwerk von Wissenschaft-
lern, Ärzten, Entscheidungsträgem und Patienten ist nach dem britischen Epidemiologen
Archie Cochrane benannt, der schon vor Jahren auf die Bedeutung dieser Aufgaben ein-
drücklich hingewiesen hat (COCHRANE, 1972); er ist nicht zu verwechseln mit dem Stati-
stiker William Cochran, der die Cochran-Mantel-Haenszel-Prozedur mitentwickelt hat.
Die Cochrane Collaboration hat in ihrem Logo (Abbildung 8) eine der ersten Meta-Ana-
lysen aufgenommen, die heutigen Qualitätsansprüchen genügt (CROWLEY, 1990).
Die hier dargestellte Meta-Analyse stammt aus einer Übersichtsarbeit zur Induktion der
kindlichen Lungenreifung mit Kortikosteroiden bei Frauen mit drohender Frühgeburtlich-
keit. Die Zusammenfassung der sieben Studien wurde 1989 durchgeführt und belegt den
Nutzen dieser einfachen und kostengünstigen Intervention. Die zusammengefaßten Stu-
dien lagen schon 1981 vor, da aber erst die acht Jahre später durchgeführte Meta-Ana-
lyse eindeutig den Nutzen der Therapie gezeigt hat, verzögerte sich die Einführung die-
ser Intervention mehrere Jahre. Es gibt noch eine Reihe weiterer solcher Beispiele, die
eindrucksvoll zeigen, daß die Erkenntnisse aus der klinischen Forschung nur mit zum
Teil großer Verzögerung (bis zu zehn Jahre) in die klinische Praxis einfließen (ANTMAN,
1992). Diese unbefriedigende Situation ist teilweise bedingt durch die immer schnellere
Abbildung 8: Das Logo der Cochrane Collaboration, Erläuterungen siehe Text
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Alterung des medizinischen Wissens, vor allem aber durch die rapide wachsende Menge
an Infonnationen in der Medizin (RAMSEY, 1991). Inzwischen werden jährlich in den
medizinischen Fachzeitschriften mehr als zwei Millionen Artikel weltweit publiziert, da-
runter allein 9000 randomisierte klinische Studien (OLKIN, 1995).
Nachdem Archie Cochrane schon 1972 auf die Notwendigkeit strukturierter und regel-
mäßig aktualisierter Zusammenfassungen aller randomisierten Studien hingewiesen hatte
(COCHRANE, 1972), wurde 1992 das erste Cochrane Centre in Oxford gegründet und ein
Jahr später die Cochrane Collaboration (CC) ins Leben gerufen. Ziel dieser internationa-
len non-profit-Organisation ist es, systematische Übersichtsarbeiten zu therapeutischen
Fragestellungen in allen Bereichen der Medizin zu erstellen, zu aktualisieren und zu
verbreiten.
Aufbau der Cochrane Collaboration
Die Aufgaben der CC sind auf unterschiedliche Gruppen in der Organisation verteilt
(Abbildung 9).
Die Erstellung und Betreuung der Cochrane Reviews als zentrale Aufgabe der CC wird
in Collaborative Review Groups (CRG) durchgeführt, von denen es zur Zeit 51 gibt. Sie
beziehen sich auf einen bestimmten in der Regel organbezogenen medizinischen The-
menbereich wie z. B. Leber- und Gallengangserkrankungen und sind intemational be-
setzt, um die Überwindung von Sprachbarrieren zu erleichtern.
Neben den Collaborative Review Groups stehen als Fields bezeichnete Arbeitsgruppen,
die sich umfassenderen Themenbereichen wie Krebserkrankungen oder Palliativmedizin
widmen und die Arbeit der einzelnen CRGs unterstützen, die in ihren Zuständigkeitsbe-
reichen liegen. Ein spezielles Field ist das Consumer Network, dessen Ziel die Integra-
tion von Patienten und Nutzern in die Arbeit der CC ist. Zusätzlich gibt es eine Reihe
von Methods Groups, die sich vielfältigen methodischen Aspekten der Reviewerstellung
und -nutzung (z. B. Anwendbarkeit der Reviewergebnisse auf individuelle Patienten oder














Abbildung 9: Aufbau der Cochrane Collaboration
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Das organisatorische Rückgrat der CC bilden die Cochrane Zentren, die sozusagen die
Niederlassungen der Organisation darstellen. Inzwischen gibt es Weltweit 15 Cochrane
Zentren, für den deutschsprachigen Raum ist das Cochrane Zentrum in Freiburg zustän-
dig. Die Cochrane Steering Group stellt den politischen Kopf der CC dar und ist für die
Fonnulierung der Ziele der Organisation sowie für prinzipielle Fragen wie Urheber- und
Publikationsrechte verantwortlich.
Systematische Übersichtsarbeiten der Cochrane Collaboration
Alle Reviews folgen einer einheitlichen Struktur, die eine gute Orientierung ermöglicht
und damit zur Verkürzung der Lesezeit beiträgt. Die Registrierung der Cochrane Re-
views innerhalb der CC ist an das Vorgehen bei prospektiven Studien angelehnt: Der
erste Schritt ist das Einreichen eines Titels, darauf folgt die Verfassung eines Protokolls,
welches eine Begutachtung durch die Editoren der Reviewgruppen durchlaufen muß,
und dann erst die Erstellung der Übersichtsarbeit selbst.
Die Qualität eines Reviews ist völlig abhängig von der Qualität der zugrunde liegenden
Primärstudien. Deshalb ist die Grundlage der Reviews eine umfassende Literatursuche
zur Minimierung von Selektionsfehlem jeglicher Art. Um eine möglichst vollständige
Literaturbasis für eine Übersichtsarbeit zu erhalten, werden verschiedene Wege der Lite-
raturrecherche miteinander kombiniert: Die Nutzung von elektronischen Datenbanken
wie Medline und Embase ist ein wichtiger Schritt, der aber ergänzt werden muß durch
manuelle Suche in Zeitschriften, die nicht elektronisch erfaßt sind (Handsearching) und
andere Recherchestrategien. Die Studien werden dann nach vorher im Protokoll festge-
legten Kriterien bewertet und wenn möglich in einer Meta-Analyse zusammengefaßt.
Nach Fertigstellung einer Übersichtsarbeit wird diese einmal pro Jahr überarbeitet um
neue Erkenntnisse, Studien oder Anregungen der Nutzer zu integrieren.
Die Cochrane Library
Für eine regelmäßig aktualisierte, praxisfreundliche Verbreitung der Cochrane Reviews
sind heutzutage elektronische Medien für die Dissemination selbstverständlich. Publiziert
werden die Reviews in der Cochrane Library, die im Abonnement (vierteljährliche Ak-
tualisierung) als Online-Version über das Intemet oder als CD-ROM erhältlich ist.
Die Cochrane Library enthält die folgenden Datenbanken (Zahlenangaben beziehen sich
auf Ausgabe I/2000):
0 Die Cochrane Database of Systematic Reviews (CDSR), mit 716 vollständigen Co-
chrane Reviews und 672 Protokollen begonnener Übersichtsarbeiten.
0 Die Database of Abstracts of Reviews of Effectiveness (DARE) mit 2656 Abstracts von
Übersichtsarbeiten, die einen Qualitätsfılter des Centre for Reviews and Dissemination
(Universität York, UK) durchlaufen haben. Diese Reviews wurden in die Cochrane Li-
brary integriert, um auch die Informationen aus konventionell publizierten Übersichts-
arbeiten nutzbar zu machen und das Angebot der Cochrane Reviews zu ergänzen.
0 Das Cochrane Controlled Trials Register (CCTR), eine Bibliographie mit über 268 824
Einträgen zu kontrollierten Studien, die in den großen Datenbanken und im intematio-
nalen Hand-Searching Prozeß identifiziert wurden. Diese Datenbank bietet gegenwär-
tig die umfassendste Literaturbasis für die Erstellung systematischer Reviews.
0 Die Cochrane Review Methodology Database (CRMD), eine Bibliographie methodi-
scher Literatur mit 1173 Zitaten und Abstracts zum Thema systematische Über-
sichtsarbeiten und Literatursuche.
0 Eine Datenbank von über 1563 Abstracts von Übersichtsarbeiten, welche im Rahmen
des internationalen Health Technology Assessments entstanden sind.
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Tabelle 2: Hierarchie der Evidenz: Empfehlung der US Angency for Health Care Policy and Re-
search (AHCPR 1992)
Stufe Evidenz-Typ
Ia Evidenz aufgrund von Meta-Analysen randomisieter kontrollierter Studien in sy-
stematischen Ubersichtsarbeiten
Ib Evidenz aufgrund mindestens einer randomisierten kontrollierten Studie
IIa Evidenz aufgrund mindestens einer gut angelegten kontrollierten Studie ohne Ran-
domisierung
IIb Evidenz aufgrund mindestens einer gut angelegten, quasi-experimentellen Studie
III Evidenz aufgrund gut angelegter, nicht experimenteller deskriptiver Studien (z. B.
Fall- Kontrollstudien)
IV Evidenz aufgrund von Berichten/Meinungen von Expertenkreisen, Konsensuskon-
ferenzen und/oder klinischer Erfahrung anerkannter Autoritäten ohne transparenten
Beleg
0 Das Reviewer Handbuch, Informationen über die Arbeit der Cochrane Collaboration
mit Kontaktadressen aller registrierten Reviewgruppen und Cochrane Zentren und ein
Glossar mit Begriffen der Methodik klinischer Forschung.
Da die Empfehlungen in systematischen Übersichtsarbeiten in einem transparenten Pro-
zeß entstehen, der Verzerrungen durch Selektionsfehler explizit berücksichtigt und so-
weit möglich reduziert, bieten sie die höchste Güte an Informationen für die Praxis einer
evidenz-basierten Medizin. Das spiegelt sich auch in den von unterschiedlichen Autoren
und Institutionen publizierten levels of evidence wieder, die wissenschaftliche Arbeiten
in einer Rangliste ordnen und an oberster Stelle systematische Übersichtsarbeiten oder
Meta-Analysen zeigen. Tabelle 2 zeigt ein Beispiel, das von der US Agency for Health
Care Policy and Research herausgegeben wird (AHCPR, 1992).
Perspektive
Die Notwendigkeit der rigorosen Bewertung medizinischer Verfahren im Rahmen von
klinischen Studien und systematischen Übersichtsarbeiten anhand klinisch-relevanter
Zielkriterien ist heute größer als je zuvor. Ziel dieser Bewertungen muß sein, Klarheit
über die Evidenzlage zu einer bestimmten Fragestellung zu schaffen und die momentane
Praxis zu beurteilen und zukünftigen Forschungsbedarf aufzuzeigen.
Im methodischen Bereich stellt sich die zentrale Frage, ob und wie Informationen aus
Studien unterschiedlichen Designs zusammengefaßt werden können. Ein weiterer wichti-
ger Aspekt ist das tiefere Verständnis der Verzerrungsmechanismen, die das Ergebnis
einer Meta-Analyse verfälschen. In diesen Bereichen wurden in den vergangenen Jahren
schon beträchtliche Fortschritte gemacht, wie zum Beispiel die Identifikation von Selek-
tionsfehlem die Darstellung in Funnelplots (siehe oben), viele Aspekte sind jedoch wei-
terhin ungeklärt.
Die rigorose Qualitätsbewertung klinischer Studien im Rahmen systematischer Über-
sichtsarbeiten hat Auswirkungen auf die Qualität zukünftiger Therapiestudien. 1996
wurde eine Leitlinie für die Publikation klinischer Therapiestudien, das CONSORT-Sta-
tement, verfaßt. Inzwischen ist diese Leitlinie Teil der Autorenrichtlinien von über 70
internationalen Fachzeitschriften (BEGG et al., 1996). Die zunehmende Zahl Meta-Ana-
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lysen (siehe Abbildung 10) hat auch zu einer intensivierten Diskussion über die Quali-
tät dieser Arbeiten geführt. Diese Diskussion mündete in der Formulierung des QUO-
ROM-Statements, einer Leitlinie zur Publikation von Meta-Analysen (MOHER et al.,
1999).
Die zukünftige Entwicklung wird davon abhängen, inwieweit die Akzeptanz der ergeb-
nisorientierten klinischen Forschung weiter anwächst. Gerade in diesem Punkt hat
Deutschland noch einigen Nachholbedarf im Vergleich zu den angelsächsischen Län-
dem, Holland und Skandinavien (ANTES et al., 1999). Aber die Zunahme der Aktivitä-
ten, erkennbar unter anderem an der Gründung von Collaborative Review Groups in
Deutschland, läßt optimistisch in die Zukunft blicken.
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Approximate Sample Size Formulas
for One-way Analysis of Variance
Approximative Fallzahlformeln für die einfache Varianzanalyse
T. Friede*
Summary
To determine the required sample size for one-way analysis of variance exactly, the
noncentral F distribution has to be evaluated recursively. May be that the noncentral F
distribution function is not available or one is interested in a simple form of the sample
size formula to simplify complex investigations. In these situations approximate sample
size formulas are helpful tools. In this paper several approaches are presented and
compared. Further a rule of thumb is derived.
Keywords
analysis of variance; sample size determination
Zusammenfassung
Zur Berechnung der exakten Fallzahlfiir eine einfache Varianzanalyse ist es notwendig, die
nichtzentrale F-Verteilung rekursiv auszuwerten. Unter Umstanden steht die Verteilungs-
funktion der nichtzentralen F-Verteilung nicht zur Verfiigung oder man ist an einer explizi-
ten Darstellung der Fallzahlformel interessiert. In derartigen Situationen können approxi-
mative Fallzahlformeln sehr hilfreich sein. In der vorliegenden Arbeit werden verschiedene




Once upon a time a scientist wanted to plan a balanced multiarmed comparative trial.
He decided to analyze the data from k groups by one-way (fixed effects) analysis of
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variance. He had some ideas about the magnitude of the within-group variance O2 and
wished to detect a certain profile of expectations μl., i= 1, _ . . ,lc (if it exists) with a
probability of 1- Further, he planned to test the hypothesis H0: μl = = ,uk
against H1 : El p, q : μp 74 /,iq with significance level a by using the test statistic








m Xi'-Xi.2kl/l___ _ :(1 )
where X,-j ~ N(„u,-,o2) independent (i = 1, . . . ,k, j = 1, _ _ . ,n), X,-_ the group means, and
X the overall mean. Hence, he took one of his books with large tables, e.g. KASTEN-
BAUM, MARVIN et al. (1970), BOWMAN (1972) or TIKU (1972), and looked up the desired
sample size per group.
With upcoming computing facilities, life became easier at least concerning sample size
determination. As it is well-known the exact sample size per group is given by the
smallest integer n for which the following inequality holds, e.g. BOCK & TOUTENBURG
(1991),
1"' Fk-1,kn-k,Ü(f/<-l,kn-k,1-ot) 2 1"ß
A2 lc 1 lc
where Ü = n y, A2 = Z (μl. -/1)2, and ti = 7; Z μl-. F„,„„,7@ denotes the distribution
t=1 t=1
function of the noncentral F distribution with noncentrality parameter 6 and 1/1, and 1/2
df and f„„„„y is the y quantile of the central F distribution with the same df. Since the
noncentral F distribution was not available in all used software packages some years
ago, approximations of the noncentral distributions by central ones were used (e.g. DAY
& GRAHAM, 1991; LAUBSCHER, 1960). Today, the distribution functions of noncentral F
distributions are available in many statistical software applications, e.g. SAS from SAS
Institute, Cary NC and Mathematica from Wolfram Research. Therefore, it is no pro-
blem to determine the exact sample size per group according to (1), if one has such
software by hand.
However, in some situations one might be interested in a sample size formula which is a
simple function of a certain parameter, e.g. the variance O2. In the two-sample case, the
required sample size is approximately given by the next larger integer to n (see for
example KIESER & HAUSCHKE, 1999)
2n=aa„+ar§í (a
where zy is the 3/ quantile of the standard normal distribution and Ö denotes the differ-
ence of the group expectations with Ö2 = (μl - μ2)2 = 2412. Thereby, the sample size n
is a linear function of the within-group variance oz or the squared coefficient of varia-
. 0 2 _ _ _ . . -tion . Therefore, an estimated sample size based on the variance estımatıon O2 can
be written as the product of the required sample size for the known variance and the
. ôz . . . .ratio -2. This relationship was used in KIESER & FRIEDE (2000) and FRIEDE & KIESER
o
(1999) to reduce the complexity of the problems. In the first, the calculation of the
actual type I error rate in a trial with intemal pilot study was simplified since the actual
error rate could be given as a function of the required sample size for known variance
instead of power and clinically relevant effect. In the latter, the relationship was used to
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investigate the performance of several variance estimators in interim analyses in terms of
sample size. These examples show how valuable approximation sample size formulas
can be.
Further, approximation formulas can be helpful dealing with different costs for treat-
ments. In this situation, not only a sample size should be determined that guarantees a
certain power. Additionally, the total costs should be minimized. For example, SCHOU-
TEN (1999) is concemed with this kind of problem in the t-test situation and the more
general case of unequal variances. In the case of binomial outconies, the problem is
investigated by TRAJSTMAN (1992). Both use sample size approximation formulas for
their investigations.
In SCHWERTMAN (1987) an approximation formula is given for the case that one wants
to detect a certain maximum deviation Ö between two of k group expectations. In Sec-
tion 2.3, I generalize this approach to the situation where a certain profile of expecta-
tions is of interest. Further, I develop different approximation formulas and compare
them in Section 3. Additionally, a rule of thumb is derived in Section 4. Finally, I close
with a brief discussion of our results.
2 Approximate sample size formulas
In the two-sample case (k = 2), formula (2) provides exact sample sizes for known
variance O2. For unknown variance (2) is a good approximation formula. Therefore, I try
a similar derivation of an approximation for more than two groups. For known oz the
test statistic reduces to the numerator of F. Therefore, it is central X2-distributed with
k - 1 df under the null hypothesis and noncentral under the alternative. Hence, the exact
sample size is the smallest integer n G IN for which the following inequality holds:
1_X/å-I,a(Xš-I,I~a) Z 1_ß (3)
A2
where Ü = n ä like in (1). 9(-) denotes the distribution function of the noncentral X2
distribution with noncentrality parameter Ü and v degrees of freedom, and Xš Y the 3/
quantile of the central X2 distribution with 1/ df. Notice that in contrast to (1) the degrees
of freedom are independent of n in (3). Since the noncentrality parameter 1? itself de-
pends on the sample size n, (3) cannot be solved for n explicitly. Therefore, I approxi-
mate the noncentral X2 distribution by the standard normal or a central X2 distribution in
Sections 2.1 and 2.2, respectively. In the following, the sample size per group is given
by the nearest integer to n obtained by the respective approximation formula.
2.1 Normal approximation
In JOHNSON & KOTZ (1970) the following approximation of a noncentral X2 distribution
by the standard normal distribution is given
Xi-1,t<›«>~ <1>(» <4)
Hence, (4) together with (3) leads to
Xi-1,1-a _ (k _ 1) _" Ü
,/zu - I + za)
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Figure 1: Comparison of sample size approximation formulas (5) (gray dots) and (6) (black circles)
in terms of deviation from the desired power ne, denotes the exact sample size according to (1)
This equation is squared in 19 and thereby in n. Solving it for (the larger) n results in
0.2ft = - <1« -1›+2z%-,.› -«Z1-ß /eit +4›<%-„-.. - 2<f<-1>> 5,-. <5)
For practical relevant values of the noncentrality parameter Ü (described in Section 3)
formula (5) can be improved by replacing z%_ß by z1_/3. The improvement is illustrated
by Figure 1. Hence, the sample size approximation is given by
0.2H = - <1- 1>+2z1-ß +21-ß /AM +4›e-.,I-.. -20« -1>> L? <6)
2.2 Central 352 approximation
One might expect that a noncentral X2 distribution can be more accurately approximated
by a central X2 distribution than by the normal. And in fact, many good approximations
of the noncentral X2 distribution by a central one exist. For an overview I like to refer to
JOHNSON & KOTZ (1970). However, in many of these approximations the number of
degrees of freedom depends on the noncentrality parameter 1? and thereby on the sample
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size n. Therefore, these approximations cannot be used for our purpose because the
resulting equations cannot be explicitly solved for n.
In JOHNSON & KOTZ (1970) an approach by Bol”shev and Kutnetznov is given which
approximates a noncentral X2 distribution by a central one with the same number of
degrees of freedom. In detail, the following approximation for a quantile of a noncentral
X2 distribution is given
e 1 xš, 92
Xš,0,)/ z X104/ Xíy _ Ø X1073/ '
As in Section 2.1 I get an approximation for the required sample size per group
/<-1 /<-1 2 2(k~1)2(xš-1,1¬.-xšaß) 02
n = - -zi+ ii-_ -l- 2 2 _ (7)
X/< 1 ß Xk 1 ß < X/< 5 A1__;_ §4 2 _ -lß
k+1 k+1 Xkrlßl k+1
2.3 Generalization of Schwertman's approach
To detect a certain maximum difference Ö between two of k groups SCHWERTMAN (1987)
proposed the following approximate sample size formula
n = 2 </›<,%...,I-.. - <1« - 2) - er . <ß>
In the two-sample case (8) reduces to the well-known approximation formula given by
(2). The justification of the approximation is based on the idea that the test statistic F
can be seen as a sum of k - 1 independent squared t-distributed statistics with kn - k df.
Therefore, it can be written as a sum of k - 1 independent X2-distributed statistics with
one df for known O2. It is argued that only the statistic related with the maximum
difference is important and therefore the other k - 2 are set equal to their expectations
under the null hypothesis which is the worst case.
Notice that a noncentral X2 distributed random variable 6 with noncentrality parameter
6 and v df can be written as
963,9 = Xi-1 +Xi,e
where Xš_1 and gie are independently central and noncentral X2 distributed variables
with v - 1 and one df and noncentrality parameter 9, respectively (see for example
JOHNSON & KOTZ, 1970). With this result Schwertman°s approximation can be general-
ized to
1« = </›<,%-1,.-„ - <k-2) -er <9>
If two of k expectations have a distance of Ö and all other k - 2 expectations are equal
to the mean of these two, it follows A2 = O2/2. Thereby, (9) is reduced to Schwert-
man”s formula (8).
3 Comparison of the different formulas
In the last Section several Sample size approximations were proposed. Now, I compare
these formulas with the exact sample size according to (1) for practical relevant choices of
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A2 = 0.02, 0.03, 0.05, 0.1, 0.2, 0.4, 0.7, 1.0, 2.0, variance oz = 1, number of groups
k = 3, 5, 7, type I error rate oc = 0.01, 0.05 (two-sided), and power 1 - ß = O.80, 0.90,
0.95, 0.99. These 216 situations cover (exact) sample sizes per group between 6 and
1753. For several of these situations, Tables 1 and 2 show the deviations of the approx-
imations from the exact determination in terms of sample size and power, respectively.
The calculations were done with The SAS System Version 6.12 from SAS Institute, Cary
NC. The program code is available from the author upon request.
The performance of the normal approximation is the best among the presented ones.
The deviation from the exact determination is in most cases only one or two and there-
fore in terms of power smaller than 1%. Only for small A2 which are related to large
sample sizes the deviation is higher. However, in these cases the sample size is not too
Table 1: Deviation from the exact sample size for the described approximation procedures. The
significance level is a = 0.05 (two-sided) and the within-group variance 02 = 1. 1 - ß denotes the
power, k the number of groups, and A2 the corrected sum of squares for the group expectations.
The sample sizes are calculated according to (1), (3), (6), (7), and (9).
exact deviation from exact sample size
1 - ß k A2 sample size exact for known oz normal appr. X2 appr. Schwertman°s
0.8 3 „1.05 194 -1 1 -23 -
1.10 98 -1 -1 -12 -
1.20 50 -1 -1 -7 -
1.40 26 -1 -2 -5 -
1.70 15 -1 -1 -3 -c`)(`)(")(A)A) ›-1l\.)UJU)
5 1.05 240 -1 1 -40 -
„1.10 121 -1 -1 -21 -
"1.20 61 -1 -1 -11 -
1.40 31 -1 -1 -6 -
1.70 19 -1 -2 -5 -(AJ(A)r``)c`)
1-*
U.)l\J-IÄO\
7 „1.05 274 -1 -41 -
1.10 138 -1 - -22 -
1.20 70 -1 - -12 -
„1.40 35 0 - -6 -
21.70 21 -Ã - -4 -``)(`)(`)AJ ›-›ı--››-››-›@
ı›-ß
UJUJUIKOUI
0.9 3 1.05 255 -1 -
1.10 128 -1 -
1.20 65 -1 -
1.40 33 -'L - -
„1.70 20 -1 - - -A)(AJ(A)3 `) ›-=›-=OI\.>-l>-
1-K
›-›@›-›LJı© l\Jl\JL›J-IÄOO
5 „1.05 310 -f. -43 -
1.10 156 -1 -22 -
„1.20 78 0 -ll -
"1.40 40 -1 - -7 -
1.70 23 0 - -4 -(^)C*`)̀ 1-*P-*CDOUJ
1-*
l\JL›¬>Uı©\l
7 1. '350 - - -24
1. 176 - -27 -13
1.20 88 -14 -7




›-K ›- U121.70 26 - - - -3
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small but too large. Though the sample sizes according to the generalization of Schwert-
man°s approach are in all investigated cases too small, it works quite well, too The
sample size approximation according to (6) is better in cases with small A and in situa-
tions with many groups. The performance of the central X2 approximation is disappoint-
ing. The deviation is in some investigated cases up to -36% in power.
Since the normal approximation of the noncentral X2-distribution is worse for the tails
the good performance of the normal approximation is limited to a that are not to small
In cases of low sample sizes (of about 10), a significance level of 0.01 leads to devia-
tions from the desired power of -14%. This can be seen from Figure 1.
Table 2: Deviation of the power obtained by the sample size formulas from the gained power
1- The significance level is ot = 0.05 (two-sided) and the within-group variance o =l k
denotes the number of groups, and A2 is the corrected sum of squares for the group expectations
The sample sizes are calculated according to (1), (3), (6), (7), and (9).
2
1-ß 1« 212 CXact
deviation of the resulting power from 1 - ß
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4 A rule of thumb
For the two-sample case there exist several rules of thumb for sample Size determina-
tion, e.g. DALLAL (1992), LEHR (1992). The sense of these crude estimations is to have a
sample size determination procedure which can be easily remembered and calculated
without the use of a computer or even a pocket calculator. For example, such ap-
proaches can be very helpful in planning sessions for trials in order to get an impression
about the magnitude of the required sample size (DALLAL, 1992; LEHR, 1992). In the
sequel, a rule of thumb is derived for multiarmed trials.
For a two-sided significaıgce level a = 0.05 and a desired power 1 - ß = 0.9O the factor
o'
to be multiplied with Z2- in equation (6) has the values 12.97, 15.64, and 17.61 for
k = 3, 5,7, respectively. Therefore, I propose to use the following sample size formula
as a rule of thumb
G2
If a maximum difference Ö between two of k groups should be detected, this fomiula
can be written as
2
„= (2o+2/<) ê. (io)
Table 3: Sample sizes according to the rule of thumb (10) and to the exact procedure (1) for
a = 0.05 and 1 - ß = 0.90. Additionally, the corresponding power to the crude sample size esti-
mate is given.
sample sizes power of
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2 2
Por k = zu foıiows from (io) n = 24 ê. LEHR (1992) suggested n = 21 fší which
performes well. Therefore, my suggestion leads to overestimation. However, it is not too
bad because the overestimation corresponds to values of power between 0.90 and 0.95.
Table 3 Shows sample size determinations according to the suggested rule of thumb (10)
and for the purpose of comparison the exact values obtained from (1) for k = 2, _ . . ,5,
ot = 0.05 and 1 - ß - 0.90. Additionally, for each crude estimate of the sample size the
corresponding power is calculated using the noncentral F distribution. As it can be seen
from Table 3, the sample size tends to be too small for k 2 4. Nevertheless, the pro-
posed rule of thumb performs very well in practical relevant situations.
5 Discussion
Three sample size approximation formulas for one-way analysis of variance were pro-
posed. Two of them are developed by using approximations of a noncentral X2 distribu-
tion which is used for exact sample size determination in the case of known variance O2.
The third approach is a generalization of Schwertman°s fonrıula. With the exception of
the approach approximating the noncentral X2 distribution by a central one, they work
well which can be seen from the comparison with the exact sample size determination.
These approximation fomiulas can be helpful tools when the sample size has to be
given in explicit form. Further, these approximations have làeen used to develop a rule
A
of thumb depending only on the number of groups k, and _2. The good performance of
this rule has been shown. O
The derivation of the approximation formulas can be generalized to get insight also in
the above mentioned dependencies for unbalanced designs, i.e. unequal sample sizes per
group, and general contrasts of group expectations. Concerning the latter I like to refer
to BOCK & TOUTENBURG (1991) for exact and to SCHWERTMAN & SCHENK (1991) for
approximate sample size determination.
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Application of Dissimilarity Indices
in Analysing changes in cause
of Death Structure. A case study
Die Verwendung von Dissimilaritätsindizes bei der Analyse
von Anderungen der Todesursachen-Struktur - eine Fallstudie
J _ lzsák
Summary
Cause of death structure exhibits considerable changes with age. Calculating a scalar
measure of the structural differences between age groups we can obtain a picture on the
age dependence of the scaled dijference. A number ofpossible measures, named dissim-
ilarity indices, are in use. Some of these, for example the modified Euclidean distance,
accentuate mainly the dyferences between the greatest case numbers of the leading
causes of deaths. Other indices, such as some members of the J -NESS index
family with large parameter value m, are sensitive also to dififerences in the range of
smaller case numbers.
We analysed the cause of death statistics of England and Wales. Some statistical proper-
ties, such as correlation between indices, as well as their sensitivity properties illu-
strated on the age dependence of the dissimilarities are discussed. As for epidemiologi-
cal observations, we report a general decline of the modified Euclidean distance in a
considerable age interval. This index exhibits a local dissimilarity minimum of the mor-
tality structure between age groups 55-59 and 65-69 years. Index I - NESS (30) does
not show this trait.
According to the numerical experience, we propose the parallel use of dissimilarity in-
dices of both types.
Key words
dissimilarity indices, diversity indices, cause of death structure
Zusammenfassung
Die Struktur der Todesursachen in einzelnen Altersgruppen zeigt wesentliche Diflerenzen.
Dissimilaritätsindizes machen es möglich, diese Dijferenzen zu analysieren. Zahlreiche
solche Indizes sind in der Fachliteratur bekannt. Einige, zum Beispiel die euklidische
Distanz, spiegeln iiberwiegend die Dijferenzen der größten Häufigkeiten der einzelnen
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Ursachen wieder. Andere Indizes sind sensitiv auch fiir Dijferenzen von kleineren Häufig-
keiten. Das ist der Fall bei den I - NESS Indizes, falls der Parameter m groß ist.
Die Todesursachen-Statistik von England und Wales wurde untersucht. Einige statistische
Eigenheiten der Indizes und die Korrelation zwischen Indexwerten und Verschiedenheiten
zwischen Dissimilaritatsgraphiken werden diskutiert.
Eine der epidemiologischen Beobachtungen ist die Abnahme des Indexwertes der modifi-
zierten euklidischen Distanz mit höheren Altersgruppen. In den meisten der untersuchten
Gruppen zeigt dieser Index ein lokales Minimum der Dissimilaritéit der Todesursachen-
Struktur bei den Altersgruppen zwischen 55-59 und 65-69 Jahren. Der I - NESS (30)
zeigt dieses Verhalten nicht.
Auf Grund unserer Erfahrungen schlagen wir die parallele Anwendung der Dissimilari-
tätsindizes von beiden oben erwahnten Typen vor
Stichworte
Dissimilaritcitsindizes, Diversitatsindizes, Struktur der Todesursachen
1 Introduction
The first aim of this study is to propose a methodological basis for analysing changes in
the cause of death structure. At the start of such a study one must decide whether to
accentuate the dominant case differences or, alternatively, to emphasise differences in the
range of rarer but perhaps very indicative causes of death. Following such a decision,
one has to take into account the statistical properties of the possible measures. Similar
methodological questions arose in our previous studies on diversity of causes of death
(IZSAK 1986, 1989, 1992, IZSAK and JUHASZ-NAGY 1984). Of course, diversity relates to
single age groups, while dissimilarity relates to pairs of groups. Yet the age dynamics of
diversity and dissimilarity display surprising similarities, a fact which links our previous
findings and the results presented here.
Apart from methodological aspects, we report characteristic changes or dissimilarities
with age in the cause of death structure. If the cause of death structures relate to conse-
cutive time periods or geographical regions at equal distances, then the structural dissim-
ilarities of the consecutive structures simultaneously express the rate of the structural
changes. Namely, human cause of death structure, or more precisely, diagnoses of cause
of death structure exhibit considerable changes with age.
The proportions of some causes increase steeply, while proportions of other death causes
decline. For the age dependence of structural changes, one can a priori assume a signifi-
cant increase in the difference of death cause structure in certain age periods. Another
candidate idea could be the monotone change (increase or decrease) in the dissimilarity
of cause of death structure.
As mentioned above, the emerging structural dissimilarity of cause of death statistics as
a whole can be scaled in different ways. Calculating the dissimilarity indices for conse-
cutive five-year age groups, we obtain a picture of the changes of dissimilarity as a
function of age. The present study is based on the total list of death causes in the Inter-
national Classification of Diseases (ICD), or on a subset of causes, such as disease
sections of ICD. We prefer the latter approach in the present analysis.
2 Source of Data and Methods
Investigations were performed on the cause of death statistics of England and Wales,
1979 (ANONYM 1980). This statistic contains case numbers according to the three-digit
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items of ICD, revision 9, detailed by five years age groups and sex. Similar to our
previous studies, extraordinarily heterogeneous categories were excluded from the analy-
sis (c.f_ IZSAK, 1988, 1989, 1993). The age groups compared in the study are 15-19 vs.
25-29 years, 25-29 vs. 35-39 years ,_ _., 85-89 vs. 95-x years, referred to as 1“,
2122 , _ _ _ , 822 pairs of age groups. We analysed the ICD sections infectious and parasitic
diseases, neoplasms, diseases of the circulatory system and diseases of the respiratory
system (disease sections I, II, VII, VIII). For the sake of brevity we will speak about
infectious diseases, neoplasms, circulatory and respiratory diseases. By judgement of the
results, the number of ICD categories considered in each section is essential. However,
in the lower and upper age groups some categories are not represented by cases. This
condition reduces the actual number of ICD categories. These numbers are as follows.
Neoplasms: 45-50, Circulatory diseases: 30-32, Respiratory diseases: 18-20, Infective
and parasitic diseases: 3-4 categories.
As mentioned above, a number of dissimilarity indices are in use. An obvious measure





D = (art _ 61202] ›
where a11,. _ _ ,als and a21, _ _ _ ,ags denote the case numbers belonging to the s-num-
bered death causes in the two groups concerned. Some properties of D are summarised
by CLIPPORD and STEPHENSON (1975).
However, the distance between a11,. _ _ ,als and Ãa11,. _ _ ,Äals can be positive, while
these vectors represent the same relative proportions. Consequently, their distance or
dissimilarity should be zero. This disadvantageous property of D can be removed by
comparing the vectors an/Zal,-, _ _ _ ,ars/Eau, and am/Zagi, _ _ _ ,azs/Zag,-, respectively.
These are elements of the simplex of the s-dimensional probability vectors. In the fol-







E = 1 611,'/2'611) _ 612,'/Zlólgj) 5| _
The measure E is a semi-metric in the s-dimensional vector space. Naturally, similar to
the case numbers, E can be taken for a random variable. Experiences with E are men-
tioned by WOLDA (1981).
Some other similarity and dissimilarity indices are based on probabilistic reasoning. For
a link between the two kinds of these latter measures see GRASSLE and SMITH (1976)
and SMITH (1989). For example, a similarity measure, well known in statistical ecology
is the Morisita index with the formula
Zzdjidgi
M :
(A1 -|- Ã2)Zl6l1iZlCl2i 7
where
___ 2ari(ari A I/_ :
222 _ (Züri) (Züri _ ( 17 l
M is the fraction of two expectations. The numerator expresses the expectation that an
individual drawn from the first group and one drawn from the second group belong to
the same category. The quantity (Ã1 + /12) /2 is the unbiased expectation that individuals
drawn without replacement from either the first or the second group belong to the same
category (MORISITA, 1959). Recently KUNIN (1995) derived an asymmetric index of simi-
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larity from the Morisita index (see also IZSAK, 1999). Dissimilarity indices can be intro-
duced as additive or multiplicative inverses of similarity indices (KREBS, 1989).
Both E and M and almost all further similarity and dissimilarity indices strongly accent-
uate the dominant and subdominant case number differences between the groups con-
cemed. On the other hand, some members of the one-parameter similarity index family
NESS (ar',n”,m) (rn = 1,2, _ _ _) (GRASSLE and SMITH, 1976; SMITH, 1989) are sensitive
also to relatively small differences of case numbers provided the parameter m is large.
The formula of NESS (rt' , rt” , m) is
ESS (rd, rt", m)
NESS / H =
(yílm/12m) (ESS (Jr',J't',m) +ESS (Jr”,rt”,m))/22
where the meaning of ESS (.rt' , Jr” , m) is as follows. Choose m elements (individuals, cases,
etc.) from Jr' = (rt'1, _ _ _ ,rt;), so that each element belongs with probability rt'1, _ _ _ ,ng to
the 1“, _ _ _ , sm categories. Choose m elements from population tt” = (rt'1', _ _ _ ,.rt;') as
well. The number of categories (species, causes of death, etc.) occurring in both samples
is a random variable. The expectation of this number (“expected species shared”) will be
denoted by ESS (.rt',rt”,m). Obviously, ESS is a measure of population similarity. The
index NESS is a normalised form of ESS, in that the denominator describes the average
of the self-similarities ESS (rt',Jr',m) and ESS (at”,rt”,m). The meaning of these is
straightforward_ ESS (rr,Jr,m) can also be taken as a kind of diversity of Jr. Note that
these indices are related to single age groups. As for self-similarities, a special case is
ESS (Jt,.7r,1) = Zrt2. This is the expectation that two individuals or cases drawn from
the population rr belong to the same category. The index 1 - ESS (rt, Jr, 1) measures the
self-dissiinilarity or diversity of rt. Note that NESS (rt, Jr, 1 = 1.
The minimum variance unbiased (MVU) estimate of ESS ( ' ” m) isâı/ il
ESS (rt', rt”,m)-.§11-111x111/1:11 W211/1:111
where N1 and N2 are the totals Zalj and Zagj. The MVU estimate of ESS (rc, rr, m) for
any Jt is
ESS (rr, Jr, m).A1-1:11/11:1-<11..:11/15.11 
For an estimation of NESS (Jt' , rt” , m) we may take the fraction
ESS (fr, ft", m)NESS (ft',_†t",m) = _ ,_ _
(ESS (ar',rr',m) + ESS (rt”,rt”,m))/2
This formula is applicable if m does not exceed the quantity min (N1,N2) /2.
NESS (rt', Jr”,m) is a generalisation of M, being that M = NESS (Jr',Jr”, 1). Henceforth
we speak briefly about NESS (m), not referring to concrete populations. For all these
results we also refer to GRASSLE and SMITH (1976) and SMITH (1989). As
0 § NESS § 1 holds, dissimilarity indices 1 - NESS (m = 1,2, _ _ are non-
negative and do not exceed one. Like most other dissimilarity indices, NESS is very
sensitive to dominant case number differences if the parameter m is small. In this case
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the relatively small differences play a little role (GRASSLE and SMITH, 1976). However, if
m is large, then also the smaller differences influence the index value considerably. On
the other hand, there exists a practical limit of m when applying the estimation formula
of NESS This is the condition m < min (N1,N2, ) /2, mentioned above. A further
limit is the increasing sensitivity of dissimilarity indices to statistical fluctuations of the
case numbers. This is why we could not apply a large m in some cases. On the basis of
our earlier experience with Hurlbert”s diversity index family s(m) (IZSÄK, 1989), and
recently with NESS for various m values, the parameter value 30 was chosen to
analyse the age dependency of dissimilarity. NESS (30) is satisfactorily sensitive to rela-
tively small differences.
To study the correlation between dissimilarity and self-dissimilarity or diversity, we cal-
culated also self-dissimilarity or diversity indices 1 - ESS (J1:,7t, 1), henceforth denoted
by DIV. It is to be mention that 1 - ESS (rt, rc, 1) = DIV = 1 - 2.71;-*Z is the well-known
Gini-Simpson diversity index (GINI, 1912; RAO, 1982).
Results on confidence intervals are not detailed in this report (a computer program for
calculation of confidence intervals and significance is available free from the author).
The estimates of the indices were calculated by using program package DIVERSI1.1
(also available free from the author). The discussion of the results is based chiefly on
graphs produced by plotting dissimilarity against the pairs of age groups.
To visualise the age trends of dissimilarity of mortality structures, we plotted the dissim-
ilarity values against the 1“ , . . _ , 8th pairs of age groups. It is easy to see that the dis-
similarities can be taken for mean rates of structural changes in time intervals with mid-
dle points 22.5, 32.5, years of age. These are the 1“, 2“d points on the abscissas in
the figures. A connection line between two graph points can be taken for interpolation.
Any (t,y) point of the latter relates to five years change, with t as the middle point of
the five years interval.
3 Resufis
3.1 Methodological observations
In Figure 1 the age dependence of five quantities is presented for the case of circulatory
diseases. These are dissimilarity indices E, 1 - NESS (1), 1 - NESS (30), the average
total of death cases and the average of the diversity indices DIV, the latter two relating
to the members of the pairs of age groups. To make a simultaneous presentation possible,
the values were multiplied by suitable constants. We can observe also visually a strong
pairwise correlation between indices E, 1 - NESS (1) and DIV. At the same time, the
average total of cases does not correlate well with these indices except for some parallel
development with E and 1 - NESS (1) in a short age interval. This indicates that age
Variations of dissimilarity indices are not statistical by-products of changes in the total
case numbers. In a considerable time interval also 1 - NESS (30) changes in parallel
with E, 1 - NESS (1) and DIV. However, beginning from the 6th pair of age groups,
1 - NESS (30) rapidly declines. Thus, this index inforıns on dissimilarity in a different
way than E and 1 - NESS Similar observations can be made on the combined
statistic, obtained from the four disease sections (not demonstrated). This statistic covers
about 90 percent of all cases above 15 years of age. Thus, dissimilarity traits discussed
for circulatory diseases are practically valid also for the set of all diseases.
To demonstrate the varying sensitivity of the dissimilarity indices used with regard to
the predominant differences we performed a numerical experiment. Leaving out the case
numbers of the three most frequent causes of death, we re-calculated the indices (see
Figure 2). The death causes left out are acute myocardial infarction (ICD 410), other
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Figure 1: Dissimilarity of mortality structure between age groups as a function of age. Circulatory
diseases, males. =z<: DIV><103>< 1/3, A: average case totals/100, I: E><103, ><: (1 ~NESS
X103, o; (1- Nsss (3o))><1o3 >< 3
forms of chronic ischaemic heart disease (ICD 414) and acute but ill-defined cerebrovas-
cular disease (ICD 436). It is instructive to analyse the (linear) correlation between the
original and new index values. In the case of the DIV index and 1 - NESS (1) index
this correlation is negative, the linear correlation coefficients are -0.852 (F = 15.89,
P = 0.0072) and -0.745 (F = 7.466, P = 0.034), respectively. With index E the linear
correlation coefficient is 0.559 (F = 2.721, P = 0.150). At the same time, a relatively
high positive correlation is observable with 1 - NESS (30), where the linear correlation
350
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Figure 2: Dissimilarity graphs of mortality structure omitting the three most frequent causes of
death, circulatory diseases, males. Symbols as with Fig. 1
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coefficient relating to the original vs. new index values is 0.720 (F = 6.471, P = 0.044).
All these refer to the fact that E and in particular 1 - NESS (30) depend only slightly
on the dominant differences.
Figure 3 informs on how the index sensitivity depends on parameter m. Normalising to
the dissimilarity in the second pair of age groups, we present some 1 NESS (m) dis-
similarity graphs for different m values.
3.2 Age dependence of dissimilarity
The observations are based on the graphs in Figures 4a-4d and 5a-5d, relating to the
eight study groups (four sections of diseases, males, females). In the case of infective
diseases and some age groups in other study groups, 1 - NESS (30) can not be calcu-
lated because of the limit of the mentioned estimation.
In some Figures (Figure 4b, 5a, b) negative values of 1 - NESS (30) are observable.
This is a consequence of the MVU property of the estimation, as pointed out in the
Discussion.
First of all, we can point out that the dissimilarity of death cause structure between age
groups shows in some cases considerable changes with age. Comparing the values of E
in the first and last pairs of age groups, we can observe a decline of dissimilarity. The
study group infectious diseases, males seems to be an exception, as the cause of death
structures between the 85-89 years and 95 -x years age groups highly differ. However,
due to the small number of cases (two cases) in the 95-x years age group the numer-
ical result for the last pair of age groups is inadequate for an evaluation. Another excep-
tion is the study group respiratory diseases, males, where neither increasing nor decreas-
ing tendency can be observed. At the same time, when using index 1 - NESS (30), a
decreasing tendency is observable only in the study groups circulatory diseases, males,
and neoplasms, females (Figures 4a and 4c) and perhaps with Neoplasms, females (Fig-
ure 4d). It is noteworthy, that by using E, in seven study groups out of eight a local
dissimilarity minimum is observable in the 5th pair of age groups (55-59 vs. 65-69
years). The single exception is circulatory diseases, males, where the minimum is lo-
cated at the 4th pair of age groups (Figure 4a). Using index 1 - NESS (30), the local
minimum is generally unobservable, wherever the calculation of the estimation formula
is possible in the concerned age groups. The only exception is the group Circulatory
diseases, males, again. In that case also 1 - NESS (30) has a local minimum at the 4t
pair of age groups.
We can observe that with the upper age groups E and 1 - NESS (30) are changing often in
the opposite direction. This applies to the groups circulatory diseases, males and females,
neoplasms, males, respiratory diseases, males and partly females (Figures 4a, b, c, 5a).
4 Discussion and Conclusions ~
The results call attention to methodological possibilities and problems of dissimilarity
analysis of cause of death structures. Besides the conventional dissimilarity measure E,
some members of the index family 1 - NESS (m), namely 1 - NESS (1) (= 1 -M)
and 1 - NESS (30) were applied in the study. As we mentioned above, NESS is
the average number of the causes of death occurring in both samples, when m cases are
chosen randomly from the set of cases to the compared. These indices are relatively
sophisticated. However, the possibility that we can influence the index sensitivity, seems
to be a very advantageous property. The discussion of the results is based chiefly on
graphs produced by plotting dissimilarity against the pairs of age groups. The shape of
the emerging graphs is of methodological importance. First, by comparing the graphs
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with the graph relating to the total case numbers in the age groups we can conclude that
the changes in the dissimilarity of the consecutive age groups is not a by-product of
changes in the total case numbers. One should note that this result differs from that re-
ported by WOLDA (1981) on correlation between case totals and index 1 - NESS
The similar shape of graphs belonging to indices E and 1 - NESS (1) is due to the
strong correlation between these indices. To interpret this correlation, we have first to
take into account the dominance of the same differences in the middle age groups. As
the above mentioned three indices accentuate the dominant differences, - that are the
same domains of differences - their values positively correlate and their graphs are
similar. The self-similarity index DIV also accentuates the dominant case numbers. In
addition, the similarity of its graph to those of E and 1 - NESS (1) in Figure 1 is very
instructive.
The shape of the graph of index 1 - NESS (30) differs considerably from those of E,
1 - NESS (1) and DIV. That is, l - NESS (30) informs on dissimilarity in a different
way. The reason is that this index is sensitive to smaller differences between the case
numbers of rarer causes of death as well.
By leaving out the three most frequent causes of death and comparing the dissimilarities
without and with this truncation, one gets further information about the statistical proper-
ties of the indices. The truncation influences slightly the 1 - NESS (30) dissimilarities.
This refers to a relatively small dependency on the dominant differences. We made pre-
viously similar observations on the s(m) diversity index family (IZSÄK, 1989). As de-
monstrated in Figure 2, the (low) correlation between dissimilarity indices and average
totals almost fully disappears when the dominant death causes are left out. Another
observation is that index E negatively correlates with the average totals. The cause of
this is still unclear. Taken as a whole, some dissimilarity measures emphasise the domi-
nant case differences, while other measures inform also on smaller ones. Thus, when
analysing dissimilarity, it is advisable to use simultaneously indices of both kinds.
The graphs in Figure 3 inform on how the index sensitivity depends on the parameter m
of the dissimilarity index family 1 - NESS (m). As mentioned above, the hollow in the
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Figure 3: Percentage changes in indices (1 - NESS (m); max (1 - NESS (m)) _ 100%. Circulato-
ry diseases, males. ><: m = 1, I: m = 10, A: m = 20, O: m = 30, ›:=: m = 40, O: m = 50
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which in turn decreases both diversity and dissimilarity. This phenomenon is expressed
mostly in the middle age groups. However, by increasing m, the role of the dominant
differences diminishes and one can observe the reduction of the hollow about the middle
age groups. At the same time, in the upper age groups the increase of m involves the
decrease of dissimilarity.
Instructive peculiarities are the negative valued estimates. This is a usual phenomenon
with small bias estimations, when their variance is relatively large and the true positive
value is very small.
The possible explanation of the local minimum of E is that the dominance of the lead-
ing death causes is extremely large. This in turn results in a considerable uniformity and
similarity of cause of death structures. Indeed, we observed earlier the local diversity
minimum of causes of death in the age groups involved in the groups of circulatory
diseases and neoplasms and partly respiratory diseases (IZSÄK, 1993). Taking into ac-
count the positive correlation between diversity and dissimilarity, this may cause the
local dissimilarity minimum. One should emphasise that this is valid only if the measure
of dissimilarity accentuates firstly the dominant differences. It is instructive in this con-
text, that index 1 - NESS (30) does not exhibit the above local minimum.
The graphs serve for further examples on how observations depend on the choice of the
dissimilarity index. We can observe that with the upper age groups E and 1 - NESS (30)
are changing often in the opposite direction. This applies to the groups circulatory dis-
eases, males and females, neoplasms, males, respiratory diseases, males and partly fe-
males (Figures 4a, b, c, 5a). This trait needs further analysis.
Calculations of confidence intervals and statistical significance are not presented in this
report. We believe that the characteristic shape of the age vs. dissimilarity graphs is
unambiguous in their absence. In addition, the confidence intervals calculated for single
pairs of cause of death structures are not adequate to judge the reliability of observa-
tions on the shape of graphs. According to our experience, the calculation of confi-
dence intervals does not alter the qualitative statements on the age dependence of
dissimilarities. As the ,statistical properties of the estimates of NESS are not fully
known, computer intensive methods should be used, such as jackknifing of NESS
estimates, introduced by SMITH et al. (1979). Examples on 95 percentage confidence
intervals for the NESS (1) indices of the 1“ , _ . . , 8t age groups, circulatory diseases,
males are: 0.7401 ± 0.1887, 0.7775 ± 0.1262, 0.9705 ± 0.0178, 0.9972 ± 0.0020, 0.9887
:l: 0.0026, 0.9673 ± 0.0045, 0.9345 ± 0.0090, 0.8855 ± 0.0372. Similar results can be
obtained for further indices. A computer program for calculation of confidence intervals
and statistical significance of dissimilarity is available free from the author.
In general, our results are in the first place methodological ones. We demonstrated that
the values of dissimilarity measures, accentuating the dominant differences such as E
and 1 - NESS ( 1) strongly correlate. When the m parameter is large, the correlation
with further 1 - NESS (m) dissimilarity indices is considerably weaker. That is, dissim-
ilarity indices with different sensitivity properties provide different overall pictures of the
age dependence of the structural departures. Regarding future applications, it is instruc-
tive that with E and 1 - NESS (1) the index value is independent from the case total.
The same applies to 1 - NESS (30) with some limitation, although this index is sensi-
tive also to smaller differences. A further observation is that the within-age group diver-
sity, which can be taken in a sense for self-similarity, correlates strongly with E and
1 - NESS (1). This may be due to a common factor, namely the dominant occurrence
of some causes and case number differences. Informed about the diversity level this
correlation allows to prognosticate the range of E and 1 - NESS (1) dissimilarities.
The question arises, what kind of dissimilarity indices should be used. A general answer
does not exist. From the health services point of view only the largest case number differ-
ences play a significant role. These case numbers belong to a few leading causes of
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death, which however contain the majority of the cases. In this respect, the use of the
classic E index or the 1 - NESS (1) index is advisable. As demonstrated above for both
indices, their values depend decisively on the case numbers of some leading death causes
(c.f. GRASSLE and SMITH, 1976). More ICD categories do not play an essential role.
Another concurrent epidemiological or human biological concept can be that the bulk of
smaller differences in connection with numerous less frequent death causes play a deter-
mining role. In this case the better choice is 1 - NESS with high m value, say 30.
In that case the differences of the medium and smaller causes of death, that is the major-
ity of causes play a considerable role in forming the index value. Eventually, the choice
of a dissimilarity index depends on the decision, what range of the frequencies should
be emphasised.
With regard to epidemiological observations, the results do not support the idea that the
dissimilarity of mortality structure increases with age. At the same time, characteristic
trends of dissimilarity are observable by using the E index. Comparing the dissimilarity
in the first and last pair of age groups, we observed a general decrease of E. This may
be a formal consequence of the decline of diversity and parallel increase of concentra-
tion of death causes in the upper age groups. Another explanation can be that the time
interval (10 years) between the 15 -19 and 25-29 years age groups is relatively larger
than the same time interval between age groups 85-89 and 95-x years. At the same
time, a dissimilarity decline is unobservable using 1 - NESS (30). A local minimum of
dissimilarity E frequently develops about age 60. The formation of this minimum may
be again a consequence of characteristic changes in the cause of death diversity. Particu-
larly, about 60 diseases become predominant and strongly influence the whole frequency
spectrum of death causes. In the related age interval this spectrum will be very similar.
When one measures the dissimilarity by index 1 - NESS (30), which is relatively insen-
sitive to dominance, the effect caused by the dominant causes will be negligible and the
dissimilarity minimum in the related pairs of age groups vanishes. As we can see, this
effect, caused by historically new epidemiological insults (IZSÄK, 1993) depends largely
on the dissimilarity index chosen. In the epidemiological reasoning we did not mention
specific causes of death. We rather accentuated by this approach the synoptical consid-
eration of changes in the mortality structure. According to the latter, the dominant
causes of death in a certain age interval in each disease group play a somewhat similar
role. Their eventual break-through is perhaps regular in a more general sense.
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Vorbemerkungen
Medizinische Dokumentation ist notwendig für Diagnostik und Therapie, Abrechnung
und Gesundheitsökonomie, Forschung und Lehre, sowie - und damit schließt sich der
Kreis für eine Evidence Based Medicinel). Ohne zuverlässig erhobene und dokumen-
tierte Daten, Befunde und Informationen fehlt der Weiterverarbeitung in Medizinischer
Informatik, Biometrie oder Epidemiologie die tragfähige Grundlage. Nach den Zertifika-
ten „Medizinische Inforrnatik“, „Medizinische Biometrie“ und „Epidemiologie“ kehrt die
GMDS mit diesem Zertifikat „Medizinische Dokumentation“ zu ihren Wurzeln zurück.
Der DVMD bietet in Zusammenarbeit mit der GMDS die Gewähr für eine kompetente
und umfassende Weiterbildung und Beurteilung der Zertifikatsbewerber. Insbesondere
soll den Medizinischen Dokumentationsassistentinnen die Möglichkeit einer qualifizier-
ten Weiterbildung zur Medizinischen Dokumentarin gegeben werden. Wir sind zuver-
sichtlich, daß die Zertifikatsinhaber die Medizinische Dokumentation voranbringen und
damit einen wesentlichen Beitrag zur medizinischen Versorgung der einzelnen Patienten
und der gesamten Bevölkerung leisten werden.
Richtlinien für die Erteilung des Zertifikats „Medizinische Dokumentation“
1 Allgemeines
Das Zertifikat „Medizinische Dokumentation“ bescheinigt die erforderlichen Qualifika-
tionen im Sinne der oben genannten Zielsetzung aufgrund
(a) einer adäquaten Berufsausbildung
(b) einer praktischen Qualifikation
(c) einer über die Berufseingangsqualifikation hinausgehenden theoretischen Weiterbil-
dung auf dem Gebiet der Medizinischen Dokumentation.
1) Evidence bedeutet, daß für jede angewandte medizinische Maßnahme der Nutzen für den Patienten erwiesen ist.
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ad(a): Eine einschlägige Berufsausbildung liegt vor, wenn die Bewerberin/der Bewerberz)
eine mindestens 2-jährige Berufsausbildung zur Medizinischen Dokumentationsassisten-
tin erfolgreich abgeschlossen hat. Auch Kandidatinnen mit anderen Berufsabschlüssen
können sich um das Zertifikat bewerben, wenn entsprechende Kenntnisse und Fertigkei-
ten nachgewiesen werden. Hierüber entscheidet der Anerkennungsausschuß im Einzel-
fall.
ad(b): Als praktische Qualifikation gilt eine mindestens 3-jährige einschlägige Berufsaus-
übung. Hierbei muß der auf dem Gebiet der Medizinischen Dokumentation verbrachte
Teil der Arbeitszeit mindestens 50% der Regelarbeitszeit einer Vollzeitstelle umfassen.
Geringere Anteile führen prozentual zur Erhöhung der Mindestberufserfahrungsdauer.
ad(c): Eine theoretische Weiterbildung ist nachzuweisen, die die bisherige Berufsausbil-
dung um die für den Abschluß als Medizinische Dokumentarin erforderlichen Kompo-
nenten ergänzt (siehe Anhang).
2 Praktische Qualifikation
Während der Berufsausübung muß die Fähigkeit zur verantwortlichen Tätigkeit auf dem
Gebiet der Medizinischen Dokumentation durch Berufserfahrung, Weiterbildung und ver-
antwortliches Arbeiten erworben worden sein. Dies ist nachzuweisen durch eine eigene
Darstellung, die insbesondere die in der beruflichen Praxis erworbenen Kompetenzen
beschreibt. Bei nicht selbständig Beschäftigten soll in der Regel zusätzlich ein Zwischen-
zeugnis des Arbeitgebers vorgelegt werden. Über ein besonderes Projekt, möglichst aus
dem Arbeitsumfeld der Bewerberin ist in Abstimmung mit dem Anerkennungsausschuß
eine Studienarbeit anzufertigen. Für die Erarbeitung der Studienarbeit wird eine Betreue-
rin benannt, die über die erforderlichen Fähigkeiten im Sinne dieses Zertifikats verfügt.
3 Theoretische Weiterbildung
Die theoretische Weiterbildung hat zum Ziel, den abgeschlossenen Berufsabschluß um
die zur Berufsqualifikation Medizinische Dokumentarin fehlenden Komponenten zu er-
gänzen. Sie kann durch Fortbildungskurse sowie durch Selbststudium erfolgen, wobei
der im Anhang angegebene Stoffkatalog zugrundezulegen ist. Dabei ist sicherzustellen,
daß mindestens 20 Kurstage bei anerkannten Weiterbildungseinrichtungen absolviert
werden.
4 Anerkennungsverfahren
Die Bewerberin reicht dem Anerkennungsausschuß den Nachweis über die Eingangsvor-
aussetzungen ein. Dieser prüft, ob die Voraussetzung für die Anerkennung erfüllt sind.
Reicht der Umfang der Weiterbildung nicht aus, macht der Ausschuß ggf. Vorschläge
für eine zusätzliche Weiterbildung. Bereits bei der Einreichung der Unterlagen schlägt
die Bewerberin ein Thema für die Studienarbeit vor, die sich aus dem Arbeitsumfeld der
Bewerberin ergeben sollte. Kann ein solcher Vorschlag nicht erfolgen, so setzt der Aner-
kennungsausschuß in Absprache mit der Kandidatin ein Thema für die Studienarbeit
fest, deren Umfang 20 Seiten (plus Anhang) nicht überschreiten soll. Für die Erarbei-
tung der Studienarbeit wird eine Betreuerin vom Anerkennungsausschuß benannt. Hier-
bei ist auf die Vorschläge der Bewerberin Rücksicht zu nehmen.
2) Der besseren Lesbarkeit halber wird i. f. auf die Nennung beider Formen zugunsten der weiblichen Form verzichtet.
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Nach Eingang der schriftlichen Studienarbeit und Begutachtung der Arbeit durch minde-
stens 2 Mitglieder des Anerkennungsausschusses, entscheidet dieser über die Zulassung
der Bewerberin zur mündlichen Aussprache bzw. gegebenenfalls über eine Überarbei-
tung der Studienarbeit.
Wenn die Studienarbeit angenommen wird, setzt der Ausschuß eine Aussprache mit der
Kandidatin fest. In dieser ist in einem 10-minütigen Vortrag die Studienarbeit zu prä-
sentieren. Dem Vortrag schließt sich ein 20-minütiges Prüfungsgespräch an, das seinen
Ausgang in der Thematik der Studienarbeit nimmt, sich aber über alle im Gegenstands-
katalog aufgeführten Bereiche erstrecken kann. Im Anschluß an diese Aussprache ent-
scheidet der Anerkennungsausschuß über die Erteilung des Zertifikats. Eine einmalige
Wiederholung der Aussprache ist ohne besondere Begründung möglich.
Gegen Entscheidungen des Anerkennungsausschusses können begründete Einsprüche an
die zuständigen Gremien der GMDS und des DVMD gerichtet werden.
5 Zusammensetzung des Anerkennungsausschusses
Der Anerkennungsausschuß besteht aus sechs Mitgliedem. Er beschließt mit einfacher
Mehrheit, bei Stimmengleichheit entscheidet die Stimme des/der Vorsitzenden. Die Mit-
glieder der Kommission werden in Absprache mit dem DVMD von der GMDS berufen.
Der/die Vorsitzende wird gemeinsam von GMDS und DVMD bestimmt. Dem Anerken-
nungsausschuß müssen angehören jeweils mindestens ein Mitglied mit
0 abgeschlossener MD Ausbildung
0 einem Zertifikat für Medizinische Informatik, Medizinische Biometrie oder Epidemio-
logie.
Ferner ist durch die Zusammensetzung des Ausschusses dafür Sorge zu tragen, daß min-
destens ein Mitglied für die Beurteilung der Tätigkeit und der Weiterbildung in den
verschiedenen Teilgebieten des Gegenstandskatalogs (siehe Anhang) kompetent ist.
Jedes Mitglied muß einen Stellvertreter haben. Die Stellvertreter/innen werden nach dem
gleichen Prinzip wie die Mitglieder berufen. Die Amtszeit beträgt jeweils 2 Jahre. Nach
Ausscheiden der Mitglieder sollten die stellvertretenden Mitglieder in die Position des
Mitgliedes rochieren.
Der Anerkennungsausschuß gibt sich im Einvernehmen mit den zuständigen Gremien
der GMDS und des DVMD eine Geschäftsordnung und Ausführungsbestimmungen mit
Gebührenordnung.
6 Verlust der Anerkennung
Die Anerkennung kann widerrufen werden, wenn die Voraussetzung ihrer Erteilung
nicht mehr gegeben sind oder sich nachträglich herausstellt, daß diese Voraussetzungen
nicht gegeben waren.
7 Anerkennung von ausländischen Qualifikationen
Bei Bewerbem, die als Eingangsqualifikation einen Berufsabschluß im Ausland geltend
machen, entscheidet der Anerkennungsausschuß über die Zulassung. In Zweifelsfällen
kann zur Beurteilung der Gleichwertigkeit des im Ausland erworbenen Berufsabschlus-
ses eine Stellungnahme der Zentralstelle für das ausländische Bildungswesen des Sekre-
tariats der Kultusministerkonferenz der Länder eingeholt werden.
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8 Übergangsregelungen
Der erste Anerkennungsausschuß wird für die Dauer von 3 Jahren benannt und arbeitet
eine Geschäftsordnung aus, die auch das Antragsverfahren nach Punkt 4 regelt.
9 Inkrafttreten
Die hier gegebenen Richtlinien gelten mit Wirkung vom 01. 05. 2000
Anhang
Gegenstandskatalog '
(Verzeichnis der für die theoretische Weiterbildung nachzuweisenden Stoffgebiete, wobei
ausreichende Kenntnisse in Anatomie, Physiologie, Pathologie und Medizinischer Termi-
nologie durch die MDA-Ausbildung vorausgesetzt werden)
Fach: Medizinische Dokumentation
Medizinische Klassifikationen und Nomenklaturen
0 Dokumentations- und Ordnungslehre
0 Basisdokumentation: gesetzliche Grundlagen, Nutzung der Basisdokumentation, ICD
und OPS-301 im Zusammenhang mit der Basisdokumentation und den rechtlichen
Grundlagen (SGB V §§ 295, 301; SE, FP), DRGs, Codiersoftware
0 ICD (ausführlich): Systematik; Umgang mit ICD-10; Problem Überleitungstabelle
0 Klassifikation für die Onkologie (ICD-O, TNM, etc.)
0 OPS-301 (ausführlich)
0 weitere wichtige medizinische Klassifikationen und Nomenklaturen (das Prinzip und
z. B. SNOMED)





0 Möglichkeiten der Informationsbeschaffung, z. B. Fachbibliotheken, Datenbanken (in-
house, CD-ROM, online), Intra/Intemet
0 Datenquellen des Gesundheitswesens (Statistiken, Public Use Files)
0 Datenbankanbieter (z. B. DIMDI), Datenbankarten, wichtige Beispiele
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0 Bedeutung kontrollierten Vokabulars, z. B. Medical Subject Headings (MeSH)
0 Recherchieren (Methodik) in einer Datenbank
0 Qualität des Rechercheergebnisses (aus Sicht des Kunden)
Fach: Laboratoriumsdiagnostik
0 Das Labor in der Gesundheitsversorgung
0 Stellenwert laborchemischer Befunde
0 Organisation
0 Befundung
0 Untersuchungsmethoden und Parameter (Klinische Chemie, Hämatologie und Hämo-
stasiologie, Immunologie, Transfusionsmedizin, Mikrobiologie)
0 Qualitätskontrolle
Fach: Klinische und epidemiologische Studien
0 Grundbegriffe und Studientypen
(toxikologische Studien, klinische Studien, Phasen I-IV, Anwendungsbeobachtungen,
Marketing-Studien)
0 Gesetzliche Grundlagen und Richtlinien, z. B. Deklaration von Helsinki, Arzneimittel-
gesetz (AMG), Good Clinical Practice (GCP), ICH-GCP, und Konsequenzen für die
Arbeit eines MD
0 Studienunterlagen, Studienprotokoll, Case Report Forms (CRF)
0 Standard Operating Procedures (SOPs)
0 Monitoring




Fächer: Analytische Statistik/Mathematik und Wahrscheinlichkeitsrechnung
Deskriptive Statistik wird durch die MDA-Ausbildung vorausgesetzt. Wahrscheinlich-
keitsrechnen und schließende Statistik muß für die Zertifizierung nachgewiesen werden.
Inhaltlich sind dies konkret:
0 Grundbegriffe der Wahrscheinlichkeitsrechnung; Binomialverteilung; Normalverteilung
0 Diagnostischer Test, Sensitivität, Spezifität, positiver/negativer Vorhersagewert, Präva-
lenz
0 Statistisches Schätzen (Schätzgrößen, Gütekriterien, Konfidenzbereich, Toleranzbe-
reich)
0 Prinzip des statistischen Testens (Hypothesen, Wahrscheinlichkeitsrechnung, Fehler 1.
und 2. Art, Power eines Tests, Wahl des Signifikanzniveaus, Interpretation des Tester-
gebnisses).
0 Wichtigste Ein- und Zweistichproben-Tests
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0 Sterbetafel, Sterbewahrscheinlichkeit; Lebenserwartung; zensierte Daten
0 Methoden der Versuchsplanung
Fach: Statistiksoftware
0 Möglichkeiten und Grenzen von Statistiksoftware
0 Eigenschaften ausgewählter Softwarepakete
0 Praktische Einführung in ein Softwarepaket am Beispiel von SAS
0 Prinzip des Data-Steps; Datensätze mergen; Kontrollstrukturen im Data-Step
0 Beispielhaft Prozeduren (z. B. PROC REPORT, PROC TABULATE, PROC FREQ)
0 Einführung in die Macro-Programmierung
Fach: Epidemiologie
0 Bedeutung der Epidemiologie für die medizinische Dokumentation
0 Maße (z. B. Inzidenz und Prävalenz, Risiko, Morbidität, Mortalität, Prognose, standar-
disierte Raten)
0 Studientypen (Deskriptive Studien, Fall-Kontroll-Studien, Kohortenstudien, experimen-
telle Studien)
0 Probleme (Randomisierung, Stichprobe, Systematischer Fehler, Confounding, Validi-
tät)
0 Stufen der Prävention
0 Klinische Epidemiologie und Qualitätssicherung in der Medizin
0 Klinische und epidemiologische Register
0 Beispiele von epidemiologischen Studien
Fach: Einführung in die Informatik
0 Datenerfassung (optional) (Datenerhebung, Verfahren der Datenerfassung, Fehler- und
Prüfmöglichkeiten)
0 Datensicherheit und Datenschutz (Gefährdungsarten, Sicherungsmaßnahmen, Daten-
schutzmaßnahmen)
0 Aufgaben und Inhalte von Systemsoftware (z. B. Windows, Unix)
0 Datenübertragung und Rechnerverbund
Fach: Programmierung
Grundlagen der Programmierung in einer problemorientierten Programmiersprache wer-
den erwartet.
' Variablen einfachen Datentyps
0 Zuweisung; arithmetische, boolsche und String-Operatoren; gängige Standardfunktio-
nen
0 Kontrollstrukturen: bedingte Verzweigung, Schleifen
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0 Array und Records (selbst def. Datentyp mit z. B. TYPE)
0 selbst definierte Prozeduren und Funktionen, Parameterübergabe, call by value, call by
reference
0 Objekt, Objekteigenschaften, Objektmethoden am besten anhand von Datenzugriffsob-
jekten (z. B. Recordset-Objekt)
Insgesamt sollte es bei der Programmierung um Grundlagen und Prinzipien der Program-
mierung gehen. Zugriff auf sequentielle und Random Access Dateien wurden bewußt
weggelassen, da diese von untergeordneter Bedeutung sind. Kenntnisse in einer ereignis-
und objektorientierten Programmiersprache wären vorteilhaft, besonders Prinzip der Er-
eignisprozeduren.
Fach: Datenbanktechnik
Hier sollte Wert auf die Theorie gelegt werden:
0 Grundzüge des Datenbankentwurfs
0 Entity Relationship Modell: Objekt, Eigenschaft, Primärschlüssel, Beziehungen, Dar-
stellungsformen
0 Komponenten eines Datenbanksystems (optional)
0 Datenintegrität (Datenkonsistenz, Prozessintegrität, Datensicherung, Datenschutz,
Stichwort: Transaktionen)
0 Umgang mit einem relationalen Datenbanksystem
0 Relationales Datenmodell:Relation, Normalisierung (1. bis 3. Normalform, referen-
tielle Integrität), Fremdschlüssel
0 SQL (Schwerpunkt SELECT)
Eingang des Manuskriptes: 19. 04. 2999
Anschrift des Verfassers: Prof. Dr. K.-H. Jöckel, Institut für Medizinische Informatik, Biometrie und Epidemiologie, Universitätsklini-
kuın Essen, Hufelandstraße 55, 45147 Essen
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HosMER, DAVID W. JR.; LEMEsr-row, STANLEY
Applied Survival Analysis
Regression Modeling of Time to Event Data
John Wiley and Sons, Inc., New York, 1999, 386 Seiten, ISBN 0-471-15410-5
Von den Autoren des schon als Klassiker zu bezeichnenden Buches „Applied Logistic Regression“
aus dem Jahre 1989 ist nun ein weiteres Buch aus dieser Kategorie erschienen: „Applied Survival
Analysis“. Dabei stellen sie ohne tiefergehende mathematische Beweise und Grundlagen den heuti-
gen Stand der Analyse von Uberlebenszeitdaten mit Regressionsmodellen vor. Speziell behandelt
wird in über 80% des Buches das Proportional Hazard-Modell, welches aufgrund der Häufigkeit
seiner Anwendung wohl das wichtigste Modell zur Zeit ist.
Hosmer und Lemeshow gehen von einem Grundwissen der Methoden der Regressionsanalyse, sei
es vom linearen oder logistischen Regressionsmodell, aus und beschreiben die Möglichkeiten mit
dem porportionalen Hazard-Modell in diesem Kontext. Dieser Ansatz ist insofern vorteilhaft, da sie
nicht alle Grundlagen des Schätzens und Testens in Regressionsmodellen erst einführen müssen und
auf Analogien in anderen Regressionsmodellen zurückgreifen können. Dementsprechend ist das
Buch für Leser, die sich in Regressionsmethoden auskennen und sich das Gebiet der Uberlebens-
zeitanalyse mit dem proportionalen Hazard-Modell erschließen wollen, eine hervorragende Grund-
lage. Sehr viel Wert legen die Autoren auf die Interpretation der einzelnen Rechenschritte und
deren Konsequenzen für die Analyse. Es ist deshalb ein sehr guter Ratgeber bei der Analyse sol-
cher Datensätze. Da die Autoren einen Schwerpunkt auf die Interpretationen der Modellergebnisse
legen, erscheint mir das Buch auch für Personen gut geeignet, die einen Einstieg in die Uberle-
benszeitanalyse suchen, ohne sehr tiefe Kenntnisse aus anderen Regressionsmethoden zu haben.
Was bei der Analyse eines Regressionsmodells alles zu beachten ist, bekommt man sehr gut darge-
stellt. Wer an prinzipiellen und mathematischen Grundlagen interessiert ist, muß auf andere Werke
zurückgreifen. Deshalb ist das Wort „applied“ im Titel des Buches von den Autoren gut gewählt
worden, obwohl man bereit sein sollte, die im Buch angegebenen Formeln nachzuvollziehen.
Die beschriebenen Methoden im Buch werden jeweils durch Zahlenbeispiele unterstützt. Die Datei-
en, die den Beispielen zugrundeliegen, können von einer ftp-Seite im Internet heruntergeladen wer-
den, um z. B. mit der eigenen Software alle Analyseschritte nachvollziehen zu können. Hosmer und
Lemeshow geben zusätzlich im Buch knappe Hinweise auf die__Nutzung von Statistiksoftware
(STATA, BMDP, SAS, S-Plus). Jedes Kapitel endet mit mehreren Ubungen, anhand derer man das
Erlemte nachvollziehen soll. Allerdings fehlen Musterlösungen, um sich selbst überprüfen zu kön-
nen. Diese hätten sicher den Rahmen des Buches gesprengt, wären aber in den ftp-Seiten unterzu-
bringen. Eine Fundgrube für die weitere intensivere Einarbeitung in das Gebiet der Uberlebens-
zeitanalysen ist das Literaturverzeichnis, welches einen guten 'Uberblick über neuere Literatur
gibt.
In den ersten beiden Kapiteln des Buches werden nach einer knappen Einleitung und einer Einfüh-
rung in Zensierungen univariate Auswertungsmöglichkeiten wie die Kaplan-Meier-Methode be-
schrieben. Im Kapitel 3 wird dann das proportionale Hazard-Modell und die Schätzung der Regres-
sionskoeffizienten eingeführt. Das ganze Kapitel 4 (45 Seiten) zeigt anschließend die Möglichkeiten
der Interpretation eines solchen Regressionsmodells auf. Dabei werden die verschiedensten Interpre-
tationsmöglichkeiten und -schwierigkeiten anhand von Beispielen erläutert.
Das Kapitel 5 ist der Variablenselektion gewidmet. Der Sinn und die Probleme von Selektionen zur
Identifizierung eines möglichst gut zu interpretierenden Regressionsmodells werden dargestellt. Da-
bei beschreiben Hosmer und Lemeshow zuerst ein Vorgehen, welches sich an inhaltlichen Uberle-
gungen, bivariaten und multiplen Modellen orientiert. Sie widmen der Frage, wie die Variablen ins
Modell aufgenommen werden sollen, einen breiten Raum. U. a. werden hier die Fractional Polyno-
mials von Royston und Altmann beschrieben. Erst im zweiten Schritt werden Wechselwirkungen in
der Modellbildung betrachtet. Die zwei wohl am häufigsten benutzten automatischen Variablen-
selektionsmethoden zur Haupteffektauswahl, die „Stepwise Selektion“ und die „Best Subset Selek-
tion“ runden das Kapitel ab. __
Eine Modellberechnung sollte nicht ohne Uberprüfung der Modelladäquatheit durchgeführt werden.
Im Kapitel 6 werden Methoden zur Uberprüfung der Modellvoraussetzungen, speziell der Proportio-
nalität der Hazards, und der Anpassungsgüte beschrieben, bevor im Abschnitt 6.6 das endgültige
Modell interpretiert und präsentiert wird.
Die weiteren Kapitel beschreiben weitergehende Methoden. Im Kapitel 7 werden Methoden, die auf
dem proportionalen Hazard-Modell basieren, beschrieben. Speziell das Berücksichtigen von zeitab-
hängigen Kovariablen, d. h. Kovariablen, deren Einfluß auf die Uberlebenswahrscheinlichkeiten sich
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im Laufe der Zeit ändem, wird kurz angerissen und weitergehende Literatur vorgestellt. Im Kapi-
tel 8 werden altemativ zum PH-Modell parametrische Regressionsmodelle vorgestellt. Ein wichtiger
Vorteil bei der Nutzung solcher Modelle ist es, das Modell voll spezifiziert zu haben und somit
besser Uberlebenszeiten vorh_ersagen zu können. Erkauft wird dies mit spezifischeren Annahmen
über den zugrundeliegenden Uberlebensprozeß. Im Kapitel 9 werden darüber hinausgehende neuere
Entwicklungen im Bereich der Modellierung von Uberlebenszeiten angerissen. Beispielhaft seien
hier die Frailty-Modelle genannt, in denen zusätzlich eine unbekannte, zufällige Kovariable mitge-
schätzt wird, um individuelle Unterschiede mitmodellieren zu können. Hosmer und Lemeshow ge-
ben in allen drei Kapiteln jeweils eine gute, knappe Einführung und verweisen dann auf weiterfüh-
rende Literatur.
Insgesamt ist das Buch hervorragend zu lesen und aufgrund der oben beschriebenen ausführlichen
Interpretation der Analyseschritte und der entsprechenden Stolperfallen allen zu empfehlen, die im
Begriff sind, solche Modelle nutzen zu wollen sowie denen, die bereits solche Modelle anwenden,
um ihre Praxis bei der Modellierung zu überprüfen.
Rainer Muche
Abteilung Biometrie und Medizinische Dokumentation
Universität Ulm
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Annual subscription price: DM 498,›
GY ,. III)
Microbiological Research
Formerly Zentralblatt für Mikrobiologie
Volume 155: 4 Issues per volume
ISSN 0944-5013
Annual subscription price: DM 522,-*
Pedobiologia
Volume 44: 6 Issues per volume
ISSN 0031-4056
Annual subscription price: DM 612,-*
Perspectives in Plant Ecology Evolu. tı
and Systematics
Volume 3: 2 Issues per volume
ISSN 1433-8319
Annual subscription price: DM 150,-*
Protist
formerly Archiv für Protistenkunde
Volume 151: 4 Issues per volume
ISSN 1434-4610
Annual subscription price: DM 646,-*
Systematic and Applied Microbiolog
Volume 23: 4 Issues per volume
ISSN 0723-2020
Annual subscription price: DM 879,-*
Theory in Biosciences
Theorıe in den Biowissenschaften
formerly: Biologisches Zentralblatt
Volume 119: 4 Issues per volume
ISSN 1431-7613
Annual subscription price: DM 362,-*
Zeitschrift für Säugetierkunde
International Journal of Mammalian Bio
Volume 65: 6 Issues per volume
ISSN 0044-3468
Annual subscription price: DM 498,-*
Der Zoologische Garten
Zeitschrift für die gesamte Tiergärtnerei
(Neue Folge) .I ›\¬:4“`3`-"K .Volume 70: 6 Issues per volume “' .-
ISSN 0044-5169
Annual subscription price: DM 335.-*
Zoologischer Anzeiger
A Journal of Comparative Zoology
Morphology Systematics Biogeography
Volume 239: 4 Issues per volume
ISSN 0044-5231
Annual subscription price: DM 583.-'
Zoology
Analysis of Complex Systems (ZACS)
- Formerly Zoologische Jahrbücher -
Volume 103: 4 Issues per volume
ISSN 0944-2006
Annual subscription price: DM 583.-*
_' .
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Brief des Präsidenten
1- s „ . . P."°f~ Pr- 3üfÜ'=šfI.}SIí'f„
Liebe Kolleginnen und Kollegen,
das GMDS Präsidium hatte im Frühjahr 2000 zweimal in Bonn getagt und dabei nicht nur die
schönen neuen Geschäftsräume, die die GMDS kostengünstig mit einer anderen
Fachgesellschaft nutzt, kennenlernen kömien, sondern auch viel inhaltliche und
organisatorische Arbeit geleistet.
Zunächst galt es, die GMDS-Wahlen vorzubereiten und diejenigen von Ihnen, die noch nicht
gewählt haben, bitte ich, für den Eingang der Stimmzettel bis zum 30.06.00 in der
Geschäftsstelle zu sorgen. Schon jetzt bedanke ich mich bei allen 54 Mitgliedern, die für die
17 Positionen kandidieren und hiermit eine lebendige und engagierte GMDS interne
Demokratie dokumentieren. Ebenfalls mit der deadline 30.06.00 darf ich Sie nochmals auf die
Möglichkeit zum Einreichen von Arbeiten zum GMDS Förderpreis für Studierende
aufmerksam machen, siehe
www.gmds.de/texte/foerderpreisaus_20`00.html.
Bei den Wahlen der drei DFG Fachgutachter, zu denen ich im Herbst 1999 aufgerufen hatte,
sind Frau Prof. Blettner (Bielefeld), Prof. Schumacher (Freiburg) und Prof. Baur (Bonn)
gewählt worden, Prof. Höhne und Prof. Witte sind Stellvertreter.
Die GMDS hat dem BMG 9 Professoren genannt, die als Berater für das Qlnstitut für
Arzneimittelverordnung empfohlen werden und auch der Sachverständige für Medizinische
Statistik in der Kommission dieses Instituts wird ein GMDS Mitglied sein.
Die Zertifikatsrichtlinien „Medizinische Dokumentation“ sind zwischen GMDS und
DVMD fertig abgestimmt und bei den online Dokumenten der GMDS Homepage
vvww.gmds.de zu finden. Auch die vom Fåchausschuss Medizinische Informatik erstellte und
vom GMDS Präsidium am 05.05.2000 akzeptierte Stellungnahme zur klinischen Nutzung
von Email ist dort eingestellt sowie die etwas friiher beschlossenen Stellungnahmen zum
Entwurf einer neuen EU-Richtlinie bei der klinischen Arzneimittelprüfung und zu den
Leitlinien zur guten epidemiologischen Praxis.
Diese und viele weitere online Dokumente hat der Schriftführer der GMDS Dr. Zaiß in den
letzten Monaten dankenswerterweise aufbereitet sowie den gesamten Ausbau der GMDS
homepage www.gmds.de in die Hand genommen, nachdem Herr Dirschedl, Prof. Prokosch
und Dr. Stausberg sowie das DIMDI gute' Aufbauarbeit für unsere Darstellung im Web
geleistet hatten. Wir werden künftig verstärkt auch auf einen modernen GMDS Intranet
Dienst mit Benutzername und Passwort setzen, wie bereits bei den GMDS Wahlen
geschehen. Bitte helfen Sie uns auch, einen korrekten und aktuellen GMDS Email Verteiler
aufzubauen! Falls Sie eine neue oder andere Email Adresse haben, melden Sie diese bitte an
unsere Geschäftsstelle gmds@dgn.de, wir werden künftig wichtige Informationen auch
elektronisch verteilen -
Auch im Rahmen der Präsidiumsdiskussion um eine neue Publikationsstrategie setzt die
GMDS in wesentlichen Punkten auf solche online Formen. Schon ab 2002 ist geplant,
wissenschaftliche Publikationen aus der GMDS in einem Internet Journal zu verbreiten.
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Das GMDS Memorandum zur Entwicklung der Bioinformatik in Deutschland ist von
der GMDS Präsidiumskommission unter Leitung von Prof. Jöckel fertiggestellt, wird z. Zt. im
Präsidium diskutiert und in Kürze veröffentlicht.
Die von der Arbeitsgemeinschaft wissenschaftlicher Medizinischer Fachgesellschaften
(AWMF) entwickelten Leitlinien für Diagnostik und Therapie werden in einer neuen
Phase qualitativ und exemplarisch überarbeitet. Die GMDS hat dazu als AWMF-Leitlinien-
beauftragten Prof. Schäfer (Marburg) benannt, der sicher nicht jede Leitlinienüberarbeitung
betreuen kann, aber versuchen wird, unsere Fachkompetenz besonders der Methoden der
evidenzbasierten Medizin und der Biometrie als Grundlage der Leitlinienentwicklung und -
überprüfung einzubringen. I
Die 46. GMDS-Jahrestagung wird vom 17.- 20.09.2001 in Köln unter Leitung von Prof.
Lehmacher stattfinden, aber zunächst gilt unser Interesse der 45. GMDS-Jahrestagung
zusammen mit dem Kongress Medical Informatics Europe. Diese Konferenz MIE 2000/
GMDS 2000 wird, wie schon mehrfach angekündigt, vom 27.08. bis 01.09.2000 in Hannover
durchgefiihrt, siehe www.mie2000.de. Alle Vorbereitungen dazu, die leider zeitweise durch
Softwareprobleme an einer Stelle, für die die GMDS nicht verantwortlich war, behindert
wurden, haben inzwischen einen guten Stand erreicht, die elektronische Version des
Tagungsprogramms wird noch Ende Mai fertig und ich wünsche mir, recht viele von Ihnen in
Hannover anzutreffen.
Mit den besten Grüßen
Ihr Rüdiger Klar, Präsident der GMDS Freiburg, 25.05.2000
Geburtstage
Im zweiten und dritten Quartal des Jahres 2000 gratulieren wir folgenden Mitgliedern ganz
herzlich zum Geburtstag:
Herrn Prof. Dr. Helmut Enke 70 Jahre
Herrn Horst Schmidt 70 Jahre
Herrn Prof. Karl Sauter 65 Jahre
Herrn Prof. Dr. Jürgen Läuter 65 . ahre
Herrn Dr. Dieter Barthel 65 fahre
Herrn Prof. Dr. Johamies Köbberling fahre
ñ _
UFrau Hannelore Donike 61 ahre
Henn Joachim Zeiler 61° Jahre
Herrn Prof. Dr. Ekkehard Wilde 60 'ahre
Henn Prof. Dr. Klaus Dietz fahre






Herrn Dr. Martin Schian . ahre
Herrn Prof. Dr. Peter Jensch 61 "ahre





Karl Sauter zum 65. Geburtstag ¬
Sehr geehrter Herr Expräsident der GMDS, lieber Herr Sauter, ,
zu Ihrem 65 . Geburtstag möchte ich Ihnen bestens gratulieren' und Ihnen mit dem
Ausscheiden aus dem Berufsleben eine glückliche, erholsame aber auch anregende Freizeit
wünschen. Q I
Sie haben sich den beruflichen Feierabend besonders verdient, da Sie nicht nur sehr
erfolgreich für Ihre lokalen, dienstlichen Aufgaben an der MHH und später als Direktor des
Instituts für Medizinische Informatik und Statistik der Universität Kiel gewirkt haben sondern
auch das schwierige Amt des GMDS Präsidenten 1988 und 1989 sowie 4 Jahre als  
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Vizepräsident gut und gern ausgeübt hatten. Ich möchte Ihnen dafür als derzeitiger Präsident
der GMDS meine größte Anerkennung aussprechen und ich wünsche mir, dass ich dieses Amt
mit ähnlichem Erfolg wie Sie bewältige. Ich denke gerne an Ihre GMDS Dienstzeit zurück, in
der unsere Fachgesellschaft wichtige und bis heute wirkende Fortschritte erzielt hatte, z.B. die
Einbindung der Medizininformatik in die ärztliche Weiterbildung, die Berücksichtigung der
GMDS Vorstellungen beim Datenschutz im Gesundheitswesen oder bei der Durchführung der
klinischen Prüfung von Arzneimitteln. Wir wurden als GMDS damals zur
Krankenhausstatistikverordnung nicht nur gehört sondern auch beachtet und hatten generell
unsere Außenwirkung merklich erweitert.
Aber auch GMDS intern hatte sich vieles während Ihrer Präsidiumsarbeit verbessert, neue
AGs wurden gegründet, viele Einzelsitzungen abgehalten und die Mitgliederzahl der GMDS
stieg.
Ich bedanke mich nochmals bestens dafür und verbleibe
mit herzlichen Grüßen › , Q
Ihr Rüdiger Klar, Präsident der GMDS
›ı=›ı==ı=
Claus O. Köhler zum 65. Geburtstag
Am 10.03.1935 wurde Claus O. Köhler in Berlin geboren, er hat dort VWL studiert,.dann 5
Jahre bei der BASF gearbeitet und ist 1965 zum Deutschen Krebsforschungszentrum (DKFZ)
gewechselt, wo er eine Arbeitsgruppe zur medizinischen Datenverarbeitung aufgebaut hat.
Seine Doktorarbeit 1972 über Krankenhausinformationssysteme war die erste umfassende
wissenschaftliche Arbeit zu diesem Thema in Deutschland und hat nicht nur in ihrer
Systematik sondern auch in praktischen Anwendungen über Jahrzehnte gewirkt. Dieses
Thema hat er konsequent weiterverfolgt und 1977 dazu das vielfach genutzte System
KRAZTUR entwickelt und sich 1982 damit auch habilitiert. Seit 1974 hat Claus Köhler
Lehrveranstaltungen im Studiengang Medizinische Informatik der FH Heilbronn/ Uni
Heidelberg durchgeführt, über 100 Diplomanden und Doktoranden betreut und er wird am
13.07.00 seine Abschiedsvorlesung (s. unten, Veranstaltungshinweise) geben, auf die ich
hier gern aufmerksam mache.
Für die GMDS war Claus Köhler von Beginn an ein enonner Gewinn: Mit unvergleichlichem
Einsatz und Geschick hat er drei AGs geleitet (Anwenderkriterien, Datenendgeräte,
Chipkarten im Gesundheitswesen). Er war Gründungsmitglied des Anerkennungsausschusses
für das Zertifikat Medizinischer Informatiker, Mitglied des GMDS Beirats und hat uns als
Rechnungsprüfer der GMDS mit konstruktiver Kritik und fachlichem Rat über viele Jahre
begleitet. 1983 hatte er die GMDS Jahrestagung in Heidelberg organisiert, 1984 war er ein
Jahr Gastwissenschaftler in Phoenix Arizona und dann 15 Jahre lang Leiter der Abteilung
Medizinische und Biologische Informatik am DKFZ. Professor Claus Köhler ist
Ehrenmitglied des Verbands medizinischer Dokumentare, Ehrenpräsident des von ihm
mitgegründeten Berufsverbandes Medizinischer Informatiker, Autor von über 250
Publikationen, Herausgeber der Reihe „lnformationsverarbeitung im Gesundheitswesen“ im
ecomed Verlag und... mehrfacher Teilnehmer am Berlin-Marathon als Rollstuhl Fahrer.
Als GMDS Präsident und ganz persönlich wünsche ich Dir lieber Claus zum 65. Geburtstag
an erster Stelle bessere Gesundheit und einen erholsamen Ruhestand nach so vielen harten
Berufsjahren. Die GMDS bedanktsich aber auch bei Dir fiir die enorme Arbeit, die Du seit 35
Jahren so erfolgreich für uns geleistet hast und sie hofft weiterhin auf Deinen Rat und Deine
Hilfe.
Prof. Dr. Rüdiger Klar, Präsident der GMDS
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Q Q Ehrungen Q Q I
Der Otto-von-Guericke-Forschungspreis 1999 wurde anlässlich des 397. Geburtstages Otto
von Guerickes an die Arbeitsgruppe Biometrie des Institutes für Biometrie und Informatik der
Medizinischen Fakultät Magdeburg unter der Leitung von Herrn Prof. Läuter verliehen. Der
Arbeitsgruppe gehören folgende GMDS Mitglieder an: Prof. Dr. Jürgen Läuter, Dipl.-Math.
Mathias Brosz, Dr. habil. Ludwig Hoy, Dr. Siegfried Kropf, Dr. Friedrich-Wilhelm Röhl.
Liebe Mitglieder, bitte melden Sie Preise und ehrende Funktionen, die Ihnen oder einem
Ihnen gut bekannten GMDS Mitglied verliehen worden sind, der GMDS Geschäftsstelle oder
dem Präsidenten. Bitte seien Sie nicht zu bescheiden, wir sind stolz auf solche
Anerkennungen und möchten Sie auch im Interesse der GMDS veröffentlichen.






01/00 SAS-Kurs für Anfänger *
02/00 Einführung SPSS
03/00 Einführung in die Statistische Testtheorie



















Makroprogrammierung in SAS - Bregenzer, Berlin
Stürzl, MarburgSAS Programmierung für Fortgeschrittene * Bochum































Weitere Informationen erhalten Sie:
Akademie für öffentliche Gesundheit
Walter Dieckmann Tel. 0234 - 3225162
Ruhr-Universität Bochum eMail: Walter.Dieckmann@rz.ruhr-uni-bochum.de
44780 Bochum ›




Einführung in die Biometrie
SAS Graph












Migration SAS Version 6 auf Version 8
Relat. Datenbanken (SQL)
PL/SQL - Oracle








Veranstaltungen der Akademie Medizinische Informatik
0 Recherche in DIMDI-Datenbanken; Für Ärzte: 05.07.00, Für Med. Dokumentare
06.07.00 im DIMDI Köln, Referentinnen: Annegret Winkler, Sylvia Herrmann 1
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0 Automatische Spracherkennung, Seminar am 04.07.00 im DKFZ in Heidelberg
Referenten: Prof. Dr. Thomas Wetter, Dipl. inform. Med. Stefan Skonetzki
0 Gesundheit und Wirtschaftlichkeit: "Prozessmanagement im Krankenhaus -
exemplarische Tools und deren praktische Anwendung": 27.8.00 in Hannover.
Referent: Prof. Dr. Andreas Goldschmidt.
0 Tutorials im Rahmen der MIE2000-GMDS2000 : 27.8. - 1.09.00 in Harmover,
weitere Informationen unter http://www.mie2000.de
0 Einführung in HTML, Workshop am 11.09.00; Universität Heidelberg;
Referent: Patrik Hinz .
0 Fortbildung für Ärzte-Qualitätsmanagement-Teil 1-3 , 23.-27.10.00; 20.11-
01.12.00, 22.01 .-02.02.01 in Heidelberg, weitere Informationen unter:
Q http://www.med.uni-heidelberg.de/mi/akademie/QM2000-01 .htm '
Für weitergehende Informationen wenden Sie sich bitte an die:
Akademie Medizinische Informatik Tel.: 06221 / 56-7398
Universität Heidelberg Fax: 06221 / 56-4951
Abt. Medizinische Informatik E-mail: Petra_Skalecki@med.uni-
heidelberg.de
Im Neuenheimer Feld 400
D-69120 Heidelberg
_ =I==I==l=
Postgraduelle Ausbildung MEDIZINISCHE BIoMETRIE
Die Medizinische Fakultät der Universität Heidelberg bietet, unter Federführung des Instituts
für Medizinische Biometrie und Informatik, ein postgraduelles Ausbildungsprogramm in
MEDIZINISCHER BIOMETRIE an. Die Ausbildung kann flexibel in thematisch
abgeschlossenen Blöcken mit individueller Kurswahl absolviert werden, so daß eine ,
berufsbegleitende Weiterbildung möglich ist. Bei erfolgreichem Durchlaufen eines definierten
Curriculums führt das Programm zu einem Universitätszertifikat mit Fachanerkennung der
GMDS und IBS-DR.
Die Kurse können auch einzeln besucht werden, ohne daß die Erlangung des Zertifikats
angestrebt wird.
Absolventen im Jahr 1999 der Postgraduellen Ausbildung MEDIZINISCHE BIOMETRIE an der
Universität Heidelberg:
Dr. Stephan de la Motte, Poing
Dr. Imma Fischer, Tübingen
Tim Friede, Heidelberg
Dr. Daniela Lieberz, Bergheim
Birgit Schubotz, Chemnitz
Dr. Markus Schwarz, Mannheim .
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In der zweiten Jahreshälfte 2000 werden die folgenden Kurse angeboten. Dabei werden die
genannten Kursleiter durch weitere Dozenten unterstützt. _
GRUNDKURS MEDIZIN
20.07. - 25.07.2000 Einfiihrung
Prof. Dr. R. Nobiling, Universität Heidelberg
30.11. - 02.12.2000 Diabetologie 1
Prof. Dr. J . F. Riemann, PD Dr. T. Schleiffer'
Diabeteszentrum, Klinikum der Stadt Ludwigshafen
GRUNDKURS STATISTIK
10.08. - 14.08.2000, 17.08. - 21.08.2000, 31.08.- 04.09.2000
Prof. Dr. F.-T. Nürnberg, FH Mannheim
AUEBAUKURSE
12.10. - 14.10.2000 Klinische Studien, Teil I
. Dr. M. Pritsch, Universität Heidelberg
WAHLKURSE
05. - 07.10.2000 , Datenanalyse und Regressionsdiagnostik
1 Dr. G. Sawitzki, Universität Heidelberg
02.11. - 04.11.2000 Biometrie in der Präklinischen Forschung
Dr. L. Edler, DKFZ Heidelberg
16.11. - 18.11.2000 Dokumentation, statistische Analyse und Bewertung unerwünschter
Arzneimittelwirkungen
Prof. Dr. J . Hasford, Universität München
Weitere Kurse sind in Planung. Die Kurse sind stark anwendungsorientiert und die
Lehrinhalte werden mittels praxisnaher Computerübungen vertieft.
Für weitergehende Informationen wenden Sie sich bitte an:
Dr. Katrin Jensen, Abteilung Medizinische Biometrie der Universität Heidelberg
Im Neuenheimer Feld 305, 69120 Heidelberg
Tel: 06221/56-4180, -4141; FAX: 06221/56-4195; e-mail: jensen@imbi.uni-heide1berg.de
Dr. Birgit Stadler, Zentrum für Studienberatung und Weiterbildung
Friedrich-Ebert-Anlage 22-24, 69117 Heidelberg Tel: 06221/54-7815, -7810;
FAX: 06221/54-7819, e-mail: Birgit.Stad1er@urZ.uni-heidelberg.de
http://www.biometrie.uni-hd.de/postgraduelle ausbildung
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I  Ankündigung l
Second International Summer School
"Infectious disease epidemiology"
Modern Surveillance, International Dimensions and Public Health Control,
Q August 28 - September 1, 2000
School of Public Health, WHO Collaborating Center, Department of Public Health Medicine
University of Bielefeld, Germany
Programme Director: Professor Dr. med. Alexander Krämer
Topics: Principles of infectious disease epidemiology
Epidemiological methods for infectious diseases
Outbreak investigation and early warning
Modern surveillance
Mathematical and stochastic modelling
Health economic analysis 1
Prevention and intervention strategies including vaccinations and their
evaluation .
Newly emerging infections: nosocomial infections, multi drug resistant
infectious agents, HIV/AIDS update
Teachíng language: English
Enrolment is open to the following categories of registrants from Germany and other
European countries:
Professionals in health departments, other health agencies and industry, and allied health
professionals, physicians, epidemiologists, microbiologists, biologists, and students enrolled
in School of Public Health programmes.
Tuition: 800 DM, students of School of Public Health programmes pay 400 DM
Registration andfurther information.: Lutz Wille, Dipl.-Stat., School of Public Health,
University of Bielefeld, P.O.Box 100 131, D-33501 Bielefeld, Germany
Phone: +49 - 521 - 106 4253/106 4262; Telefax: +49 - 521-106 2968
E.mail: lutz.wille@uni-bielefeld.de 1
Internet: http://www.uni-bielefeld.de/gesundhw/ag2/summer school2000/
 Q Q Veranstaltungshinweise
CARS, Computer Assisted Radiology and Surgery,
28. Juni - 1. Juli 2000 in San Francisco (USA) http://cars-int.de/ . `
XXth International Biometrc Conference, 2. - 7. Juli 2000 in Berkeley, Califomia, USA
8Th European Conference on Information Sytems (ECIS 2000),
3. bis 5. Juli 2000 in Vienna (Austria), http://ecis2000.wu-wien.ac.at/start.htm
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Workshop: Biosignalverarbeitung und ihr Stellenwert für die Med. Informatik,
13. - 14. Juli 2000 in München, Neubiberg _
Leitung:
Prof.Dr.lng. H. Dickhaus email: dickhaus@fh-hei1bronn.de
Prof. Dr.Ing. H. Witte
Prof.Dr.Ing. W.Wolf email: werner.wolf@UniBw-Muenchen.de
Abschiedsvorlesung Prof. Dr. Claus O. Köhler, 13. Juli 2000 in Heidelberg
Anmeldung erbeten über Universität Heidelberg, Abteilung für Medizinische Informatik, Im
Neuenheimer Feld 400,69120 Heidelberg
HL7 - International Affiliates Joint Meeting, 24. - 25. August 2000 in Dresden
Weitere Informationen: Kai U. Heitmann, HL7 Germany, c/o University Hospital of Cologne
- IMSIE, 50924 Cologne (Germany) Kai.Heitmann@mediZin.uni-koeln.de /
http://www.hl7.de.
Medical Informatics Europe 2000; MIE 2000/ GMDS 2000
27.08.-01.09.2000 in Hannover
Dr. Rolf Engelbrecht GSF- Forschungszentrum für Umwelt und Gesundheit, medis-
Vorsitzender des Institut -




Prof. Dr. Joachim Justus-Liebig-Universität, Institut für Med. Informatik
Dudeck ' Heinrich-Buff-Ring 44, 35392 Gießen
Vorsitzender des Tel: +49-641-99-413 50
Organisationskomitees Fax: +49-641-99-413 59
email: joachim.dudeck@informatik.med.uni-giessen.de
weitere Informationen unter http://www.mie2000_.de/
Euromicro Workshop on Medical Informatics 2000
5. - 7. September 2000 in Maastricht (Netherlands)
http1//www.amp.york.ac.uk/extema1/mi2000/
9 .
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Deutsche Arbeitsgemeinschaft für Epidemiologie (dae)
8. Jahrestagung 18.-19.09.2000 in Hamburg
Deutsche Tagungssekretariat
. . _ Institut für Mathematik und Datenverarbeitung in der Medizin
Arbeltsgememschaft filr Universitäts-Krankenhaus Eppendorf
Epidemiologie (DAB) Martinistr. 52, 20246 Hamburg
8- Jahrestagung Frau R. Müller
18.-19.09.2000 in Hamburg Te1_ ()40_42g()3_3652




Jahrestagung 2000 der Deutschen Mathematiker Vereinigung,
18. - 22. September 2000 in Dresden , http://www.math.tu-dresden.de/DMV2000/
Informatik 2000; 30.*Jahrestagung der Gesellschaft für Informatik,
19. - 22. September 2000 in Berlin , http://swt.cs.tu-berlin.de/informatik2000/,
18th International EuroPACS Meeting, 21. - 23. September 2000 in Graz (Austria) ,
http://www.kfunigraz.ac.at/imiwww/europacs/,
~34. Jahrestagung der Deutschen Gesellschaft für Biomedizinische Technik,
28. - 30. September 2000 in Lübeck , http://www.imt.mu-luebeck.de/bmt2000/
MEDICOM 2000 Telemedicine Symposium, 28. - 29. September 2000 in Remagen/Bonn ,
www.rheinahrcampus.de . _
International Symposium on Medical Data Analysis,
29.- 30. September 2000 in Frankfurt am Main , http://medan.de/ISMDA/
Telemed 2000 "Telematik im Gesundheitswesen", 10. - 11. November 2000 in Berlin ,
http://www.medizin.fu-berlin.de/medinf/telemed2000/telemed2000.html
MEDNET 2000, 5th World Congress on the Internet in Medicine: "ReaI World medical
Applications", 23. - 26. November 2000 in Brussels (Belgien) ,
http://www.mdf.be/mednet2000/index2.htm
25th annual Conference of the German Classification Society,
14. - 16. März 2001 in Munich , http://www.efoplan.bwl.uni-muenchen.de/gfl<l.html
47. Biometrisches Kolloquium, 20. - 23. März 2001 in Homburg/Saar,
http://www.med-rz.uni-sb.de/biometrie2001/
European Conference of the Association for Common European'Nursing Diagnoses,
Interventions and Outcomes, 22.- 25 . März 2001 in Berlin
medinfo 2001 "Towards Global Health - The Informatics Route to Knowledge",
2. - 5. September 2001 in London (UK) , www.medinfo2001 .org
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Neuaufnahmen
Als neue Mitglieder begrüßen wir recht herzlich:
Ackermann Beate Linden
Alte, Dietrich _ Greifswald
Atarodi Jasmin Köln
Bauß, Bemd Dr. med. ` Köln
Bellaire, Gunter, Dr. lng. Berlin
Bergmann, Eckardt, M.A. Berlin,
Binder, Detlef Martin Krefeld
Binder, Monika Freiburg
Bohn, Birgit Darmstadt
Brüske-Hohlfeld, Irene, Dr. med. Oberschleißheim
Claus, Marcel Oldenburg
Dahlweid, Michael Dr. med. Stendal
debis Systemhaus SfH Münster
Deppe, Christian i Bochum














Hasenclever, Dirk Dr. med. F Leipzig




Lauterbach, Karl Wilhelm, Prof. Dr. Dr. Köln
Lax-Gross, Hildegard Dinslaken
Metzger, Franz Dr. med.. ~ Bad Dürkheim
Mludek, Volker Heidelberg
Moeini, Behjat Frankfurt/Main
Möller-Hartmann, Henning, Dr. med. Niedernwöhren
Ohlem, Thies Hamburg
Ose, Claudia Essen u
Pannekamp, Uwe, Dr. med. Hildesheim
Puppe, Frank, Prof. Dr. Würzburg
Rädisch, Thomas Preetz




Renzing-Köhler, Katrin Dr. Essen
Roggenbuck, Ulla Essen
Sauter, Michael - Stuttgart
Schalnus, Rainer, Priv. Doz. Dr. med. Bonn
Schmidt Guido Bückeburg
Schoder, Volker Hamburg
Schuldt, Katrin ., Essen
Schuster Renate Mainz
Schwarze, Margarete Frankfurt/Main
Shahid-Asl Parvin Mainz I
Stark, Günther, Dr. med. Graz
Stein, Markus Mannheim
Troost, Raphael, Dr. med. Mainz
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Wirth, Yvonne Dr. med. Marburg/Lahn
Zimmer, Bärbel Ulm
Zukunft, Elke München
Zöllner, Iris, Dr. rer. Nat. Stuttgart
L g Lost members I
Bei nachfolgenden Mitgliedem wurde uns die Post zurückgeschickt und keine neue Anschrift genannt
Wir bitten alle GMDS Mitglieder, uns - falls bekannt- die neuen Anschriften der unten aufgeführten
Mitglieder der GMDS Geschäftsstelle, Scheclestr. 9, D-53113 Bonn mitzuteilen. Vielen Dank!
Name Letzte uns bekannte Anschrift
Lindenallee 7
Kerst, Stefan 46446 Emmerich-Elten
Altendorf-Hofmann, Annelore PD Dr. Am Europakana140
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Böckmann, Britta Dipl.Kfm. Streithöhe 1b
, 47877 Willich
Dahmen, Gerlinde Dipl.-Stat. Am Bergsteig 10a
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Fischer, Martin Dr. med. Berliner Str. 90,
' 80805 München
Freischläger, Frank Dipl. Stat. Frauenwaldstr. 5a
1 61231 Bad Nauheim
Gerl, Martina 6 Sedanstr.23
7 8 1667 München
Jenisch, Stefan Dr.med. Norddeutschestr.16
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Matthis, Peter Dr.sc.hum. Dipl.-Math. Schillerstr.l5
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Georgstr. 11
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Nawrath, Thomas Dipl.-Stat. Steinackerstr. 16
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Orthner, Helmut Prof. Dr. University of Utah
Salt Lake City ,
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Bergische Landstr. 2
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Rittgen, Werner Dr. Dückerstr. 1-3
68775 Ketsch
Sangha, Oliver Dr.med. Han/ard Medical School
Brigham & Women's Hospital
Department of Rheumatology
15 Francis Street
USA Boston, MA 02115
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82362 Weilheim
Schüler, Kathrien Cluersee 3
25924 Klanbüll




Stocksmeier Uwe Prof. Dr. Höhenbergstr. 18
82327 Tutzing
Trompetter, Reinhard Dr.med. Eichhofstr. 12
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Wolf, Manfred Dr. rer. Nat C.H. Boehringer Sohn
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Thematik und Veröffentlichungssprachen
Die Zeitschrift dient der Dokumentation von theoretischen und anwendungsbezogenen Arbeiten aus dem Gesamtgebiet der
Informatik, Biometrie und Epidemiologie in Medizin und Biologie. Es _werden sowohl Beiträfge über neu entwickelte Ansätze
als auch neue Anwendungsmöglichkeiten bekannter Methoden sowie Ubersichtsartikel verö entlicht. Der Bezug zur Medizin
oder Biologie darf dabeíßfjedoc nicht vernachlässigt werden. Die Arbeiten dürfen nicht zuvor in anderen in- und ausländi-
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oder durc Fußnote erklärt werden.
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über die Arbeitdgeben kann.
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lisch. Die Beschriftung von Tabellen und Grafiken soll ausreichend groß gewählt werden, damit sie auch bei einer auf
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Darstellungen und Tabellen
1. Die Ergebnliısse können entweder in Form einer Tabelle oder als Grafik dargestellt werden, eine doppelte Wiedergabe ist
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2. Als Vorlage für Zeichnungen und Fotos können nur scharfe, kontrastreiche Originale angenommen werden. Fotonegıative
können leider nicht verwendet werden. Bei grafischen Darstellungen sind die0riginale, otoabzüge, Dias oder gleic wer-
tige Reproduktionen einzureichen. Bei Fotos sollte mit Aufkleber auf der Rückseite, bei Dias auf dem Rahmen, der Name
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unter der Bildnummer aufzuführen.
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n rage.
Verwendung von Disketten
1. Es können DOS-formatierte (3,5") und in Ausnahmefällen auch Macintosh-formatierte Disketten eingelesen werden. Bitte
genau kennzeichnen! _ _
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4. Bei Buchveröffentlichun en gilt folgendes Schema: Verfasser/in - Jahreszahl - Buchtitel - Verlag Erscheinungsort - Auf-
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