Shekhtman (J. Approx. Theory 30(1980), 237-246) gives a sufficient condition for the convergence of abstract splines. We show that his condition is not necessary and give a related condition which is both necessary and sufficient. In the process, we also give a necessary and sufficient condition for a sequence of abstract spline projectors to be bounded. Shekhtman [3] gives a sufficient condition for the convergence of abstract splines. We give a related condition which is both necessary and sufficient. In the process, we also give a necessary and sufficient condition for a sequence of abstract spline projectors to be bounded.
A is a closed linear subspace of F (=X).
(ii) In order to guarantee existence and uniqueness of the (T, A)-spline interpolant for every x in X (and other things besides), Shekhtman [3 ] makes the assumption that ker Tn ker II = (0) ran T is closed dim ker T < CO
Although the finite dimensionality of ker T is required for some ot* Shekhtman's arguments, it turns out to be unnecessarily restrictive. Instead, I assume that incl(ker T, ker /i) < 1
(1') ran T is closed Here, the inclination between two subspaces A and B is, by definition, the cosine of the smallest angle between them, i.e., the number incl(A, B) := sup (a, b) ae~,b~ II4 llbll = ll~.4lell = ll~BlAI/~ (2) with P,, P, the orthogonal projector onto A and B, respectively. In particular, it is easy to see that ker T n ker LI = {0) is equivalent to incl(ker T, ker LI) < 1 in case ker T (or ker A) is finite dimensional. Assumption (1') is motivated by the following lemma whose proof I give here for completeness. b3mA 1. Assume that ran T is closed. Then there exists one and only one (T, A)-spline interpolant for each x in X if and only if incl(ker T, ker/i) < 1.
Proof. We have Further, since the difference between two (T,II)-spline interpolants to x necessarily lies in ker A as well as in ker T (since T must map them to the same point, viz. the error in the besl approximation to TX), there is at most one (T, A)-spline interpolant for a given x iff ker TA ker A = (O}.
This shows existence and uniqueness of the interpolant to be equivalent to
is closed and ker TT'I kerA = (O),
'provided we can prove that (4) implies that T[ker A J is closed. For this, if (4) holds, then X is the topological direct sum of ker T and ker ,4 + (ker T + kerA)l. This latter subspace is mapped l-l onto ran T and so, ran T being closed by assumption, this mapping is open. In particular, Tlker A ] must then be closed.
This leaves the task of showing that (4) and (3) In conclusion, assumption (1') ensures that the minimization problem has exactly one solution for given x. We shall denote it by PX It is obvious that the map p so defined is a linear projector on X, with ker p= kerA. Proof. For the lower bound, let P := P,, so that ker P = ker A = ker p. Since px =x for x in ker T, we have II-~11 = II ~4 < II PII Wx, ker P)? for all x E ker T, while dist(x, ker p) = d&(x, ker P) = /I Pxll. Consequently,
using (2) IPIkerA>-' II G IImanJ' II/s+ (6) Further, the proof of the lower bound provides the following convenient criterion (as well as the criterion obtained from it by interchanging ker T and ker A throughout).
COROLLARY.
incl(ker T, ker A) < 1 iff there exists a bounded linear projector P with ker P = ker A and ran P 2 ker T.
Proof. The argument for the first inequality in Proposition 1 uses only that p is a bounded linear projector with kernel equal to ker A and range containing ker T, hence proves that l/sin(ker T, ker A) < inf{JIPJJ: P l.proj., ker P = ker A, ran P 2 ker T}. and so shows, in particular, that incl(ker T, ker A) < 1 in case such a projector exists. On the other hand, Lemma 1, for example, in conjunction with Proposition 1 shows the existence of such a projector (viz.p) in case incl(ker T, kern) < 1. m
We now come to the point of this note. Let (.4,) be a given sequence of closed subspaces of X* = X satisfying incl(ker T, ker A,) < 1, all n.
Then Shekhtman is concerned with the question of when the corresponding sequence (p,) of spline projectors converges pointwise, or strongly, to 1. In this connection, the following weH-known lemma is a consequence of the uniform boundedness principle and Lebesgue's Inequality (lx -p,xll ,< II 1 -~41 dist(x, ran A>. 
This latter condition is trivially satisfied in case (A,) is increasing (the only situation considered, e.g., in Golomb [2] ) since then incl(ker T, ker A,) is decreasing as n increases. Condition (7) is also satisfied in case hr~ A, 2 ker T (and dim ker T < co). For, if (7) were violated, there would exist, using the fact that dim ker T < co, an x in ker T and y, in ker A ", all n, so that lim (x3 YJ II-4 IlYnIl = la showing that x would not be in b/i,.
In particular, Lemma 3 follows. Shekhtman finishes the proof of Theorem 1 with the following nice observation: Since (p,) is bounded, so is (px), and, since ran pX =/i, while lim A, = X, by assumption, it follows that pz --+' 1. Consequently, p,, --+'+ 1. But then Tp, ----sw T, therefore 1) TxlJ < &IJ 1) Tp,,xJI, while also II TP,JII < IITxIl. Therefore II TP,xII -, II T II, Proof. Since dim ker T < co, any bounded linear projector R on X with range ker T can be written for some basis (xi): of ker T and some dual set (Ai); of linear functionals.
But, if now b/i, =X, then we can find sequences (AI"') with 1:"' E A,, all n, and IlLi -Ai"'ll + 0, i= l,..., 1. Since lixj = 6,, all i, j, it is then also possible for all large enough n to find a basis (xl"') for ker T with 2~")~~") = 6, and then, necessarily, also llxi -xi")/1 -+n4m 0. But then converges in norm to R.
For the converse, if R, converges in norm to R, then the sequence (S,) given by is an equivalent inner product on X and S is, therefore, in particular invertible. Since S, -+ S in norm, it follows that also S;' exists for n sufficiently large and converges in norm to S'. We now conclude from p,, --+' 1 that also S,p, S; ' -+' 1. In particular, for x E X, setting z, := S; lx, we get In effect, the proof of Propositions 2 and 3 relies on the fact that PT maps ran P,, n ran Q l-l onto ran p,* n ran Q.
