The performance of different combinations of user association (UA) and resource allocation (RA) in heterogeneous cellular networks has been extensively studied using a classic modeling approach based on system snapshots. There have been also many studies focusing on the dynamics of the system using queueing models. These modeling approaches are rarely compared with each other though they each bring different insights to the design problem. In this paper, we consider a queueing model-based approach to study the interplay of UA and RA, and compare the results to those obtained using snapshot models. Specifically, we formulate three different joint UA and RA optimization problems corresponding to the following three performance metrics: the maximum achievable arrival rate, the average system delay, and the maximum per-user delay. These problems are non-convex integer programs. We have therefore developed numerical techniques to compute either their exact solutions or tight lower bounds. We obtain results for different combinations of RA and UA schemes, and compare the trends with those obtained via the snapshot approach. The trends on RA are very similar, which we take as a cross-validation of the two modeling approaches for this kind of problem. The trends on user association are somewhat different which indicates a lack of robustness of the results and the need for a careful validation of UA models. 66 2019 31st International Teletraffic Congress (ITC 31) 978-0-9883045-8-
I. INTRODUCTION
This paper focuses on the downlink of heterogeneous cellular networks (Hetnets) composed of macro base stations (MBS) overlaid with a wide range of low-power BSs such as picos, femtos, and relays, creating small cells (SC) that are designed to improve coverage as well as spectral efficiency per unit area [1] , [2] , [3] . We consider orthogonal frequencydivision multiplexing (OFDM) based Hetnets and hence subchannels are the resources to allocate among the available BSs in the system. A resource allocation scheme determines how to allocate the sub-channels among the BSs, the user association policy defines a set of rules for assigning users to the different BSs in the system, and the scheduling at each BS determines how to use the power budget on the allocated sub-channels at each BS and how to share the resources among the associated users. The choice of a RA, a UA, and a scheduling scheme determines the amount of interference seen by each user as well as the downlink received signal strength for each (BS, associated user) pair. Note that a user's throughput is not only a function of the number of sub-channels available at the BS and the level of interference, but is also a function of the The first author is with the Department of Mechanical and Aerospace Engineering, University of California San Diego, and the second author is with the Department of Electrical and Computer Engineering, University of Waterloo. (Email: dfooladi@ucsd.edu, cath@uwaterloo.ca). modulation and coding schemes as well as the other users associated with the same BS. A decision to associate a user with one BS will affect the throughput seen by that user, as well as the throughput seen by the other users associated with that BS.
The performance of different combinations of RA, UA, and scheduling schemes in Hetnets has been extensively studied using a classic modeling approach in [8] , [13] , [15] . In this modeling approach, a snapshot of the system is studied assuming that there are N greedy users placed at random in the system area, and that each BS has an infinite backlog of packets for each of its users. This modeling approach enables the formulation of many very detailed network utility maximization problems, and the evaluation of the throughput performance of various combinations of scheduling, fairness criteria, power control, UA, and RA schemes over a large number of independent snapshots of the system. We call this approach the snapshot approach.
In practical cellular systems, users enter the system, download a file, and leave the system when the file has been downloaded (or when the web-pages have been visited). Such users want to download their files as fast as possible. Such a practical system can certainly be represented by a sequence of snapshots. However, these snapshots are correlated to each other by the dynamics of the system. The sequence of snapshots is also highly dependent on the deployed UA, RA, and scheduling. For example, a badly engineered system will keep the users longer in the system, and hence a new arrival will see a typical state that has much more users in the system than a well-engineered one. Therefore, we wonder if the conclusions drawn out of the snapshot approach are robust, i.e., if we would get similar results by evaluating different combinations of scheduling, power control, UA, and RA schemes in a more dynamic setting.
While there have been several studies stressing the dynamic aspects of the problem, we are not aware of a study that compares the modeling approaches on a fair ground. This is one of the two objectives of the paper. To do so, we had to propose a queueing-based optimization framework for the joint UA, RA and scheduling. We call this approach the queueingbased approach. This framework captures the dynamics in users' arrival and service times, and takes into account the user association and the resource allocation assuming the scheduling is proportional fair. More precisely, we model the coverage area of each BS as a multi-class processorsharing (PS) queue, and hence the Hetnet can be seen as a set of PS queues. Our other objective is to study, using this framework, the long-run performance of the Hetnet, for different combinations of RA schemes and UA policies.
Note that the snapshot approach and the queueing-based approach model the system under different sets of assumptions. Hence, our objective is to qualitatively compare the trends obtained via the two approaches.
Our contributions are as follows: 1) We formulate an offline tractable queueing-based optimization framework to analyze and compare different combinations of UA and RA schemes for the downlink of Hetnets. This framework allows us to study scenarios in which the arrival rate of users into the system is spatially homogeneous or in-homogeneous to model hot-spots. We consider three RA schemes (Co-channel deployment (CCD), Orthogonal deployment (OD), and Partially shared deployment (PSD)). Given a resource allocation scheme, we formulate joint user association and resource allocation optimization problems corresponding to the optimization of the following three criteria: The first one corresponds to the maximum achievable user arrival rate that the system can handle (i.e., the maximum arrival rate for which all the queues 1 are stable). The second criterion is the average system delay while the third one is the maximum per-user delay. 2) These problems are non-convex integer programs. We develop numerical techniques to compute the exact solutions for two of them and tight lower bounds for the other one. 3) We perform a thorough performance analysis of different combinations of RA schemes and UA policies using this queueing framework. 4) We provide a thorough comparison of the engineering insights obtained via this modeling approach to those obtained from the snapshot approach, and show that the engineering insights on RA schemes are consistent while those on UA rules are not.
II. LITERATURE BACKGROUND The performance of different resource allocation and user association schemes in Hetnets has been extensively studied [7] , [23] using the snapshot approach. A comprehensive overview of the proposed user association and resource allocation schemes is provided in [4] .
In [13] , Fooladivanda et al. study the interplay of user association and resource allocation for the downlink of a Hetnet that consists of a macro BS and many pico BSs using a snapshot of the system and assuming that greedy users. They select proportional fairness (PF) as their global objective function, and formulate joint optimization problems that are non-convex integer programs. Then, they develop techniques to obtain upper bounds on the system's performance. They use these upper bounds to quantify how well different combinations of UA rules (Small-cell First [10] , Range Extension [5] , and signal-to-noise-plus-interference ratio (SINR) based) and RA schemes (CCD, OD, and PSD [4] ) perform in Hetnets.
While several studies have used the snapshot approach to analyze different combinations of UA and RA schemes in 1 There is one queue per base station.
Hetnets, there are also several studies that analyze Hetnets in a dynamic setting [24] , [27] .
In [28] , Kim et al. consider the system area of a general multi-cell wireless system as a continuous space where users arrive randomly, download files, and leave after being served. The authors capture the dynamics in users' arrival and service times with a multi-class PS queueing model. They consider infinitely many classes since each user can arrive at any point in the system area, and formulate a UA problem with a generic α-fair objective function on the load of each cell. This problem has an infinite number of constraints, and is computationally intractable. The authors propose and analyze an iterative distributed user association policy that converges to a global optimum under a set of assumptions. Finally, they propose admission control policies for the scenario where the system is overloaded and cannot be stabilized. In [29] and [30] , the authors use the framework developed in [28] , and propose energy-efficient user association rules.
In [31] , the authors model the dynamics of a Hetnet using a queueing model, and propose two spectrum allocation schemes. They propose efficient algorithms for computing optimal spectrum allocations, and show numerically that the proposed schemes significantly outperform orthogonal and full-frequency reuse allocations under all traffic conditions. In [32] , the authors propose a tractable approach to analyze delay in Hetnets with spatio-temporal random arrival of traffic, and evaluate the effect of different scheduling policies on the delay performance. The authors numerically show that the delay performance of round-robin scheduling outperforms first-in first-out scheduling for heavy traffic while the reverse is true for light traffic.
Using stochastic geometry, the authors in [33] develop an analytical framework for an accurate prediction of the flowlevel performance of multi-tier networks. They derive analytically the per flow delay, load, and congestion probability of BSs for different tiers. They apply their model to a 2-tier network based on LTE and WiFi, and study the performance of different user association rules.
In this study, we focus on joint resource allocation and user association as well as on how two different modeling approaches compare RA policies and UA schemes. Extensive work has been done on UA and RA using a dynamic approach (not always using a queueing model). However, none of these works can be used to compute the optimal UA and RA, and to obtain engineering insights on the performance of different combinations of UA and RA schemes. We are also not aware of works that compare different modeling techniques to address the problems of UA and RA in Hetnets.
III. SYSTEM MODEL
We consider a multi-tier communication system composed of m macro cells, (see Fig. 1 ). Each macro cell j is overlaid with B j small cells that are identical in terms of transmit power, antenna gain, and backhaul capacity. Let M and SC denote the sets of macro and small cell BSs in the system, respectively. The system is an OFDM system with rM subchannels, each of bandwidth b. These sub-channels are divided among the macro BSs based on conventional frequency reuse Macro BS Small Cell Fig. 1 . A Hetnet comprising 19 macro BSs (the triangles). Each macro cell j is overlaid with B j small cells (the squares). Small cell locations for the cell at the center are shown in the right-hand side figure. [34], i.e., given reuse factor r, each macro BS is granted one of the r groups of M sub-channels.
We discretize the set of locations at which users can be in order to obtain tractable optimization problems. Note that modeling the system area of a wireless system as a continuous space will result in formulations that are computationally intractable in a centralized fashion [28] . Let L = {1, . . . , L} denote the set of possible user locations within the system area. We focus on the downlink, and make the following assumptions: A.1 The maximum transmit powers of the macro ( P m ) and small cells ( P p ) are fixed and known a priori. A.2 Each small cell is connected to the macro BS via a high capacity wired backhaul. A.3 Each user associates with a single BS 2 . A.4 Users arrive at location i ∈ L according to a Poisson process with density
i.e., the arrival rate into the system is given by the vector λ = λ(α 1 , · · · , α L ) where the vector α = (α 1 , · · · , α L ) represents the spatial in-homogeneity of the traffic distribution over the system area. The case α j = 1/L represents the homogeneous case. We assume that α is given, and by a slight abuse of notation, we will call λ the user arrival rate. A.5 Users arriving to the system download files whose sizes are independent and identically distributed (i.i.d.) random variables of mean F bits. A.6 Users depart the system as soon as their files have been downloaded completely.
A. Resource Allocation
Sub-channels 3 are the resources that we allocate to the different BSs. We have already assumed that each macro cell receives M sub-channels. We assume that they all use the same scheme to share their channels between the MBS and the SCs. We consider three different resource allocation schemes:
The macro and small cells transmit on all the M sub-channels. • Orthogonal deployment (OD): K sub-channels are dedicated exclusively to the pool of small cells and the remaining (M − K) sub-channels are dedicated to the macro BS. Each small cell transmits on all the K subchannels. • Partially shared deployment (PSD): K sub-channels are shared by the macro and small cells, and the other (M − K) sub-channels are dedicated to the macro BS. Each small cell transmits on all the K sub-channels. The macro BS transmits on the K channels with power budget P p and on the (M − K) sub-channels with power budget ( P m − P p ).
B. Scheduling
Power and time are the resources that the scheduler at each BS allocates to its users. For CCD and OD, the scheduler allocates the power budget of the BS equally among all its allocated sub-channels while for PSD, the scheduler at the macro BS allocates the power budget for each subset of subchannels equally among all sub-channels in the subset. We make the widely used and reasonable assumptions that: A.7 Each BS uses a local proportional fair (PF) scheduling in which it transmits all the time on all its allocated sub-channels using equal power and allocates the same proportion of time to its users [13] . A.8 The sub-channel gains are flat for each (BS, user) pair, and users do not move during their sessions. Hence, the channel gains do not change drastically during the lifetime of a session and are known. Under these assumptions, the inter-cell interference remains the same irrespective of the load of each BS. Recall that we are only considering the downlink traffic in this paper. There is then no load-coupling in our system. This assumption can be restrictive when the user arrival rate λ is small since it is then possible that some BSs are not occupied, and hence, results for small λ should not be over-interpreted (please see remark at the end of Section III-D. If the user arrival rate λ is relatively large, all the BSs will have some users to serve. In addition, since our users are greedy, a BS will have to transmit all the time as soon as it has at least one user.
C. Physical Link Model
Given a resource allocation scheme, we know the set of cochannel BSs and the transmit power of each BS on each of its sub-channels. We can then compute the SINR at location i ∈ L from BS j ∈ M ∪ SC on each sub-channel (call it γ ij ) as follows:
where I j is the set of BSs (macros and small cells) transmitting on the same set of sub-channels (not including j) in the multi-tier system, P j is the transmit power of BS j on a subchannel, N 0 is the additive white Gaussian noise power on the sub-channel, and G ij is the gain between location i and BS j that accounts for the path loss, shadow fading, antenna gain, and equipment losses. Note that given a reuse factor r, and a resource allocation and its parameter (i.e., K for OD and PSD), I j as well as P j and P h can be determined. Then, given the discrete modulation and coding scheme (MCS) function f (·) that maps the SINR into a rate, we can compute the link rate at location i from BS j on a sub-channel as r ij = f (γ ij ) [14] .
D. Flow-level Queueing Model
We capture the system dynamics by a queueing model which takes into account the users' arrival and departure processes as well as the scheduling policy. The system has m j=1 (1 + B j ) queues (one per BS) where B j is the number of SCs in macro area j 4 . Recall that users arrive at location i according to a Poisson process with rate λ i = α i λ, and download files whose sizes are i.i.d. random variables of mean F . Location i might be in the coverage area of multiple BSs, and hence the users arriving to location i have to decide to which BS to associate. A. 9 We consider the class of UA schemes that make a decision based on physical layer parameters, i.e., based on our previous assumptions, users arriving at a certain location always associate with the same BS. Examples of UA schemes in this class are the one that selects the BS providing the highest SINR or small cell first [10] - [12] . This framework does not allow a UA rule that takes a decision based on the BS loads. Note that most practical UAs schemes are not load-based. Under this assumption, an UA policy defines a set of rules for assigning each location to a pre-defined set of BSs in the Hetnet. Hence, the UA determines the arrival rates at each queue. We can easily extent the framework to allow probabilistic UA, i.e., a user arriving at location i that can hear say BSs j 1 and j 2 , joins j 1 with probability p i and j 2 with probability 1 − p i where p i is computed beforehand. For simplifying the notations and the derivations, we assume that each location is mapped to a unique BS in the following.
Each BS performs a local PF scheduling, i.e., offers the same amount of time to all its users. Therefore, the users in each BS get served based on the processor sharing (PS) discipline [35] . More precisely, we consider the coverage area of each BS as a generalized processor sharing queue, and each of the locations in the cell area as a class. Under our assumptions, each location i (i.e., class i) sees a fixed SINR. Hence, each location has its own general service time distribution. Since we assume that each BS transmits all the time and there is no coordination among the BSs, we can view the system, given a UA, as a set of independent multi-class M/G/1 PS queues.
E. Performance Metrics
In each of the multi-class M/G/1 PS queues, the per user service rate is a function of the number of channels available at the BS (a function of the RA), the level of interference (a function of the RA), and the current number of users associated with the BS (a function of the UA). Hence, the deployed UA and RA schemes will have a critical impact on service rates and hence, on users' performance.
We focus on the long-run performance of the set of multiclass M/G/1 PS queues, and consider the following three performance metrics:
• Maximum Achievable Arrival Rate: Given a RA scheme X, a UA scheme Y , and an in-homogeneity vector α, 4 In the case of PSD, macro j has B j + 2 queues.
let λ max (X, Y, α) be the maximum user arrival rate for which the system is stable (i.e., all the queues are stable). • Average System Delay: Given a RA scheme X and a UA scheme Y , the average delay experienced by the users arriving to location i (we call it the average delay of class i) depends on the service rate in location i as well as the arrival rate vector λ = λα. The average delay over all classes in the system is what we call the average system delay. • Maximum Average Delay per Class: Given a RA scheme X and a UA scheme Y , the maximum average delay per class can be seen as a performance metric for edge users (i.e., users with low link rates). For more information on the performance metrics above, we refer the reader to [36] .
Next, we focus on orthogonal deployment (i.e., X = OD), and formulate three different joint user association and resource allocation optimization problems, one for each of the performance metrics. For partially shared deployment and cochannel deployment, we obtain similar problems that we do not present due to space limitations, but we will present results on these RA schemes in Section V.
IV. PROBLEM FORMULATIONS FOR X = OD
We first define the association variable x ij where i ∈ L and j ∈ M ∪ SC. Let x ij = 1 if location i is associated with BS j, and let it be 0, otherwise. Hence, for all i ∈ L,
A. Maximizing the Achievable Arrival Rate
Given the system and a vector α, our objective is to maximize the feasibility region, i.e., the achievable user arrival rate over all values of K, the RA parameter, and all UA's in the class of UAs under study (see A.9). Let λ max (α) be this maximum. As mentioned earlier, it is linked to the stability of the multi-class M/G/1 PS queues serving the system area. Given the (x ij )'s, the queues are independent, and then, the system is stable if and only if each one of the queues is stable. Define the load factor of BS j (call it ρ j ) as follows:
where K j denotes the number of sub-channels allocated to BS j, i.e., K j = M −K if j ∈ M, and K j = K otherwise. Recall that the per-channel link rates r ij 's can easily be computed under our assumptions given the K j 's. The system is stable if and only if the load factor of each queue is strictly less than one [36] , i.e.,
Given the RA parameter K and the vector α, an arrival rate λ is said to be feasible if and only if there exists a user association {x ij } for which (2) is satisfied. By using (2), we can easily check the feasibility of λ for a given UA, but it is harder to find whether there exists a user association for which (2) is satisfied. In order to write tractable optimization problems, we prefer not to work with strict inequalities, and hence we introduce a parameterρ, and assume that the load at each BS j cannot be larger thanρ (i.e., ρ j ≤ρ) where 0 <ρ < 1 is a constant and can be made arbitrarily close to one. Therefore, for a given 0 <ρ < 1, we replace the stability condition (2) by
Our objective is to maximize the achievable arrival rate for a given vector α over all K and all UA's. To compute this metric, we formulate a joint user association and resource allocation problem in which the variables are K, {x ij }, and λ. The problem can be formulated as follows: Given the OD resource allocation, the channel gains, the rate function f (·), the vector α, the average file size F , andρ, compute K, {x ij }, and λ so as to maximize the maximum achievable arrival rate:
The proposed joint user association and resource allocation optimization problem enables us to compute the maximum achievable arrival rate λ max (α) where the star refers to the fact that this is a maximum over all possible UA's. Arrival rate λ can be as large as λ max (OD, α) if we use the user association {x ij } where {x ij } is the solution to P s ; otherwise, the system is not necessarily stable. For any other UA scheme Y defined by {x y ij }, the maximum achievable arrival rate (call it λ max (Y, α)) can be easily computed by using (3), and is less than or equal to λ max (α). Note that P s is a mixed integer non-convex program that is NP-hard and cannot be solved efficiently as is.
Next, we focus on the average system delay and the maximum average delay per class, and formulate joint user association and resource allocation optimization problems assuming α, λ max (α), and an arrival rate λ ≤ λ max (α) are given (i.e., the system is in its stability region).
B. Delay-based Metrics
Let the average delay per class i (i.e., per location) be T i , and the average system delay be T . Then, we have:
Note that, given K and a user association scheme Y defined by {x y ij }, we can compute the average delay at location i by [36] 
where ρ y j is the load factor of BS j given UA scheme Y . Given α and λ ≤ λ max (α), we will formulate two problems, one whose objective is to min-max the average delay per class T i over all i's (i.e., all locations) and the second is to minimize the average system delay T . The variables for these problems are K and the UA variables {x ij }.
For space reason, we present the two problems at once, i.e., we formulate a generic problem P delay (q) where problem P delay (1) is the min-max problem and P delay (2) is the other problem. Let d 1 ({T i }) = max i∈L T i and d 2 ({T i }) = T , then, the generic problem P delay (q) can be formulated as follows: given the channel gains, the rate function f (·), the vector α, the average file size F ,ρ, and λ:
Note that P delay (q) is a mixed integer non-convex program that is NP-hard and cannot be solved efficiently as is. We propose two different solution techniques to solve the problem for q = 1 and q = 2. Due to space limitation, we do not present our solution techniques here. We refer the reader to [11] for more detail on our solution techniques.
V. NUMERICAL RESULTS FOR THE QUEUEING-BASED APPROACH A. User Association Rules
We have assumed that users arrive, download a file, and depart when their files have been downloaded completely. Network operators typically associate users using some simple association rules. The most common rules use physical layer parameters to determine the BS each user should associate to. We study the following user association rules that belong to the class of UA schemes considered in this study: 1) Best SINR: A user at location i ∈ L associates with BS j that provides the highest per channel SINR, i.e., j = arg max j∈M∪SC {γ ij }. 2) Range Extension (RE) [12] : A user at location i associates with BS j = arg min j∈M∪SC {δ ij } where δ ij is the path loss from BS j to location i 5 . 3) Small-cell First (SCF) [10] : A user at location i associates with small cell j = arg max j∈SC {γ ij } as long as γ ij > β where β is a tuning parameter. If max j∈SC {γ ij } < β, the user at location i associates with the BS that gives the maximum SINR. For each of these rules, we can compute the values of x ij for all locations i and BSs j when we fix the resource allocation scheme and its parameters (i.e., either CCD or, OD or PSD with a given K) . Note that the RA scheme determines the power per channel, and hence impacts the interference. Given a combination of a UA and a RA, and α, the in-homogeneity vector, we compute the maximum achievable arrival rate, and for a given λ the maximum average delay per class, and the average system delay. We can also find the optimal K (for OD and PSD), by computing our performance metrics iteratively for all possible values of K, and then selecting the best solution. Next, we compare different combinations of UA and RA schemes using the queueing-based approach.
B. Parameter Settings
We consider a system composed of 19 macro cells. Each macro cell is overlaid with four small cells. The system has an inter-cell distance of 500 m. We use a wrap around technique in which a hexagonal cell layout with radius R = 500/ √ 3 m is considered (see Fig. 1 ). The macro BSs are located at the center of the cells while the BSs of the small cells are located around the macro BS at a distance d = 230 m and are placed symmetrically from the center. We assume that the system is an OFDM system with 300 sub-channels. We consider a reuse factor of "three", i.e., each macro BS has access to M = 100 sub-channels. We also takeρ = 0.95.
We assume that there are L = 2000 × 19 possible user locations in the system area, and take α i = 1/(2000 × 19) for all i ∈ L except when otherwise specified. We assume that users arriving to the system download files whose sizes are i.i.d. random variables of mean F = 10 6 bits.
The physical layer parameters are based on the 3GPP evaluation methodology [38] . The parameters are given in Table I . We use the SINR model introduced in Section III, and a channel model that accounts for path loss and slow fading. Slow fading is modeled by a log-normal shadowing with standard deviation of 8 dB, and path losses for small cells and macro BSs are given in Table I . The system is using an adaptive modulation and coding scheme with discrete rates. The mapping between the SINR and the efficiency (in bits/symbol) for the modulation and coding schemes (MCS) in LTE is shown in Table II . The bit rate obtained by a user that has a SINR between level and level +1 is r = SCofdm SYofdm Tsubframe e where e is the efficiency (bits/symbol) of the corresponding level , SC ofdm is the number of data subcarriers per subchannel bandwidth, SY ofdm is the number of OFDM symbols per subframe, and T subframe is the subframe duration in time units. These parameters are given in Table I . The association rule "Small-cell First" has a tuning parameter β. We assume that β can take any one of the SINR threshold values shown in Table II . We compute the optimal values of our performance metrics for different RA schemes as well as the values of our metrics for different combinations of UA and RA schemes for 50 networks. A network corresponds to the random realization of the shadowing coefficients for the L = 2000 × 19 locations from all the BSs in the multi-tier system. In contrast to the snapshot approach, we do not need to randomly drop users in the system area, and compute the average results over multiple realizations. We only need to consider multiple network realizations corresponding to different shadowing environments. In this section, we show the averaged results over the 50 network realizations.
C. Comparison Results of OD, CCD, and PSD
We first focus on network stability, and compare the different resource allocation schemes in terms of the maximum achievable arrival rate λ max (X, α) where X is the RA scheme, for two configurations. In configuration 1, the traffic distribution is homogeneous, i.e., α i = 1/(2000 × 19) for all i ∈ L, and in configuration 2, there is a hot-spot in each cell area. Each hot-spot is a square of 150 meter in length, centered at the BS of the small cell marked by an arrow in Fig. 1 . We take α i = 6.58 × 10 −5 for user locations in the hot-spots, and α i = 1.32 × 10 −5 for other locations in the system area. Note that there are 500 locations in each hot-spot. (X, UA, α) for different combinations of UA and RA schemes. We also show the maximum achievable arrival rate for the system without small cells. The curves corresponding to the optimal solution to P s are labeled Optimal in the figures. The results show that:
• The comparison of the highest achievable arrival rate (using the optimal solution) between the system with and without small cells ("No SC" in the figures) shows that small cells can significantly increase the maximum achievable arrival rate. We saw gains (with respect to the system without small cells) in maximum achievable arrival rate in the range of 110% to 130%. • PSD and OD work significantly better than CCD for almost all values of K. PSD performs better than OD. • For PSD and OD, the association rules Small-cell First, Range Extension, and Best SINR perform almost the same with a slight advantage for Small-cell First. The performance of these rules is far from optimal. This can be explained by the fact that even if the optimal UA does not perform dynamic load balancing, it does perform a static one, i.e., it finds for each value of K the best UA mapping while the practical UAs impose a mapping for each value of K. Moreover, if the value of the parameter K is not chosen carefully, all these simple association rules can do worse than the system without small cells. • The presence of a hot-spot does not seem to impact the trends discussed above.
D. In Depth Study of PSD
We now study partially shared deployment, the best of the three resource allocation schemes, in more details. To do so, we first focus on the maximum average delay per class, and then study the average system delay.
1) Maximum average delay per class: We select the maximum average delay per class as our delay metric, and compare the delay performance of the simple UA rules with the optimal delay performance as a function of λ, the total arrival rate into the cell area. We fix the arrival rate λ, and compute the optimal solution to the problem P delay (1) with the precision = 0.02, and the corresponding maximum average delay per class for each UA rule. For each UA rule, we select the value of K which results in the lowest maximum average delay per class. The results for two non-overlapping ranges of λ are shown in Figures 4-5 . The curve corresponding to the optimal solution is labeled Optimal in the figures. The results show that:
• The association rules Small-cell First and Best SINR perform almost the same with a slight advantage for Small-cell First, and they work significantly better than Range Extension for all values of λ when we select β and K carefully. • The association rule Small-cell First performs better than the system without small cells for all values of λ. However, the rules Best SINR and Range Extension do not always perform better than the system without small cells (especially for low values of λ). • None of the simple rules are performing very well for high values of λ. • Range Extension is not performing better than the system without small cells for low values of λ. 2) Average system delay: We now compare the average system delay of the simple UA rules with the lower bound on the optimal average system delay as a function of λ. We fix the arrival rate λ, and compute the lower bound of the optimal joint user association and resource allocation problem P delay (2) for PSD, and the average system delay for each UA rule when the RA parameter K is computed optimally. To check the tightness of the computed lower bound, we compare it with the average system delay of the simple UA rules. The results for two non-overlapping ranges of λ are shown in Figures 6-7 Fig. 6 . PSD: The average system delay as a function of λ when F = 10 6 bits. We choose the best values of K and β for each value of λ. 31 the solution of the relaxed problem. This observation also shows that Best SINR is a good UA rule for minimizing the average system delay if we choose K optimally. • The association rules Small-cell First and Best SINR perform almost the same with a slight advantage for Best SINR, and they work significantly better than Range Extension for all values of λ when we select β and K carefully. • The comparison of the delay performance (using the lower bound) between the system with and without small cells shows that small cells can increase the average system delay when the arrival rate λ is relatively low (less than 19 users per second). This shows the critical impact of the interference caused by the small cells on the delay performance for small values of λ.
VI. COMPARISON BETWEEN THE TWO MODELING APPROACHES The snapshot and queueing-based approaches model cellular systems under different sets of assumptions, and address different problems while they have the same overall goal to compare different combinations of UA, RA, and scheduling schemes. The snapshot approach allows us to formulate many network utility maximization problems, and to evaluate the throughput performance of many combinations of scheduling, power control, UA, and RA schemes over a large number of independent snapshots of the system, but it does not allow us to capture the system dynamics. While the queueing-based approach enables us to introduce some dynamic elements into the system model to take into account the users' arrival and departure processes, it does not allow us to evaluate the performance of different combinations of power control and scheduling schemes since processor sharing is only valid under our set of assumptions. We cannot decompose the set of PS queues into independent queues if we use a user association rule that takes a decision based on the load of each BS or assume that there is coordination among different BSs.
The snapshot and queueing-based modeling approaches are used in offline design to separate quickly the RA schemes and UA policies which are promising, from the ones which are not. These approaches to be tractable have to have some limiting assumptions. Therefore, these analytical modeling approaches should be seen as a first line of study. Doing this first level of selection with simulation is difficult due to the many options and parameters. When the engineering insights obtained via the snapshot approach are consistent with the insights drawn out of the queueing-based study, we can feel confident that the insights are valid while if there are different, there is a clear need for further studies via simulation for example.
We have compared the snapshot and queueing-based approaches in terms of the trends they highlight (e.g., scheme "a" is better than scheme "b") to draw conclusions on the robustness of the engineering insights obtained via the two approaches.
Comparison of the three RA schemes: The snapshot approach (using our results in [13] ) shows that PSD and OD perform significantly better than CCD when the user association is optimal and K is chosen well, irrespective of the number of users in the system. The results also show that PSD performs better than OD. These engineering insights are consistent with those obtained via the queueing-based approach irrespective of the metric being used.
Small cells versus no small cells: The snapshot approach (using our results in [13] ) shows that the system without small cells performs worse than the system with small cells with the optimal user association except for some extreme values of K. The number of users in the system does not change this conclusion. The queueing-based approach when the metric is either the maximum achievable rate or the maximum delay per class gives similar results. However, when the metric is the average delay, the system without small cells performs better if the traffic is low.
Comparison of the association rules on PSD: The snapshot approach (using our results in [13] ) shows that SCF performs better than Best SINR and RE irrespective of the number of users in the cell, and that the association rules Best SINR and RE perform almost the same for all possible values of the number of users. It also shows that SCF is quasioptimal when the number of users in the system is large. Our numerical results also show that the system with small cells operating with the simple association rules performs better than the system without small cells for a large range of K .
The results obtained via the queueing-based approach show that none of the association rules perform extremely well and that the association rules SCF and Best SINR perform almost the same in terms of the maximum achievable arrival rate, and that they perform better than RE when K is optimized. These results show that the engineering insights on the association rules for PSD obtained via the snapshot approach are not always consistent with the insights drawn out of the queueingbased study. The fact that the two approaches give us different trends should be taken as a strong indication that a further study, maybe via simulations, is needed.
VII. CONCLUSIONS
We have proposed a tractable queueing-based framework to analyze and compare different combinations of UA and RA schemes in an offline (and centralized) fashion. We have chosen three different performance metrics: the maximum achievable arrival rate, the average system delay, and the maximum average delay per class, and formulated three different UA problems to optimize our performance metrics under spatially homogeneous and in-homogeneous traffic distributions.
We have compared the two modeling approaches to draw conclusions on the "robustness" of the engineering insights obtained via the snapshot and queueing-based approaches. Our numerical results indicate that the engineering insights on the RA schemes obtained via the snapshot approach are valid in a dynamic context, and vice versa. However, the comparative study of the association rules in Partially shared deployment shows the lack of robustness of certain insights drawn out of the snapshot approach. In addition, the engineering insights obtained via the queueing-based approach indicate that UA rules that do not take load balancing into account, do not perform very well in practical systems.
