Quasar microlensing serves as a unique probe of discrete objects within galaxies and galaxy clusters. Recent advancement of the technique shows that it can constrain planet-scale objects beyond our native galaxy by studying their induced microlensing signatures, the energy shift of emission lines originated in the vicinity of the black hole of high redshift background quasars. We employ this technique to exert effective constraints on the planet-mass object distribution within two additional lens systems, Q J0158−4325 (z l = 0.317) and SDSS J1004+4112 (z l = 0.68) using Chandra observations of the two gravitationally-lensed quasars. The observed variations of the emission line peak energy can be explained as microlensing of the FeKα emission region induced by planet-mass microlenses. To corroborate this, we perform microlensing simulations to determine the probability of a caustic transiting the source region and compare this with the observed line shift rates. Our analysis yields constraints on the sub-stellar population, with masses ranging from Moon (10 −8 M ) to Jupiter (10 −3 M ) sized bodies, within these galaxy or cluster scale structures, with total mass fractions of ∼ 3 × 10 −4
INTRODUCTION
The planet to stellar scale astronomical dark matter is also known as massive compact halo objects. It was previously constrained to be less than 10% of the total mass of the Milky Way (Alcock et al. 1998) . Recently, unbound planet-mass objects have been discovered by Galactic microlensing studies (Sumi et al. 2011; Mróz et al. 2017 ) with a mass fraction of a few of 10 −5 halo mass at the super Earth or Jupiter ranges. In the extragalactic regime, detect planet-mass objects in the Moon to Jupiter mass range with a total mass fraction of 10 −4 of a z = 0.295 lens galaxy, RX J1131−1231. Although tiny in the mass fraction, the detections of these objects open a new window to constrain the demographics of new types of astronomical objects, and the leading candidates are free-floating planets or primordial black holes. A pixel-lensing technique (Ingrosso et al. 2009; Mróz & Poleski 2018) has also been proposed to detect planet-mass objects in the nearby galaxy M31, and the technique has yielded a candidate (Niikura et al. 2019 ) from recent Subaru observations.
Free-floating planets (FFPs) are not gravitationally bound to particular stars and are thought to be ejected or scattered due to dynamical instabilities in the early history of star/planet formation (Rasio et al. 1996; Weidenschilling & Marzari 1996) or combined with other processes such as planetary stripping in stellar clusters and post-main-sequence ejection (Veras & Raymond 2012) . It is also possible that a fraction of them form directly from gravitational collapse resembling star/brown dwarf formation down to planet scales (Luhman 2012) . The number density of FFPs not only depends on the detailed ejection processes, but also on the planet formation models. Primordial black holes are thought to be formed during the inflation epoch from quantum fluctuations. Therefore, these planet mass objects can either serve as a probe of star/planet formation and scattering process or fundamental physics in the very early universe in the inflation era.
Extragalactic microlensing is induced by individual stars or lower mass compact objects in the lensing galaxy, and manifests in the time variable magnification of its microimages. In case of quasar microlensing (Chang & Refsdal 1979; Wambsganss 2001; Kochanek 2004) , the background quasar is first macrolensed into multiple images by a foreground lensing galaxy, and then light from the quasar is further deflected by the stars within the lens as they align with the quasar image, thus resulting in uncorrelated variability in the macroimages. Quasar microlensing serves as a special tool to study the structure of the accretion disk and spatially resolve the emission region around the supermassive black hole (e.g., Pooley et al. 2007; Anguita et al. 2008; Dai et al. 2010; Mediavilla et al. 2011b; Morgan et al. 2008 Morgan et al. , 2012 Chen et al. 2011 Chen et al. , 2012 Sluse et al. 2012; Guerras et al. 2013; O'Dowd et al. 2015) . Since quasar microlensing is produced by the granular mass distribution within the lens, it can be used to probe the stellar content of the lensing galaxy (Paczyński 1986; Morgan et al. 2008; Bate et al. 2011; Blackburne et al. 2014 ). Furthermore, show that the technique can constrain the rogue planetary distribution, using emission immediately around the black hole in the source quasar, because the Einstein ring of planet lenses match this emission size. The Einstein radius in the source plane is given as
where M is the deflector mass and D ol , D os , and D ls are the angular diameter distances between the observer, lens, and source, respectively. Studies of nearby Seyferts reveal relativistically broadened Fe Kα lines, emanating from the innermost regions of the accretion disk (Fabian et al. 1995; Reynolds et al. 2000; Vaughan & Fabian 2004; Young et al. 2005) , and this emission is ideal to probe the microlensing signal from planet-mass objects in the lens galaxy. Technically, the image separation induced by planet-mass lenses are of nano-arcsecs; however, since the caustic network is produced by the combination of planet and stars, we keep using the term of microlensing in the paper.
Over the last decade, Chandra performed X-ray monitoring observations of several gravitationally lensed quasars to constrain the extent of the emission region around the SMBH in the X-rays (Chartas et al. 2009 (Chartas et al. , 2012 Dai et al. 2010 Dai et al. , 2019 Chen et al. 2012; Guerras et al. 2017 Guerras et al. , 2018 . Among these lensed quasars, some of the systems exhibit emission line peak variations and double line features, e.g., RX J1131−1231 (Chartas et al. 2012 , SDSS J0924+0219 , Q J0158−4325, and SDSS J1004+4112 . The line peak variation and splitting have not been observed in well studied Seyferts, such as MCG-6-30-15 (Kara et al. 2014) , NGC 4151 (Beuchert et al. 2017 ), MCG-05-23-16 (Dewangen et al. 2003 , NGC 3516 (Turner et al. 2002) , and Mrk 766 (Pounds et al. 2003) , where the Fe Kα line peak shows little variability for a single source. Relativistic Fe Kα lines have been predicted to peak within a range of energies ∼ 5-8 keV conditional upon the black hole spin, observing angle, and other factors (Brenneman & Reynolds 2006) for different sources; however, for a single source, such large variations in energy up to a factor of two have not been recorded. For Chandra observations of lensed quasars, these line variations are uncorrelated between the images and have been frequently detected during the course of the monitoring observations. Chartas et al. (2017) performed further analysis of lensed quasars with a larger set of observations and confirmed the microlensing interpretation of the observed line shifts in the X-ray spectrum of lensed quasars. Because of the microlensing effect, a strip of the Fe Kα emission region is magnified which, in general, has a different average energy compared to that from the whole Fe Kα region, and thus introduces shift or additional line peaks (e.g., Popović et al. 2006) . Chartas et al. (2017) also excluded other non-microlensing interpretations, e.g., emissions arising from hot spots and patches of an inhomogeneous disk, intrinsic absorption of the continuum, occultations or radiations from the ionized accretion disk. The most well-studied source, RX J1131−1231, was observed 38 times during the period of the observations, and the team has detected Fe Kα line shifts in 78 out of 152 energy spectra at a 90% confidence level, of which 21 lines are detected at 99% confidence level. These line energy variation rates were interpreted by as caustic crossing events of planet-sized deflectors within the lensing galaxy. A stars-only model is ruled out because the predicted caustic encounter rate is too low compared to the observational evidence.
This paper performs analysis of microlensing caustic encounter rates in two additional gravitationallylensed systems, SDSS J1004+4112 and Q J0158−4325, to constrain the mass fraction of the unbound planet-mass objects. The paper is organized as follows. In Section 2, we introduce the two systems and their Chandra data, including our method to calculate the line shift rates. In Section 3, we describe the microlensing analysis that involves simulating magnification maps to substantiate the observed rates. We summarize the results and conclude with discussions under Section 4. Throughout this paper, we adopt a standard ΛCDM cosmology with Ω m = 0.3, Ω Λ = 0.7 and H 0 = 70 km s −1 Mpc −1 .
OBSERVATIONAL DATA
We focus on two gravitationally lensed systems, Q J0158−4325 and SDSS J1004+4112. Q J0158−4325 (also CTQ 414; Maza et al. 1995; Morgan et al. 1999 Morgan et al. , 2008 Faure et al. 2009; Chen et al. 2012 ) is a doubly lensed quasar with z l = 0.317, z s = 1.29, and an image separation of 1 .22. The second object of interest, SDSS J1004+4112, is a unique quintuple and large-separation lens system (Inada et al. 2003; Oguri 2004 Oguri , 2010 Sharon et al. 2005; Ota et al. 2006; Inada et al. 2008 Here we include only those lines that are detected at 90% confidence level. A Gaussian is fit to the distribution yielding the g peak of the distribution. We have selected a bin size of 0.08 for Q J0158−4325 and 0.1 for SDSS J1004+4112 for illustration purposes; however the choice of bin size does not significantly change the g peak value.
of a massive lens galaxy cluster at a redshift of z l = 0.68 and a source quasar at z s = 1.734 with a maximum image separation of 15 .
These two sources have been monitored relatively frequently by Chandra, 12 times between November 2010 and June 2015 for Q J0158−4325 and 10 times between January 2005 and June 2014 for SDSS J1004+4112. The observations have shown credible evidence of large redshifted or blueshifted Fe Kα lines with respect to the rest frame peak energy, E rest = 6.4 keV for the two systems , and moreover, double Fe Kα lines have also been detected on some occasions. Hereafter, we use the generalized Doppler shift,
to characterize the shifts. Figure 1 shows the g distribution of Fe Kα lines detected in SDSS J1004+4112 and Q J0158−4325 , ranging between 0.6 to 1.5 for Q J0158−4325 and 0.5 to 1.3 for SDSS J1004+4112. For the 12 Chandra pointings of Q J0158−4325, ten relativistic Fe Kα lines were detected at more than 90% confidence, among which three Fe Kα lines are detected at more than 99% confidence with one double line detection. For the ten Chandra pointings of SDSS J1004+4112, eight relativistic Fe Kα lines are detected at more than 90% confidence, and among these six Fe Kα lines are detected at more than 99% confidence with one double line detection. Thus, SDSS J1004+4112 and Q J0158−4325 are the best targets to model the line shift rates induced by microlensing after the well-monitored lens RX J1131−1231. These line energy shifts can be ascribed to a differential magnification of a section of the emission region bearing a range of g values as a caustic transits the innermost disk, thereby resulting in the variation of observed Fe Kα line profile (Popović et al. 2003 (Popović et al. , 2006 Chartas et al. 2017; Ledvina et al. 2018) . To calculate the line shift rate, we first identify the peak (g peak ) of the g distribution by a fitting a Gaussian to the distribution, yielding g peak = 0.923 for SDSS J1004+4112 and g peak = 1.017 for Q J0158−4325 ( Figure 1 ). For this purpose, we use the lines detected at > 90% confidence level (See Table 6 and Table 7 of Chartas et al. (2017) ). The significance of the line energy shift from the peak is determined for each detected lines using their respective measured energies and uncertainties. We list the line shift rates under different selection cuts in Table 1 . For the subsequent microlensing event rate analysis, we have conservatively considered only those lines that were detected at a confidence level of > 99% and exhibit a line shift of > 3σ from the g peak. For both SDSS J1004+4112 and Q J0158−4325, we have conducted an independent analysis of the brightest image A together with a combined analysis of all the images. Owing to the limited S/N of our observations, we have restricted the analysis of individual images to the highest S/N image A.
MICROLENSING ANALYSIS
To explain the occurrence of the energy shifts of the Fe Kα lines emitted from the accretion disk, we perform a microlensing analysis that simulates the caustic encounter rates that contribute to the aforementioned line shifts. In quasar microlensing, the gravitational field of the local distribution of the microlenses affects the amplification of the light passing through the region of the lens galaxy. These amplification variations as a function of the source position are represented by a microlensing magnification map (Kayser et al. 1986; Wambsganss et al. 1990a ), comprising of a complex mesh of caustics, along which the magnification diverges, surrounded by low magnification regions. The statistical attributes of the maps, such as the density of caustics, are governed by three main model parameters namely κ (convergence), γ (shear), and κ s or κ * (surface mass density in smoothly distributed or discrete matter, respectively), where κ = κ s + κ * . We also define α as the mass fraction of different components with respect to the total surface mass density, e.g., for the stellar component α * = κ * /κ.
We produce magnification maps using the inverse polygon mapping (IPM) method developed by Mediavilla et al. (2006 Mediavilla et al. ( , 2011 . The macro model parameters for Q J0158−4325 are adopted from Morgan et al. (2012) , where the lens galaxy is modeled by a combination of de Vaucouleurs and NFW components with the best fit mass-to-light ratio to be 0.1. For SDSS J1004+4112, we use the . Discrete lens mass function is plotted against the lens mass on a logarithmic scale for the stellar and planet populations with the mass fractions of α * = 0.1 and α p = 10 −4 , respectively. Integration of M φ(M )(top-left) and M 2 φ(M )(top-right) over the logarithmic mass range represents the number of microlenses and mass within the two population regimes respectively. We see that the number of microlenses is dominated by planetary objects while the total mass is dominated by stars. The caustic density, proportional to M 1/2 , is represented by the integration of M 3/2 φ(M )( bottom-center) over the logarithmic mass range. It is evident that the addition of planetary microlenses results in an increased contribution to the caustic density in contrast to the exclusively stellar scenario. microlensing parameters (κ, γ) in Guerras et al. (2017) , where they employ a cluster mass model for the lens from Oguri (2010). As a cluster lens, microlensing in SDSS J1004+4112 is induced by stars and planets in the intra cluster light (ICL). We extrapolate the surface brightness of ICL to the image locations and obtain the mass fraction of α * ∼ 0.01. Our adopted value is aligned with the estimates of α * for another galaxy cluster, MACS J1149+2223 (z l = 0.54), at similar distances to the cluster center (Venumadhav et al. 2017; Oguri et al. 2018) . Table 2 lists the global convergence, shear, stellar surface mass density, stellar mass fractions for all images of Q J0158−4325 and SDSS J1004+4112. The mass function for the stellar population is modeled as a three-segment power-law function, φ(M ) ∝ M −η , with the mass range, 0.001-0.08 M , corresponding to the brown dwarf population, 0.08-0.5 M for the low mass range, and 0.5-2 M for the high mass range (Figure 2 ). The power law indices are assumed as 0.5, 1.3, and 2, respectively, for the brown dwarfs, low mass, and high mass stars . The normalization of the stellar mass function is set such that we achieve the expected stellar surface mass fractions for each image. Subsequently, we model the sub-stellar population that includes planet-mass objects that serve as additional microlenses with a surface density of κ p , (Figure 2 ). We particularly focus on rogue planets, or free-floating planets Sumi et al. 2011; Strigari et al. 2012) , as the planets bound to stars are positioned way inside the Einstein ring of the parent star which is unable to produce any significant effect on the magnification maps. The planetary mass distribution is drawn from a power law model, φ p (M ) ∝ M −ηp with a power index of η p = 2 (Strigari et al. 2012; . Here, the normalization, α p = κ p /κ, is considered as a free parameter, and we have explored multiple variations to exert effective constraints. Hence, we generate multiple sets of magnification maps with α p ranging from 10 −5 to 10 −3 , corresponding to 10 2 to 10 4 Moon (10 −8 M ) to Jupiter (10 −3 M ) mass planets per main sequence star. Due to the high computation cost associated with generating extensive magnification maps that accommodate a large number of lenses, the size of the magnification maps is restricted to 400×400 r g with a pixel scale of 0.375 r g (gravitational radius units). The dimension of the discrete lens population used in IPM is much larger to accurately calculate the magnification map. For instance, the computed magnification map for SDSS J1004+4112 is of dimension 0.53 R E (Einstein radius of 1 M units), while the dimension of the deflectors used in IPM is 58.89 R E for star-only maps, while the combined map (consisting of stars and planets both) uses a square discrete lens region of the dimension 16.83 R E in the lens plane. For each set of parameters (κ, γ, α * , α p ), we generate 30 random realizations of magnification maps to sample the large scale variations in the caustic density. Figure 3 shows some example magnification maps.
Following the computation of the magnification maps, we measure the caustic encounter rates as a function of the source size. For this, we employ an edge detection algorithm to extract the discontinuities in the maps (for an analytic approach, see also Witt 1990) . First, we smooth the image with a small constant kernel of 3×3 pixels (about 1 r 2 g ) to reduce the computational noise by blurring the image slightly. Next, we convolve the map with an (n s + 4) × (n s + 4) sharpening kernel for a source size of n s in pixels, such that the central n s × n s pixels bear a positive value x while the rest of the background pixels carry a value of −1. Here x is posited as ((n s + 4) 2 − n 2 s )/n 2 s such that when we apply this convolution matrix to the map, the pixels for which the ratio of summation over the source pixels to the summation over background pixels (Σ s /Σ b ) > 1 result in a positive value, whereas the remaining pixels return a negative or zero value. The source size in pixels is varied on a logarithmic scale up to ∼ 10 r g . Because for a source larger than a pixel, different parts of the source experience different magnification, therefore the pliable source size, n s , incorporates the finite source size effects. The sharpened magnification maps vividly reveals its salient features, i.e., the caustic structure, by improving the contrast (Figure 3) . We determine the probability of the caustic encountering the source region by calculating the ratio of the positive pixels over all the valid pixels. For all the 30 maps attached to a given set of model parameters, the model caustic encounter probability for a particular source size is estimated as the average over all the 30 probabilities and the uncertainty is characterized by the variance of these probabilities. Figure 4 shows the model caustic encounter probability from our microlensing analysis for different planet mass fractions and Fe Kα source sizes. The model probability shows an increase with additional planetary population and the source size for both Q J0158−4325 and SDSS J1004+4112. Hereafter, we have conservatively used the largest source size to test the viability of the stars-only model and constrain the planet fraction, α p . This source size is consistent with the recent constraints on the Xray reflection region of between 5.9-7.4 r g (Dai et al. 2019) . We compare the model predictions with the observed line shift rates from the > 99% detected and > 3σ shifted lines for the highest S/N image A and the combined average of all images. Based on the predictions for image A of Q J0158−4325, we find that the stars-only model can be completely ruled out by 16.6 σ, as it fails to explain the observed line shift rate. As for the image A of SDSS J1004+4112, the stars-only model can only be marginally ruled out as it is at 2.6 σ below the observed line shift rate. The analysis results from the combined images disfavor the exclusively stellar scenario at the significance levels of 13.284 σ and 4.95 σ for Q J0158−4325 and SDSS J1004+4112, respectively. For models with additional planets, the model predictions at a reference size of 6 r g show an ascent with increasing α p until a model is congruent with the observed event rate. In case of Q J0158−4325, we constrain the planet mass fraction with respect to total halo mass in the mass range of 10 −8 -10 −3 M as 10 −4 < α p < 6 × 10 −4 , and for SDSS J1004+4112, the constraint is 2 × 10 −5 < α p < 10 −4 .
DISCUSSION
We infer a population of planet-mass objects in two extragalactic systems, one lens galaxy Q J0158−4325 at z = 0.317 and one lens cluster SDSS J1004+4112 at z = 0.68, with the leading candidates being free-floating planets and/or primordial black holes. We have excluded the stars-only model for Q J0158−4325 and SDSS J1004+4112 and accepted the scenario that favors the combination of stellar and unbound planetary microlenses. Together with the previous detection in RX J1131−1231 ) and within the Milky Way (Mróz et al. 2017) , our analysis results suggest that unbound planet-mass compact objects are universal in galaxies. The bound planets do not contribute to the lensing signal, because at extragalactic lensing scales, their distance to the parent star is too small compared to the Einstein ring of the star. The cold dark matter sub-halos potentially can also extend to the planet-mass range, and assuming a halo mass function of dn/dM ∝ M −1.8 (e.g., Moore et al. 1999; Klypin et al. 1999; Helmi et al. 2002) , 0.05% of the halo mass will be in the Moon to Jupiter mass range, which is consistent with our constraints. However, with an NFW density profile, they will not be efficient micro or nano-lenses to produce the observed lensing signatures.
It is important to distinguish the cross sections for microlensing high magnification events and line shift events. For high magnification events, the cross section is proportional to the area of Einstein ring, which is proportional to the mass of the microlens. For line shift events, we need a caustic on the source region, and thus the cross section is proportional to m 1/2 ∆R, where ∆R is the characteristic size of the emission region. Smooth high magnification regions bound by the caustic curves are not conducive to these line shift events. Since we constrain the mass fraction of the planet population to be several orders of magnitude smaller than the stellar population, this implies that most of the high magnification area produced by stars are in the smoothly varying regions of the magnification map, using the ultra-compact Fe Kα emission region as a size reference. This can be seen in the Here, the different symbols represent models with the different planet mass fractions (α p ). The black dashed line mark the observed > 99% detected line shift rates at 3σ level. The gray shaded region depicts the recent constraints on the size of the X-ray reflection region by Dai et al. (2019) . For image A, the stars-only model is ruled out for all source sizes of Q J0158−4325, and for SDSS J1004+4112, the stars-only model is only viable at the largest source size considered with about 2σ deviation from the observed rate. For the combined case, the stars-only model is significantly excluded for all source sizes of Q J0158−4325 and SDSS J1004+4112. We constrain the halo mass fractions of planets in the mass range of 10 −8 -10 −3 M to be 10 −4 < α p < 6 × 10 −4 and 4 × 10 −5 < α p < 2 × 10 −4 for Q J0158−4325 and SDSS J1004+4112, respectively.
analytic values of lens number, total mass, and caustic density from Figure 2 . This leads to an important, testable prediction for this model -for the Fe Kα line shifts produced by the relatively isolated microlensing caustics produced by planets, the optical or even the X-ray continuum flux will experience small to moderate microlensing flux magnification, because the optical continuum emission size is much larger and not sensitive to the magnification produced by planet-mass lenses. I.e., the Fe Kα line shifts accompanied by little to moderate flux magnification in the optical or X-ray bands will be the further confirmation for the presence of planet-mass objects. This does not mean that those line shifts occurring with large optical or X-ray continuum flux magnification are not caused by planet-mass objects, because the caustics produced by stars and planets can be clustered together. Additionally, since the Chandra observations are semi-randomly scheduled, it is important to compare the line shift rate with the model caustic density detailed in this paper. An alternative method counts the number of caustics encountered along a track in the magnification pattern corresponding to the monitoring length and compare with the observed number of line shifts. This method assumes that the observations occurred exactly at the caustic-crossing time, which is not representing the real situation. In essence, it is the caustic density rather than number that matters, when the observations are randomly scheduled. Another source of uncertainty is related to the detection threshold of the shifted Fe Kα lines. Here, we include only lines that are detected at the greater than 99% confidence limit, when calculating the line shift rates. This excludes a significant fraction of the shifted lines detected at lower significance in 90-99% range. Although each of these individual lines are less reliable, collectively, the presence of these weaker lines are quite convincing. Including these weaker lines will change the line shift rates and the constraints on the planet fractions. In addition, our analysis is based on either the line shift rates in the brightest image or the average of all images. While focusing on the brightest image subjects less on the line detection bias but more on microlensing biases, because the brightest image tends to be more microlensing active, using the average rate from all images subjects more to the detection biases from those fainter images. Therefore, new and deeper observations are still needed to better characterize those weaker lines and measure the line shift rates. We summarize the current constraints on unbound planet mass object in galaxies and ICL of a cluster in Figure 5 , including those from this paper for Q J0158−4325 and SDSS J1004+4112, RX J1131−1231 of , and Milky Way measurements at super Earth and Jupiter regime (Sumi et al. 2011; Mróz et al. 2017) . Here, we divide the planet mass fraction to each decade of mass interval to facilitate an easy comparison with other studies. Although these initial measurements of unbound planet mass fraction can subject to systematic uncertainties and can be improved in future analysis with better data and modeling, these measurements converge at a planet mass fraction of ∼ 10 −5 with respect to the total mass of the galaxy per decade of mass interval. This should be compared with future, more precise theoretical predictions of planet formation and scattering models and determine whether FFPs are sufficient to explain the measured unbound planet mass fractions. Our measured planet mass fraction of ∼ 10 −5 per decade mass can also serve as an upper limit for more exotic objects such as primordial black holes, since we expect FFPs will contribute significantly to the unbound population. This is the most stringent limit for primordial black hole demographics at the mass range of 10 −8 -10 −3 M .
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