Abstract. Via nonsmooth critical point theory we prove the existence of at least two solutions in W 1,p 0 (Ω) for a jumping problem involving the Euler equation of multiple integrals of calculus of variations under natural growth conditions. Some new difficulties arise in comparison with the study of the semilinear and also the quasilinear case.
Introduction and main result
Let us consider the semilinear elliptic problem where Ω ⊂ R n is a bounded domain, n ≥ 3, a ij ∈ L ∞ (Ω), ω ∈ H −1 (Ω) and g: Ω × R → R is a Carathéodory function which satisfies lim s→−∞ g(x, s) s = α, lim s→∞ g(x, s) s = β for some α, β ∈ R.
Let (µ h ) be the sequence of eigenvalues, repeated according to multiplicity, of the linear operator {u → − boundary conditions. Since 1972, starting from the celebrated paper of Ambrosetti and Prodi [1] , the number of solutions of this jumping problem has been widely investigated, depending on the position of α and β with respect to the eigenvalues µ h (see e.g. [19] , [20] , [22] and references therein).
On the other hand, since 1994, several efforts have been devoted to study the existence of weak solutions of the quasilinear problem
D s a ij (x, u)D i uD j u = g(x, u) + ω in Ω,
by techniques of nonsmooth critical point theory (see [6] , [9] and the subsequent papers [5] , [10] ; see also [2] , [3] for a different approach).
In particular, a jumping problem for the previous equation has been successfully investigated in [7] , [8] . More recently, existence results for the Euler equations of multiple integrals of calculus of variations
have also been obtained in [21] , [23] via techniques developed in [9] , under suitable assumptions on L, D s L and ∇ ξ L. In this paper we want to show that the results of [7] extend to the more general elliptic problem (1.1). It has to be noted that, in order to achieve this, some nontrivial new arguments have to be involved, in particular when dealing with the Palais-Smale condition and also, surprisingly, with the min-max estimates. We will tackle the problem from a variational point of view, that is looking for critical points of continuous functionals f : W We point out that, in general, these functionals are not even locally Lipschitzian, so that classical critical point theory fails. Then we will employ the abstract framework of nonsmooth analysis developed in [9] , [11] , [13] , [15] , [16] . In our main result (Theorem 1.1), for a particular choice of ω, we will prove the existence of at least two solutions in W 1,p 0 (Ω) of (1.1) by means of a classical min-max theorem in its nonsmooth version (Theorem 2.8).
More precisely, we assume that Ω ⊂ R n is a bounded domain, n ≥ 3, 1 < p < n, ω ∈ W −1,p (Ω) and L: Ω×R×R n → R is measurable in x for all (s, ξ) ∈ R×R n and of class C 1 in (s, ξ) a.e. in Ω. Moreover, the function {ξ → L(x, s, ξ)} is strictly convex and p-homogeneous. Furthermore, we assume the following conditions.
(A 1 ) there exist ν > 0 and b 1 > 0 such that
for a.e. x ∈ Ω and for all (s, ξ) ∈ R × R n , (A 3 ) there exist R > 0 and a bounded Lipschitzian map ϑ:
for a.e. x ∈ Ω and for all (s, ξ) ∈ R × R n . Without loss of generality, we
for a.e. x ∈ Ω, all s ∈ R and
for a.e. x ∈ Ω.
Let us now suppose that there exists ∈ L ∞ (Ω) such that for a.e.
Notice that both limits in (1.10) exist by virtue of (1.6). Moreover, in view of (1.3) we have essinf x∈Ω (x) ≥ ν > 0. From now on we will set L ∞ (x, ξ) := (x)|ξ| p (observe that the limit in (1.11) necessarily has to be ∇ ξ L ∞ (x, ξ)).
It is easily seen that, for instance, the Lagrangian L(x, s, ξ) = (1 + arctan s 2 ) ·|ξ| p /p satisfies all the previous assumptions. Let us now set
be the first eigenvalue of 
Under the previous assumptions, the following is the main result.
Theorem 1.1. Assume that β < λ 1 < α. Then there exist t, t ∈ R such that the problem
admits at least two solutions in W 1,p 0 (Ω) for t > t and no solution for t < t.
This result extends the main achievement of [7] dealing with the case p = 2 and
where the coefficients a ij (x, s):
a ij (x, s)ξ i ξ j for a.e. x ∈ Ω and all (s, ξ) ∈ R × R n , where ϑ:
Lipschitzian map. In this particular case, existence of at least three solutions has been recently proved in [8] assuming β < µ 1 and α > µ 2 , where µ 1 and µ 2 are the first and second eigenvalue of the operator
On the other hand, in our general setting, it is not clear how to define higher eigenvalues λ 2 , λ 3 , . . . with suitable properties. It must be noted that in [4] a possible characterization of the second eigenvalue is given for the p-Laplacian operator.
The plan of the paper is as follows: in Section 2 we recall some notions of nonsmooth critical point theory and a suitable Mountain Pass Theorem (Theorem 2.8); in Section 3 we state the variational formulation of the problem and prove that a suitable compactness condition is satisfied by the functional related to our problem; in Section 4 we show that also the required geometrical properties are satisfied; in Section 5 we end up the proof of the main result (Theorem 1.1).
Recalls of nonsmooth critical point theory
In this section we quote from [9] , [11] some tools of nonsmooth critical point theory which we use in the paper.
Let us first recall the definition of weak slope for a continuous function.
Definition 2.1. Let X be a complete metric space, F : X → R be a continuous function and u ∈ X. We denote by |dF |(u) the supremum of the real numbers σ ≥ 0 such that there exist δ > 0 and a continuous map
such that, for every v in B(u, δ), and for every
The extended real number |dF |(u) is called the weak slope of F at u.
The previous notion allows us to give the following definitions. Definition 2.2. We say that u ∈ X is a critical point of F if |dF |(u) = 0. We say that c ∈ R is a critical value of F if there exists a critical point u ∈ X of F with F (u) = c. Definition 2.3. Let c ∈ R. We say that F satisfies the Palais-Smale condition at level c ((PS) c in short), if every sequence (u h ) in X such that |dF |(u h ) → 0 and F (u h ) → c admits a subsequence converging in X.
Let us now turn to the concrete setting. Let f : W 1,p 0 (Ω) → R be the functional defined in (1.2), which is continuous in view of (1.3). Notice that conditions (1.4) and (1.5) imply that for every u ∈ W
Definition 2.4. We say that u is a weak solution to
Let us introduce the following variant of the (PS) c condition.
eventually as h → ∞ and
We say that f satisfies the concrete Palais-Smale condition at level c ((CPS) c in short), if every (CPS) c -sequence for f admits a strongly convergent subsequence.
The previous result implies the following remark. The next is the main tool in proving the existence of two solutions.
(Ω) and r > 0 be such that
and assume that Γ = ∅ and that f satisfies the Palais-Smale condition at the two levels c 1 = inf
Then it results −∞ < c 1 < c 2 < ∞ and there exist two solutions
Proof. See [13, Theorem 3.12].
Variational formulation and Palais-Smale condition
Let us now consider
Of course, g 0 is a Carathéodory function satisfying for a.e. x ∈ Ω and for all
In order to prove our main result, the idea is to apply Theorem 2.8 to the functional f t defined above. To this aim, we will prove in the following that f t satisfies the concrete Palais-Smale condition (see Theorem 3.4) as well as the Mountain-Pass geometric assumptions (see Propositions 4.5 and 4.6). Let now M be the positive constant such that
for a.e. x ∈ Ω and every s ∈ R, ξ ∈ R n (such a constant exists by (1.3) and (1.4)).
In the following result we prove one of the main tools of the paper.
be such that
and
for every ϕ ∈ W 1,p 0 (Ω) with ϕ ≥ 0.
Proof. Arguing as in [7, Lemma 3 .1] assertion (b) immediately follows. Let us now prove assertion (a). Up to a subsequence, v h (x) → v(x) for a.e. x ∈ Ω. Consider now the map ζ: R → R defined as
Therefore, taking into account conditions (1.6) and (3.2), we have
After division by p−1 h , using the hypotheses on γ h , µ h and δ h , we obtain
Now, let us consider the function ϑ 1 : R → R given by
where the function ϑ satisfies condition (1.7). Putting in (3.3) the test functions (v
By (1.6), (1.7) and (3.2) it results for every
Taking into account (1.5) and (1.11), one may apply [12, Theorem 5] and deduce that ∇v h (x) → ∇v(x) for a.e. x ∈ Ω \ {v = 0}.
Being u h (x) → ∞ a.e. in Ω \ {v = 0}, again recalling (1.11), we have
Combining this pointwise convergence with (1.5), we obtain
Therefore, for every k ∈ N we have
(by virtue of (b)) and
Finally, if we let k → ∞, after division by exp{−ϑ}, we have
Analogously, if we define a function ϑ 2 : R → R by
and consider in (3.3) the test functions (v
Thus, combining the inequalities (3.8) and (3.9), we get
Putting together (3.6) and (3.10), we conclude that
In particular, by Fatou's Lemma, it results 
which concludes the proof of (a). Let us now prove assertion (c). Up to a subsequence, exp{−ϑ 1 (u h )} weakly * converges in L ∞ (Ω) to some η + . Of course, we have
Then, let us consider in (3.3) as test functions:
Whence, like in the previous arguments, we obtain
for any positive ϕ ∈ W 1,p 0 (Ω). Similarly, by means of the test functions
we get for any positive ϕ ∈ W
where η − is the weak * limit of some subsequence of exp{−ϑ 2 (u h )}.
Arguing as in [7, Lemma 3.3] , one obtains the following result.
as h → ∞.
Lemma 3.3. Let f t be the functional defined in (3.1). Then for every c, t ∈ R the following facts are equivalent:
(a) f t satisfies the (CPS) c condition, (b) every (CPS) c -sequence for f t is bounded in W 
it follows that (u h ) is strongly convergent in W 1,p 0 (Ω).
We now come to one of the main tool of this paper.
Theorem 3.4. Let f t be the functional defined in (3.1). Then for every c, t ∈ R f t satisfies the (CPS) c condition.
where σ h → 0 in W −1,p (Ω) as h → ∞. Taking into account Lemma 3.3 it suffices to show that (u h ) is bounded in W 1,p 0 (Ω). Assume by contradiction that, up to a subsequence, u h 1,p → ∞ as h → ∞ and set
By Lemma 3.2, we can apply Lemma 3.1 choosing
Then, up to a subsequence, (v h ) strongly converges to some v in W
hence, taking into account (1.12), we have
Since β < λ 1 , then v + = 0. Using again (3.4) of Lemma 3.1, for every ϕ ≥ 0 we
In a similar way, by (3.5) of Lemma 3.1 we get 
Min-max estimates
In this section we will prove that our functional satisfies the geometrical assumptions required by the abstract multiplicity result (Theorem 2.8). Let us first introduce the "asymptotic functional"
Then consider the functional f t :
Theorem 4.1. The following facts hold.
Proof. (a) is easy to prove.
Let us define the Carathéodory function L:
Note that L ≥ 0 and L(x, s, · ) is convex. Up to a subsequence we have
Therefore, by [14, Theorem 1] we deduce that
Let us now prove (c). As above, we obtain lim inf
Since we have lim
On the other hand, the strict convexity implies that for
Therefore, the previous limits yield
In particular, up to a subsequence, we have
a.e. in Ω. It easily verified that this can be true only if
Then we have
Taking into account (4.1), we deduce
namely the convergence of u h to u in W 1,p 0 (Ω). Remark 4.2. Assume that β < λ 1 < α. Then the following facts hold:
Proof. (a) is easy to prove. (b) A direct computation yields that for s < 0
Since α > λ 1 , assertion (b) follows. 
Proof. Argue as in [7, Lemma 4.1] .
Lemma 4.4. There exists r > 0 such that
Proof. Let us fix a u ∈ W 1,p 0 (Ω) and define η u : ]0, ∞[ → R by setting η u (t) = f ∞ (tu). It is easy to verify that η u assumes the minimum value
.
Moreover, a direct computation yields for every u = φ 1
if and only if
If we now set W = {u ∈ W Let us now prove that (4.3) is really fulfilled in a neighbourhood of φ 1 . Since (4.3) is homogeneous of degree p, we may substitute φ 1 with φ 1 . Let us first consider the case p ≥ 2 and β > 0. In view of (4.4), by strict convexity, there exists ε p > 0 such that for any w ∈ W (4.5) β
Proposition 4.6. Let σ and t be as in the previous proposition. Then there exists t ≥ t such that for every t ≥ t there exist v t , w t ∈ W 1,p 0 (Ω) with (4.10)
Proof. We argue by contradiction. Set t = t + h and suppose that there exists (t h ) ⊂ R with t h ≥ t such that for every v t h and w t h in W 1,p 0 (Ω)
Take now (z h ) going strongly to φ 1 in W 1,p 0 (Ω). By (a) of Theorem 4.1 we have f t h (z h ) → f ∞ (φ 1 ). On the other hand eventually z h − φ 1 1,p < r and f t h (z h ) ≤ σ/2 + f ∞ (φ 1 ), that contradicts our assumptions. Recalling (b) of Remark 4.2, by arguing as in the previous step, it is easy to prove (4.10). The last statement is straightforward.
Proof of the main result
We now come to the proof of the main result of the paper.
Proof of Theorem 1.1. From Theorem 3.4 we know that f t satisfies the (CPS) c condition for any c, t ∈ R. By Propositions 4.5 and 4.6 we may apply Theorem 2.8 with u 0 = φ 1 and obtain existence of at least two solutions u ∈ W 1,p 0 (Ω) of problem (1.13) for t > t for a suitable t.
Let us now prove that there exists t such that (1.13) has no solutions for t < t. If the assertion was false, then we could find a sequence (t h ) ⊂ R with t h → −∞ and a sequence (u h ) in W results can be found in [17] .
