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Einleitung
Die computergestu¨tzte Simulation und Optimierung von Prozessen aus Chemie und Ver-
fahrenstechnik hat in den letzten Jahren immer mehr an Bedeutung gewonnen. Einsatzge-
biete sind etwa die Maximierung der Ausbeute oder die Minimierung von Abfallprodukten
oder des Energieaufwands. Aber schon die reine Simulation ist oft wichtig, um die Ver-
haltensweise des Prozesses und das Zusammenspiel der oft stark nichtlinearen und teils
gekoppelten Mechanismen besser zu verstehen. Dies kann auch bei dem Bau einer neuen
Anlage – fu¨r deren Prozeß bis dato nur Wissen aus dem Labormaßstab vorliegt – von
großem Nutzen sein. Wichtig sowohl fu¨r die Simulation als auch fu¨r die Optimierung ist
dabei, daß das zugrundeliegende Modell den realen Prozeß sehr gut widerspiegelt.
Die Modellierung von chemischen und verfahrenstechnischen Prozessen fu¨hrt oft auf ein
System von differentiell-algebraischen Gleichungen (engl. differential algebraic equations,
kurz DAE). Die DAE-Systeme sind meist steif, nichtlinear und ko¨nnen sehr groß sein. Die
Modelle enthalten zudem oft Parameter, die nur unzureichend bekannt sind und nicht
direkt gemessen werden ko¨nnen. Dabei handelt es sich oft um spezielle Gro¨ßen, die die
Kinetik oder verfahrenstechnische Komponenten des Prozesses beschreiben.
In der vorliegenden Arbeit werden effiziente Methoden zur numerischen Behandlung von
DAE-Systemen mit Anwendungen in Chemie und Verfahrenstechnik vorgestellt. Wir be-
trachten die Lo¨sung von Anfangswertproblemen bei DAE-Systemen und von Optimie-
rungsproblemen in Parameterscha¨tzung und Versuchsplanung. Insbesondere beschreiben
wir effiziente Implementierungen zur Auswertung der fu¨r die Optimierung notwendigen
Ableitungen auf Basis von Techniken der Internen Numerischen Differentiation (kurz
IND), deren Idee und erste Realisierungen auf Bock [Boc81] zuru¨ckgehen.
Numerische Lo¨sung von Anfangswertproblemen bei DAE-Systemen
Das im Rahmen dieser Arbeit weiterentwickelte Programmpaket DAESOL baut auf den
Arbeiten von Bleser [Ble86] und Eich [Eic87] auf. Es ist ein BDF-Verfahren (engl. backward
differentiation formulae) variabler Ordnung und Schrittweite, das u¨ber die letzten 10
bis 15 Jahre in der Arbeitsgruppe von Bock entwickelt wurde. Es lo¨st die allgemeine
Klasse von quasilinearen impliziten DAE-Systemen vom Index 1. Je nach Gro¨ße des zu
behandelnden Systems kann eine Dense- oder Sparse-Version mit jeweils unterschiedlichen
Lineare-Algebra-Lo¨sern verwendet werden.
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2 Einleitung
BDF-Verfahren fu¨r gewo¨hnliche Differentialgleichungen (engl. ordinary differential equa-
tions, kurz ODE) gehen zuru¨ck auf Curtiss und Hirschfelder [CH52]. Gear u¨bertrug die
Methoden 1971 [Gea71] erstmals auf DAE-Systeme. Seitdem wurden mehrere Codes zur
Integration von ODE-und DAE-Systemen basierend auf BDF-Formeln entwickelt. Der
bekannteste hiervon ist DASSL von Petzold [Pet82a, Pet91, BCP96] und seine Weiterent-
wicklung DASPK von Li und Petzold [LP99a, LP99b].
Nahezu alle Integratoren verfu¨gen u¨ber eine adaptive Ordnungs- und Schrittweitensteue-
rung. Sie unterscheiden sich jedoch hinsichtlich der Darstellung und Abspeicherung des In-
terpolationspolynoms und der Scha¨tzung des Fehlers. Die Fehlerscha¨tzung beru¨cksichtigt
mittlerweile bei fast allen Mehrschrittverfahren das tatsa¨chliche nichta¨quidistante Gitter,
jedoch beruhen die Approximationen fu¨r die Schrittweitensteuerung meist (so zum Bei-
spiel in DASSL/DASPK und in dem Code VODE von Brown et al. [BBH89, BHB98]) auf
Formeln auf a¨quidistantem Gitter.
Der Hauptrechenaufwand bei der numerischen Behandlung von steifen DAE-Systemen
liegt in der Regel im Lo¨sen der bei impliziten Verfahren auftretenden nichtlinearen Glei-
chungssysteme. Das Nullstellenproblem wird fast immer mit einem vereinfachten Newton-
Verfahren gelo¨st. Die Jacobi-Matrix ha¨ngt dabei zum einen von der Schrittweite und zum
anderen von Ableitungen der Modellfunktionen des DAE-Systems ab. Alle Integratoren
verfu¨gen u¨ber Strategien, die einen mo¨glichst geringen Aufwand fu¨r die Auswertung und
Zerlegung der Jacobi-Matrix anstreben; die zerlegte Matrix wird so lange wie mo¨glich
eingefroren. Bei schlechter Konvergenz des Newton-Verfahrens wird in den meisten Fa¨llen
die gesamte Jacobi-Matrix neu berechnet und zerlegt. Lediglich DAESOL und in a¨hn-
licher Weise VODE [BBH89, BHB98] verfu¨gen u¨ber eine sogenannte Monitor-Strategie.
Es wird beru¨cksichtigt, daß eine A¨nderung der Schrittweite oft schon zu Konvergenzpro-
blemen fu¨hren kann. In diesen Fa¨llen wird zuna¨chst nur die Jacobi-Matrix neu zerlegt,
die Ableitungen der Modellfunktionen aber konstant gehalten. Die Auswertung und Zer-
legung der Jacobi-Matrix des vereinfachten Newton-Verfahrens wird in DAESOL nach
dem lokalen Kontraktionssatz von Bock [Boc87] adaptiv gesteuert. Die Monitor-Strategie
reduziert den Aufwand der Lineare-Algebra-Teilprobleme und fu¨hrt in den meisten Fa¨llen
insbesondere zu einer deutlich geringeren Anzahl an Auswertungen der Ableitungen der
Modellfunktionen.
Da man in letzter Zeit immer mehr dazu u¨bergeht, nicht nur die einzelnen Komponenten
einer Anlage zu modellieren, sondern gerade am Verhalten des gesamten Prozesses und
der Wechselwirkung der einzelnen Komponenten interessiert ist, werden die dabei auftre-
tenden Systeme oft sehr groß und komplex. Falls das Modell gleichzeitig stark nichtlinear
in den algebraischen Gleichungen ist und die Anfangswerte fu¨r einige der algebraischen
Variablen nicht bekannt sind, so stellt oft schon die konsistente Initialisierung die erste
Schwierigkeit dar. Ein Vollschritt-Newton-Verfahren, wie es in den meisten Integratoren
zur Lo¨sung des Nullstellenproblems implementiert ist, hat bei stark nichtlinearen Glei-
chungen nur einen sehr kleinen lokalen Konvergenzbereich und konvergiert bei ungenauen
Scha¨tzungen fu¨r die Anfangswerte oft nicht mehr.
DASPK [LP99a, LP99b] stellt zur konsistenten Initialisierung ein geda¨mpftes Newton-
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Verfahren bereit. Bei stark nichtlinearen Gleichungen konvergiert das Verfahren allerdings
trotz Da¨mpfungsfaktor oft nicht mehr. In DAESOL wurde ein Homotopie-Verfahren va-
riabler Schrittweite implementiert. Die Schrittweite des Homotopie-Verfahrens und der
Aufwand fu¨r die Lineare-Algebra-Teilprobleme zur Lo¨sung der nichtlinearen Gleichungs-
syteme mit Hilfe eines vereinfachten Newton-Verfahrens wird adaptiv nach dem lokalen
Kontraktionssatz fu¨r Homotopie-Verfahren (siehe Bock [Boc87] fu¨r den Kontraktionssatz
fu¨r Homotopie-Verfahren bei Parameterscha¨tzproblemen) gesteuert. Der Startwert fu¨r den
aktuellen Schritt wird mit Hilfe einer Extrapolation a¨hnlich zum BDF-Verfahren gewon-
nen. Der Benutzer kann Standard-Homotopien auswa¨hlen oder selbst eine physikalisch
begru¨ndete Homotopie bereitstellen.
Zur Lo¨sung der steifen DAE-Systeme haben sich BDF-Verfahren im allgemeinen sehr gut
bewa¨hrt. Entha¨lt das Modell allerdings viele Unstetigkeiten, so verlieren die Mehrschritt-
verfahren einiges an Effizienz, da dann der Mehraufwand in der Startphase einen erheb-
lichen Anteil an der Gesamtrechenzeit ausmachen kann. Auf Gear [Gea80] geht die Idee
zuru¨ck, ein Einschrittverfahren ho¨herer Ordnung zur Generierung der fu¨r Mehrschrittver-
fahren beno¨tigten zuru¨ckliegenden Werte zu verwenden. Gear und Brankin et al. [BGS88]
verwendeten ein explizites Runge-Kutta-Verfahren zur Generierung der zuru¨ckliegenden
Werte sowohl fu¨r explizite als auch implizite Mehrschrittverfahren. Von Schwerin und
Bock [vSB95, vS97] entwickelten ein explizites Runge-Kutta-Verfahren zum Neustart eines
Adams-Verfahrens. Dabei sind einige der internen Stufen des Runge-Kutta-Verfahrens von
ho¨herer Ordnung, so daß ein Schritt des Einschrittverfahrens ausreicht, um alle zuru¨ck-
liegenden Werte fu¨r die anschließende Integration mit dem Adams-Verfahren zu erhalten.
Diese Idee wurde auch fu¨r den Runge-Kutta-Starter fu¨r das BDF-Verfahren in DAESOL
u¨bernommen und ein implizites Runge-Kutta-Verfahren konstruiert, das in einem Schritt
alle zuru¨ckliegenden Werte bereitstellt. Die Lo¨sung der impliziten Gleichungssysteme und
das fu¨r die Fehlerscha¨tzung eingebettete Verfahren sind dabei genau auf die Vorgehens-
weise im BDF-Verfahren zugeschnitten.
Weitere Integratoren zur Lo¨sung von steifen DAE-Systemen sind etwa die von Hairer
und Wanner entwickelten impliziten Runge-Kutta-Verfahren RADAU [HW98], RADAU5
[HW96a] und SDIRK4 [HW96b] und das Extrapolationsverfahren LIMEX von Deuflhard
et al. [DHZ87] und seine Weiterentwicklung von Ehrig und Nowak [EN99].
Optimierungsprobleme bei Parameterscha¨tzung und Versuchsplanung
Um zuverla¨ssige Aussagen u¨ber das Verhalten eines Prozesses treffen zu ko¨nnen, muß
das mathematische Modell den Prozeß genau beschreiben. Dies wird schon fu¨r die Simu-
lation beno¨tigt, aber erst recht natu¨rlich fu¨r die Optimierung des Prozesses hinsichtlich
unterschiedlicher Gu¨tefunktionen, etwa der Maximierung der Produktqualita¨t oder der
Reduzierung des Energieaufwands. Auch fu¨r Untersuchungen zur Prozeßsicherheit sind
validierte Modelle no¨tig.
Zur Scha¨tzung der im Modell auftretenden unbekannten Parameter mu¨ssen Meßdaten
erhoben werden. Wir betrachten Optimierungsprobleme zur Parameterscha¨tzung, die auf
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ein Least-Squares-Funktional zur Minimierung des Abstands zwischen Meßdaten und Mo-
dellantwort (gewichtet mit der Standardabweichung des Meßfehlers) fu¨hren. Zur Lo¨sung
verwenden wir den Mehrzielansatz, der erstmals von Bock [Boc78] auf die Klasse der
Mehrpunkt-Randwertprobleme angewendet wurde. Wir erhalten ein nichtlineares endlich-
dimensionales beschra¨nktes Optimierungsproblem, das wir mit einem verallgemeinerten
Gauß-Newton-Verfahren lo¨sen (siehe Bock [Boc87], Schlo¨der [Sch88] und von Schwerin
[vS98]).
Die fu¨r die Parameterscha¨tzung notwendigen Experimente ko¨nnen dabei sehr teuer sein.
Zudem ko¨nnen unterschiedliche Experimente und Messungen sehr viel oder auch nur sehr
wenig Information fu¨r die zu scha¨tzenden Parameter liefern. Bei komplexen Prozessen
kann auch ein erfahrener Experimentator mit einem intuitiv aufgestellten Versuchsplan
oft nicht mehr alle Wechselwirkungen erfassen. Zur Reduzierung der Experimentalkosten
und zur Maximierung der statistischen Gu¨te der zu scha¨tzenden Parameter verwenden
wir daher Methoden der optimalen Versuchsplanung.
Fu¨r nichtlineare Regressionsmodelle wurde die optimale Versuchsplanung bereits Ende
der 50er Jahre untersucht, etwa von Box und Lucas [BL59] oder von Kiefer und Wolfo-
witz [KW59]. Es wird eine Funktion (meist die Determinante) auf der (na¨herungsweisen)
Kovarianz- oder Informationsmatrix minimiert bzw. maximiert. Freie Variablen sind die
das Experiment beschreibenden Gro¨ßen. Fu¨r die dort betrachteten Beispiele wurde die
Approximation der Kovarianzmatrix und ihrer Ableitungen analytisch dargestellt. Dieser
Ansatz wird auch heute noch teilweise u¨bernommen, siehe etwa Dov´i et al. [DRAD94]
oder Rudolph und Herrendo¨rfer [RH95].
In der vorliegenden Arbeit betrachten wir Versuchsplanungsprobleme, die auf den An-
satz fu¨r nichtlineare Regressionsmodelle mit den dabei verwendeten klassischen Gu¨te-
kriterien zuru¨ckgehen, Kern des zugrundeliegenden nichtlinearen Modells ist hier al-
lerdings ein DAE-System. Die mathematische Formulierung des Versuchsplanungs-
Optimierungsproblems fu¨hrt auf ein Optimal-Steuerungsproblem mit einem sehr kom-
plexen Zielfunktional.
Versuchsplanungsprobleme fu¨r Prozesse, deren Modellierung auf ein ODE-System fu¨hrt,
wurden von Lohmann et al. [LBS92, Loh93] untersucht. Die Optimierung sucht die besten
aus den mo¨glichen Messungen aus, die Auslegung der Experimente wird allerdings nicht
mitoptimiert. Die 0-1-Bedingungen zur Auswahl der Messungen werden dabei relaxiert.
In [Loh93] beschreibt Lohmann eine geschickte Erzeugung der Ableitungen des Zielfunk-
tionals und insbesondere der Kovarianzmatrix nach den Gewichten an die Messungen.
Hilf [Hil96] untersuchte Versuchsplanungsprobleme fu¨r unbeschra¨nkte Parameterscha¨tz-
probleme in der Mechnaik. Das Zielfunktional ist eine Gu¨tefunktion auf der Informati-
onsmatrix.
In unserem Ansatz zur Lo¨sung der Optimal-Steuerungsprobleme in der Versuchsplanung
minimieren wir eine Gu¨tefunktion auf der Kovarianzmatrix. Dies erlaubt auch die Ver-
suchsplanung fu¨r beschra¨nkte Parameterscha¨tzprobleme. Sowohl die Gewichte an die Mes-
sungen als auch die Steuergro¨ßen und Steuerfunktionen, die die Fahrweise des Prozesses
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beschreiben, ko¨nnen optimiert werden. Fu¨r die Auswahl der Gewichte an die Messungen
verwenden wir eine relaxierte Formulierung. Die unendlich-dimensionale Lo¨sungstrajekto-
rie des DAE-Systems und die Steuerfunktionen werden parametrisiert. Dies fu¨hrt auf ein
nichtlineares endlich-dimensionales Optimierungsproblem mit einem Zielfunktional, das
implizit von ersten Ableitungen der Lo¨sungstrajektorie des DAE-Systems nach Anfangs-
werten und Parametern abha¨ngt.
Wir lo¨sen das Optimierungsproblem mit einem SQP-Verfahren. Dies erfordert nicht nur
die Bereitstellung der Lo¨sung des DAE-Systems, sondern insbesondere auch der ersten und
zweiten gemischten Ableitungen der Lo¨sungstrajektorie nach Anfangswerten, Parametern
und Steuergro¨ßen.
Der von uns betrachtete Ansatz erlaubt dabei nicht nur die Optimierung der statistischen
Gu¨te der zu scha¨tzenden Parameter, sondern auch von abgeleiteten Gro¨ßen, an denen der
Benutzer speziell interessiert ist, etwa fu¨r eine anschließende Optimierung.
Generierung von Ableitungen der Lo¨ung des DAE-Systems
Zusa¨tzlich zur Simulation des DAE-Systems mu¨ssen fu¨r das Optimierungsproblem zur Pa-
rameterscha¨tzung (wie auch fu¨r eine anschließende Optimierung des Prozesses) erste Ab-
leitungen der Lo¨sung des DAE-Systems nach Anfangswerten und Parametern (bzw. An-
fangswerten und Steuergro¨ßen) mit der von der Optimierung geforderten Genauigkeit be-
reitgestellt werden. Fu¨r das Versuchsplanungs-Optimierungsproblem sind zusa¨tzlich zwei-
te gemischte Ableitungen der Lo¨sungstrajektorie nach Anfangswerten, Parametern und
Steuergro¨ßen no¨tig. Die Leistungsfa¨higkeit der Optimierungsverfahren ha¨ngt dabei sehr
stark von der effizienten Lo¨sung der DAE-Systeme und der Generierung der entsprechen-
den Ableitungen ab.
Das Programmpaket DDASAC von Caracotsios und Stewart [CS85], eine Erweiterung des
Codes DASSL von Petzold [Pet82a], berechnet Ableitungen der Lo¨sungstrajektorie mit
Hilfe der Variationsdifferentialgleichung. Dabei wird das lineare Gleichungssystem immer
direkt gelo¨st, auch wenn die auftretenden Systeme sehr groß sind.
Maly und Petzold [MP96] implementierten eine Weiterentwicklung von DASSL zur Ab-
leitungsgenerierung, DASSLSO, die ein Gesamtsystem aus Nominaltrajektorie und Sensi-
tivita¨tsgleichungen aufstellt und das vereinfachte Newton-Verfahren auf das volle System
anwendet. Fu¨r das Newton-Verfahren wird eine Approximation der Jacobi-Matrix ver-
wendet, so daß fu¨r die Auswertung und Zerlegung trotzdem nur eine Matrix von der
Dimension der Zustandsvariablen (und nicht des Gesamtsystems) beno¨tigt wird.
Das von Li und Petzold [LP99a, LP99b] entwickelte Programmpaket DASPK stellt zum
einen die Variante von DASSLSO zur Verfu¨gung, zudem zwei weitere Mo¨glichkeiten: das
direkte Lo¨sen der linearen Gleichungssysteme der diskretisierten Sensitivita¨tsgleichungen
und die Anwendung eines vereinfachten Newton-Verfahrens. Letzterer Fall entspricht al-
lerdings nicht den Prinzipien der IND: der Fehler im Newton-Verfahren wird kontrolliert,
die berechneten Sensitivita¨ten sind aber nicht mehr die direkten Ableitungen der mit Hilfe
des Diskretisierungsschemas berechneten Nominaltrajektorie.
6 Einleitung
Die in DAESOL implementierte Ableitungsgenerierung folgt den Prinzipien der IND. Da-
bei sind in DAESOL unterschiedliche Varianten implementiert, die fu¨r unterschiedliche
Problemstellungen sinnvoll sind. Sie unterscheiden sich speziell in der Lo¨sung der linea-
ren Gleichungssyteme - direktes Lo¨sen der Gleichungssysteme oder Ableitung auch des
Newton-Verfahrens zur Lo¨sung der diskretisierten Systeme der Nominaltrajektorie. In
letzterem Fall fu¨hrt die Anwendung der Prinzipien der IND darauf, daß die Monitor-
Strategie aus der Nominaltrajektorie auch auf die Lo¨sung der Sensitivita¨tsgleichungen
angewendet wird.
Wa¨hrend die anderen Integratoren nur erste Ableitungen der Lo¨sung des DAE-Systems
berechnen, ko¨nnen mit DAESOL auch zweite Ableitungen generiert werden, wie sie zum
Beispiel bei der Lo¨sung der Optimierungsprobleme zur Versuchsplanung beno¨tigt werden.
Die Strukturen aufgrund der relaxierten Formulierung, wie sie gerade im Opimierungs-
kontext sinnvoll sind, werden voll ausgenutzt.
Zudem ist DAESOL unseres Wissens der einzige Integrator fu¨r steife DAE-Systeme, der
die Generierung von Richtungsableitungen direkt unterstu¨tzt. Diese treten etwa im redu-
zierten Ansatz zur Parameterscha¨tzung auf oder bei der Lo¨sung von Optimierungspro-
blemen mit einem reduzierten SQP-Verfahren wie sie bei Leineweber [Lei99] beschrieben
sind. DAESOL wird hier mit großem Erfolg eingesetzt.
Gliederung der Arbeit
Die vorliegende Arbeit ist wie folgt aufgebaut. In Kapitel 1 untersuchen wir zuna¨chst
die theoretischen Grundlagen zur Lo¨sung von Anfangswertproblemen bei DAE-Systemen,
insbesondere die Definition des Index sowie Existenz und Eindeutigkeit von Lo¨sungen.
Kapitel 2 befaßt sich mit Konsistenz- und Konvergenzaussagen von Mehrschrittverfahren,
insbesondere von BDF-Verfahren. Wir betrachten zuna¨chst die Aussagen fu¨r a¨quidistan-
te Gitter und konstante Ordnung und untersuchen, inwieweit sich diese auf Verfahren
variabler Schrittweite und Ordnung u¨bertragen lassen. Im Anschluß geben wir die spe-
ziellen Implementierungen in DAESOL an wie Fehlerscha¨tzung und Schrittweiten- und
Ordnungssteuerung und die Monitor-Strategie zur Lo¨sung der nichtlinearen Gleichungs-
systeme des impliziten Verfahrens.
Fu¨r eine effiziente Behandlung der Startphase wurden in DAESOL spezielle Strate-
gien entwickelt und implementiert, auf die wir in Kapitel 3 eingehen. Zur konsisten-
ten Initialisierung stehen ein Vollschritt-Newton-Verfahren und ein Homotopie-Verfahren
zur Verfu¨gung. Im Optimierungskontext wird eine relaxierte Formulierung der algebrai-
schen Gleichungen angeraten und in DAESOL unterstu¨tzt. Fu¨r den Neustart des BDF-
Verfahrens wurde ein speziell auf das Verfahren zugeschnittenes implizites Runge-Kutta-
Verfahren konstruiert und implementiert.
Kapitel 4 widmet sich dem Optimierungsproblem in der Parameterscha¨tzung. Wir zei-
gen Lo¨sungsansa¨tze fu¨r das verallgemeinerte Gauß-Newton-Verfahren fu¨r das beschra¨nkte
Optimierungsproblem und untersuchen lokale Konvergenzaussagen. Fu¨r separable Neben-
bedingungen kann ein reduzierter Ansatz verwendet werden. Werden die Parameter aus
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Meßdaten aus mehreren Experimenten gescha¨tzt, so werden auch die dabei auftretenden
Strukturen ausgenutzt. Schließlich geben wir eine Berechnungsvorschrift fu¨r eine Appro-
ximation der Kovarianzmatrix der gescha¨tzten Gro¨ßen an.
Die Parameterscha¨tzung ist das unterliegende Problem fu¨r das in Kapitel 5 darge-
stellte Optimal-Steuerungsproblem zur Versuchsplanung. Basierend auf der im letz-
ten Kapitel aufgestellten Kovarianzmatrix formulieren wir das Versuchsplanungs-
Optimierungsproblem mit seinen Nebenbedingungen (Innere-Punkt-Bedingungen, Steue-
rungsbeschra¨nkungen, Zustandsbeschra¨nkungen, etc.). Wir entwickeln einen direkten An-
satz zur Lo¨sung des Optimal-Steuerungsproblems und wenden ein strukturiertes SQP-
Verfahren auf das resultierende endlich-dimensionale Optimierungsproblem an. Inbeson-
dere zeigen wir eine geschickte Berechnung der fu¨r die Optimierung notwendigen Ablei-
tungen, die aus dem Zusammenspiel von semi-analytischen Ableitungen, Automatischer
Differentiation und Techniken der Internen Numerischen Differentiation zur Berechnung
der Ableitungen der Lo¨sung des DAE-Systems besteht.
Die effiziente Generierung der fu¨r die Optimierungsprobleme zur Parameterscha¨tzung und
Versuchsplanung beno¨tigten ersten und zweiten gemischten Ableitungen der Lo¨sungstra-
jektorie des DAE-Systems mit Techniken der IND leiten wir in Kapitel 6 her. Im speziellen
diskutieren wir die unterschiedlichen Varianten, die in DAESOL implementiert sind.
In Kapitel 7 werden einige Beispiele aus Chemie und Verfahrenstechnik diskutiert. Wir
beginnen mit einer Batch-Destillationskolonne, die zahlreiche stark nichtlineare algebrai-
sche Gleichungen entha¨lt, und zeigen die effiziente Berechnung konsistenter Anfangswerte
in DAESOL. Im Anschluß vergleichen wir den Integrator DAESOL fu¨r einige repra¨senta-
tive Testbeispiele mit anderen Integratoren sowohl fu¨r die Lo¨sung von Anfangswertpro-
blemen als auch fu¨r die Ableitungsgenerierung. Anhand zweier chemischer Reaktionen –
Phosphin- und Urethan-Reaktion in einem Semi-Batch-Reaktor – zeigen wir die effiziente
numerische Lo¨sung der Versuchsplanungs-Optimierungsprobleme, insbesondere die Effizi-
enz einer sequentiellen Vorgehensweise aus Parameterscha¨tzung und Versuchsplanung.
In Kapitel 8 werden die grundlegenden Methoden und Neuerungen nochmals zusammen-
gefaßt und ihre Leistungsfa¨higkeit gerade im Hinblick auf die numerischen Ergebnisse
diskutiert. Es werden offene und weiterfu¨hrende Fragen diskutiert.
8 Einleitung
Kapitel 1
Theoretische Grundlagen zur
Behandlung von
Anfangswertproblemen bei
DAE-Systemen
Die Modellierung chemischer Prozesse fu¨hrt in der Regel auf ein System von Differential-
gleichungen, teilweise gekoppelt mit algebraischen Gleichungen, sogenannten DAEs (engl.
differential algebraic equations). Die Differentialgleichungen treten z. B. bei der Modellie-
rung von chemischen Reaktionen oder Transportgleichungen auf, algebraische Gleichungen
ru¨hren z. B. aus Erhaltungsgleichungen oder Steady-state-Annahmen. Auch die ra¨umliche
Diskretisierung von partiellen Differentialgleichungen mit der Linienmethode fu¨hrt ha¨ufig
auf DAEs.
DAEs unterscheiden sich von gewo¨hnlichen Differentialgleichungen (engl. ordinary diffe-
rential equations, kurz ODEs) dahingehend, daß die Lo¨sungstrajektorie auf der Mannig-
faltigkeit liegen muß, die von den algebraischen Gleichungen aufgespannt wird. Dadurch
ergeben sich Unterschiede bei der Frage nach Existenz und Eindeutigkeit von Lo¨sungen
und bei der numerischen Behandlung der DAE-Systeme. Bei der numerischen Lo¨sung von
DAEs ist der sogenannte Index eine wichtige Kenngro¨ße.
1.1 Index einer DAE
Betrachte die semi-explizite DAE
y˙ = f(t, y, z) (1.1a)
0 = g(t, y, z). (1.1b)
Dabei bezeichne t ∈ IR die Zeit beziehungsweise den Ort, y(t) ∈ IRny die differentiellen und
z(t) ∈ IRnz die algebraischen Variablen mit ny, nz ≥ 0. Mit f ∈ C(IRny) und g ∈ C(IRnz)
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seien die differentiellen beziehungsweise algebraischen Gleichungen beschrieben. Totale
zeitliche Differentiation der algebraischen Gleichungen ergibt
gt + gy y˙ + gz z˙ = 0 (1.1b
′)
Ist gz regula¨r, so kann man Gleichung (1.1b
′) nach z˙ auflo¨sen
z˙ = −g−1z (gt + gy y˙)
und erha¨lt ein System von gewo¨hnlichen Differentialgleichungen (1.1a, 1.1b′) in y und z.
Die DAE (1.1a, 1.1b) heißt dann vom (differentiellen) Index 1, da sie mit einer zeitlichen
Differentiation in eine ODE u¨berfu¨hrt werden kann.
Ist gz singula¨r, so bringt man (1.1b
′) wieder in die Form von (1.1a, 1.1b) – mit neuen y˜
und z˜ und eventuell einer Substitution von Zeilen aus (1.1a) in (1.1b′) – und leitet die so
gewonnenen algebraischen Gleichungen g˜ wieder nach der Zeit ab. Ist g˜z˜ regula¨r, kann z˜ aus
den entstandenen Gleichungen bestimmt werden. Dieser Prozeß wird so lange fortgefu¨hrt,
bis man ein System von Differentialgleichungen fu¨r alle z-Komponenten erha¨lt.
Der Begriff des differentiellen Index eines DAE-Systems wurde von Gear [Gea88] ein-
gefu¨hrt und ist wie folgt definiert:
Definition 1.1.1 (Differentieller Index eines DAE-Systems)
Die nichtlineare implizite DAE
F (t, x, x˙) = 0 (1.2)
heißt vom (differentiellen) Index k, falls k die kleinste Zahl ist, so daß x˙ eindeutig bestimmt
ist durch die k + 1 Gleichungen
F (t, x, x˙) = 0
d
dt
F (t, x, x˙) = 0
...
dk
dtk
F (t, x, x˙) = 0 .
Der differentielle Index gibt an, wieviele Differentiationen nach der unabha¨ngigen Variable
t notwendig sind, um das System in eine gewo¨hnliche Differentialgleichung zu u¨berfu¨hren.
Damit werden die algebraischen Gleichungen des DAE-Systems charakterisiert.
Bemerkung 1.1.1 (DAEs vom Index gro¨ßer als 1)
Eine DAE vom Index 2 oder ho¨her kann durch totale zeitliche Differentiation der algebrai-
schen Gleichungen ((k-1)-mal fu¨r Index k) in eine DAE vom Index 1 transformiert werden.
Die analytische Lo¨sung des Anfangswertproblems fu¨r das indexreduzierte System erfu¨llt
die urspru¨nglichen algebraischen Gleichungen und deren erste bis (k-1)-te Ableitungen,
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stimmt also mit der analytischen Lo¨sung des Anfangswertproblems fu¨r die urspru¨ngli-
che DAE u¨berein. Die algebraischen Gleichungen zusammen mit den ersten k-1 Ablei-
tungen nennt man somit Invarianten des indexreduzierten Systems. Probleme entstehen
bei der numerischen Lo¨sung des Anfangswertproblems fu¨r das indexreduzierte System:
Diskretisierungs- und Rundungsfehler verursachen eine Drift weg von der Mannigfaltig-
keit, die durch die Invarianten aufgespannt wird. Um diese Drift bei der numerischen
Lo¨sung des Anfangswertproblems fu¨r das indexreduzierte DAE-System zu vermeiden, be-
hilft man sich meist mit einer Projektion der Lo¨sungstrajektorie auf die Invarianten wie
es zum Beipiel in den Integratoren von Eich [Eic92, Eic93], Petzold [BCP96] und von
Schwerin [vS97] implementiert ist. Einen U¨berblick u¨ber Verfahren, die Projektionsme-
thoden anwenden, gibt Eich in [Eic93]. Fu¨r Systeme aus der Mechanik, die in der Regel
vom Index 3 sind, werden auch oft Regularisierungstechniken wie zum Beispiel eine Sta-
bilisierung nach Baumgarte [Bau72] oder daraus abgeleitete Methoden eingesetzt (siehe
zum Beispiel den Artikel von Petzold et al. [PRM97]).
Auf DAEs vom Index 2 wird ha¨ufig direkt – wie bei der Lo¨sung von DAEs vom Index
1 beziehungsweise von ODEs – die Diskretisierung angewendet. Arnold [Arn91] und Ti-
schendorf [Tis95] geben Fehlerscha¨tzungen fu¨r die direkte Lo¨sung von quasilinearen DAEs
vom Index 2 der Form
A(t) x˙(t) + g(t, x(t)) = 0,
bei denen der Nullraum von A(t) konstant ist, mit BDF-Vefahren an. Petzold und Lo¨tstedt
[Pet82b, PL86] schlagen vor, bei bestimmten DAEs vom Index 2 (im Falle semi-expliziter
DAEs der Form (1.1) bedeutet dies, daß ∂g/∂y ≡ 0) die Fehlerscha¨tzung nur auf dem
Fehler in den differentiellen Variablen zu basieren, da der Fehler in den algebraischen
Variablen an fru¨heren Punkten nicht direkt in die aktuelle Fehlerscha¨tzung eingeht (siehe
zum Beispiel die Approximation des globalen Fehlers bei BDF-Verfahren in (2.18)). Ein
Nachteil dabei ist allerdings, daß die Auswertung der algebraischen Variablen nicht mehr
fehlerkontrolliert ist. Falls Werte der algebraischen Variablen zwischen den Gitterpunk-
ten beno¨tigt werden, so kann dies zu Genauigkeitsverlusten bei der Auswertung an den
interpolierten Punkten fu¨hren.
Bemerkung 1.1.2 (Automatische Bestimmung des Index und der Invarianten)
Pantelides entwickelte [Pan88] einen Algorithmus zur Bestimmung des sogenannten struk-
turellen Index eines DAE-Systems. Das Verfahren beruht auf einer Analyse der Struktur
der bei der Differentiation auftretenden Systeme. Der differentielle Index, der von den ak-
tuellen Werten in t und x abha¨ngt, die sich entlang der Lo¨sung a¨ndern, und zuna¨chst nicht
bekannt sind, ist kleiner gleich dem strukturellen Index, kann aber mit diesem Verfahren
nicht bestimmt werden.
In letzter Zeit wurden deshalb Algorithmen entwickelt, die daru¨berhinaus die bei der
Differentiation auftretenden Systeme numerisch analysieren. Bachmann et al. [BBMP90]
bestimmen zuna¨chst die rein algebraischen Gleichungen, differenzieren diese und benutzen
die differentiellen Gleichungen, um alle auftretenden Zeitableitungen der Zustandsvaria-
blen in den abgeleiteten algebraischen Gleichungen zu eliminieren. Von den differentiellen
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Gleichungen, die zur Elimination beigetragen haben, werden genau so viele entfernt, wie
durch die Differentiation neu hinzugekommen sind. Dadurch bleibt das System wohldefi-
niert.
Der Algorithmus von Mattsson und So¨derlind [MS93] ist a¨hnlich, jedoch werden nicht dif-
ferentielle Gleichungen eliminiert, sondern pro hinzugefu¨gter algebraischer Gleichung wird
eine algebraische Variable eingefu¨hrt, die eine zeitliche Ableitung der Zustandsvariablen
ersetzt. Die zusa¨tzlich eingefu¨hrten Variablen werden
”
dummy derivatives“ genannt.
Das Verfahren von Pantelides et al. [PSV94] ist a¨hnlich zu dem von Mattsson und So¨der-
lind, basiert allerdings nur auf dem von Pantelides in [Pan88] entwickelten Algorithmus,
automatischer Differentiation zur Berechnung der Ableitungen der algebraischen Glei-
chungen und numerischer Analyse und ist somit voll automatisch. Die Berechnung kon-
sistenter Anfangswerte geschieht mit Hilfe des erweiterten Systems, fu¨r die Integration
wird nur das auf Index 1 reduzierte System verwendet und auf die Invarianten projiziert.
1.2 Sto¨rungsindex einer DAE
Ein zweites wichtiges Kriterium bei der numerischen Behandlung von DAEs ist der
Sto¨rungsindex, der von Hairer et al. [HLR89] eingefu¨hrt wurde. Er dient als ein Maß
fu¨r die Anfa¨lligkeit des Systems auf kleine Sto¨rungen in der rechten Seite oder in den
Anfangswerten.
Definition 1.2.1 (Sto¨rungsindex eines DAE-Systems)
Fu¨r eine nichtlineare implizite DAE F (t, x, x˙) = 0 ist der Sto¨rungsindex entlang einer
Lo¨sungstrajektorie x(t), t ∈ [t0, tf ], definiert als die kleinste Zahl k, so daß fu¨r alle
Lo¨sungstrajektorien xˆ des gesto¨rten Systems F (t, xˆ, ˙ˆx) = δ(t) eine Ungleichung
‖xˆ(t)− x(t)‖ ≤C
(
‖xˆ(0)− x(0)‖+ max
0≤t˜≤t
‖
∫ t˜
0
δ(τ)dτ‖
+ max
0≤t˜≤t
‖δ(t˜)‖+ . . .+ max
0≤t˜≤t
‖δ(k−1)(t˜)‖
) (1.3)
existiert, falls δ(t) hinreichend klein ist.
Die Konstante C ha¨ngt von der Funktion F und von der La¨nge des Intervalls [t0, tf ] ab.
Der Sto¨rungsindex ist 0, wenn eine Abscha¨tzung der Form
‖xˆ(t)− x(t)‖ ≤ C
(
‖xˆ(0)− x(0)‖+ max
0≤t˜≤t
‖
∫ t˜
0
δ(τ)dτ‖
)
existiert.
Der Sto¨rungsindex zeigt den Einfluß von Rundungsfehlern in F . Ist die DAE vom
Sto¨rungsindex k, so tritt in Gleichung (1.3) die (k-1)-te Ableitung der Sto¨rung δ auf
1.3 Konsistente Initialisierung 13
der rechten Seite der Ungleichung auf. Auch wenn die Sto¨rung selbst ziemlich klein ist,
kann deren Ableitung große Werte annehmen. Fu¨r die numerische Lo¨sung heißt dies,
daß Diskretisierungs- und Rundungsfehler des Integrators mit einer Gro¨ßenordnung von
O( 1
hk−1
) in die Lo¨sung eingehen, wenn h die maximale Schrittweite wa¨hrend des Integra-
tionsverlaufs ist. Dies fu¨hrt zu numerischen Problemen fu¨r Systeme mit Sto¨rungsindex
gro¨ßer oder gleich 2.
Fu¨r ODEs mit Lipschitz-stetiger rechter Seite ist der Sto¨rungsindex gleich 0.
Fu¨r semi-explizite DAEs ist der differentielle Index gleich dem Sto¨rungsindex. Dies gilt
nicht allgemein fu¨r nichtlineare implizite DAEs, wie das folgende Beispiel von Hairer et
al. [HLR89] zeigt:
Beispiel 1.1
Gegeben sei das DAE-System
x˙1 − x3 x˙2 + x2 x˙3 = 0
x2 = 0
x3 = 0 .
Fu¨r die Anfangswerte x(0) = (0, 0, 0)T ist die Lo¨sung x ≡ (0, 0, 0)T .
Nimmt man eine kleine Sto¨rung δ(t) = (0, εsinωt, εcosωt)T , ε klein, auf der rechten
Seite des DAE-Systems an, so erha¨lt man fu¨r das gesto¨rte DAE-System die Lo¨sung
xˆ = (ε2ωt, εsinωt, εcosωt)T . Fu¨r festes ε, ε klein, und ω → ∞ kann man in (1.3) kei-
ne Abscha¨tzung mit k = 1 finden, sondern erst wenn auch die Terme fu¨r k = 2, also
max |δ(t)|, auf der rechten Seite von (1.3) mitberu¨cksichtigt werden. Das System hat so-
mit Sto¨rungsindex 2 obwohl der differentielle Index gleich 1 ist.
1.3 Konsistente Initialisierung
Ein Problem bei der numerischen Lo¨sung von DAEs besteht in der Bestimmung konsi-
stenter Anfangswerte. Fu¨r eine nichtlineare implizite DAE muß
F (t0, x0, x˙0) = 0 (1.4a)
gelten. Falls das System den Index k ≥ 2 hat, so mu¨ssen die Anfangswerte sowohl die
urspru¨ngliche DAE als auch die abgeleiteten Gleichungen
d
dt
F (t, x, x˙)|(t0 ,x0,x˙0) = 0,
...
dk
dtk
F (t, x, x˙)|(t0 ,x0,x˙0) = 0
(1.4b)
erfu¨llen.
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Bemerkung 1.3.1 (Numerische Berechnung konsistenter Anfangswerte)
In der Praxis ko¨nnen bei der numerischen Berechnung konsistenter Anfangswerte zum
einen Probleme dadurch entstehen, daß die Anfangswerte sowohl die Gleichungen des in-
dexreduzierten Systems als auch der Invarianten erfu¨llen mu¨ssen. Dadurch sind in der
Regel nicht mehr alle Anfangswerte der differentiellen Variablen frei. Zur Berechnung
konsistenter Anfangswerte muß man die Anzahl der Freiheitsgrade des Systems und die
freien Variablen kennen, um daraus die restlichen, abha¨ngigen Variablen eindeutig bestim-
men zu ko¨nnen. Das von Pantelides [Pan88] entwickelte Verfahren kann nur die Anzahl
der strukturellen Freiheitsgrade und der dazugeho¨rigen freien Variablen bestimmen, nicht
aber die tatsa¨chliche Anzahl der Freiheitsgrade und der tatsa¨chlich freien Variablen.
Die in Abschnitt 1.1 erwa¨hnten Verfahren umgehen dieses Problem, indem sie entweder
(wie bei Bachmann et al. [BBMP90]) pro hinzugefu¨gter Gleichung eine differentielle Glei-
chung, die zur Elimination der zeitlichen Ableitungen der Zustandsvariablen beigetragen
hat, weglassen oder aber (wie bei Mattsson und So¨derlind [MS93] und Pantelides et al.
[PSV94]) sogenannte
”
dummy derivatives“ hinzufu¨gen, um jeweils ein wohlbestimmtes
System zu erhalten.
Weitere Probleme bei der numerischen Berechnung der konsistenten Anfangswerte ko¨nnen
dadurch auftreten, daß die Gleichungen stark nichtlinear sind und fu¨r die algebraischen
Variablen keine guten Startscha¨tzungen vorliegen. Auf die numerische Behandlung dieser
Problematik wird in Abschnitt 3.1 na¨her eingegangen.
1.4 Existenz und Eindeutigkeit
Fu¨r ein Anfangswertproblem einer gewo¨hnlichen Differentialgleichung der Form
y˙ = f(t, y), y(t0) = y0 (1.5)
lassen sich einfache Aussagen u¨ber die Existenz und Eindeutigkeit der Lo¨sung treffen.
Satz 1.4.1 (Existenz und Eindeutigkeit bei ODE-Systemen)
Die Funktion f : IR × U → IRn, U ⊆ IRn offen, aus (1.5) sei stetig auf U und genu¨ge in
U einer lokalen Lipschitz-Bedingung:
∀ t ∈ IR und y0 ∈ U existiert eine Umgebung U˜ ≡ U˜(y0) um y0 und eine Konstante
L = L(y0), so daß ∀ y ∈ U˜ gilt:
‖f(t, y0)− f(t, y)‖ ≤ L ‖y0 − y‖ .
Dann besitzt das Anfangswertproblem (1.5) fu¨r jedes t0 ∈ IR und jedes y0 ∈ U eine Lo¨sung
und diese ist eindeutig bestimmt.
Beweis: siehe zum Beispiel das Buch von Walter [Wal80] u¨ber gewo¨hnliche Differential-
gleichungen.
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Im folgenden betrachten wir Anfangswertprobleme fu¨r linear implizite DAEs vom Index
1 der Form
A(t, y, z) y˙ = f(t, y, z) (1.6a)
0 = g(t, y, z) , y(t0) = y0, z(t0) = z0 . (1.6b)
Hierbei ist die Frage nach Existenz und Eindeutigkeit einer Lo¨sung etwas komplizierter.
Zum Beispiel ko¨nnen die Matrizen A oder gz an manchen Punkten singula¨r sein (was zu
sogenannten Impasse-Punkten oder Bifurkationen fu¨hren kann), oder die Anfangswerte
sind inkonsistent.
Satz 1.4.2 (Existenz und Eindeutigkeit bei DAE-Systemen vom Index 1)
Seien A : IR × S → IRny × IRny , f : IR× S → IRny und g : IR × S → IRnz , ny, nz ≥ 1, Cr-
Funktionen, r ≥ 2 und S ⊆ IRny+nz offen.
Die Menge
S0 =
{
(t, x) ∈ IR× S : Rang
(
A(t, x) 0 −f(t, x)
gy(t, x) gz(t, x) gt(t, x)
)
= nx := ny + nz
}
ist dann eine offene Teilmenge im IR1+nx.
Wir betrachten die Mannigfaltigkeit
M(g, S) = {(t, x) ∈ IR× S : g(t, x) = 0} .
SeiM0 =M(g, S)∩S0 6= ∅. Dann istM0 eine Untermannigfaltigkeit vonM(g, S) und zu
jedem (t0, x0) ∈ M0 existiert eine Cr−1-Lo¨sung von (1.6) durch (t0, x0) und ist eindeutig.
Beweis: siehe die Untersuchungen von Rheinboldt aus dem Jahre 1984 [Rhe84] zu
DAE-Systemen.
Bemerkung 1.4.1 (Numerische Lo¨sung von DAEs vom Index 1)
Seien
S1 =
{
(t, x) ∈ IR× S : Rang
(
A(t, x) 0
gy(t, x) gz(t, x)
)
= n
}
undM1 =M(g, S) ∩ S1 6= ∅.
(1.7)
Fu¨r die numerische Lo¨sung des DAE-Systems (1.6) mit Standard-Methoden muß fu¨r alle
Punkte der Lo¨sung zusa¨tzlich (t, x) ∈ M1 gelten. Dann sind die Matrizen A und gz fu¨r
alle (t, x) auf der MannigfaltigkeitM1 regula¨r, ihre Inversen beschra¨nkt und die Anfangs-
werte (t0, x0) ∈ M1 konsistent, und das Anfangswertproblem (1.6) besitzt eine eindeutig
bestimmte Lo¨sung x(t), die stetig (und r− 1 mal differenzierbar) von den Anfangswerten
y0 abha¨ngt (z0 ist durch y0 und g(t0, y0, z0) = 0 eindeutig bestimmt).
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Bemerkung 1.4.2 (Impasse-Punkte)
Gilt Rang
(
A(t,x) 0
gy(t,x) gz(t,x)
)
= n − 1 fu¨r ein (t, x) ∈ M0, so exisitiert zwar die Lo¨sung des
DAE-Systems nach Satz 1.4.2 und ist eindeutig bestimmt, jedoch erha¨lt man Proble-
me bei der numerischen Lo¨sung. Solch ein Punkt wird Impasse-Punkt genannt. Fu¨r die
numerische Lo¨sung kann eine Augmentierung des Systems um die Variable t vorgenom-
men werden wie es zum Beispiel bei Rabier und Rheinboldt [RR94a, RR94b] oder Bauer
[Bau94] beschrieben ist.
Kapitel 2
Numerische Lo¨sung von
Anfangswertproblemen bei
DAE-Systemen
Die Modellierung von chemischen Reaktionen und verfahrenstechnischen Prozessen fu¨hrt
in der Regel auf steife Systeme. Steifheit bedeutet, daß einige Komponenten der Lo¨sungs-
trajektorie sehr stark abklingen, andere hingegen sich bezu¨glich der Zeit oder dem Ort t
nur langsam a¨ndern, also
”
steif“ sind.
Betrachtet man eine gewo¨hnliche Differentialgleichung der Form
y˙ = f(t, y), (2.1)
so heißt dies, daß die Matrix ∂f/∂y einige Eigenwerte mit betragsma¨ßig sehr großen
negativen Realteilen hat. Die Stabilita¨tsgebiete von expliziten Verfahren decken jedoch
nur einen kleinen Bereich der negativen Halbachse ab. Dies stellt eine Beschra¨nkung an
die Schrittweite h dar mit h · |Re λmax| ≤ const, λmax der Eigenwert von ∂f/∂y mit be-
tragsma¨ßig gro¨ßtem negativem Realteil. Falls |Re λmax| sehr groß ist, mu¨ßte das Verfahren
aus Stabilita¨tsgru¨nden mit sehr kleinen Schrittweiten arbeiten.
Fu¨r die numerische Lo¨sung von steifen Systemen werden deshalb implizite Verfahren
verwendet. Dabei haben sich BDF-Verfahren wegen ihrer guten Stabilita¨tseigenschaften
gerade zur Lo¨sung der Systeme bewa¨hrt, bei denen zwar betragsma¨ßig große negative
Realteile der Eigenwerte, nicht aber sehr große imagina¨re Anteile auftreten. Es handelt
sich dabei um Mehrschrittverfahren, die auf numerischer Differentiation durch sogenannte
ru¨ckwa¨rtige Differentiationsformeln (engl. backward differentiation formulae) beruhen.
BDF-Formeln wurden 1952 von Curtiss und Hirschfelder [CH52] eingefu¨hrt und vor al-
lem durch die Untersuchungen von Gear 1971 [Gea71] und seine Erweiterung auf DAEs
bekannt. Es folgten weitere Implementierungen wie zum Beispiel das von Petzold und
Mitarbeitern entwickelte Programmpaket DASSL [Pet91, BCP96] und die daraus her-
vorgegangene Erweiterung DASPK [LP99a, LP99b] sowie der Code VODE von Brown
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et al. [BBH89, BHB98]. Die Verfahren besitzen eine adaptive Ordnungs- und Schrittwei-
tensteuerung, jedoch beru¨cksichtigt die Schrittweitensteuerung in den erwa¨hnten Codes
nur zum Teil das tatsa¨chliche nichta¨quidistante Gitter. Außerdem werden in allen zur Zeit
verwendeten Codes Strategien zur Reduzierung des Lineare-Algebra-Aufwands verwendet.
Die Iterationsmatrix und ihre Zerlegung zur Lo¨sung des nichtlinearen Gleichungssystems
wird so lange wie mo¨glich eingefroren.
Auch implizite Runge-Kutta-Verfahren haben sich zur Lo¨sung von Anfangswertproblemen
bei steifen ODE- und DAE-Systemen bewa¨hrt. Dabei werden in der Regel die sogenann-
ten SDIRK-Verfahren (engl. singly diagonally implicit Runge-Kutta methods) verwendet,
da sie zur Lo¨sung der nichtlinearen Gleichungssysteme in jeder Stufe die gleiche Itera-
tionsmatrix beno¨tigen. Am bekanntesten sind das Verfahren SDIRK4 von Hairer und
Wanner [HW96b] sowie die voll-impliziten Runge-Kutta-Verfahren RADAU [HW98] und
RADAU5 [HW88, HW96a] von Hairer und Wanner (siehe auch [HW96b]). Auch diese
besitzen Strategien zur adaptiven Schrittweitensteuerung und frieren die Iterationsmatrix
nicht nur in jeder Stufe innerhalb eines Schrittes, sondern auch u¨ber mehrere Integrati-
onsschritte hinweg ein.
Ein weiteres bekanntes Verfahren zur Lo¨sung von Anfangswertproblemen in DAE-
Systemen ist das Extrapolationsverfahren LIMEX von Deuflhard et al. [DHZ87] und seine
Weiterentwicklung von Ehrig und Nowak [EN99]. Auch hier wird die Iterationsmatrix so
lange wie mo¨glich eingefroren, allerdings beno¨tigt LIMEX insgesamt meist mehr Auswer-
tungen und Zerlegungen der Iterationsmatrix als die anderen Integratoren.
Das im Rahmen dieser Arbeit weiterentwickelte Programmpaket DAESOL wurde in den
letzten 10 bis 15 Jahren in der Arbeitsgruppe von Bock von Bleser [Ble86], Eich [Eic87]
und Bauer [Bau94, BFD+97, FBGS96, BBS99] entwickelt.
Wir betrachten zuna¨chst die Konsistenz- und Konvergenzaussagen von linearen Mehr-
schrittverfahren und im speziellen von BDF-Verfahren auf a¨quidistantem Gitter und un-
tersuchen, wie sich die Aussagen auf lineare Mehrschrittverfahren auf variablem Gitter und
variabler Ordnung erweitern lassen. Anschließend leiten wir ein spezielles BDF-Verfahren
her, wie es im Integrator DAESOL verwendet wird. Zuletzt gehen wir auf die speziellen
Aspekte der Implementierung ein, wie etwa die Formeln zur Fehlerscha¨tzung und Schritt-
weitensteuerung, die das tatsa¨chliche nichta¨quidistante Gitter beru¨cksichtigen, und die
Monitor-Strategie zur Reduzierung des Lineare-Algebra-Aufwands.
2.1 Theoretische Grundlagen bei BDF-Verfahren
Bei der numerischen Lo¨sung von Differentialgleichungssystemen spielt zum einen der Dis-
kretisierungsfehler, also der lokale Fehler in einem Schritt, aber auch der globale Fehler
und somit die Konvergenz eines Verfahrens eine große Rolle.
Wir betrachten zuna¨chst die allgemeine Klasse von linearen Mehrschrittverfahren zur
numerischen Lo¨sung von Anfangswertproblemen bei gewo¨hnlichen Differentialgleichungen
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der Form
y˙ = f(t, y), y(t0) = y0. (2.2)
Hierfu¨r sind Aussagen zur Konsistenzordnung, die das Verhalten des lokalen Fehlers be-
schreiben, aus der Literatur bekannt. Anschließend untersuchen wir die Stabilita¨tsgebiete
von BDF-Verfahren und geben Formeln fu¨r ein BDF-Verfahren in Newton-Darstellung
an.
2.1.1 Lineare Mehrschrittverfahren
Wir betrachten zuna¨chst lineare Mehrschrittverfahren angewandt auf gewo¨hnliche Dif-
ferentialgleichungen der Form (2.2) und untersuchen Konsistenz und Konvergenz dieser
Verfahren.
Definition 2.1.1 (Lineare Mehrschrittverfahren)
Ein lineares Mehrschrittverfahren mit k Schritten zur Lo¨sung des Anfangswertproblems
(2.2) fu¨r eine gewo¨hnliche Differentialgleichung im Schritt n+ 1 auf einem a¨quidistanten
Gitter ist durch die Vorgabe der k Startwerte yn, . . . , yn−k+1 und einer Differenzenglei-
chung
k∑
i=0
αiyn+1−i = h ·
k∑
i=0
βif(tn+1−i, yn+1−i) , (2.3)
mit αi, βi ∈ IR, i = 0, . . . , k, α0 6= 0, |αk| + |βk| 6= 0 und tj = t0 + j h, j = 1, . . . , n + 1,
bestimmt.
Zur qualitativen Beurteilung des Verfahrens spielt der lokale Diskretisierungsfehler eine
zentrale Rolle. Die Konsistenzordnung des Verfahrens gibt an, wie schnell der lokale Fehler
fu¨r h→ 0 gegen Null strebt.
Definition 2.1.2 (Konsistenzordnung linearer Mehrschrittverfahren)
Ein lineares Mehrschrittverfahren der Form (2.3) hat die Konsistenzordnung p, wenn fu¨r
jede Funktion y(t) ∈ Cp+1[t0, tf ] gilt
L[y(t), h] :=
k∑
i=0
(αi y(t+ i h)− h βi y˙(t + i h)) = O(hp+1) fu¨r h→ 0.
Zusa¨tzlich zum lokalen Fehler des Verfahrens untersuchen wir die Fortpflanzung des Feh-
lers. Die Stabilita¨t von linearen Mehrschrittverfahren wird u¨ber Eigenschaften des erzeu-
genden Polynoms
ρ(ξ) = α0ξ
k + α1ξ
k−1 + · · ·+ αk−1ξ + αk (2.4)
beschrieben. Dieses gibt das Verhalten der Lo¨sung fu¨r n → ∞ bzw. fu¨r h → 0 bei
konstantem Faktor n · h an.
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Definition 2.1.3 (Nullstabilita¨t linearer Mehrschrittverfahren)
Ein lineares Mehrschrittverfahren der Form (2.3) heißt nullstabil, wenn das erzeugende
Polynom ρ(ξ) der Wurzelbedingung genu¨gt, das heißt
1. die Wurzeln von ρ(ξ) liegen in oder auf dem Einheitskreis: |ξ| ≤ 1 fu¨r ρ(ξ) = 0
2. und die auf dem Einheitskreis liegenden Wurzeln sind einfach.
Wir beschra¨nken uns im folgenden auf Stabilita¨tsuntersuchungen fu¨r die spezielle Klasse
von BDF-Verfahren.
Definition 2.1.4 (BDF-Verfahren)
Ein BDF-Verfahren der Ordnung k zur Lo¨sung der gewo¨hnlichen Differentialgleichung
(2.1) im Schritt n+1 auf einem a¨quidistanten Gitter ist durch die Vorgabe der k Startwerte
yn, . . . , yn−k+1 und einer Differenzengleichung
k∑
i=0
αiyn+1−i = h · f(tn+1, yn+1) , (2.5)
mit αi ∈ IR, i = 0, . . . , k, α0 6= 0, αk 6= 0 und tj = t0 + j h, j = 1, . . . , n+ 1 bestimmt.
Mit Hilfe von Definition 2.1.3 la¨ßt sich die Stabilita¨t von BDF-Verfahren zeigen.
Satz 2.1.1 (Nullstabilita¨t von BDF-Verfahren)
Das BDF-Verfahren (2.5) vom Grade k ist nullstabil fu¨r k ≤ 6 und instabil fu¨r k ≥ 7.
Beweis: Man zeigt, daß das erzeugende Polynom ρ(ξ) die einfache Nullstelle ξ = 1 hat
und alle anderen Nullstellen innerhalb des Einheitskreises liegen. Der Beweis wurde zum
ersten Mal von Cryer 1972 [Cry72] vero¨ffentlicht. Beweise finden sich zum Beispiel auch
bei Grigorieff [Gri77] und Hairer et al. [HNW93].
Von Dahlquist wurde 1956 [Dah56] eine Beziehung zwischen der Konsistenz und Stabilita¨t
eines Verfahrens und dessen Konvergenz hergestellt.
Satz 2.1.2 (Konvergenz von linearen Mehrschrittverfahren)
Das lineare Mehrschrittverfahren (2.3) ist konvergent von der Ordnung p genau dann,
wenn es konsistent ist von der Ordnung p und nullstabil.
Hiermit ist auch die Konvergenz von BDF-Verfahren bis zur Ordnung 6 gezeigt.
Satz 2.1.3 (Konvergenz von BDF-Verfahren)
Das BDF-Verfahren (2.5) vom Grade k, k ≤ 6, ist konvergent von der Ordnung p = k,
wenn die zuru¨ckliegenden k Startwerte von der Genauigkeit O(hk) sind.
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2.1.2 Lineare Mehrschrittverfahren auf variablem Gitter
Die Konsistenz- und Konvergenzaussagen aus Abschnitt 2.1.1 gelten zuna¨chst nur fu¨r
Mehrschrittverfahren auf a¨quidistantem Gitter. Jedoch arbeiten praxistaugliche Verfahren
nicht auf a¨quidistantem Gitter, sondern passen die Schrittweite an die Nichtlinearita¨t
des Systems, die aktuelle Ordnung des Verfahrens und an die vorgegebene Genauigkeit
an. Im folgenden untersuchen wir, wie sich die Konsistenz- und Konvergenzaussagen auf
Verfahren auf variablem Gitter u¨bertragen lassen.
Definition 2.1.5 (Lineare Mehrschrittverfahren auf variablem Gitter)
Ein lineares Mehrschrittverfahren mit k Schritten auf einem variablen Gitter Ih =
{t0, . . . , tn+1}, ti < ti+1, i = 0, . . . , n, hi+1 = ti+1 − ti, hat die Gestalt
k∑
i=0
αi,n+1 yn+1−i = hn+1
k∑
i=0
βi,n+1 f(tn+1−i, yn+1−i), n = 0, . . . , N, (2.6)
wobei die k Startwerte yn, . . . , yn−k+1 gegeben sind sowie die Koeffizienten αi,n+1 und
βi,n+1 mit
αi,n+1, βi,n+1 ∈ IR, |αk,n+1|+ |βk,n+1| 6= 0,
die von den Quotienten der Schrittweiten ωj = hj/hj−1, j = n+1−k, . . . , n+1, abha¨ngen.
Analog zu den Mehrschrittverfahren auf a¨quidistantem Gitter definieren wir die Konsi-
stenzordnung des Verfahrens auf variablem Gitter.
Definition 2.1.6 (Konsistenzordnung auf variablem Gitter)
Ein lineares Mehrschrittverfahren mit k Schritten auf einem variablen Gitter hat die
Konsistenzordnung p, wenn fu¨r alle Polynome P (t) vom Grade kleiner gleich p und fu¨r
alle Gitter Ih gilt
k∑
i=0
αi,n+1 P (tn+1−i) = hn+1
k∑
i=0
βi,n+1 P
′(tn+1−i) .
Fu¨r den lokalen Diskretisierungsfehler gilt der
Satz 2.1.4 (Lokaler Diskretisierungsfehler auf variablem Gitter)
Das lineare Mehrschrittverfahren habe die Konsistenzordnung p. Ferner gelte
1. Die Quotienten der Schrittweiten ωn = hn/hn−1 seien fu¨r alle n beschra¨nkt.
2. Die Koeffizienten αi,n+1 und βi,n+1, i = 1, . . . , k seien in jedem Schritt n + 1, n =
0, . . . , N − 1, beschra¨nkt.
Dann genu¨gt unter der Voraussetzung f(t, y) ∈ Cp(IR×S) der lokale Diskretisierungsfehler
der asymptotischen Beziehung O(hp+1), h = maxi hi.
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Beweis: Taylorreihenentwicklung von y(tn+1) fu¨hrt auf
k∑
i=0
αi y(tn+1−i)− hn+1
k∑
i=0
βi y˙(tn+1−i) = O(hp+1n+1).
Bei den Untersuchungen zur Stabilita¨t von linearen Mehrschrittverfahren auf variablem
Gitter wird das Verfahren als Sto¨rung des linearen Mehrschrittverfahrens auf a¨quidi-
stantem Gitter aufgefaßt. Im folgenden betrachten wir eine Stabilita¨tsaussage fu¨r lineare
Mehrschrittverfahren auf variablem Gitter von Crouzeix und Lisbona [CL84].
Satz 2.1.5 (Stabilita¨t auf variablem Gitter)
Das lineare Mehrschrittverfahren (2.6) erfu¨lle die folgenden Bedingungen:
1. das Verfahren habe die Konsistenzordnung p,
2. die Koeffizienten αi,n+1 ≡ αi,n+1(ωn+1, . . . , ωn+1−k) sind stetig in einer Umgebung
von (1,. . . , 1) und
3. das Verfahren sei auf a¨quidistantem Gitter stark stabil, das heißt alle Wurzeln von
ρ(ξ) =
k∑
i=0
αi,n+1(1, . . . , 1)ξ
i = 0
liegen im Inneren des Einheitskreises mit der Ausnahme von ξ1 = 1.
Dann existieren reelle Zahlen ω,Ω, ω < 1 < Ω, so daß das Verfahren stabil ist, falls
ω ≤ hn+1/hn ≤ Ω fu¨r alle n.
Beweis: Das Mehrschrittverfahren auf variablem Gitter wird als Sto¨rung des Verfahrens
auf a¨quidistantem Gitter betrachtet. Fu¨r hinreichend kleine Sto¨rungen ko¨nnen die
Stabilita¨tsbedingungen auf das Verfahren auf variablem Gitter u¨bertragen werden.
Als letzten Schritt untersuchen wir das Konvergenzverhalten der Mehrschrittverfahren
auf variablem Gitter.
Satz 2.1.6 (Konvergenz auf variablem Gitter)
Das lineare Mehrschrittverfahren (2.6) erfu¨lle die folgenden Bedingungen:
1. das lineare Mehrschrittverfahren (2.6) sei stabil, von der Ordnung p und die Koef-
fizienten αi,n+1 und βi,n+1 seien bechra¨nkt;
2. die Anfangswerte erfu¨llen die Bedingung ‖y(ti)− yi‖ = O(hp), i = 0, . . . , p− 1;
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3. die Quotienten der Schrittweiten seien fu¨r alle n beschra¨nkt: hn/hn−1 ≤ Ω.
Dann konvergiert das Verfahren von der Ordnung p, das heißt fu¨r jede Differentialgleichung
y˙(t) = f(t, y), y(t0) = y0, und f hinreichend oft differenzierbar, gilt fu¨r den globalen
Diskretisierungsfehler
‖y(tn+1)− yn+1‖ ≤ C hp, tn+1 ∈ [t0, tf ], h = max
i
hi .
Beweis: Mit
Yn+1 =
 yn+1...
yn−k+1
 , An+1 =

−α˜1,n+1 · · · −α˜k,n+1
1 0 · · · 0 0
0 1 0 · · · 0 0
...
. . .
. . .
. . .
...
...
0 · · · 0 1 0 0
0 · · · 0 1 0

, α˜i,n+1 =
αi,n+1
α0,n+1
und
ψn+1 =
1
α0,n+1
f
(
tn+1, hn+1 ψn+1 −
k∑
i=1
α˜i,n+1 yn+1−i
)
schreiben wir das Verfahren (2.6) verku¨rzt als
Yn+1 = (An+1 ⊗ I) Yn + hn+1 Φn+1,
mit Φn+1 = (e1 ⊗ I) ψn+1, eT1 = (1, 0, . . . , 0). Somit gilt fu¨r den globalen Fehler
Y (tn+1)− Yn+1 = ((An+1 · · ·A1)⊗ I) (Y (t0)− Y0)
+
n+1∑
j=1
hj+1 ((An+1 · · ·Aj+1)⊗ I) (Φ(tj)− Φj)
+
n+1∑
j=1
((An+1 · · ·Aj+1)⊗ I) δj+1 ,
wobei δj+1 den lokalen Fehler im Schritt j + 1 beschreibt
δj+1 = Y (tj+1)− (An+1 ⊗ I)Y (tj)− hj+1 Φ(tj) .
Dabei bezeichne Y (tj) die analytische Lo¨sung von Y zum Zeitpunkt tj und Φ(tj) :=
(e1 ⊗ I)ψ(tj), ψ(tj) = 1α0,j f
(
tj, hj ψ(tj)−
∑k
i=1 α˜i,j y(tj−i)
)
. Aufgrund der Stabilita¨t des
Mehrschrittverfahrens sind die Produkte von A beschra¨nkt und der lokale Diskretisie-
rungsfehler genu¨gt der Beziehung δj+1 = O(hp+1j+1). Da f als Lipschitz-stetig vorausgesetzt
ist, ist auch Φ Lipschitz-stetig mit Lipschitz-Konstante L und man zeigt die Konvergenz
per Induktion:
‖Y (t0)− Y0‖ = 0,
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‖Y (tn)− Yn‖ = n
=⇒ ‖Y (tn+1)− Yn+1‖ =: n+1≤ hn L n + C hp
≤
n∑
i=0
hi L i + C1 h
p, h = max
i
hi
Die Stabilita¨t von BDF-Verfahren auf variablem Gitter gilt nach Satz 2.1.5 nur fu¨r eine
Folge von Schrittweiten, deren Quotienten innerhalb der Schranken ω ≤ hi/hi−1 ≤ Ω
liegen und nicht allzu weit von einer a¨quidistanten Folge abweichen. Grigorieff [Gri83] hat
Schranken ω und Ω berechnet, fu¨r die die Stabilita¨t von BDF-Verfahren ho¨herer Ordnung
garantiert wird.
k 2 3 4 5
ω 0 0.836 0.979 0.997
Ω 2.414 1.127 1.019 1.003
Tabelle 2.1: Schranken ω und Ω an die Quotienten der Schrittweiten fu¨r BDF-Verfahren
auf variablem Gitter
Bemerkung 2.1.1 (Beschra¨nkungen an die Schrittweitenfolge)
Die Schranken aus Tabelle 2.1 lassen fu¨r Ordnungen ≥ 4 kaum Spielraum fu¨r Schrittwei-
tena¨nderungen. Sie sind allerdings auch sehr pessimistisch, da sie alle mo¨glichen Varianten
der Schrittweitenfolge beru¨cksichtigen. So ist zum Beispiel das BDF-Verfahren der Ord-
nung 4 bei einer gleichma¨ßigen Vergro¨ßerung der Schrittweite um den Faktor 1.5 immer
noch stabil (das erzeugende Polynom ρ(ξ) aus (2.4) hat die einfache Wurzel ξ = 1 und
alle anderen Wurzeln liegen fu¨r k = 4 und bei Vergro¨ßerung der Schrittweite um den
konstanten Faktor 1.5 innerhalb des Einheitskreises). Die Schranken stellen somit nur
eine notwendige, nicht aber eine hinreichende Bedingung dar und werden in der Praxis
meist nicht eingehalten. Die in DAESOL implementierte Schrittweitensteuerung strebt
eine gleichma¨ßige A¨nderung der Schrittweiten an und versucht, große A¨nderungen zu
vermeiden. Die Schranken aus obiger Tabelle mu¨ssen dabei nicht erfu¨llt werden.
Etwas weniger pessimistische Ergebnisse wurden von Gear und Tu [GT74] gezeigt, die
eine stetige A¨nderung der Schrittweiten voraussetzen.
Calvo et al. [CLM87] untersuchten die Stabilita¨t fu¨r BDF-Verfahren auf variablem Gitter
fu¨r sogenannte pseudo-a¨quidistante Verfahren wie sie von Nordsieck [Nor62] vorgeschla-
gen wurden. Die Methode auf a¨quidistantem Gitter bleibt dabei an sich erhalten. Bei
Schrittweitena¨nderungen werden zuru¨ckliegende Werte fu¨r das neue Gitter u¨ber Polynom-
interpolation ermittelt. Sie berechneten Schranken, die bei einer A¨nderung der Schrittwei-
ten innerhalb dieser Schranken Stabilita¨t garantieren. Dabei werden die Intervalle fu¨r die
Schrittweitena¨nderungen gro¨ßer, je mehr Schritte im Anschluß an eine A¨nderung konstant
gehalten werden. Eine Schrittweitensteuerung, die die Schrittweite nach einer A¨nderung
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u¨ber mehrere Schritte konstant ha¨lt, findet sich auch heute noch in vielen ga¨ngigen Codes,
auch wenn keine pseudo-a¨quidistanten Verfahren verwendet werden.
2.1.3 Lineare Mehrschrittverfahren variabler Ordnung und
Schrittweite
Bisher wurden nur A¨nderungen der Schrittweite bei linearen Mehrschrittverfahren be-
trachtet, Voraussetzung war jedoch, daß die k zuru¨ckliegenden Werte von der Ordnung k
sind.
Da man bei der numerischen Integration von Anfangswertproblemen der Form (2.2) in
der Regel nur den Anfangswert, na¨mlich y(t0) = y0, gegeben hat, verwenden die meisten
Integratoren eine der beiden folgenden Mo¨glichkeiten fu¨r die Startphase:
1. Berechne die k Startwerte mit einem Einschrittverfahren ho¨herer Ordnung, zum
Beispiel einem Runge-Kutta-Verfahren. Wenn wir fu¨r die folgende Integration fu¨r
das Mehrschrittverfahren die gleiche Ordnung verwenden, so mu¨ssen nur die Vor-
aussetzungen aus Abschnitt 2.1.2 an die Schrittweitena¨nderungen erfu¨llt sein und
die Konvergenz des Verfahrens von der Ordnung des Einschrittverfahrens ist garan-
tiert. Allerdings darf das Mehrschrittverfahren fu¨r die gegebenen Voraussetzungen
die vom Einschrittverfahren vorgegebene Ordnung nicht mehr vera¨ndern.
2. Man startet mit niedriger Ordnung m (in der Regel 1, das heißt implizites Euler-
Verfahren bei BDF-Verfahren) und kleiner Schrittweite und erho¨ht langsam sowohl
die Ordnung als auch die Schrittweite. Sind die Startwerte von der Ordnung m und
das Verfahren von der Ordnung k, so ist die Lo¨sung nach den theoretischen Unter-
suchungen aus Abschnitt 2.1.2 konvergent von der Ordnung min(m, k). Das heißt,
daß der Fehler weiterhin der Beziehung O(hm+1) genu¨gt, auch wenn die Ordnung
anschließend erho¨ht wurde.
Da auch im ersten Fall die Integration mit konstanter Ordnung eine bedeutende Ein-
schra¨nkung ist (zum einen, weil das Einschrittverfahren eventuell nicht die maximale
Ordnung bietet, zum anderen weil manchmal auch eine Verkleinerung der Ordnung etwa
bei niedrigen Genauigkeiten sinnvoll sein kann), muß der Einfluß von Ordnungsa¨nderun-
gen auf die Stabilita¨t der Mehrschrittverfahren untersucht werden.
Gear und Watanabe [GW74] untersuchten Stabilita¨t und Konvergenz bei A¨nderung der
Ordnung von Mehrschrittverfahren, sogar allgemeiner bei A¨nderung der Methode mit
verschiedenen Ordnungen, zum Beispiel auch zum Hin- und Herschalten zwischen stei-
fen und nicht-steifen Lo¨sern. Sie haben gezeigt, daß aus Stabilita¨tsgru¨nden die Methode
nach einer A¨nderung fu¨r ein paar Schritte konstant gehalten werden muß. Fu¨r die BDF-
Verfahren bedeutet dies, daß die Ordnung nach Ordnungsa¨nderungen fu¨r einige Schritte
konstant gehalten werden muß. Allerdings untersuchten sie nicht die Konvergenzordnung
des Fehlers bei A¨nderungen der Methoden.
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Shampine und Zhang [SZ90] geben eine Schrittweiten- und Ordnungssteuerung fu¨r die
Startphase an, wie sie fu¨r viele Integratoren verwendet wird. In jedem Schritt wird die
aktuelle Schrittweite h so gewa¨hlt, daß der lokale Fehler kleiner oder gleich einer vorge-
gebenen Toleranz TOL ist. Der lokale Fehler ist bei unterschiedlichen Ordnungen m und
k proportional zu hm+1 beziehungsweise Hk+1, jedoch werden die Schrittweiten h und
H jeweils so gewa¨hlt, daß der lokale Fehler kleiner oder gleich TOL ist. Somit ist der
globale Fehler – Stabilita¨t vorausgesetzt – immer proportional zu TOL. In der Praxis hat
sich jedoch gezeigt, daß der lokale Fehler bei niedrigeren Ordnungen nicht so gut appro-
ximiert wird. Fehler aus der Startphase der Integration mit niedriger Ordnung ko¨nnen
noch fu¨r eine Weile den gesamten globalen Fehler dominieren, auch wenn die Ordnung
bereits erho¨ht wurde. Dies kann vor allem dann passieren, wenn das System auch weni-
ger steife Komponenten entha¨lt. In Abschnitt 3.2 gehen wir na¨her auf die Fortpflanzung
des in der Startphase mit niedrigeren Ordnungen gemachten Fehlers ein und leiten ein
implizites Runge-Kutta-Verfahren her, das Werte ho¨herer Ordnung generiert, die beim
anschließenden Start des BDF-Verfahrens als zuru¨ckliegende Werte dienen.
2.1.4 BDF-Formeln in Newton-Darstellung
Im folgenden leiten wir ein BDF-Verfahren her, das die Konsistenz- und Stabilita¨tsbe-
dingungen aus den vorhergehenden Abschnitten erfu¨llt. Wir beschra¨nken uns zuna¨chst
wieder auf Anfangswertprobleme fu¨r gewo¨hnliche Differentialgleichungen der Form (2.2).
Die Interpolationspolynome werden dabei in Newton’scher Form dargestellt. Dies erlaubt
ein einfaches Abspeichern und Aufdatieren der beno¨tigten Gro¨ßen von einem Schritt zum
na¨chsten.
Wir konstruieren zuna¨chst ein Polynom PCn+1(t), das die Konsistenzbedingungen erfu¨llt.
Das Polynom interpoliert die zuru¨ckliegenden, bereits berechneten Werte von y
PCn+1(tn+1−i) = yn+1−i, i = 1, . . . , k,
und an der Stelle tn+1 ist die zeitliche Ableitung gleich der rechten Seite der ODE an der
Stelle tn+1
P˙Cn+1(tn+1) = f(tn+1, P
C
n+1(tn+1)) .
Diese k + 1 Bedingungen bestimmen ein eindeutiges Polynom P Cn+1 vom Grade k. Der
unbekannte Wert yn+1 an der Stelle tn+1 kann dargestellt werden durch
PCn+1(tn+1) = yn+1.
Dabei sei y(tn+1) die wahre Lo¨sung des Anfangswertproblems (2.2) im Schritt n + 1
zum Zeitpunkt tn+1 und yn+1 die mit Hilfe des Diskretisierungsverfahrens approximierte
Lo¨sung.
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In jedem Schritt wird also y˙ durch die zeitliche Ableitung des Polynoms P Cn+1 approximiert
P˙Cn+1(tn+1) =: −
1
h
(
α0P
C
n+1(tn+1) +
k∑
i=1
αiP
C
n+1(tn+1−i)
)
:= −1
h
(
α0yn+1 +
k∑
i=1
αiyn+1−i
)
= f(tn+1, yn+1) .
(2.7)
Wir erhalten ein nichtlineares Gleichungssystem
F (yn+1) = α0yn+1 + h · f(tn+1, yn+1) +
k∑
i=1
αiyn+1−i
!
= 0
in den Unbekannten yn+1. Zur Lo¨sung verwendet man zum Beispiel Newton-a¨hnliche Ver-
fahren, die sich sehr gut zur Lo¨sung bei steifen Systemen bewa¨hrt haben. Das speziell
in DAESOL verwendete vereinfachte Newton-Verfahren mit Monitor-Strategie, das ins-
besondere die Anzahl der Auswertungen von Ay, fy und gy reduziert, wird in Abschnitt
2.3.1 na¨her erla¨utert.
Zur Berechnung der Lo¨sung mit Newton-Verfahren beno¨tigt man zusa¨tzlich einen Start-
wert. Dieser wird dadurch gewonnen, daß man die letzten k + 1 Werte von y interpoliert
P Pn+1(tn+1−i) = yn+1−i, i = 1, . . . , k + 1,
und dieses Polynom im Punkt tn+1 extrapoliert
P Pn+1(tn+1) = y
P
n+1.
Das Pra¨diktorpolynom, das die zuru¨ckliegenden Werte yn, . . . , yn+1−k interpoliert, ist ge-
geben durch
P Pn+1(tn+1) =
k∑
i=0
pi(tn+1)∇iyn
mit
pi(t) =
{
1 i = 0∏i
j=1(t− tn+1−j) i = 1, . . . , k + 1
und den dividierten Differenzen
∇0yn =yn
∇iyn =∇
i−1yn −∇i−1yn−1
tn − tn−i .
(2.8)
An Stelle der dividierten Differenzen selbst werden sogenannte modifizierte dividierte Dif-
ferenzen abgespeichert, was den Aufwand fu¨r Speicherplatz und fu¨r Updates von einem
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Schritt zum na¨chsten reduziert. Um die Pra¨diktor- und Korrektorpolynome in Abha¨ngig-
keit der modifizierten dividierten Differenzen darstellen zu ko¨nnen, beno¨tigen wir noch
folgende Gro¨ßen:
ψj(n + 1) = tn+1 − tn+1−j = ψj−1(n) + hn+1
γj(n + 1) =
j−1∑
i=1
1
ψi(n + 1)
.
Die modifizierten dividierten Differenzen werden definiert als
Φ∗j(n) = ψ1(n+ 1) · . . . · ψj−1(n+ 1)∇j−1yn
und
δj(n + 1) =
j∑
i=1
Φ∗i (n)
beschreibt ihre Summe.
Der Pra¨diktor ist dann von der Form
yPn+1 = P
P
n+1(tn+1)
=
k∑
j=0
pj(tn+1)∇jyn
=
k∑
j=0
ψ1(n+ 1) · . . . · ψj(n+ 1)∇jyn
=
k∑
j=0
Φ∗j+1(n)
= yn +
k∑
j=1
Φ∗j+1(n) .
(2.9)
Mit der Ableitung von pj im Punkt tn+1
p˙j(tn+1) =
d
dt
(
j∏
i=1
tn+1 − tn+1−i
)
=
j∑
l=1
 j∏
i=1
i6=l
tn+1 − tn+1−i

=
j∑
l=1
(
1
tn+1 − tn+1−l
)
·
j∏
i=1
tn+1 − tn+1−i
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= pj(tn+1)
j∑
l=1
1
ψl(n + 1)
= pj(tn+1)γj(n+ 1)
erhalten wir fu¨r den Korrektor
y˙Cn+1 = P˙
C
n+1(tn+1)
= γk+1(n+ 1) y
C
n+1 −
k∑
j=1
1
ψj(n + 1)
δj(n+ 1)
=: γk+1(n+ 1) y
C
n+1 + c, c = −
k∑
j=1
1
ψj(n + 1)
δj(n+ 1) .
(2.10)
Bemerkung 2.1.2 (Auswertung der Interpolationspolynome)
Betrachtet man das Pra¨diktor- und Korrektorpolynom, so sieht man, daß die Terme zur
Berechnung des Pra¨diktorpolynoms in die Berechnung des Korrektorpolynoms eingehen.
Die Berechnung des Pra¨diktors erfordert somit keinen zusa¨tzlichen Aufwand fu¨r das Ver-
fahren.
2.2 BDF-Verfahren angewandt auf DAEs
Das Programmpaket DAESOL lo¨st Anfangswertprobleme fu¨r linear implizite DAEs der
Form
A(t, y, z) y˙ = f(t, y, z) (2.11a)
0 = g(t, y, z), (2.11b)
y(t0) = y0, (2.11c)
die den Bedingungen (1.7) genu¨gen, das heißt insbesondere, daß A(t, y, z) und ∂g
∂z
(t, y, z)
entlang der Lo¨sungstrajektorie regula¨r sein mu¨ssen. Die DAE heißt dann vom differenti-
ellen Index 1 (siehe Definition 1.1.1).
Approximiert man die Ableitung y˙ durch die Ableitung des Korrektorpolynoms so erha¨lt
man im Schritt n + 1
A(tn+1, yn+1, zn+1) (α0yn+1 + h c) =− h f(tn+1, yn+1, zn+1)
0 = g(tn+1, yn+1, zn+1) ,
α0 =− h · γk+1(n+ 1) .
(2.12)
Der Term c beschreibt dabei den konstanten Anteil der Ableitung des Korrektorpoly-
noms (2.10). Die Unbekannten (yn+1, zn+1) =: xn+1 sind implizit durch das nichtlineare
Gleichungssystem (2.12) definiert. Zur Lo¨sung verwenden wir ein vereinfachtes Newton-
Verfahren. Eine erste Scha¨tzung fu¨r die Unbekannten xn+1 erhalten wir durch Auswertung
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des Pra¨diktorpolynoms zum Zeitpunkt tn+1 fu¨r alle Komponenten von x. Diese dient als
Startwert fu¨r das vereinfachte Newton-Verfahren.
Schreibt man fu¨r (2.12) kurz
F (xn+1) = 0, mit xn+1 = (yn+1, zn+1),
so definieren wir einen Newton-Schritt durch
x
(m+1)
n+1 = x
(m)
n+1 + ∆x
(m)
n+1.
∆x
(m+1)
n+1 lo¨st das lineare Gleichungssystem
J(x
(m)
n+1) ·∆x(m)n+1 = −F (x(m)n+1), (2.13)
wobei
J(x
(m)
n+1) =
(
α0A+ Ay (α0y
(m)
n+1 + h c) + h fy Az (α0y
(m)
n+1 + h c) + h fz
gy gz
)
(2.14)
die Jacobi-Matrix von F beschreibt und c den konstanten Anteil der Ableitung des Kor-
rektorpolynoms, die y˙n+1 approximiert.
Bemerkung 2.2.1 (Berechnung der Ableitungen von A)
Bei der Berechnung der Jacobi-Matrix mit numerischen Differenzen wird der Ausdruck
Ax(tn+1, y
(m)
n+1, z
(m)
n+1) · (α0y(m)n+1 + h c) direkt u¨ber Richtungsableitungen ausgewertet. Dies
spart Rechenzeit und Speicherplatz. Die direkte Auswertung der Richtungsableitungen
wird sowohl bei der Berechnung mit Hilfe numerischer Differenzen als auch bei der Be-
rechnung mit Automatischer Differentiation beru¨cksichtigt.
2.3 Algorithmen und Strategien in DAESOL
2.3.1 Lo¨sung des nichtlinearen Gleichungssystems – Monitor-
Strategie
In der Regel ist die Auswertung und Zerlegung der Jacobi-Matrix J aus (2.14) sehr auf-
wendig und beno¨tigt den gro¨ßten Teil der Rechenzeit wa¨hrend der Integration. Das gilt vor
allem fu¨r große DAE-Systeme oder wenn die Auswertungen der Ableitungen der Rechte-
Seite-Funktionen beziehungsweise der Matrix A sehr komplex sind.
In vielen Fa¨llen a¨ndert sich die Jacobi-Matrix von einer Newton-Iteration zur na¨chsten
und sogar u¨ber mehrere BDF-Schritte hinweg nur wenig. Um Rechenzeiten einzusparen
soll die Jacobi-Matrix deshalb so lange wie mo¨glich eingefroren werden. Dies fu¨hrt zwar
zu etwas schlechteren Konvergenzeigenschaften des vereinfachten Newton-Verfahrens, der
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Mehraufwand von ein oder zwei Newton-Iterationen steht aber meist in keinem Vergleich
zu einer Auswertung und Zerlegung der Jacobi-Matrix.
Im folgenden leiten wir eine Monitor-Strategie her, die die Jacobi-Matrix oder Teile da-
von so lange wie mo¨glich einfriert, gleichzeitig aber darauf achtet, daß das vereinfachte
Newton-Verfahren innerhalb weniger Schritte konvergiert. Dabei wird insbesondere dar-
auf geachtet, daß die Auswertung der Ableitungen der Modellfunktionen meist bedeutend
aufwendiger ist als eine Zerlegung der Iterationsmatrix. Diese Strategie wurde von Bock
und Eich eingefu¨hrt und zum ersten Mal in [Eic87] dokumentiert.
Wir untersuchen zuna¨chst das Konvergenzverhalten des vereinfachten Newton-Verfahrens,
woru¨ber der folgende Satz (siehe Bock [Boc87]) Aussagen gibt.
Satz 2.3.1 (Lokaler Kontraktionssatz)
Sei D ⊆ IRn offen und F : D → IRnx eine C1-Funktion. Wir bezeichnen mit J = ∂F/∂x
die Jacobi-Matrix von F und mit J˜−1 eine Approximation der Inversen von J .
Fu¨r alle τ ∈ [0, 1], x, x+∆x ∈ D mit ∆x = −J˜−1 F (x) und fu¨r alle m existieren Schranken
ω und κ, so daß:
i) ‖J˜−1(J(xm + τ∆xm)− J(xm)) ∆xm‖ ≤ ωm τ ‖∆xm‖2, ωm ≤ ω <∞
ii) ‖J˜−1(F (xm)− J(xm)∆xm)‖ ≤ κm‖∆xm‖, κm ≤ κ < 1,
iii) der Startwert x0 der Iteration erfu¨lle die folgende Bedingung
δ0 :=
ω0
2
‖∆x0‖+ κ0 < 1 (2.15)
iv) und die Kugel D0 := Sr(x
0) um x0 mit Radius r = ‖∆x
0‖
1−δ0
liege in D.
Dann gilt:
1. Die Iteration xm+1 = xm + ∆xm, ∆xm = −J˜−1 F (xm) ist wohldefiniert und bleibt
in D0.
2. Es existiert eine Nullstelle x∗ ∈ D0, gegen die xm konvergiert.
3. Die Folge xm konvergiert mindestens linear mit
‖∆xm‖ ≤
(
ωm−1
2
‖∆xm−1‖+ κm−1
)
‖∆xm−1‖ ≤ ‖∆xm−1‖
4. und fu¨r die m-te Iterierte gilt die a priori-Abscha¨tzung
‖xm − x∗‖ ≤ ‖∆x0‖ δ
m
0
1− δ0 . (2.16)
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Beweis: Der Beweis erfolgt in Anlehnung an den Beweis des Banach’schen Fixpunktsatzes,
siehe Bock [Boc87].
Der Faktor ω beschreibt dabei die Nichtlinearita¨t der Jacobi-Matrix J und κ die Gu¨te
der Na¨herungsinversen J˜−1.
Wir brechen das Newton-Verfahren ab, wenn das Inkrement ‖∆xm‖ kleiner als eine vor-
gegebene Toleranz T˜OL = cNewton · TOL, cNewton < 1, ist, wobei TOL die vom Benutzer
geforderte relative Genauigkeit der Lo¨sung beschreibt.
Der Startwert x0, den wir u¨ber Extrapolation des Pra¨diktorpolynoms (2.9) erhalten, ist
in der Regel nicht weit vom Lo¨sungspunkt x∗ entfernt und sollte somit im lokalen Kon-
vergenzbereich des vereinfachten Newton-Verfahrens liegen. Die grundsa¨tzliche Problem-
stellung ist hier also nicht, u¨berhaupt eine Lo¨sung zu finden (wie das zum Beispiel bei
der Berechnung von konsistenten Anfangswerten der Fall ist), sondern den Lo¨sungspunkt
in jedem Integrationsschritt mit mo¨glichst wenig Aufwand zu berechnen. Der Aufwand
liegt zum einen in der Berechnung und der Zerlegung der Jacobi-Matrix, aber auch im
Lo¨sen des linearen Gleichungssystems (2.13) mit bereits zerlegter Jacobi-Matrix J . Um
den Aufwand des letzten Teils relativ gering zu halten, soll die Konvergenzrate so gut sein,
daß man nach maximal drei Newton-Iterationen den Lo¨sungspunkt x∗ mit der geforderten
Genauigkeit erreicht hat.
Nach zwei Iterationen erhalten wir eine Scha¨tzung fu¨r die Konvergenzrate
δ0 ≈ ‖∆x
1‖
‖∆x0‖ .
Ist δ0 < δmax, δmax < 1, zum Beispiel δmax = 0.3
1, so wird noch eine weitere Iteration
durchgefu¨hrt. Ansonsten muß zuna¨chst die schlechte Konvergenz behoben werden. Diese
kann unterschiedliche Ursachen haben:
1. eine große A¨nderung der Koeffizienten αi des BDF-Verfahrens oder eine große A¨nde-
rung der Schrittweite h;
2. eine große A¨nderung der Eintra¨ge in den Matrizen ∂f
∂x
, ∂A
∂x
oder ∂g
∂x
;
3. der Startwert x0 = xP fu¨r das Newton-Verfahren ist zu schlecht.
In den ersten beiden Fa¨llen ist der Wert κ zu groß, das heißt die Na¨herungsinverse J˜−1
ist keine gute Approximation von J−1 mehr. Im letzten Fall ist ω zu groß, der Startwert
liegt nicht im lokalen Konvergenzbereich des Newton-Verfahrens. Der BDF-Schritt muß
mit verku¨rzter Schrittweite wiederholt werden.
1Der Wert δmax = 0.3 ergibt sich aus Formel (2.16) und wenn wir davon ausgehen, daß die Newton-
Schritte eine Verbesserung um mindestens den Faktor red (‖xm − x∗‖ ≤ red ‖x0 − x∗‖, red = 1/12)
erreichen sollten. Von Schwerin hat in seiner Arbeit [vS97] eine allgemeine Tabelle aufgestellt fu¨r den
Faktor δmax in Abha¨ngigkeit von der Anzahl der Iterationen m im Newton-Verfahren und dem Faktor
red.
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Im folgenden wird ein Algorithmus dargestellt, der nacheinander die schlechte Konvergenz
beziehungsweise Divergenz u¨berpru¨ft und behebt:
1. Solange δ0 < δmax, wird die Zerlegung von J˜ aus dem vorherigen Schritt u¨bernom-
men.
2. Falls die Konvergenzrate zu schlecht ist, wird J˜ neu berechnet mit aktuellen BDF-
Koeffizienten und aktueller Schrittweite aber eingefrorenen Matrizen ∂f
∂x
, ∂A
∂x
und
∂g
∂x
.
3. Ist die Konvergenzrate immer noch zu schlecht, so werden die Matrizen ∂f
∂x
und ∂g
∂x
und die Richtungsableitung ∂A
∂x
v, v = α0yn+1 +h c, neu berechnet und J neu zerlegt.
4. Falls trotz allem innerhalb von drei Schritten keine Konvergenz erzielt werden konnte
oder die Konvergenzrate nach zwei Schritten zu schlecht ist, so wird der Schritt mit
verkleinerter Schrittweite wiederholt.
Bemerkung 2.3.1 (Monitor-Strategie)
In den meisten Codes wird der 2. Schritt ausgelassen und bei schlechten Konvergenzraten
sofort die komplette Jacobi-Matrix J neu berechnet und zerlegt. Falls die Auswertung der
Ableitungen der Modellfunktionen aufwendiger ist als die Zerlegung von J , so ist obige
Strategie sehr effizient. Erfahrungen haben gezeigt, daß diese Strategie etwa ein Drittel
bis die Ha¨lfte an Auswertungen der Matrizen ∂f
∂x
, ∂A
∂x
und ∂g
∂x
einspart.
2.3.2 Fehlerscha¨tzung
Scha¨tzung des globalen Fehlers
Es bezeichne y(tn+1) und z(tn+1) die wahre Lo¨sung der DAE zum Zeitpunkt tn+1, yn+1 und
zn+1 die vom BDF-Verfahren berechnete Lo¨sung zum Zeitpunkt tn+1. Der globale Fehler
ist definiert durch die Differenz zwischen der approximierten Lo¨sung und der wahren
Lo¨sung:
eyn+1 = yn+1 − y(tn+1), ezn+1 = zn+1 − z(tn+1) .
Betrachte die nichtlineare DAE zum Zeitpunkt tn+1
A(tn+1, yn+1, zn+1) y˙(tn+1) = f(tn+1, yn+1, zn+1)
0 = g(tn+1, yn+1, zn+1) .
Bezeichne ρyn+1 das Korrektorpolynom im Punkt tn+1, das die Ableitung h · y˙(tn+1)
approximiert
y˙(tn+1) ≈ −1
h
k∑
i=0
αiyn+1−i =: −ρyn+1
h
, (2.17)
so erha¨lt man(
A(tn+1, yn+1, zn+1) · ρyn+1h + f(tn+1, yn+1, zn+1)
g(tn+1, yn+1, zn+1)
)
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=
(
A(tn+1, y(tn+1) + e
y
n+1, z(tn+1) + e
z
n+1) · ρ(y(tn+1)+e
y
n+1)
h
)
+
(
f(tn+1, y(tn+1) + e
y
n+1, z(tn+1) + e
z
n+1)
g(tn+1, y(tn+1) + e
y
n+1, z(tn+1) + e
z
n+1)
)
=
(
A(tn+1, y(tn+1) + e
y
n+1, z(tn+1) + e
z
n+1) ·
(
−y˙(tn+1) + τn+1(y) + ρe
y
n+1
h
)
0
)
+
(
f(tn+1, y(tn+1) + e
y
n+1, z(tn+1) + e
z
n+1)
g(tn+1, y(tn+1) + e
y
n+1, z(tn+1) + e
z
n+1)
)
=
( −A(tn+1, y(tn+1), z(tn+1)) · y˙(tn+1) + f(tn+1, y(tn+1), z(tn+1))
g(tn+1, y(tn+1), z(tn+1))
)
︸ ︷︷ ︸
=0
+
(
A ·
(
τn+1(y) +
ρeyn+1
h
)
+
(
Ay
ρyn+1
h
+ fy
)
eyn+1 +
(
Az
ρyn+1
h
+ fz
)
ezn+1
gy e
y
n+1 + gz e
z
n+1
)
+
{
Terme ho¨herer Ordnung in eyn+1, e
z
n+1 und τn+1
}
Funktionen ohne Argument bezeichnen dabei die Auswertung der Funktion an der
Stelle (tn+1, y(tn+1), z(tn+1)). Die Lo¨sung xn+1 = (yn+1, zn+1) von (2.12) wird mit einem
Newton-Verfahren berechnet. Durch den vorzeitigen Abbruch des Newton-Verfahrens
entsteht ein weiterer Fehler im Verfahren. Wir bezeichnen im folgenden mit δ = (δT1 , δ
T
2 )
T
den Fehler durch den vorzeitigen Abbruch im Newton-Verfahren zusammen mit den
Fehlertermen ho¨herer Ordnung in eyn+1, e
z
n+1 und τn+1.
Damit erhalten wir(
A ·
(
τn+1 +
ρeyn+1
h
)
+
(
Ay
ρyn+1
h
+ fy
)
eyn+1 +
(
Az
ρyn+1
h
+ fz
)
ezn+1
gy e
y
n+1 + gz e
z
n+1
)
=
(
δ1
δ2
)
.
Es ergibt sich folgende Approximation fu¨r den globalen Fehler:(
α0A+ Ay ρyn+1 + h fy Az ρyn+1 + h fz
gy gz
)(
eyn+1
ezn+1
)
=
(
h δ1 − A (h τn+1 − h c(ey))
δ2
)
(2.18)
Scha¨tzung des lokalen Fehlers
Im folgenden beschreiben wir eine Fehlerscha¨tzung und darauf aufbauend eine geeignete
Schrittweitensteuerung, basierend auf den obigen Gro¨ßen.
Da der globale Fehler nicht direkt berechnet werden kann (c(ey), δ1 und δ2 ko¨nnen nicht
exakt berechnet werden), basiert die Fehlerkontrolle auf Scha¨tzungen des lokalen Fehlers.
Im folgenden leiten wir eine Scha¨tzung des lokalen Fehlers, basierend auf dem lokalen
Diskretisierungsfehler τn+1 des Verfahrens, her (a¨hnliche Scha¨tzungen des lokalen Fehlers
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finden sich zum Beispiel auch bei Gear [Gea71], Lo¨tstedt und Petzold [LP86, PL86] und
Eich [Eic92]).
Der lokale Diskretisierungsfehler eines Verfahrens ist definiert durch die Differenz zwischen
der exakten Lo¨sung und dem Wert, der sich daraus ergibt, daß die exakte Lo¨sung der
Differentialgleichung in das Diskretisierungsschema – hier die BDF-Formeln – eingesetzt
wird. Fu¨r ein BDF-Verfahren der Ordnung k ist der lokale Diskretisierungsfehler im Schritt
n + 1 also gegeben durch
τn+1 = x˙(tn+1)− x˙n+1
= x˙(tn+1) +
ρx(tn+1)
h
= x˙(tn+1)− γk+1(n+ 1) x(tn+1) +
k∑
j=1
1
ψj(n+ 1)
δ˜j(n+ 1)
= x˙(tn+1)− γk+1(n+ 1) x(tn+1) +
k∑
j=1
1
ψj(n+ 1)
j∑
i=1
Φ˜∗i (n)
= x˙(tn+1)− γk+1(n+ 1) x(tn+1) +
k∑
j=1
k∑
i=j
1
ψi(n+ 1)
Φ˜∗j(n)
= x˙(tn+1)− γk+1(n+ 1) x(tn+1) +
k∑
j=1
(
j−1∑
i=1
1
ψi(n+ 1)
−
k∑
i=1
1
ψi(n+ 1)
)
Φ˜∗j(n)
= x˙(tn+1)− γk+1(n+ 1) x(tn+1) +
k+1∑
j=1
(γj(n+ 1)− γk+1(n + 1)) Φ˜∗j(n)
= x˙(tn+1)− γk+1(n+ 1) x(tn+1) +
k+1∑
j=1
γj(n+ 1)Φ˜
∗
j(n)− γk+1(n + 1)
k+1∑
j=1
Φ˜∗j(n)
= x˙(tn+1)− γk+1(n+ 1)x(tn+1) + ˙˜P Pn+1(tn+1)− γk+1(n + 1)P˜ Pn+1(tn+1)
= x˙(tn+1)− ˙˜P Pn+1(tn+1)− γk+1(n+ 1) (x(tn+1)− P˜ Pn+1(tn+1)) .
Dabei bezeichnen die Tilde-Terme Φ˜∗j(n) und P˜
P
n+1 die modifizierten dividierten Differen-
zen beziehungsweise das Pra¨diktorpolynom, die die exakte Lo¨sung x(t) an den Stellen
tn−k, . . . , tn, tn+1 interpolieren beziehungsweise extrapolieren.
Mit
x(t)− P˜ Pn+1(t) = pk+1(t)∇k+1[x(t), x(tn), . . . , x(tn−k)]
und
∇1[x(t), x(t)] := lim
tˆ→t
x(tˆ)− x(t)
tˆ− t = x˙(t)
erhalten wir fu¨r die Ableitung
x˙(t)− ˙˜P Pn+1(t) = p˙k+1(t)∇k+1[x(t), x(tn), . . . , x(tn−k)]
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+pk+1(t)
d
dt
∇k+1[x(t), x(tn), . . . , x(tn−k)]
= p˙k+1(t)∇k+1[x(t), x(tn), . . . , x(tn−k)]
+pk+1(t)∇k+2[x(t), x(t), x(tn), . . . , x(tn−k)] .
Der lokale Diskretisierungsfehler ergibt sich somit als:
τn+1 =x˙(tn+1)− ˙˜P Pn+1(tn+1)− γk+1(n+ 1) (x(tn+1)− P˜ Pn+1(tn+1))
=p˙k+1(tn+1)∇k+1[x(tn+1), x(tn), . . . , x(tn−k)]
+ pk+1(tn+1)∇k+2[x(tn+1), x(tn+1), x(tn), . . . , x(tn−k)]
− γk+1(n+ 1)pk+1(tn+1)∇k+1[x(tn+1), x(tn), . . . , x(tn−k)]
=γk+2(n+ 1) · ψ1(n+ 1) · . . . · ψk+1(n+ 1) · ∇k+1[x(tn+1), x(tn), . . . , x(tn−k)]
+ ψ1(n+ 1) · . . . · ψk+1(n + 1) · ∇k+2[x(tn+1), x(tn+1), x(tn), . . . , x(tn−k)]
− γk+1(n+ 1) · ψ1(n+ 1) · . . . · ψk+1(n + 1) · ∇k+1[x(tn+1), x(tn), . . . , x(tn−k)]
=
1
ψk+1(n+ 1)
· ψ1(n+ 1) · . . . · ψk+1(n + 1) · ∇k+1[x(tn+1), x(tn), . . . , x(tn−k)]
+ ψ1(n+ 1) · . . . · ψk+1(n + 1) · ∇k+2[x(tn+1), x(tn+1), x(tn), . . . , x(tn−k)]
=
1
ψk+1(n+ 1)
· Φ˜k+2(n+ 1)
+ ψ1(n+ 1) · . . . · ψk+1(n + 1) · ∇k+2[x(tn+1), x(tn+1), x(tn), . . . , x(tn−k)].
(2.19)
Der globale Fehler setzt sich zusammen aus dem lokalen Diskretisierungsfehler des BDF-
Verfahrens und aus dem Fehler, der daraus entsteht, daß nur eine gena¨herte Lo¨sung in-
terpoliert wird. Der erste Fehler ist dabei in der Regel der Hauptanteil.
Wir gehen davon aus, daß die zuru¨ckliegenden Werte mit hinreichender Genauigkeit be-
rechnet wurden. Fu¨r Beispiele der Form y˙ = −a y, a > 0, kann der zweite Fehleranteil fu¨r
BDF-Verfahren bis Ordnung 6 aufgrund der Stabilita¨t und Konvergenz nicht akkumulie-
ren.
Die Fehlerkontrolle in DAESOL basiert somit auf Scha¨tzungen des lokalen Fehlers. Da-
bei wird das nichta¨quidistante Gitter auch fu¨r die Fehlerscha¨tzung und Ordnungs- und
Schrittweitensteuerung beru¨cksichtigt. Bezeichne eyτn+1 und e
z
τn+1
eine Approximation des
lokalen Fehlers basierend auf dem lokalen Diskretisierungsfehler des BDF-Verfahrens. Glei-
chung (2.18) ergibt sich somit zu(
α0A + Ay ρyn+1 + h fy Az ρyn+1 + h fz
gy gz
)
·
(
eyτn+1
ezτn+1
)
=
( −hA τ yn+1
0
)
(2.20)
Da es sehr aufwendig ist, den lokalen Fehler und eine neue Schrittweite aus obiger Formel
zu berechnen, wa¨hlen wir eine vereinfachte Fehlerformel:
Ek(n + 1) = hn+1 · ‖τn+1‖
.
= hn+1 · ψ1(n+ 1) · . . . · ψk(n+ 1) · ‖∇k+1xn+1‖ .
(2.21)
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Nach jedem Schritt testen wir diese Fehlerformel. Falls der gescha¨tzte Fehler Ek(n + 1)
kleiner ist als eine bestimmte Toleranz TOL, wobei TOL die vom Benutzer vorgegebene
relative Genauigkeit ist, so wird der aktuelle Schritt akzeptiert, ansonsten wird der Schritt
zuru¨ckgewiesen und die Schrittweite reduziert. Die Schrittweitenreduktion nach einem
zuru¨ckgewiesenen Schritt wird genauer am Ende dieses Kapitels beschrieben.
2.3.3 Schrittweiten- und Ordnungssteuerung
Zur Berechnung einer neuen Schrittweite und Ordnung fu¨r den na¨chsten Schritt u¨bertra-
gen wir die Fehlerformeln aus Schritt n + 1 auf Schritt n + 2 und leiten eine Scha¨tzung
fu¨r den Fehler im na¨chsten Schritt her, der nur auf Werten beruht, die im Schritt n + 1
bekannt sind.
Mit Formel (2.19) als Scha¨tzung fu¨r den lokalen Diskretisierungsfehler im Schritt n + 1
erhalten wir fu¨r den akkumulierten Fehler im Schritt n+ 2
τn+2 = ψ1(n + 2) · . . . · ψk(n+ 2) · ∇k+1[x(tn+2), x(tn+1), . . . , x(tn+1−k)]
+ψ1(n + 2) · . . . · ψk+1(n+ 2) · ∇k+2[x(tn+2), x(tn+2), x(tn+1), . . . , x(tn+1−k)]
= ψ1(n + 2) · . . . · ψk(n+ 2) ·
(
∇k+1[x(tn+2), x(tn+1), . . . , x(tn+1−k)]
+ψk+1(n+ 2) · ∇k+2[x(tn+2), x(tn+2), x(tn+1), . . . , x(tn+1−k)]
)
= ψ1(n + 2) · . . . · ψk(n+ 2) ·(
∇k+1[x(tn+1), x(tn), . . . , x(tn−k)] + ψk+2(n+ 2) · ∇k+2[x(tn+2), . . . , x(tn−k)]
+ψk+1(n+ 2) · ∇k+2[x(tn+2), . . . , x(tn−k)]
+ψk+1(n+ 2) · ψk+2(n+ 2) · ∇k+3[x(tn+2), x(tn+2), x(tn+1), . . . , x(tn−k)]
)
= ψ1(n + 2) · . . . · ψk(n+ 2) ·
(
∇k+1[x(tn+1), x(tn), . . . , x(tn−k)]
+(ψk+1(n+ 2) + ψk+2(n+ 2)) · ∇k+2[x(tn+1), . . . , x(tn−k−1)]
+(ψk+1(n+ 2) + ψk+2(n+ 2)) · ψk+3(n + 2) · ∇k+3[x(tn+2), . . . , x(tn−k−1)]
+ψk+1(n+ 2) · ψk+2(n+ 2) · ∇k+3[x(tn+2), x(tn+2), x(tn+1), . . . , x(tn−k)]
)
.
= ψ1(n + 2) · . . . · ψk(n+ 2) ·
(
∇k+1[x(tn+1), x(tn), . . . , x(tn−k)]
+(ψk+1(n+ 2) + ψk+2(n+ 2)) · ∇k+2[x(tn+1), . . . , x(tn−k−1)]
)
.
Fu¨r den lokalen Fehler wa¨hlen wir eine Scha¨tzung analog zu (2.21):
Ek(n+ 2) = hn+2 · ‖τn+2‖
=˙ hn+2 · ψ1(n + 2) · . . . · ψk(n+ 2) · ‖∇k+1xn+1‖ (2.22)
=: h2n+2 · q(hn+2) · ‖∇k+1xn+1‖
mit
q(hn+2) = (hn+2 + ψ1(n + 1)) · . . . · (hn+2 + ψk−1(n + 1)) .
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Die Schrittweite sollte so gewa¨hlt werden, daß im na¨chsten Schritt
Ek(n + 2) ≤ TOL
gilt. Da aus Fehlerformel (2.22) nicht einfach eine neue Schrittweite zu berechnen ist,
leiten wir zuna¨chst eine vereinfachte Fehlerformel her:
Die analoge Formel zu (2.21) auf a¨quidistantem Gitter ist
Eˆk(n+ 2) := k! h
k+1‖∇k+1xn+1‖ .
Mit Eˆk(n+ 2) ≤ T̂OL erha¨lt man eine erste Scha¨tzung fu¨r die neue Schrittweite
hˆ =
k+1
√
T̂OL
k! ‖∇k+1xn+1‖ , (2.23)
die sogenannte maximale gleichma¨ßige Schrittweite, siehe Bleser [Ble86].
Um eine neue Schrittweite und Ordnung fu¨r den na¨chsten Schritt zu bestimmen, wird diese
Formel fu¨r verschiedene Ordnungen k′ = k − 1, k, k + 1 mit T̂OL < TOL, z. B. T̂OL =
1
2
·TOL ausgewertet. Wir verringern oder erho¨hen die Ordnung um 1, falls die berechnete
Schrittweite fu¨r die zugeho¨rige Ordnung sich signifikant gegenu¨ber der Ordnung im letzten
Schritt gea¨ndert hat. Ansonsten wird die aktuelle Ordnung beibehalten.
Fehlerformel (2.23) scheint allerdings ungeeignet fu¨r die Berechnung im Fall variabler
Schrittweiten. Zum einen basiert die Fehlerformel auf variablem Gitter (Faktor∇k+1xn+1),
zum anderen wird die Schrittweite als konstant angenommen ( (k + 1)-te Wurzel).
Wir betrachten hˆ als eine erste Na¨herung fu¨r die neue Schrittweite und testen, ob sie auch
die genauere Fehlerformel (2.22) auf nichta¨quidistantem Gitter erfu¨llt:
Ek(n+ 2) = h
2 q(h) ‖∇k+1xn+1‖ ≤ TOL. (2.24)
Falls obige Ungleichung erfu¨llt ist, so wird die Schrittweite akzeptiert, ansonsten wird sie
mit Hilfe von Fehlerformel (2.24) reduziert:
h2 =
1
q(h∗)
· TOL‖∇k+1xn+1‖ . (2.25)
Dabei bezeichne h∗ die zuvor gewa¨hlte Schrittweite.
Bemerkung 2.3.2 (Schrittweiten- und Ordnungssteuerung)
Shampine und Bogacki [SB89] haben gezeigt, daß eine Schrittweitensteuerung basierend
auf Approximationen auf a¨quidistantem Gitter bei der Berechnung einer Schrittweite fu¨r
den na¨chsten Schritt zu pessimistisch ist, wenn eine Vergro¨ßerung der Schrittweite ange-
strebt wird, andererseits bei Schrittzuru¨ckweisungen die Verkleinerung oft zu optimistisch
gewa¨hlt wird. Die in DAESOL verwendeten Schrittweitenscha¨tzungen gehen zuna¨chst von
Formeln auf a¨quidistantem Gitter aus, der sogenannten maximalen gleichma¨ßigen Schritt-
weite, siehe Bleser [Ble86]. Sie werden aber im Anschluß mit Hilfe der Formeln auf va-
riablem Gitter korrigiert. Gleichzeitig wird zugelassen, daß sich die Schrittweite in jedem
Schritt a¨ndern kann.
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Auch die Ordnung wird relativ schnell hochgeschaltet. Dabei wird das von Gear und
Watanabe [GW74] aus Stabilita¨tsgru¨nden geforderte Festhalten der Ordnung fu¨r ein bis
drei Schritte (abha¨ngig von der aktuellen Ordnung) bei einer Erho¨hung der Ordnung um
eins in der Praxis immer eingehalten.
Bleser [Ble86] hat fu¨r die Beispiele aus STIFF DETEST, einer Beispielsammlung von
steifen gewo¨hnlichen Differentialgleichungssystemen von Enright et al. [EHL75], gezeigt,
daß eine Schrittweiten- und Ordnungssteuerung, die auf den Formeln auf nichta¨quidi-
stantem Gitter beruht, zu einem schnelleren Hochschalten der Ordnung und zu weniger
zuru¨ckgewiesenen Schritten fu¨hrt als bei konventionellen Scha¨tzungen.
Bemerkung 2.3.3 (Schrittweitensteuerung und Monitor-Strategie)
In vielen Codes wird die Schrittweite u¨ber mehrere Schritte hinweg konstant gehalten, teil-
weise auch, um eine neue Auswertung und Zerlegung der Iterationsmatrix J zu vermeiden.
Falls die Schrittweite dann vera¨ndert wird, so meist relativ stark, was allerdings leicht zu
Stabilita¨tsproblemen fu¨hren kann. Zum anderen kann es leicht vorkommen, daß die Itera-
tionsmatrix J˜ im Newton-Verfahren, die auch explizit von der Schrittweite abha¨ngt, nach
großen Schrittweitena¨nderungen keine gute Na¨herung mehr fu¨r J ist. Die Konvergenzraten
im Newton-Verfahren werden schlecht und die Iterationsmatrix muß mit aktueller Schritt-
weite neu zerlegt werden. Da in den meisten Codes der 2. Schritt aus der Monitor-Strategie
fehlt, erfordert dies gleichzeitig eine Auswertung der Ableitungen der Modellfunktionen.
Die oben beschriebene Schrittweitensteuerung fu¨hrt auf eine gleichma¨ßige A¨nderung
der Schrittweiten. Wenn sich die Schrittweite nach einigen Schritten zu sehr gea¨ndert
hat, so wird zuna¨chst nur die Iterationsmatrix J mit aktueller Schrittweite und BDF-
Koeffizienten neu zerlegt.
Schrittweitensteuerung nach Schrittzuru¨ckweisungen
Schrittzuru¨ckweisungen ko¨nnen aus zwei Gru¨nden auftreten:
• zum einen, weil der gescha¨tzte Fehler zu groß ist
• und zum anderen, weil das Newton-Verfahren nicht innerhalb von drei Schritten
konvergiert hat.
Hat das Newton-Verfahren konvergiert, aber der gescha¨tzte Fehler ist zu groß, so berech-
nen wir eine neue Schrittweite aus Fehlerformel (2.21)
h
(neu)
n+1 =
h
(alt)
n+1 · TOL′
Ek(n+ 1)
, (2.26)
mit TOL′ = cred · TOL, cred ≤ 1. Diese Formel beruht wiederum auf Approximationen
basierend auf dem variablen Gitter.
Falls das Newton-Verfahren nicht konvergiert hat, so ist ‖∆x0‖ eine Approximation fu¨r
‖xCn+1 − xPn+1‖ = ψ1(n+ 1) · . . . · ψk(n+ 1) · ‖∇k+1xn+1‖
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und wir erhalten eine Scha¨tzung fu¨r den lokalen Fehler mit
‖Ek‖ = h
ψk+1(n + 1)
· ‖∆x(0)‖ . (2.27)
Die Schrittweite sollte so weit verkleinert werden, daß das Newton-Verfahren innerhalb
von zwei Schritten konvergiert (zur Sicherheit wird, falls no¨tig, noch eine weitere Iteration
erlaubt).
Das heißt fu¨r die Konvergenzrate
δ
(neu)
0
!≤ 1
4
.
Da die oben dargestellten Schritte 1. - 4. der Monitor-Strategie nacheinander ausgefu¨hrt
wurden, wurde die Zerlegung von J˜ mit aktuellen Matrizen ∂f
∂x
, ∂A
∂x
und ∂g
∂x
, aktuellen
BDF-Koeffizienten und aktueller Schrittweite durchgefu¨hrt. Die Gro¨ße κ in Fromel (2.15)
ist dann gleich Null und wir erhalten
δ0 =
ω0
2
‖∆x0‖ .
Mit
δ
(neu)
0 =
ω0
2
‖∆x0(neu)‖
!≤ 1
4
haben wir somit
‖∆x0(neu)‖ ≤
‖∆x0‖
4 · δ0 .
Die Fehlerformel aus (2.21) fu¨r die neue Schrittweite sollte dann Ek(n + 1) ≤ T̂OL an
Stelle von Ek(n+ 1) ≤ TOL erfu¨llen mit verscha¨rfter Toleranz
T̂OL =
h
ψk+1(n+ 1)
· ‖∆x
0‖
4 · δ0 .
Wir erhalten eine neue Schrittweite h
(neu)
n+1 aus Formel (2.26) mit T̂OL an Stelle von TOL
′.
2.3.4 Skalierung
Bei der Fehlerscha¨tzung und der Schrittweiten- und Ordnungssteuerung tritt immer wie-
der die Norm ‖ · ‖ auf. Da die Komponenten der Lo¨sung oft von ganz unterschiedlicher
Gro¨ßenordnung sind, verwenden wir hierfu¨r eine gewichtete Norm an Stelle einer l2-Norm
‖x‖2
‖xn+1‖ = 1
nx
√√√√ nx∑
i=1
(
xn+1,i
xscaln+1,i
)2
.
xn+1,i beschreibt dabei die i-te Komponente der approximierten Lo¨sungstrajektorie im
Schritt n+ 1 und xscaln+1,i den zugeho¨rigen Skalierungsfaktor.
In DAESOL kann der Benutzer unter den folgenden beiden Skalierungen wa¨hlen:
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a) Skalierung wie sie in den meisten Integratoren verwendet wird (siehe etwa Brenan
et al. [BCP96]):
xscaln+1,i = |xn+1,i|+ ATOLi/TOL, i = 1, . . . , nx (2.28)
b) Skalierung, die zusa¨tzlich die Gro¨ßenordnung der Komponenten zu fru¨heren Zeit-
punkten beru¨cksichtigt:
xscaln+1,i = max(|xn+1,i|, xscaln,i, ATOLi), i = 1, . . . , nx (2.29)
mit xscal0,i = 0, TOL die relative und ATOL die absolute Genauigkeit, die vom Benutzer
vorgegeben werden.
Der Parameter ATOL kann dabei als skalare Gro¨ße gewa¨hlt werden (ATOLi =
ATOL1, i = 2, . . . , nx) oder als Vektor (ATOL ∈ IRnx). Letzteres ist dann sinnvoll,
wenn die Lo¨sungskomponenten sehr unterschiedlich groß sind. Im Fall a) hat ATOL die
Bedeutung des absoluten Fehlers. Die Gro¨ße (− log10(TOL)) gibt die Anzahl an signifi-
kanten Stellen fu¨r die Lo¨sungstrajektorie an. Werte kleiner als ATOLi gehen nicht mehr
signifikant in die Lo¨sung ein. Im Modus b) hat die Variable ATOL die Bedeutung eines
Skalierungsfaktors. Sie beschreibt die Gro¨ßenordnung, fu¨r die wir noch die Genauigkeit
von (− log10(TOL)) Ziffern erhalten mo¨chten. Sind die Werte kleiner als ATOLi, so muß
die Komponente nur noch fu¨r die − log10(TOL) + log10(ATOLi) Ziffern genau berechnet
werden.
Im Fall b) ha¨ngt die aktuelle Skalierung von dem Wert aus dem vorherigen Schritt ab.
Die Idee ist, den maximalen Wert der einzelnen Komponenten in der Fehlerscha¨tzung mit
zu beru¨cksichtigen. In manchen Fa¨llen, wenn eine Komponente im Laufe der Integration
stark abfa¨llt, die kleinen Werte aber trotzdem signifikant in die Berechnungen eingehen,
ist der Skalierungsmodus a) zu empfehlen.
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Kapitel 3
Strategien in der Startphase
Bei der numerischen Integration von DAE-Systemen, insbesondere mit Mehrschrittver-
fahren, muß gerade der Startphase besondere Beachtung geschenkt werden. Bei DAE-
Systemen mu¨ssen die Anfangswerte konsistent sein (siehe auch Abschnitt 1.3). Sind die
algebraischen Gleichungen hochgradig nichtlinear, so ko¨nnen konsistente Anfangswerte
oft nicht mehr mit einem Newton-Verfahren berechnet werden. Im Programmpaket DAE-
SOL stehen zur konsistenten Initialisierung zwei Mo¨glichkeiten zur Verfu¨gung: Zum einen
ko¨nnen die konsistenten Anfangswerte mit einem Homotopie-Verfahren berechnet wer-
den. Der Homotopieweg kann dabei eine vorgegebene Standardhomotopie oder ein vom
Benutzer definierter, physikalisch fundierter Weg sein. Im Optimierungskontext ist eine
Relaxierung der algebraischen Gleichungen zu empfehlen. Diese garantiert Konsistenz bei
der Lo¨sung des Anfangswertproblems in jeder Iteration des Optimierungsproblems.
Ein weiteres Problem ist die Generierung von zuru¨ckliegenden Werten bei Mehrschrittver-
fahren. Dies kann entweder mit einem Einschrittverfahren ho¨herer Ordnung erfolgen oder
durch Starten des Mehrschrittverfahrens mit Ordnung 1 und anschließendem langsamem
Hochschalten der Ordnung. In letzterem Fall ist die Approximation bei niedriger Ordnung
weniger genau, weshalb in der Regel eine ku¨rzere Schrittweite im Vergleich zu ho¨heren
Ordnungen no¨tig ist.
Im folgenden beschreiben wir zuna¨chst ein Homotopie-Verfahren zur konsistenten Initia-
lisierung bei DAE-Systemen vom Index 1 wie es im Programmpaket DAESOL implemen-
tiert ist. Wie bei der Fehlerscha¨tzung und Schrittweitensteuerung fu¨r das BDF-Verfahren
in DAESOL beruht die Schrittweitensteuerung auf Fehlerformeln auf dem tatsa¨chlichen
nichta¨quidistanten Gitter; fu¨r die Lo¨sung der Lineare-Algebra-Teilprobleme wird eine
Monitor-Strategie a¨hnlich zu 2.3.1 angewendet.
Im Optimierungskontext ist eine Relaxierung der algebraischen Gleichungen sinnvoll, wie
sie im Anschluß dargestellt wird. Die dabei auftretenden Strukturen werden in DAESOL
ausgenutzt.
Zur Generierung von Startdaten wurde ein Runge-Kutta-Verfahren der Ordnung 4 im-
plementiert. Da auch 4 der 7 internen Stufen von der Ordnung 3 sind, reicht ein Schritt
43
44 Kapitel 3. Strategien in der Startphase
mit dem Einschrittverfahren aus, um alle no¨tigen zuru¨ckliegenden Werte fu¨r das BDF-
Verfahren zu generieren. Das implementierte Runge-Kutta-Verfahren ist ein SDIRK-
Verfahren, so daß fu¨r die Lo¨sung der Lineare-Algebra-Teilprobleme jeweils die gleiche zer-
legte Iterationsmatrix verwendet werden kann. Dabei wurde auch beru¨cksichtigt, daß diese
im Anschluß fu¨r das BDF-Verfahren wiederverwendet werden kann. Die Fehlerscha¨tzung
fu¨r das SDIRK-Verfahren ist genau auf diejenige des BDF-Verfahrens zugeschnitten.
3.1 Konsistente Initialisierung
Zur Lo¨sung eines Anfangswertproblems fu¨r eine DAE der Form
F (t, y, y˙) = 0, y(t0) = y0, y˙(t0) = y˙0,
mu¨ssen die Anfangswerte konsistent sein, d.h. F (t0, y0, y˙0) = 0 (siehe Abschnitt 1.3).
Wu¨rde man die Integration mit inkonsistenten Anfangswerten starten, so wu¨rde das Ver-
fahren (falls das Newton-Verfahren zur Lo¨sung der impliziten nichtlinearen Gleichungen
u¨berhaupt konvergiert) nach einem Schritt einen konsistenten Punkt, d.h. F (t1, y1, y˙1) = 0
berechnen. Probleme erga¨ben sich dann bei der Fehlerscha¨tzung, da der Fehler im An-
fangsschritt mit h0 → 0 in der Regel konstant ist oder zumindest nicht mit h0 → 0 gegen
0 geht, da er zusa¨tzlich den Abstand zwischen inkonsistentem und konsistentem Anfangs-
wert entha¨lt. Die Fehlerscha¨tzung wu¨rde auch bei Reduzierung der Schrittweite keinen
berechneten Wert akzeptieren.
Nachfolgend beschra¨nken wir uns wiederum auf DAEs vom Index 1 der Form (2.11). Hier-
bei sind die differentiellen Variablen y die freien Variablen. Die algebraischen Variablen z
ko¨nnen durch die algebraischen Gleichungen eindeutig bestimmt werden, da gz regula¨r ist
(Index 1-Bedingung). Um die konsistenten Anfangswerte fu¨r die algebraischen Variablen
zu bestimmen, muß man die Nullstelle von g(t0, y0, z) berechnen.
Ein Vollschritt-Newton-Verfahren zur Berechnung der Nullstelle von g(t0, y0, z) konver-
giert nur dann, wenn die Startwerte fu¨r z(t0) im lokalen Konvergenzbereich des Verfahrens
liegen. Fu¨r hochgradig nichtlineare Systeme kann der Konvergenzbereich des Vollschritt-
Newton-Verfahrens sehr klein sein. Manche Komponenten von z sind oft ga¨nzlich unbe-
kannt, da sie unter anderem keinen Messungen zuga¨nglich sind. Es ist dann schwierig oder
praktisch unmo¨glich, geeignete Startscha¨tzungen fu¨r die einzelnen Komponenten anzuge-
ben.
Zur Berechnung konsistenter Anfangswerte sind dann Verfahren mit Globalisierungsstra-
tegien no¨tig, wie etwa globalisierte Newton-Verfahren oder Homotopie-Verfahren.
Fu¨r das Programmpaket DAESOL wurde ein Homotopie-Verfahren entwickelt und imple-
mentiert, das konsistente Anfangswerte berechnet, falls die Lo¨sung mit einem Vollschritt-
Newton-Verfahren mit den gegebenen Startscha¨tzungen nicht gefunden werden kann.
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3.1.1 Homotopie-Verfahren
Zur Bestimmung der Nullstelle einer Funktion F : IRnz → IRnz wird das Nullstellenpro-
blem F (z) = 0 in eine Schar von Nullstellenproblemen H(z, α) = 0, H : IRnz× IR→ IRnz ,
eingebettet, etwa
H1(z, α) = F (z)− (1− α)F (z0) (3.1a)
oder H2(z, α) = αF (z) + (1− α)(z − z0) , (3.1b)
fu¨r die zum Zeitpunkt α = 0 die Nullstelle von H(z, α) leicht zu ermitteln ist (hier
z. B. Hi(z0, 0) = 0, i = 1, 2).
Bemerkung 3.1.1 (Homotopieweg)
Im Programmpaket DAESOL stehen dem Benutzer die beiden Standard-Homotopien
(3.1a) und (3.1b) zur Verfu¨gung. Bei vielen Anwendungen ist es allerdings sinnvoller
und eventuell sogar notwendig, eine Einbettung des Nullstellenproblems in einen phy-
sikalisch relevanten Homotopieweg vorzunehmen. Der Homotopieparameter α entspricht
dann oft einer physikalisch interpretierbaren Gro¨ße. Der Benutzer hat die Mo¨glichkeit,
einen solchen Homotopieweg selbst bereitzustellen.
Wir lo¨sen sukzessive eine Folge von Nullstellenproblemen
H(z, αn+1) = 0, 0 = α0 < α1 < · · · < αNH = 1 .
Die Lo¨sung von
H(zn+1, αn+1) = 0 (3.2)
berechnen wir mit einem vereinfachten Newton-Verfahren. Dabei sollten der Startwert
z
(0)
n+1 und αn+1 so gewa¨hlt werden, daß z
(0)
n+1 im lokalen Konvergenzbereich des Newton-
Verfahrens liegt. Als Startwert ko¨nnte man die Lo¨sung zn von H(zn, αn) = 0 verwenden.
Einen genaueren Startwert erha¨lt man, indem man ein Polynom durch bereits berechnete
Werte von z an fru¨heren Gitterpunkten legt und zum Zeitpunkt αn+1 auswertet. Das
Extrapolationspolynom durch die zuru¨ckliegenden Werte zn, . . . , zn−k kann analog zum
Pra¨diktorpolynom des BDF-Verfahrens mit Hilfe der modifizierten dividierten Differenzen
berechnet werden
Pn+1(αn+1) =
k∑
n=0
n∏
j=1
(αn+1 − αn+1−j)∇jzn.
Die Schrittweite hn+2 = αn+2 − αn+1 fu¨r den na¨chsten Schritt wird so gewa¨hlt, daß
der zugeho¨rige Startwert z
(0)
n+2 = Pn+2(αn+2) im lokalen Konvergenzbereich des Newton-
Verfahrens liegt.
Bezeichne zPn+2 = Pn+2(αn+2) den Pra¨diktor fu¨r z im Schritt n+2 und z(αn+2) die exakte
Lo¨sung, d.h. H(z(αn+2), αn+2) = 0.
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Der Fehler des Startwerts z
(0)
n+2 = z
P
n+2 ist von der Form
‖zPn+2 − z(αn+2)‖≈(αn+2 − αn+1) · . . . · (αn+2 − αn+1−k) · ‖∇k+1zn+2‖
=˙(αn+2 − αn+1) · . . . · (αn+2 − αn+1−k) =:W (αn+2)
· ‖∇k+1zn+1‖ =:η
η approximiert dabei die (k + 1)-te Ableitung von z
∇k+1zn+1 = ∇k+1zn+2 − (αn+2 − αn−k)∇k+2zn+2=˙∇k+1zn+2
und somit
η := ‖∇k+1zn+1‖ ≈ ‖∇k+1z(αn+2)‖ = ‖z
(k+1)(ξ)‖
(k + 1)!
, ξ ∈ [αn−k, . . . , αn+2].
Fu¨r die Lo¨sung des Nullstellenproblems (3.2) verwenden wir analog zur Lo¨sung der nicht-
linearen Gleichungssysteme im BDF-Verfahren eine Monitor-Strategie (siehe Abschnitt
2.3.1). Dabei soll die Schrittweite fu¨r den na¨chsten Schritt so gewa¨hlt werden, daß das
vereinfachte Newton-Verfahren innerhalb von zwei Iterationen als konvergent angesehen
werden kann, das heißt, daß der Fehler zwischen der zweiten Iterierten z2 und dem
Lo¨sungspunkt z∗ kleiner als eine vorgegebene Toleranz TOLHom ist. Zur Bestimmung
einer geeigneten Schrittweite fu¨r den Homotopie-Parameter α betrachten wir den lokalen
Kontraktionssatz fu¨r Homotopie-Verfahren (siehe Bock [Boc87] fu¨r Homotopie-Verfahren
bei Parameterscha¨tzproblemen), hier in etwas abgewandelter Form fu¨r ein vereinfachtes
Newton-Verfahren:
Satz 3.1.1 (Lokaler Kontraktionssatz fu¨r Homotopie-Verfahren)
Sei J = ∂H
∂z
die Jacobi-Matrix von H und J˜−1 bezeichne eine Na¨herungsinverse von J .
Fu¨r alle τ ∈ [0, 1] und alle m gibt es dann Werte ω und κ, so daß
‖J˜−1(J(zm)− J(zm − τ∆zm)) ·∆zm‖ ≤ ωmτ‖∆zm‖2, ωm ≤ ω <∞
‖J˜−1(F (zm)− J(zm)J˜−1F (zm))‖ ≤ κm‖∆zm‖, κm ≤ κ < 1
und fu¨r ein δ mit κ < δ < 1 sei
W (αn+2) ≤
√
γ2 + 4(δ − κ)− γ
ωη
, γ := κ+ 1. (3.3)
Dann gelten die folgenden Abscha¨tzungen
‖z0 − z∗‖ ≤
√
γ2 + 4(δ − κ)− γ
ω
‖∆z0‖ ≤ 2(δ − κ)
ω
und fu¨r die m-te Iterierte gilt die a priori Abscha¨tzung
‖zm − z∗‖ ≤ ‖∆z0‖ δ
m
1− δ . (3.4)
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Beweis: siehe Bock [Boc87].
Bemerkung 3.1.2
a) Falls z(α) als Funktion auf [0, 1] existiert und gleichma¨ßig stetig ist und ω(α) fu¨r alle
α ∈ [0, 1] beschra¨nkt ist (und gegebenenfalls κ(α) < κˆ < 1 falls die Na¨herungsinverse
J˜−1 ungleich der Inversen J−1 von H ist), dann existiert eine endliche Folge der αi,
so daß das Newton-Verfahren immer konvergiert.
(Beweis: Lokale Existenz von z(α) aus Satz u¨ber implizite Funktionen).
b) Das Verfahren kann zusammenbrechen, falls Hz fu¨r ein α ∈ [0, 1] singula¨r ist.
Betrachtet man den Kontraktionssatz fu¨r das vereinfachte Newton-Verfahren, so sieht
man, daß insbesondere
W (αn+2) = (αn+2 − αn+1) · . . . · (αn+2 − αn+1−k) ≤
√
γ2 + 4(δ − κ)− γ
ωη
(3.5)
zur Sicherung der Konvergenz des Verfahrens gelten muß. Wir beno¨tigen hierfu¨r Scha¨tzun-
gen fu¨r κ und ω:
κ ≈ ‖J˜
−1 · (H(z0) + J(z0)∆z0)‖
‖∆z0‖
ω ≈ 2 · ‖J˜
−1 · (H(z1)−H(z0)− J(z0)∆z0)‖
‖∆z0‖2 .
κ dient als ein Maß fu¨r die Gu¨te der Na¨herungsinversen J˜−1 und ω fu¨r die Nichtlinearita¨t
der Jacobi-Matrix J . ( 1
ω
beschreibt den Radius des Gebietes um z, in dem die Linearisie-
rung H(z˜) + J(z˜)(z − z˜) eine gute Na¨herung fu¨r H(z) ist.)
Um die Gro¨ßen κ and ω zu bestimmen, beno¨tigen wir zur Berechnung der Richtungsablei-
tung
J(z0)∆z0 = lim
→0
H(z0 +  ·∆z0)−H(z0)

nur eine zusa¨tzliche Auswertung von H, außerdem noch eine Auswertung des linearen
Gleichungssystems J˜ z = H(z0) + J(z0) ∆z0 mit zerlegter Matrix J˜ , jedoch keine
Berechnung oder Zerlegung von J beziehungsweise J˜ . Der Term J˜−1H(z1) ist gleich ∆z1
und wurde bereits im Newton-a¨hnlichen Verfahren berechnet.
Zur Bestimmung einer Schrittweite, die Ungleichung (3.5) erfu¨llt, mit
W (αn+2) = hn+2 · (hn+2 + αn+1 − αn) · . . . · (hn+2 + αn+1 − αn+1−k)
=: hn+2 + q(hn+2)
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beschra¨nken wir uns zuna¨chst wiederum auf Formeln auf a¨quidistantem Gitter
hk+1(k + 1)! ≤
√
γ2 + 4(δ − κ)− γ
ωη
.
Eine erste Scha¨tzung fu¨r die neue Schrittweite erhalten wir mit
h =
k′+1
√ √
γ2 + 4(δ − κ)− γ
(k + 1)!ω‖∇k+1zn+1‖ , k
′ = k − 1, k, k + 1.
Wir werten obige Formel fu¨r die aktuelle Ordnung k und eine Ordnung ho¨her beziehungs-
weise niedriger aus und wa¨hlen jene Ordnung aus, die die gro¨ßtmo¨gliche Schrittweite (ma-
ximale gleichma¨ßige Schrittweite, analog zur Schrittweitensteuerung im BDF-Verfahren)
liefert.
Damit erhalten wir eine erste Scha¨tzung fu¨r die neue Schrittweite. Wir pru¨fen, ob die so
erhaltene Schrittweite ebenso die Fehlerformel auf variablem Gitter erfu¨llt:
h · q(h) ≤
√
γ2 + 4(δ − κ)− γ
ω · ‖∇k+1zn+1‖ . (3.6)
Wenn ja, so wird die neue Schrittweite akzeptiert, andernfalls reduzieren wir die Schritt-
weite nach Formel (3.6)
h(new) =
√
γ2 + 4(δ − κ)− γ
ω · q(h) · ‖∇k+1zn+1‖ .
Um den Lineare-Algebra-Aufwand niedrig zu halten, soll das vereinfachte Newton-
Verfahren innerhalb von zwei Iterationen konvergieren. Das Inkrement in der zweiten
Newton-Iteration sollte also von der gleichen Gro¨ßenordnung sein wie eine vorgegebene
Fehlertoleranz TOLHom:
‖zPn+2 − z∗‖ = W (αn+2) · ‖∇k+1zn+1‖ ≤
TOLHom
δ2
,
δ beschreibt dabei eine maximal zugelassene Konvergenzrate des Newton-Verfahrens (hier
z. B. δ = 1/4). Somit muß die Schrittweite gleichzeitig
h ≤ TOLHom
δ2 q(h) ‖∇k+1zn+1‖
erfu¨llen, woraus insgesamt folgt
h ≤ M
q(h) ‖∇k+1zn+1‖
mit M = min
(√
γ2 + 4(δ − κ)− γ
ω
,
TOLHom
δ2
)
.
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3.1.2 Relaxierte Formulierung der algebraischen Gleichungen
Die numerische Lo¨sung von Optimierungsproblemen mit einem DAE-System als Neben-
bedingung erfordert in der Regel die mehrmalige Lo¨sung eines Anfangswertproblems der
Form (2.11) mit unterschiedlichen Anfangswerten und gegebenenfalls unterschiedlichen
Werten der Optimierungsvariablen. Wird das Optimierungsproblem mit einem Verfahren
vom Newton-Typ gelo¨st (zum Beispiel Gauß-Newton- oder SQP-Verfahren), so ist die
Konsistenzbedingung in der Regel nach jeder Newton-Iteration verletzt. Dies gilt insbe-
sondere dann, wenn die algebraischen Gleichungen von den zu optimierenden Variablen
abha¨ngen. Eine Relaxierung der algebraischen Gleichungen zur Lo¨sung des Anfangswert-
problems ist dann ratsam (siehe Bock et al. [BES88]). Dies fu¨hrt auf ein Anfangswertpro-
blem der Form
A(t, y, z) y˙ = f(t, y, z)
0 = g(t, y, z)− ϑ(t) g(t0, y0, z0),
y(t0) = y0, z(t0) = z0.
(3.7)
Die Funktion ϑ : IR → IR sei dabei stetig und hinreichend oft differenzierbar. Sie kann
entweder identisch 1 sein, was einer Integration auf einer anderen Niveauebene entspricht,
oder sie ist monoton fallend mit ϑ(t0) = 1 und ϑ(t) ≥ 0.
Die relaxierte Formulierung sichert konsistente Anfangswerte, auch wenn die Konsistenz-
bedingung fu¨r das urspru¨ngliche DAE-System verletzt ist.
Nimmt man die Konsistenzbedingungen
g(t0, x0) = 0 (3.8)
als zusa¨tzliche Gleichungsnebenbedingungen in das Optimierungsproblem auf, so ist die
Konsistenz des urspru¨nglichen DAE-Systems im Lo¨sungspunkt des Optimierungsproblems
garantiert.
Bemerkung 3.1.3 (Wahl der Relaxierung)
Leineweber [Lei99] hat fu¨r komplexe Optimierungsprobleme bei Destillationskolonnen ge-
zeigt, daß eine Funktion
ϑ(t) = exp
(
−θ
(
t− t0
tend − t0
))
(3.9)
mit θ ∈ [5, 10] fu¨r Optimierungsprobleme im Durchschnitt zu einer geringeren Anzahl
an Newton-Iterationen fu¨r das Optimierungsproblem und zu einer geringeren Anzahl an
zuru¨ckgewiesenen Schritten im BDF-Verfahren fu¨hrt als fu¨r Werte, die deutlich kleiner
oder gro¨ßer sind.
Bemerkung 3.1.4 (Alternative Berechnung konsistenter Anfangswerte)
Eine Alternative zur Berechnung konsistenter Anfangswerte ist, den Integrator mit f ≡
0 und einer relaxierten Formulierung der algebraischen Gleichungen der Form (3.7) zu
starten. Dies ist a¨quivalent zum Homotopiepfad H1 (3.1a) fu¨r
ϑ(t) = exp
(
−θ
(
t− t0
tend − t0
))
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θ ≥ 0 geeignet, und ϑ(t) = 1 − α, α der Homotopieparameter aus dem vorhergehenden
Abschnitt und falls ∂g
∂t
≡ 0.
Der Unterschied zwischen BDF- und Homotopie-Verfahren liegt in der unterschiedlichen
Schrittweitensteuerung. Die Schrittweite im BDF-Verfahren wird so gewa¨hlt, daß der ak-
tuelle Wert zn+1 an der Stelle tn+1 die Fehlerformel fu¨r den Korrektor erfu¨llt. Angewandt
auf den Homotopiepfad H wird dabei die Genauigkeit der Lo¨sung wa¨hrend des Homo-
topiewegs kontrolliert. In der Regel ist man aber nur an dem Punkt z mit H(z, 1) = 0
interessiert. Die Wahl der Schrittweite aufgrund der Konvergenzeigenschaften des Newton-
Verfahrens spielt bei der Berechnung einer neuen Schrittweite im BDF-Verfahren nur eine
untergeordnete Rolle. Im Homotopie-Verfahren wird die Schrittweite genau so gewa¨hlt,
daß das Newton-Verfahren in maximal zwei Schritten konvergiert. Dies wird im BDF-
Verfahren zur Bestimmung einer neuen Schrittweite nur dann beru¨cksichtigt, wenn der
Schritt bereits zuru¨ckgewiesen wurde, weil das Newton-Verfahren nicht konvergiert hat.
3.2 Runge-Kutta-Starter fu¨r BDF-Verfahren
Bei der Simulation von dynamischen Systemen mit Mehrschrittverfahren kann die Start-
phase einen erheblichen Teil an der Gesamtrechenzeit beno¨tigen. Die Integration beginnt
mit Ordnung 1 und kleinen Schritten. Innerhalb der na¨chsten Schritte wird die Ordnung
langsam hochgeschaltet. Die Schrittweite vergro¨ßert sich in der Regel allma¨hlich, bis das
Mehrschrittverfahren bei der fu¨r das Modell geeigneten Ordnung und Schrittweite ange-
langt ist. Dabei wird vermehrt Rechenzeit beno¨tigt, da zum einen zuna¨chst nur mit kleinen
Schritten gerechnet wird, zum anderen sich die Schrittweite im Laufe der Integration ver-
gro¨ßert und somit eine neue Zerlegung der Iterationsmatrix fu¨r das Newton-Verfahren
notwendig ist. Außerdem sind die berechneten Werte fu¨r niedrigere Ordnungen ungenau-
er. Abbildung 3.1 zeigt, daß der zu Beginn der Integration gemachte Fehler noch fu¨r eine
Weile den Gesamtfehler dominieren kann. Untersucht wurde hierfu¨r die Fehlerfortpflan-
zung fu¨r das folgende System von gewo¨hnlichen Differentialgleichungen:
y˙1 = −0.1 y1
y˙2 = y1 − 10 y2
y˙3 = 10 y1 − 200 y3
y˙4 = −50 y2 − 5 y3 − 5 y4
(3.10)
mit Anfangswerten yi(0) = 1, i = 1, . . . , 4. Fu¨r das System (3.10) ist die analytische
Lo¨sung bekannt. Wir lo¨sen das System mit Hilfe des BDF-Verfahrens DAESOL. Wir
starten mit Ordnung 1 und Schrittweite 0.0002 bei einer angestrebten Genauigkeit von
TOL = 0.0001. Fu¨r die Tests verwenden wir die im Integrator DAESOL adaptiv erzeugte
Ordnungs- und Schrittweitenfolge. Um die Fehlerfortpflanzung nicht durch das nicht-
a¨quidistante Gitter zu verfa¨lschen, wurde, nachdem das BDF-Verfahren die Ordnung 4
erreicht hatte, nach 3 weiteren Schritten die Schrittweite und Ordnung konstant gehalten.
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Abbildung 3.1: Schrittweiten- und Ordnungsfolge und Fehler fu¨r die Komponenten y3 und
y4 fu¨r Beispiel (3.10).
Die Differenz zwischen der in DAESOL approximierten und der wahren Lo¨sung
BDF = |yi,n+1 − yi(tn+1)|
gibt den globalen Fehler von Komponente i, i = 3, 4, in jedem Schritt an. Um die Fort-
pflanzung des Fehlers untersuchen zu ko¨nnen, berechnen wir zudem die Trajektorien
yji,n+1, fu¨r die wir fu¨r die zuru¨ckliegenden Werte y
j
i,n, . . . , y
j
i,n−k anstelle der vom BDF-
Verfahren approximierten Werte bis zur Ordnung k = j die Werte der wahren Lo¨sung
yi(tn), . . . , yi(tn−k) verwenden. Die Trajektorien BDFj, j = 1, . . . , 3, in Abbildung 3.1
geben den zugeho¨rigen Fehler an. Man sieht, daß der Fehler von BDF und BDF 1 noch
fu¨r eine Weile gro¨ßer ist als der Fehler fu¨r die Approximationen yji , j = 2, 3, bei denen
die zuru¨ckliegenden Werte bis Ordnung k = j durch exakte Werte ersetzt wurden.
Ein Neustart des BDF-Verfahrens ist meist nicht nur zu Beginn der Simulation no¨tig,
sondern auch nach Unstetigkeiten, die zum Beispiel in einer physikalischen A¨nderung
des Modells begru¨ndet liegen. Aber auch schon Unstetigkeiten aufgrund der Approxi-
mation von Steuerfunktionen durch stu¨ckweise definierte Polynome oder aufgrund der
Mehrzieldiskretisierung im Optimierungskontext (siehe zum Beispiel Abschnitt 4.1.1) er-
fordern den Neustart des Verfahrens zu Beginn jedes Diskretisierungsintervalls. Ein Ein-
schrittverfahren ho¨herer Ordnung, das
”
zuru¨ckliegende“ Werte ho¨herer Ordnung fu¨r das
BDF-Verfahren bereitstellt, la¨ßt somit eine große Einsparung an der Gesamtrechenzeit
erwarten.
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Die Idee, ein Runge-Kutta-Verfahren als Starter fu¨r ein Mehrschrittverfahren zu verwen-
den, findet sich zum ersten Mal bei Gear [Gea80]. Gear und – darauf aufbauend – Bran-
kin et al. [BGS88] benutzten ein explizites Runge-Kutta-Verfahren zur Generierung der
zuru¨ckliegenden Werte auch fu¨r die Integration von steifen Systemen. Ihre Begru¨ndung
ist, daß auch steife Systeme zu Beginn der Integration meist eine transiente Phase ha-
ben, so daß die Schrittweite mehr durch die Nichtlinearita¨t des Problems als durch die
Stabilita¨tseigenschaften begrenzt wird. Allerdings trifft dies nicht auf alle steifen Syste-
me zu, vor allem im Zusammenhang mit Neustarts aufgrund von Unstetigkeiten zum
Beispiel im Optimierungskontext. Wenn die Steifheit in der Startphase u¨berwiegt, muß
die Schrittweite – im Vergleich zum anschließenden impliziten Mehrschrittverfahren –
fu¨r das explizite Runge-Kutta-Verfahren sehr klein gewa¨hlt werden. Zudem arbeitet das
Mehrschrittverfahren sehr ineffizient, wenn die Schrittweite zu klein gewa¨hlt wurde, da
zuna¨chst viele Vergro¨ßerungen der Schrittweite no¨tig sind und diese wiederum durch die
Stabilita¨tsaussagen, wie in Abschnitt 2.1.3 beschrieben, begrenzt sind.
Von Schwerin und Bock [vSB95, vS97] haben ein explizites Runge-Kutta-Verfahren als
Starter fu¨r ein Adams-Verfahren zur numerischen Behandlung von nicht-steifen Systemen
in der Mechanik implementiert. Anders als bei Gear [Gea80] und Brankin et al. [BGS88]
sind bei von Schwerin und Bock einige der internen Stufen von ho¨herer Ordnung, so
daß ein Schritt des Runge-Kutta-Verfahrens ausreicht, um alle zuru¨ckliegenden Werte
bereitzustellen. Zudem ist die Fehlerscha¨tzung des Runge-Kutta-Verfahrens auf diejenige
des Adams-Verfahren zugeschnitten.
Im folgenden stellen wir ein implizites Runge-Kutta-Verfahren zur Generierung zuru¨cklie-
gender Werte ho¨herer Ordnung fu¨r das in Kapitel 2 erla¨uterte BDF-Verfahren vor. A¨hnlich
wie bei von Schwerin und Bock [vSB95, vS97] sind einige der internen Stufen von ho¨herer
Ordnung, so daß mit einem Schritt des Einschrittverfahrens alle zuru¨ckliegenden Werte fu¨r
einen Neustart des BDF-Verfahrens von der Ordnung 4 bereitgestellt werden ko¨nnen. Das
Runge-Kutta-Verfahren wurde zudem so konstruiert, daß die internen Stufen innerhalb
des Verfahrens, aber auch im Anschluß fu¨r das BDF-Verfahren, zur Lo¨sung der nichtli-
nearen impliziten Gleichungssysteme dieselbe Iterationsmatrix verwenden. Außerdem ist
die Fehlerscha¨tzung – a¨hnlich wie bei von Schwerin und Bock – auf das BDF-Verfahren
und die dortigen Fehlerformeln zugeschnitten.
3.2.1 Konstruktion des Runge-Kutta-Starters
Ein SDIRK-Verfahren (engl. singly diagonally implicit Runge-Kutta method) mit s inter-
nen Stufen zur Lo¨sung des Anfangswertproblems (2.11) fu¨r linear implizite Systeme vom
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Index 1 mit konsistenten Anfangswerten ist gegeben durch
A(tn + ci h, xn + h
i−1∑
j=1
aij kj + h γ ki) k
y
i = f(tn + ci h, xn + h
i−1∑
j=1
aij kj + h γ ki)
0 = g(tn + ci h, xn + h
i−1∑
j=1
aij kj + h γ ki)
xn+1 = xn + h
s∑
i=1
bi ki
mit ki =
(
(kyi )
T , (kzi )
T
)T
.
(3.11)
Allgemein la¨ßt sich das Verfahren schreiben als ein sogenanntes Butcher-Tableau, siehe
Tabelle 3.1.
γ γ
c2 a21 γ
...
...
. . .
cs as1 · · · as,s−1 γ
b1 · · · bs−1 bs
bˆ1 · · · bˆs−1 bˆs
Tabelle 3.1: Butcher-Tableau fu¨r ein SDIRK-Verfahren mit s internen Stufen
Fu¨r die Fehlerscha¨tzung verwenden wir ein eingebettetes Verfahren. Die Idee ist dabei, ne-
ben der Approximation xn+1 eine weitere Approximation xˆn+1 zu berechnen; die Differenz
ergibt eine Scha¨tzung des Fehlers fu¨r das weniger genaue Ergebnis. Normalerweise wird
die zusa¨tzliche Approximation u¨ber unterschiedliche Werte der bi erzeugt. In der Regel
ist die Ordnung der Approximation um eins ho¨her oder niedriger als das urspru¨ngliche
Verfahren.
Wendet man das Verfahren (3.11) auf das Anfangswertproblem
x˙ = λ x, x(t0) = x0,
an, so erha¨lt man x1 = R(h λ) x0 mit
R(z) = 1 + z bT (I − zA)−1 e
und bT = (b1, . . . , bs), A = (aij)si,j=1, e = (1, . . . , 1)T .
Definition 3.2.1 (Stabilita¨tsfunktion)
Die Funktion R(z) heißt Stabilita¨tsfunktion des impliziten Runge-Kutta-Verfahrens
(3.11).
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Konsistenz- und Konvergenzbedingungen
Konsistenzbedingungen fu¨r das Runge-Kutta-Verfahren erha¨lt man, indem man die Tay-
lorreihenentwicklung der exakten Lo¨sung mit derjenigen der approximierten Lo¨sung ver-
gleicht. Fu¨r ein Runge-Kutta-Verfahren der Ordnung 4 mit s internen Stufen ergeben sich
daraus folgende Bedingungen1:
Ordnung 1 :
s∑
i=1
bi = 1 (3.12a)
Ordnung 2 :
s∑
i=1
bi ci = 1/2 (3.12b)
Ordnung 3 :
s∑
i=1
bi c
2
i = 1/3 (3.12c)
s∑
i,j=1
bi aij cj = 1/6 (3.12d)
Ordnung 4 :
s∑
i=1
bi c
3
i = 1/4 (3.12e)
s∑
i,j=1
bi ci aij cj = 1/8 (3.12f)
s∑
i,j=1
bi aij c
2
j = 1/12 (3.12g)
s∑
i,j,k=1
bi aij ajk ck = 1/24 (3.12h)
Dabei wird vorausgesetzt, daß die internen Stufen konsistent sind, das heißt
Ordnung 1 :
s∑
j=1
aij = ci, i = 1, . . . , s. (3.13a)
Zudem sollen die internen Stufen 4− 7 des Verfahrens von der Ordnung 3 sein, wofu¨r die
zusa¨tzlichen Bedingungen erfu¨llt sein mu¨ssen:
Ordnung 2 :
s∑
j=1
aij cj =
c2i
2
, i = 4, . . . , 7, (3.13b)
Ordnung 3 :
s∑
j=1
aij c
2
j =
c3i
3
, i = 4, . . . , 7, (3.13c)
1Im Falle von SDIRK-Verfahren ist aii = γ, i = 1, . . . , s, und aij = 0 fu¨r j > i.
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s∑
j,k=1
aij ajk ck =
c3i
6
, i = 4, . . . , 7. (3.13d)
Satz 3.2.1 (Konvergenz von Runge-Kutta-Verfahren)
Sei das Anfangswertproblem (2.11) fu¨r eine DAE vom Index 1 gegeben und die An-
fangswerte seien konsistent. Wendet man auf das Anfangswertproblem ein Runge-Kutta-
Verfahren der Form (3.11) von der Ordnung p mit internen Stufen der Ordnung q und
regula¨rer Matrix A an, so gilt fu¨r den globalen Fehler der numerischen Lo¨sung
yn − y(tn) = O(hp), zn − z(tn) = O(hr), tn − t0 = n · h = const
mit
a) r = p fu¨r steif genaue Verfahren, das heißt asj = bj, j = 1, . . . , s,
b) r = min(p, q + 1), falls −1 ≤ R(∞) < 1,
c) r = min(p− 1, q), falls R(∞) = 1.
d) Falls |R(∞)| > 1 ist, so divergiert die numerische Lo¨sung.
Beweis: Siehe zum Beispiel Hairer und Wanner [HW96b].
Konstruktion des Verfahrens
Nach Satz 3.2.1 gibt es zwei grundsa¨tzliche Mo¨glichkeiten zur Konstruktion eines SDIRK-
Verfahrens der Ordnung 4 mit mindestens 4 internen Stufen der Ordnung 3:
a) Implementiere ein steif genaues Verfahren, das heißt
asj = bj, j = 1, . . . , s.
b) Oder implementiere ein Verfahren, fu¨r das fu¨r die Stabilita¨tsfunktion −1 ≤ R(∞) <
1 gilt und bei dem nur diejenigen bi ungleich Null sind, deren zugeho¨rige interne
Stufen i von der Ordnung p− 1, hier also 3, sind.
Geht man von insgesamt 7 internen Stufen aus, so fu¨hrt die erste Mo¨glichkeit zusam-
men mit den Ordnungsbedingungen allerdings auf ein u¨berbestimmtes System. Im Fall b)
ko¨nnen alle Bedingungen mit 7 internen Stufen erfu¨llt werden.
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Lo¨sen des nichtlinearen Gleichungssystems
Wendet man das SDIRK-Verfahren auf ein Anfangswertproblem fu¨r DAEs vom Index 1
der Form (2.11) an, so erfordert dies in jeder internen Stufe das Lo¨sen des nichtlinearen
Gleichungssystems
F (ki) =
(
F1(ki)
F2(ki)
)
=
(
A(tn + ci h, xn + h
∑i
j=1 aij kj) k
y
i − f(tn + ci h, xn + h
∑i
j=1 aij kj)
g(tn + ci h, xn + h
∑i
j=1 aij kj)
) (3.14)
Die Berechnung erfolgt wiederum mit einem vereinfachten Newton-Verfahren:
k
(m+1)
i = k
(m)
i + ∆k
(m)
i .
Die Iterierte ∆k
(m)
i lo¨st das lineare Gleichungssystem
JRK ·∆k(m)i = F (k(m)i )
mit gena¨herter Iterationsmatrix
JRK ≈ ∂F
∂ki
∣∣∣∣∣
k
(m)
i
=
(
A+ h γ Ay k
y
i − h γ fy h γ Az kyi − h γ fz
h γ gy h γ gz
) ∣∣∣∣∣
k
(m)
i
.
Durch die Wahl des SDIRK-Verfahrens wurde schon sichergestellt, daß innerhalb eines
Runge-Kutta-Schrittes in jeder Stufe fu¨r das vereinfachte Newton-Verfahren die gleiche
Iterationsmatrix verwendet werden kann. Jedoch soll die Berechnung und Zerlegung von
JRK auch im Anschluß fu¨r das BDF-Verfahren wiederverwendet werden ko¨nnen. Deshalb
skalieren wir die Zeilen von F um
Fˆ (ki) =
(
Fˆ1(ki)
Fˆ2(ki)
)
=
(
− hBDF
hRK ·γ
F1(ki)
− 1
hRK ·γ
F2(ki)
)
.
und lo¨sen das nichtlineare Gleichungssystem in Fˆ .
Um die Konvergenzaussagen fu¨r das BDF-Verfahren zu erfu¨llen, sollen die internen Stufen
der Ordnung 3, die als zuru¨ckliegende Werte fu¨r das BDF-Verfahren dienen, mo¨glichst
a¨quidistant u¨ber den Gesamtschritt des Runge-Kutta-Verfahrens verteilt werden, also
ci+3 =
i
5
· hRK , i = 1, . . . , 4. (3.15)
Dann ist hBDF =
1
5
· hRK und fu¨r den fu¨hrenden Koeffizienten im BDF-Verfahren gilt
dann
α0 = −25
12
.
Mit
γ = − hBDF
hRK α0
=
12
125
(3.16)
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ist die zugeho¨rige Iterationsmatrix JˆRK gerade von der gleichen Form wie diejenige fu¨r
das vereinfachte Newton-Verfahren im BDF-Verfahren (siehe (2.14)). Die Iterationsmatrix
kann fu¨r das vereinfachte Newton-Verfahren im BDF-Verfahren wiederverwendet werden.
Insgesamt erhalten wir mit den 8 Ordnungsbedingungen (3.12) fu¨r die a¨ußere Stufe und
den 19 Bedingungen (3.13) fu¨r die internen Stufen, den 4 Bedingungen (3.15) fu¨r die
Stu¨tzstellen ci, der Bedingung (3.16) fu¨r γ, den Bedingungen an die bi, deren interne
Stufe i nicht von der Ordnung 3 ist
bi = 0, i = 1, . . . , 3,
und der Bedingung an die Stabilita¨tsfunktion
R(∞) = 0
36 Bedingungen fu¨r 36 Unbekannte.
Sukzessives Auflo¨sen der Bedingungen mit Maple [GH93, Kof96] ergibt das in Tabelle 3.2
aufgefu¨hrte Tableau fu¨r das implementierte Runge-Kutta-Verfahren.
.096 .096
.2 .104 .096
.3 .131045 .072955 .096
x1 ← .2 .219960 −.144718 .028758 .096
x2 ← .4 .160885 −.051240 −.024680 .219035 .096
x3 ← .6 .176169 −.237690 .124977 .303425 .137120 .096
x4 ← .8 .182252 −.346544 .213542 .354749 .1 .2 .096
xn+1 0 0 0 .45833 .04167 .04167 .45833
xˆn+1 bˆ1 bˆ2 bˆ3 bˆ4 bˆ5 bˆ6 bˆ7
Tabelle 3.2: Werte der Koeffizienten fu¨r das SDIRK-Verfahren zur Generierung von
zuru¨ckliegenden Werten fu¨r das BDF-Verfahren.
Die Variablen xi, i = 1, . . . , 4, geben dabei die Werte ho¨herer Ordnung an den internen
Stufen an, die im Anschluß als zuru¨ckliegende Werte fu¨r das BDF-Verfahren verwendet
werden.
3.2.2 Fehlerscha¨tzung und Schrittweitensteuerung
Fu¨r die Fehlerscha¨tzung wa¨hlen wir ein eingebettetes Verfahren der Ordnung 3. Dieses
soll genau auf die Fehlerformel (2.21) im BDF-Verfahren zugeschnitten sein.
Startet man das BDF-Verfahren mit Ordnung 4 im Anschluß an das SDIRK-Verfahren, so
verwenden wir die Werte an den internen Stufen der Ordnung 3 als zuru¨ckliegende Werte:
xi = x0 + hRK (aj1 k1 + · · ·+ aj,j−1 kj−1 + γ kj), i = 1, . . . , 4, j := i+ 3.
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Da die Schrittweite konstant ist, vereinfachen sich die Terme in der Fehlerformel (2.21)
ψ4(5) = 4! · h4BDF
∇5x5 = 1
5! · h5BDF
(x5 − 5 x4 + 10 x3 − 10 x2 + 5 x1 − x0).
Fu¨r k = 4 und n = 4 ergibt die Fehlerscha¨tzung fu¨r den Schritt n+ 1:
E4(5) = hBDF · ψ4(5) · ‖∇5x5‖
=
1
5
‖x5 − 5 x4 + 10 x3 − 10 x2 + 5 x1 − x0‖.
Mit
xˆ5 = x0 − 5 x1 + 10 x2 − 10 x3 + 5 x4
=: bˆ1 k1 + · · ·+ bˆ7 k7
erhalten wir die Fehlerkoeffizienten bˆ fu¨r das eingebettete Verfahren:
bˆT =
(
-.341381 .855374 -.572645 .449848 .088804 .04 0.48
)
Schrittweitensteuerung
Die Scha¨tzung einer Ordnung und Schrittweite fu¨r den na¨chsten Schritt im BDF-Verfahren
erfolgt analog zu der in Abschnitt 2.3.3 beschriebenen.
Fu¨r die Berechnung einer neuen Schrittweite, falls das SDIRK-Verfahren nicht konver-
giert hat, verwenden wir analog zum BDF-Verfahren die aktuelle Fehlerscha¨tzung zur
Reduzierung der Schrittweite, siehe Formel (2.26).
Kapitel 4
Optimierungsprobleme bei der
Parameterscha¨tzung
Die Modellierung von Prozessen aus Chemie und Verfahrenstechnik fu¨hrt in vielen Fa¨llen
auf ein System von differentiell-algebraischen Gleichungen oder partiellen Gleichungen
teilweise gekoppelt mit algebraischen Gleichungen. Die partiellen Gleichungen werden oft
mit Hilfe der Linienmethode oder einem Finite-Element-Ansatz im Ort diskretisiert und
in ein DAE-System u¨berfu¨hrt.
Typisch fu¨r viele Modelle aus Chemie und Verfahrenstechnik ist, daß sie unbekannte
Parameter enthalten, die nicht direkt gemessen werden ko¨nnen. So wird zum Beispiel bei
der Modellierung von chemischen Reaktionsgleichungen sehr oft ein Arrhenius-Ansatz k =
f e−
Ea
R T als Approximation der Reaktionsgeschwindigkeit verwendet. Der Frequenzfaktor
f und die Aktivierungsenergie Ea sind die von der Reaktion abha¨ngigen Parameter, R
stellt die Gaskonstante dar und T die Temperatur im Reaktor. Werden fu¨r das chemische
Reaktionssystem alle Elementarreaktionen mitmodelliert, so sind die hierfu¨r beno¨tigten
Parameter in der Regel in Tabellen vohanden. Der Preis hierfu¨r ist allerdings, daß zuna¨chst
ein kompliziertes Reaktionssystem aufgestellt werden muß und das resultierende DAE-
System zudem sehr groß sein kann.
Der weiter verbreitete Ansatz ist, nur die Hauptreaktionen in Betracht zu ziehen und ein
vereinfachtes Modell zu verwenden. Hierfu¨r erha¨lt man in der Regel Differentialgleichun-
gen fu¨r nur wenige Spezies. Die Reaktionsgeschwindigkeit wird in der Regel wiederum
mit dem Arrhenius-Ansatz modelliert, eventuell werden noch die Reaktionsordnungen als
zusa¨tzliche Parameter eingefu¨hrt. Fu¨r diese Parameter liegen in der Regel allerdings nur
noch grobe und oft unzureichende Scha¨tzungen vor.
Da die Parameter selbst normalerweise nicht gemessen werden ko¨nnen, versucht man,
aus vorhandenen Meßdaten des chemischen Prozesses Ru¨ckschlu¨sse auf die Parameter zu
ziehen. Das Ziel ist, die Parameter so zu scha¨tzen, daß das zugeho¨rige Modell die Meßdaten
”
mo¨glichst gut“ approximiert.
Die Meßdaten ηij ko¨nnen Messungen der Zustandsvariablen selbst sein (etwa die Tempe-
ratur oder die Konzentration einer Spezies) oder aber allgemeine Funktionen bi auf den
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Zustandsvariablen, den Parametern oder den Steuergro¨ßen des Prozesses
ηij = bi(tj, x(tj), p, q) + εij
wie etwa der pH-Wert oder der Druck, wenn er nicht als Zustandsvariable mitmodelliert
wurde.
Wir betrachten im folgenden Parameterscha¨tzprobleme, bei denen die Meßfehler εij un-
abha¨ngig und normalverteilt sind mit Erwartungswert 0 und Varianz σ2ij
εij ∼ N (0, σ2ij).
Fu¨r den Fall nicht-normalverteilter Meßfehler und falls die Meßdaten starke Ausreißer
aufweisen, wird zum Beispiel von Huber [Hub96] eine robuste Parameterscha¨tzung im
Sinne eines l1-Funktionals oder eines lp-Funktionals mit 1 < p < 2 vorgeschlagen.
Fu¨r das Parameterscha¨tzproblem nehmen wir weiterhin an, daß die unabha¨ngige Variable
(der Zeitpunkt der Messung beziehungsweise der Ort) bekannt ist. Schlo¨der [Sch88] und
Stortelder [Sto97] untersuchten Parameterscha¨tzprobleme bei ODE- bzw. DAE-Systemen
fu¨r den Fall, daß die Meßfehler der unabha¨ngigen Variable t nicht zu vernachla¨ssigen sind.
Das Least-Squares-Problem fu¨hrt dann auf eine orthogonale Abstandsminimierung.
Zur Scha¨tzung der Parameter minimieren wir die Summe der quadratischen Abweichungen
zwischen den Messungen ηij und der Modellantwort bi, gewichtet mit der Standardabwei-
chung σij
min
p,x
∑
i,j
wij
(ηij − bi(tj, x(tj), p, q))2
σ2ij
. (4.1)
Die Gewichte wij ∈ {0, 1} beschreiben, ob eine Messung durchgefu¨hrt wurde oder
nicht. Kann eine Messung zu einem Zeitpunkt mehrmals durchgefu¨hrt werden, so kann
auch wij ∈ {0, Nwij}, Nwij ∈ IN, gelten. Die Zustandsvariablen x(t) = (y(t), z(t)) ∈
IRny × IRnz , ny, nz ≥ 0, nx = ny + nz, erfu¨llen dabei die Lo¨sung des zugrundeliegenden
DAE-Systems. Wir konzentrieren uns im folgenden auf Parameterscha¨tzprobleme, deren
Dynamik durch ein DAE-System vom Index 1 der Form
A(t, y, z, p, q, u) y˙ =f(t, y, z, p, q, u)
0 =g(t, y, z, p, q, u)
(4.2)
modelliert wird, wobei t ∈ IR die Zeit beziehungsweise den Ort beschreibt, p ∈ IRnp
den Vektor der unbekannten Parameter und q ∈ IRnq und u : [t0, tf ] → IRnu konstan-
te Steuergro¨ßen beziehungsweise zeitlich oder vom Ort abha¨ngige Steuerfunktionen, die
den Einstellungen bei der Fahrweise des Prozesses entsprechen. Steuergro¨ßen sind zum
Beispiel Anfangskonzentrationen oder die Anfangstemperatur des Prozesses im Reaktor,
Steuerfunktionen zum Beispiel ein Zulaufprofil oder die Steuerung der Temperatur. Fu¨r
die Parameterscha¨tzung sind die Inputgro¨ßen q und u(t) fu¨r die Versuchsdurchfu¨hrung
sowie die Gewichte fest. Sie werden aber in Kapitel 5 fu¨r die Aufstellung des Versuchs-
planungsproblems beno¨tigt und sind deshalb schon hier eingefu¨hrt.
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Eventuell ko¨nnen weitere Gleichungsnebenbedingungen wie etwa Anfangsbedingungen,
Randbedingungen oder Innere-Punkte-Bedingungen auftreten
d(x(t0), . . . , x(tf ), p, q) = 0 . (4.3)
Einen U¨berblick zur Parameterscha¨tzung bei nichtlinearen Regressionsmodellen sowie der
statistischen Analyse der gescha¨tzten Parameter geben zum Beispiel die Bu¨cher von Bates
und Watts [BW88] und von Seber und Wild [SW89]. Bjo¨rck [Bjo¨96] beschreibt numerische
Methoden zur Lo¨sung von linearen und nichtlinearen Ausgleichsproblemen. Nichtlineare
Ausgleichsprobleme werden meist mit Gauß-Newton-Verfahren gelo¨st, die oft schon in der
Einfu¨hrungsliteratur zur Numerik behandelt werden (siehe zum Beispiel die Bu¨cher von
Stoer und Bulirsch [SB73] und von Dennis und Schnabel [DS83]). Einen U¨berblick von
Programmpaketen zur Lo¨sung von Optimierungsproblemen und insbesondere auch von
nichtlinearen Least-Squares-Problemen geben More´ und Wright [MW93].
Bard [Bar74] beschreibt neben der Lo¨sung von Parameterscha¨tzproblemen fu¨r lineare
und nichtlineare Regressionsmodelle und deren statistische Analyse auch Verfahren zur
numerischen Lo¨sung von Parameterscha¨tzproblemen bei nichtlinearen dynamischen Sy-
stemen. Programmpakete hierzu basieren sehr oft auf dem Single-Shooting-Ansatz (siehe
zum Beispiel den Code von Schittkowski [Sch99a, Sch99b]), jedoch besitzt der im folgen-
den beschriebene Multiple-Shooting-Ansatz im Gegensatz dazu Vorteile im Hinblick auf
Stabilita¨t und auf die Verwendung von Vorinformationen zum Beispiel aus den Meßdaten
zur Verbesserung der Konvergenz.
Im folgenden beschreiben wir Methoden zur Lo¨sung des Parameterscha¨tzproblems (4.1,
4.3) mit einem DAE-System (4.2) als Nebenbedingung, die auf dem Mehrzielverfahren
beruhen (siehe hierzu die Methoden von Bock und Schlo¨der [Boc81, BS86, Boc87, Sch88]
zur Lo¨sung von Parameterscha¨tzproblemen bei ODE-Systemen). Wir parametrisieren
die unendlich-dimensionale Lo¨sung des DAE-Systems. Das resultierende nichtlineare
endlich-dimensionale Ausgleichsproblems wird mit dem verallgemeinerten Gauß-Newton-
Verfahren PARFIT von Bock [Boc81, Boc87] gelo¨st. Fu¨r die effiziente Lo¨sung des Para-
meterscha¨tzproblems kann in vielen Fa¨llen durch geschicktes Ausnutzen von Gleichungs-
nebenbedingungen ein reduzierter Ansatz verwendet werden, wie er zum ersten Mal von
Schlo¨der [Sch88] fu¨r Parameterscha¨tzprobleme bei ODE-Systemen eingefu¨hrt wurde. Soll
das Parameterscha¨tzproblem die Meßdaten aus mehreren Experimenten beru¨cksichtigen,
ko¨nnen die dabei speziell auftretenden Strukturen zusa¨tzlich ausgenutzt werden (siehe
Schlo¨der und Bock [SB83, Sch88] und von Schwerin [vS98], wiederum fu¨r den ODE-Fall).
Zuletzt gehen wir auf die statistische Analyse der gescha¨tzten Parameter ein und geben ei-
ne Berechnungsvorschrift fu¨r eine na¨herungsweise Kovarianzmatrix an. Darauf aufbauend
werden im na¨chsten Kapitel zur Gewinnung der fu¨r die Parameterscha¨tzung notwendi-
gen Meßdaten Methoden der optimalen Versuchsplanung bei DAE-Systemen vorgestellt.
Da die Versuchsplanung in der Regel aus einer sukzessiven Vorgehensweise aus Planung
von neuen Experimenten, Erhebung der Meßdaten, Parameterscha¨tzung und Planung
weiterer Experimente besteht, basieren die der Versuchsplanung zugrundeliegenden Pa-
rameterscha¨tzprobleme meist auf Meßdaten aus mehreren Experimenten. Die Strukturen
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aufgrund des Mehrfachexperiment-Ansatzes werden sowohl fu¨r die Parameterscha¨tzung
als auch anschließend fu¨r die Versuchsplanung ausgenutzt. Um die Dimension der Kova-
rianzmatrix (und somit den Rechenaufwand) gering zu halten, baut die Versuchsplanung
zudem in der Regel auf dem in Abschnitt 4.4 beschriebenen reduzierten Ansatz fu¨r das
zugrundeliegende Parameterscha¨tzproblem auf.
4.1 Numerische Lo¨sung des Parameterscha¨tzpro-
blems
4.1.1 Mehrzielmethode
Basierend auf den Methoden des Mehrfachschießverfahrens fu¨r Zweipunkt-
Randwertprobleme wie sie von Bulirsch [Bul71], Stoer und Bulirsch [SB73] und
Deuflhard [Deu74] eingefu¨hrt und behandelt wurden, wird die unendlich-dimensionale
Lo¨sung x(t) des DAE-Systems parametrisiert und in eine Funktion mit endlich vielen
Freiheitsgraden u¨berfu¨hrt. Von Bock [Boc78] wurde die Mehrzielmethode erstmals auf
die Klasse von Mehrpunkt-Randwertproblemen angewendet.
Wir diskretisieren den Beobachtungszeitraum [t0, tf ] in
t0 = τ0 < . . . < τm = tf .
Auf jedem Teilintervall [τj, τj+1], j = 0, . . . , m− 1, fu¨hren wir zusa¨tzliche Variablen syj , szj
ein und lo¨sen jeweils ein Anfangswertproblem fu¨r eine DAE in relaxierter Form
A(t, y, z, p, q, u) y˙ = f(t, y, z, p, q, u) (4.4a)
0 = g(t, y, z, p, q, u)− ϑ(t) g(τj, y(τj), z(τj), p, q, u) (4.4b)
mit Anfangswerten y(τj) = s
y
j und z(τj) = s
z
j . Die relaxierte Formulierung der alge-
braischen Gleichungen (4.4b) des DAE-Systems garantiert konsistente Anfangswerte auf
jedem Teilintervall. Von Bock et al. [BES88] wurde die relaxierte Formulierung im Op-
timierungskontext fu¨r ϑ(t) ≡ 1 fu¨r DAEs vom Index 1 eingefu¨hrt. Eine Erweiterung fu¨r
DAEs von ho¨herem Index und einer allgemeineren Wahl von ϑ(t) findet sich in Schulz et
al. [SBS98], siehe auch Abschnitt 3.1.2. Die Konsistenz der urspru¨nglichen algebraischen
Gleichungen wird u¨ber das Optimierungsverfahren erzwungen und ist im Lo¨sungspunkt
erfu¨llt.
Wir erhalten ein endlich-dimensionales Optimierungsproblem in den Variablen s =
(sy0, s
z
0, . . . , s
y
m, s
z
m) und p
min
s,p
∑
i,j
wij
(ηij − bi(tj, x(tj; s, p), p))2
σ2ij
=: ‖r(s, p)‖22 (4.5)
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so daß d¯(s, p) = 0 . (4.6)
Stetigkeitsbedingungen fu¨r die differentiellen Variablen
hi(si, si+1, p) := y(τi+1; τi, si, p)− syi+1 = 0, i = 0, . . . , m− 1, (4.7)
zusammen mit Konsistenzbedingungen zur Bestimmung der algebraischen Variablen
gi(si, p) := g(τi, si, p, q, u) = 0, i = 0, . . . , m, (4.8)
garantieren, daß die Trajektorie im Lo¨sungspunkt des Optimierungsproblems eine stetige
Lo¨sung der urspru¨nglichen DAE (4.2) auf dem gesamten Intervall [t0, tf ] ist.
Bemerkung 4.1.1 (Vorteile der Mehrzielmethode)
Der Vorteil der Mehrzieldiskretisierung liegt in der freien Wahl des Mehrzielgitters und
der Startscha¨tzungen sj. Dies erlaubt dem Benutzer, Vorinformationen – z. B. aus den
Meßdaten – bei den Startscha¨tzungen an den Gitterpunkten zu beru¨cksichtigen. Der Ein-
fluß von schlechten Scha¨tzungen der Parameter wird dadurch gemildert. Daru¨berhinaus
ist der Mehrzielansatz numerisch stabil (siehe Bock [Boc87]).
4.1.2 Verallgemeinertes Gauß-Newton-Verfahren
Das resultierende Least-Squares-Problem (4.5) zusammen mit den Nebenbedingungen
(4.6), (4.7) und (4.8) lo¨sen wir mit einem verallgemeinerten Gauß-Newton-Verfahren:
Beginne mit einem Startwert ν(0) = (s(0), p(0)). Das Gauß-Newton-Verfahren basiert auf
einer Sequenz von linearen Approximationen. Sei ν(k) = (s(k), p(k)) die aktuelle Approxi-
mation, dann berechne eine Korrektur ∆ν(k) als Lo¨sung des linearisierten Ausgleichspro-
blems
min
∆ν
‖r(ν) +R∆ν‖22
so daß d¯(ν) +D∆ν = 0
h(ν) +H ∆ν = 0
g(ν) +G∆ν = 0 ,
(4.9)
wobei h = (hT0 , . . . , h
T
m−1)
T und g = (gT0 , . . . , g
T
m)
T .
Die Jacobi-Matrix J ist dann von der Form
J =

J1
...
J2

=

R
...
D
...
H
...
G

=

Rs0 · · · Rsm Rp
................................................
Ds0 · · · Dsm Dp
................................................
Hs00 H
s1
0 H
p
0
. . .
. . .
...
H
sm−1
m−1 H
sm
m−1 H
p
m−1
................................................
Gs00 G
p
0
. . .
...
Gsmm G
p
m

(4.10)
64 Kapitel 4. Optimierungsprobleme bei der Parameterscha¨tzung
mit
Rsi =
∂r
∂si
, i=0,...,m, Rp =
∂r
∂p
,
Dsi =
∂d¯
∂si
, i=0,...,m, Dp =
∂d¯
∂p
,
Hsii =
∂hi
∂si
, i=0,...,m−1, Hpi =
∂hi
∂p
, i=0,...,m−1,
H
si+1
i = (−Iny , 0ny×nz), i=0,...,m−1,
Gsii =
∂gi
∂si
, i=0,...,m, Gpi =
∂gi
∂p
, i=0,...,m−1.
4.1.3 Kondensierung
Das Ausgleichsproblem (4.9) ist zuna¨chst sehr groß, weist aber ganz spezielle Struktu-
ren auf. Deshalb wird nicht das gesamte Problem direkt gelo¨st, sondern nacheinander die
Strukturen ausgenutzt, was letztendlich auf ein Ausgleichsproblem von weitaus geringe-
rer Dimension fu¨hrt (siehe zum Beispiel den Kondensieralgorithmus von Bock [Boc83]
fu¨r Parameterscha¨tzprobleme bei ODE-Systemen oder eine a¨hnliche Vorgehensweise von
Leineweber [Lei99] fu¨r Optimierungsprobleme bei DAE-Systemen).
Wir eliminieren zuna¨chst die zu ∆szi geho¨rigen Blo¨cke
∆szi = −
(
G
szi
i
)−1 (
G
syi
i ∆s
y
i +G
p
i ∆p + gi
)
. (4.11)
Dies ist mo¨glich, da aufgrund der Index-1-Bedingung die Matrix G
szi
i regula¨r ist. Formal
ko¨nnen wir die Elimination auffassen als Multiplikation der Jacobi-Matrix J mit der
Matrix
P =

G˜0 G˜
p
0
. . .
...
G˜m G˜
p
m
Inp

mit
G˜i =
(
Iny
−(Gszii )−1Gs
y
i
i
)
und G˜pi =
(
0ny×np
−(Gszii )−1Gpi
)
, i = 0, . . . , m.
Wir erhalten ein reduziertes Ausgleichsproblem in den Variablen ((∆sy0)
T , (∆sy1)
T , . . . ,
(∆sym)
T , (∆p)T )T mit Jacobi-Matrix J˜ und neuer rechter Seite rhs:
J˜ =

R˜0 · · · R˜m R˜p
D˜0 · · · D˜m D˜p
H˜0 −Iny H˜p0
. . .
. . .
...
H˜m−1 −Iny H˜pm−1
 , rhs = −

r˜
d˜
h˜0
...
h˜m−1

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mit
R˜i = R
syi
i −Rs
z
i
i (G
szi
i )
−1G
syi
i , i=0,...,m, R˜
p = Rp −
m∑
i=0
R
szi
i (G
szi
i )
−1Gpi ,
D˜i = D
syi
i −Ds
z
i
i (G
szi
i )
−1G
syi
i , i=0,...,m, D˜
p = Dp −
m∑
i=0
D
szi
i (G
szi
i )
−1Gpi ,
H˜i = H
sy
i
i −Hs
z
i
i (G
szi
i )
−1G
sy
i
i , i=0,...,m−1, H˜
p
i = H
p
i −Hs
z
i
i (G
szi
i )
−1Gpi , i=0,...,m−1,
r˜ = r −
m∑
i=0
R
szi
i (G
szi
i )
−1 gi,
d˜ = d¯−
m∑
i=0
D
szi
i (G
szi
i )
−1 gi,
h˜i = hi −Hs
z
i
i (G
szi
i )
−1 gi, i=0,...,m−1.
Das reduzierte System kann zum Beispiel wiederum mit Hilfe einer Block-Gauß-
Elimination (siehe zum Beispiel Bock [Boc87] oder Schlo¨der [Sch88]) gelo¨st werden. Dabei
werden zuna¨chst die zu den Variablen ∆syi , i = m, . . . , 1, geho¨rigen Blo¨cke sukzessive eli-
miniert:
Sei um1 := r˜, u
m
2 := d˜, E
m
1 := R˜m, E
m
2 := D˜m, E
p,m
1 := R˜
p, Ep,m2 := D˜
p.
Berechne fu¨r j = m, . . . , 1:
uj−1i := u
j
i + E
j
i h˜j−1, i = 1, 2,
Ep,j−1i := E
p,j
i + E
j
i H˜
p
j−1, i = 1, 2,
Ej−11 := R˜
j−1 + Ej1 H˜j−1,
Ej−12 := D˜
j−1 + Ej2 H˜j−1.
Wir erhalten eine a¨quivalente Umformung des Ausgleichsproblems in ein kondensiertes
Problem in den Variablen (∆sy0,∆p)
min
∆sy0 ,∆p
‖u01 + E01 ∆sy0 + Ep,01 ∆p‖22
so daß u02 + E
0
2 ∆s
y
0 + E
p,0
2 ∆p = 0 .
(4.12)
Zur numerischen Lo¨sung hiervon wird die Matrix E =
(
E01 E
p,0
1
E02 E
p,0
2
)
vollsta¨ndig auf Drei-
ecksgestalt gebracht. Dies kann zum Beispiel mit Hilfe von A¨quivalenztransformationen
nach einem Algorithmus von Bock [Boc87] geschehen. Die Matrix E hat dann folgende
Gestalt:
E =
E1
E2
→
@
@
R1
@
@
@
R2 D
(4.13)
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Alternativ ko¨nnen auch nach einem Algorithmus von Stoer [Sto71] orthogonale Transfor-
mationen E2 = Q
l
2[R20]Q
r
2 angewendet werden. Die Matrix E wird dann auf folgende
Gestalt gebracht:
E =
E1
E2
→
@
@
R1
@
@
@
R2
C2
C1
(4.14)
Wir erhalten die Inkremente (∆sy0,∆p) und berechnen sukzessive die Variablen
∆syi := H˜i−1 ∆s
y
i−1 + H˜
p
i−1 ∆p+ h˜i−1, i = 1, . . . , m. (4.15)
Anschließend berechnen wir aus Gleichung (4.11) die Variablen ∆szi , i = 0, . . . , m.
Eine neue, bessere Approximation ist gegeben durch
ν(k+1) = ν(k) + ∆ν(k) .
Das Gauß-Newton-Verfahren hat den Vorteil, daß es lineare Probleme in einem Schritt
lo¨st und fu¨r nicht allzu nichtlineare Probleme sehr gute Konvergenzeigenschaften besitzt.
Probleme gibt es jedoch, wenn der vorgegebene Startwert ν (0) nicht im lokalen Konver-
genzbereich des Verfahrens liegt. Bei den in der Parameterscha¨tzung betrachteten nichtli-
nearen und komplexen Problemstellungen ist dies sehr oft der Fall. Zur Vergro¨ßerung des
Konvergenzbereichs verwendet man eine Da¨mpfung
ν(k+1) = ν(k) + λk ∆ν
(k) (4.16)
mit Schrittweite 0 < λk ≤ 1. Die Berechnung der Schrittweite λk kann zum Beispiel mit
Hilfe von Liniensuchmethoden erfolgen.
Der Hauptrechenaufwand des oben dargestellten Algorithmus liegt in der Auswertung des
Least-Squares-Funktionals und der Nebenbedingungen und deren Ableitungen. Die Ab-
leitungen der Konsistenzbedingungen g nach Anfangswerten sj und Parametern p ko¨nnen
mit numerischen Differenzen oder mit Automatischer Differentiation berechnet werden.
Fu¨r die Ableitung der Meßfunktionen b, der Gleichungsbedingungen d und der Stetigkeits-
bedingungen h beno¨tigt man insbesondere in jedem Diskretisierungsintervall die Ablei-
tung der Lo¨sungstrajektorie x(t; τj, sj, p, q) des DAE-Systems nach Anfangswerten sj und
Parametern p, worin der Hauptaufwand bei der Berechnung der Ableitungen des nichtli-
nearen Ausgleichsproblems (4.4)-(4.8) liegt. Fu¨r den oben dargestellten Ansatz wird die
Ableitung der Lo¨sungstrajektorie des DAE-Systems (4.4) nach allen Anfangswerten und
Parametern beno¨tigt. Die effiziente numerische Berechnung dieser Ableitungen mit Hilfe
der Techniken der Internen Numerischen Differentiation wird in Kapitel 6 beschrieben.
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Bemerkung 4.1.2 (Kollokationsverfahren)
Eine weitere Mo¨glichkeit zur Lo¨sung der unendlich-dimensionalen beschra¨nkten Parame-
terscha¨tzprobleme ist die Diskretisierung mit Hilfe von Kollokationsverfahren. Dabei wird
die Lo¨sung des DAE-Systems mit Hilfe von Basisfunktionen parametrisiert. Kollokations-
verfahren fu¨r Optimierungsprobleme in ODE/DAE-Systemen wurden voneinander un-
abha¨ngig von Ascher und Mitarbeitern [ACR81, BA87], Bock und Mitarbeitern ([Boc83],
Ba¨r [Ba¨r83], Schulz [Sch90]), von Biegler und Mitarbeitern [CB87, LB89, VB90] und von
Renfro et al. [RMA87] entwickelt.
4.2 Optimalita¨tsbedingungen
Wir schreiben das nichtlineare endlich-dimensionale Least-Squares-Problem verku¨rzt als
min
v
‖r(ν)‖22
so daß c(ν) = 0.
(4.17)
Im Vektor ν fassen wir die Optimierungsvariablen (p, s) zusammen, c : IRnν → IRnc entha¨lt
die Nebenbedingungen d, die Stetigkeitsbedingungen h und die Konsistenzbedingungen
g.
4.2.1 Karush-Kuhn-Tucker-Bedingungen fu¨r beschra¨nkte Opti-
mierungsprobleme
Optimalita¨tsbedingungen fu¨r endlich-dimensionale beschra¨nkte Optimierungsprobleme
der Form (4.17) wurden von Karush und von Kuhn und Tucker formuliert. Sie werden
deshalb in der Regel Karush-Kuhn-Tucker-Bedingungen genannt. Punkte, die die Opti-
malita¨tsbedingungen erfu¨llen, heißen Karush-Kuhn-Tucker-Punkte.
Die Funktionen r und c mu¨ssen mindestens einmal stetig differenzierbar sein, fu¨r Bedin-
gungen zweiter Ordnung mu¨ssen auch die zweiten partiellen Ableitungen stetig sein.
Definition 4.2.1 (Zula¨ssiger Bereich)
Der zula¨ssige Bereich des Optimierungsproblems (4.17) ist die Menge aller Punkte ν, die
die Nebenbedingungen erfu¨llen
Mzul = {ν ∈ IRnν |c(ν) = 0}.
Definition 4.2.2 (Lokales Minimum)
Ein Punkt ν∗ ∈ Mzul heißt lokales Minimum, falls eine Umgebung U von ν∗ existiert, so
daß
‖r(ν∗)‖22 ≤ ‖r(ν)‖22 ∀ν ∈ U ∩Mzul. (4.18)
Falls die Ungleichung (4.18) strikt ist, so heißt ν∗ striktes lokales Minimum.
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Definition 4.2.3 (Regula¨rer Punkt)
Ein Punkt ν∗ ∈ Mzul heißt regula¨r, falls die Vektoren ∇ci(ν∗), i = 1, . . . , nc linear un-
abha¨ngig sind. Diese Bedingung heißt im allgemeinen auch first-order constraint qualifi-
cation.
Bei der Formulierung der Optimalita¨tsbedingungen spielt die Lagrange-Funktion
L(ν, λ) = 1
2
‖r(ν)‖22 − λT c(ν)
eine zentrale Rolle. Die Komponenten des Vektors λ heißen dabei Lagrange-
Multiplikatoren.
Satz 4.2.1 (Notwendige Bedingungen)
Sei ν∗ ∈ Mzul regula¨r und lokales Minimum. Dann existiert ein λ ∈ IRnc mit
i) (Notwendige Bedingung 1. Ordnung)
∇νL(ν∗, λ) = 0
ii) (Notwendige Bedingung 2. Ordnung)
wT ∇ννL(ν∗, λ)w ≥ 0
∀w ∈ {ω ∈ IRnν |∇ci(ν∗)ω = 0, i = 1, . . . , nc}
4.2.2 Karush-Kuhn-Tucker-Bedingungen fu¨r das Parame-
terscha¨tzproblem
Schreiben wir das linearisierte Ausgleichsproblem (4.9) in verku¨rzter Form als
min
∆ν
‖r(ν) + J1(ν) ∆ν‖22
so daß c(ν) + J2(ν) ∆ν = 0,
(4.19)
so ist es auch das im Punkt ν linearisierte Problem von (4.17).
Satz 4.2.2 (Existenz einer verallgemeinerten Inverse)
Sei das beschra¨nkte linearisierte Ausgleichsproblem (4.9) gegeben und folgende Voraus-
setzungen seien erfu¨llt:
[CQ] : Rang J2 = nc (≤ nν) (constraint qualification) (4.20)
[PD] : Rang
(
J1
J2
)
= nν (positive definiteness) (4.21)
(⇔ νTJT1 J1ν > 0 ∀ ν ∈ (Kern J2)\{0}).
Dann gilt:
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1) Es existiert genau ein Karush-Kuhn-Tucker-Punkt (ν∗, λ∗) des beschra¨nkten linea-
risierten Ausgleichsproblems (4.19) und ∆ν∗ ist striktes Minimum.
2) Es existiert eine lineare Abbildung J+ : IRnν → IRnr+nc, so daß
∆ν∗ = −J+
(
r(ν∗)
c(ν∗)
)
die Lo¨sung des Ausgleichsproblems ist.
3) Der Lo¨sungsoperator J+ erfu¨llt die Bedingung
J+JJ+ = J+
und ist somit eine verallgemeinerte Inverse von J .
Bemerkung 4.2.1
1) (ν∗, λ∗) ist Karush-Kuhn-Tucker-Punkt des nichtlinearen Ausgleichsproblems (4.17)
genau dann, wenn (0, λ∗) Karush-Kuhn-Tucker-Punkt des linearisierten Ausgleichs-
problems (4.19) ist.
2) Die notwendigen Bedingungen 1. Ordnung fu¨r das linearisierte Problem lauten(
JT1 J1 J
T
2
J2 0
) (
∆ν∗
−λ∗
)
+
(
JT1 r
c
)
= 0.
Hiermit erha¨lt man eine explizite Darstellung des Lo¨sungsoperators J+
∆ν∗ = − (I 0) (JT1 J1 JT2
C 0
)−1 (
JT1 0
0 I
)
︸ ︷︷ ︸
J+
(
r
c
)
.
3) Im Falle eines unbeschra¨nkten Ausgleichsproblems (das heißt c ≡ 0) folgt aus der
Voraussetzung [PD], daß J1 Vollrang hat. Die Karush-Kuhn-Tucker-Bedingungen
sind dann von der Form
JT1 J1 ∆ν
∗ + JT1 r = 0
und wir erhalten
∆ν∗ = − (JT1 J1)−1 JT1︸ ︷︷ ︸
J+
r.
4.3 Lokale Konvergenz
Der in Bock [Boc87] dargestellte Kontraktionssatz gibt Aussagen u¨ber das Konvergenz-
verhalten des verallgemeinerten Gauß-Newton-Verfahrens (mit Vollschritt, das heißt falls
λk = 1 in der Iterationsvorschrift (4.16)).
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Satz 4.3.1 (Lokaler Kontraktionssatz)
Sei J+(ν) die verallgemeinerte Inverse der Jacobi-Matrix J(ν) des nichtlinearen Aus-
gleichsproblems (4.5) bis (4.8) mit rechter Seite F (ν) = (r(ν)T r(ν), c(ν)T )T ∈ C1(D).
Ferner seien die folgenden Lipschitz-Bedingungen fu¨r alle t ∈ [0, 1] und alle ν, w, z ∈ D
mit ν − w = J(ν)+F (ν) erfu¨llt:
i) ‖J+(w)(J(ν + τ(w − ν))− J(ν)) (w − ν)‖ ≤ ω(k) τ ‖w − ν‖2, ω(k) ≤ ω <∞
ii) ‖(J+(z)− J+(ν)) (F (ν)− J(ν)J+(ν)F (ν)‖ ≤ κ(k)‖z − ν‖, κ(k) ≤ κ < 1,
iii) fu¨r alle ν0 ∈ D gelte
δ0 :=
ω0
2
‖∆ν0‖+ κ0 < 1, ∆ν0 = ‖J+(ν0)F (ν0)‖ (4.22)
iv) und die Kugel D0 := Sr(ν
0) um ν0 mit Radius r = ‖∆ν
0‖
1−δ0
liege in D.
Dann folgt:
1. Die Iteration ν(k+1) = ν(k) +∆ν(k), ∆ν(k) = −J+(ν(k))F (ν(k)), ist wohldefiniert und
bleibt in D0.
2. Es existiert eine Nullstelle ν∗ ∈ D0 gegen die ν(k) konvergiert mit J+(ν∗)F (ν∗) = 0.
3. Die Folge ν(k) konvergiert mindestens linear mit
‖∆ν(k)‖ ≤
(
ω(k−1)
2
‖∆ν(k−1)‖+ κ(k−1)
)
‖∆ν(k−1)‖ ≤ ‖∆ν(k−1)‖
4. und fu¨r die k-te Iterierte gilt die a priori-Abscha¨tzung
‖ν(k) − ν∗‖ ≤ ‖∆ν0‖ δ
k
0
1− δ0 . (4.23)
Die Lipschitz-Konstante ω beschreibt wie in den Sa¨tzen 2.3.1 und 3.1.1 die Nichtlinea-
rita¨t von J . Da sie ein Maß fu¨r den Gu¨ltigkeitsbereich der Linearisierung ist, basiert die
Bestimmung der Schrittweite λk in (4.16) fu¨r das geda¨mpfte Gauß-Newton-Verfahren auf
Scha¨tzungen von ω.
Die Inkompatibilita¨tskonstante κ beschreibt in diesem Zusammenhang die Identifizierbar-
keit des nichtlinearen Modells aus fehlerbehafteten Meßdaten. Bock zeigt in [Boc87], daß
fu¨r κ < 1 der Fixpunkt ν∗ ein striktes lokales Minimum ist und somit stabil gegen Sto¨run-
gen. Fu¨r κ ≥ 1 existieren Sto¨rungen der Meßdaten in der Gro¨ßenordnung der Meßfehler,
so daß der Fixpunkt zwar stationa¨r (d.h. J+(ν∗)F (ν∗) = 0), aber kein Minimum mehr
ist.
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4.4 Reduzierter Ansatz
Der in Abschnitt 4.1.2 dargestellte Algorithmus zur Lo¨sung des linearisierten Ausgleichs-
problems (4.9) erfordert insbesondere die Berechnung der Matrizen H
sj
j und H
p
j , j =
0, . . . , m− 1, das heißt die Berechnung der Ableitungen der Lo¨sungstrajektorie des DAE-
Systems nach allen Anfangswerten und Parametern. Mit wachsender Anzahl der Zustands-
variablen des DAE-Systems wa¨chst der Aufwand zur numerischen Berechnung des Para-
meterscha¨tzproblems drastisch.
Unter der Voraussetzung separabler Nebenbedingungen hat Schlo¨der [Sch88] ein spezi-
elles Mehrzielverfahren entwickelt, dessen Effizienz auf dem geschickten Ausnutzen der
Gleichungsnebenbedingungen beruht. Diese Vorgehensweise wurde im verallgemeinerten
Gauß-Newton-Verfahren FIXFIT implementiert. Die grundlegende Idee besteht darin,
die Berechnung der einzelnen Blo¨cke der Mehrzielmatrix J und der anschließenden Eli-
mination effizient zu koppeln. Durch fortgesetztes Bilden von Richtungsableitungen liegt
der Aufwand zur Berechnung von Richtungen der Variationsdifferentialgleichung in der
Dimension der Freiheitsgrade des Systems. Fu¨r das Least-Squares-Funktional r und die
Konsistenz- und Stetigkeitsbedingungen ist die Separabilita¨t per definitionem erfu¨llt. Der
U¨bersichtlichkeit halber nehmen wir fu¨r die Gleichungsnebenbedingungen Separabilita¨t
in jedem Mehrzielknoten an
d¯(s0, . . . , sm, p) =:
 dˆ0(s0, p)...
dˆm(sm, p)
 (4.24)
und somit
D(s0, . . . , sm, p) =:
Dˆ0(s0, p) . . .
Dˆm(sm, p)
 (4.25)
und untersuchen das Ausnutzen der Gleichungsbedingungen im Zusammenhang mit Pa-
rameterscha¨tzproblemen bei DAE-Systemen.
Wir nehmen O.B.d.A. an, daß die zu
(
Dˆ0
G0
)
geho¨rigen Zeilen des Ausgleichsproblems Voll-
rang in ∆s0 =
(
∆sy0
∆sz0
)
haben. Wir partitionieren diese Zeilen so, daß die Matrix
(
Dˆ
s
y
02
0 Dˆ
sz0
0
G
s
y
02
0 G
sz0
0
)
quadratisch und regula¨r ist (G
sz0
0 ist aufgrund der Index-1-Bedingung regula¨r, fu¨r die dif-
ferentiellen Variablen muß eventuell ∆sy0 zu (∆s
y
01
T ,∆sy02
T )T umgeordnet werden). Aus
den Zeilen
Dˆ
sy01
0 ∆s
y
01 + Dˆ
sy02
0 ∆s
y
02 + Dˆ
sz0
0 ∆s
z
0 + Dˆ
p
0 ∆p + dˆ0(s0, p) = 0
G
sy01
0 ∆s
y
01 +G
sy02
0 ∆s
y
02 +G
sz0
0 ∆s
z
0 +G
p
0 ∆p + g0(s0, p) = 0
(4.26)
eliminieren wir formal die nelim = ny2 + nz Variablen (∆s
y
02
T
,∆sz0
T ) und erhalten(
∆sy02
∆sz0
)
= −
(
Dˆ
sy02
0 Dˆ
sz0
0
G
sy02
0 G
sz0
0
)−1 ((
Dˆ
sy01
0
G
sy01
0
)
∆sy01 +
(
Dˆp0
Gp0
)
∆p+
(
dˆ0
g0
))
. (4.27)
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Wir setzen
−1HE :=
 Iny1−(Dˆsy020 Dˆsz00
G
sy02
0 G
sz0
0
)−1 (
Dˆ
sy01
0
G
sy01
0
) ,
−1HP :=
 0ny1×np−(Dˆsy020 Dˆsz00
G
sy02
0 G
sz0
0
)−1 (
Dˆp0
Gp0
) ,
−1HR :=
 0ny1×1−(Dˆsy020 Dˆsz00
G
sy02
0 G
sz0
0
)−1 (
dˆ0
g0
) .
Die Spalten von
(
−1HE
−1HP
0np×ny1 Inp
)
bilden eine Basis des Nullraums von (4.26).
Zusa¨tzlich definieren wir
Eˆ011 := R0 · −1HE
Eˆ021 :=
(
Dˆ0
G0
)
· −1HE
Eˆ01p := R0 · −1HP +Rp
Eˆ02p :=
(
Dˆ0
G0
)
· −1HP +
(
Dˆp0
Gp0
)
uˆ01 := R0 · −1HR + r0
uˆ02 :=
(
Dˆ0
G0
)
· −1HR +
(
dˆ0
g0
)
.
Dann berechnen wir rekursiv fu¨r j = 1, . . . , m
Eˆj11 := Eˆ
j−1
11 +Rj · j−1HE
Eˆj21 := Eˆ
j−1
21 +
(
Dˆj
Gj
)
· j−1HE
Eˆj1p := Eˆ
j−1
1p +Rj · j−1HP +Rpj
Eˆj2p := Eˆ
j−1
2p +
(
Dˆj
Gj
)
· j−1HP +
(
Dˆpj
Gpj
)
uˆj1 := uˆ
j−1
1 +Rj · j−1HR + rj
uˆj2 := uˆ
j−1
2 +
(
Dˆj
Gj
)
· j−1HR +
(
dˆj
gj
)
.
Mit E˜i1 := Eˆ
m
i1 , E˜
p
i := Eˆ
m
ip , u˜i := uˆ
m
i , i = 1, 2, erhalten wir das reduzierte kondensierte
4.5 Mehrfachexperimentprobleme 73
System
min
∆sy01,∆p
‖u˜1 + E˜011 ∆sy01 + E˜p1 ∆p‖22
so daß u˜2 + E˜
0
21 ∆s
y
01 + E˜
p
2 ∆p = 0 .
(4.28)
Dies kann – analog zum kondensierten System (4.12) fu¨r das allgemeine Problem –
mit Hilfe von A¨quivalenz- (4.13) oder Orthogonaltransformationen (4.14) gelo¨st werden.
Nach der Berechnung der Inkremente (∆sy01
T ,∆pT ) lassen sich die weiteren Inkremente
(∆sy02
T
,∆sz0
T ,∆s1, . . . ,∆sm) berechnen durch
∆sj :=
j−1HE ∆s
y
01 +
j−1HP ∆p +
j−1HR, j = 0, . . . , m. (4.29)
Die Ausdru¨cke jHκ, κ ∈ {E, P,R}, j ≥ 0, werden rekursiv berechnet
jHE := Hj · j−1HE
jHP := Hj · j−1HP +Hpj
jHR := Hj · j−1HR + hj.
Die Terme H¯j := Hj · j−1Hκ, j = 1, . . . , m − 1, κ ∈ {E, P,R}, ko¨nnen nun u¨ber Rich-
tungsableitungen berechnet werden. Im Gegensatz zu nx +np Richtungen im allgemeinen
Fall, mu¨ssen hier nur noch (nx− nelim) + np + 1 Richtungen berechnet werden. Bei festen
Anfangswerten ist die Anzahl der Richtungen sogar unabha¨ngig von der Dimension nx
der Zustandsvariablen des DAE-Systems.
4.5 Mehrfachexperimentprobleme
Bei dem komplexen und nichtlinearen Zusammenhang zwischen Meßdaten und unbekann-
ten Parametern ist man oft nicht in der Lage, alle Parameter aus einem Experiment zu
scha¨tzen. Meist mu¨ssen viele Experimente mit unterschiedlichen Einstellungen durch-
gefu¨hrt werden, um sie mit der gewu¨nschten Genauigkeit zu erhalten.
Fu¨r diese Problemstellung wurden von Schlo¨der [Sch88] und von Schwerin [vS98] Algorith-
men entwickelt, die die speziellen Strukturen, die sich aufgrund des Mehrfachexperiment-
Ansatzes ergeben, ausnutzen. Wir erhalten ein Optimierungsproblem a¨hnlich zu (4.1) -
(4.3) fu¨r Nex Experimente:
min
p,x
Nex∑
l=1
∑
i,j
lwij · (
lηij − lbi( ltj, lx( ltj), p, lq))2
lσij
2 . (4.30)
so daß fu¨r jedes Experiment l, l = 1, . . . , Nex, gilt:
• die Zustandsvariablen lx = ( ly, lz) lo¨sen das DAE-System
lA( lt, ly, lz, p, lq, lu) ly˙ = lf( lt, ly, lz, p, lq, lu) (4.31a)
0 = lg( lt, ly, lz, p, lq, lu) (4.31b)
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• und erfu¨llen die zusa¨tzlichen Nebenbedingungen
ld( lx( lt0), . . . ,
lx( ltfl), p,
lq) = 0 . (4.32)
Das DAE-System kann dabei von Experiment zu Experiment variieren, genauso wie die
Meßfunktionen lb und die zugeho¨rigen Varianzen lσ2. Die numerische Lo¨sung des Para-
meterscha¨tzproblems erfolgt wiederum mit einem direkten Ansatz. Fu¨r jedes Experiment
wird der Beobachtungszeitraum [ lt0,
ltfl] diskretisiert in
lt0 =
lτ0 < · · · < lτml = ltfl .
Zur Parametrisierung der unendlich-dimensionalen Lo¨sung des DAE-Systems fu¨hren wir
wiederum Variablen lsj an den Stu¨tzstellen ein. Auf jedem Teilintervall [
lτj,
lτj+1] lo¨sen
wir eine relaxierte Form des DAE-Systems (4.31) fu¨r Experiment l und fu¨gen die Konsi-
stenzbedingungen
lg( lτj,
lsj, p,
lq, lu) = 0 (4.33)
zu den Nebenbedingungen hinzu. Wir lo¨sen das resultierende endlich-dimensionale Opti-
mierungsproblem mit einem verallgemeinerten Gauß-Newton-Verfahren a¨hnlich zum Ein-
fachexperimentfall. Pro Experiment fu¨hren wir eine Kondensierung wie in den Abschnitten
4.1.2 oder 4.4 beschrieben durch. Wir erhalten ein strukturiertes kondensiertes System in
den Variablen ( 1ν0, . . . ,
Nexν0, p) mit Jacobi-Matrix
JMFE =
E
ν
1 0 E
p
1
. . .
...
0 EνNex E
p
Nex
 (4.34)
und neuer rechter Seite
uMFE = −
 u¯1...
u¯Nex
 , u¯l = ( lu¯1lu¯2
)
, l = 1, . . . , Nex.
Dabei gilt
lν0 =
lsy0, E
ν
l =
(
lE01
lE02
)
, Epl =
(
lEp,01
lEp,02
)
und lu¯i = u
0
i , i = 1, 2, l = 1, . . . , Nex,
fu¨r den allgemeinen Ansatz, wie in Abschnitt 4.1.2 beschrieben, beziehungsweise
lν0 =
lsy01, E
ν
l =
(
lE˜011
lE˜021
)
, Epl =
(
lE˜p1
lE˜p2
)
und lu¯i = uˆ
m
i , i = 1, 2, l = 1, . . . , Nex,
fu¨r den reduzierten Ansatz, wie in Abschnitt 4.4 beschrieben.
Zuna¨chst werden in jedem Experiment die zu den lokalen Variablen lν0 geho¨rigen Blo¨cke
auf obere Dreiecksgestalt gebracht. Die restlichen zu den Parametern p geho¨rigen Zeilen
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werden nach Gleichungs- und Ausgleichsbedingungen geordnet und (zum Beispiel mit
Hilfe orthogonaler Transformationen) auf obere Dreiecksgestalt gebracht.
Daraus ko¨nnen zuna¨chst die Inkremente ∆p berechnet werden und im Anschluß die Inkre-
mente lν0, l = 1, . . . , Nex. Mit Hilfe der Ru¨ckwa¨rtsrekursionen (4.15) und (4.11) fu¨r den
allgemeinen Ansatz beziehungsweise (4.29) fu¨r den reduzierten Ansatz werden schließlich
die Variablen (∆ ls0, . . . ,∆
lsml) berechnet.
Bemerkung 4.5.1 (Parallelisierbarkeit)
Da die Integration und Ableitungsgenerierung im nichtreduzierten Ansatz in den Mehr-
zielintervallen voneinander unabha¨ngig berechnet werden kann, la¨ßt eine parallele Va-
riante der Methoden einen großen SpeedUp erwarten. Fu¨r die Parameterscha¨tzung
bei ODE-Systemen haben Gallitzendo¨rfer und Bock fu¨r den Einfachexperimentfall
[GB94, Gal97, ZBGS96] und zusammen mit von Schwerin fu¨r den Mehrfachexperiment-
fall [Gal97, vS98] Verfahren entwickelt, die die Strukturen aufgrund des Mehrzielansatzes
und im letzteren Fall zusa¨tzlich aufgrund des Mehrfachexperimentansatzes ausnutzen. Fu¨r
Parameterscha¨tzprobleme bei nicht-steifen Systemen la¨ßt sich auch die Integration und
Ableitungsgenerierung zusa¨tzlich einfach parallelisieren.
4.6 Sensitivita¨tsanalyse der gescha¨tzten Parameter
Da die Meßdaten ηij Zufallsvariablen sind, sind es auch die gescha¨tzten Parameter p
und die zusa¨tzlich eingefu¨hrten Variablen s. Diese sind in erster Na¨herung wiederum
normalverteilt
(p, s) ∼ N ((p∗, s∗), C(p∗,s∗))
mit dem (unbekannten) wahren Wert (p∗, s∗) als Erwartungswert und Kovarianzmatrix
C(p∗,s∗). Die exakte Berechnung des nichtlinearen Konfidenzgebiets um den wahren Wert
(p∗, s∗) ist in der Praxis nicht mo¨glich, da zum einen der wahre Wert nicht bekannt ist
und zum anderen die Berechnung des nichtlinearen Konfidenzgebiets zu aufwendig ist.
Die (na¨herungsweise) Kovarianzmatrix
C = C(pˆ, sˆ) = J+
(
I 0
0 0
)
J+
T
(4.35)
ist eine Approximation des nichtlinearen Konfidenzgebiets. Sie kennzeichnet ein Konfi-
denzellipsoid um die gescha¨tzten Parameter (pˆ, sˆ). Der besondere Vorteil bei der Mehr-
zielparametrisierung der Lo¨sung des DAE-Systems ist, daß die Kovarianzmatrix nicht
nur fu¨r die gescha¨tzten Parameter pˆ, sondern auch fu¨r die Lo¨sung des DAE-Systems an
bestimmten Zeitpunkten (oder Ortspunkten) berechnet werden kann.
Das Konfidenzellipsoid des im Lo¨sungspunkt (pˆ, sˆ) linearisierten beschra¨nkten Ausgleichs-
problems (4.19) wird beschrieben durch
GL(α; pˆ, sˆ, q, u, w) =
{
(p, s)
∣∣∣∣∣ d¯(sˆ, pˆ) +D
(
p− pˆ
s− sˆ
)
= 0,
76 Kapitel 4. Optimierungsprobleme bei der Parameterscha¨tzung
∥∥∥∥∥r(sˆ, pˆ) +R
(
p− pˆ
s− sˆ
)∥∥∥∥∥
2
2
−
∥∥∥r(sˆ, pˆ)∥∥∥2
2
≤ γ2(α)
}
.
Der Wahrscheinlichkeitsfaktor γ2(α) ist gegeben durch das Quantil der χ2-Verteilung zum
Wert α ∈ [0, 1] mit l1 − l2 Freiheitsgraden
γ2(α) = χ21−α(l1 − l2),
wobei l1 = nν = np + ns die Dimension von (p, s) ist und l2 die Dimension der Nebenbe-
dingungen c.
Falls die Standardabweichungen der Meßfehler nur bis auf einen gemeinsamen Faktor β
bekannt sind, ist der Wahrscheinlichkeitsfaktor γ2(α) gegeben durch
γ2(α) = b2(pˆ, sˆ) · (l1 − l2) · F1−α(l1 − l2, m− (l1 − l2)).
Dabei bezeichnet m die Anzahl der Messungen, F1−α das Quantil der F-Verteilung mit
l1 − l2 und m− (l1 − l2) Freiheitsgraden und b(pˆ, sˆ) eine unabha¨ngige Scha¨tzung fu¨r den
gemeinsamen Faktor (siehe auch Bock [Boc87])
b2(pˆ, sˆ) :=
‖r(pˆ, sˆ)‖22
l1 − l2 .
Die Konfidenzellipsoide GL(α; pˆ, sˆ) werden von einem Quader mit Seitenla¨ngen 2 θi ein-
geschlossen
GL(α; pˆ, sˆ) ⊂ ⊗l1i=1[(pˆ, sˆ)i − θi, (pˆ, sˆ)i + θi]. (4.36)
wobei θi = γ(α) ·
√
Cii und
√
Cii die Wurzel des i-ten Diagonalelements der Kovarianz-
matrix beschreibt. Hiermit kann (na¨herungsweise) die statistische Gu¨te der gescha¨tzten
Parameter und der Trajektorien, besonders an Stellen, an denen keine Meßdaten erhoben
werden ko¨nnen, beurteilt werden: Je kleiner die Seitenla¨nge θi des Quaders (bei gegebenem
α), desto besser sind die Parameter bestimmt.
Bemerkung 4.6.1 (Berechnung der Kovarianzmatrix)
Die im na¨chsten Kapitel betrachteten Versuchsplanungsprobleme basieren auf einem
Funktional auf der (na¨herungsweisen) Kovarianzmatrix C, die wiederum von der Jacobi-
Matrix J des zugrundeliegenden Parameterscha¨tzproblems abha¨ngt. Da der numerische
Aufwand in der Versuchsplanung unter anderem stark von der Dimension der Kovari-
anzmatrix abha¨ngt, kann man analog zum reduzierten Ansatz den Teil der durch die
Gleichungsbedingungen festgelegten Variablen von s und eventuell auch von p eliminieren
und eine Kovarianzmatrix (beziehungsweise zuna¨chst die zugeho¨rige Jacobi-Matrix) zum
Beispiel nur noch in der Dimension der Freiheitsgrade des Systems – oder allgemeiner in
allen Variablen, an deren statistischer Gu¨te man interessiert ist – aufstellen. Die zugeho¨ri-
ge Jacobi-Matrix J kann zudem fu¨r ein Parameterscha¨tzproblem mit Meßdaten aus einem
einzelnen oder aus mehreren Experimenten (siehe (4.34)) aufgestellt werden.
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Die effiziente numerische Berechnung der Kovarianzmatrix wird in Abschnitt 5.4.2 zur
Versuchsplanung im Zusammenhang mit der Berechnung der Ableitungen der Kovarianz-
matrix na¨her beschrieben. Ist man nur an den gemeinsamen Konfidenzintervallen inter-
essiert, so beno¨tigt man nur die Diagonalelemente der Kovarianzmatrix. Falls man eine
Variante des oben dargestellten verallgemeinerten Gauß-Newton-Verfahrens verwendet,
so ist die verallgemeinerte Inverse aus dem letzten Iterationsschritt eine Na¨herung fu¨r
J+(pˆ, sˆ). Die Berechnung der Diagonalelemente der Kovarianzmatrix kann mit geringem
Mehraufwand aus den bereits vorhandenen Zerlegungen der verallgemeinerten Inversen
berechnet werden.
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Kapitel 5
Optimal-Steuerungsprobleme zur
Versuchsplanung
Im vorhergehenden Kapitel wurde die numerische Behandlung von Parameterscha¨tzpro-
blemen bei DAE-Systemen und die statistische Gu¨te der gescha¨tzten Parameter – unter
der Voraussetzung normalverteilter Meßfehler – untersucht. Zu unterschiedlichen Experi-
mentauslegungen ko¨nnen die gescha¨tzten Parameter statistisch sehr weit um den wahren
Parametersatz streuen oder auch nur in einem kleinen Bereich. Sind die zu scha¨tzenden
Parameter noch nicht genau bestimmt, mu¨ssen weitere, oft kostspielige und zeitintensive
Experimente durchgefu¨hrt werden. Um diesen Aufwand auf ein Minimum zu reduzieren
und die statistische Gu¨te der zu scha¨tzenden Parameter zu maximieren, verwenden wir
Verfahren der nichtlinearen optimalen Versuchsplanung. Das Ziel ist die optimale Ausle-
gung von Experimenten und die Auswahl von Messungen, so daß die statistische Gu¨te
der aus den zugeho¨rgien Meßdaten gescha¨tzten Parameter maximal ist.
Die Approximation der Kovarianzmatrix C (siehe Abschnitt 4.6) gibt Aussagen u¨ber die
statistische Gu¨te der gescha¨tzten Parameter. Analog zu den Methoden zur Versuchspla-
nung bei nichtlinearen Regressionsmodellen minimieren wir eine Funktion auf der Kova-
rianzmatrix. Dabei werden nicht nur die Varianzen und Kovarianzen der zu scha¨tzenden
Parameter minimiert, sondern auch von den bei der Parametrisierung der Lo¨sung der
DAE-Systeme eingefu¨hrten Variablen s. Dies erlaubt die Maximierung der statistischen
Gu¨te nicht nur von den zu scha¨tzenden Parametern sondern auch von wichtigen Kom-
ponenten der Lo¨sungstrajektorie an Stellen, an denen keine Messungen vorliegen bezie-
hungsweise nicht durchgefu¨hrt werden ko¨nnen.
Der zugrundeliegende Prozeß wird – wie bei der Parameterscha¨tzung auch – durch ein
DAE-System beschrieben. Wir erhalten ein nichtlineares zustandsbeschra¨nktes Optimal-
Steuerungsproblem. Zur Lo¨sung hierfu¨r wa¨hlen wir einen direkten Ansatz und u¨berfu¨hren
das unendlich-dimensionale Problem in ein endlich-dimensionales gleichungs- und unglei-
chungsbeschra¨nktes Optimierungsproblem. Dieses lo¨sen wir mit Verfahren der sequentiel-
len quadratischen Programmierung (SQP).
Im folgenden stellen wir zuna¨chst die Formulierung des Versuchsplanungs-Optimie-
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rungsproblems und ihrer Einflußgro¨ßen dar und zeigen die numerische Behandlung mit ei-
nem direkten Ansatz. Eine besondere Schwierigkeit stellt dabei das unkonventionelle Ziel-
funktional dar, das eine Funktion auf der Kovarianzmatrix C aus Abschnitt 4.6 und somit
implizit eine Funktion auf der Jacobi-Matrix J des zugrundeliegenden Parameterscha¨tz-
problems ist. Das Zielfunktional entha¨lt bereits erste Ableitungen der Lo¨sungstrajektorie
des DAE-Systems nach den Parametern p und Parametrisierungsvariablen s. Zur nu-
merischen Lo¨sung des Optimierungsproblems mit Verfahren vom Newton-Typ mu¨ssen
zusa¨tzlich zweite gemischte Ableitungen der Trajektorie nach Parametern, Anfangswer-
ten und Kontrollgro¨ßen bereitgestellt werden. Zur Berechnung der beno¨tigten Ableitungen
des Zielfunktionals und der Nebenbedingungen wird eine Mischung aus semi-analytischen
Formeln und Automatischer Differentiation verwendet. Die ersten und zweiten Ableitun-
gen der Lo¨sungstrajektorie des DAE-Systems werden mit Techniken der Internen Numeri-
schen Differentiation und mit Automatischer Differentiation mit der von der Optimierung
geforderten Genauigkeit berechnet.
Theoretische Untersuchungen zur optimalen Versuchsplanung bei linearen und auch nicht-
linearen Regressionsmodellen finden sich schon relativ fru¨h, so zum Beispiel die U¨bersichts-
artikel von Draper und Hunter [DH66], von Kiefer [Kie61], Kiefer und Wolfowitz [KW59]
und das umfassende, eher theoretisch orientierte Buch von Fedorov [Fed72].
In der Praxis ist die Versuchsplanung fu¨r Modelle, in denen die Parameter linear in das
Modell eingehen, heutzutage schon weit verbreitet. Falls der Prozeß durch ein Modell
approximiert wird, in das auch die das Experiment bestimmenden Einflußgro¨ßen linear
eingehen – oder zumindest nur eine Kopplung durch Polynome endlichen Grades auftritt
–, werden ha¨ufig faktorielle Designs beziehungsweise auch fraktionelle faktorielle Desi-
gns verwendet (siehe z. B. die Bu¨cher von Box et al. [BHH78] und Atkinson und Donev
[AD92]).
Falls die Einflußgro¨ßen nichtlinear in das Modell eingehen, verwendet man in der Regel
die klassischen Gu¨tekriterien aus der Statistik (Determinante, Spur, gro¨ßter Eigenwert).
Einen U¨berblick hierzu geben unter anderem die Bu¨cher von Atkinson und Donev [AD92],
von Pukelsheim [Puk93] sowie die Artikel von Draper und Pukelsheim [DP96] und von
Atkinson [Atk96].
In vielen Fa¨llen wird fu¨r nichtlineare Regressionsmodelle eine Approximation der Kovari-
anzmatrix beziehungsweise der Informationsmatrix analytisch berechnet und darauf zum
Beispiel das Determinanten-Kriterium angewendet. Siehe hierzu die Arbeiten von Reilly
et al. [RBB+77], Qureshi et al. [QNG80], Rasch [Ras90], Dov´i et al. [DRAD94] und von
Rudolph und Herrendo¨rfer [RH95].
Zur Versuchsplanung bei etwas komplexeren dynamischen Prozessen, bei denen das
zugrundeliegende Problem durch ein System von gewo¨hnlichen oder differentiell-
algebraischen Gleichungen modelliert wurde, existieren nur wenige Arbeiten. Oinas et
al. [OTH92] untersuchten Versuchsplanungsprobleme fu¨r ODE- und PDE-Modelle bei
mehrphasigen Reaktoren. Die Versuchspla¨ne wurden dabei mit faktoriellen Designs er-
stellt, wie sie normalerweise nur in der linearen Versuchsplanung u¨blich sind, bei denen
die Parameter linear in das Modell eingehen und die Einflußgro¨ßen nur u¨ber Polynome
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untereinander gekoppelt sind. Baltes et al. [BSSR94] untersuchten Versuchsplanungspro-
bleme bei Langzeitselektionsexperimenten. Die Modellierung des Prozesses fu¨hrt auf ein
gewo¨hnliches Differentialgleichungssystem. Die Optimierung erfolgte mit einem Simplex-
Verfahren nach Nelder und Mead [NM64] als Black-Box-Ansatz.
Lohmann et al. [LBS92, Loh93] untersuchten die optimale Selektion von Messungen unter
gegebenen Versuchsbedingungen zur Maximierung der statistischen Gu¨te der zu scha¨tzen-
den Parameter. Die Jacobi-Matrix des zugrundeliegenden beschra¨nkten Parameterscha¨tz-
problems ist dabei konstant und muß nur einmal zu Beginn der Optimierung berechnet
werden. Hilf [Hil96] untersuchte Versuchsplanungsprobleme zur Roboterkalibrierung. Die
von ihm betrachteten Modelle sind nicht steif, so daß fu¨r die ersten und zweiten Ableitun-
gen im expliziten Verfahren ein Gesamtsystem aus DAE-Gleichungen und Sensitivita¨ts-
gleichungen gelo¨st werden kann. Die Ableitungen der Modellfunktionen des DAE-Systems
konnten analytisch bereitgestellt werden. Außerdem sind die von ihm betrachteten Pa-
rameterscha¨tzprobleme unbeschra¨nkt, was zu einer einfacheren Berechnung der Kova-
rianzmatrix und insbesondere ihrer Ableitungen fu¨hrt. Raum [Rau97] leitete effiziente
Techniken zur Berechnung der beno¨tigten Ableitungen des komplexen Zielfunktionals fu¨r
Versuchsplanungsprobleme bei gewo¨hnlichen Differentialgleichungen her. Die zugrunde-
liegenden Parameterscha¨tzprobleme ko¨nnen dabei beschra¨nkt oder unbeschra¨nkt sein.
5.1 Problemformulierung
Die optimale Versuchsplanung hat zum Ziel, Experimente und Messungen so auszulegen,
daß die aus den Meßdaten zu scha¨tzenden Parameter – und eventuell noch zusa¨tzliche un-
bekannte Variablen – maximale statistische Gu¨te haben. Ein Maß fu¨r die statistische Gu¨te
der zu scha¨tzenden Gro¨ßen liefern Funktionen auf der Kovarianzmatrix C. Wir verwenden
unter anderem die aus der Versuchsplanung fu¨r nichtlineare Regressionsmodelle bekann-
ten Gu¨tekriterien zur Maximierung der statistischen Gu¨te. Die unendlich-dimensionale
Lo¨sungstrajektorie des DAE-Systems wird dabei – wie bei der numerischen Behandlung
der Parameterscha¨tzprobleme auch – durch die endliche Anzahl von Variablen s parame-
trisiert. Da es in der Regel nicht ausreicht, die Parameter aus Daten eines Experiments
mit der geforderten Genauigkeit zu scha¨tzen und somit mehrere Experimente gleichzeitig
oder nacheinander geplant werden sollen, betrachten wir Parameterscha¨tzprobleme bei
Mehrfachexperimenten der Form (4.30) bis (4.32).
Das optimale Versuchsplanungsproblem fu¨hrt auf ein Optimal-Steuerungsproblem der
Form
min
q,u,w,s
Φ(C) (5.1)
so daß fu¨r jedes Experiment l, l = 1, . . . , Nex, die folgenden Bedingungen erfu¨llt sind:
• Zustands- und Kontrollbeschra¨nkungen
lc(t, lx(t), p, lq, lu(t), lw) ≥ 0, t ∈ [ lt0; ltfl], (5.2)
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• Beschra¨nkungen an das zugrundeliegende Parameterscha¨tzproblem
ld(p, ls, lq, lu) = 0, (5.3)
• und 0-1 oder gemischt-ganzzahlige Bedingungen
lw ∈ {0, 1}nml oder lw ∈ {0, 1, 2, . . . , lNw}nml . (5.4)
Die Lo¨sungstrajektorie lx(t) des DAE-Systems wurde bereits fu¨r das Parameterscha¨tzpro-
blem durch die endliche Anzahl von Variablen ls parametrisiert. In dem Vektor der Ne-
benbedingungen c = ( 1cT , . . . , NexcT )T fassen wir die Beschra¨nkungen an die Zustandsva-
riablen, an die Steuergro¨ßen und Steuerfunktionen, Kostenbeschra¨nkungen und eventuell
auftretende Innere-Punkt-Bedingungen zusammen. Fu¨r die Auswertung von Zustandsbe-
schra¨nkungen in c muß die Lo¨sung des DAE-Systems bereitgestellt werden, fu¨r die Aus-
wertung der Zielfunktion zusa¨tzlich auch die Ableitungen der Lo¨sungstrajektorie nach den
Parametern und den Parametrisierungsvariablen s.
Im Parameterscha¨tzproblem ist die Standardabweichung lσij des Meßfehlers zu einer ge-
gebenen Messung ein fester Wert. Im Versuchsplanungsproblem hingegen kann die Stan-
dardabweichung von den Zustandsvariablen und den Steuergro¨ßen abha¨ngen und wird
somit als Funktion
lςij : IR
nyi+nzi × IRnqi → IRnmij ,
(xi, qi) 7→ lςij(xi, qi)
betrachtet. Hiermit ko¨nnen zum Beispiel auch Messungen mit einem relativen Meßfehler
formuliert werden.
5.1.1 Zielfunktional
Zur Beurteilung der Gu¨te von Versuchspla¨nen benutzte Kiefer [Kie75] die Formulierung
des Matrixmittels.
Definition 5.1.1 (Matrixmittel)
Das Matrixmittel einer symmetrischen und positiv semi-definiten Matrix M mit Eigen-
werten λ1, . . . , λnM ist definiert als
φk(M) =
(
1
nM
nM∑
i=1
λki
)1/k
, 0 < k ≤ ∞.
Falls die Matrix M symmetrisch und positiv definit ist, so ist auch das 0-te Matrixmittel
definiert mit
φ0(M) = lim
k→0
(
1
nM
nM∑
i=1
λki
)1/k
= (det M)1/nM .
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Fu¨r die Optimierung wa¨hlen wir die aus der statistischen Versuchsplanung bekannten
Gu¨tekriterien, die dem Matrixmittel fu¨r ein k ∈ [0,∞] entsprechen:
• A-Kriterium: Minimiere die durchschnittliche Varianz der zu scha¨tzenden Para-
meter
ΦA(C) = φ1(C) =
1
l1
Spur (C).
Das A-Kriterium minimiert die durchschnittliche Halbachse des Konfidenzellipsoids.
Das Gu¨tekriterium hat den Vorteil, daß nur die Diagonalelemente der Kovarianzma-
trix berechnet werden mu¨ssen. Fu¨r die in der Optimierung beno¨tigten Ableitungen
mu¨ssen allerdings trotzdem alle Elemente der Kovarianzmatrix ausgewertet werden.
• E-Kriterium: Minimiere den gro¨ßten Eigenwert der Kovarianzmatrix
ΦE(C) = φ∞(C) =
l1
max
i=1
λi(C).
Das E-Kriterium minimiert die gro¨ßte Ausdehnung des Konfidenzellipsoids.
• D-Kriterium: Minimiere die Determinante der Kovarianzmatrix. Im Falle unbe-
schra¨nkter Parameterscha¨tzprobleme definieren wir
ΦD(C) = φ0(C) = (det C)
1
l1 .
Fu¨r beschra¨nkte Parameterscha¨tzprobleme ist die Kovarianzmatrix singula¨r und
die Determinante hiervon immer gleich Null. In diesem Fall beschra¨nken wir uns
auf einen Unterraum KT · (p, s) der zu scha¨tzenden Gro¨ßen. Die Matrix K ∈ Rl1×lK
habe dabei Vollrang. Die zugeho¨rige restringierte Kovarianzmatrix hat die Gestalt
CK = Cov
(
KT · (p, s)) = KT Cov(p, s)K. Fu¨r regula¨re CK ∈ IRlK×lK definieren
wir das D-Kriterium analog
ΦD(CK) = (det CK)
1
lK .
Das D-Kriterium minimiert das Volumen des Konfidenzellipsoids, das durch die Ko-
varianzmatrix C beziehungsweise CK beschrieben wird. Ein Nachteil ist dabei, daß
das Konfidenzellipsoid zum optimierten Versuchsplan lang und schmal sein kann.
In vielen Fa¨llen ist der Benutzer an den Standardabweichungen beziehungsweise den so-
genannten Konfidenzintervallen (siehe Abschnitt 4.6) der zu scha¨tzenden Gro¨ßen interes-
siert. Hierzu wurde von Lohmann et al. [LBS92] ein zusa¨tzliches Kriterium eingefu¨hrt:
• Min-max-Kriterium: Minimiere die Wurzel des gro¨ßten Diagonalelements der Ko-
varianzmatrix
ΦM(C) =
l1
max
i=1
√
Cii.
Die Wurzeln der Diagonalelemente der Kovarianzmatrix θi =
√
Cii geben eine
Na¨herung der Standardabweichungen der zu scha¨tzenden Gro¨ßen an. Das durch
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die gena¨herte Kovarianzmatrix C beschriebene Konfidenzellipsoid wird von einem
Quader mit Seitenla¨ngen 2 · θi eingeschlossen.
Das Min-max-Kriterium minimiert die maximale Standardabweichung der zu
scha¨tzenden Gro¨ßen.
Ein weiteres Kriterium ko¨nnte zum Beispiel die Minimierung einer Auswahl der Elemente
der Korrelationsmatrix sein.
Bemerkung 5.1.1 (Skalierung der Parameter)
Sowohl beim A-, E-, als auch beim Min-max-Kriterium muß darauf geachtet werden,
daß alle Parameterwerte etwa von der gleichen Gro¨ßenordnung sind. Der Vorteil hier-
bei ist, daß der Benutzer selbst u¨ber die Skalierung der Parameter Einfluß auf die von
ihm gewu¨nschten, eventuell unterschiedlich großen Standardabweichungen nehmen kann.
Sollen einige der Parameter mit gro¨ßerer Signifikanz gescha¨tzt werden als die restlichen,
so sollten diese einen gro¨ßeren Wert gegenu¨ber den restlichen Parameterwerten haben.
Die Experimente werden dann so geplant, daß gerade diese Parameter mo¨glichst genau
bestimmt werden ko¨nnen.
Im Gegensatz hierzu ist das D-Kriterium skalierungsinvariant: Seien die Parameter
θ = KT · (p, s) (K = I im unbeschra¨nkten Fall beziehungsweise K wie oben definiert
bei beschra¨nkten Parameterscha¨tzproblemen) reparametrisiert durch HT ·θ, H ∈ IRnθ×nθ ,
dann gilt fu¨r die Kovarianzmatrix C(HT · θ) = HT C H und somit det C(HT · θ) =
det C(θ) (det H)2. Fu¨r konstante Matrizen H kann die Form eines langen und schma-
len Konfidenzellipsoids nicht durch eine lineare Umparametrisierung vera¨ndert werden.
5.1.2 Optimierungsvariablen
Freie Variablen des Optimierungsproblems sind die folgenden das Experiment bestimmen-
den Gro¨ßen und die Auswahl der Messungen.
• Steuergro¨ßen q: Zeitlich konstante Einflußgro¨ßen im Experiment. Dies sind zum
Beispiel die Anfangszusammensetzung im Reaktor oder in den Zulaufgefa¨ßen oder
die Anfangstemperatur beziehungsweise die Temperatur im Reaktor bei isothermer
Fahrweise.
• Steuerfunktionen u(t): Das Experiment kann ha¨ufig auch durch zeitlich variable
verfahrenstechnische Komponenten beeinflußt werden, wie etwa der Volumenstrom
von Zula¨ufen oder Abla¨ufen oder das Temperaturprofil einer Heizung beziehungs-
weise Ku¨hlung.
• Gewichte w: Die Gewichte beschreiben eine Auswahl von Messungen aus dem
vorgegebenen Satz an mo¨glichen Messungen und Meßzeitpunkten. Die Gewichte
sind in der Regel 0-1-Variablen, aber auch allgemeine ganzzahlige Variablen sind
mo¨glich, wenn eine Messung zum selben Zeitpunkt mehrmals durchgefu¨hrt werden
kann.
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• Parametrisierungsvariablen s: Zur Parametrisierung der unendlich-dimensiona-
len Lo¨sung des DAE-Systems werden die Variablen s, wie in Abschnitt 4.1.1 zur
numerischen Lo¨sung des Parameterscha¨tzproblems beschrieben, eingefu¨hrt. Im Fal-
le einer Mehrzieldiskretisierung werden an jedem Mehrzielknoten τij Variablen sij
fu¨r die Anfangswerte x(τij) eingefu¨hrt, im Falle eines Single-Shooting-Ansatzes wird
die Lo¨sung des DAE-Systems nur u¨ber die Anfangswerte s0 = x(t0) parametrisiert.
Die Scha¨tzungen fu¨r die zusa¨tzlich eingefu¨hrten Variablen s sind wiederum Zufalls-
variablen und in erster Na¨herung normalverteilt wie auch die Scha¨tzungen fu¨r die
unbekannten Parameter p. Mit Hilfe der Mehrzieldiskretisierung la¨ßt sich nicht nur
die statistische Gu¨te der zu scha¨tzenden Parameter maximieren, sondern auch von
Komponenten der Lo¨sungstrajektorie zu bestimmten Zeitpunkten τij. Dies ist zum
Beispiel fu¨r die Vorhersage von Komponenten sinnvoll, die nicht direkt gemessen
werden ko¨nnen oder um die Zuverla¨ssigkeit des Ergebnisses bei einer anschließenden
Optimierung (z. B. Maximierung der Ausbeute oder Minimierung von Abfallproduk-
ten) zu erho¨hen. Allerdings wa¨chst der Aufwand zur Berechnung der Kovarianzma-
trix und insbesondere zur Berechnung ihrer Ableitung mit der Anzahl der Variablen
s. Deshalb wird fu¨r die Versuchsplanung eine Parametrisierung derart vorgenom-
men, daß nur die interessierenden Gro¨ßen mit in die Kovarianzmatrix aufgenommen
werden. Formal werden die Variablen insbesondere fu¨r alle Anfangswerte eingefu¨hrt,
jedoch wird fu¨r die Aufstellung der Jacobi-Matrix J (und somit auch der Kovari-
anzmatrix C) ein reduzierter Ansatz verwendet, der insbesondere die zu den festen
Anfangswerten geho¨rigen Variablen eliminiert. Die Jacobi-Matrix ist dann von der
Dimension der Anzahl der Messungen nmess und der interessierenden Variablen nv,
die Kovarianzmatrix von der Dimension nv × nv.
5.1.3 Nebenbedingungen
Die Optimierungsvariablen mu¨ssen meist zusa¨tzliche Nebenbedingungen erfu¨llen, sei es
durch Grenzen an den Prozeß im Reaktor oder etwa weil das Modell nur innerhalb eines
bestimmten Bereichs Gu¨ltigkeit besitzt. Die Nebenbedingungen c ko¨nnen Beschra¨nkungen
an die Steuergro¨ßen, an die Steuerfunktionen, an die Gewichte und an die Lo¨sungstrajek-
torie des DAE-Systems enthalten.
Beschra¨nkungen an die Steuergro¨ßen sind etwa Grenzen an die Anfangskonzentrationen
oder an Funktionen der verschiedenen Steuergro¨ßen untereinander, etwa die Molverha¨lt-
nisse von zwei Spezies.
Beschra¨nkungen an die Steuerfunktionen ko¨nnen zum Beispiel die minimale/maximale
Zulaufmenge oder Zulaufrate sein oder die minimale/maximale Temperatur einer Heiz-
bzw. Ku¨hlschlange.
Da die Messungen sehr teuer und zeitaufwendig sind, wird der Versuchsplan aus mehre-
ren mo¨glichen Messungen und Meßzeitpunkten einige wenige auswa¨hlen. Dabei ko¨nnen
die Gewichte pro Beobachtungsfunktion, pro Experiment und/oder insgesamt beschra¨nkt
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werden. Auch die etwas komplexere Formulierung als Beschra¨nkung an Kosten etwa von
Edukten und von Messungen kann hiermit formuliert werden.
Zusa¨tzlich ko¨nnen Beschra¨nkungen an die Zustandsvariablen x(t) und somit an die
Lo¨sungstrajektorie des DAE-Systems auftreten, etwa um zu verhindern, daß das Mo-
dell seinen Gu¨ltigkeitsbereich verla¨ßt oder Sicherheitsbestimmungen verletzt werden. Die
Beschra¨nkungen an die Steuerfunktionen und die Zustandsvariablen sollen zuna¨chst u¨ber
den gesamten Beobachtungszeitraum eingehalten werden. Fu¨r die numerische Lo¨sung wer-
den die Zustandsbeschra¨nkungen durch Innere-Punkt-Bedingungen an diskreten Punkten
ersetzt, die Steuerfunktionen werden geeignet parametrisiert und die Beschra¨nkungen an
die Parametrisierungsvariablen formuliert.
5.2 Direkter Ansatz
Das Versuchsplanungsproblem (5.1) bis (5.4) ist ein unendlich-dimensionales beschra¨nk-
tes Optimal-Steuerungsproblem in den Variablen q, u(t), w und s. Zur Lo¨sung hierfu¨r
wa¨hlen wir einen direkten Ansatz. Wir approximieren die Steuerfunktionen durch stu¨ck-
weise stetige Funktionen mit einer endlichen Anzahl von Variablen und ersetzen die Zu-
standsbeschra¨nkungen und Beschra¨nkungen an die Steuerfunktionen durch Innere-Punkt-
Bedingungen an diskreten Punkten. Die ganzzahligen Bedingungen werden durch eine
relaxierte Formulierung ersetzt.
Die unendlich-dimensionale Lo¨sung des DAE-Systems wurde bereits bei der Anwendung
des direkten Ansatzes fu¨r die Parameterscha¨tzung durch die Parametrisierung mit Hilfe
der Variablen s in eine Funktion u¨berfu¨hrt, die nur noch von einer endlichen Anzahl von
Variablen abha¨ngt. Dabei wird wiederum die relaxierte Formulierung der algebraischen
Gleichungen (4.4b) zur Lo¨sung der DAE-Systeme gewa¨hlt, um konsistente Anfangswer-
te in jedem Iterationsschritt der Optimierung zu garantieren. Die Konsistenzbedingungen
(4.8) (beziehungsweise (4.33) im Mehrfachexperimentfall) werden als zusa¨tzliche Nebenbe-
dingungen in das resultierede endlich-dimensionale Optimierungsproblem aufgenommen,
um eine konsistente Lo¨sung der urspru¨nglichen DAE-Systeme im Lo¨sungspunkt der Op-
timierung zu garantieren.
5.2.1 Approximation der Steuerfunktionen
Zur U¨berfu¨hrung der Steuerfunktionen in eine endlich-dimensionale Anzahl von Varia-
blen diskretisieren wir den Beobachtungszeitraum [ lt0,
ltfl ] wiederum in Teilintervalle
[ lτi,
lτi+1], i = 0, . . . , ml − 1, mit
lt0 =
lτ˜0 < · · · < lτ˜ml = ltfl .
Auf jedem Teilintervall approximieren wir u(t), t ∈ [ lτ˜il , lτ˜il+1], durch eine stetige Funk-
tion mit endlich vielen Freiheitsgraden, zum Beispiel durch ein Polynom p(t). In der
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Regel werden hierfu¨r Approximationen durch stu¨ckweise konstante oder stu¨ckweise li-
neare Funktionen gewa¨hlt. Aber auch andere Approximationen der Steuerfunktionen, die
nur von einer endlichen Anzahl von Variablen abha¨ngen, sind mo¨glich. Eventuelle Ste-
tigkeitsbedingungen an den inneren Gitterpunkten lτil werden mit in den Vektor der
Nebenbedingungen aufgenommen.
Im folgenden seien die aus der Approximation der Steuerfunktionen zusa¨tzlich auftreten-
den Variablen mit in den Vektor der Steuergro¨ßen q aufgenommen.
5.2.2 Diskretisierung der Zustandsbeschra¨nkungen
Beschra¨nkungen an die Lo¨sung des DAE-Systems werden durch Innere-Punkt-
Bedingungen zu bestimmten diskreten Zeitpunkten ersetzt. Hierfu¨r definieren wir ein
weiteres Gitter
lt0 =
lτ¯0 < · · · < lτ¯ml = ltfl.
Dieses muß nicht notwendigerweise das gleiche sein wie das Gitter fu¨r die Approximation
der Steuerfunktionen oder das Gitter der Mehrzieldiskretisierung.
5.2.3 Relaxierung der ganzzahligen Bedingungen
Zur numerischen Lo¨sung des Optimierungsproblems verwenden wir eine relaxierte For-
mulierung der ganzzahligen Bedingungen, das heißt
lw ∈ [0, 1]nml l = 1, . . . , Nex,
oder
lwi ∈ [0, lNwi] l = 1, . . . , Nex, i = 1, . . . , nml .
Eine Messung mit doppelter Varianz kann wie eine Messung mit Gewicht 1/2 interpretiert
werden. Um im Anschluß an die Optimierung wieder eine ganzzahlige Lo¨sung zu erhal-
ten, wenden wir Rundungs-Heuristiken an. Eine Mo¨glichkeit hierfu¨r ist, die Gewichte
pro Meßfunktion mit aufsteigenden Meßzeitpunkten aufzusummieren. Wenn das Gewicht
gro¨ßer als 1 ist (oder eventuell schon gro¨ßer als 1/2, um eine Verschiebung der Gewichte
in Richtung ho¨herer Meßzeitpunkte zu verhindern), setzen wir das aktuelle Gewicht auf
1 und die vorherigen auf 0, verringern den Wert der Summe um 1 und machen weiter
im Algorithmus. Eine weitere Mo¨glichkeit wa¨re, die Gewichte mit den ho¨heren Werten
aufzurunden und diejenigen mit niedrigen Gewichten abzurunden unter der Bedingung,
daß die Beschra¨nkungen an die Gewichte nicht verletzt werden.
Die Ergebnisse fu¨r die betrachteten Beispiele haben allerdings ergeben, daß die Gewichte
im optimierten Versuchsplan nahezu ganzzahlig waren und eine Rundung mit den oben
beschriebenen Heuristiken leicht mo¨glich war und nur wenig Einfluß auf das Gu¨tekriterium
hatte.
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5.3 Behandlung des Optimierungsproblems
Das resultierende nichtlineare endlich-dimensional Optimierungsproblem schreiben wir in
verku¨rzter Form als
min
v
F1(v)
so daß F2(v) = 0
F3(v) ≥ 0 .
(5.5)
In dem Vektor v ∈ IRnv fassen wir die Vektoren q, die aus den urspru¨nglich zeitlich
konstanten Steuergro¨ßen und die aus der Approximation der Steuerfunktionen zusa¨tzlich
eingefu¨hrten zeitlich konstanten Gro¨ßen bestehen, zusammen sowie den Vektor der Varia-
blen s aus der Parametrisierung der DAE-Systeme und die Gewichte w an die Messungen.
F1 : IR
nv → IR beschreibt die Zielfunktion. Die Nebenbedingungen des Optimierungs-
problems ordnen wir nach Gleichungs- und Ungleichungsbedingungen. Die Funktion
F2 : IR
nv → IRn2 beinhaltet die Gleichungsnebenbedingungen aus c, die Nebenbedingun-
gen an das zugrundeliegende Parameterscha¨tzproblem – in denen auch die Konsistenz-
bedingungen fu¨r die algebraischen Variablen enthalten sind – und gleichungsbeschra¨nkte
Nebenbedingungen an die Steuergro¨ßen wie etwa Stetigkeitsbedingungen der Approxi-
mationen der Steuerfunktionen an inneren Gitterpunkten. F3 : IR
nv → IRn3 umfaßt die
Ungleichungsbedingungen aus c, Innere-Punkt-Bedingungen an die Zustandsvariablen,
Schranken an die Meßgewichte und/oder Schranken an die Kosten.
5.3.1 Optimalita¨tsbedingungen
Seien die Funktionen Fi, i = 1, . . . , 3, mindestens einmal stetig differenzierbar, fu¨r Be-
dingungen zweiter Ordnung seien zusa¨tzlich die zweiten partiellen Ableitungen stetig.
Insbesondere seien die Voraussetzungen aus Satz 4.2.2 fu¨r das zugrundeliegende Parame-
terscha¨tzproblem erfu¨llt. A¨hnlich zum Least-Squares-Problem (4.17) definieren wir nach-
folgend Optimalita¨tsbedingungen fu¨r das Optimierungsproblem (5.5).
Definition 5.3.1 (Zula¨ssiger Bereich)
Der zula¨ssige Bereich des Optimierungsproblems (5.5) ist die Menge aller Punkte v, die
die Nebenbedingungen erfu¨llen
Mzul = {v ∈ IRnv |F2(v) = 0, F3(v) ≥ 0}.
Definition 5.3.2 (Active-Set)
Die Menge der aktiven Ungleichungen in einem Punkt v ∈ Mzul sind diejenigen Kompo-
nenten von F3, die mit Gleichheit erfu¨llt sind. Hierfu¨r definieren wir die Indexmenge des
Active-Set
I(v) = {i ∈ {1, . . . , n3}|F3,i(v) = 0}.
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Definition 5.3.3 (Lokales Minimum)
Ein Punkt v∗ ∈ Mzul heißt lokales Minimum, falls eine Umgebung U von v∗ existiert, so
daß
F1(v
∗) ≤ F1(v) ∀v ∈ U ∩Mzul.
Falls die Ungleichung strikt ist, so heißt v∗ striktes lokales Minimum.
Definition 5.3.4 (Regula¨rer Punkt)
Ein Punkt v∗ ∈ Mzul heißt regula¨r, falls die Vektoren ∇F2,i(v∗), i = 1, . . . , n2, und
∇F3,i(v∗), i ∈ I(v∗), linear unabha¨ngig sind. Diese Bedingung heißt im allgemeinen auch
first-order constraint qualification.
Fu¨r das Optimierungsproblem (5.5) ist die Lagrange-Funktion von der Form
L(v, λ, µ) = F1(v)− λTF2(v)− µTF3(v) (5.6)
mit Lagrange-Multiplikatoren λ und µ.
Satz 5.3.1 (Notwendige Bedingungen)
Sei v∗ ∈ Mzul regula¨r und lokales Minimum. Dann existieren Vektoren λ ∈ IRn2 und
µ ∈ IRn3 mit
i) (Notwendige Bedingung 1. Ordnung)
∇vL(v∗, λ, µ) = 0
ii) (Komplementarita¨t)
µTF3(v
∗) = 0
iii) (Notwendige Bedingung 2. Ordnung)
wT ∇vvL(v∗, λ, µ)w ≥ 0
∀w ∈ {ω ∈ IRnv |∇F2,i(v∗)ω = 0, i = 1, . . . , n2, ∇F3,i(v∗)ω = 0, i ∈ I(v∗)}.
5.3.2 Numerische Lo¨sung des Optimierungsproblems
Das Optimierungsproblem wird mit Verfahren der sequentiellen quadratischen Program-
mierung (SQP) gelo¨st: Wir starten mit einer Anfangsscha¨tzung v0 und berechnen eine
neue Iterierte aus
vk+1 = vk + rk ∆vk, k = 0, 1, . . . . (5.7)
Die Schrittweite rk ∈ (0, 1] wird mit Hilfe von Liniensuchmethoden gewonnen. Die Such-
richtung ∆vk lo¨st das quadratische Teilproblem (QP)
min
∆v
1
2
∆vT Ak ∆v +∇F1(vk)T ∆v
so daß F2(v
k) +∇F2(vk)T ∆v = 0
F3(v
k) +∇F3(vk)T ∆v ≥ 0 .
(5.8)
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Matrix Ak beschreibt dabei eine Approximation der Hesse-Matrix der Lagrange-Funktion
(5.6).
Zur numerischen Lo¨sung des Optimierungsproblems (5.5) wurden zum einen der Algo-
rithmus E04UCF aus der NAG-Programmbibliothek [NAG91] verwendet, zum anderen
das von Gill et al. [GMS97a, GMS97b] entwickelte SQP-Verfahren SNOPT. Beide Pro-
grammpakete bieten zwar die Mo¨glichkeit, die Gradienten ∇Fi, i = 1, . . . , 3, mit Hilfe
numerischer Differenzen zu berechnen, jedoch bedeutet dieser Black-Box-Ansatz einen
hohen Rechenaufwand bei gleichzeitig sehr ungenauen Ableitungen – oft nicht einmal
eine Stelle Genauigkeit.
Im folgenden wird eine effiziente Berechnung der Zielfunktion F1 und der Nebenbedingun-
gen F2 und F3 als auch deren Ableitungen nach den Optimierungsvariablen beschrieben,
die auf einem geschickten Zusammenspiel von semi-analytischen Ableitungen, Automati-
scher Differentiation und Interner Numerischer Differentiation beruht. Die Approximati-
on der Hesse-Matrix Ak wird u¨ber Update-Verfahren basierend auf den Gradienten der
Lagrange-Funktion gewonnen.
5.4 Herleitung der Gradienten von Zielfunktional
und Nebenbedingungen
Zur Berechnung der Ableitungen der Nebenbedingungen wenden wir die Kettenregel an
dFi
dv
=
∂Fi
∂x
∂x
∂v
+
∂Fi
∂v
, i = 2, 3.
Die partiellen Ableitungen der Nebenbedingungen Fi, i = 2, 3, nach den Variablen x und v
werden mit Automatischer Differentiation bereitgestellt. Die Berechnung der Ableitungen
der Lo¨sungstrajektorie x(t) nach den Optimierungsvariablen v wird in Kapitel 6 na¨her
beschrieben. Die Trajektorie x(t) ha¨ngt nicht von den Meßgewichten w ab, somit sind
die diesbezu¨glichen Ableitungen gleich Null und brauchen natu¨rlich nicht berechnet zu
werden.
Zur Herleitung der Ableitungen des Zielfunktionals nach den Optimierungsvariablen v
wenden wir zuna¨chst wiederum die Kettenregel an
dF1
dv
=
∂Φ
∂C
∂C
∂J
dJ
dv
. (5.9)
Auf die Berechnung der einzelnen Terme mit Hilfe von semi-analytischen Ableitungen,
Automatischer Differentiation und Interner Numerischer Differentiation wird in den fol-
genden Abschnitten na¨her eingegangen.
5.4.1 Ableitung des Gu¨tekriteriums nach der Kovarianzmatrix
Fu¨r die Berechnung der Ableitung des Gu¨tekriteriums Φ nach der Kovarianzmatrix C
stehen explizite Formeln zur Verfu¨gung:
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• A-Kriterium:
dΦA(C)
dv
=
1
nv
Spur
(
dC
dv
)
.
• E-Kriterium: Sei λmax(C) ein einfacher Eigenwert von C. Dann ist die Ableitung
von ΦE gegeben durch
dΦE(C)
dv
= zT
(
dC
dv
)
z,
wobei z den normierten Eigenvektor zum Eigenwert λmax(C) beschreibt.
• D-Kriterium:
dΦD(CK)
dv
=
1
lK
(det CK)
1
lK
lK∑
i=1
lK∑
j=1
(
C−1K
)
ij
·
(
dCK
dv
)
ij
.
• Min-max-Kriterium: Das Optimierungsproblem fu¨r das Min-max-Kriterium
min
l1
max
i=1
√
Cii
+ Nebenbedingungen
ist nicht differenzierbar. Es la¨ßt sich aber u¨berfu¨hren in das Optimierungsproblem
min δ (5.10a)
so daß
√
Cii ≤ δ, i = 1, . . . , l1, (5.10b)
+ Nebenbedingungen. (5.10c)
Die Ableitung der zusa¨tzlichen Nebenbedingungen (5.10b) ist dann
d
√
Cii
dv
=
1
2
√
Cii
dCii
dv
.
Beweis: Fu¨r das A-, D- und E-Kriterium siehe zum Beispiel Pa´zman [Pa´z86] und Lohmann
[Loh93], fu¨r die Ableitung des Min-max-Kriteriums siehe Lohmann [Loh93].
5.4.2 Ableitung der Kovarianzmatrix nach der Jacobi-Matrix
Im folgenden leiten wir Formeln fu¨r die Berechnung des zweiten Terms in (5.9) her. Mit
Hilfe von Zerlegungen der Jacobi-Matrix J des zugrundeliegenden Parameterscha¨tzpro-
blems ko¨nnen sowohl die Kovarianzmatrix C als auch deren Ableitungen nach der Jacobi-
Matrix J geschickt berechnet werden. Die Kovarianzmatrix
C = J+
(
I 0
0 0
)
J+
T
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la¨ßt sich darstellen als
C =
(
I 0
)(JT1 J1 JT2
J2 0
)−1(
JT1 J1 0
0 0
)(
JT1 J1 J
T
2
J2 0
)−1(
I
0
)
=: I1 ·M−1 · S ·M−1 · IT1 .
(5.11)
Die Ableitung der Kovarianzmatrix C nach den Optimierungsvariablen v ist somit (mit
dM−1
dv
= −M−1 dM
dv
M−1)
dC
dv
= −I1 M−1 dM
dv
M−1 SM−1 IT1 + I1M
−1 dS
dv
M−1 IT1 − I1M−1 SM−1
dM
dv
M−1 IT1
(5.12)
mit
dM
dv
=
(
d
dv
(
JT1 J1
)
d
dv
JT2
d
dv
J2 0
)
und
dS
dv
=
(
d
dv
(JT1 J1) 0
0 0
)
.
Umformung von (5.11) ergibt
C = (I1M
−1) ((I1M
−1)S)T .
Die Ableitung der Kovarianzmatrix la¨ßt sich weiter umformen zu
dC
dv
= (I1M
−1)
(
−dM
dv
M−1 S +
dS
dv
− SM−1 dM
dv
)
(I1M
−1)T
= (I1M
−1)
[
(I1M
−1)
(
−dM
dv
M−1 S +
dS
dv
− SM−1 dM
dv
)T]T
= (I1M
−1)
(I1M−1)
(
−
(
SM−1
dM
dv
)T
+
dS
dv
− SM−1 dM
dv
)TT
= (I1M
−1)
(I1M−1)
(
−
(
S1 (I1M
−1)
dM
dv
)T
+
dS
dv
− S1 (I1M−1) dM
dv
)TT
(5.13)
mit S = (S1|S2) =
(
JT1 J1
0
∣∣∣ 0
0
)
.
Fu¨r die Berechnung der Kovarianzmatrix und ihrer Ableitungen wird die Matrix M˜ =
(I1M
−1) mehrere Male von rechts mit unterschiedlichen Matrizen multipliziert.
Sei nun Λ = (ΛT1 ,Λ
T
2 )
T die von rechts multiplizierte Matrix. Wir lo¨sen zuna¨chst formal
das System (
JT1 J1 J
T
2
J2 0
) (
X1
X2
)
=
(
Λ1
Λ2
)
. (5.14)
Da immer eine Multiplikation der Form
M˜ Λ =
(
I 0
)
M−1
(
Λ1
Λ2
)
=
(
I 0
)(X1
X2
)
= X1
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vorgenommen wird, beno¨tigen wir nur die Berechnung von X1.
Aufgrund der Voraussetzungen von Satz 4.2.2 ist die Matrix JT1 J1 positiv definit und
Matrix J2 hat Vollrang. Wir nehmen zuna¨chst eine QR-Zerlegung von J
T
2 vor und zerle-
gen anschließend das transformierte System in der ersten Zeile von (5.14). Eine a¨hnliche
Vorgehensweise wurde bereits von Raum [Rau97] dargestellt, siehe auch Bauer et al.
[BKBS98, BBKS99b].
Aus der zweiten Zeile von (5.14) folgt J2X1 = Λ2. Wendet man auf J
T
2 eine QR-Zerlegung
an (JT2 = Q
T
(
RT
0
)
), so erha¨lt man(
R 0
)
QX1 = Λ2.
Mit
QX1 = Y =
(
Y1
Y2
)
folgt Λ2 =
(
R 0
)
Y = RY1 und somit
Y1 = R
−1 Λ2. (5.15)
Aus der ersten Zeile von (5.14) folgt nun
JT1 J1Q
T Y + JT2 X2 = Λ1
=⇒ JT1 J1QT1 Y1 + JT1 J1QT2 Y2 + JT2 X2 = Λ1.
(5.16)
Wir multiplizieren (5.16) von links mit Q2 und erhalten
Q2 J
T
1 J1Q
T
1 Y1 +Q2 J
T
1 J1Q
T
2 Y2 +Q2 J
T
2︸ ︷︷ ︸
=0
X2 = Q2 Λ1.
Die Zerlegung von J2 wurde genau so gewa¨hlt, daß Q2 J
T
2 = 0, und somit gilt
Q2 J
T
1 J1Q
T
2 Y2 = Q2 Λ1 −Q2 JT1 J1QT1 Y1. (5.17)
Durch Zerlegung von Q2 J
T
1 J1Q
T
2 (mit LU-, QR- oder Cholesky-Zerlegung) erhalten wir
aus Gleichungssystem (5.17) die Matrix Y2. Anschließend berechnen wir
X1 = Q
T Y = QT1 Y1 +Q
T
2 Y2. (5.18)
5.4.3 Ableitung der Jacobi-Matrix nach den Optimierungsva-
riablen
In Formel (5.13) treten noch die Ableitungen von M und S, beziehungsweise die Ablei-
tungen der Jacobi-Matrizen J1 und J2 nach den Optimierungsvariablen v auf.
Wir schreiben die Jacobi-Matrix J1 des Least-Squares-Funktionals (4.30) verku¨rzt als
J1 =
dr
d(p, s)
= −W Σ−1
(
∂b
∂x
∂x
∂(p, s)
+
∂b
∂(p, s)
)
, (5.19)
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wobei Σ2 = diag
(
lςij(
lxi(tij),
lq)2
)
die Kovarianzmatrix der Meßfehler, b =
lbij(tij,
lxi(tij), p,
lq) den Vektor der Meßfunktionen und W = diag(
√
lwij) die Gewichte
an die Messungen beschreibt.
Die Ableitung der Jacobi-Matrix J1 nach der k-ten Komponente der Steuergro¨ßen q ist
somit
dJ1
dqk
= W Σ−2 ·
(
diag
(
∂ lςij
∂x
∂x
∂qk
+
∂ lςij
∂qk
))
·
(
∂b
∂x
∂x
∂(p, s)
+
∂b
∂(p, s)
)
− W Σ−1
( (
∂2b
∂x2
∂x
∂q
)
∂x
∂(p, s)
+
∂2b
∂q∂x
∂x
∂(p, s)
+
∂b
∂x
∂2x
∂q∂(p, s)
+
∂2b
∂x∂(p, s)
∂x
∂q
+
∂2b
∂q∂(p, s)
)
.
(5.20)
Fu¨r die Ableitung nach den Gewichten w berechnen wir komponentenweise(
(d/dwk (J
T
1 J1)
)
. Dabei sei wk die k-te Komponente von
lwij und ek der k-te Einheits-
vektor.
d
dwk
(JT1 J1) =
(
∂b
∂x
∂x
∂(p, s)
+
∂b
∂(p, s)
)T
Σ−1 ek e
T
k Σ
−1
(
∂b
∂x
∂x
∂(p, s)
+
∂b
∂(p, s)
)
. (5.21)
Die ersten und zweiten Ableitungen der Modellfunktionen b in (5.19) bis (5.21) werden
dabei direkt u¨ber Richtungsableitungen berechnet.
Die Ableitungen der Nebenbedingungen d =
(
1dT , . . . , NexdT
)T
des Parameterscha¨tzpro-
blems mit ld = ld( lx( lt0), . . . ,
lx( ltfl), p,
ls, lq)), l = 1, . . . , Nex, nach den Steuergro¨ßen
q fu¨hren auf
dJ2
dq
=
d
dq
(
dd
d(p, s)
)
=
d
dq
(
∂d
∂x
∂x
∂(p, s)
+
∂d
∂(p, s)
)
=
( (
∂2d
∂x2
∂x
∂q
)
∂x
∂(p, s)
+
∂2d
∂q∂x
∂x
∂(p, s)
+
∂d
∂x
∂2x
∂q∂(p, s)
+
∂2d
∂x∂(p, s)
∂x
∂q
+
∂2d
∂q∂(p, s)
)
.
(5.22)
Von den Meßgro¨ßen w ha¨ngt J2 nicht ab.
Die Berechnung der ersten und zweiten Ableitungen der Lo¨sungstrajektorie x(t) des DAE-
Systems nach den Parametern p, den Parametrisierungsvariablen s und den Steuergro¨ßen q
kann durch eine geschickte Kombination aus Interner Numerischer Differentiation und Au-
tomatischer Differentiation mit der von der Optimierung geforderten Genauigkeit effizient
berechnet werden (siehe zum Beispiel Bauer et al. [BBKS99a, BBKS99b]). Unterschiedli-
che Vorgehensweisen und die Effizienz in Abha¨ngigkeit von den speziellen Anforderungen
werden im folgenden Kapitel diskutiert.
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5.5 Sequentielles Design
Das Zielfunktional bei der optimalen Versuchsplanung ist eine Funktion auf der gena¨herten
Kovarianzmatrix C aus (4.35). Der Fehler, der aufgrund der Approximation der Kovari-
anzmatrix auftritt, besteht aus zwei Komponenten:
1. Die Approximation der Kovarianzmatrix beschreibt das Konfidenzellipsoid fu¨r das
linearisierte Parameterscha¨tzproblem (4.19) und nicht das nichtlineare Konfidenz-
gebiet. Das mit Hilfe der gena¨herten Kovarianzmatrix beschriebene Konfidenzellip-
soid ist somit eine Approximation erster Ordnung des nichtlinearen Konfidenzge-
biets (siehe zum Beispiel Bock [Boc87] und Lohmann [Loh88]). Emig und Hosten
[EH74] verglichen das nichtlineare Konfidenzgebiet mit dem linearisierten Konfiden-
zellipsoid und mit den gemeinsamen Konfidenzintervallen und zeigten fu¨r Beispiele,
bei denen die Parameter stark nichtlinear in das Modell eingehen, daß das
”
exak-
te“ nichtlineare Konfidenzgebiet sehr asymmetrisch um den aktuellen Punkt liegen
kann.
2. Die Linearisierung erfolgt im aktuellen Punkt (pˆ, sˆ) und nicht im wahren (unbe-
kannten) Punkt (p∗, s∗).
Da die Modellantwort b in der Regel von den Zustandsvariablen x und somit implizit und
nichtlinear von den aktuellen Werten der Parameter pˆ und der Parametrisierungsvaria-
blen sˆ abha¨ngt, ist der berechnete Versuchsplan zwar optimal fu¨r die Linearisierung im
aktuellen Punkt (pˆ, sˆ), nicht aber unbedingt fu¨r den wahren Wert (p∗, s∗).
Beispiel 5.1 (Lotka-Volterra-Testbeispiel)
Fu¨r ein Lotka-Volterra-Modell
y˙1 = f y1 − k1 y1 y2
y˙2 = k1 y1 y2 − k2 y2
sollen die Parameter k1 und k2 bestimmt werden. Die Frequenz f sei als bekannt (f = 1)
vorausgesetzt.
Wir planen ein Experiment zur Bestimmung beider Parameter. Dabei ko¨nnen die Zu-
standsvariablen y1 und y2 u¨ber einen Beobachtungszeitraum von [0, 5] jeweils maximal 20
Mal alle 0.25 Zeiteinheiten gemessen werden. Versuchsplanungsgro¨ßen sind die Anfangs-
werte y1(0) und y2(0) und die Gewichte an die mo¨glichen Messungen. Dabei sollen aus
den 40 mo¨glichen Messungen maximal 20 ausgewa¨hlt werden.
Wir planen ein Experiment (E-optimal) mit Startscha¨tzungen k1 = k2 = 1. Das Gu¨tekri-
terium des optimierten Versuchsplans ist 3.0 ·10−4. Das Problem ist, daß der Versuchsplan
fu¨r die Startscha¨tzungen zwar sehr gut ist, falls die wahren Werte fu¨r die Parameter je-
doch etwas weiter davon entfernt sind, kann aus dem Experiment eventuell nur noch wenig
Information erhalten werden. Abbildung 5.1 zeigt den Wert des Gu¨tekriteriums fu¨r den
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fu¨r die Startscha¨tzungen k1 = k2 = 1 optimierten Versuchsplan in Abha¨ngigkeit von den
Parametern k1 und k2. Man sieht, daß falls die Werte der ”
wahren“ Parameter weiter weg
von (1, 1)T liegen, diese zum Teil nicht mehr aus den Meßdaten gescha¨tzt werden ko¨nnen.
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Abbildung 5.1: Werte des Gu¨tekriteriums in Abha¨ngigkeit der Parameter k1 und k2 fu¨r
einen in (k1, k2)
T = (1, 1)T optimierten Versuchsplan fu¨r das Lotka-Volterra-Testbeispiel
Gehen wir davon aus, daß die
”
wahren“ Parameter im Bereich [0.5, 3] liegen, so sollte ein
optimierter Versuchsplan mo¨glichst fu¨r den ganzen Bereich noch gute Information fu¨r die
zu scha¨tzenden Parameter liefern. Wir haben deshalb einen Versuchsplan berechnet, der
nicht nur fu¨r die Startscha¨tzungen (k1, k2)
T = (1, 1)T optimal ist, sondern das optimale
Ergebnis liefert fu¨r Parameter, die die Werte k1, k2 ∈ {0.5, 3} und k1 = k2 = 1 annehmen
ko¨nnen. Abbildung 5.2 zeigt die Werte des Gu¨tekriteriums in Abha¨ngigkeit von den Para-
metern k1 und k2 fu¨r den so optimierten Versuchsplan. Der Wert des Gu¨tekriteriums im
Punkt (k1, k2)
T = (1, 1)T ist 8.3 ·10−4, also gro¨ßer als fu¨r den nur fu¨r die Startscha¨tzungen
(1, 1)T optimierten Versuchsplan, das Gu¨tekriterium ist allerdings fu¨r Werte im gesamten
Bereich [0.5, 3] noch relativ klein.
Schon von Fedorov [Fed72] wurde zur Behebung dieser Problematik eine sequentielle Vor-
gehensweise vorgeschlagen, weniger aufgrund der Tatsache, daß bei nichtlinearen Proble-
men die Gu¨te der Versuchspla¨ne stark von den aktuellen Parameterwerten abha¨ngt, als
vielmehr weil sich die experimentellen Anforderungen a¨ndern ko¨nnen (neue Meßapparatu-
ren, andere Lo¨sungsmittel) beziehungsweise auch das Hintergrundwissen u¨ber den Prozeß
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Abbildung 5.2: Werte des Gu¨tekriteriums in Abha¨ngigkeit der Parameter k1 und k2 fu¨r
das Lotka-Volterra-Testbeispiel fu¨r einen Versuchsplan, der fu¨r mehrere Parameterwerte
gleichzeitig optimiert wurde
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zum Beispiel in Form von validierten Teilmodellen. Eine sequentielle Vorgehensweise wur-
de aber auch damals schon fu¨r die Versuchsplanung bei Modellfunktionen, die nichtlinear
in den Parametern sind, vorgeschlagen.
Diese besteht aus der Wiederholung von Versuchsplanung, Erhebung der Meßdaten und
Parameterscha¨tzung
Versuchs-
planung
→ Erhebung der
Meßdaten
→ Parameter-
scha¨tzung
→ Versuchs-
planung
→ · · ·
Nach der Planung und Durchfu¨hrung der Versuche kann in manchen Fa¨llen auch erst
einmal eine Analysephase no¨tig sein, etwa dann, wenn das Modell nicht zu den erhobenen
Meßdaten paßt. Dies kann Modella¨nderungen oder a¨hnliches beinhalten. Hierfu¨r ko¨nnen
zum Beispiel Methoden der Modelldiskriminierung eingesetzt werden, wie sie von Dieses
[Die97] untersucht wurden.
Fu¨r die sequentielle Vorgehensweise verwenden wir folgenden Algorithmus (siehe auch
Bauer et al. [BBKS99b] und Ko¨rkel et al. [KBBS99]):
Seien die fu¨r das Versuchsplanungsproblem notwendigen Gro¨ßen, Funktionen und die
Schranken an die Optimierungsvariablen definiert. Ferner seien Startwerte (p0, s0) fu¨r
die Parameter und Parametrisierungsvariablen gegeben. Diese ko¨nnen zum Beispiel aus
der Literatur aus fru¨heren Messungen oder aus Scha¨tzungen unter etwas vera¨nderten Ver-
suchsbedingungen herru¨hren. Eventuell ko¨nnen auch schon 0N bereits zuvor durchgefu¨hr-
te Experimente etwa aufgrund einer vorhergehenden Modellvalidierung zur Verfu¨gung
stehen, aus denen bereits eine erste Scha¨tzung der Parameter erfolgte. Diese Information
wird bei der Erstellung der Versuchspla¨ne beru¨cksichtigt. Setze l = 1.
1. Plane lN neue Experimente, die die Information aus den 0N, . . . , l−1N bereits durch-
gefu¨hrten Experimenten erga¨nzen.
2. Fu¨hre die lN neu vorgeschlagenen Experimente im Labor durch.
3. Scha¨tze die Parameter ( lp, ls) aus allen 0N, . . . , lN bereits durchgefu¨hrten Experi-
menten. Als Startwert fu¨r die Parameterscha¨tzung kann zum Beispiel der Wert aus
der letzten Iteration ( l−1p, l−1s) verwendet werden.
4. Falls das Zielfunktional der Versuchsplanung klein genug ist, beende den Algorith-
mus.
5. Ansonsten setze l → l + 1 und gehe zu 1.
Bemerkung 5.5.1 (Erga¨nzende Experimente)
Die Versuchspla¨ne fu¨r die unterschiedlichen Parameterwerte ( lp, ls) sind nur jeweils lokal
optimal. Werden im Lo¨sungspunkt ( lp, ls) neue Experimente geplant, so ist darauf zu
achten, daß der neu entworfene Versuchsplan einen maximalen Zuwachs an Information
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liefert. Hierfu¨r werden die alten, bereits durchgefu¨hrten Experimente beru¨cksichtigt. Da-
bei wird nur der Anteil der zu den neu zu planenden Experimenten der Jacobi-Matrix J in
jedem Iterationsschritt des Optimierungsverfahrens fu¨r die Auswertung und Ableitungs-
generierung neu ausgewertet. Der Anteil der zu den bereits durchgefu¨hrten Experimenten
geho¨rigen Jacobi-Matrix und ihrer Ableitungen ist konstant und wird nur einmal zu Be-
ginn der Optimierung berechnet oder aus fru¨heren Rechnungen u¨bernommen.
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Kapitel 6
Berechnung von Ableitungen der
Lo¨sungstrajektorie des DAE-Systems
Die numerische Lo¨sung der in Kapitel 4 dargestellten Parameterscha¨tzprobleme erfor-
dert nicht nur die Generierung der Lo¨sungstrajektorie des DAE-Systems, sondern auch
deren Ableitungen nach den Parametern p und den Parametrisierungsvariablen s. Fu¨r
die in Kapitel 5 dargestellten Versuchsplanungs-Optimierungsprobleme mu¨ssen zudem
die Ableitungen der Lo¨sungstrajektorie nach den Steuergro¨ßen q sowie zweite gemisch-
te Ableitungen nach Parametern, Parametrisierungsvariablen und Steuergro¨ßen bereitge-
stellt werden. Sowohl bei der numerischen Lo¨sung der Parameterscha¨tzprobleme als auch
(beziehungsweise erst recht) bei der Lo¨sung der Versuchsplanungs-Optimierungsprobleme
beno¨tigt dies den gro¨ßten Anteil an der Gesamtrechenzeit. Zudem mu¨ssen die Ableitungen
mit der von der Optimierung geforderten Genauigkeit berechnet werden.
Auch bei der numerischen Lo¨sung von Optimal-Steuerungsproblemen oder Feedback-
Steuerungen bei DAE-Systemen beno¨tigt man mindestens erste Ableitungen der Lo¨sung
nach den Steuergro¨ßen. Eventuell ist eine Approximation zweiter Ordnung sinnvoll, wofu¨r
zweite Ableitungen nach den Steuergro¨ßen beno¨tigt werden.
Da wir im Optimierungskontext zur Sicherung der Konsistenz der Anfangswerte die re-
laxierte Formulierung fu¨r die DAE-Systeme verwenden, betrachten wir im folgenden An-
fangswertprobleme fu¨r DAE-Systeme mit relaxierten algebraischen Gleichungen der Form
(4.4). Der U¨bersichtlichkeit halber lassen wir den das jeweilige Experiment betreffenden
Index l weg. Wir bezeichnen mit x(t; τj, sj, p, q) die Lo¨sung des Anfangswertproblems mit
Anfangswert x(τj) = sj. Diese ha¨ngt in der Regel von den Anfangswerten sj, den Para-
metern p und den Steuergro¨ßen q ab, wofu¨r wir im folgenden die effiziente Generierung
der Ableitungen darstellen wollen.
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6.1 Externe Numerische Differentiation
Sei v = (sj, p, q). Die Ableitung der Lo¨sungstrajektorie x(t; τj, v) in Richtung ∆v ∈
IRnv , nv = nx + np + nq, kann mit Hilfe des Differenzenquotienten approximiert werden:
∂x
∂v
(t; τj, v) =
x(t; τj, v + v ∆v)− x(t; τj, v)
v
+O(v). (6.1)
Trivialerweise wu¨rde man zuna¨chst die Nominaltrajektorie und anschließend die variier-
ten Trajektorien mit gesto¨rten Anfangswerten, Parametern oder Steuergro¨ßen auswerten.
Probleme ergeben sich aber, wenn ho¨here Genauigkeiten fu¨r die Sensitivita¨ten erzielt
werden sollen. Die Lo¨sung x(t; τj, v) des DAE-Systems (4.2) wird mit Hilfe der BDF-
Diskretisierung berechnet. Schon kleine Sto¨rungen in sj, p oder q fu¨hren meist auf ein
unterschiedliches Diskretisierungsgitter und Ordnungsschema. Als Faustregel kann man
fu¨r die Genauigkeit der Sensitivita¨ten maximal die Ha¨lfte der Genauigkeit von Nominal-
und variierten Trajektorien erwarten. Um ho¨here Genauigkeiten fu¨r die Sensitivita¨ten zu
erzielen, mu¨ssen Nominal- und variierte Trajektorien mit sehr hoher Genauigkeit berech-
net werden, was zu einem enormen Anstieg der Rechenzeit fu¨hrt.
Obiges Vorgehen wird als Externe Numerische Differentiation (END) bezeichnet, da die
Differentiation außerhalb der Diskretisierung der Nominaltrajektorie vorgenommen wird.
Bereits Ortega und Rheinboldt [OR66] und spa¨ter Gear und Vu [GV83] haben in ihren
Artikeln darauf hingewiesen, daß bei der Ableitungsgenerierung darauf zu achten ist, daß
der Lo¨sungsoperator differenzierbar in den abzuleitenden Variablen ist. Fu¨r die Lo¨sung
und Ableitungsgenerierung bei Differentialgleichungssystemen favorisierten Gear und Vu
damals ein BDF-Verfahren konstanter Schrittweite und Ordnung.
6.2 Interne Numerische Differentiation
Im folgenden stellen wir eine Methode dar, die durch Kopplung von Automatischer Dif-
ferentiation der Modellfunktionen des DAE-Systems und Interner Numerischer Differen-
tiation des BDF-Diskretisierungsschemas die Ableitungen mit der von der Optimierung
geforderten Genauigkeit effizient berechnet.
Wir betrachten die Diskretisierung der Nominaltrajektorie als Folge von Abbildungen und
leiten das Diskretisierungsschema selbst ab. Integratoren sind nur dann effizient, wenn sie
die Ordnung und Schrittweite und die Lo¨sung der Lineare-Algebra-Teilprobleme adaptiv
wa¨hrend der Integration vera¨ndern. Allerdings sind die adaptiv erzeugten Komponen-
ten auch abha¨ngig von den Anfangswerten, den Parametern und den Steuergro¨ßen. Ein
vera¨nderter Anfangswert zieht zum Beispiel in der Regel eine unterschiedliche Folge von
Schrittweiten nach sich. Die durch die Diskretisierung erzeugte Folge von Abbildungen
ha¨ngt dadurch nicht immer stetig von den Anfangswerten, den Parametern und Steu-
ergro¨ßen ab. Abhilfe schafft hier das Prinzip der Internen Numerischen Differentiation
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(IND), dessen Idee und erste Realisierungen auf Bock [Boc81] zuru¨ckgehen. Wir leiten
die adaptiv erzeugte Folge von Abbildungen ab, jedoch nicht die adaptiven Komponenten
selbst. Dies bedeutet, daß alle adaptiv erzeugten Komponenten eingefroren werden, wie
etwa
• die Fehlerkontrolle,
• die Ordnungs- und Schrittweitensteuerung
• und das Newton-Verfahren zur Lo¨sung des impliziten Systems, inklusive
– der Anzahl der Newton-Iterationen
– und der Approximation der Iterationsmatrix J und ihrer Zerlegung.
Diese Vorgehensweise wenden wir nun auf das BDF-Verfahren an. Die Diskretisierung der
Nominaltrajektorie im Schritt n + 1 ist von der Form
F (xn+1, p, q) :=
A(tn+1, xn+1, p, q)
k∑
i=0
αi yn+1−i + h f(tn+1, xn+1, p, q)
g(tn+1, xn+1, p, q)− ϑ(tn+1) g(τj, sj, p, q)
 = 0. (6.2)
Die Ableitung zum Beispiel nach den Parametern p ergibt nach dem Satz u¨ber implizite
Funktionen
∂xn+1
∂p
= −
(
∂F
∂x
(xn+1, p, q)
)−1
dF
dp
(xn+1, p, q)
und somit bei eingefrorenem Diskretisierungsschema(
Ax(tn+1, xn+1, p, q)
∂xn+1
∂p
+ Ap(tn+1, xn+1, p, q)
) k∑
i=0
αi yn+1−i
+A(tn+1, xn+1, p, q)
k∑
i=0
αi
∂yn+1−i
∂p
+h fx(tn+1, xn+1, p, q)
∂xn+1
∂p
+ h fp(tn+1, xn+1, p, q) =0
gx(tn+1, xn+1, p, q)
∂xn+1
∂p
+ gp(tn+1, xn+1, p, q)− ϑ(tn+1) gp(τj, sj, p, q) =0.
(6.3)
Betrachtet man andererseits die Variationsdifferentialgleichung fu¨r die Wronski-Matrizen
Wp = (W
y
p
T ,W zp
T )T = ((∂y/∂p)T , (∂z/∂p)T )T
(AxWp + Ap) y˙ + A · W˙ yp = fxWp + fp
0 = gxWp + gp − ϑ gp(τj)
(6.4)
und wendet darauf die BDF-Diskretisierung an, so erha¨lt man exakt die Gleichungen
(6.3). Leitet man auch die Monitor-Strategie zur Lo¨sung des impliziten Systems fu¨r die
104 Kapitel 6. Berechnung von Ableitungen der Lo¨sungstrajektorie des DAE-Systems
Nominaltrajektorie ab, so ist die somit berechnete Lo¨sung die exakte Ableitung der diskre-
tisierten Lo¨sungstrajektorie. Der Name
”
Interne Numerische Differentiation“ ist dadurch
motiviert, daß die Differentiation innerhalb des Diskretisierungsschemas vorgenommen
wird.
Allgemein schreiben wir die Variations-DAEs fu¨r die Ableitungen nach Anfangswerten,
Parametern und Steuergro¨ßen verku¨rzt als
AW˙ y =
(−Ay y˙ + fy −Az y˙ + fz −Ap y˙ + fp −Aq y˙ + fq) ·
 W0 0 I 0
0 0 0 I

0 =
(
gy gz gp gq
) ·
 W0 0 I 0
0 0 0 I
− ϑ(t) (gy(τj) gz(τj) gp(τj) gq(τj)) ,
mit
W (t; τj) =
(
W y(t; τi)
W z(t; τi)
)
=
(
W ysy W
y
sz W
y
p W
y
q
W zsy W
z
sz W
z
p W
z
q
)
=
(
∂y
∂syi
∂y
∂szi
∂y
∂p
∂y
∂q
∂z
∂syi
∂z
∂szi
∂z
∂p
∂z
∂q
) ∣∣∣∣∣
(t;τi,si,p,q)
Fu¨r die Berechnung der Ableitungen in Richtung einer Matrix WD =
(WDTx ,WD
T
p ,WD
T
q )
T ∈ IR(nx+np+nq)×ndir lo¨sen wir direkt die Variations-DAE in
W˜ = WD ·W
A
˙˜
W
y
=
(−Ay y˙ + fy −Az y˙ + fz −Ap y˙ + fp −Aq y˙ + fq) ·
 W˜WDp
WDq

0 =
(
gy gz gp gq
) ·
 W˜WDp
WDq
− ϑ(t) (gy(τj) gz(τj) gp(τj) gq(τj)) ·WD,
(6.5)
wofu¨r nur noch die Berechnung von ndir Richtungen no¨tig ist. Der Term(
gy(τj) gz(τj) gp(τj) gq(τj)
) ·WD, der aus der Ableitung der Relaxierung folgt, ist im
gesamten Integrationsintervall konstant und muß nur einmal zu Beginn der Integration
ausgewertet werden.
Der Diskretisierungsfehler der Lo¨sung der Nominaltrajektorie ist nach Satz 2.1.3 von der
Ordnung O(hk) wie auch der Diskretisierungsfehler der Lo¨sung der Variationsdifferenti-
algleichungen.
Bemerkung 6.2.1 (Direkte Berechnung von Richtungsableitungen)
Wendet man den reduzierten Ansatz aus Abschnitt 4.4 zur Lo¨sung der Parameterscha¨tz-
probleme an, so ist es nicht no¨tig, alle Ableitungen nach Parametern und Parametrisie-
rungsvariablen zu berechnen. Vielmehr werden nur die Richtungsableitungen
Hj · j−1Hκ, κ ∈ {E,R}, j ≥ 0 und Hj · j−1HP +Hpj
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mit Hj =
∂hj
∂sj
=
∂y(τj+1; τj, sj)
∂sj
und Hpj =
∂hj
∂p
=
∂y(τj+1; τj, sj)
∂p
,
beno¨tigt. Dies sind ndir = (nx − nelim) + np + 1 Richtungen.
Wir lo¨sen die Variations-DAE (6.5) in den ndir = (nx − nc) + np + 1 Richtungen
WD =
j−1HE j−1HP j−1HR0 Inp 0
0 0 0
 .
Richtungsableitungen werden auch fu¨r einen reduzierten Ansatz bei Optimal-
Steuerungsproblemen wie zum Beispiel in dem von Leineweber et al. [Lei99, BBLS99]
entwickelten Code MUSCOD-II beno¨tigt. In diesem Fall mu¨ssen Richtungsableitungen in
Richtung von Anfangswerten und Steuergro¨ßen berechnet werden.
Zur Berechnung der Sensitivita¨ten mit Hilfe der Techniken der IND ergeben sich zwei
grundsa¨tzliche Mo¨glichkeiten.
6.2.1 Variierte Trajektorien
Die Wronski-Matrizen W ko¨nnen mit finiten Differenzen – analog zur Approximation
bei der END (6.1) – approximiert werden. Hierfu¨r lo¨sen wir ein Anfangswertproblem
fu¨r die Nominaltrajektorie und die variierten Trajektorien mit gesto¨rten Anfangswerten,
Parametern und Steuergro¨ßen
∆v = v ·
∆si∆p
∆q
 .
Differentiation der adaptiv erzeugten Lo¨sung des diskretisierten Systems fu¨r die Nominal-
trajektorie bedeutet, daß die variierten Trajektorien mit dem gleichen Diskretisierungs-
schema wie fu¨r die Nominaltrajektorie berechnet werden. Das Newton-Verfahren zur Be-
rechnung des nichtlinearen diskretisierten Gleichungssystems (6.2) wird dabei ebenso ab-
geleitet, das heißt, daß die Monitor-Strategie auch auf die Lo¨sung der diskretisierten
Systeme fu¨r die variierten Trajektorien angewendet wird. Die Iterationsmatrix fu¨r das
vereinfachte Newton-Verfahren wird sowohl fu¨r die Nominal- als auch die variierten Tra-
jektorien verwendet.
Der Fehler bei der Berechnung der Sensitivita¨ten setzt sich zum einen aus dem Diskreti-
sierungsfehler und zum anderen aus der Approximation mit finiten Differenzen zusammen
err = O(TOL) +O(√mach),
falls 2v = mach, mach die Maschinengenauigkeit.
Einen Nachteil bei der Approximation mit variierten Trajektorien stellt die Wahl von
v dar. Als Faustregel wird dafu¨r die Wurzel aus der Maschinengenauigkeit angegeben
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(falls ‖∆v‖ ≈ 1 und ‖v‖ ≈ 1), jedoch wa¨hlt man bei nichtlinearen Problemen etwa
v = 10 ·√mach · ‖v‖ oder 100 ·√mach · ‖v‖. Im Verlauf der Integration kann sich auch die
Differenz zwischen Nominal- und den variierten Trajektorien a¨ndern, woraus sich weitere
Genauigkeitsverluste ergeben ko¨nnen. Ein Neustart der Integration mit angepaßtem v
sollte dann durchgefu¨hrt werden. Da fu¨r die variierten Trajektorie – bei vera¨ndertem v
– keine zuru¨ckliegenden Werte zur Verfu¨gung stehen, muß die Integration ga¨nzlich neu
gestartet werden – mit den in Kapitel 3 dargestellten Nachteilen.
Ein Vorteil bei dieser Vorgehensweise ist, daß nur die Ableitungen der Modellfunktionen
nach den Zustandsvariablen x bereitgestellt werden mu¨ssen. Da die Ableitungen nur fu¨r
die Aufstellung der Iterationsmatrix des modifizierten Newton-Verfahrens beno¨tigt wer-
den und fu¨r das Newton-Verfahren eine gute Approximation der Jacobi-Matrix ausreicht,
ergeben sich keine Genauigkeitsverluste fu¨r die Lo¨sung der Nominaltrajektorie, wenn diese
zum Beispiel mit finiten Differenzen approximiert werden. Auch werden keine zusa¨tzlichen
Ableitungen nach p oder q beno¨tigt.
Die gro¨ßten Einsparungen werden zum einen dadurch erzielt, daß sich der Integrations-
Overhead fu¨r die variierten Trajektorien verringert, vor allem aber dadurch, daß die Itera-
tionsmatrix fu¨r das Newton-Verfahren fu¨r die variierten Trajektorien nicht neu berechnet
und zerlegt werden muß.
Aufwand pro BDF-Schritt:
Lo¨sen des linearen Gleichungssystems: (ndir + 1) · nNewton
Funktionsaufrufe der Modellgleichungen: (ndir + 1) · nNewton,
wobei nNewton die Anzahl der Iterationen des vereinfachten Newton-Verfahrens bezeichnet.
zusa¨tzlich:
ca. alle 5 - 20 BDF-Schritte: Berechnung von Ax, fx, gx
ca. alle 5 - 10 BDF-Schritte: Zerlegung der Iterationsmatrix.
6.2.2 Variations-DAE
Die zweite Mo¨glichkeit zur Generierung der Ableitungen ist, die Variationsdifferenti-
algleichungen direkt zu berechnen. Die Lo¨sung der diskretisierten Gleichungen fu¨r die
Variations-DAEs (6.5) erfordert das Lo¨sen des linearen Gleichungssystems(
α0A+ h fy − hAy y˙ hfz − hAz y˙
gy gz
)
︸ ︷︷ ︸
= J
·Wv,n+1
=
(−h ((fp − Ap y˙)WDp + (fq − Aq y˙)WDq − Ac(Wv))
−gv + ϑ(tn+1) gv(τj)WD
)
.
(6.6)
Der Term c(Wv) beschreibt den konstanten Anteil der Ableitung des Korrektorpolynoms
fu¨r die Wronski-Matrizen Wv analog zu c = c(y) fu¨r die Nominaltrajektorie aus Gleichung
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(2.12). Ableitungen der Modellfunktionen nach v beschreiben Ableitungen nach si, p oder
q oder eine Kombination davon.
Gleichungssystem (6.6) ist das diskretisierte System fu¨r die Wronski-Matrix Wv = ∂x/∂v,
v eine Komponente von si, p oder q oder eine allgemeine Richtung. Die Matrix J entspricht
dabei gerade der Jacobi-Matrix des nichtlinearen Gleichungssystems fu¨r die diskretisierte
Nominaltrajektorie, ausgewertet am aktuellen Punkt xn+1. Zur Lo¨sung des Gleichungssy-
stems (6.6) verwenden wir zwei unterschiedliche Ansa¨tze:
Variations-DAE mit Newton-Verfahren
Zur Berechnung der unbekannten Gro¨ßen Wv,n+1 leiten wir auch die Berechnung von
xn+1 aus der Diskretisierung der Nominaltrajektorie mit Hilfe des Newton-Verfahrens ab.
Wendet man auch auf das vereinfachte Newton-Verfahren
x
(m+1)
n+1 = x
(m)
n+1 + ∆x
(m)
n+1,
∆x
(m)
n+1 = −J˜−1 F (x(m)n+1, p, q), m = 1, {2, {3}},
F aus Formel (6.2), die Kettenregel an
∂x
(m+1)
n+1
∂v
=
∂x
(m)
n+1
∂v
− J˜−1
(
∂F (x
(m)
n+1)
∂x
(m)
n+1
∂x
(m)
n+1
∂v
+
∂F (x
(m)
n+1)
∂v
)
, m = 1, {2, {3}},
so erha¨lt man (hinreichend oft Differenzierbarkeit vorausgesetzt) eine Newton-Iteration
fu¨r die Wronski-Matrizen Wv,n+1 =
∂x
(m)
n+1
∂v
der folgenden Form
W
(m+1)
v,n+1 = W
(m)
v,n+1 − J˜−1
(
J(x
(m)
n+1)W
(m)
v,n+1 + Fv(x
(m)
n+1)
)
, m = 1, {2, {3}}. (6.7)
Dabei ist die Ableitung von F nach x
(m)
n+1 gerade die Jacobi-Matrix ausgewertet am aktu-
ellen Punkt x
(m)
n+1 und die Ableitung von F nach v ist die rechte Seite von (6.6)
∂F (x
(m)
n+1)
∂x
(m)
n+1
= J(x
(m)
n+1),
∂F (x
(m)
n+1)
∂v
=
(−h ((fp − Ap y˙)WDp + (fq − Aq y˙)WDq)− Ah c(Wv)
−gv + ϑ(tn+1) gv(τj)WD
)
.
Gleichung (6.7) bedeutet, daß das Newton-Verfahren mit derselben gena¨herten Jacobi-
Matrix J˜ und derselben Anzahl von Iterationsschritten auf das Gleichungssystem (6.6)
angewandt wird. Die Ableitungen J(x
(m)
n+1) · W (m)v,n+1 ko¨nnen dann effizient direkt u¨ber
Richtungsableitungen berechnet werden, was insbesondere die Richtungsableitungen der
Modellfunktionen f, g und A nach den Richtungen W
(m)
v,n+1 erfordert. Diese ko¨nnen zum
Beispiel mit Hilfe finiter Differenzen approximiert werden, etwa
∂f
∂x
(x
(m)
n+1) ·W (m)v,n+1=˙
f(v + v∆v)− f(v)
v
mit v =
x(m)n+1p
q
 und ∆v =
W (m)v,n+1WDp
WDq

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und analogen Berechnungen fu¨r die Ableitungen der algebraischen Gleichungen g und
die Richtungsableitungen von A. Dabei ist die Wahl von v gerade bei unterschiedli-
chen Gro¨ßenordnungen der einzelnen Komponenten von Wv und p (bzw. von q) sehr pro-
blematisch. Eventuell sind zusa¨tzliche Auswertungen der Modellfunktionen fu¨r eine hin-
reichend genaue Approximation no¨tig. Eine Auswertung der Richtungsableitungen mit
Hilfe Automatischer Differentiation (zum Beispiel ADIFOR, siehe hierzu Bischof et al.
[BCC+92, BCK+98]) ist dem in den meisten Fa¨llen vorzuziehen.
Zudem mu¨ssen pro BDF-Schritt die Ableitungen der Modellfunktionen nach den Kompo-
nenten von v bereitgestellt werden. Dies kann ebenso u¨ber finite Differenzen oder wieder-
um mit Hilfe der Automatischen Differentiation erfolgen. Dabei wird ausgenutzt, daß die
Modellfunktionen nur von einem Teil der Komponenten von v explizit abha¨ngen.
Die oben beschriebene Lo¨sung des linearen Gleichungssystems mit Newton-Verfahren ist
gerade dann sinnvoll, wenn nur wenige Richtungen (verglichen mit der Anzahl der Zu-
standsvariablen) berechnet werden sollen. Die Monitor-Strategie fu¨r die Nominaltrajek-
torie zur Reduzierung des Lineare-Algebra-Aufwands wird auf die Berechnung der Unbe-
kannten der diskretisierten Variations-DAEs u¨bertragen.
Aufwand pro BDF-Schritt:
Lo¨sen des linearen Gleichungssystems: (ndir + 1) · nNewton
Auswertung der Richtungsableitungen J(xn+1) ·W (m)v,n+1: ndir · nNewton
Auswertung der Modellgleichungen: nNewton
Auswertung der Ableitungen der Modellgleichungen nach v: nNewton
zusa¨tzlich:
ca. alle 5 - 20 BDF-Schritte: Berechnung von fx, gx
ca. alle 5 - 10 BDF-Schritte: Zerlegung von J
Variations-DAE mit direktem Lo¨sen des linearen Gleichungssystems
Da das Gleichungssystem fu¨r die Variations-DAEs nach Diskretisierung (6.6) linear in
den Unbekannten Wv,n+1 ist, kann dieses alternativ auch direkt gelo¨st werden. Allerdings
entspricht diese Vorgehensweise zuna¨chst nicht mehr dem Prinzip der IND.
Wird das diskretisierte System F im Lo¨sungspunkt des Newton-Verfahrens ausgewertet,
so erhalten wir eine leicht gesto¨rte Lo¨sung
F (x
(m)
n+1, p, q) = δ.
Vernachla¨ssigen wir diesen Fehler δ, so fu¨hrt die Ableitung der Berechnung von xn+1
gerade auf die direkte Lo¨sung des Gleichungssystems (6.6). Dies erfordert zwar die Aus-
wertung und Zerlegung der Jacobi-Matrix J in jedem BDF-Schritt. Andererseits erspart
man sich die vielen Auswertungen der Modellfunktionen und der Ableitungen nach Pa-
rametern und Steuergro¨ßen, da das Gleichungssystem direkt und nicht mit bis zu drei
Newton-Iterationen gelo¨st wird.
Aufwand pro BDF-Schritt:
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Berechnung der Jacobi-Matrix J : 1
Zerlegung der Jacobi-Matrix J : 1
Lo¨sen des linearen Gleichungssystems: ndir + nNewton
Auswertung der Ableitungen der Modellgleichungen: ndir
Auswertung der Modellgleichungen: nNewton
6.2.3 Aufwandsabscha¨tzung der unterschiedlichen Varianten
Die Hauptrechenzeit liegt bei allen Varianten zum einen in der Linearen Algebra und
zum zweiten in der Berechnung der Ableitungen der Modellfunktionen. Zur Beurteilung
der unterschiedlichen Varianten untersuchen wir zuna¨chst den Aufwand fu¨r die Lineare
Algebra und zur Berechnung der Ableitungen:
Zerlegung von J:
LU-Zerlegung einer Matrix beno¨tigt
n−1∑
k=1
n∑
i=k+1
n∑
j=k+1
1 =
1
3
n3 − 1
2
n2 +
1
6
n
Operationen (Multiplikationen und Divisionen).
Lo¨sen eines linearen Gleichungssystems:
Die Lo¨sung eines linearen Gleichungssystems mit bereits zerlegter Matrix J = LU
beno¨tigt
n∑
j=1
j−1∑
i=1
1 +
n∑
j=1
(Div.︷︸︸︷
1 +
Mult.︷ ︸︸ ︷
n∑
i=j+1
1
)
=
n∑
j=1
n∑
i=1
1 = n2
Operationen.
Berechnung der Ableitungen der Modellfunktionen:
Die Ableitungen von f , g und A werden in der Regel entweder mit numerischen Differenzen
berechnet oder mit Hilfe der Automatischen Differentiation.
Numerische Differenzen: nAbl. = nx + 1 Funktionsaufrufe (bzw. np + 1, nq + 1)
Automatische Differentiation: nAbl. = nADx (bzw. nADp , nADq)
Berechnung der Richtungsableitungen J ·Wv:
Numerische Differenzen: nAbl. = ndir + 1 Funktionsaufrufe
Automatische Differentiation: nAbl. = nADdir
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Bemerkung 6.2.2 (Automatische Differentiation)
Die Automatische Differentiation hat den Vorteil, daß der Benutzer keinerlei Ableitungsin-
formation bereitstellen muß und die berechneten Ableitungen trotzdem exakt ausgewertet
werden, wohingegen die mit finiten Differenzen berechneten Ableitungen einen Fehler in
der Gro¨ßenordnung von in der Regel mindestens
√
mach aufweisen. Vor allem bei Rich-
tungsableitungen mit finiten Differenzen mit nur ndir + 1 Funktionsaufrufen gehen oft
mehrere Stellen an Genauigkeit verloren, da sowohl der Richtungsvektor als auch die
abzuleitenden Gro¨ßen oft von sehr unterschiedlicher Gro¨ßenordnung sind.
Ein Nachteil der Automatischen Differentiation zum Beipiel mit ADIFOR ist, daß die
Auswertung der Ableitungen teils deutlich aufwendiger ist als die Berechnung mit finiten
Differenzen, also ndir + 1 Funktionsaufrufe.
Ein weiteres Einsparpotential lassen Automatische Differentiations-Tools erwarten, die
die speziellen Strukturen der abzuleitenden Modellfunktionen ausnutzen. Ru¨cker [Ru¨c99]
entwickelte und implementierte in seiner Diplomarbeit effiziente Techniken zur automa-
tischen Differentiation fu¨r chemische Reaktionsgleichungen. Durch Ausnutzung der dabei
auftretenden Strukturen sind die von ihm generierten ersten und zweiten Ableitungen
deutlich schneller als die mit Hilfe von ADIFOR erzeugten.
Vergleicht man die unterschiedlichen Varianten zur Berechnung der Sensitivita¨tsmatrizen,
so sieht man, daß bei der Lo¨sung der diskretisierten Systeme mit Newton-Verfahren zwar
nur selten die Ableitungen der Modellfunktionen ausgewertet und die Iterationsmatrix
zerlegt werden muß. Jedoch muß pro zu berechnender Richtung nNewton mal das lineare
Gleichungssystem mit bereits zerlegter Iterationsmatrix gelo¨st und die rechte Seite im
Newton-Verfahren ausgewertet werden. Im Fall des direkten Lo¨sens der linearen Glei-
chungssysteme der diskretisierten Variations-DAE muß die Auswertung des Gleichungs-
systems mit bereits zerlegter Iterationsmatrix und die Auswertung der rechten Seite nur
einmal pro zu berechnender Richtung durchgefu¨hrt werden; jedoch auf Kosten der Be-
rechnung und Zerlegung der Iterationsmatrix, die pro BDF-Schritt einmal durchgefu¨hrt
werden muß.
Sollen nur wenige Richtungsableitungen berechnet werden (verglichen mit der Anzahl
der Zustandsvariablen), so ist es ratsam, die Berechnung der Sensitivita¨ten mit variier-
ten Trajektorien oder mit der Variationsdifferentialgleichung mit vereinfachtem Newton-
Verfahren fu¨r das Lo¨sen des linearen Gleichungssystems durchzufu¨hren. Die Monitor-
Strategie wird in beiden Fa¨llen sowohl fu¨r die Lo¨sung des impliziten Systems fu¨r die
Nominaltrajektorie als auch fu¨r die variierten Trajektorien beziehungsweise fu¨r die Varia-
tionsdifferentialgleichungen angewendet. Dies spart Auswertungen und Zerlegungen der
Iterationsmatrix J . Im Fall der variierten Trajektorien mu¨ssen dafu¨r die Ableitungen der
Modellfunktionen nach v pro Newton-Iteration, also ein bis drei mal pro BDF-Schritt aus-
gewertet werden. Im Fall der Berechnung der Ableitungen mit Hilfe der Variationsdifferen-
tialgleichungen mu¨ssen die Richtungsableitungen J ·Wv, somit insbesondere fx ·Wv, gx ·Wv
und W Tv · Ax · (α0 yn+1 + h c(y)) pro Newton-Iteration ausgewertet werden.
Der Unterschied zwischen variierten Trajektorien und Variationsdifferentialgleichung mit
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vereinfachtem Newton-Verfahren liegt in der unterschiedlichen Approximation der Ablei-
tungsmatrizen. Falls die Ableitungen mit finiten Differenzen berechnet werden, sind in
beiden Fa¨llen pro BDF-Schritt (ndir + 1) · nNewton Auswertungen der Modellfunktionen
no¨tig. Im Fall der variierten Trajektorien ergibt sich ein zusa¨tzlicher Fehler dadurch, daß
die Wronski-Matrizen Wv u¨ber Differenzenquotienten approximiert werden. Dieser liegt
in der Gro¨ßenordnung von v, eine Genauigkeit von
√
mach kann – gerade bei Richtungs-
ableitungen – oft nicht erreicht werden. Die Strategie, den Abstand zwischen Nominal-
trajektorie und variierten Trajektorien zu kontrollieren und bei einer starken Abweichung
gegebenenfalls den Wert v zu a¨ndern, fu¨hrt zwar zu besseren Genauigkeiten fu¨r die Sen-
sitivita¨ten, erfordert jedoch jeweils einen Neustart des BDF-Verfahrens. Im zweiten Fall
(Berechnung der Variationsdifferentialgleichung mit vereinfachtem Newton-Verfahren mit
numerischen Differenzen zur Berechnung der Richtungsableitungen J ·Wv +fv) erha¨lt man
durch die Approximation der Richtungsableitungen mit finiten Differenzen einen zusa¨tz-
lichen Fehler. Werden die Richtungsableitungen aber exakt berechnet, z. B. mit Hilfe der
Automatischen Differentiation, so entfa¨llt dieser zusa¨tzliche Fehler.
Die Berechnung der Variations-DAE mit direktem Lo¨sen des linearen Gleichungssystems
(6.6) ist dann sinnvoll, wenn viele Richtungen (verglichen mit der Anzahl der Zustandsva-
riablen) berechnet werden sollen. Der Aufwand von einer Berechnung und Zerlegung der
Jacobi-Matrix J pro BDF-Schritt ist dann meist geringer als die zusa¨tzliche Auswertung
der Ableitungen J ·Wv beziehungsweise der Ableitungen der Modellfunktionen nach v in
jeder Newton-Iteration, also nNewton mal pro BDF-Schritt.
Nur im Fall der Generierung der Ableitungen mit Hilfe der Variations-DAEs, der An-
wendung der Monitor-Strategie auch auf die Lo¨sung der aus der Diskretisierung der
Variations-DAEs resultierenden Gleichungssysteme (mit der gleichen Iterationsmatrix und
der gleichen Anzahl von Newton-Iterationen) und falls die Ableitungen der Modellfunk-
tionen exakt berechnet werden, ist die berechnete Lo¨sung die exakte Ableitung der diskre-
tisierten Lo¨sung der Nominaltrajektorie. Dies wurde von Bock [Boc83] als der analytische
Grenzfall der IND bezeichnet. In allen anderen Fa¨llen treten zusa¨tzliche Fehler auf, die
aber in den meisten Anwendungen unterhalb der vom Benutzer geforderten Genauigkeit
TOL liegen.
Bemerkung 6.2.3 (Kontinuierliche Lo¨sungsdarstellung)
Wird die Lo¨sung mit Hilfe des Interpolationspolynoms an Punkten zwischen zwei Diskreti-
sierungspunkten ausgewertet, so ist der dabei auftretende Fehler (zumindest bei konstan-
ter Schrittweite) asymptotisch kleiner als der Diskretisierungsfehler an den Gitterpunkten.
Die BDF-Polynome stellen somit eine fehlerkontrollierte kontinuierliche Darstellung der
Lo¨sung des Anfangswertproblems bereit (siehe Bock und Schlo¨der [BS81]). Das Diskreti-
sierungsschema des BDF-Verfahrens kann vom Gitter zur Auswertung von Innere-Punkt-
Bedingungen oder der Modellantworten entkoppelt werden. Die Berechnung der Gro¨ßen
– und insbesondere auch der Ableitungen hiervon – erfordert nur eine Auswertung der
Interpolationspolynome.
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6.3 Generierung von zweiten Ableitungen
Fu¨r die im vorhergehenden Kapitel zur Versuchsplanung dargestellten Optimierungspro-
bleme mu¨ssen zusa¨tzlich zweite gemischte Ableitungen der Lo¨sungstrajektorie x(t) nach
Parametern, Anfangswerten und Steuergro¨ßen bereitgestellt werden. Hierfu¨r schreiben wir
das diskretisierte und bereits nach den Parametern p differenzierte System (6.3) verku¨rzt
als
G(xn+1,
∂xn+1
∂p
, p, q) = 0
und erhalten nach dem Satz u¨ber implizite Funktionen
∂
∂q
(
∂xn+1
∂p
)
= −
 ∂G
∂
(
∂xn+1
∂p
)(xn+1, ∂xn+1
∂p
, p, q)
−1 dG
dq
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∂p
, p, q)
und somit(
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(6.8)
Betrachten wir die Variations-DAE fu¨r die Ableitungen Wp,q = ((W
y
p,q)
T , (W zp,q)
T )T =
((∂2y/∂q∂p)T , (∂2z/∂q∂p)T )T[
W Tq AxxWp + Axq Wp + AxWp,q + ApxWq + Apq
]
y˙
+ (AxWp + Ap) W˙
y
q + (AxWq + Aq) W˙
y
p + AW˙
y
p,q
= W Tq fxxWp + fxq Wp + fxWp,q + fpxWq + fpq
0 = W Tq gxxWp + gxq Wp + gxWp,q + gpxWq + gpq − ϑ gpq(τj)
(6.9)
und approximieren die Ableitungen y˙, W˙p, W˙q und W˙p,q mit Hilfe der BDF-Diskretisierung
(−ρ/h aus (2.17)), so erhalten wir – das gleiche Diskretisierungsschema vorausgesetzt –
gerade die Ableitung des diskretisierten Gleichungssystems (6.2). Wie fu¨r den Fall der
ersten Ableitungen auch, ist die Lo¨sung der Variations-DAE (6.9) zweiter Ordnung gerade
die Ableitung der mit Hilfe des Diskretisierungsverfahrens erzeugten Nominallo¨sung nach
Parametern und Steuergro¨ßen.
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Analog stellen wir Variations-DAEs zweiter Ordnung fu¨r die Ableitungen nach Anfangs-
werten und Steuergro¨ßen auf[
W Tq AxxWs + Axq Ws + AxWs,q
]
y˙ + (AxWq + Aq) W˙
y
s + AW˙
y
s,q
= W Tq fxxWs + fxq Ws + fxWs,q
0 = W Tq gxxWs + gxq Ws + gxWs,q − ϑ gxq(τj).
(6.10)
Zusammen mit der Nominallo¨sung und den Variations-DAEs erster Ordnung mu¨ssen N =
1 + np + ns + nq + (np + ns) · (nq + ns) Systeme berechnet werden.
Fu¨r die Lo¨sung der Sensitivita¨tsgleichungen zweiter Ordnung (6.9) und (6.10) ko¨nnen –
wie fu¨r den Fall erster Ableitungen auch – die Sensitivita¨tsmatrizen mit finiten Diffe-
renzen approximiert werden oder die Variations-DAEs direkt gelo¨st werden. Werden die
Sensitivita¨tsmatrizen zweiter Ordnung mit finiten Differenzen approximiert, so sind die
so berechneten Ableitungen in der Regel nicht mehr so genau – außer bei Approximation
ho¨herer Ordnung, wofu¨r aber sehr viele variierte Trajektorien berechnet werden mu¨ßten.
Diese Form der Approximation hat in einer Hinsicht einen entscheidenden Vorteil, da – au-
ßer zur Lo¨sung der impliziten diskretisierten Systeme (6.2) fu¨r Nominal- und variierte Tra-
jektorien – keinerlei Ableitungen der Modellfunktionen bereitgestellt werden mu¨ssen und
fu¨r die zu berechnenden Ableitungen gute Na¨herungen ausreichen, da schlechte Approxi-
mationen nur zu einer schlechteren Konvergenz des Newton-Verfahrens fu¨hren, jedoch an
sich keinen Einfluß auf die Genauigkeit von Nominaltrajektorie und Sensitivita¨tsmatrizen
haben. Ist die Anzahl an Parametern und Steuergro¨ßen allerdings relativ hoch (gemessen
an der Anzahl der Zustandsvariablen), so mu¨ssen sehr viele variierte Trajektorien be-
rechnet werden, das heißt man beno¨tigt N · nNewton Auswertungen der Modellfunktionen
des DAE-Systems und genau so viele Berechnungen von linearen Gleichungssystemen mit
bereits zerlegter Matrix.
Bei der direkten Lo¨sung der Variations-DAEs zweiter Ordnung mu¨ssen die ersten und
zweiten Ableitungen der Modellfunktionen bereitgestellt werden. Dies kann zum Beispiel
mit finiten Differenzen geschehen, allerdings treten hierbei wiederum Probleme mit der
Genauigkeit der approximierten Ableitungen auf. Ungenaue Approximationen der Ab-
leitungen fu¨hren auf gesto¨rte Systeme und somit auch zu ungenauen Approximationen
der Sensitivita¨tsmatrizen. Gerade wenn auch Sensitivita¨ten zweiter Ordnung berechnet
werden sollen, empfiehlt es sich, die beno¨tigten Ableitungen der Modellfunktionen exakt
zu berechnen, wie es zum Beispiel mit Hilfe der Automatischen Differentiation erreicht
werden kann. Der Benutzer muß dabei keinerlei Ableitungsinformation bereitstellen.
Nach Diskretisierung der Variations-DAEs zweiter Ordnung erhalten wir ein lineares Glei-
chungssystem in den Variablen (bzw. Matrizen) Wp,q,n+1 bzw. Ws,q,n+1. Dies kann (wie im
Falle der Variations-DAEs erster Ordnung) direkt oder unter Anwendung der Monitor-
strategie gelo¨st werden. Bei nur wenigen Richtungen (N  nx) scheint die Methode mit
Newton-Verfahren effizienter, falls N gro¨ßer als etwa nNewton · nx ist, so ist das direkte
Lo¨sen meist effizienter.
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Bemerkung 6.3.1 (Automatische Differentiation bei Large-Scale-Systemen)
Mit der im Moment zur Verfu¨gung stehenden Version von ADIFOR (Version 2.0, Revision
D) von Bischof et al. [BCC+92, BCK+98] ko¨nnen nicht direkt die zweiten Ableitungen der
Modellfunktionen generiert werden. Fu¨r die in der Versuchsplanung beno¨tigten zweiten
gemischten Ableitungen der Modellfunktionen werden zuna¨chst mit Hilfe von ADIFOR
die Ableitungen nach Zustandsvariablen und Parametern generiert und die von ADI-
FOR erzeugten Routinen dann ein zweites Mal nach Zustandsvariablen und Steuergro¨ßen
abgeleitet. Die mit Hilfe der Sparse-Version von ADIFOR erzeugten Routinen enthalten
allerdings Funktionen, die nicht nochmals abgeleitet werden ko¨nnen, so daß auch fu¨r große
Systeme die Dense-Version zur Generierung der Ableitungen der Modellfunktionen ver-
wendet werden muß. Die Matrizen mu¨ssen anschließend ins Sparse-Format umgespeichert
werden, um die Sparse-Lineare-Algebra-Lo¨ser verwenden zu ko¨nnen.
Ein weiteres Problem, schon bei der Generierung der ersten Ableitungen, besteht dar-
in, daß sich der Sparsity-Pattern der Matrizen beziehungsweise Tensoren bei den mit
ADIFOR berechneten Ableitungen im Verlauf der Integration a¨ndern kann. Eine Strate-
gie, die Faktorisierung der Jacobi-Matrizen so lange wie mo¨glich einzufrieren, kann somit
nicht einfach angewendet werden. Diese wu¨rde gerade bei der direkten Lo¨sung der linearen
diskretisierten Gleichungssysteme fu¨r die Variations-DAEs nochmals Einsparpotential be-
deuten, da sich die Iterationsmatrizen von einem BDF-Schritt zum na¨chsten in der Regel
nur wenig a¨ndern.
6.4 Weitere Untersuchungen und Implementierun-
gen zur Sensitivita¨tenberechnung
Fu¨r die Generierung von Sensitivita¨tsmatrizen erster Ordnung bei steifen ODE- und DAE-
Systemen stehen inzwischen einige Integratoren zur Verfu¨gung. Diese basieren in der Regel
auf einer Erweiterung von bereits existierenden Codes zur numerischen Lo¨sung von ODE-
und DAE-Systemen. Fu¨r die numerische Realisierung gibt es grundsa¨tzlich drei Mo¨glich-
keiten: a) die Lo¨sung mit Hilfe der adjungierten Gleichungen, b) die Methode der finiten
Differenzen und c) die Lo¨sung mit Hilfe der Variationsdifferentialgleichungen beziehungs-
weise Variations-DAEs.
Wir geben zuna¨chst einen U¨berblick u¨ber die verschiedenen Programmpakete zur Be-
rechnung von Sensitivita¨ten. Im anschließenden Kapitel vergleichen wir die wichtigsten
Codes mit den in DAESOL entwickelten Methoden. Die Generierung von zweiten Ablei-
tungen der Lo¨sungstrajektorie wird unseres Wissens von keinem anderen Programmpaket
unterstu¨tzt.
Sargent und Sullivan [SS78] verwenden die adjungierten Gleichungen zur Generierung der
Gradienten fu¨r nichtlineare Optimierungsprobleme in ODE-Systemen. Die Nominaltra-
jektorie und die adjungierten Gleichungen werden dabei mit einem BDF-Verfahren dis-
kretisiert. Von Bock [Boc87] wurde ein adjungiertes Schema fu¨r Runge-Kutta-Verfahren
aufgezeigt und implementiert, das den Prinzipien der IND folgt.
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Die Generierung der Sensitivita¨tsmatrizen mit Hilfe finiter Differenzen fu¨hrt – bei An-
wendung der Prinzipien der IND – auf die sukzessive Lo¨sung von variierten Trajektori-
en bei eingefrorenem Diskretisierungsschema der Nominaltrajektorie (siehe Bock et al.
[Boc81, Boc83, Boc87, BES88, Eic87]). Die von Schittkowski zur Verfu¨gung gestellten
Integratoren in den Parameterscha¨tzpaketen EASYFIT und PDEFIT [Sch99a, Sch99b]
basieren fast ausschließlich auf der Approximation der Sensitivita¨tsmatrizen mit finiten
Differenzen, allerdings als Black-Box-Ansatz, was der Externen Numerischen Differentia-
tion mit seinen Nachteilen bei der Genauigkeit der Approximationen und dem immensen
Rechenaufwand entspricht. Lediglich ein explizites Runge-Kutta-Verfahren berechnet die
Sensitivita¨tsmatrizen nach den Prinzipien der IND.
Støren und Hertzberg [SH99] entwickelten eine Erweiterung von DASSL [Pet82a, Pet91,
BCP96], genannt DASSP, die genau dem oben beschriebenen Verfahren der Lo¨sung der
variierten Trajektorien bei eingefrorenem Diskretisierungsschema entspricht. Bei Tests mit
der von Maly und Petzold [MP96] entwickelten Erweiterung von DASSL – DASSLSO –
und derjenigen von Caracotsios und Stewart [CS85] – DDASAC – war DASSP gegenu¨ber
den anderen beiden Verfahren meist etwas genauer und schneller. Jedoch wurden die in
DASSLSO und DDASAC beno¨tigten Ableitungen der Modellfunktionen zur Aufstellung
der Variations-DAEs mit finiten Differenzen ausgewertet.
Die meisten existierenden Integratoren verwenden die Lo¨sung der Variations-DAEs zur
Generierung der Ableitungen. Diese sind meist Erweiterungen von bereits bestehen-
den Codes zur Simulation. Dunker [Dun84] implementierte eine Erweiterung des von
Sherman und Hindmarsh [SH80] entwickelten BDF-Verfahrens GEARS zur Lo¨sung von
ODE-Systemen mit Hilfe der Variationsdifferentialgleichung. Bilardello et al. [BJL+93]
pra¨sentieren einen Aufsatz auf LSODI, einer Erweiterung von LSODE fu¨r differential-
algebraische Gleichungssysteme von Hindmarsh [Hin80].
Caracotsios und Stewart erweiterten das von Petzold entwickelte Programmpaket DAS-
SL zur Sensitivita¨tsberechnung fu¨r DAE-Systeme (DDASAC) [CS85] und fu¨r partielle
Differentialgleichungen gekoppelt mit algebraischen Gleichungen (PDASAC) [CS95]. Zur
Lo¨sung der linearen Gleichungssysteme in jedem Schritt wird ein Newton-Verfahren ver-
wendet. Die Jacobi-Matrix, die bei partiellen Differentialgleichungen sehr groß sein kann,
wird allerdings trotzdem in jedem Schritt berechnet und zerlegt.
Maly und Petzold [MP96] erweiterten DASSL fu¨r Sensitivita¨tsberechnungen bei kleinen
Systemen (DASSLSO) und bei Large-Scale Systemen (DASPKSO). Letztere verwendet
Krylov-Methoden fu¨r die Lineare-Algebra-Teilprobleme. Sie stellen zuna¨chst auch ein Ge-
samtsystem aus Nominal- und Variationsdifferentialgleichungen auf mit Jacobi-Matrix
Jges =

J
J1 J
...
. . .
Jndir J
 ,
wobei J die Jacobi-Matrix der diskretisierten Nominaltrajektorie beschreibt und Ji, i =
1, . . . , ndir, die Ableitungen der Variationsdifferentialgleichungen nach den Zustandsvaria-
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blen x. Das Gesamtsystem wird mit einem Newton-Verfahren berechnet mit gena¨herter
Jacobi-Matrix J˜ges, bei der die Matrizen Ji vernachla¨ssigt werden. In den Lineare-Algebra-
Teilproblemen wird ausgenutzt, daß die Jacobi-Matrix J˜ges in der Diagonalen jeweils die
gleichen Blo¨cke J hat. Diese Variante wurde aber in einer neueren Arbeit von Li und
Petzold [LP99a] als weniger effizient beschrieben als die Berechnung von Ableitungen mit
Hilfe der Variations-DAEs mit Newton-Verfahren, wie es zum Beispiel in der Erweiterung
von DASSL von Feehery et al. [FTB97] implementiert ist. Deshalb wurde inzwischen auch
letztere Variante von Li und Petzold [LP99a] in DASSLSO und DASPKSO implementiert.
Allerdings wird dabei zwar der Fehler im Newton-Verfahren fu¨r die Wronski-Matrizen
kontrolliert, jedoch nicht darauf geachtet, daß nach dem Prinzip der IND die Anzahl der
Newton-Iterationen von Nominaltrajektorie und Variations-DAEs gleich sein muß.
Auch das Programmpaket MATLAB [GH93] verfu¨gt u¨ber eine Sensitivita¨tsberechnung
(siehe Edsberg und Wedin [EW95]). Es handelt sich dabei allerdings um ein BDF-
Verfahren von konstanter Ordnung 3 und einer vereinfachten Schrittweitensteuerung, bei
der nur jeweils A¨nderungen um den Faktor zwei vorgenommen werden.
Kapitel 7
Numerische Ergebnisse
Das Programmpaket DAESOL wurde entwickelt und implementiert zur Simulation und
Ableitungsgenerierung bei DAE-Systemen vom Index 1 der Form (4.2).
Im speziellen wurde dabei auf die folgenden Aspekte Wert gelegt:
• Konsistente Initialisierung: Zur konsistenten Initialisierung der algebraischen
Gleichungen wird zuna¨chst ein Vollschritt-Newton-Verfahren verwendet. Falls die-
ses nicht konvergiert, werden die konsistenten Anfangswerte mit einem Homotopie-
Verfahren mit adaptiver Schrittweitensteuerung berechnet. Der Benutzer kann dabei
eine der beiden Standard-Homotopien (3.1a, 3.1b) verwenden oder selbst eine Ho-
motopie bereitstellen.
Im Optimierungskontext wird eine relaxierte Formulierung der algebraischen Glei-
chungen unterstu¨tzt.
• Simulation: Das Programmpaket verfu¨gt u¨ber eine adaptive Ordnungs- und
Schrittweitensteuerung, deren Fehlerscha¨tzungen das tatsa¨chliche nichta¨quidistan-
te Diskretisierungsgitter beru¨cksichtigen. Eine spezielle Monitor-Strategie reduziert
den Lineare-Algebra-Aufwand, insbesondere aber die Anzahl der Auswertungen der
Ableitungen der Modellfunktionen des DAE-Systems, zur Lo¨sung der nichtlinearen
Gleichungssysteme.
Zur Reduzierung des Aufwands in der Startphase des BDF-Verfahrens wurde ein
Runge-Kutta-Starter implementiert, der
”
zuru¨ckliegende“ Werte der Ordnung 3 be-
ziehungsweise 4 fu¨r einen anschließenden Neustart des BDF-Verfahrens bereitstellt.
• Ableitungsgenerierung: Fu¨r Optimierungsprobleme aus Parameterscha¨tzung
und Optimalsteuerung ist die Generierung von ersten Ableitungen der Lo¨sungs-
trajektorie des DAE-Systems nach Anfangswerten und Parametern beziehungsweise
nach Anfangswerten und Steuergro¨ßen no¨tig. Bei Verwendung eines reduzierten An-
satzes auch die Generierung der Ableitungen nach allgemeinen Richtungen.
Fu¨r die Optimierungsprobleme in der Versuchsplanung werden zusa¨tzlich zweite
gemischte Ableitungen nach Anfangswerten, Parametern und Steuergro¨ßen bereit-
gestellt.
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Zur Lo¨sung der Lineare-Algebra-Teilsysteme stehen in DAESOL grundsa¨tzlich zwei Ver-
sionen zur Verfu¨gung: eine Dense-Version fu¨r kleinere Systeme mit Lineare-Algebra-Lo¨sern
aus den Programmpaketen LINPACK von Dongarra et al. [DBMS80] und LAPACK von
Anderson et al. [ABB+95] und eine Sparse-Version fu¨r große, du¨nnbesetzte Systeme mit
den Lineare-Algebra-Lo¨sern MA48 von Duff und Reid [DR96] und UMFPACK von Da-
vis und Duff [DD95]. Zudem hat der Benutzer die Mo¨glichkeit, weitere Lineare-Algebra-
Lo¨ser – etwa Block-Band-Lo¨ser – anzusteuern. Mit Hilfe eines Shell-Skripts wird fu¨r die
spezielle Variante eine Bibliotheksroutine erzeugt. Insbesondere wurde auf eine modu-
lare Implementierung der unterschiedlichen Teilprobleme – konsistente Initialisierung,
Fehlerscha¨tzung, Schrittweitensteuerung, Lo¨sung der nichtlinearen Gleichungssysteme fu¨r
die diskretisierten Nominalgleichungen, Generierung der Ableitungen – Wert gelegt. Eine
ausfu¨hrliche Dokumentation zu DAESOL findet der Leser in Bauer et al. [BBS99].
Nachfolgend zeigen wir numerische Ergebnisse fu¨r die oben angefu¨hrten Aspekte, insbe-
sondere den Vergleich von DAESOL mit anderen Softwarepaketen, die diese Features auch
unterstu¨tzen. Im Anschluß geben wir Ergebnisse fu¨r Optimal-Steuerungsprobleme zur Ver-
suchsplanung in DAE-Systemen an. Anhand zweier Beispiele fu¨r chemische Reaktionen
in einem Semi-Batch-Reaktor zeigen wir die erfolgreiche sequentielle Vorgehensweise aus
Versuchsplanung und Parameterscha¨tzung.
Alle Rechnungen wurden auf einer SGI O2, 180 MHz, mit einem R 5000 Prozessor auf ei-
nem IRIX 6.3 Betriebssystem durchgefu¨hrt. Die Programme wurden alle mit den SGI Fort-
ran und C++−Compilern mit der Optimierungsstufe
”
−mips2 −O2“ compiliert. Wenn
nicht anders angegeben, wurden die fu¨r Simulation und Ableitungsgenerierung beno¨tigten
Ableitungen der Modellfunktionen des DAE-Systems mit Hilfe Automatischer Differen-
tiation bereitgestellt. Hierfu¨r verwendeten wir das Tool ADIFOR (Version 2.0, Revision
D) von Bischof et al. [BCC+92, BCK+98] in der Dense-Version.
7.1 Konsistente Initialisierung
Zur Lo¨sung eines Anfangswertproblems fu¨r DAE-Systeme der Form (4.2) mit Anfangswert
y(t0) = y0 mu¨ssen zuna¨chst die Anfangswerte konsistent sein, das heißt insbesondere, daß
g(t0, y0, z0, p, q) = 0 gelten muß. Falls die algebraischen Gleichungen stark nichtlinear in z
sind, so ist dies mit einem Vollschritt-Newton-Verfahren oft nicht mehr einfach mo¨glich,
beziehungsweise mu¨ssten die Startscha¨tzungen fu¨r z0 sehr nah bei den tatsa¨chlichen kon-
sistenten Anfangswerten z(t0) liegen.
Beispiel 7.1 (Batch-Destillationskolonne)
Batch–Destillation wird vor allem in der Spezialita¨ten– und pharmazeutischen Chemie
verwendet, wo man an der Produktion von geringen Mengen (z. B. von Aromen) interes-
siert ist. Ein Stoffgemisch oder verunreinigte Stoffe sollen wa¨hrend des Batch–Prozesses
in ihre verschiedenen Bestandteile zerlegt werden.
Man geht von einem Anfangsgemisch in Blase, Bo¨den und Kondensator aus. Das Gemisch
wird in der Blase erhitzt, der Dampf V steigt durch die Kolonnen (Bo¨den) in den Konden-
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Abbildung 7.1: Modell einer Batch-Destillationskolonne
sator auf und wird dort kondensiert. Die kondensierte Flu¨ssigkeit wird mit Ru¨cklaufrate R
in den obersten Boden zuru¨ckgegeben. Die gewu¨nschten Stoffe ko¨nnen nacheinander aus
dem Kondensator abgefu¨hrt werden (leichteste Komponente zuerst, dann zweitleichteste
u.s.w.).
Das Modell beschreibt eine Batch–Destillation, bestehend aus einer Blase, NT = 20
Bo¨den und vollsta¨ndigem Kondensator. Es wird ein Gemisch aus nc = 10 Komponenten
betrachtet.
Das verwendete Modell wurde von Leineweber [Lei99] aufgestellt (siehe auch Farhat et al.
[FCPD90]). Unter den Voraussetzungen eines idealen Gemischs, konstantem Druck, kon-
stanter Verdampfungsraten und Flu¨ssigkeitsstro¨me erha¨lt man die Differentialgleichungen
fu¨r die Massenbilanzen
dM
dt
= − V
R + 1
d(M xk,0)
dt
= − V
R + 1
xk,NT+1, k = 1, . . . , nc − 1,
und die folgenden Erhaltungsgleichungen zwischen Blase, den Bo¨den und Kondensator
Kk(Tl) xk,l =
R
R + 1
xk,l+1 +
1
R + 1
xk,NT+1, k = 1, . . . , nc − 1, l = 0, . . . , NT,
nc∑
k=1
xk,l = 1, l = 0, . . . , NT,
nc∑
k=1
Kk(Tl) xk,l = 1, l = 0, . . . , NT.
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Der Index l = 0 gibt die Variablen in der Blase an, der Index l = NT + 1 die zugeho¨rigen
Variablen im Kondensator.
Geht man von einem idealen Phasengleichgewicht in der Thermodynamik (Raoultsches
Gesetz) aus, so sind die K-Werte von der Form
Kk(T ) =
P sk (T )
P
, log10 P
s
k (T ) = Ak −
Bk
Ck + T
. (7.1)
Ak, Bk, Ck sind dabei die in Farhat et al. [FCPD90] gegebenen Antoine-Koeffizienten.
Dabei beschreiben
M die molare Masse des Gemischs in der Blase,
V die Verdampfungsrate,
L den abfließenden Flu¨ssigkeitsstrom,
R den Ru¨cklauf,
xk,l den Molanteil der Flu¨ssigkeit von Komponente k in Blase (l = 0), Bo¨den
(l = 1, . . . , NT ) und Kondensator (l = NT + 1),
Tl die Temperatur in Blase (l = 0) und Bo¨den (l = 1, . . . , NT ) und
P den Druck.
Die Anfangszusammensetzung des Gemischs in der Blase ist
x.,0(0) = (0.1, 0.3, 0.05, 0.04, 0.03, 0.08, 0.3, 0.03, 0.03, 0.1)
T. (7.2a)
mit einer molaren Masse von
M(0) = 100 [mol]. (7.2b)
Das DAE-Modell ist vom Index 1. Wir nehmen eine konstante Ru¨cklaufrate von R = 10.0
an, eine konstante Verdampfungsrate von V = 110.0 [mol/hr] und konstanten Druck P =
1015.5 [hPa]. Wir erhalten ny = 10 Differentialgleichungen fu¨r M,xk,0, k = 1, . . . , nc − 1
und nz = 212 algebraische Gleichungen fu¨r x10,0, Tl, l = 0, . . . , NT, xk,l, k = 1, . . . , nc −
1, l = 1, . . . , NT und xk,NT+1, k = 1, . . . , nc.
Eine Schwierigkeit bei der Simulation des Prozesses ist die Bestimmung konsistenter An-
fangswerte fu¨r die algebraischen Variablen bei vorgegebenen Anfangswerten fu¨r die diffe-
rentiellen Variablen (7.2a, 7.2b). Da die algebraischen Gleichungen sehr nichtlinear sind –
die Temperatur in Blase und Bo¨den tritt in Gleichung (7.1) im Exponenten auf – konver-
giert ein Newton-Verfahren zur Bestimmung der konsistenten Startwerte nur, wenn die
Scha¨tzungen hierfu¨r im lokalen Konvergenzbereich des Verfahrens, also sehr nah bei den
wahren Werten liegen.
Zum Test von Verfahren zur konsistenten Initialisierung wurde zum einen der Integrator
DASPK von Li und Petzold [LP99a, LP99b] verwendet. DASPK ist eine Weiterentwick-
lung des bekannten Programmpakets DASSL (siehe z. B. Brenan et al. [BCP96]). Der
Algorithmus zur konsistenten Initialisierung – ein geda¨mpftes Newton-Verfahren – wird
in Brown et al. [BHP98] und Li und Petzold [LP99a] beschrieben.
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Weiterhin wurden das in DAESOL implementierte Homotopie-Verfahren zur konsisten-
ten Initialisierung (siehe Abschnitt 3.1) und das Verfahren C05NCF aus der NAG-
Programmbibliothek [NAG91] zum Lo¨sen nichtlinearer Gleichungssysteme verwendet.
Fu¨r Tests zur konsistenten Initialisierung und dem mo¨glichen Einzugsbereich der un-
terschiedlichen Verfahren wurden die folgenden Scha¨tzungen fu¨r die Anfangswerte der
algebraischen Variablen gewa¨hlt:
A: Wir nehmen die gleiche Zusammensetzung des Gemischs in den Bo¨den und dem
Kondensator an wie in der Blase vorgegeben. Die Temperatur wird auf 100 ◦C in
der Blase und in allen Bo¨den gesetzt.
B: Wie in A, setze jedoch die Temperatur auf 200 ◦C.
C: Wir geben zuna¨chst Scha¨tzungen fu¨r die Molanteile im Kondensator (leichteste
Komponente gleich 1, alle anderen gleich 0) und fu¨r die Temperatur in Blase und
dem obersten Kolonnenboden an (T0(0) = 250
◦C, TNT (0) = 200
◦C) und nehmen
eine lineare Interpolation u¨ber die Kolonnenbo¨den vor (Leineweber, private Mittei-
lung).
D: Setze die Werte aller algebraischen Variablen gleich 1.
Tabelle 7.1 zeigt die Anzahl der Aufrufe der algebraischen Gleichungen g zur konsistenten
Initialisierung der Batch-Destillationskolonne mit Scha¨tzungen fu¨r die Anfangswerte wie
in Fall A-D gegeben. Die Jacobi-Matrix fu¨r das Newton-Verfahren wird mit Hilfe fini-
ter Differenzen gebildet, wofu¨r pro Auswertung nz zusa¨tzliche Aufrufe der algebraischen
Gleichungen erforderlich sind. In dem vorliegenden Beispiel ist nz = 212. Das Verfahren
C05NCF gibt nur die Anzahl der Aufrufe des nichtlinearen Gleichungssystems aus.
Startscha¨tzung DAESOL C05NCF DASPK
A 245+ 5 · nz = 1305 — —
B 31+ 2 · nz = 455 1368 —
C 289+ 3 · nz = 925 1145 —
D 731+25 · nz = 6031 — —
Tabelle 7.1: Anzahl der Aufrufe der algebraischen Gleichungen zur konsistenten Initialisie-
rung der Batch-Destillationskolonne mit Scha¨tzungen fu¨r die Anfangswerte fu¨r die Fa¨lle
A-D.
Fu¨r die Generierung konsistenter Anfangswerte im Programmpaket DAESOL wurde die
Standard-Homotopie H1 (3.1a) verwendet. Man sieht, daß das implementierte Homotopie-
Verfahren in DAESOL deutlich weniger Aufrufe beno¨tigt und vor allem auch fu¨r Scha¨tzun-
gen, die weiter weg von den wahren Werten liegen, noch konvergiert. Das Verfahren in
DASPK konvergiert fu¨r keinen der betrachteten Fa¨lle A-D.
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7.2 Lo¨sung von Anfangswertproblemen
Nachfolgend wird das in Abschnitt 2.3 beschriebene Programmpaket DAESOL () mit
den folgenden Integratoren verglichen:
DASPK () von Li und Petzold [LP99a, LP99b] ist ein BDF-Verfahren variabler Ord-
nung und Schrittweite zur Lo¨sung von Anfangswertproblemen bei impliziten DAEs
der Form
F (t, y(t), y˙(t)) = 0, y(t0) = y0, y˙(t0) = y˙0.
Die Schrittweitensteuerung basiert allerdings zum Teil auf Approximationen auf
a¨quidistantem Gitter. Zudem wird bei schlechter Konvergenz des Newton-Verfahrens
die gesamte Funktionalmatrix neu ausgewertet und zerlegt, was im allgemeinen zu
einer deutlich ho¨heren Anzahl an Auswertungen der Ableitungen der Modellfunktion
F fu¨hrt als zum Beispiel in DAESOL oder VODE. Das Programmpaket lo¨st DAEs
vom Index 0 bis 2. Zur Berechnung konsistenter Anfangswerte muß ein Indexvektor
initialisiert werden, der angibt, welche der Gleichungen beziehungsweise Variablen
differentielle beziehungsweise algebraische sind.
Der Code ist eine Weiterentwicklung des bekannten Programmpakets DASSL von
Petzold ([Pet82a, Pet91], siehe auch Brenan et al. [BCP96]).
VODE (×) von Brown, Byrne und Hindmarsh [BBH89, BHB98] ist ein BDF-Verfahren
variabler Ordnung und Schrittweite zur Lo¨sung von Anfangswertproblemen bei
ODE-Systemen. Es verfu¨gt u¨ber eine a¨hnliche Strategie zur Reduzierung des
Lineare-Algebra-Aufwands wie die in Abschnitt 2.3.1 beschriebene Monitor-
Strategie in DAESOL.
LIMEX (∗) ist ein Extrapolationsverfahren zur Lo¨sung von Anfangswertproblemen bei
DAEs in linear-impliziter Form
B(t, y) y˙(t) = f(t, y), y(t0) = y0 (7.3)
vom Index 0 oder 1. Die Matrix B(t, y) ∈ IRny×ny kann regula¨r oder singula¨r sein.
Fu¨r die Tests wurde die Version 4.1A von Ehrig und Nowak [EN99] verwendet.
RADAU (◦), RADAU5 (•) : Der Code RADAU [HW98] ist ein voll-implizites Runge-
Kutta-Verfahren variabler Ordnung (5, 9 bzw. 13) mit 3, 5 bzw. 7 internen Stufen
und mit Schrittweitensteuerung; RADAU5 [HW96a] ist a¨hnlich zu RADAU, aber
von konstanter Ordnung 5. Eine Beschreibung beider Codes findet sich in dem Buch
von Hairer und Wanner [HW96b]. Die Codes lo¨sen Anfangswertprobleme fu¨r DAE-
Systeme der Form (7.3) vom Index 0 bis 3.
Wenn nicht anders angegeben, wurde eine Referenzlo¨sung fu¨r die nachfolgenden Beispiele
mit DAESOL mit TOL = ATOL = 1 · 10−14 erzeugt. Wir vergleichen den Rechenauf-
wand (CPU-Zeit) der oben genannten Integratoren in Abha¨ngigkeit von der erzielten
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Genauigkeit. Fu¨r die Genauigkeit acc wird die angestrebte absolute Toleranz ATOL mit
beru¨cksichtigt:
acc = max
i∈{i : |yref,i|≥ATOLi}
|yref,i − yi|
max(|yref,i|, ATOLi/TOL)
Der Skalierungsmodus ist in allen betrachteten Beispielen wie in (2.28) angegeben. Fu¨r
die Vergleiche beginnen wir mit einem Modell fu¨r einen Batch-Reaktor, das aus 6 diffe-
rentiellen und 4 algebraischen Gleichungen besteht.
Beispiel 7.2 (Batch-Reaktor)
Biegler, Damiano und Blau [BDB86] stellten ein Modell fu¨r eine kinetische Reaktion in
einem Batch-Reaktor auf. Lo¨sungen hierzu finden sich auch bei Caracotsios und Stewart
[CS85] und bei Maly und Petzold [MP96].
Die Hauptreaktion ist gegeben durch
HA+ 2BM → AB +MBMH,
AB ist dabei das gewu¨nschte Produkt.
Die Reaktion wurde insgesamt mit den folgenden Reaktionsgleichungen beschrieben:
Langsame Reaktionen:
M− +BM
k1
−−⇀
↽−−
k2
MBM−
A− +BM
k3
−−⇀ ABM−
M− + AB
k4
−−⇀
↽−−
k5
ABM−
Schnelle Reaktionen (modelliert als Gleichgewichtsreaktionen):
MBM− +H+
k6
−−⇀
↽−−
MBMH
A− +H+
k7
−−⇀
↽−−
HA
ABM− +H+
k8
−−⇀
↽−−
HABM .
Die Reaktionen ko¨nnen mit Hilfe der folgenden 6 differentiellen und 4 algebraischen Glei-
chungen modelliert werden:
y˙1(t) = −k3 y2(t) y8(t)
y˙2(t) = −k1 y2(t) y6(t) + k2 y10(t)− k3 y2(t) y8(t)
y˙3(t) = k3 y2(t) y8(t) + k4 y4(t) y6(t)− k5 y9(t)
y˙4(t) = −k4 y4(t) y6(t) + k5 y9(t)
y˙5(t) = k1 y2(t) y6(t)− k2 y10(t)
y˙6(t) = −k1 y2(t) y6(t) + k2 y10(t)− k4 y4(t) y6(t) + k5 y9(t)
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y7(t) = −0.0131 + y6(t) + y8(t) + y9(t) + y10(t)
y8(t) (k7 + y7(t)) = k7 y1(t)
y9(t) (k8 + y7(t)) = k8 y3(t)
y10(t) (k6 + y7(t)) = k6 y5(t)
mit den Zustandsvariablen fu¨r die Beschreibung der Konzentrationen der folgenden Spe-
zies (in [mol/kg])
y1 = [HA] + [A
−] y6 = [M
−]
y2 = [BM ] y7 = [H
+]
y3 = [HABM ] + [ABM
−] y8 = [A
−]
y4 = [AB] y9 = [ABM
−]
y5 = [MBMH] + [MBM
−] y10 = [MBM
−]
und den Werten fu¨r die Reaktionsgeschwindigkeiten und Gleichgewichtskonstanten
k1 = 21.893 k5 = 1.07 · 109
k2 = 2.14 · 109 k6 = 7.65 · 10−18
k3 = 32.318 k7 = 4.03 · 10−11
k4 = 21.893 k8 = 5.32 · 10−18.
Die Anfangswerte sind gegeben durch
y1(0) = 1.5776 y6(0) = 0.0131
y2(0) = 8.32 y7(0) =
1
2
(
−k7 +
√
k27 + 4 k7 y1(0)
)
y3(0) = 0 y8(0) = y7(0) (7.4)
y4(0) = 0 y9(0) = 0
y5(0) = 0 y10(0) = 0.
Das System ist vom Index 1.
Wir integrieren das System von t0 = 0 bis tend = 10. Abbildung 7.2 zeigt den Verlauf
der Lo¨sung fu¨r die jeweiligen Spezies. Die Konzentrationen von H+, ABM− und MBM−
bleiben nahezu bei Null (≈ 10−10).
Fu¨r die folgenden Tests starten wir das System mit konsistenten Anfangswerten (7.4)
und berechnen Lo¨sungen fu¨r TOL = 1/2i · 10−2, i = 0, . . . , 29, ATOL ist ein Vektor
der Dimension nx = 10 und beru¨cksichtigt die unterschiedlichen Gro¨ßenordnungen der
jeweiligen Komponenten. Als Anfangsschrittweite setzen wir h0 = TOL · 10−1 fu¨r die
BDF-Verfahren und h0 = TOL fu¨r die Runge-Kutta-Verfahren RADAU und RADAU5
und fu¨r das Extrapolationsverfahren LIMEX.
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Abbildung 7.2: Lo¨sungsverlauf der einzelnen Komponenten im Batch-Reaktor.
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Abbildung 7.3: Beno¨tigte CPU-Zeit fu¨r die jeweiligen Integratoren in Abha¨ngigkeit von
der erreichten Genauigkeit fu¨r das Modell des Batch-Reaktors.
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# f-Ausw. # J-Ausw. # J-Zerl. CPU-Zeit [Sek.]
10−5 1467 52 766 0.15
LIMEX
10−8 42600 271 19879 3.94
10−5 890 34 92 0.03
RADAU
10−8 2343 55 236 0.07
10−5 890 34 70 0.06
RADAU5
10−8 2297 55 130 0.14
10−5 708 59 59 0.04
DASPK
10−8 1736 85 85 0.09
10−5 606 29 67 0.03
DAESOL
10−8 1137 33 80 0.06
Tabelle 7.2: Vergleich der Integratoren fu¨r das Modell des Batch-Reaktors.
Abbildung 7.3 zeigt die beno¨tigte CPU-Zeit in Abha¨ngigkeit von der erreichten Genau-
igkeit. Der Hauptaufwand bei der Integration liegt in der Lo¨sung der Lineare-Algebra-
Teilprobleme und der Auswertung der Modellfunktionen des DAE-Systems. Tabelle 7.2
zeigt fu¨r TOL = 1/210 · 10−2 ≈ 1 · 10−5 bzw. TOL = 1/220 · 10−2 ≈ 1 · 10−8 die Anzahl an
Auswertungen der Modellfunktionen des DAE-Systems (# f-Ausw.) und deren Ableitun-
gen (# J-Ausw.) sowie die Anzahl der beno¨tigten Zerlegungen (# J-Zerl.) fu¨r die unter-
schiedlichen Integratoren. Man sieht, daß die Monitor-Strategie in DAESOL gegenu¨ber
DASPK weniger als die Ha¨lfte an Auswertungen der Ableitungen der Modellfunktionen
beno¨tigt. RADAU und RADAU5 verfu¨gen zwar u¨ber a¨hnliche Strategien zur Reduzie-
rung des Lineare-Algebra-Aufwands wie in DAESOL, beno¨tigen jedoch fu¨r dieses Beispiel
gerade bei ho¨heren Genauigkeiten deutlich mehr Auswertungen der Ableitungen der Mo-
dellfunktionen und Zerlegungen der Jacobi-Matrix. Auch die Anzahl der Auswertungen
der Modellfunktionen ist in DAESOL deutlich geringer als bei den u¨brigen Integratoren.
Die Ableitungen der Modellfunktionen wurden analytisch bereitgestellt. Da VODE nur
ODE-Systeme lo¨st, konnte es bei den Vergleichen nicht beru¨cksichtigt werden.
Beispiel 7.3 (Beispiel von Akzo Nobel)
Das im folgenden beschriebene Modell stammt aus der Beispielsammlung von Lioen und
Swart des CWI in Amsterdam [LS]. Es wurde von der Firma Akzo Nobel aus den Nieder-
landen fu¨r Untersuchungen bei der chemischen Behandlung von Tumorgewebe aufgestellt.
Das Modell baut auf einer einfachen chemischen Reaktion auf
A+B
k→ C.
Ein radioaktiver Antiko¨rper A reagiert mit einem Substrat B, dem Tumorgewebe. Der An-
tiko¨rper ist dabei mobil, das Gewebe immobil. Wir erhalten ein 1D-Reaktions-Diffusions-
System der Form
ut = uxx − k u v
vt = −k u v.
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Abbildung 7.4: u und v als Funktionen der Zeit t und des Ortes ζ.
Ortsdiskretisierung mit Hilfe der Linienmethode ergibt das folgende ODE-System
f2j−1 =
(j∆ζ − 1)4
c2
y2j−3 − 2y2j−1 + y2j+1
∆ζ2
+
(j∆ζ − 1)3
c2
y2j+1 − y2j−3
∆ζ
− k y2j−1 y2j
f2j = −k y2j−1 y2j
(7.5)
fu¨r y ∈ IR2N , j = 1, . . . , N, ∆ζ = 1/N, t ∈ [0, T ], y−1(t) = φ(t), y2N+1(t) =
y2N−1(t), y(0) = (0, 1, 0, 1, . . . , 0, 1)
T . Bis zu einem gewissen Zeitpunkt wird der An-
tiko¨rper A zugegeben. Die Infiltration φ(t) ist gegeben durch
φ(t) =
{
2 fu¨r t ∈ [0, 5],
0 fu¨r t ∈ (5, T ], T ≥ 5.
Fu¨r die Konstanten wurden die Werte k = 100, c = 4, N = 200 und T = 20 angenommen.
Wir integrieren das Sytem von t = 0 bis tend = 20. Bei t = 5 ist aufgrund der Unstetigkeit
der Infiltration ein weiterer Neustart no¨tig.
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Abbildung 7.4 zeigt u und v als Funktionen von t und ζ. Man sieht, daß eine Infiltration
der chemischen Substanz A (lokal) B zersto¨rt.
Die Jacobi-Matrix von System (7.5) hat Band-Struktur mit Bandbreite 5. Deshalb wird
fu¨r die Tests in allen Integratoren ein Block-Band-Lo¨ser verwendet.
Abbildung 7.5 zeigt die beno¨tigte CPU-Zeit der Integratoren in Abha¨ngigkeit von der
erreichten Genauigkeit. Die Jacobi-Matrizen wurden analytisch bereitgestellt.
1
10
2 4 6 8 10
CP
U-
Ze
it 
[S
ek
.]
erzielte Genauigkeit
1D-Reaktions-Diffusionsgleichung
LIMEX
RADAU
RADAU5
DAESOL
1
10
2 4 6 8 10
CP
U-
Ze
it 
[S
ek
.]
erzielte Genauigkeit
1D-Reaktions-Diffusionsgleichung
DASPK
VODE
DAESOL
Abbildung 7.5: Beno¨tigte CPU-Zeit fu¨r die jeweiligen Integratoren in Abha¨ngigkeit von
der erreichten Genauigkeit fu¨r das 1D-Reaktions-Diffusions-System.
Beispiel 7.4 (Batch-Destillationskolonne (Fortsetzung))
Als na¨chstes wollen wir die Integratoren fu¨r die bereits in Abschnitt 7.1 beschriebe-
ne Batch-Destillationskolonne testen. Es ist ein Modell bestehend aus 10 differentiellen
und 212 algebraischen Gleichungen. Die Jacobi-Matrix zur Lo¨sung der Lineare-Algebra-
Systeme ist zwar groß und du¨nn besetzt, weist allerdings keinerlei spezielle Strukturen auf.
Die Lo¨sung der Lineare-Algebra-Teilprobleme sollte deshalb mit einem Sparse-Lo¨ser wie
etwa MA48 oder UMFPACK erfolgen. Da die anderen Integratoren allerdings nur dich-
te beziehungsweise Band-Matrizen unterstu¨tzen, werden die Vergleiche zwischen DAE-
SOL und den u¨brigen Integratoren mit Lineare-Algebra-Lo¨sern fu¨r dichte Systeme durch-
gefu¨hrt.
Abbildung 7.6 zeigt die beno¨tigte CPU-Zeit in Abha¨ngigkeit von der erreichten Genau-
igkeit bei der Lo¨sung des Batch-Destillationskolonnen-Modells. Wenn nicht anders ange-
geben, wurde fu¨r die Lineare Algebra ein dichter Lo¨ser verwendet. Die mit (♦) gekenn-
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Abbildung 7.6: Beno¨tigte CPU-Zeit fu¨r die jeweiligen Integratoren in Abha¨ngigkeit von
der erreichten Genauigkeit fu¨r die Batch-Destillationskolonne.
# f-Ausw. # J-Ausw. # J-Zerl. CPU-Zeit [Sek.]
10−5 4145 299 2215 4.26 · 102
LIMEX
10−8 — — — —
10−5 1819 90 165 3.54 · 101
RADAU
10−8 4481 149 399 8.36 · 101
10−5 1819 90 163 3.52 · 101
RADAU5
10−8 4481 149 295 7.25 · 101
10−5 1098 66 66 1.22 · 101
DASPK
10−8 3294 114 114 3.03 · 101
10−5 1161 65 155 (8.72)∗ 1.26 · 101
DAESOL
10−8 2188 67 136 (10.5)∗ 1.87 · 101
10−5 1144 66 152 (8.39)∗ 1.21 · 101
DAESOL RK
10−8 2207 68 134 (10.2)∗ 1.79 · 101
Tabelle 7.3: Vergleich der Integratoren fu¨r das Modell der Batch-Destillationskolonne. Die
mit (.)∗ gekennzeichneten CPU-Zeiten geben die mit der Sparse-Version von DAESOL
berechneten Ergebnisse an.
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zeichnete Trajektorie gibt die CPU-Zeit fu¨r den Integrator DAESOL mit Runge-Kutta-
Starter an, die fu¨r DAESOL mit S zusa¨tzlich gekennzeichneten Trajektorien (N) und
(M) geben die CPU-Zeit der mit Hilfe der Sparse-Version von DAESOL (mit Sparse-
Lo¨ser UMFPACK von Davis und Duff [DD95]) erzeugten Lo¨sung ohne beziehungswei-
se mit Runge-Kutta-Starter an. Tabelle 7.3 zeigt fu¨r TOL = 1/210 · 10−2 ≈ 1 · 10−5
bzw. TOL = 1/220 · 10−2 ≈ 1 · 10−8 die Anzahl an Auswertungen der Modellfunktio-
nen des DAE-Systems (# f-Ausw.) und deren Ableitungen (# J-Ausw.) sowie die Anzahl
der beno¨tigten Zerlegungen (# J-Zerl.) fu¨r die unterschiedlichen Integratoren. DASPK
schneidet bei niedrigen Genauigkeiten sehr gut ab, allerdings nimmt der Aufwand mit
zunehmender Genauigkeit stark zu. Die mit DAESOL mit der Sparse-Version erzeugten
Lo¨sungen sind in nahezu allen Fa¨llen deutlich besser als die u¨brigen Integratoren. Mit
Runge-Kutta-Starter ist DAESOL nochmals etwas schneller.
Beispiel 7.5 (Urethan-Reaktion)
Bei der Urethanreaktion handelt es sich um eine Simultan- und Konsekutivreaktion mit
chemischem Gleichgewicht. Phenylisocyanat (A) und Buthanol (B) reagieren zu Urethan
(C). Wa¨hrend der Hauptreaktion zum Urethan findet eine Folgereaktion zum Allophanat
(D) statt, die je nach Verwendungszweck des entstehenden Produkts gewu¨nscht ist oder
auch nicht. Je nach verwendetem Katalysator kann das Phenylisocyanat zu Isocyanurat
(E) trimerisieren.
Man erha¨lt das folgende Reaktionsschema
A + B
k1−→ C
A + C
k2−⇀
↽−
k3
D
3 A
k4−→ E.
Ziel war es, die kinetischen Parameter zu bestimmen.
Die Reaktion wird in einem Rundkolben mit zwei Zula¨ufen im Semi-Batch-Betrieb durch-
gefu¨hrt. Im Rundkolben ko¨nnen die beiden Edukte Phenylisocyanat (A) und Butanol
(B) vorgelegt werden, in den Zula¨ufen a und b Phenylisocyanat beziehungsweise Butanol,
jeweils im Lo¨sungsmittel Dimethylsulfoxid (DMSO) gelo¨st. Die Temperatur im Reaktor
kann geregelt werden.
Die Reaktion wurde schon von mehreren Arbeitsgruppen untersucht (siehe z. B. Hugo
[Hug97]), das verwendete DAE-Modell wurde gemeinsam von der BASF AG und dem
IWR aufgestellt (siehe Bauer et al. [BHK+98, BKBS98]). Die Reaktionskinetik wurde
unter Verwendung des Massenwirkungsgesetzes und der Annahme einer Arrhenius-Kinetik
modelliert. Dies fu¨hrt auf das folgende DAE-System
n˙3(t) = V (t) (r1(t)− r2(t) + r3(t))
n˙4(t) = V (t) (r2(t)− r3(t))
n˙5(t) = V (t) r4(t)
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0 = n1(t) + n3(t) + 2n4(t) + 3n5(t)− n1(t0)− n1ea(t)
0 = n2(t) + n3(t) + n4(t)− n2(t0)− n2eb(t)
0 = n6(t)− n6(t0)− n6ea(t)− n6eb(t)
mit
n3(t0) = n4(t0) = n5(t0) = 0, t0 = 0.
Die Molzahlen n1(t), . . . , n5(t) der Stoffe A bis E und n6(t) des Lo¨sungsmittels sind die
(zeitlich variablen) Zustandsvariablen des DAE-Systems.
Die Ausdru¨cke r1(t), . . . , r4(t) beschreiben die Reaktionsgeschwindigkeiten der einzelnen
Reaktionen, V ist das Reaktionsvolumen:
V (t) =
6∑
i=1
ni(t)
Mi
ρi
(7.6a)
r1(t) = k1(t)
n1(t)
V (t)
n2(t)
V (t)
(7.6b)
r2(t) = k2(t)
n1(t)
V (t)
n3(t)
V (t)
(7.6c)
r3(t) = k3(t)
n4(t)
V (t)
(7.6d)
r4(t) = k4(t)
(
n1(t)
V (t)
)2
(7.6e)
ki(t) = fref i exp
(
−Eai
R
(
1
T (t)
− 1
Tref i
))
, i = 1, 2, 4 (7.6f)
k3(t) =
k2(t)
kc
(7.6g)
kc(t) = fc2 exp
(
−dh2
R
(
1
T (t)
− 1
Tc2
))
(7.6h)
n1ea(t) = n1ea,0 · inflowa(t) (7.6i)
n6ea(t) = n6ea,0 · inflowa(t) (7.6j)
n2eb(t) = n2eb,0 · inflowb(t) (7.6k)
n6eb(t) = n6eb,0 · inflowb(t) (7.6l)
Die Molmassen M = (M1, . . . ,M6)
T und die Dichten ρ = (ρ1, . . . , ρ6)
T haben dabei die
folgenden Werte
M = (0.11911, 0.07412, 0.19323, 0.31234, 3.11911, 0.07806)T
ρ = (1095.0, 809.0, 1415.0, 1528.0, 1451.0, 1101.0)T .
Unbekannte Parameter im Modell sind die Frequenzfaktoren fref i, die Aktivierungsener-
gien Eai, i = 1, 2, 4, und der Vorfaktor fc2 und die Reaktionsenthalpie dh2 der Ru¨ckre-
aktion. Um eine starke Korrelation der Kinetikparameter – bei einer anschließenden Pa-
rameterscha¨tzung – zu vermeiden, wird eine Umparametrisierung der Gleichungen (7.6f)
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und (7.6g) mit Hilfe der Referenztemperaturen Tref i und Tc2 vorgenommen. Diese geht
auf Box zuru¨ck [Box60] und wird sehr oft zur Parameterscha¨tzung in Kinetik-Modellen
verwendet (siehe z. B. Agarwal und Brisk [AB85a, AB85b] und Dovi´ et al. [DRAD94]).
Die Frequenzfaktoren fref i und der Vorfaktor der Ru¨ckreaktion fc2 sind dabei von den
gewa¨hlten Referenztemperaturen abha¨ngig. Wir wa¨hlen fu¨r die Referenztemperatur
Tref i = Tc2 = 363.16[K].
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Abbildung 7.7: Dosier- und Temperaturprofile und zugeho¨rige Lo¨sungstrajektorien fu¨r die
Urethan-Reaktion.
Verfahrenstechnische Komponenten des Modells sind die beiden Zuflu¨sse inflowa(t) und
inflowb(t) und die Temperatursteuerung im Reaktor T (t). zudem die Anfangszusammen-
setzung im Reaktor n1(t0), n2(t0) und n6(t0) und in den beiden Zulaufgefa¨ßen n1ea,0 und
n6ea,0 beziehungsweise n2eb,0 und n6eb,0.
Die zeitlich variablen Steuerfunktionen inflowa(t), inflowb(t) und T (t) werden parame-
trisiert und durch stu¨ckweise lineare und stetige Polynome ersetzt. Der Gesamtbeobach-
tungszeitraum betra¨gt 80 Stunden.
Fu¨r n1(t0) = 0.194, n2(t0) = 0.0923, n6(t0) = 0.0960, n1ea,0 = 0.732, n6ea,0 =
0.124, n1eb,0 = 0.504 und n6eb,0 = 0.0 und den wie in Abbildung 7.7 angegebenen Dosier-
und Temperaturprofilen erhalten wir den folgenden Verlauf fu¨r die Lo¨sungskomponenten
ni(t), i = 1, . . . , 5, t ∈ [0, 80].
Abbildung 7.8 zeigt die Rechenzeiten der Integratoren in Abha¨ngigkeit von der erziel-
ten Genauigkeit. Aufgrund der Parametrisierung der Steuerfunktionen ist die rechte Seite
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Abbildung 7.8: CPU-Zeit in Abha¨ngigkeit von der erzielten Genauigkeit fu¨r das Urethan-
Beispiel.
# f-Ausw. # J-Ausw. # J-Zerl. CPU-Zeit [Sek.]
10−5 3278 395 2357 0.25
LIMEX
10−8 23922 1291 10143 1.46
10−5 6658 292 639 0.11
RADAU
10−8 9445 381 961 0.17
10−5 6658 292 639 0.11
RADAU5
10−8 9451 381 954 0.17
10−5 346 77 77 0.02
DASPK
10−8 882 144 144 0.04
10−5 979 102 235 0.04
VODE
10−8 1178 41 169 0.05
10−5 469 15 61 0.02
DAESOL
10−8 1100 12 55 0.04
10−5 448 15 42 0.02
DAESOL RK
10−8 1002 13 44 0.03
Tabelle 7.4: Vergleich der Integratoren fu¨r das Urethan-Beispiel.
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des DAE-Systems an den Punkten t = 8.0, 24.0, 32.0, 48.0, 56.0 und 72.0 unstetig. An
diesen Punkten ist jeweils ein Neustart erforderlich. Durch die vielen Neustarts ist DAE-
SOL mit Runge-Kutta-Starter (♦) deutlich schneller als ohne (). DAESOL mit Runge-
Kutta-Starter beno¨tigt vor allem weniger Auswertungen der Modellfunktionen und der
Ableitungen hiervon (siehe auch Tabelle 7.4). DASPK ist bei niedrigen Genauigkeiten
a¨hnlich schnell wie DAESOL. Es beno¨tigt im Durchschnitt weniger Auswertungen der
Modellfunktionen, jedoch deutlich mehr Auswertungen von deren Ableitungen und deut-
lich mehr Zerlegungen der Jacobi-Matrix.
Beispiel 7.6 (2D-Konvektions-Diffusionsgleichung)
Wir betrachten die Gleichung
ut = p1 uxx + p2 uyy
auf dem Gebiet Ω = [0, 1]× [0, 1] mit Dirichlet-Randbedingungen.
Wir diskretisieren die partielle Differentialgleichung im Ort mit Hilfe der Linienmethode
auf einem a¨quidistanten Gitter mit jeweils M + 2 Gitterpunkten in x- und y-Richtung.
Die Ortsableitungen werden mit zentralen Differenzen approximiert. Wir erhalten ein
ODE-System im Innern des Gitters der Form
dui,j
dt
= p1
ui−1,j + ui+1,j − 2 ui,j
∆x2
+ p2
ui,j−1 + ui,j+1 − 2 ui,j
∆y2
, i, j = 1, . . . ,M,
mit ∆x = ∆y = 1/(M + 1). Fu¨r die Ra¨nder gelte ui,j = 0, i = 0,M + 1, j = 0,M + 1.
Wir lo¨sen das System mit M = 40 Diskretisierungspunkten. Als Startwerte wa¨hlen wir
ui,j(0) = 16 (i∆x) (j∆y) (1 − i∆x) (1 − j∆y), 0 ≤ i, j ≤ M + 1, und integrieren das
System u¨ber einen Beobachtungszeitraum von [0, 100]. Fu¨r die Parameter wa¨hlen wir die
Werte p1 = p2 = 1 000.
Das Modell wurde von Maly und Petzold [MP96] aufgestellt und als Benchmark-
Beispiel insbesondere fu¨r die Ableitungsgenerierung verwendet (siehe auch Li und Petzold
[LP99a]).
Das Beispiel kann als ODE- beziehungsweise DAE-System modelliert werden. Die Ab-
bildungen 7.9 und 7.10 zeigen den Vergleich der unterschiedlichen Integratoren fu¨r das
obige Beispiel. Auch bei diesem Beispiel sind die Rechenzeiten fu¨r DAESOL mit Runge-
Kutta-Starter (♦) signifikant niedriger als ohne (), obwohl ein Neustart nur einmal zu
Beginn der Integration no¨tig ist. Da die Ableitungen der Modellfunktionen konstant sind,
ist bei den meisten Integratoren nur eine Auswertung hiervon no¨tig (siehe Tabelle 7.5).
Die Tabelle zeigt, daß in DAESOL im Durchschnitt auch weniger Zerlegungen der Jacobi-
Matrix no¨tig sind als bei den anderen Integratoren, mit Runge-Kutta-Starter werden noch
weniger beno¨tigt. Der Integrator VODE kann nur ODE-Systeme behandeln.
7.3 Ableitungsgenerierung
Fu¨r die in der Parameterscha¨tzung und Optimierung beno¨tigten Ableitungen der Lo¨sungs-
trajektorie des DAE-Systems wurden in DAESOL effiziente Methoden nach den Techni-
ken der IND entwickelt und implementiert. Je nach Gro¨ße des DAE-Systems und der
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Abbildung 7.9: CPU-Zeit in Abha¨ngigkeit von der erzielten Genauigkeit fu¨r die
Konvektions-Diffusionsgleichung modelliert als ODE-System.
# f-Ausw. # J-Ausw. # J-Zerl. CPU-Zeit [Sek.]
10−5 37 1 19 6.9
LIMEX
10−8 176 1 63 24.3
10−5 31 1 6 6.2
RADAU
10−8 96 1 20 20.2
10−5 31 1 6 6.2
RADAU5
10−8 96 1 15 15.8
10−5 56 9 9 4.2
DASPK
10−8 128 11 11 7.1
10−5 43 1 9 3.0
VODE
10−8 124 2 17 7.0
10−5 80 1 7 2.8
DAESOL
10−8 214 1 8 5.3
10−5 74 1 5 2.2
DAESOL RK
10−8 195 1 7 4.7
Tabelle 7.5: Vergleich der Integratoren fu¨r die Konvektions-Diffusionsgleichung modelliert
als ODE-System.
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Abbildung 7.10: CPU-Zeit in Abha¨ngigkeit von der erzielten Genauigkeit fu¨r die
Konvektions-Diffusionsgleichung modelliert als DAE-System.
Anzahl der zu berechnenden Richtungen ist zum einen die direkte Lo¨sung der linearen
Gleichungssysteme fu¨r die diskretisierten Sensitivita¨tsgleichungen sinnvoller oder aber die
Anwendung des vereinfachten Newton-Verfahrens zur Lo¨sung des impliziten nichtlinea-
ren Gleichungssystems aus der Nominaltrajektorie auch fu¨r die Sensitivita¨tsgleichungen.
Im folgenden werden wir die obigen Varianten kurz die direkte beziehungsweise iterative
Methode nennen.
DDASAC (+) von Caracotsios und Stewart [CS85], eine Erweiterung von DASSL von
Petzold [Pet82a] (siehe auch Brenan et al. [BCP96]) stellt nur die direkte Methode
zur Verfu¨gung, so daß die Jacobi-Matrix des vereinfachten Newton-Verfahrens aus
der Nominaltrajektorie in jedem BDF-Schritt neu berechnet und zerlegt werden
muß, was bei großen Systemen sehr aufwendig sein kann.
DASPK () von Li und Petzold [LP99a] stellt a¨hnliche Varianten wie in DAESOL zur
Ableitungsgenerierung zur Verfu¨gung: die direkte und die iterative Methode. Bei
der iterativen Methode wird zwar der durch den vorzeitigen Abbruch im Newton-
Verfahren gemachte Fehler kontrolliert, es wird allerdings nicht darauf geachtet, daß
– im Sinne der IND – das vereinfachte Newton-Verfahren aus der Nominaltrajekto-
rie abgeleitet werden muß. Zusa¨tzlich stellt DASPK noch die von Maly und Petzold
[MP96] eingefu¨hrte Variante zur Ableitungsgenerierung zur Verfu¨gung: es wird das
Gesamtsystem aus Nominaltrajektorie und Variations-DAEs gelo¨st. Dabei wird aus-
genutzt, daß die Jacobi-Matrix des Gesamtsystems in der Diagonalen wiederholt die
gleichen Blo¨cke hat. Das Verfahren (im folgenden kurz simultane Methode genannt)
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entspricht den Prinzipien der IND, ist aber in den meisten Fa¨llen aufwendiger als
die beiden obigen Varianten.
Fu¨r die nachfolgenden Beispiele wurden fu¨r DAESOL und DASPK die Ableitungen mit
allen Varianten berechnet, fu¨r die Tests wurde die jeweils schnellste verwendet. Falls das
DAE-System relativ klein ist und die Auswertung und Zerlegung der Jacobi-Matrix J aus
(2.14) (bzw. eine a¨hnliche Jacobi-Matrix fu¨r DASPK) nicht zu aufwendig und gleichzeitig
relativ viele Richtungsableitungen (im Vergleich zur Anzahl der Zustandsvariablen) zu
berechnen sind, so ist meist die direkte Methode schneller. DDASAC wird dann bei den
Vergleichen mitberu¨cksichtigt. Ist hingegen das DAE-System groß und sollen nur weni-
ge Ableitungen berechnet werden, so ist in der Regel die iterative Methode vorzuziehen.
DASPK arbeitet in letzterem Fall manchmal auch besser mit der simultanen Methode.
Allerdings wurde von Li und Petzold [LP99a] keine Faustregel angegeben, in welchen
Fa¨llen welche Methode vorzuziehen ist, so daß vor Anwendung des Programms im Opti-
mierungskontext zuna¨chst immer beide Methoden getestet werden mu¨ssen.
Beispiel 7.7 (Batch-Reaktor (Fortsetzung))
Fu¨r das im vorherigen Abschnitt 7.2 dargestellte Beispiel des Batch-Reaktors sollen die
Ableitungen nach den 8 Parametern k1, . . . , k8 und nach allen Anfangswerten der Zu-
standsvariablen berechnet werden. Sowohl fu¨r DAESOL als auch fu¨r DASPK ist das di-
rekte Lo¨sen der linearen Gleichungssysteme am schnellsten.
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Abbildung 7.11: Beno¨tigte CPU-Zeit fu¨r die jeweiligen Integratoren in Abha¨ngigkeit
von der erreichten Genauigkeit fu¨r die Ableitungsgenerierung fu¨r das Modell des Batch-
Reaktors.
Abbildung 7.11 zeigt die CPU-Zeit in Abha¨ngigkeit von der erzielten Genauigkeit fu¨r
138 Kapitel 7. Numerische Ergebnisse
die Ableitungen. DDASAC und DAESOL sind in etwa gleich schnell, DASPK hingegen
beno¨tigt etwas mehr Rechenaufwand.
Beispiel 7.8 (Batch-Destillationskolonne (Fortsetzung))
Fu¨r das in Abschnitt 7.1 dargestellte Modell der Batch-Destillationskolonne sollen die
Ableitungen nach den Steuergro¨ßen R, V und P und nach den Anfangswerten der diffe-
rentiellen Variablen berechnet werden.
Fu¨r die Tests wurde in DAESOL die iterative Methode verwendet, DASPK arbeitete
mit der simultanen Methode etwas besser als mit der iterativen. Da DDASAC pro BDF-
Schritt eine Auswertung und Zerlegung der Jacobi-Matrix beno¨tigt, ist das Verfahren
zur Ableitungsgenerierung sehr aufwendig fu¨r dieses Beispiel (siehe Abbildung 7.12). Es
beno¨tigt in etwa den dreifachen Rechenaufwand wie DAESOL.
In DASPK wurde wiederum (wie fu¨r die reine Simulation auch) die Dense-Version ver-
wendet. Zu Vergleichszwecken wurden die Berechnungen in DAESOL auch mit der Dense-
Version durchgefu¨hrt, die Sparse-Version von DAESOL (N) zeigt die fu¨r die Praxis rele-
vanten Rechenzeiten (siehe Abbildung 7.12).
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Abbildung 7.12: Beno¨tigte CPU-Zeit der jeweiligen Integratoren in Abha¨ngigkeit von der
erreichten Genauigkeit fu¨r die Ableitungsgenerierung bei der Batch-Destillationskolonne.
Fu¨r die in Leineweber [Lei99] dargestellten reduzierten SQP-Verfahren sind an sich ny +
nq + 1 = 14 Richtungsableitungen in Richtung
WD =
 Iny 0ny×nq 0WDz1 WDz2 WDz3
0nq×ny Inq 0
 ∈ IRny+nq+1
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erforderlich. Die Matrizen WDz1 ∈ IRnz×ny , WDz2 ∈ IRnz×nq und WDz3 ∈ IRnz×1 sind da-
bei in der Regel voll besetzt. Der Integrator DASPK (wie auch DDASAC) stellt keine
direkte Berechnung dieser Richtungsableitungen zur Verfu¨gung. Hierfu¨r mu¨ssen zuna¨chst
die Ableitungen nach allen Komponenten von x0 und q (also nx + nq = 225) generiert
und im Anschluß die Multiplikation (Wx0 Wq) · WD durchgefu¨hrt werden. In DAESOL
ko¨nnen die Richtungsableitungen durch die speziellen Implementierungen direkt berech-
net werden. Der Aufwand ha¨ngt nur von der Anzahl der Richtungen ab. Tabelle 7.6
zeigt den Vergleich von DASPK und DAESOL fu¨r die zu berechnenden Ableitungen in
Richtung WD. Die Unterschiede in der CPU-Zeit liegen zum einen darin, daß DAESOL
bei gleicher Anzahl von zu berechnenden Richtungen schon etwas schneller arbeitet als
DASPK (siehe Abbildung 7.12), vor allem aber in der unterschiedlichen Anzahl der zu
berechnenden Richtungen. Da DASPK fu¨r das Modell der Batch-Destillationskolonne mit
der Dense-Version am schnellsten arbeitet, wurden fu¨r die Vergleiche die Rechnungen in
DAESOL auch mit der Dense-Version durchgefu¨hrt. Die CPU-Zeiten fu¨r DAESOL liegen
dabei drastisch unter denen von DASPK. Die Sparse-Version von DAESOL (DAESOL
S) zeigt die fu¨r die Praxis relevanten Rechenzeiten, die nochmals deutlich geringer sind.
Da fu¨r DASPK sehr viele Richtungen zu berechnen sind, war die direkte Methode zur
Ableitungsgenerierung am schnellsten. Der Rechenaufwand bei DDASAC, das auch die
direkte Methode zur Verfu¨gung stellt, ist trotzdem im Durchschnitt nahezu doppelt so
groß wie bei DASPK.
# Schritte CPU-Zeit [Sek.]
10−4 335 6.93 · 102
DDASAC 10−6 626 1.22 · 103
10−8 — —
10−4 242 3.70 · 102
DASPK 10−6 537 8.16 · 102
10−8 1083 1.65 · 103
10−4 221 6.78 · 101
DAESOL 10−6 425 1.24 · 102
10−8 722 2.02 · 102
10−4 221 2.97 · 101
DAESOL S 10−6 425 5.08 · 101
10−8 721 8.82 · 101
Tabelle 7.6: Aufwand fu¨r DDASAC, DASPK und DAESOL zur Generierung der Rich-
tungsableitungen in Richtung WD fu¨r die Batch-Destillationskolonne. DAESOL S zeigt
den Aufwand fu¨r die Sparse-Version von DAESOL.
Beispiel 7.9 (2D-Konvektions-Diffusionsgleichung (Fortsetzung))
Fu¨r das Modell der Konvektions-Diffusionsgleichung sollen die Ableitungen nach den bei-
den Parametern p1 und p2 berechnet werden. Da das DAE-System nach Diskretisierung
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fu¨r den ODE- und DAE-Fall sehr groß ist, ist die direkte Methode wie in DDASAC
wiederum viel zu aufwendig. Die Abbildungen 7.13 zeigen die CPU-Zeit in Abha¨ngig-
keit von der erzielten Genauigkeit fu¨r die Konvektions-Diffusionsgleichung modelliert als
ODE- bzw. DAE-System. Sowohl fu¨r DASPK als auch fu¨r DAESOL wurde die iterative
Methode verwendet. DAESOL ist dabei im Durchschnitt etwas schneller als DASPK.
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Abbildung 7.13: CPU-Zeit in Abha¨ngigkeit von der erzielten Genauigkeit fu¨r die
Konvektions-Diffusionsgleichung modelliert als ODE- bzw. DAE-System.
Beispiel 7.10 (Urethan-Reaktion (Fortsetzung))
Fu¨r die Urethan-Reaktion sollen die Ableitungen nach den 8 Parametern Eai, fref i, i =
1, 2, 4, fc2 und dh2 und nach den Anfangswerten der differentiellen Variablen xi,0, i =
3, . . . , 5, berechnet werden.
Zur Ableitungsgenerierung verwenden wir bei allen drei Integratoren (DDASAC, DASPK
und DAESOL) die direkte Methode. Abbildung 7.14 zeigt die hierfu¨r beno¨tigte CPU-Zeit
in Abha¨ngigkeit von der erzielten Genauigkeit fu¨r die zu berechnenden Ableitungen.
Fu¨r das Optimierungsproblem zur Versuchsplanung mu¨ssen fu¨r die Gradienten der Neben-
bedingungen zusa¨tzlich die Ableitungen nach den 56 Steuergro¨ßen (7 Anfangsmolzahlen in
Reaktor und Zulaufgefa¨ßen, 46 Variablen aus der Parametrisierung der Steuerfunktionen
und 3 Anfangswerte), fu¨r den Gradient des Zielfunktionals zusa¨tzlich zweite gemischte
Ableitungen nach Anfangswerten, Parametern und Steuergro¨ßen berechnet werden. Ta-
belle 7.7 zeigt die CPU-Zeit fu¨r unterschiedliche Genauigkeiten fu¨r die reine Simulation
(VDAE 0), die Generierung von ersten Ableitungen nach Anfangswerten und Parametern
(VDAE p) und nach Anfangswerten und Steuergro¨ßen (VDAE q) sowie die zweiten ge-
mischten Ableitungen hierzu (VDAE pq). Bei der Berechnung der zweiten Ableitungen
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Abbildung 7.14: CPU-Zeit in Abha¨ngigkeit von der erzielten Genauigkeit fu¨r die Berech-
nung 1. Ableitungen bei der Urethan-Reaktion.
werden die ersten Ableitungen (VDAE p) und (VDAE q) automatisch mitberechnet. Alle
anderen Integratoren ko¨nnen keine zweiten Ableitungen berechnen.
TOL VDAE 0 VDAE p VDAE q VDAE pq
10−5 0.03 0.09 0.29 3.68
CPU-Zeit 10−8 0.05 0.19 0.82 9.88
10−11 0.09 0.43 1.64 22.1
Tabelle 7.7: CPU-Zeit fu¨r Simulation und Generierung von ersten und zweiten Ableitungen
fu¨r die Urethan-Reaktion.
7.4 Anwendung auf eine sequentielle Vorgehensweise
zur Parameterscha¨tzung und Versuchsplanung
Im folgenden untersuchen wir zwei unterschiedliche Reaktionsmechanismen – die
Phosphin- und Urethan-Reaktion – in Semi-Batch-Fahrweise. Die Modelle wurden zu-
sammen mit Kud von der BASF AG (siehe auch Bauer et al. [BHK+98, BKBS98])
aufgestellt. Das Ziel ist in beiden Fa¨llen, die im Modell enthaltenen unbekannten Pa-
rameter mo¨glichst gut (und mit mo¨glichst wenigen Experimenten) zu scha¨tzen. Wir ver-
wenden hierfu¨r eine sequentielle Vorgehensweise aus Versuchsplanung, Auswertung der
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Experimente, Scha¨tzung der Parameter und anschließender neuer Versuchsplanung un-
ter Beru¨cksichtigung der bereits gewonnenen Informationen. Fu¨r die numerische Lo¨sung
der Optimierungsprobleme zur Versuchsplanung werden unter anderem zweite gemischte
Ableitungen der Lo¨sungstrajektorie nach Anfangswerten, Parametern und Steuergro¨ßen
beno¨tigt. Die Ergebnisse zur Versuchsplanung bei DAE-Systemen konnten somit erst mit
den Neuentwicklungen in DAESOL erzielt werden.
Beispiel 7.11 (Phosphin-Reaktion)
Bei der Phosphin-Reaktion handelt es sich um die folgende chemische Reaktion in einem
Semi-Batch-Reaktor
A + B
k→ C
Phosphin Halogenid Phosphoniumsalz.
Zulauf
Reaktor
Kühlung/
 Heizung
B in L gelöst
A in L gelöst
PSfrag replacements
Abbildung 7.15: Reaktionsanordnung der Phosphin-Reaktion
Die Reaktion wurde im Hauptlabor der BASF AG (siehe Bauer et al. [BHK+98]) unter-
sucht. Das Ziel war die Scha¨tzung der nur ungenau bekannten kinetischen Parameter. Die
Reaktionsgeschwindigkeit wird mit Hilfe des Arrhenius-Ansatzes modelliert
k(t) = fref e
−Ea
R
(
1
T (t)
− 1
Tref
)
. (7.7)
Da die Kinetikparameter, die Aktivierungsenergie Ea und der Frequenzfaktor f , ha¨ufig
stark korelliert sind, wird eine Umparametrisierung – wie auch bei der Urethan-Reaktion
– mit Hilfe der Referenztemperatur Tref im Sinne von (7.7) vorgenommen. Dabei ist auch
der Wert des Frequenzfaktors abha¨ngig von der Referenztemperatur.
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Unter Beru¨cksichtigung des Massenwirkungsgesetzes und einer Differentialgleichung fu¨r
die Wa¨rmebilanz fu¨hrt die Modellierung der Phosphin-Reaktion auf das folgende nichtli-
neare DAE-System:
n˙A(t) = −V (t)1−α1−α2 k(t)nA(t)α1 nB(t)α2
nB(t) = −nC(t) + nB,in · inflow(t)
nC(t) = −nA(t) + nA(0)
nL(t) = nL(0) + nL,in · inflow(t)
T˙ (t) = (dH V (t)1−α1−α2 k(t)nA(t)
α1 nB(t)
α2︸ ︷︷ ︸
Reaktion
+ m˙(t) cp (Tp0 − T (t))︸ ︷︷ ︸
Zulauf
+ kdAW (t) (TW (Tin(t))− T (t))︸ ︷︷ ︸
Ku¨hlung
)/(cpm(t))
mit der Gesamtmasse im Reaktor
m(t) =
∑
i∈{A,B,C,L}
Mi ni(t),
dem Volumen im Reaktor
V (t) = m(t)/ρ,
der Ho¨he des Volumens im zylinderfo¨rmigen Reaktor
h(t) = 4V (t)/(1000 d2 pi),
der Wa¨rmeaustauschfla¨che
AW (t) = pi d h(t) + pi d
2/4.0
und der mittleren Ku¨hlwassertemperatur
TW (t) =
kdAW (t)T (t) + 2.0VW ρW cWW Tin(t)
kdAW (t) + 2.0VW ρW cWW
.
Verfahrenstechnische Komponenten im Modell sind der Zulauf inflow(t) und die Tempe-
ratur Tin(t) der Heizung bzw. Ku¨hlung, außerdem die Anfangsmolzahlen von Phosphin
und dem Lo¨sungsmittel im Reaktor nA(0) und nL(0) und die Anfangstemperatur des
Gemischs T (0).
Die zusa¨tzlich im Modell auftretenden Konstanten haben die folgende Bedeutung und
Wert:
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dH 108 000 molare Reaktionsgeschwindigkeit
cp 2.0 spezifische Wa¨rmekapazita¨t
Tp0 293.16 Temperatur im Zulaufgefa¨ß (konstant auf Raumtemperatur
gesetzt)
kd 1 600 Wa¨rmedurchgangskoeffizient
d 0.15 Durchmesser des zylinderfo¨rmigen Reaktors
VW 1.0 Volumenstrom des Wa¨rmetra¨gers
ρW 900 Dichte des Wa¨rmetra¨gers
cWW 0.12 Wa¨rmekapazita¨t des Wa¨rmetra¨gers
ρ 1 000 Dichte der Reaktionslo¨sung
MA 261.32 Molmasse von Phosphin (A)
MB 122.60 Molmasse von Halogenid (B)
MC 383.92 Molmasse des Phosphoniumsalzes (C)
ML 100.00 Molmasse des Lo¨sungsmittels (L)
Tref 365.16 Referenztemperatur.
Neben den Kinetikparametern Ea und fref sollen auch die Reaktionsordnungen α1 und
α2 bestimmt werden.
Als Messungen stehen die Molzahl der Spezies C (n3) mit einem normalverteilten Meß-
fehler mit Standardabweichung 0.01 und die Temperatur T mit einem normalverteilten
Meßfehler mit Standardabweichung 0.5 zur Verfu¨gung.
Jedes Experiment dauert 180 Minuten, die Messungen ko¨nnen alle 12 Minuten durch-
gefu¨hrt werden. Maximal du¨rfen pro Experiment 5 Proben von Spezies C und 5 Tempe-
raturmessungen durchgefu¨hrt werden.
Wir parametrisieren die Steuerfunktionen durch stu¨ckweise lineare und stetige Funktionen
mit 8 Parametrisierungsintervallen fu¨r den Zulauf und 6 Parametrisierungsintervallen fu¨r
die Temperatursteuerung. Der Zulauf gibt das Integral u¨ber die bereits zugeflossene Menge
(normiert auf 1) an; nach 90 Minuten soll bereits alles zugeflossen sein, d. h.
inflow(0) = 0, inflow(t) = 1, t ∈ [90; 180].
Die Zulaufrate muß
d
dt
inflow(t) ≥ 0, t ∈ [0; 90].
erfu¨llen, fu¨r die Temperatursteuerung der Heizung bzw. Ku¨hlung gelte
273.16 ≤ Tin(t) ≤ 393.16, t ∈ [0; 180],
dabei darf die Temperatura¨nderung pro Minute maximal 2 [K] betragen:
−2 ≤ d
dt
Tin(t) ≤ 2, t ∈ [0; 180].
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Die Steuergro¨ßen ko¨nnen innerhalb der folgenden Grenzen gewa¨hlt werden
nA(0) ∈ [0.8; 20]
nL(0) ∈ [3; 14]
T (0) ∈ [323.16; 351.16].
Wir erhalten so pro Experiment 3 Steuergro¨ßen, 28 Variablen aus der Parametrisierung
der Steuerfunktionen und 30 Gewichte an die mo¨glichen Messungen, also 61 Versuchspla-
nungsvariablen.
Erste Scha¨tzungen fu¨r die Aktivierungsenergie und den Frequenzfaktor wurden aus Lite-
raturdaten aus a¨hnlichen Reaktionen u¨bernommen (siehe z. B. Bauer et al. [BHK+98]),
die Reaktionsordnungen wurden zuna¨chst auf 1 gesetzt.
Wir berechnen einen Versuchsplan fu¨r ein Experiment mit dem D-Gu¨tekriterium. Fu¨r die-
ses Experiment werden die beno¨tigten Meßdaten erhoben. Da zuna¨chst keine Experimente
im Labor durchgefu¨hrt werden konnten, wurde der Prozeß fu¨r die
”
wahren“ Parameter-
werte simuliert. Zur Erzeugung von (Pseudo-)Meßdaten wurden die Modellantworten mit
einem normalverteilten Fehler in der Gro¨ße des jeweiligen Meßfehlers u¨berlagert.
Exp. α1 α2 Ea ( ·8 · 104) fref
Startw. 1 1 1 2.14
1 5 ±16 4 ±14 2 ±2 0.5 ±1
2 0.81 ±0.07 1.17 ±0.1 1.03 ±0.02 0.40 ±0.02
3 0.799±0.005 1.196±0.005 1.0345±0.0035 0.4025±0.0045
4 0.800±0.003 1.197±0.005 1.035 ±0.003 0.403 ±0.004
5 0.800±0.003 1.199±0.001 1.0362±0.0008 0.405 ±0.001
Tabelle 7.8: Sukzessive Parameterscha¨tzung und Versuchsplanung fu¨r die Phosphin-
Reaktion. Die Tabelle zeigt die Startwerte fu¨r die Parameter sowie die Scha¨tzungen nach
jeweils einem weiteren Experiment mit der zugeho¨rigen (na¨herungsweisen) Standardab-
weichung.
Aus den Meßdaten fu¨r das erste Experiment werden die Parameter gescha¨tzt. Da die
zugeho¨rigen (na¨herungsweisen) Standardabweichungen noch sehr groß sind (siehe Tabelle
7.8), wurde ein weiteres Experiment ebenfalls mit dem D-Kriterium als Zielfunktional
geplant. Die bereits aus den Meßdaten des ersten Experiments gewonnene Information
wird bei der Optimierung des zweiten Experiments beru¨cksichtigt. Dieser Vorgang wird
solange wiederholt, bis die Standardabweichungen der gescha¨tzten Parameter als klein
genug akzeptiert werden. Die Abbildungen 7.16 bis 7.20 zeigen den Lo¨sungsverlauf der
Spezies n1, . . . , n3 und der Temperatur T im Reaktor, das Dosierprofil inflow und das
Temperaturprofil Tin der Heizung bzw. Ku¨hlung fu¨r die jeweiligen Experimente.
Tabelle 7.9 zeigt die vom Optimierungsproblem gewa¨hlten Werte fu¨r die Steuergro¨ßen.
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Abbildung 7.16: Erstes Experiment zur Phosphin-Reaktion.
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Abbildung 7.17: Zweites Experiment zur Phosphin-Reaktion.
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Abbildung 7.18: Drittes Experiment zur Phosphin-Reaktion.
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Abbildung 7.19: Viertes Experiment zur Phosphin-Reaktion.
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Abbildung 7.20: Fu¨nftes Experiment zur Phosphin-Reaktion.
Experiment nA(0) nL(0) T (0)
1 3.94 3.0 330.59
2 5.58 3.0 342.85
3 4.01 3.0 351.16
4 3.68 3.0 323.16
5 8.84 14.0 346.39
Tabelle 7.9: Optimierte Werte fu¨r die Steuergro¨ßen fu¨r die Phosphin-Reaktion.
Experiment Messungen C Messungen T
1 36.0, 144.0, 156.0, 168.0, 180.0 12.0, 24.0, 36.0, 48.0, 60.0
2 12.0, 24.0, 36.0, 168.0, 180.0 12.0, 24.0, 36.0, 48.0, 60.0
3 36.0, 48.0, 60.0, 72.0, 84.0 36.0, 48.0, 72.0, 84.0, 96.0
4 84.0, 96.0, 108.0, 120.0, 132.0 72.0, 84.0, 96.0, 108.0, 120.0
5 132.0, 144.0, 156.0, 168.0, 180.0 72.0, 84.0, 96.0, 108.0, 120.0
Tabelle 7.10: Auswahl der Messungen (gerundet) fu¨r die Phosphin-Reaktion.
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Die Gewichte an die Messungen fu¨r die optimierten Versuchspla¨ne waren nahezu 0/1 und
sind gerundet wie in Tabelle 7.10 angegeben.
Die na¨herungsweise Kovarianzmatrix hat nach fu¨nf Experimenten die Eintra¨ge
C =

9.33 · 10−6 3.21 · 10−6 −3.95 · 10−7 −1.14 · 10−6
3.21 · 10−6 2.68 · 10−6 6.65 · 10−7 7.43 · 10−7
−3.95 · 10−7 6.65 · 10−7 6.06 · 10−7 8.51 · 10−7
−1.14 · 10−6 7.43 · 10−7 8.51 · 10−7 1.25 · 10−6
 .
Nach drei Experimenten ist die na¨hernungsweise Standardabweichung fu¨r die gescha¨tzten
Parameter bereits bei einem Prozent, nach fu¨nf Experimenten fu¨r alle Parameter kleiner
als drei Promille.
Bemerkung 7.4.1 (Intuitiver Versuchsplan zur Phosphin-Reaktion)
Von einem erfahrenen Chemiker der BASF AG wurde ein inutitiver Versuchsplan beste-
hend aus fu¨nf Experimenten aufgestellt (siehe Bauer et al. [BHK+98]). Die Rahmenbe-
dingungen waren dabei die gleichen wie fu¨r die methodengestu¨tzten Versuchspla¨ne.
Nach fu¨nf Experimenten erha¨lt man folgende Scha¨tzungen fu¨r die Parameter mit den
folgenden na¨herungsweisen Standardabweichungen
α1 = 0.79± 0.02
α2 = 1.19± 0.01
Ea = 1.037± 0.005
f = 0.406± 0.006.
Die Standardabweichungen der gescha¨tzten Parameter sind nach fu¨nf Experimenten etwa
zwei Prozent, also immer noch gro¨ßer als bei den methodengestu¨tzten Versuchspla¨nen
nach drei Experimenten.
Beispiel 7.12 (Urethan-Reaktion (Fortsetzung))
Fu¨r das in Abschnitt 7.2 dargestellte Modell der Urethan-Reaktion sollen die 8 unbe-
kannten Parameter – die Frequenzfaktoren fref i, i = 1, 2, 4, die Aktivierungsenergien
Eai, i = 1, 2, 4, sowie der Vorfaktor fc2 und die Reaktionsenthalpie dh2 der Ru¨ckreaktion
– gescha¨tzt werden.
Der Experimentator stellt dabei normalerweise nicht die in Abschnitt 7.2, Beispiel 7.5
angebenen Steuergro¨ßen – Anfangszusammensetzung im Reaktor n1(0), n2(0) und n6(0)
und in den beiden Zulaufgefa¨ßen n1ea,0 und n6ea,0 beziehungsweise n2eb,0 und n6eb,0 – ein,
sondern die Molverha¨ltnisse MVi, die Wirkstoffgehaltangaben in Reaktor ga und Zulauf-
gefa¨ßen gaea und gaeb und das Anfangsvolumen Va. Zwischen den vom Experimentator
einstellbaren Gro¨ßen und den Anfangsmolzahlen besteht der folgende Zusammenhang:
MV1 =
n2(0) + n2eb,0
n1(0) + n1ea,0
MV2 =
n1ea,0
n1(0)
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MV3 =
n2eb,0
n1(0)
ga =
n1(0) ·M1 + n2(0) ·M2
n1(0) ·M1 + n2(0) ·M2 + n6(0) ·M6
gaea =
n1ea,0 ·M1
n1ea,0 ·M1 + n6ea,0 ·M6
gaeb =
n2eb,0 ·M2
n2eb,0 ·M2 + n6eb,0 ·M6
Va =
n1(0)
ρ1
·M1 + n2(0)
ρ2
·M2 + n6(0)
ρ6
·M6
Aus den Anfangsmolzahlen erha¨lt man die einzuwiegenden Massen fu¨r die Reagenzien
NCO, BUOH und DMSO im Reaktor (mNCO, mBUOH , mDMSO) bzw. in Zulauf a
(mNCO,ea, mDMSO,ea) und Zulauf b (mBUOH,eb, mDMSO,eb), wie in den folgenden Glei-
chungen modelliert:
M1 · n1(0) = 0.9 ·mNCO
M2 · n2(0) = 1.0 ·mBUOH
M6 · n6(0) = 0.1 ·mNCO + 1.0 ·mDMSO
M1 · n1ea,0 = 0.9 ·mNCO,ea
M6 · n6ea,0 = 0.1 ·mNCO,ea + 1.0 ·mDMSO,ea
M2 · n2eb,0 = 1.0 ·mBUOH,eb
M6 · n6eb,0 = 1.0 ·mDMSO,eb
Als Versuchsplanungsgro¨ßen ko¨nnen die Molverha¨ltnisse MV1, MV2, MV3, der Wirkstoff-
gehalt im Reaktor ga und in Zulauf a gaea und Zulauf b gaeb sowie das Anfangsvolumen
Va innerhalb folgender Grenzen gewa¨hlt werden:
MV1 ∈ [0.1; 10]
MV2 ∈ [0; 1000]
MV3 ∈ [0; 10]
ga ∈ [0; 0.8]
gaea ∈ [0; 0.9]
gaeb ∈ [0; 1]
Va ∈ [0; 0.00075].
Ein Experiment dauert maximal 80 Stunden. Wir parametrisieren die kontinuierlichen
Steuerfunktionen fu¨r die Temperatur und die Zula¨ufe, indem wir sie durch jeweils sieben
stu¨ckweise lineare und stetige Polynome ersetzen. Die Zulaufprofile beschreiben – wie bei
der Phosphin-Reaktion auch – das Integral u¨ber die bereits zugeflossene Menge (normiert
auf 1), d. h. inflowκ(0) = 0, inflowκ(80) = 1, κ ∈ {a, b}.
Fu¨r die Temperatur im Reaktor gelte
273.16 ≤ T (t) ≤ 473.16
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Nur tagsu¨ber darf Zulauf stattfinden und die Temperatur gea¨ndert werden, deshalb
mu¨ssen nachts die Zulaufraten und die Heiz-/Ku¨hlrate der Innentemperatur gleich 0 sein:
d
dt
inflowκ(t) ≥ 0
−40 ≤ d
dt
T (t) ≤ 40
 fu¨r t ∈ [0; 8], [24; 32], [8; 56], [72; 80]
d
dt
inflowκ(t) =
d
dt
T (t) = 0 sonst.
Zur Ermittlung von Meßdaten stehen drei Meßverfahren zur Auswahl:
• Titration: Massenprozent von A (Standardabweichung des Meßfehlers: 0.5)
• HPLC, Sa¨ule 1: Massenprozent von C (Standardabweichung des Meßfehlers: 0.5)
und von D (Standardabweichung des Meßfehlers: 0.005)
• HPLC, Sa¨ule 2: Massenprozent von E (Standardabweichung des Meßfehlers: 0.0005).
Es wurden folgende 10 mo¨gliche Meßzeitpunkte gewa¨hlt: nach 0.5, 1, 4, 8, 24, 32, 46,
56, 72 und 80 Stunden. An jedem Zeitpunkt kann jedes der drei Meßverfahren eingesetzt
werden. Pro Experiment sollen von den insgesamt 30 mo¨glichen Messungen maximal 16
durchgefu¨hrt werden.
Insgesamt erhalten wir bei der Optimierung pro Experiment 97 Versuchsplanungsvaria-
blen: 7 Steuergro¨ßen, 7 Anfangsmolzahlen, 7 Reagenzien, 30 Meßgewichte und 46 Varia-
blen aus der Parametrisierung der Steuerfunktionen.
Wir planen sukzessive drei Experimente. Als Anfangswerte verwenden wir dabei jeweils
ein Experiment mit den in Abbildung 7.21 angegebenen Steuerfunktionen und Lo¨sungs-
trajektorien. Tabelle 7.11 zeigt die gescha¨tzten Parameter und die zugeho¨rigen na¨herungs-
weisen Standardabweichungen. Die Parameter wurden dabei zu Beginn der sequentiellen
Vorgehensweise auf 1 skaliert.
Die Abbildungen 7.22 bis 7.24 zeigen die Dosierprofile, die Temperatursteuerung und die
Trajektorien der Spezies A bis E. Die Steuergro¨ßen wurden wie in Tabelle 7.12 angegeben
gewa¨hlt.
Die Gewichte fu¨r die Messungen der optimierten Versuchspla¨ne waren nahezu 0/1.
Nach Rundung ergaben sich die folgenden Auswertezeitpunkte fu¨r die verschiedenen
Meßverfahren:
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Abbildung 7.21: Starttrajektorien fu¨r die Steuerfunktionen und zugeho¨rige Lo¨sungs-
verla¨ufe fu¨r die Urethan-Reaktion.
Startp. 1. Experiment 2. Experiment 3. Experiment
kref1 1 2.57 ±3 · 10−2 2.504 ±6 · 10−3 2.506 ±5 · 10−3
Ea1 1 0.826 ±5 · 10−3 0.835 ±1 · 10−3 0.835 ±1 · 10−3
kref2 1 91.1 ±2 · 10−1 91.23 ±1 · 10−2 91.231 ±9 · 10−3
Ea2 1 0.8358±3 · 10−4 0.83546±9 · 10−5 0.83545±7 · 10−5
kref4 1 58.3 ±1 · 10−1 57.996 ±4 · 10−3 57.000 ±1 · 10−3
Ea4 1 0.655 ±1 · 10−3 0.6577 ±3 · 10−4 0.6572 ±1 · 10−4
dh2 1 1.085 ±9 · 10−3 1.075 ±9 · 10−3 1.083 ±3 · 10−3
kc2 1 1.29 ±2 · 10−2 1.28 ±1 · 10−2 1.288 ±5 · 10−3
Tabelle 7.11: Sukzessive Parameterscha¨tzung und Versuchsplanung fu¨r die Urethan-
Reaktion. Die Tabelle zeigt die Startwerte fu¨r die Parameter sowie die Scha¨tzungen nach
jeweils einem weiteren Experiment mit der zugeho¨rigen (na¨herungsweisen) Standardab-
weichung.
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1. Experiment:
• von A: nach 0.5, 1 und 4 Stunden
• von C und D: nach 0.5, 1, 4, 8, 24, 32, 48, 56, 72 und 80 Stunden
• von E: nach 4, 8 und 56 Stunden
2. Experiment:
• von A: keine
• von C und D: nach 1, 8, 24, 32, 48, 56, 72 und 80 Stunden
• von E: nach 4, 8, 24, 32, 48, 56, 72 und 80 Stunden
3. Experiment:
• von A: keine
• von C und D: nach 24, 32, 48, 56, 72 und 80 Stunden
• von E: nach 0.5, 1, 4, 8, 24, 32, 48, 56, 72 und 80 Stunden
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Abbildung 7.22: Erstes Experiment zur Urethan-Reaktion.
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Abbildung 7.23: Zweites Experiment zur Urethan-Reaktion.
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Abbildung 7.24: Drittes Experiment zur Urethan-Reaktion.
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1. Experiment 2. Experiment 3. Experiment
MV1 0.644 0.451 0.880
MV2 3.767 23.2 10.36
MV3 2.593 10.0 10.0
ga 0.8 0.8 0.8
gaea 0.9 0.9 0.9
gaeb 1.0 1.0 1.0
Va 3.64 ·10−5 1.36 ·10−5 7.01 ·10−6
Tabelle 7.12: Optimierte Werte fu¨r die Steuergro¨ßen fu¨r die Urethan-Reaktion.
Die methodengestu¨tzte Versuchsplanung bei der Phosphin-Reaktion zeigt gegenu¨ber dem
intuitiv aufgestellten Versuchsplan ein drastisches Einsparpotential. A¨hnliches zeigte sich
auch fu¨r die Urethan-Reaktion (siehe auch Bauer et al. [BHK+98, BKBS98]). Die numeri-
sche Lo¨sung des Versuchsplanungs-Optimierungsproblems war erst mit den Neuentwick-
lungen in DAESOL mo¨glich. Durch die Kombination aus semi-analytischen Ableitungen,
Automatischer Differentiation und Interner Numerischer Differentiation ko¨nnen die fu¨r
die Optimierung beno¨tigten Gradienten mit der vom Optimierungsverfahren geforderten
Genauigkeit berechnet werden.
Mittlerweile wurden auch schon erste Ergebnisse zur Versuchsplanung fu¨r Parame-
terscha¨tzprobleme bei nichtlinearen Transport- und Abbauprozessen von Xenobiotica (sie-
he Dieses et al. [DSBR99]) erzielt. Die Modelle enthalten – nach Ortsdiskretisierung –
mehrere hundert Zustandsvariablen.
Kapitel 8
Zusammenfassung und Ausblick
Die vorliegende Arbeit dokumentiert die Leistungsfa¨higkeit der entwickelten Verfahren zur
Simulation, Parameterscha¨tzung und Versuchsplanung in DAE-Systemen. Wir wollen die
wichtigsten Punkte hierbei zusammenfassen und offene Fragen wie auch weiterfu¨hrende
Arbeiten diskutieren.
8.1 Zusammenfassung der Arbeit
Wir haben ein BDF-Verfahren vorgestellt (Kapitel 2), das die allgemeine Klasse von An-
fangswertproblemen bei DAEs vom Index 1 in linear impliziter Form lo¨st, wie sie sehr
ha¨ufig bei der Modellierung von Prozessen in Chemie und Verfahrenstechnik auftreten.
Insbesondere wurde dabei auf eine effiziente Behandlung der Startphase – konsistente
Initialisierung und Runge-Kutta-Starter – Wert gelegt (Kapitel 3) und auf die Generie-
rung der im Optimierungskontext beno¨tigten ersten und zweiten Ableitungen der Lo¨sung
des DAE-Systems (Kapitel 6). Aufbauend auf dem Optimierungsproblem zur Parame-
terscha¨tzung wurde die Lo¨sung des Optimal-Steuerungsproblems zur Versuchsplanung
(Kapitel 5) dargestellt.
Die Methoden wurden im Programmpaket DAESOL implementiert. DAESOL entha¨lt zur
Lo¨sung der Anfangswertprobleme und zur Ableitungsgenerierung die folgenden Techniken:
• Das BDF-Verfahren ist von variabler Ordnung und Schrittweite. Die Formeln
zur Fehlerscha¨tzung und Schrittweitensteuerung basieren auf dem tatsa¨chlichen
nichta¨quidistanten Gitter.
• Eine Monitor-Strategie fu¨r das vereinfachte Newton-Verfahren reduziert den Auf-
wand zur Lo¨sung der nichtlinearen Gleichungssysteme, insbesondere die Anzahl der
Auswertungen der Ableitungen der Modellfunktionen des DAE-Systems. Diese wer-
den adaptiv nach dem Kontraktionssatz von Bock [Boc87] kontrolliert.
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• Ein Homotopie-Verfahren berechnet konsistente Anfangswerte bei stark nichtli-
nearen algebraischen Gleichungen. Es entha¨lt eine Schrittweitensteuerung und ei-
ne Monitor-Strategie (a¨hnlich wie fu¨r die Nominaltrajektorie) fu¨r das vereinfachte
Newton-Verfahren zur Lo¨sung der Nullstellenprobleme, die beide adaptiv nach dem
Kontraktionssatz fu¨r Homotopie-Verfahren bei Parameterscha¨tzproblemen von Bock
[Boc87] kontrolliert werden.
• Die relaxierte Formulierung der algebraischen Gleichungen mit Da¨mpfungsfaktor
erlaubt – gerade im Optimierungskontext – die Integration mit inkonsistenten An-
fangswerten. Zudem wird die Lo¨sung im Verlauf der Integration an die Mannigfaltig-
keit der urspru¨nglichen algebraischen Gleichungen angena¨hert, was die numerische
Lo¨sung der Optimierungsprobleme in der Regel robuster macht.
• Ein speziell (im Hinblick auf Fehlerscha¨tzung und Lo¨sung der Lineare-Algebra-
Teilprobleme) auf das BDF-Verfahren zugeschnittenes SDIRK-Verfahren reduziert
den Aufwand in der Startphase.
• Das Verfahren verfu¨gt zudem u¨ber eine effiziente Generierung der fu¨r die Opti-
mierung beno¨tigten ersten und zweiten gemischten Ableitungen. Dabei werden un-
terschiedliche Varianten – direkte und iterative Methode – bereitgestellt, die den
unterschiedlichen Anforderungen (je nach Gro¨ße des Systems und Anzahl der zu
berechnenden Ableitungen) Rechnung tragen.
• DAESOL gestattet die direkte Berechnung von Richtungsableitungen, wie sie im
reduzierten Ansatz zur Parameterscha¨tzung (siehe auch Schlo¨der [Sch88]) – und
somit auch zur Versuchsplanung – und fu¨r das von Leineweber [Lei99] entwickelte
Verfahren beno¨tigt werden.
Mit Hilfe dieser Techniken und insbesondere der effizienten Generierung der ersten
und zweiten Ableitungen der Lo¨sung des DAE-Systems konnten erstmals die Optimal-
Steuerungsprobleme zur Versuchsplanung bei chemischen Reaktionssystemen erfolgreich
gelo¨st werden. Diese verfu¨gen u¨ber die folgenden Strategien und Eigenschaften:
• direkter Ansatz zur Lo¨sung des Optimal-Steuerungsproblems;
• relaxierte Formulierung der 0/1-Bedingungen an die Gewichte der Messungen;
• das zugrundeliegende Parameterscha¨tzproblem fu¨r die Versuchsplanung kann be-
schra¨nkt sein;
• die allgemeine Formulierung erlaubt die Maximierung nicht nur der statistischen
Gu¨te der zu scha¨tzenden Parameter, sondern auch von abgeleiteten Gro¨ßen;
• Ausnutzen der Mehrfachexperimentstruktur, insbesondere Beru¨cksichtigung der In-
formation aus bereits durchgefu¨hrten Experimenten.
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Dabei wurde insbesondere auf eine effiziente Berechnung der fu¨r die numerische Lo¨sung
der resultierenden Optimierungsprobleme mit einem SQP-Verfahren berechneten Gradi-
enten von Zielfunktional und Nebenbedingungen Wert gelegt. Diese werden mit semi-
analytischen Ableitungen (z. B. des Zielfunktionals), Automatischer Differentiation (der
Nebenbedingungen, der Modellantwort und der Modellfunktionen des DAE-Systems) und
IND zur Generierung der ersten und zweiten Ableitungen der Lo¨sung des DAE-Systems
berechnet. Die sequentielle Vorgehensweise bietet ein effizientes Tool zur Behandlung von
Versuchsplanungsproblemen zur Parameterscha¨tzung.
Die Vergleiche mit anderen Integratoren beweisen die Leistungsfa¨higkeit von DAESOL zur
Simulation und Ableitungsgenerierung. Am Beispiel der Phosphin- und Urethan-Reaktion
wird gezeigt, daß DAESOL erfolgreich in komplexen Optimierungsproblemen eingesetzt
wurde und dadurch eine ganz neue Problemklasse behandelt werden konnte.
8.2 Ausblick
Die Ergebnisse haben gezeigt, daß DAESOL ein leistungfa¨higes Tool ist, das im Durch-
schnitt sowohl fu¨r die reine Simulation, aber erst recht fu¨r die Berechnung erster und
zweiter Ableitungen der Lo¨sungstrajektorie, deutlich schneller ist als die anderen Integra-
toren. Außerdem ist es das einzige Tool, das zweite Ableitungen generiert und Richtungs-
ableitungen direkt berechnet. Es wird im Zusammenhang mit der Parameterscha¨tzung,
der Versuchsplanung und der Optimalsteuerung sehr erfolgreich eingesetzt.
Die bisher mit DAESOL behandelten Systeme hatten bis zu 2000 Zustandsvariablen. Die
effiziente numerische Behandlung dieser Systeme mit der Dense- bzw. Sparse-Version von
DAESOL mit den zugeho¨rigen Lineare-Algebra-Lo¨sern wurde im vorhergehenden Kapitel
gezeigt. Zur Behandlung von sehr großen Systemen mit unstrukturierten Jacobi-Matrizen
ist die Lo¨sung der Lineare-Algebra-Teilprobleme mit einem iterativen Verfahren (etwa
GMRES von Saad und Schultz [SS86] oder die Weiterentwicklung von Saad und Wu
[SW96]) vorzuziehen. Aufgrund der modularen Struktur von DAESOL ko¨nnen andere
Lineare-Algebra-Lo¨ser sehr einfach eingebunden werden.
In der Regel sind die aus der Modellierung von chemischen und verfahrenstechnischen
Prozessen resultierenden DAE-Systeme vom Index 0 oder 1. Zur numerischen Behandlung
von DAEs von ho¨herem Index sollte zusa¨tzlich eine Projektion der Lo¨sungstrajektorie auf
die Invarianten erfolgen, wie es zum Beispiel in den Integratoren von Eich [Eic92, Eic93],
Petzold [BCP96] und von Schwerin [vS97] implementiert ist. Bei der Berechnung von
Ableitungen der Lo¨sungstrajektorie muß nach den Prinzipien der IND die Projektion mit
abgeleitet werden. Die Methoden hierfu¨r wurden erstmals von Schulz et al. [SBS98] unter-
sucht. Von Schwerin [vS97] hat diese Methoden zur Lo¨sung von Anfangswertproblemen
und zur Ableitungsgenerierung im Optimierungskontext fu¨r mechanische Systeme vom
Index 3 implementiert.
Enthalten die DAE-Systeme zustandsabha¨ngige Unstetigkeiten oder Nichtdifferenzierbar-
keiten, so kann das von Winckler [Win97] entwickelte Modul, das eine automatische Unste-
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tigkeitenbehandlung erlaubt, an DAESOL angekoppelt werden. Aufgrund der kontinuier-
lichen Lo¨sungsdarstellung kann die Trajektorie fu¨r die Schaltpunktbehandlung fehlerkon-
trolliert und praktisch ohne zusa¨tzlichen Aufwand auch an Zwischenwerten ausgewertet
werden.
Alternativ zu den beiden Verfahren zur Ableitungsgenerierung in DAESOL (direkte und
iterative Methode) ist die Berechnung u¨ber adjungierte Gleichungen (siehe Bock [Boc87])
gerade dann sinnvoll, wenn die Anzahl der abzuleitenden Funktionen (in der Regel Ziel-
funktional und Nebenbedingungen) gering ist.
Die Programmpakete zur Simulation, Parameterscha¨tzung und Versuchsplanung werden
bereits erfolgreich bei der BASF AG eingesetzt.
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