Abstract Some of the strongest polynomial-time relaxations to NP-hard combinatorial optimization problems are semidefinite programs (SDPs), but their solution complexity of up to O(n 6.5 L) time and O(n 4 ) memory for L accurate digits limits their use in all but the smallest problems. Given that combinatorial SDP relaxations are often sparse, a technique known as clique tree conversion can sometimes reduce complexity substantially. In this paper, we describe a dualized verison of clique tree conversion, and prove that the technique allows any general-purpose interior-point method to solve a large class of sparse SDPs with a guaranteed complexity of O(n 1.5 L) time and O(n) memory. To illustrate the use of this technique, we solve the MAX k-CUT relaxation, the Lovasz Theta problem, and the AC optimal power flow relaxation, on power system models with up to n = 13659 nodes.
The notation A i •X ≡ tr A i X refers to the usual matrix inner product, and the constraint X 0 restricts the matrix X to be symmetric positive semidefinite.
Semidefinite programs arise as some of the best convex relaxations to nonconvex problems like graph optimization [1, 2] , integer programming [3, 4, 5, 6] , and polynomial optimization [7, 8] , but their high complexity severely limits their use in practice. Typically, (SDP) is solved using an interior-point method [9, 10] , to L accurate digits in O(n 6.5 L) time and O(n 4 ) space. While these complexity figures are formally polynomial, their high exponents nevertheless limit n to the order of a few hundreds.
Sparsity graph with bounded treewidth
Sparsity-exploiting techniques [11, 12, 13, 14] can accommodate much larger instances of (SDP), under the assumption that the data matrices C, A 1 ,. . . , A m have a sparsity graph with bounded treewidth.
Definition 1
The sparsity graph G = (V, E) of an n × n matrix M (resp. a collection of matrices M 1 , . . . , M m ) is an undirected graph on n vertices V = {1, . . . , n} with an edge (i, j) ∈ E if and only if M [i, j] = 0 (resp. there exists a choice of M ∈ {M 1 , . . . , M m } such that M [i, j] = 0).
Definition 2 A tree decomposition T of a graph G = (V, E) is a pair (J , T ), where J = {J 1 , . . . , J } contains subsets of V , and T is a tree on vertices, such that:
1. (Vertex cover) For every v ∈ V , there exists J k ∈ J such that v ∈ J k ; 2. (Edge cover) For every (u, v) ∈ E, there exists J k ∈ J such that u ∈ J k and v ∈ J k ; and 3. (Running intersection) If v ∈ J i and v ∈ J j , then we also have v ∈ J k for every J k that lies on the path from J i to J j in the tree T .
The width of the tree decomposition T = (J , T ), denoted wid(T ), is one less than the maximum number of elements in any subset J k ∈ J . The treewidth of G, denoted tw(G), is the minimum width amongst all tree decompositions T .
The bounded treewidth assumption is widely satisfied by real-life sparsity graphs. As we review in Section 3, the sparsity graph G of C, A 1 , . . . , A m has bounded treewidth if and only if every matrix of the form S = C − i y i A i 0 factors into a Cholesky factor R satisfying RR T = S in linear time (possibly after reordering the rows and columns of S). Sparsity graphs that factor in linear time are ubiquitous in real-life applications, including those arising from physical networks like VLSI, communication systems, transportation networks, and electric power systems [15, 16, 17] , as well as abstract graphical structures in statistical and machine learning [18] . All of these sparsity graphs have bounded treewidth by virtue of the claim described above.
If a given graph G is known a priori to have bounded treewidth, then a minimum-width tree decomposition T can be explicitly computed using the linear-time algorithm of Bodlaender [19] . In practice, it is far more efficient to compute a choice of T with a small but suboptimal width using a fill-reducing heuristic from numerical linear algebra (see Section 3.3 and the references therein). Our numerical results in Section 9 use MATLAB's in-built approximate minimum degree heuristic to find choices of T with wid(T ) ≤ 34 in less than 0.01 seconds on a standard desktop, for real-world graphs containing as many as n = 13659 vertices.
Clique tree conversion
One popular way to exploit the bounded treewidth property is via the clique tree conversion technique of Fukuda and Nakata et al. [12, 13] . Given a tree decomposition T = (J , T ) with small width for the sparsity graph G of C, A 1 , . . . , A m , the technique reformulates (SDP) into an equivalent problem of reduced complexity
X j 0 ∀j ∈ {1, . . . , }, over semidefinite variables X 1 , X 2 , . . . , X of appropriate dimensions. Here, E(T ) refers to the edges of the tree graph T , each new A i,j (resp. C j ) is constructed from a submatrix of the i-th data matrix A i (resp. C), and the linear operator N JiJj (·) outputs the overlapping elements of two principal submatrices, given the latter as the argument
Essentially, clique tree conversion splits the large n × n semidefinite variable X 0 in (SDP) into ≤ n smaller semidefinite variables X 1 , X 2 , . . . , X in (CTC), each of size at most ω ≡ 1 + wid(T ). Given a solution to (CTC), we rapidly recover a corresponding solution to (SDP) by applying a closedform formula. (The details of clique tree conversion are reviewed in Section 4, including its derivation and implementation considerations.)
The most expensive part of clique tree conversion is the solution of (CTC). To give a rigorous complexity bound, we state some nondegeneracy assumptions, which are standard for interior-point methods.
Assumption 1 (Nondegeneracy) We assume in (SDP):
(Linear independence)
The matrix A = [vec A 1 , . . . , vec A m ] has full columnrank, meaning that A T A is invertible. 2. (Slater's condition) There exist X 1 , . . . , X 0, y, and S 1 , . . . , S 0, such that j A i,j • X j = b i and i y i A i,j + S j = C j for all i ∈ {1, . . . , m} and j ∈ {1, . . . , m}.
Note that Slater's condition is usually satisfied in solvers like SeDuMi [20] and MOSEK [21] using the homogenous self-dual embedding technique [22] .
Proposition 1 Let ω ≡ 1 + wid(T ). Then, there exists an interior-point method that solves (CTC) to L accurate digits in O(ω 6.5 · n 3.5 · L) time and O(ω 4 · n 2 ) space.
Proof It is a seminal result by Nesterov and Nemirovski [9] that an interiorpoint method solves every order-θ linear conic program to L accurate digits in k = O( √ θL) iterations assuming Slater's condition. Problem (CTC) optimizes over a convex cone of order θ ≤ ωn. We show in Section 6 that each interiorpoint iteration takes O(ω 6 n 3 ) time and O(ω 4 n 2 ) memory.
According to Proposition 1, the reduced-complexity problem (CTC) requires up to O(n 3.5 ) time and O(n 2 ) memory to solve. These worst-case figures are sharp. For example, they are attained by dense instances of (CTC) whose constraint matrices A i,j are nonzero for all (i, j).
Main results
Empirical results [12, 13, 23, 24, 16] find that many instances of (CTC) can be actually solved in near-linear time using an interior-point method. Unfortunately, other problem instances attain the worst-case cubic complexity quoted in Proposition 1 above. The key issue is the large number of overlap constraints
which are imposed in addition to the constraints already present in the original problem [25, Section 14.2] . These overlap constraints can significantly increase the size and density of the linear system solved at each interior-point iteration, known as the normal equations (or Schur complement equations). Specifically, the overlap constraints may contribute up to O(ω 4 n 2 ) nonzero elements to the normal matrix, thereby pushing the per-iteration cost of an interior-point method to cubic O(n 3 ) time and quadratic O(n 2 ) memory. In [26] , omitting some of the overlap constraints made (CTC) easier to solve, but at the cost of also making the reformulation from (SDP) inexact.
In this paper, we apply the dualization technique of Löfberg [27] to (CTC) before solving the problem using a general-purpose interior-point solver. As we explain in Section 7, the overlap constraints contribute exactly Θ(ω 4 n) nonzero elements to the normal matrix of the dualized problem-a figure that is linear with respect to the number of unknowns. Put more simply, dualization makes it possible to guarantee sparsity in the normal equations.
The first main result of this paper, given as Theorem 3 in Section 7, states the overall complexity for the dualized version of clique tree conversion as
where ω, n and L are the same as in Proposition 1, and τ is related to the treewidth of a certain intersection graph G d (following the terminology of Fulkerson and Gross [28] ). Our key insight is to note that, after clique tree conversion and dualization, the intersection graph G d coincides with the (block) sparsity graph of the normal matrix. If G d has bounded treewidth, then the normal matrix can be formed and factored in linear time, so the cost of an interior-point iteration is linear time and memory. One special case where the parameter τ is guaranteed to be bounded is a class of semidefinite programs that we name decoupled SDPs, relevant to semidefinite relaxations of combinatorial optimization problems.
Definition 3 (Decoupled) Given index sets J = {J 1 , . . . , J }, we say that the linear constraint A i • X = b i is decoupled if there exists J j ∈ J and some choice of A i,j ∈ S |Jj | such that
We say that an instance of (SDP) is decoupled if every constraint matrix A 1 , . . . , A m is decoupled.
Theorem 1 Let (SDP) be a decoupled SDP, and let T = (J , T ) be a tree decomposition for the sparsity graph G of C, A 1 , . . . , A m . Then, there exists an algorithm that: 1) converts (SDP) into an instance of (CTC); 2) solves the dualized version of (CTC) to L accurate digits; and 3) recovers a corresponding solution of (SDP) in
where ω ≡ 1 + wid(T ) is the clique number of T .
Proof The exact algorithm and detailed proof are both given in Section 7.
Remark 1
The original, non-dualized version of clique tree conversion is not guaranteed to achieve near-linear time complexity. Indeed, we give an explicit example in Section 6 of a decoupled SDP that forces the original clique tree conversion to attain its worst-case cubic time complexity.
Problems that do not satisfy the decoupled assumption in Theorem 1 can be systematically decoupled by introducing auxillary variables, and grouping them together with the existing variables X 1 , . . . , X . Our second main result, given as Theorem 4 in Section 8, states the overall complexity of this auxillaryvariables-based approach as
where ω, n and L are again the same as in Proposition 1, and γ max is the maximum number of auxillary variables added to a single variable group. In a class of graph-based semidefinite programs known as network flow SDPs, the value of γ max can be bounded in terms of parameters of the graph. Such problems frequently arise on physical networks subject to Kirchoff's conservation laws, such as electrical circuits and hydraulic networks.
Definition 4 (Network flow) Given a graph G = (V, E) on n vertices V = {1, . . . , n}, we say that the linear constraint A • X = b is a network flow constraint (at vertex k) if the n × n constraint matrix A can be rewritten
in which e k is the k-th column of the identity matrix and {α j } are scalars. We say that an instance of (SDP) is a network flow SDP if every constraint matrix A 1 , . . . , A m is a network flow constraint, and G is the sparsity graph for the objective matrix C.
Theorem 2 Let (SDP) be network flow SDP on a graph G = (V, E) with n vertices V = {1, . . . , n}, and let T = (J , T ) be a tree decomposition for G. Then, there exists an algorithm that solves (CTC) to L accurate digits in
where:
is the clique number of T -d max is the maximum degree of the tree T , -m k is the maxmimum number of network flow constraints at any vertex k ∈ V .
Proof The actual algorithm and detailed proof are both given in Section 8.
Related work
Conversion methods. Conversion methods like clique tree conversion, which split a size-n semidefinite cone into numerous smaller cones, were first proposed in [12, 13] , and have been refined by [23] and implemented as the SparseCoLO MATLAB package [29] . They have found extensive use for the ACOPF relaxation problem arising in power systems applications (with n on the order of several thousands), reducing interior-point solution time from tens of hours to tens of minutes [30, 15, 24, 16] . Further speed-ups were obtained by dropping some of the overlap constraints, though the reformulation may no longer be exact [26] . All of these previous works have been empirical in nature, justifying efficiency through exhaustive numerical simulations. Our work contributes to the existing literature by providing a theoretical guarantee for efficiency. We show that if a given SDP satisfies certain sparsity assumptions, then the dualized version of clique tree conversion is guaranteed to solve the problem in O(n 1.5 L) time and O(n) memory-linear in the number of accurate digits L and near-linear in the problem size n. In particular, we guarantee this efficiency figure for the ACOPF relaxation problem (posed on a network with bounded treewidth and bounded degree) using a modified version of dualized clique tree conversion.
Our proposed method is also highly efficient in practice. In Section 9, we use dualized clique tree conversion and MOSEK [21] to solve the MAX 3-CUT and Lovas Theta SDPs on a suite of 40 power system graphs (the largest of which contains n = 13659 nodes) to L ≥ 6 accurate digits in less than a minute (including the pre-and post-processing steps). The empirical time complexity for these two problems is just T ≈ 10 −4 · n 1.1 · L seconds. We also use the modified verison of dualized clique tree conversion to solve the ACOPF SDP in less than four minutes, with an empirical time complexity of
Auxillary variables. A key idea in the proof of Theorem 2 is to systematically reduce the treewidth of a certain intersection graph by introducing auxillary variables. The technique we use in Section 8 is inspired by [31, 32] , and is chosen primarily for its simplicity. A more sophisticated technique by Bienstock and Munoz [33] introduces auxillary variables by splitting existing variables corresponding to high-degree nodes in the intersection graph. This latter technique uses fewer auxillary variables for high-degree intersection graphs, and can be used to improve the constants in Theorem 4.
First-order methods. Conversion methods can be used alongside firstorder methods like ADMM [32, 31] or alternating projections [34] , in lieu of interior-point methods. In this context, the main advantage of first-order methods is that it is relatively easy to guarantee a low per-iteration cost of linear O(n) time and memory. Unfortunately, convergence guarantees are significantly weakened. Of the methods with global convergence bounds, only sublinear error rates of O(1/k α ) can be established [35, 36] ; an approximation with L accurate digits would require exponential O(exp(L)) iterations to compute.
Nonsymmetric interior-point method. Another popular way to exploit the bounded treewidth property is to optimize directly on the nonsymmetric cone of sparse positive semidefinite matrices using the nonsymmetric interior-point method of Andersen, Dahl, and Vandenberghe [14, 37] ; an implementation is available as the CVXOPT python package [38] . Compared to conversion methods, the main advantage of the nonsymmetric interior-point method is that it avoids introducing a possibly large number of overlap constraints. On the other hand, the algorithm works by explicitly forming and factorizing the m × m fully-dense normal matrix. Consequently, its near-linear time complexity of O(m 3 n 0.5 + n 1.5 m 2 ) becomes cubic time when the number of constraints m is on the same order of magnitude as n.
Applications

Decoupled SDPs
Several standard SDP problems are decoupled SDPs, particularly those that arise as the convex relaxation of combinatorial optimization problems. According to Theorem 1, all of these problems can all be solved in near-linear time and linear memory.
MAXCUT and MAX k-CUT relaxations. Let C be the (weighted) Laplacian matrix for a graph G = (V, E) with n vertices. Frieze and Jerrum [39] proposed a randomized algorithm to solve MAX k-CUT with an approximation ratio of 1 − 1/k based on solving
based on the Goemans and Williamson 0.878 algorithm [2] , which is recovered by setting k = 2 and removing the redundant constraint X[i, j] ≥ −1. In both cases, observe that each constraint in (MkC) affects just a single matrix element in X, so the problem is trivially decoupled. Lovasz Theta. Let G = (V, E) be a graph with n vertices. The Lovasz number ϑ(G) [1] is the solution to the following dual semidefinite program (here, e j is the j-th column of the size-n identity matrix and 1 is the size-n vector-of-ones) with variables λ ∈ R and y i,j ∈ R for (i, j) ∈ E:
and serves as a bound for a number of graph theoretical quantities that are NP-hard to compute. Problem (LT) is not decoupled. However, given that ϑ(G) ≥ 1 holds for all graphs G, we may divide the linear matrix inequality through by λ, redefine y ← y/λ, apply the Schur complement lemma, and take the Lagrangian dual to yield a sparse formulation
Like in (MkC), each constraint contains just a single matrix element in X, so the problem is again trivially decoupled.
MAX BISECTION. Again, let C be the (weighted) Laplacian matrix for a graph G = (V, E) with n vertices. The MAX BISECTION relaxation of Frieze and Jerrum [39] solves
where 1 is the size-n vector-of-ones. The problem is not decoupled due to the presence of the constraint 11 T • X ≤ 0. However, noting that the Lagrangian multiplier for this constraint is always positive (otherwise, we may simply delete the constraint to yield the usual MINCUT relaxation), we can apply the Schur complement lemma to the dual of (MB) to yield
Each constraint in (MB ) affects X only at a single element along its diagonal, so the problem is again trivially decoupled.
Network flow SDPs
The most prominent example of a network flow SDP is the semidefinite relaxation of the nonconvex AC optimal power flow (ACOPF) problem [40] , which plays a vital role in the operations of an electric power system. The problem is formulated to impose a small number of network flow constraints on all the vertices in a network. Power systems generally have bounded treewidth and bounded degree [16] , so we would expect near-linear time complexity via the algorithm in Theorem 2. Our numerical results in Section 9 find this to indeed be the case. Optimal power flow (OPF). The OPF problem is a large-scale optimization problem that plays a vital role in the operation of an electric power system. Variants of this problem is solved by the system operator from every few minutes to every several months, in order to ensure a reliable and inexpensive supply of electricity. The OPF problem is well-known to be nonlinear, nonconvex, and NP-hard in general, but can be relaxed into an SDP problem using standard techniques:
Here, X is a Hermitian positive semidefinite matrix, the constraint matrices A 1 , . . . , A m measure physical quantities within the system (e.g. voltage magnitudes, power flows, and power injections), and b , b u ∈ R m provide a corresponding list of upper-and lower-bounds. If the solution matrixX is rank-one, then the relaxation (OPF) is exact, and a globally-optimal solution to the original NP-hard problem can be extracted by factoringX =vv T . A surprising feature of the OPF problem is that the SDP relaxation (OPF) is often exact [41] . Even when this is not the case, the problem can be slightly perturbed to guarantee an exact relaxation; a solution of the perturbed problem can then serve as a near-globally-optimal solution to the original problem. This perturbation technique, known as penalized SDP, was tested on IEEE benchmarks, Polish, Ontario and New York Grids, over 7000 settings, where it always obtained a solution with global optimality guarantee exceeding 99% [24, 16] . It is therefore safe to say that the practical cost of solving a size-n OPF is usually about the same as that of solving a size-n SDP.
Preliminaries
Definitions, notations, basic results
Matrix sets. The sets R n×n ⊃ S n ⊃ S n + ⊃ S n ++ refer to the n×n real matrices, real-symmetric matrices, positive semidefinite matrices, and positive definite matrices, respectively. These four spaces are endowed with the trace inner product
Vectorization and Kronecker. The vectorization of a matrix is the column-stacking operation vec X = [X 1,1 , . . . , X n,1 , X 1,2 , . . . , X n,2 , . . . , X n,n ] T , and the Kronecker product
is defined to satisfy the Kronecker identity
Matrix elements and submatrices. Given X ∈ R n×n and two indices i, j ∈ {1, . . . , n}, the notation X[i, j] indexes the (i, j)-th element of X. Likewise, given two index sets I, J ⊆ {1, . . . , n}, the notation X[I, J] indexes the (I, J)-th submatrix of X. We use nnz (X) to count the total number of nonzero elements X[i, j] = 0 in X.
Sparsity pattern.
A sparsity pattern is a set of indices E = {(i 1 , j 1 ), (i 2 , j 2 ), . . . , (i m , j m )} referring to the positions of its strictly lower-triangular nonzeros (i.e. excluding the diagonal elements). We denote R n×n E ⊂ R n×n (resp. S n E ⊂ S n ) as the space of n × n real matrices (resp. real symmetric matrices) with sparsity pattern E. Every matrix X ∈ R n×n E has zero elements X[i, j] = X[j, i] = 0 for all off-diagonal (i, j) satisfying i = j and (i, j) / ∈ E, though the structurally nonzero elements X[i, j] and X[j, i] for (i, j) ∈ E are allowed to be numerically zero. (The diagonal elements of X are unconstrained.)
Graph theory. A graph is a pair G = (V, E) of sets such that E ⊆ V × V . The elements of V are known as the vertices of G, and the elements of E are known as the edges of G. Given a graph G, we will refer to its vertex set as V (G) and edge set as E(G). Sparsity graph. We identify each sparsity pattern E with an undirected graph G = (V, E) on n vertices V = {1, 2, . . . , n}. Per Definition 1, the sparsity graph of a given n × n matrix M (resp. a collection of matrices M 1 , . . . , M m ) is the graph corresponding to the minimum sparsity pattern for M (resp. M 1 , . . . , M m ). That is, the sparsity pattern
) with the fewest number of elements |E|. Note that due to the minimum sparsity requirement, it is possible for M to have sparsity pattern E without also having sparsity graph G = (V, E).
Chordal graphs and completions. The graph G = (V, E) is said to be chordal if it does not contain an induced cycle with length greater than three. If G is not chordal, then we may add edges to it until it becomes chordal; the resulting edge set E * ⊇ E is called a chordal completion (or triangulation) of E, and the associated graph G * = (V, E * ) is the chordal completion of G.
It is a well-known result that G is chordal if and only if it has a perfect elimination ordering: an ordering of the vertices of the graph such that, for each vertex v ∈ V , v and the neighbors of v that occur after v in the order form a clique [28] . The ordering can be explicitly computed in O(|E|) time and space using a breadth-first search [42] .
Tree decompositions. Tree decompositions (Definition 2) are also known as junction trees in statistics and machine learning. They are slightly more general than clique trees, which further imposes a maximality clause: no two subsets
Tree decompositions are closely related to chordal completions. Given a tree decomposition T = (J , T ) on G, we obtain a chordal completion G * of G by interconnecting all the vertices in each J j ∈ J [43] ; see also [25, Theorem 3.8] . The maximum clique size (i.e. the size of the largest clique) of G * is ω = 1+wid(T ). In the other direction, given a chordal completion G * of G with maximum clique size ω, we recover a (possibly different) tree decomposition T = (J , T ) with wid(T ) = ω−1 by eliminating G using the perfect elimination ordering of G * [44] ; see also [25, Section 4.3] and Section 3.3.
Sparse Cholesky factorization
Given an n × n positive definite matrix S, the standard approach for solving the linear system of equations
is to compute the unique Cholesky factor R of S satisfying
in O(n 3 ) time and O(n 2 ) memory, and to backsolve two triangular systems Ru = r and R T x = u in O(n 2 ) time and memory. In the case that S is sparse, sparse Cholesky algorithms can solve (4) at significantly reduced costs by avoiding arithmetic operations with, and the explicit storarge of, the zero elements in R.
Proposition 2 There exists a sparse Cholesky factorization algorithm that: where ω = max j |J j | is the maximum number of nonzero elements in a single column of R.
In general, the process of factoring S into R creates new nonzeros in positions where S is zero, known as fill-in, which adversely affect complexity. Fill-in can be reduced by symmetrically reordering the rows and columns of S, i.e. to solve the symmetrically permutated problem
in which Π is a fill-reducing permutation matrix. The problem of computing a choice of Π to minimize the parameter ω in Proposition 2 coincides with the treewidth problem [45] . (This link becomes more obvious after we introduce the elimination tree in Section 3.3.) The treewidth problem is also NP-complete [46] , but has a linear time fixed parameter algorithm due to Bodlaender [19] . Combining this algorithm with Proposition 2 yields the following folklore result. Proof We use the linear time algorithm of Bodlaender [19] to compute a tree decomposition T for G satisfying wid(T ) = tw(G) = O(1). Next, we compute the chordal completion G * associated with T , and the perfect elimination ordering Π associated with G * , both in linear time. This particular choice of Π yields up to ω = 1 + wid(T ) = O(1) nonzero elements per column of R. Substituting this ω into Proposition 2 yields the desired result.
In practice, it is far more efficient to compute Π using one of the many heuristics developed for the minimum fill-in problem [45] . In fact, for boundeddegree graphs, the nested dissection heuristic generates a provably good choice of Π that minimizes ω to a factor of O(log(n)) of the optimal [47, 48, 45] .
The elimination tree as a tree decomposition
The problem of selecting a good fill-reducing permutation Π was studied in detail using a graph theoretical framework by Rose [49] . We identify S with its sparsity graph G = (V, E), and a permuted sparsity graph G π = (V, E π ) for each permutation matrix Π. Observe that every G π is isomorphic to G, meaning that we obtain G π from G by relabeling its vertices. Now, fix the choice of Π, and compute the Cholesky factor R satisfying ΠSΠ T = RR T . The sparsity pattern E * π of R is related to the sparsity pattern E π of ΠSΠ T by two fundamental properties (excluding accidental cancellation):
The two properties characterize G * π = (V, E π ) as a chordal completion of G π , and hence also of G up to isomorphism [49, 50] .
We define the column index sets J 1 , . . . , J ⊆ {1, . . . , n} of R as
and the elimination tree T π = (V, F π ) associated with R via the parent pointers
(Our convention assigns each root node to be its own parent.) More concretely, we define the edges F π to link each node to its parent
Then, the column index sets J π = {J 1 , . . . , J n } and the elimination tree
Here, observe that the clique number ω ≡ 1 + wid(T ) coincides with the maximum number of nonzeros in each column of R, as in
Hence, if ω is bounded, then T π = (J π , T π ) is a bounded width tree decomposition for the sparsity graph G of S. The following is an immediate consequence.
Proposition 4 Given permutation matrix Π, let the Cholesky factor R of ΠSΠ T contain at most ω nonzero elements per column. Then, the sparsity graph G of S has treewidth bounded tw(G) ≤ ω − 1.
Interior-point methods on symmetric cones
Given a data matrix A ∈ R m×n , data vectors b ∈ R m , c ∈ R n , and a prescribed convex cone K ⊆ R n , we may define a cone linear program (CLP) written in standard canonical form as the primal-dual pair
Here, x ∈ R n and y ∈ R m are the vectors of primal and dual decision variables, and K * is the dual cone of K. In this paper, we restrict K to the following three standard cones (and their Cartesian products): (10) as one of (11) yields a linear program (LP), a second-order cone program (SOCP), and a semidefinite program (SDP) respectively. All three cones are symmetric [51] (also known by Nesterov and Todd as selfscaled [52] ), meaning that they satisfy the self-adjoint property K = K * by construction.
The interior-point method is the standard approach for solving a CLP on a symmetric cone. In practice, primal-dual methods [53, 52, 54, 20] are preferred for their superior numerical stability and their ability to converge at a superlinear rate. For simplicity and conciseness, however, we will focus our attention on the primal barrier method from Nesterov and Nemirovski's original monograph [9] , while noting that all of these methods share the same iteration bounds and per-iteration costs.
The primal barrier method begins with an initial point satisfying Ax = b and lying in the strict interior of the cone x ∈ Int(K). Using this point as an initial point, the method proceeds to solve the following problem
subject to Ax = b, using Newton's method. Here, t ≥ 1 is a fixed barrier parameter, and F is a self-concordant barrier function for the cone K. The standard choice for the three primitive cones (11) are respectively
The standard choice for the Cartesian product K = K 1 × K 2 of two cones K 1 and K 2 with barrier functions
After (12) is solved to sufficient accuracy, t is increased by a fixed factor, and the method proceeds to solve (12) using Newton's method, with the previous solution as the new initial point.
Using the homogenous self-dual embedding technique [22] , a suitable initial point satisfying Ax = b and x ∈ Int(K) can always be found. Moreover, if t is increased by a factor of 1 + 1/ ν(K), then Newton's method requires just O(1) iterations to converge to sufficient accuracy. Here, ν(K) denotes the order of the cone K. The three cones in (11) each have order
The order of a Cartesian product
). Combining the two facts above yields the following classic result first established by Nesterov and Nemirovski [9] and Alizadeh [10] .
Lemma 1 (Iteration bound) Given an instance of (10) with a full-rank m × n data matrix A (i.e. rank(A) = m ≤ n), and where K is a Cartensian product of the three cones in (11) , there exists an interior-point method that generates an iterate (x, y, s)
where ν(K) denotes the order of the cone K.
Exploiting sparsity in the normal equations
The cost of each interior-point iteration is dominated by the solution of the m×m system of linear equations (known as the normal equations or the Schur complement equations):
given iteration-and algorithm-specific vectors r and w ∈ K * . Here, F * is the convex conjugate for F , the self-concordant barrier of the problem cone K.
Lemma 2 (Per-iteration cost) Under the same conditions as Lemma 1, let
) denote the size of the largest SDP subcone in K, and let denote the number of SDP subcones in K. Then, an interior-point method costs
where f (n) and g(n) are the time and memory costs required to solve (14) for u, given A ∈ R m×n , w ∈ K * , and r ∈ R m .
In the case that the matrix AA T is sparse and K = K LP , the per-iteration cost of the iterior-point method can be substantially reduced by factoring H using a sparse Cholesky algorithm. Here, the matrix ∇ 2 F * (w) is diagonal positive definite, so the sparsity graph of H coincides with the primal intersection graph [28] of the CLP (10)
If G p has bounded treewidth, then the cost of solving (14) given H is O(m) due to Proposition 3. The interior-point iteration costs linear O(n) time and memory, and is dominated by the cost of forming the matrix H.
Lemma 3 Given A ∈ R m×n and diagonal D ∈ R n×n , the cost of forming H = ADA T is O(ω 2 n) time and O(ωn) memory, where ω = tw(G p ) + 1 and G p is the primal intersection graph in (15) .
Proof By properties of the tree decomposition, the largest clique in G p is size ω, and G p contains at most ωm edges. Write a i as the i-th column of A.
Since each a i a 
If the matrix AA
T is sparse and K = K SOCP , then the same efficiency result is obtained via a low-rank update. Here, the Hessian matrix ∇ 2 F * (w) is the low-rank perturbationT of a diagonal positive definite matrix D, and the matrix H is the low-rank perturbation of a positive definite sparse matrix
T Such matrices are frequently inverted using the Sherman-Morrison-Woodbury formula
whereũ and v are the solutions to the following system of equations
If G p has bounded treewidth, then factoring ADA T , solving (17) forũ and v, and applying the formula (16) all costs O(m) time and space. Again, the interior-point iteration costs linear O(n) time and memory, and is dominated by the cost of forming the sparse matrix ADA T .
Dualization
In some problem instances, the matrix A T A may be sparse while AA T is guaranteed to be fully-dense. This is the case, for example, in problems where A contains many fully-dense columns but no dense rows. Sparsity in A T A may be exploited by the dualization technique of Löfberg [27] . Given a cone linear program in standard canonical form (10), we generate the following pair
Essentially, dualization swaps the roles of the primal problem with the dual problem and vice versa, at the cost of introducing m free variables x 1 in the primal and m equality constraints in the dual. The free variables x 1 ∈ R m and fixed variables s 1 ∈ {0} m may be embedded into a second-order cone 3 as follows
to result in a cone linear program in standard form, of order ν(K SOCP × K) = 2 + ν(K). An interior-point method solves (19) in O( ν(K)) iterations. Each interior-point iteration is dominated by the cost of forming and factoring the normal matrix
3 An older technique embeds x 1 ∈ R m and s 1 ∈ {0} m into the linear cone, by splitting [57, 58, 59] . We prefer the second-order cone embedding because it does not substantially increase the order of the dualized problem, and also because our experiments found it to be more numerically stable.
where F SOCP is the self-concordant barrier for the second-order cone used to embed the free and fixed variables, and F K is the self-concordant barrier for problem cone K from before. In the case that ∇ 2 F K is diagonal or the lowrank perturbation of a diagonal matrix (i.e. if K = K LP or K = K SOCP ), the matrix H is the low-rank perturbation of the sparse matrix A T D 1 A, whose sparsity graph matches the dual intersection graph of the CLP:
If G d has bounded treewidth, then the cost of solving Hu = r is linear O(n) time and memory, attained by factoring the sparse portion of the matrix and then making a low-rank update. The corresponding interior-point iteration is also linear O(n) time and memory, and is dominated by the cost of forming the sparse portion of the matrix H.
Clique tree conversion
In this section, we review the clique tree conversion technique of Fukuda and Nakata et al. [12, 13] , and the positive semidefinite matrix completion algorithm of Andersen, Dahl, and Vandenberghe [14, 25] . It is helpful to view the former as the preprocessor that reformulates (SDP) into the reduced complexity problem (CTC), and the latter as the postprocessor that recovers a solution to (SDP) from a solution of (CTC). Our description here is given entirely using linear algebra, to facilitate implementation via high-level function calls to standard numerical linear algebra libraries.
Chordal conversion
Define G = ({1, . . . , n}, E) as the sparsity graph associated with the data matrices C, A 1 , . . . , A m ∈ S n E , and let T = (J , T ) with J = {J 1 , . . . , J } be a tree decomposition for G. Recall from Section 3 that a good choice of T = (J , T ) with low width may be computed using standard linear algebra routines for sparse Cholesky factorization.
We begin by noting that (SDP) is a linear optimization over the matrix elements X[i, j] for (i, j) ∈ E that "directly interacts" with the problem data. This observation is made explicit by defining Z to be the projection of X onto the sparsity pattern E:
and rewriting each linear objective and constraint in (SDP) in terms of Z:
Here, (a) follows C ∈ S n E , (b) is due to the self-adjoint property of projection operators, and (c) is by definition. This same line of reasoning also allows us to rewrite A i • X = A i • Z for all i ∈ {1, . . . , m}.
The remaining matrix elements in X participate indirectly via the nonnegativity constraint X 0, insuring that Z can be made positive semidefinite by completing its zero elements with nonzero values:
In other words, Z is constrained to have a positive semidefinite matrix completion. If the sparsity pattern E is chordal, then the condition can be enforced by constraining select principal submatrices to be positive semidefinite, due to a classic result by Grone et al. [60] .
Proposition 5 Let the sparsity pattern E be chordal. Then, we have
in which J 1 , . . . , J are all of the cliques in the corresponding sparsity graph G = ({1, . . . , n}, E).
Proof The original proof is due to Grone et al. [60] . The reader is referred to [25, Theorem 10 .1] for a simplified proof using linear algebra arguments.
Let G * = ({1, . . . , n}, E * ) be the chordal completion of G associated with T , obtained by interconnecting the vertices within each node J j ∈ J of our tree decomposition T . Viewing (SDP) as a linear optimization over the matrix elements X[i, j] for (i, j) ∈ E * , we define Z = P E * (X) and rewrite C • X = C • Z and each equation A i • X = A i • Z, using the same reasoning as in (22) . Then, substituting (24) into (SDP) yields the following reduced-complexity problem
subject to
Observe that the dense matrix variable X ∈ S n has been eliminated and replaced by a sparse surrogate Z ∈ S n E * . The number of decision variables has been reduced from
Clique tree conversion
In order to induce sparsity in an interior-point solution of (25), we split the "global" matrix variable Z ∈ S n E * into "local" matrix variables X 1 , . . . , X satisfying
These local variables X 1 , . . . , X are constrained by the need for their overlapping elements over the global variable Z to agree. Naively enforcing this agreement without the global variable Z would incur
where we recall that the linear operator N JiJj (·) outputs the overlapping elements of two principal submatrices, given the latter as the argument:
However, the running intersection property of the tree decomposition allows us to reduce the number of pairwise comparisons to − 1.
Proposition 6 Let (J , T ) be a tree decomposition with tree nodes J = {J 1 , . . . , J }. Then, given X 1 , . . . X where X j ∈ S |Jj | , we have
) where E(T ) refers to the edges of the tree T .
Proof See Fukuda and Nakada et al. [12, 13] .
Finally, we declare "local" versions {C j } and {A i,j } of the objective C and constraint matrices {A j } satisfying
Substituting (28), (27) and (26) allows us to eliminate the global variable Z in (25) , thereby resulting in
which is exactly (CTC) as desired.
Algorithm 1 Positive semidefinite matrix completion
Input. Tree decomposition T = (J , T ) with tree nodes J 1 , . . . , J ⊆ {1, . . . , n}. Matrices X 1 , . . . , X with each X j 0 and of size |J j | × |J j |. Output. Sparse matrices R and D 0, which implicitly define a matrix
Algorithm. Iterate over j ∈ {1, . . . , } in any order. For each j with parent k on T :
1. Define the unique set U j ≡ J j \J k and the ancestor set V j ≡ J j \U j (if j is a root node, then we set U j ≡ J j and V j ≡ ∅) and isolate the following three submatrices of X j ≡ X[J j , J j ] 0:
where, given index sets I, J ⊆ {1, . . . , n}, the |I| × |J| binary matrix P IJ is defined with elements
Recovery
Given a solution X 1 , . . . , X to (CTC), we recover a corresponding solution X of (SDP) satisfying X [J j , J j ] = X j by solving a positive semidefinite matrix completion problem in closed-form. Note that the matrix X is generally fulldense, so simply forming the matrix would push the overall complexity up to quadratic Θ(n 2 ) time and memory. Instead, we compute X implicitly in factorized form
in which D is block-diagonal and possibly singular, and R is a psychologically Proposition 7 (Postprocessing) Given a solution X 1 , . . . , X to (CTC), Algorithm 1 recovers a corresponding solution X of (SDP) in O(ω 3 n) time and O(ω 2 n) memory. 4 The matrix R is said to be psychologically triangular if its rows can be reordered to leave the matrix triangular, i.e by sorting them according to the number of leading / trailing zeros. The etymology emphasizes the fact that solving Ry = b for y is no more difficult than if R were actually triangular.
Proof Algorithm 1 performs some algorithm manipulations, and solves n linear systems of up to size ω × ω for O(ω 3 n) time and O(ω 2 n) memory.
Optimal constraint splitting
The choice of matrices {C j } and {A i,j } in (CTC) is not unique, but has a significant impact on the sparsity of the reformulation, and hence the solution complexity. The problem of choosing the sparsest choice, i.e. the one with the fewest number of nonzero matrices, is a Set Cover problem, but can be efficiently solved in linear time using the tree decomposition T . In this section, we describe an algorithm that minimizes the number of nonzero matrices {C j } and {A i,j } in linear time. Our algorithm is inspired by prior work on the treelike Set Cover problem, but appears to be new within the context of clique tree conversion. Let us state the exact problem to be solved. Given a sparse matrix M with sparsity pattern E, we wish to select a subset S ⊆ J with the smallest number of elements |S| and define the "local" matrices {M j } to satisfy for all X ∈ S n :
This can be posed as the following Set Cover problem
in which the set to be covered M are the indices for the nonzero elements in
and the covering sets are constructed from the nodes J = {J 1 , . . . , J } of our tree decomposition
The general Set Cover problem is NP-Complete. However, (30) can be efficiently solved in polynomial time, due to the existence of the tree decomposition T associated with J (2) . More precisely, the covering sets inherit the edge cover and running intersection properties of T :
for all k on the path from i to j in T .
Set Cover endowed with (31)- (32) is known as tree-like Set Cover, and can be efficiently solved in polynomial time using a leaf-pruning algorithm [61] . The key insight is to note that every leaf node j with parent k in T contains a
Algorithm 2 Tree-like Set Cover for splitting constraints
Input. Rooted tree decomposition T = (J , F ) with tree nodes J = {J 1 , . . . , J }. Sparse real symmetric matrix M ⊆ S n . Output. Solution S to Set Cover (30) and corresponding matrices {M 1 , . . . , M } satisfying
Algorithm.
(Precomputation)
Define the inverse unique set map u : {1, . . . , n} → J . Iterate over J j ∈ J in any order. For each J j with parent J k , define U j ≡ J j \J k , and set u(i) = J j for all i ∈ J j \J k . (If J j has no parent, then define U j = J j .) 2. (Overestimation) Compute the overestimate S ⊇ S using u:
3. (Leaf pruning on the overestimation) Iterate over J j ∈ S in topological order (children before parents). If M [J j , U j ] = ∅ then add J j to the set cover, define a new splitting, and set the submatrix to zero:
If M = 0, break and return S = S and {M k }.
unique set of elements U
must be included in the covering set; otherwise it can be safely ignored. Pruning the leaf node reveals new leaf nodes, and we repeat this process until M is covered.
Algorithm 2 is an adaptation of the leaf-pruning algorithm described above, with three important simplifications. First, it roots the tree (possibly arbitrarily) and uses a topological traversal to simulate the process of leaf pruning. Second, it notes that for every leaf node J (2) j with parent J (2) k , the corresponding unique set U (2) j can be written in terms of another unique set U j :
where
Third, it notes that the unique set {U j } generates a partitioning of {1, . . . , n}, and as such, we may use the inverse map u : {1, . . . , n} → J satisfying
to avoid explicitly pruning all = O(n) covering sets. This final simplification reduces the cost of processing a single M from O(n) time to O(nnz (M )) time, after a precomputation step requiring O(n) time and space. In a practical implementation, dense indexing operations of the form M [J, J] are expensive when M is stored using a sparse matrix storage format (typically, the compressed columns structure (CCS); see [62] ). These operations can be avoided altogether in a multifrontal version of Algorithm 2, by incrementally assembling the elements of M [J, J] while traversing the tree decomposition T ; see [37, Section 3] for details.
If we implement the preprocessing from (SDP) to (CTC) while using Algorithm 2 for the contraint splitting, then the complexity of the algorithm is linear time and space. Proposition 8 (Preprocessing) Given a tree decompositon T = (J , F ) for the sparsity graph G, the steps to transform (SDP) into (CTC) require O(η + ω 2 n) time and memory.
where ω ≡ 1 + wid(T ) and η = nnz (C) + nnz (A 1 ) + · · · + nnz (A m ) is the total number of nonzeros in the data matrices.
Proof The first substep of converting (SDP) into (25) is free given a precomputed tree decomposition T . The second substep of adding the overlap constraints (27) introduces O(ω 2 n) nonzeros, thereby requiring this much time and memory. Using Algorithm 2, the third substep of splitting (28) costs O(n) time and space to set-up the unique sets {U j } and inverse map u, and O(nnz (M )) time and memory for each subsequent M ∈ {C, A 1 , . . . , A m }.
Block sparsity pattern of the overlap constraints
To solve the clique tree converted problem (CTC) using an interior-point method, we begin by putting the problem in standard canonical form (10) by vectoring the data:
Here, the problem cone K is the Cartesian product of lower-dimensional semidefinite cones:
and the data c, A, and N are
where each i-th block-row of N implements the overlap constraint between the index set J i ∈ J and its parent J j ∈ J in the tree decomposition (J , T ), as in
Note that by definition, we have N i,j = 0 for all j if i = p(i) is a root node in T . The vectorized problem (33) is a cone linear program in standard form of order ν(K) = j |J j | ≤ ωn. An interior-point method is guaranteed to converge to an -accurate solution in O( √ ωn log −1 ) iterations. The cost of each interior-point iteration is dominated by the cost of solving the m × m normal equations
Here, F K (w) = − j log det W j for w = [vec (W j )] j=1 is the usual log-determinant barrier for the Cartesian product of many semidefinite cones. The Hessian of F K is block-diagonal:
so the (1, 1), (2, 1), and (2, 2) blocks of H must share their block-sparsity patterns with AA T , NA T , and NN T . The (1,1) block of H corresponds to the problem data AA T . Its sparsity graph is a block generalization of the primal intersection graph previously defined in (15) for linear programs
(i, j) ∈ E p if there exists k ∈ {1, . . . , n} such that A i,k = 0 and A j,k = 0.
This sparsity graph has been studied under the name of correlative sparsity [63] . In particular, it is known that many classes of SDPs convert into (CTC) for which G p is the trivial empty graph [34] . The (2, 2) block of H corresponds to the overlap constraints NN T . To study its sparsity graph, we make a crucial observation: the matrix N has the same block sparsity pattern as the incidence matrix for the tree T . More specifically, each nonzero i-th block-row of N contains exactly two nonzero sub-blocks: N i,i and N i,j , where j is the parent of i on the tree T . It immediately follows that the block sparsity patterns of N T N and NN T coincide with the adjacency matrices of T and its line graph L(T ), respectively. 
-The block sparsity pattern of NN T coincides with the adjacency matrix of the line graph L(T ) of T :
The line graph of a tree is not necessarily sparse. For example, if T were the star graph on n vertices, then its associated line graph L(T ) would be the complete graph on n − 1 vertices. In this case, matrix NN T is fully-dense, and the cost of an interior-point iteration is at least cubic Ω(n 3 ) time and quadratic Ω(n 2 ) memory. Indeed, we can give an explicit SDP whose tree decomposition is precisely a star graph.
Example 1 (Star graph) Given b ∈ R n , consider embedding the Euclidean norm problem b = max{b T y : y ≤ 1} into the size-(n + 1) SDP:
The associated sparsity graph is the star graph on n + 1 nodes, and its tree decomposition is the star graph on n nodes:
Applying clique tree conversion to Example 1 yields
which vectorizes into an instance of (33) with the following (where I is the identity matrix and 1 is the vector of ones)
The problem data A is block-diagonal with AA T = I n , so its corresponding primal intersection graph G p in (39) is the trivial empty graph. Nevertheless, the overlap constraints N produce a fully-dense NN T = I (n−1) + 11 T block in H. The normal matrix H has a diagonal (1, 1) block but a fully-dense (2, 2) block of size (n − 1) × (n − 1), and so requires at least Ω(n 3 ) time and Ω(n 2 ) memory to form and factor. When (40) is solved using an interior-point method, the cost of a single iteration is at least cubic time and quadratic memory.
Dualized Clique Tree Conversion
In the previous section, we studied the overlap constraint matrix N, and found that the matrix NN T can be fully-dense, despite sparsity in the problem data. When this occurs, the normal matrix solved at each interation of an interiorpoint method is fully-dense, so the cost of solving (CTC) is at least cubic time and quadratic memory.
On the other hand, the matrix N T N is guaranteed to be sparse, with ≤ n dense blocks each no bigger than 1 2 ω(ω + 1) × 1 2 ω(ω + 1), and arranged in a pattern corresponding to a tree (or forest). We can exploit this favorable sparsity structure using the dualization technique of Löfberg [27] , which we had earlier reviewed in Section 3.6. Applying dualization to (CTC) yields the following pair:
When (41) is solved using an interior-point method, the per-iteration costs are dominated by the solution of a set of normal equations governed by the following matrix
where ∇ 2 F SOCP is the Hessian of the self-concordant barrier for the secondorder cone used to embed the free and fixed variables, and ∇ 2 F K is the same block-diagonal Hessian in (38) . Clearly, H is a low-rank perturbation of a block-sparse matrix H s , whose block sparsity pattern coincides with the supergraph of the tree T associated with our tree decomposition T = (J , T ) that we call the dual intersection graph:
(i, j) ∈ E d if there exists k ∈ {1, . . . , m} such that A k,i = 0 and A k,j = 0.
If G d has bounded treewidth, then the cost of solving the normal equations Hu = r is O(ω 4 n) time and memory. In this case, the per-iteration cost of the interior-point method is O(ω 4 n) time and memory.
Lemma 5 Let Q be a tree decomposition for the dual intersection graph G d defined in (46) , and write τ ≡ 1 + wid(Q). Then, 1. The data matrices A and N contain at most O(ω 4 τ n) nonzero elements. 2. The cost of solving Hu = r for u given A, N, w 1 , w 2 , r, and Q is bound
Proof By definition, G d is the block sparsity graph for the sparse H s part of H defined in (45), over square blocks no larger than ω(ω + 1)/2. To prove the statement, we begin with three observations. First, both H and H s contain up to ω 2 n columns and rows. Second, the treewidth of the sparsity graph of H s is upper-bounded by τ ω 2 , since its block sparsity graph over blocks of ω First, we show that it costs O(ω 6 τ 2 n) time and O(ω 4 τ n) memory to form the sparse matrix H s in (45) givenÃ. This follows largely by repeating the proof of Lemma 3. First, we note that each column a j ofÃ must satisfy nnz (a j ) ≤ τ ω 2 , as it contributes a clique of size nnz (a j ) to the sparsity graph ofÃÃ T , but the latter does not contain cliques bigger than τ ω 2 . Summing up over ≤ ω 2 n columns inÃ yields nnz (Ã) ≤ τ ω 4 n memory. Adding up at most ω 2 n sets of dense τ ω 2 ×τ ω 2 blocks to form H s costs at most ω 6 τ 2 n operations. Next, we show that it costs O(ω 6 τ 2 n) time and O(ω 4 τ n) memory to solve Hu = r given H and r, by solving H sũ = r and H s v = q, and making the lowrank update
The claimed complexity figure follows because we can factor H s into its Cholesky factor in O(ω 6 τ 2 n) time and O(ω 4 τ n) memory by block-permuting the matrix with the elimination ordering of Q. Once factored, it costs O(ω 4 τ n) time and memory to solve for u, form q, solve for v, and to compute the update term
The complete dualized clique tree conversion procedure is summarized in Algorithm 3. The associated complexity figures are summarized in the following statement. 
Algorithm 3 Dualized clique tree conversion
Input. Data vector b ∈ R m and data matrices C, A 1 , . . . , Am ∈ S n E with sparsity graph G = ({1, . . . , n}, E). Tree decomposition T = (J , T ) for the sparsity graph G. Tree decomposition Q for the dual intersection graph G d ⊇ T defined in (46) . Output. An -accurate solution of (SDP) in factored formX = R −T DR −1 . Algorithm. Proof Steps 1 and 2 are algebraic manipulations, and require nnz (A)+nnz (N) = O(ω 4 τ n) time and memory to perform due to Proposition 8.
Step 3 performs O( √ ωn log −1 ) interior-point iterations, costing O(ω 6 τ 2 n) time and O(ω 4 τ n) memory per-iteration due to Lemma 5.
Step 5 requires O(ω 3 n) time and O(ω 2 n) memory due to Proposition 7.
Under the assumption that both the sparsity graph G and the dual intersection graph G d have bounded treewidth, we are guaranteed to solve (SDP) in O(n 1.5 log −1 ) time and O(n) memory,
by pairing Theorem 3 with the linear-time tree decomposition algorithm of Bodlaender [19] . In practice, it is far more efficient to use a sparse linear algebra heuristic like minimum degree or nested dissection to compute tree decompositions with small but suboptimal widths. The resulting algorithm will frequently attain the optimal complexity figure (47) on nondegenerate problems. One special case where the dual intersection graph G d is guaranteed to have bounded treewidth is if A T A is block-diagonal. Indeed, if a block-diagonal choice of A T A exists, then our optimal constraint splitting algorithm (Algorithm 2) is guaranteed to find it. In this case, the block sparsity pattern of H s coincides with that of N T N, and G d coincides with the tree T associated with our tree decomposition T = (J , T ). As such, H s has a block chordal sparsity pattern, and can be factored without block fill after any topological ordering, such as minimum degree. Each interior-point iteration is guaranteed to cost O(n) time and memory. Substituting these insights into Theorem 3 yields our first main result.
Proof (Theorem 1)
It is easy to verify that the optimal solution S to the Set Cover problem (30) has just a single element |S | = 1 if and only if the given matrix M is decoupled (in the sense of Definition 3). Hence, if all A 1 , . . . , A m are decoupled, then by virtue of the optimality of Algorithm 2, the resulting A T A will always be block-diagonal. The dual intersection graph G d is always the tree T associated with the tree decomposition T = (J , T ). The optimal tree decomposition Q for a tree T has wid(Q) = 1, and is trivially obtained in linear time by reordering the vertices of T by a minimum degree ordering [64] and computing the associated elimination tree (see Section 3.3). Substituting τ = 2 into Theorem 3 yields the desired complexity estimate.
Dualized Clique Tree Conversion with Auxillary Variables
The previous section described a dualized version of the clique tree conversion algorithm, with complexity determined by the treewidth of the dual intersection graph G d defined in (46) . In particular, if we assume that G d has bounded treewidth, then the complexity of computing an -accurate solution to (CTC) is O(ω 6.5 n 1.5 log −1 ) time and O(ω 4 n) memory, where ω = 1 + wid(T ) and T is the tree decomposition used to convert (SDP) into (CTC).
There are two issues with this result in practice. First, each choice of G d is tied to a specific instance of (CTC), but the conversion from (SDP) to (CTC) is nonunique. Just because a choice of G d with bounded treewidth exists does not mean that it will be found. Second, the treewidth of G d cannot be easily determined from properties of (SDP). Its value is unrelated to ω: any dense instance of (CTC) with
In this section, we address both issues for a large class of sparse SDPs called network flow SDPs. For these problems, an optimal embedding of (SDP) into (CTC) can be determined analytically, by appealing to properties of the tree decomposition. The resulting dual intersection graph G d is not guaranteed to have bounded treewidth, but can be systematically forced have a treewidth of 1 by introducing auxillary variables. Bounding the number of auxillary variables then allows us to guarantee near-linear time and linear memory complexity for these problems.
An illustrative example
Let us begin by motivating and elaborating on the idea of introducing auxillary variables with an illustrative example.
Example 2 (Path graph) Given two (n + 1) × (n + 1) symmetric tridiagonal matrices
with A positive definite, consider the Rayleigh quotient problem
The associated sparsity graph is the path graph on n + 1 nodes, and its tree decomposition T = (J , T ) is the path graph on n nodes:
Applying clique-tree conversion to Example 2 yields
Here, we have split A into
and similarly split C into C 1 , C 2 , . . . , C n . The dual intersection graph G d for (49) is the complete graph on n nodes, because A i and A j appear in the same constraint j A j • X j = 1 for every (i, j). Accordingly, Theorem 3 predicts a solution complexity of O(n 3.5 log −1 ) time and O(n 2 ) memory. Indeed, this figure is attained (within a factor of Θ( √ n)) because the associated normal equations are fully-dense.
Instead, the problematic constraint j A j • X j = 1 can be enforced as n constraints by introducing n − 1 auxillary variables u 1 , . . . , u n−1 , as in
Grouping each X j together with u j−1 and vectoring yields the following:
The new problem cone K is the Cartesian product of n lower-dimensional semidefinite cones and R n−1 in the following order:
Each primal decision variable is now padded with an auxillary variable,
and the the corresponding datac andÑ are padded with zeros in a similar way. The new choice ofÃ = [Ã i,j ] n,n i,j=1 reads:
and we see that the block-sparsity pattern ofÃ now matches the incidence matrix of T . The normal matrix H for the dualized version of (51) has block sparsity graphG d = T , because we haveÃ k,i = 0 andÃ k,j = 0 only if (i, j) ∈ E(T ). Repeating the proof of Theorem 3, we find that the dualized version of (51) can be solved to -accuracy in O(n 1.5 log −1 ) time and O(n) memory.
Introducing auxillary variables
Let us formalize and generalize the auxillary variable procedure from above. For an arbitrary constraint A • X = b in (SDP), we assume without loss of generality 5 that the corresponding constraint in (CTC) is split over a connected subtree of T induced by a subset of vertices W ⊆ V (T ), as in
Then, the coupled constraint (53) can be decoupled into |W | constraints, by introducing |W | − 1 auxillary variables, one for each edge of the connected subtree T W :
For each i ∈ C, we identify the tree node J i in T W with the variable group {X i , u ch(i) } where u ch(i) = {u j : j ∈ ch(i)}. It is easy to see that (53) and (54) are equivalent.
Lemma 6
We have (53) if and only if there exists {u j } satisfying (54).
Proof Vectorizing the relation (54) yields Ax + Bu = c, where A = [A i,j ] and A i,j = (vec A j ) T for j = C(i) and A i,j = 0 otherwise, and c i = b for i = 1 and c i = 0 otherwise. The matrix B is the directed incidence matrix of T C (relabeled using the ordering in C),
otherwise, so its kernel has dimension one (i.e. number of connected components in T C ), and is spanned by the vector-of-ones 1. The result follows because there exists u such that Bu = c−Ax if and only if 1
Repeating the splitting procedure for every constraint in (CTC) yields Algorithm 4. By performing the decoupling procedure in Step 2, the block sparsity graph of the interior-point Hessian matrix H is guaranteed to match the tree T associated with our tree decomposition T = (J , T ), but at the cost of enlargening the individual blocks. Balancing these two considerations yields the following complexity estimate.
Theorem 4 Algorithm 4 computes an -accurate solution to (SDP) in
where ω = 1+wid(T ) and γ max = max j γ j is the maximum number of auxillary variables added to a single variable block.
Proof We repeat the proof of Theorem 3, but slightly modify the cost of solving (CTC). After the decoupling step, the sparse portion H s of the normal matrix H is guaranteed to have a block sparsity pattern that coincides with the tree T associated with our tree decomposition T = (J , T ). However, the blocks are now sized 
Application to network flow SDPs
Given a graph G = (V, E) on n vertices V = {1, . . . , n}, let T = (J , T ) with nodes J = {J 1 , . . . , J } be a tree decomposition for the graph G. Define S k as the set of tree nodes that contain the element k:
It is a classic result of tree decompositions that S k induces a connected subtree T k = (S k , E(T )) on T . Indeed, any two u, v ∈ S k are connected on T k , because k ∈ J u and k ∈ J v (by definition of S k ) implies k ∈ J w for any w that lies on the path from u to v (by the running intersection property), and hence w ∈ S k .
Algorithm 4 Dualized clique tree conversion with auxillary variables
Input. Data vector b ∈ R m and data matrices C, A 1 , . . . , Am ∈ S n E with sparsity graph G = ({1, . . . , n}, E). Tree decomposition T = (J , T ) with J = {J 1 , . . . , J } for the sparsity graph G.
Output. An -accurate solution of (SDP) in factored formX = R −T DR −1 . The list γ ∈ R for the number of auxillary variables added to each block. Algorithm. 
(d) For each j ∈ W , add u i,ch(j) to the j-th variable group and increment γ j by the number of auxillary variables added: Now, recall from Definition 4 that the i-th constraint matrix A i in (SDP) is said to be a network flow constraint at vertex k if it can be written
where e i is the i-th column of the size-n identity matrix. It turns out that such a constraint can always be split over the k-th set S k .
Lemma 7 Let A i be a network flow constraint at vertex k. Then, there exists a choice of {A i,j } such that:
Proof Let us prove this by giving an explicit algorithm for its construction. We start off by initializing A i,j ← 0 for all j. By the vertex cover property of the tree decomposition, the vertex k is contained within at least one node J w ∈ J , so we set
where k = J w (u).
Note that since k ∈ J w , we have w ∈ S k . Similarly, by the edge cover property of the tree decomposition, every edge (j, k) ∈ E is contained within at least one node J w ∈ J , so we set
where k = J w (u) and j = J w (v)
for each neighbor j of k on G. Again, since k ∈ J w , we must have w ∈ S k . This way, we have covered all nonzero elements in A i while only setting
Given a network flow SDP on G, if we force the conversion from (SDP) to (CTC) using the splitting described in Lemma 7, then it is possible to bound the number of auxillary variables needed to perform the decoupling in Step 2 of Algorithm 4. This results in a proof of Theorem 2.
Proof (Theorem 2)
The key is to show that under the conditions stated in the theorem, the maximum number of auxillary variables added to each variable block is bound γ j ≤ m k ·ω ·d max . We do this via the following line of reasoning:
-A single network flow constraint at vertex k contributes |ch(j)| ≤ d max auxillary variables to every j-th clique J j satisfying j ∈ S k . -Having one network flow constraint at every k ∈ {1, . . . , } contributes at most ω · d max auxillary variables to every j-th clique J j . This is because the set of S k for which j ∈ S k is exactly J j = {{1, . . . , } : j ∈ S k }, and |J j | ≤ ω by definition. -Having m k constraints coupled at each k ∈ {1, . . . , } contributes at most m k · ω · d max auxillary variables to every j-th clique J j .
Finally, applying γ j ≤ m k · ω · d max to Theorem 4 yields the desired complexity figures.
Numerical Experiments
Using the techniques described in this paper, we solve sparse SDPs posed on the 40 power system test cases in the MATPOWER suite [65] . The largest two cases have n = 9241 and n = 13659, and are designed to accurately represent the size and complexity of the European high voltage electricity transmission network [66] . The associated SDPs are so large that simply forming the n × n matrix decision variable X would deplete all memory. Fortunately, power systems are graphs with bounded treewidths [16] , and so the ideas of clique tree conversion are applicable. In all of our trials below, the accuracy of a primal-dual iterate (X, y, S) is measured using the DIMACS feasibility and duality gap metrics [67] and stated as the number of accurate decimal digits:
We will frequently measure the overall number of accurate digits as L = min{gap, pinf, dinf}. The experiments are performed on a Xeon 3.3 GHz quad-core CPU with 16 GB of RAM. The interior-point solvers used in our trials are SeDuMi v1.32 [56] and MOSEK v8.0.0.53 [21] . Both solvers have a guarantee iteration bound of k = O( √ θ log −1 ) for an order-θ convex cone [20] .
Tree decompositions via supernodal elimination trees
All of our trials use MATLAB's internal approximate minimum degree heuristic (due to Amestoy, Davis and Duff [68] ) to compute tree decompositions with low width. Given a problem sparsity pattern, we compute a fill-reducing ordering using the amd command, and then compute an elimination tree using the symbfact command. A simplified version of our code is shown as the snippet in Figure 1 . (Our actual code uses Algorithm 4.1 in [25] to reduce the computed elimination tree to the supernodal elimination tree, for a slight reduction in the number of index sets = |J |.) Table 1 gives the details and timings for the 40 power system graphs from the MATPOWER suite [65] . As shown, the approximate minimum degree heuristic is able to compute tree decompositions with wid(T ) ≤ 34 in less than 2 seconds. It is worth noting that all of the SDPs considered in this section have sparsity graphs that either exactly coincide with the network graph, or nearly coincide with it. Hence, the timings shown in Table 1 match actual in-situ timings, up to a small constant. In practice, the bottleneck of the preprocessing step is not the tree decomposition, but the constraint splitting step in Algorithm 2. Table 2 shows the accuracy and timing details for the 20 largest problems solved. Figure 2a plots T /k, the mean time taken per-iteration. Unsurprisingly, the per-iteration time is linear with respect to n. A log-log regression yields T /k = 10 −3 n, with R 2 = 0.9636. Figure 2b plots k/L, the number of iterations to a factor-of-ten error reduction. We see that SeDuMi's guaranteed iteration complexity k = O(
is a significant over-estimate; a log-log regression yields k/L = 0.929n 0.123 ≈ n 1/8 , with R 2 = 0.5432. Combined, the data suggests an actual time complexity of T ≈ 10
Next, we use Algorithm 3 alongside MOSEK to solve the 80 SDPs. It turns out that MOSEK is both more accurate than SeDuMi, as well as a factor of 5-10 faster. It manages to solve all 80 SDPs to L ≥ 6 digits in k ≤ 21 iterations and T ≤ 24 seconds. Table 3 shows the accuracy and timing details for the 20 largest problems solved. Figure 3a plots T /k, the mean time taken per- iteration. For very small values of n, the trend flattens out at around 0.01 seconds due to the communication overhead between MATLAB and the MOSEK optimizer. Figure 3b plots k/L, the number of iterations to a factor-of-ten error reduction. Again, we see that MOSEK's guaranteed iteration complexity
is a significant over-estimate. A log-log regression yields an empirical time complexity of T ≈ 10 −4 n 1.12 L, which is very close to being linear-time. Table 2 : Accuracy (in decimal digits) and timing (in seconds) for 20 largest MAX 3-CUT problems: n -size of matrix variable; m -number of constraints; "Pre-proc" -post-processing time; "gap" -duality gap; "pinf" -primal infeasibility; "dinf" -dual infeasibility; k -number of interior-point iterations; Ttotal interior-point time; "Post-proc" -post-processing time. Table 4 : Accuracy (in decimal digits) and timing (in seconds) for 20 largest OPF problems: n -size of matrix variable; m -number of constraints; "Preproc" -post-processing time; L = min{gap, pinf, dinf} -accurate decimal digits; k -number of interior-point iterations; T -total interior-point time; "Postproc" -post-processing time. constraint matrix A i from Y bus using the recipes described in [41] . Specifically, we formulate each OPF problem given the power flow case as follows:
-Minimize the cost of generation. This is the sum of real-power injection at each generator times $1 per MW. -Constrain all bus voltages to be from 95% to 105% of their nominal values.
-Constrain all load bus real-power and reactive-power values to be from 95% to 105% of their nominal values. -Constrain all generator bus real-power and reactive-power values within their power curve. The actual minimum and maximum real and reactive power limits are obtained from the case description.
We use three different algorithms based to solve the resulting SDP:
1. The original clique tree conversion of Fukuda and Nakata et al. [12, 13] , described in Section 4. 2. The dualized version of clique tree conversion, described in Section 7 as Algorithm 3. 3. The dualized version of clique tree conversion with auxillary variables, described in Section 8 as Algorithm 4.
Recall that only the third algorithm is guaranteed to have near-linear time complexity via Theorem 2. Nevertheless, We solved all 40 problems using the three algorithms and MOSEK as the internal interior-point solver. Table 4 shows the accuracy and timing details for the 20 largest problems solved. All three algorithms achieved near-linear time performance, solving each problem instances to 7 digits of accuracy within 6 minutes. Upon closer examination, we see that the two dualized algorithms are both about a factor-of-two faster than the basic CTC method. Figure 4 plots T /k, the mean time taken per-iteration, and k/L, the number of iterations for a factor-of-ten error reduction, and their respective log-log regressions. The data suggests an empirical time complexity of T ≈ 2.3 × 10 −4 n 1.3 L over the three algorithms.
Conclusion
Under the assumption of a sparsity graph with bounded treewidth, clique tree conversion splits a large semidefinite variable X 0 into many smaller semidefinite variables X j 0. These smaller variables are coupled by "overlapping constraints", whose block-sparsity pattern coincides with the incidence matrix of a tree. These overlapping constraints can adversely affect complexity, causing highly sparse SDPs to be solved in cubic time and quadratic memory.
In this paper, we apply dualization to clique tree decomposition. Under a decoupled sparsity assumption, we show that the resulting normal equations have a block-sparsity pattern that coincides with the adjacency matrix of a tree graph, so the per-iteration complexity of an interior-point method is guaranteed to be linear time and linear memory. Problems that do not satisfy the decoupled assumption can be systematically decoupled by introducing auxillary variables. In the case of network flow SDPs, the number of auxillary variables can be bounded, so an interior-point method again has a per-iteration complexity of linear time and memory.
Using these insights, we prove that the MAX k-CUT relaxation, the MAX BISECTION relaxation, the Lovasz Theta problem, and the AC optimal power flow SDP relaxation can all be solved in guaranteed near-linear time and linear memory. We present numerical evidence to support our theoretical claims. For the MAX 3-CUT and Lovasz Theta relaxations, our results have empirical time complexity for T ≈ 10 −4 n 1.12 L seconds for L accurate digits; for the AC optimal power flow relaxation, our empirical complexity is T ≈ 2.3×10 −4 n 1.3 L to L accurate digits.
