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Izvleček
Multispektralne podobe, bodisi letalski ali satelitski posnetki, zagotavljajo podrobne informa-
cije o stanju površja. Klasifikacija na podlagi multispektralnih podob je ena izmed temeljnih
nalog daljinskega zaznavanja. Podatke o stavbah vodimo v katastru stavb, ki ga moramo redno
vzdrževati. Kot alternativne metode vzdrževanja se lahko uporabljajo metode računalniškega
vida in strojnega učenja. Pri samodejni klasifikaciji stavb v zadnjih letih prednjačijo metode
globokega učenja z uporabo konvolucijskih nevronskih mrež. V raziskavi smo uporabili konvo-
lucijsko ogrodje Mask Region Convolutional Neural Network (Mask R-CNN) in razvili lastno
podatkovno zbirko v formatu Microsoft Common Objects in COntext (MS COCO), ki smo jo
uporabili za učenje modela zaznavanja stavb na podlagi bližnje infrardečih posnetkov cikličnega
aerosnemanja (CAS) območja Slovenije iz leta 2019. Metodo za prepoznavo stavb smo preizkusili
na izbranih območjih v Sloveniji in rezultate klasifikacije stavb analizirali. Rezultati samodejne
klasifikacije stavb kažejo, da so metode globokega učenja primerne za iskanje in vzdrževanje
podatkov o stavbah ter lahko nadomestijo ali se uporabijo kot pomoč pri že obstoječih metodah
samodejne klasifikacije stavb.
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Abstract
Multispectral satellite or aerial images provide detailed information about the Earth’s surface.
Multispectal image based classification is one of the fundamental tasks in the field of remote
sensing. Building data is organized in the buidling cadastre, which needs to be regularly upda-
ted. As alternative methods for building cadastre maintenance computer vision and machine
learning can be used. In recent years deep learning with the emphasis on convolutional neural
networks are in the forefront for automatic classification of buildings. We applied the region
based convolutional framework called Mask Region Based Convolutional Neural Network (Mask
R-CNN) for automatic building classification and developed a dataset in the Microsoft Common
Objects in Context (MS COCO) format. The building dataset was used for the training of the
models on near infrared aerial images from the last aerial imaging of Slovenia in year 2019. The
proposed method was tested and evaluated on selected areas in Slovenia. The results show that
automatic classification of buildings with deep learning is suitable for building detection and
can be used either as a replacement of current techniques or to aid the existing ones.
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njena vrednost je od človeka do človeka različna,
manj kot jo cenijo bedaki,
tem bolj jo cenijo učenjaki.
– S. Š.
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ResNet angl. Residual Network
PNRP1 Podrobna namenska raba prostora na prvem nivoju
PNRP2 Podrobna namenska raba prostora na drugem nivoju
PRO Prostorski red občin
R-CNN angl. Region Based Convolutional Neural Network
RF angl. Random Forest
RGB Barvni kanali (Red, Green, Blue)
RPN angl. Region Proposal Network
SAGA angl. System for Automated Geoscientific Analyses
SID identifikacijska številka stavbe
SIFT angl. Scale Invariant Feature Transform
SVM angl. Support Vector Machine
TP angl. True Positive
TN angl. True Negative
TTN5 Temeljni topografski načrt v merilu 1:5000
XML angl. eXtensible Markup Language
ZEN Zakon o evidentiranju nepremičnin
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1 UVOD
Od izstrelitve prvega civilnega satelita za opazovanje Zemlje Landsat 1 leta 1972 do danes, ko
se sateliti izstreljujejo na skoraj dnevni ravni, se je na področju daljinskega zaznavanja mar-
sikaj spremenilo. Zemlje več ne opazujemo le s sateliti in letali, ampak tudi z brezpilotnimi
letalniki. Količina daljinsko zaznanih podob nenehno narašča. Prosta dostopnost do podatkov
in njihova dosegljivost na spletu sta sprožili revolucijo pri uporabi podatkov daljinskega zazna-
vanja. Večja dostopnost, raznolikost in krajši interval zajema novih podatkov omogočajo širok
spekter uporabe daljinsko zaznanih podob od bolj splošnih nalog, kot so določanje rabe tal,
spremljanje stanja gozdov, urbanih površin, samodejno kartiranje površja, napovedovanje vre-
mena, opazovanje klimatskih sprememb (Oštir, 2006), do bolj specifičnih nalog, kot so ločevanje
med poljščinami (Račič, 2019) in prepoznava edinstvenih objektov, kot so ceste, stavbe (Demir
in sod., 2018) ter ladje in letala (Ødegaard in sod., 2016).
Namen klasifikacije podob je razpoznavanje in poimenovanje geografskih objektov in pojavov na
zemeljskem površju (Veljanovski in sod., 2011). Področje umetne inteligence, ki se ukvarja z ra-
zvojem sistemov, ki znanje za reševanje nalog pridobivajo iz učnih podatkov, imenujemo strojno
učenje (Skočaj, Tabernik, 2020). Pri klasifikaciji podob se metode strojnega učenja uspešno
uporabljajo, predvsem metode umetnih značilk, naključnih gozdov RF (angl. random forest) in
podpornih vektorjev SVM (angl. support vector machines). Vejo strojnega učenja, ki za mo-
deliranje uporablja globoke nevronske mreže, imenujemo globoko učenje (angl. deep learning).
Koncept globokega učenja se je pojavil z napredkom na področju računalniškega vida (angl.
computer vision). Namen računalniškega vida je razvoj sistemov, ki so zmožni interpretirati in
analizirati slikovne podatke (Skočaj, Tabernik, 2020). Metode globokega učenja v obliki kon-
volucijskih nevronskih mrež (angl. Convolutional Neural Networks) dosegajo dobre rezultate, a
hkrati zahtevajo veliko količino učnih podatkov, ki jih primanjkuje ali so v lasti zasebnih usta-
nov (Račič, 2019). Primere uporabe globokega učenja zasledimo pri segmentaciji medicinskih
posnetkov, pri prepoznavi naravnega jezika, pri prepoznavi pisave in tudi pri spletnem oglaše-
vanju. Globoko učenje se uporablja za različne namene in je hkrati najbolj priljubljena tema
raziskav preteklih let.
Trend uporabe globokega učenja hitro narašča tudi na področju daljinskega zaznavanja. Najbolj
intenzivne raziskave so: klasifikacije hiperspektralnih podob, interpretacije scen (angl. scene
classification), iskanja nepravilnosti na posnetkih (angl. anomaly detection), klasifikacije po-
vršja na podlagi radarskih posnetkov in zaznavanje objektov (angl. object detection), kot so
avtomobili, ceste, ladje, letala ali stavbe (Zhu in sod., 2017). Klasifikacija stavb je ena izmed
pomembnejših nalog spremljanja in monitoringa urbanega razvoja. Pretekle raziskave v Slove-
niji so se omejile predvsem na uporabo objektno usmerjenega pristopa za klasifikacijo površja
(Veljanovski in sod., 2011) in na samodejno prepoznavo stavb na letalskih in satelitskih posnet-
kih (Grigillo, 2010) ter na samodejno iskanje stavb za potrebe vzdrževanja topografskih baz
(Grigillo in sod., 2011). Primer uporabe globokega učenja za samodejno klasifikacijo stavb v
slovenskem prostoru še ni raziskan. Prvo obsežnejšo nalogo uporabe globokih nevronskih mrež
za klasifikacijo tipa poljščin na podlagi multispektralnih posnetkov Sentinel-2 je izvedel Račič
(2019), ki zaključi z dejstvom, da konvolucijske nevronske mreže dosegajo primerljive rezultate
klasifikacije poljščin.
Raziskave zadnjih let pri samodejni klasifikaciji stavb z globokim učenjem uporabljajo visoko-
ločljive satelitske (Ohleyer, 2018; Shetty, Mohan, 2018; Wen in sod., 2019; Zhao in sod., 2018)
ali letalske posnetke (Ji in sod., 2019; Zhou in sod., 2019). Skupno vsem raziskavam je uporaba
konvolucijskega ogrodja Mask R-CNN, ki se uporablja v domeni strojnega učenja in računalni-
škega vida za prepoznavanje objektov (angl. object detection), semantične segmentacije (angl.
semantic segmentation) ter segmentacije primerov (angl. instance segmentation). Dosedanje
raziskave z Mask R-CNN dosegajo visoko točnost klasifikacije stavb, zato smo se v okviru ma-
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gistrske naloge odločili za uporabo ogrodja Mask R-CNN. Kot vir podatkov za izdelavo lastne
podatkovne zbirke stavb za globoko učenje uporabljamo bližnje infrardeče posnetke cikličnega
aerosnemanja Slovenije iz leta 2019.
1.1 Motivacija
Geodetski inštitut Slovenije na letni ravni izvaja samodejno klasifikacijo stavb z namenom po-
sodabljanja prostorskih evidenc Geodetske uprave Republike Slovenije in monitoringa prostora
za Ministrstvo za okolje in prostor. Samodejna klasifikacija se izvaja s strojnim učenjem z me-
todo objektne klasifikacije. Cilj magistrske naloge je izdelava lastne podatkovne zbirke stavb
na podlagi bližnje infrardečih letalskih posnetkov, učenje modelov klasifikacije stavb in preiz-
kus uspešnosti učenih modelov samodejne klasifikacije stavb na manjšem testnem vzorcu stavb
izven študijskega območja. Zanimalo nas je predvsem to, kako uspešno lahko z Mask R-CNN
prepoznamo stavbe različnih oblik in spektralnih značilnosti ter ali se lahko predlagana metoda
uporabi kot pomoč pri že uveljavljenih postopkih klasifikacije stavb.
1.2 Struktura naloge
V prvem poglavju predstavimo motivacijo za nastanek magistrske naloge in njen namen.
V drugem poglavju predstavimo teoretično ozadje klasičnih pristopov klasifikacije stavb in no-
vejših pristopov. Sledi krajši uvod v področje računalniškega vida in strojnega ter globokega
učenja s poudarkom na teoriji konvolucijskih nevronskih mrež. V nadaljevanju predstavimo naj-
bolj značilne podatkovne zbirke, ki se uporabljajo za detekcijo objektov v računalniškem vidu.
Nato predstavimo konvolucijsko ogrodje Mask R-CNN in njene značilnosti. Poglavje zaključimo
z opisom formata podatkov podatkovne zbirke MS COCO (angl. Microsoft Common Objects in
COntext), ki smo jo uporabili pri izdelavi lastne podatkovne zbirke stavb.
V tretjem poglavju opišemo vir podatkov in postopek predobdelave podatkov. Predstavimo
kataster stavb, kot temeljno evidenco podatkov o stavbah, ciklično aerosnemanje Slovenije in
študijsko območje podatkov za izdelavo lastne podatkovne zbirke.
V četrtem poglavju opišemo metodologijo za izdelavo lastne podatkovne zbirke stavb v formatu
MS COCO. Predstavimo postopek priprave učnih primerov stavb, korake pretvorbe učnih prime-
rov stavb v končno podatkovno zbirko v format MS COCO, učenje modelov klasifikacije stavb
in postopek zaznavanja stavb z Mask R-CNN. Poglavje zaključimo z geolociranjem zaznanih
obrisov stavb in s predstavitvijo vektorizacije teh. Geolociranje je postopek določitve lokacije
prepoznanim stavbam znotraj okolja GIS.
Rezultate dela grafično predstavimo, ovrednotimo in analiziramo v petem poglavju, kjer primer-
jamo uspešnost treh učenih modelov klasifikacije stavb na podlagi izdelanega testnega vzorca
stavb in izračunamo statistične mere, kot so natančnost (angl. accuracy), priklic (angl. recall)
in mera F1 (angl. F1-score).
V zadnjem, šestem poglavju predstavimo izsledke opravljenega dela, povzamemo dobljene rezul-
tate in predlagamo možnosti za nadaljnje delo.
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2 TEORETIČNA IZHODIŠČA
2.1 Klasifikacija stavb
Pri klasifikaciji stavb želimo iz podobe izluščiti informacije o stavbah, gre za postopek binarne
klasifikacije, kjer nas zanima, ali določen piksel predstavlja stavbo ali ne. Glede na način razde-
litve v razrede lahko klasifikacijo stavb razdelimo na nadzorovano in nenadzorovano klasifikacijo,
glede na metodo razvrščanja pikslov delimo klasifikacijo na pikselsko in objektno klasifikacijo
(Kanjir, 2009).
Obsežnejši pregled pikselskih in objektnih metod klasifikacije podob ter prednosti in slabosti
obeh najdemo v prispevkih Kanjir (2009) in Veljanovski in sod. (2011). Oba načina klasifikacije
se uspešno uporabljata tudi pri klasifikaciji stavb. V nadaljevanju na kratko predstavimo že
uveljavljene pristope klasifikacije podob, nato opišemo novejše pristope klasifikacije stavb, ki
temeljijo na uporabi globokega učenja.
2.1.1 Klasični pristopi klasifikacije podob
Ena izmed najpreprostejših oblik klasifikacije podob je »klasična« pikselska klasifikacija, pri
kateri se vsak piksel razvršča glede na statistične značilnosti v določen razred, medtem ko se
pri objektni klasifikaciji najprej posamezni piksli s podobnimi spektralnimi značilnostmi zdru-
žijo v segmente (objekte), nato se vsak segment dodeli določenemu razredu. Glede na to, kako
opravimo razdelitev razredov, ločimo med metodami nadzorovane in metodami nenadzorovane
klasifikacije podob. Glavna razlika med njima je način ustvarjanja učnih vzorcev. Metode nenad-
zorovane klasifikacije temeljijo na gručenju »naravnih« skupin (angl. clusters), ki se pojavljajo v
populaciji glede na izbrane spremenljivke. Na razvrščanje v skupine ne moremo vplivati, saj al-
goritem klasifikacije sam združuje podatke glede na njihovo podobnost. Nenadzorovane metode
klasifikacije so prostorsko neodvisne in sosednje enote ne vplivajo druga na drugo. Najbolj zna-
čilna algoritma nenadzorovane klasifikacije sta: ISODATA (angl. iterative self-organizing data
analysis technique algorithm) in K-povprečje (Kanjir, 2009). Nadzorovana klasifikacija je v ve-
liki meri vodena s strani uporabnika. Ročno ustvarjene vzorce uporabnik pripiše enemu izmed
znanih razredov. Klasifikacijo sestavljata dva koraka: (i) faza razvrščanja v razrede in (ii) faza
učenja. Izbira učnih vzorcev temelji na uporabnikovem poznavanju območja, rezultati izbire
učnih vzorcev se bodo razlikovali od uporabnika do uporabnika. Računalnik glede na izbran
algoritem klasifikacije izračuna spektralni podpis za vsak učni vzorec. Obstaja veliko različnih
algoritmov in metod za razvrščanje pikslov v razrede, najbolj značilni so (i) metoda najmanjše
razdalje, (ii) paralelepipedna metoda, (iii) metoda največje vejretnosti, (iv) k-najbližji sosed, (v)
metoda podpornih vektorjev (Kanjir, 2009).
2.1.2 Pristopi klasifikacije stavb z globokim učenjem
Obsežen pregled uporabe globokega učenja v daljinskem zaznavanju najdemo v prispevku Zhu
in sod. (2017). Večina novejših raziskav klasifikacije stavb temeljijo na uporabi Faster R-CNN
in Mask R-CNN. Ti kot vir podatkov uporabljajo satelitske ali letalske posnetke visoke pro-
storske ločljivosti. Pri študiji samodejne klasifikacije stavb sta Shetty, Mohan (2018) uporabila
podatkovno zbirko satelitskega sistema WorldView-2 z učnimi primeri pankromatskih posnetkov
prostorske ločljivosti 0,46 m. Ugotovila sta, da uporaba konvolucijskih nevronskih mrež omo-
goča klasifikacijo stavb raznolikih oblik s točnostjo 99 %, pri učenju z 2000 epohami v primerjavi
z metodo linearnih podpornih vektorjev, pri kateri je bila dosegljiva točnost klasifikacije 88,3 %.
V študiji Wen in sod. (2019) so za samodejno klasifikacijo stavb uporabili satelitske posnetke
Google Earth. Med sabo so primerjali uspešnost učenih modelov klasifikacije na podlagi Faster
R-CNN in Mask R-CNN, slednji so dodali rotacijsko matriko za prepoznavo geometrije stavb.
Zaključijo z dejstvom, da se z uporabo regijskih konvolucijskih nevronskih mrež lahko dosežejo
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dobri rezultati klasifikacije. Z uporabo podatkovne zbirke DeepGlobe1, ki vsebuje učne primere
stavb iz satelitskih posnetkov prostorske ločljivosti 0,3 m, so Zhao in sod. (2018) nadgradili
osnovno ogrodje Mask R-CNN z algoritmom regularizacije mej zaznanih stavb. S predlagano
rešitvijo so izboljšali predvsem zmožnost klasifikacije bolj pravilnih geometrijskih oblik stavb.
V primerjavi s satelitskimi posnetki so letalski posnetki višje prostorske ločljivosti, a z manj
spektralnimi kanali. Uporaba letalskih posnetkov za samodejno klasifikacijo stavb omogoča
predvsem zaznavo kompleksnejših stavb z višjo točnostjo (Boguszewski in sod., 2020). Nekateri
primeri podatkovnih zbirk za globoko učenje, katerih učni primeri so izdelani iz letalskih po-
snetkov, so: Massachusetts Buildings Dataset2, Inria Aerial Image Labeling Dataset3 in AIRS
Automatic Mapping of Buildings Dataset4. Z uporabo podatkovnih zbirk letalskih posnetkov
za samodejno klasifikacijo in segmentacijo stavb je bilo opravljenih več raziskav v zadnjih letih
(Demir in sod., 2018; Ji in sod., 2019; Zhou in sod., 2019). Pri omenjenih raziskavah so uporabili
Mask R-CNN, s katero so dosegli visoko točnost klasifikacije stavb, večinoma nad 89 %. Po-
membna ugotovitev pri omenjenih raziskavah je ta, da je Mask R-CNN primerno za klasifikacijo
stavb, ker omogoča prepoznavo podrobnih objektov z višjo točnostjo, kot predhodne rešitve.
2.2 Uvod v računalniški vid
Namen računalniškega vida je izluščiti uporabne informacije iz slik (Prince, 2012), torej reše-
vanje nalog, ki jih je sposoben reševati človek z vidom. Osnovni motiv računalniškega vida je
neposredno povezan z idejo umetne inteligence (angl. artificial intelligence), področje se ukvarja
z reševanjem kompleksnih problemov z računalniki. Cilj področja je razvoj inteligentnih sis-
temov, ki so sposobni reševati kompleksne probleme na podlagi naučenih primerov. Uporaba
metod računalniškega vida vključuje razpoznavanje in sledenje objektov, interpretacijo objektov
tako na slikah kot na videoposnetkih tudi v realnem času. Skoraj 90 % aplikacij računalniškega
vida danes uporablja metode globokega učenja z nevronskimi mrežami (Solina, 2006).
Začetki razvoja računalniškega vida segajo v 70. leta prejšnjega stoletja, ko je procesorska,
grafična in pomnilniška moč računalnikov dosegla primeren nivo za obdelavo večje količine po-
datkov. Tehnologija računalniškega vida je bila v preteklosti draga in se je praktično uporabljala
le na področjih, ki so prenesla visoko ceno implementacije, to so bili predvsem vojaški sistemi
za interpretacijo satelitskih slik za prepoznavanje sovražnih objektov, sistemi za vodenje raket
in sistemi za preučevanje in interpretacijo dogajanja na bojiščih z namenom sklepanja boljših
strateških odločitev. Hiter napredek v računalniški tehnologiji, vedno boljše procesorske in gra-
fične zmogljivosti računalnikov so omogočile predor praktične uporabe računalniškega vida na
novejša področja. V zadnjem desetletju smo priča sunkovitemu razvoju avtonomnih vozil, ki so
sposobni vožnje popolnoma brez operaterja. Računalniški vid se je uveljavil tudi v medicini, kjer
se z uporabo tehnologije lažje diagnosticirajo določene bolezni in olajša izvajanje zdravniških po-
segov (Solina, 2006). Tudi področje daljinskega zaznavanja in fotogrametrije je tesno povezano
z uporabo računalniškega vida, najbolj značilne naloge uporabe so (i) samodejna kalibracija






Šanca S. 2020. Samodejna klasifikacija stavb z globokim učenjem.
Mag. delo. Ljubljana, UL FGG, Magistrski študijski program II. stopnje Geodezija in geoinformatika. 5
Cilj računalniškega vida je interpretacija objektov, ki jo lahko razdelimo na štiri temeljne naloge
(López Gomez, 2019):
1. Klasifikacija slik (angl. image classification) – sistem na vhodni sliki prepozna objekt in
napove verjetnost, da objekt pripada določenemu razredu.
2. Prepoznava objektov (angl. object detection) – sistem na vhodni sliki prepozna in locira
različne primere objektov in poda verjetnost pripadnosti objektov določenemu razredu.
3. Semantična segmentacija (angl. semantic segmentation) – sistem za vsak piksel na sliki
predlaga razred, h kateremu naj bi piksel pripadal.
4. Segmentacija primerov (angl. instance segmentation) – kombinacija prepoznave objektov
in semantične segmentacije. Sistem locira vsak objekt in ga predstavi s pikselsko masko.
Temeljne naloge računalniškega vida prikazujemo na sliki 1:
Slika 1: Temeljne naloge računalniškega vida
(Vir: https://medium.com/onepanel/instance-segmentation-with-mask-r-cnn-and-
tensorflow-on-onepanel-6a072a4273dd)
2.3 Strojno in globoko učenje
Strojno učenje spada v področje umetne inteligence. Osnovna ideja strojnega učenja je samo-
dejno opisovanje pojavov iz podatkov. Rezultati učenja na podlagi podatkov so lahko odločitvena
pravila, funkcije, relacije, verjetnostne porazdelitve ali sistemi enačb. Metode strojnega učenja
delimo na način uporabe naučenega znanja iz podatkov, to so klasifikacija, regresija, učenje
asociacij in logičnih relacij (Kononenko, 2005).
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V daljinskem zaznavanju uporabljamo predvsem metode klasifikacije podob. Objekt na podobi
je opisan z množico atributov (značilk), s klasifikatorjem določimo, kateremu razredu določen
objekt na podobi pripada. Pogosto uporabljeni klasifikatorji v daljinskem zaznavanju so (1)
najbližji sosedi (angl. nearest neighbours), (2) odločitvena drevesa (angl. decision trees), (3)
naključni gozdovi (angl. random forest), (3) Bayesov klasifikator in (4) podporni vektorji (angl.
support vector machines).
Podveja strojnega učenja je globoko učenje, ki za modeliranje uporablja globoke nevronske
mreže. Za klasifikacijo se uporabljajo predvsem usmerjene večslojne nevronske mreže, ki so se-
stavljene iz več med seboj povezanih slojev nevronov. Pri tem vhodni nevron ustreza atributom,
skriti, večslojni nevroni in izhodni nevroni ustrezajo razredom. Nevroni so med sabo povezani.
Naloga učenega algoritma globokega učenja je nastaviti uteži na povezavah med nevroni tako,
da bo klasifikacijska napaka čim manjša. Med klasifikacijo nevronska mreža določi vrednosti
vhodnih atributov za dani novi primer, nato se za nevrone na naslednjem sloju izračunajo vre-
dnosti na izhodnem nevronu kot utežena vsota vhodnih podatkov. Na zadnjem, izhodnem sloju
nevronske mreže se določi razred novemu primeru (Kononenko, 2005).
2.4 Umetne nevronske mreže
Teorijo umetnih nevronskih mrež povzemamo po avtorjih Račič (2019) in López Gomez (2019).
Umetne nevronske mreže so zasnovane po biološkem modelu človeških možganov. Umetno ne-
vronsko mrežo sestavlja veliko število med seboj povezanih nevronov, ki matematično predsta-
vljajo skupek uteži. Nevronsko mrežo poenostavljeno prikažemo kot usmerjen graf, brez ciklov.
Vsak par sosednjih slojev ima med sabo povsem povezane elemente, nevroni znotraj slojev niso
povezani. Poenostavljen prikaz nevronske mreže z dvema skritima slojema prikazujemo na sliki
2.
Slika 2: Nevronska mreža z dvema skritima slojema
(Vir: https://cs231n.github.io/assets/nn1/neural_net2.jpeg)
Vsaka nevronska mreža je zgrajena na podoben način, v primeru globokih nevronskih mrež je
število skritih slojev občutno večje. Namen vhodnega sloja je sprejem in podajanje podatkov,
naloga skritih slojev je izvajanje matematičnih operacij, naloga izhodnega sloja je predstavitev
izhodnih vrednosti. Matematično enačbo za izračun izhodnih vrednosti zapišemo:
y = f(
∑
wixi + bi) (1)
Kjer f predstavlja aktivacijsko funkcijo, xi vhodni signal z utežjo wi in bi konstantni člen. Indeks
i predstavlja število vrednosti vektorja. Vsak sloj nevronske mreže ima več takih elementov. Z
aktivacijsko funkcijo omejimo izhodne vrednosti v določen interval, tako preprečimo prekomerno
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variabilnost vrednosti nevronov. Pri učenju nevronske mreže nastavljamo uteži tako dolgo, da
je pogrešek napovedi izhodne vrednosti čim manjši.
2.5 Konvolucijske nevronske mreže
Specifični primer umetnih nevronskih mrež za procesiranje naravnega jezika (angl. natural lan-
guage processing) in za klasifikacijo ter segmentacijo slik (Račič, 2019) so konvolucijske nevron-
ske mreže. Poglavje namenjamo podrobnemu razumevanju in pregledu teorije ter arhitekture
konvolucijskih nevronskih mrež. Podrobni pregled teorije najdemo v knjigi Goodfellow in sod.
(2016). Poglavje 2.5 smo povzeli po študijah avtorjev Pešek (2018), Račič (2019) in Waleed
Zafar (2018).
Koncept konvolucijskih nevronskih mrež izhaja iz področja nevroznanosti, natančneje iz raziskav
dveh Nobelovih nagrajencev Davida Hubela in Torstena Wiesla o vidnem sistemu mačk in opic.
Ugotovila sta, da se nekateri nevroni v možganih sesalcev intenzivneje odzovejo na specifične
robne vzorce, prikazane pod različnim kotom, kot na vzorce prikazane pod enakim kotom. Vidni
sistem človeka sestavlja več gradnikov, na enak način so modelirane konvolucijske nevronske
mreže, od prepoznave splošnih značilnosti do prepoznave podrobnejših značilnosti.
Podatki, ki jih obdelujemo s konvolucijskimi nevronskimi mrežami, imajo značilno mrežno to-
pologijo (angl. grid-like topology). Primer takih podatkov so časovne vrste, ki jih predstavimo
v obliki enodimenzionalnega grida z vzorčnimi intervali, in slikovni podatki, ki jih predstavimo
z dvodimenzionalno matriko pikslov.
Klasični primer konvolucijske nevronske mreže vsebuje tri osnovne sloje, ki se lahko ponavljajo.
To so: (1) konvolucijski sloji (angl. convolutional layers), (2) združevalni sloji (angl. pooling
layers) in (3) polno povezani sloji (angl. fully connected layers). Globoko nevronsko mrežo
sestavlja veliko število takih slojev, da je sposobna prepoznavanja podrobnih vzorcev in objektov.
Primer poenostavljene arhitekture konvolucijske nevronske mreže za prepoznavo ročno napisanih
števil prikazuje slika 3.
Slika 3: Prikaz arhitekture konvolucijske nevronske mreže za prepoznavo napisanih števil
(Waleed Zafar, 2018: str 10)
Vsaka konvolucijska nevronska mreža je zgrajena iz velikega števila osnovnih slojev, vsak sloj ima
svojo funkcijo, ki izvede določeno matematično operacijo. Vhodna slika se premika skozi prvi
sloj konvolucije, pri tem se informacija značilk razširja skozi skrite sloje. Za vsak sloj nevronske
mreže se na podlagi aktivacijske funkcije aktivirajo rezultati prejšnjega sloja. Rezultat zadnjega
sloja se potem primerja z rezultatom ciljne vrednosti. Proces se imenuje »prehod naprej« (angl.
forward pass).
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2.5.1 Konvolucijski sloji
Pomembno vlogo pri delovanju konvolucijske nevronske mreže ima konvolucijski sloj, majhno
slikovno polje velikosti n x n, ki ga imenujemo jedro, matrika filtra ali poenostavljeno filter.
Enačbo konvolucije definiramo kot posebno vrsto linearne operacije med vhodno sliko I(a, b) in
filtrom f(i, j):





I(a, b)f(i− a, j − b) (2)
Pri konvoluciji se torej premika okno filtra f(i, j) skozi celotno sliko I(a, b) na vhodnem nivoju.
Premik filtra skozi sliko združuje višje nivojske informacije in gradi predstavitev objekta ter po
aktivaciji filtra izdela dvodimenzionalno aktivacijsko matriko (angl. activation map). Numerične
vrednosti aktivacijske matrike se izračunajo z matričnim množenjem vrednosti lege filtra na
vhodni podobi in vrednosti filtra, kot je prikazano na sliki 4.
Slika 4: Praktični prikaz konvolucije
(Vir: https://miro.medium.com/max/464/0*e-SMFTzO8r7skkpc)
Konvolucijski sloj nevronske mreže je tako kombinacija večkratnih konvolucijskih filtrov, katerih
matrične vrednosti predstavljajo parametre posameznega nevrona. Sloji konvolucijske nevronske
mreže so razdeljeni v tri dimenzije: širina (angl. width), višina (angl. height) in globina (angl.
depth), kot je prikazano na sliki 5. Vhodna slika je označena z rdečo, širina in višina predstavljata
dimenzijo slike in globina število spektralnih kanalov (rdeči, zeleni in modri kanal) v primeru
trikanalne podobe.
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Zaradi prostorske nespremenljivosti in poenostavitve nevronske mreže za obdelavo slik je pri-
merno zmanjšati dimenzije aktivacijskih matrik. To nalogo prevzamejo združevalni sloji, ki
dimenzije aktivacijskih matrik postopoma zmanjšujejo. Pogoste funkcije združevanja so združe-
vanje z maksimizacijo (angl. max pooling), združevanje s povprečenjem (angl. average pooling),
združevanje s funkcijo L2 ali stohastično združevanje (angl. stochastic pooling). Večinoma se
uporabljata združevanje z maksimizacijo in združevanje s povprečenjem, praktični prikaz obeh
metod prikazuje slika 6.
Slika 6: Primer združevanja z maksimizacijo in združevanja s povprečenjem
(Vir: http://sqlml.azurewebsites.net/2017/09/12/convolutional-neural-network/)
Naloga združevalnih slojev je zmanjšati število parametrov in računsko kompleksnost nevron-
ske mreže. Obstajajo tudi arhitekture nevronskih mrež brez združevalnih slojev, primer take
nevronske mreže je »all convolutional network« (Pešek, 2018).
10
Šanca S. 2020. Samodejna klasifikacija stavb z globokim učenjem.
Mag. delo. Ljubljana, UL FGG, Magistrski študijski program II. stopnje Geodezija in geoinformatika.
2.5.3 Polno povezani sloji
Zadnji sloj konvolucijskih nevronskih mrež predstavljajo polno povezani sloji, pri katerih je
vsak nevron v sloju povezan z nevronom iz predhodnega sloja. Polno povezani sloj deluje
kot klasifikator, saj uporabi vrednosti nabora značilk in kot rezultat vrne klasifikacijski vektor.
Najbolj pogost klasifikator je softmax, ki ima za vsako vrednost izhodnega nevrona realno število
v intervalu [0,1], seštevek vseh elementov vektorja je 1. Posamezni element vektorja predstavlja






Skalar z = [z1, ....zN ] predstavlja izhodišče funkcije, N predstavlja število vseh vhodnih signalov.
Spodnji del funkcije softmax normira k-dimenzionalni vektor števil. Spremenljivka zj predstavlja
poljubno izhodno vrednost nevrona, pri čemer je vektor z normiran, vrednosti znotraj intervala
so med [0,1] in vsota vseh elementov vektorja z je enaka 1.
2.5.4 Aktivacijske funkcije
Vloga aktivacijskih funkcij je preslikava vhodnih vrednosti v izhodne, kajti brez aktivacijskih
funkcij bi bil matematični model nevronske mreže le preprosta linearna regresija, ki za komple-
ksnejše naloge ni uporabna ter večinoma dosega slabše rezultate. Aktivacijska funkcija omogoča,
da iz zapletenih, več-dimenzionalnih, nelinearnih podatkov s kombinacijo preprostih gradnikov
zgradimo zahtevne arhitekture nevronskih mrež. Izbira aktivacijske funkcije je odvisna od nalog,
ki jih z nevronsko mrežo rešujemo, hkrati je pogoj, da je funkcija odvedljiva, saj bomo le tako
lahko posodobili vrednosti uteži. V nadaljevanju predstavimo najbolj značilne aktivacijske funk-
cije, od preprostejših do kompleksnejših. Lastnosti posameznih aktivacijskih funkcij v okviru
naloge ne opisujemo, ker podrobne informacije o vsaki najdemo v prispevku Nwankpa in sod.
(2018). Najznačilnejši primeri aktivacijskih funkcij so:
1. Sigmoidna ne-linearna aktivacijska funkcija (angl. Sigmoid Function)
σ(x) = 11 + e−x (4)
2. Usmerjena linearna enota ReLU (angl. Rectified Linear Unit)
f(x) = max(0, x) (5)
3. Prepustna usmerjena linearna enota (angl. Leaky ReLU)5
f(x) = max(x, αx) (6)
4. Hiperbolična tangentna funkcija (angl. Hyperbolic Tangent Function)
tanh(x) = 21 + e−2x (7)
5 S parametrom α se izognemo problemu izginjujočih gradientov (vrednost gradienta je 0) med učenjem ne-
vronske mreže (Mangafić, Žagar, 2020).
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2.5.5 Učenje konvolucijske nevronske mreže
Učenje konvolucijske nevronske mreže pomeni minimizacijo napake napovedi. V procesu učenja
iščemo primerne uteži, ki najbolje opišejo vhodne podatke za izbrane razrede. Izhodni sloj poda
približne vrednosti napovedi s funkcijo izgube (angl. loss function). Pri učenju se funkcija izgube
minimizira, izračuna se gradient na vsakem nevronu, vrednosti uteži (angl. weights) in odmika
(angl. biases) pa se prilagajajo z algoritmom vzvratnega razširjanja (angl. backpropagation).
Ta deluje po principu gradientnega spusta (angl. gradient descent), ki iterativno računa lokalni
minimum funkcije izgube v smeri najhitrejšega spuščanja.
Funkcije izgube (angl. loss functions) so odvedljive funkcije uporabljene pri procesu učenja ne-
vronske mreže. V matematičnem smislu funkcija izgube preslika ciljni izhod mreže y in ciljni
rezultat mreže ŷ v realno število, ki predstavlja vrednost napačne napovedi. Najpogosteje upo-
rabljene funkcije izgube za naloge klasifikacije so:
1. Funkcija skupne srednje kvadratne napake (angl. Total Mean Square Error - TMSE)




||yi − ŷi||2 (8)
2. Funkcija križne entropije (angl. cross entropy loss - CEL)
H(y, ŷ) = −(ŷ · log(yi) + (1− ŷ) · log(1− y)) (9)
3. Funkcija izgube softmax (angl. softmax loss)









Nevronsko mrežo učimo z minimizacijo napake napovedi in s prilagajanjem vrednosti uteži,
da učeni model najbolje opiše naše podatke. Kompleksnost nevronske mreže določa število
slojev in število nevronov na posameznem sloju. Več kot je slojev in nevronov, večje bo število
parametrov, ki se jih lahko mreža nauči.
2.6 Konvolucijske nevronske mreže za detekcijo objektov
Za naloge klasifikacije in prepoznave objektov so konvolucijske nevronske mreže že izdelane in
dostopne, prav tako so modeli že naučeni na večjih podatkovnih zbirkah, kot so ImageNet, MS
COCO, Pascal VOC idr. To pomeni, da lahko sami preizkusimo uspešnost delovanja naučenega
modela na danih testnih slikah ali na svojih. Učenje novega modela iz nič na velikih podatkovnih
zbirkah bi bilo zamudno, zato so pred-učene uteži prosto dostopne in jih lahko z učenjem na
drugi podatkovni zbirki prilagodimo za izvajanje podobnih nalog prepoznavanja ali segmenta-
cije. V nadaljevanju predstavimo najznačilnejša ogrodja konvolucijskih nevronskih mrež, ki se
uporabljajo za detekcijo objektov. Posebej izpostavimo Mask R-CNN, ki smo jo uporabili pri
lastni raziskavi.
2.6.1 Detekcija objektov brez uporabe konvolucijskih nevronskih mrež
Detekcija in segmentacija objektov temelji na pridobivanju značilk iz slik z uporabo drsnega
okna (angl. sliding window). Posebno znani sta dve metodi: (i) HOG – histogrami orientiranih
gradientov (angl. Histograms of Oriented Gradients) in (ii) SIFT – od merila neodvisna trans-
formacija značilk (angl. Scale Invariant Feature Transform). Osnovna ideja metode HOG je,
da se oblike značilk na sliki lahko karakterizirajo s porazdelitvijo lokalnih gradientov intenzitet
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in smeri robov. Z linearnim klasifikatorjem, kot je SVM, se izdela klasificirana slika, ki pove
ali je bil objekt prepoznan ali ne. Več o metodi najdemo v Dalal, Triggs (2005). Metodo SIFT
je razvil Lowe (1999), v praksi se uporablja za naloge prepoznave objektov in za slikovno uje-
manje (angl. image matching). Deluje na podlagi lokalizacije ključnih točk, glede na katere se
izračunajo gradienti v okolici ključnih točk. Za vrednosti gradienta se pridobi vektor značilk.
Potem se izločijo ključne točke robov in tiste z nizkim kontrastom ter se na podlagi Hughove
transformacije6 identificirajo skupine oblik, ki predstavljajo določen objekt na sliki. Hughova
transformacija je metoda za pridobivanje značilk določenih oblik iz slik. Klasični in obenem naj-
pogosteje uporabljen primer Hughove transformacije na podobi prepozna linije, kroge in elipse.
2.6.2 Pregled razvoja konvolucijskih nevronskih mrež za detekcijo objektov
Prva uspešna nevronska mreža za detekcijo objektov z metodo drsnega okna je bila OverFeat7, ki
je zajela naloge regijske klasifikacije na podlagi različnih meril drsnega okna in naloge regresije
prostorskega okna, ki prikazuje lego objekta na sliki. V prvem koraku se nevronska mreža
nauči klasificirati podobo, v drugem koraku se sloji nevronske mreže, namenjeni za klasifikacijo,
zamenjajo s sloji za regresijo prostorskega okna, tako se mreža nauči klasifikacije in lokalizacije
objekta hkrati (Waleed Zafar, 2018).
Obsežen pregled razvoja arhitektur regijskih konvolucijskih nevronskih mrež za detekcijo objek-
tov najdemo v prispevkih Girschick (2015), Girschick in sod. (2015), He, Gkioxari in sod. (2017),
T.-Y. Lin in sod. (2016) in Ren in sod. (2015).
Prvi primer regijske konvolucijske nevronske mreže za detekcijo objektov so predstavili Girschick
in sod. (2015), poimenovali so jo Region-based Convolutional Neural Network (R-CNN). R-CNN
sestavljajo trije moduli:
1. Modul za predlog regij RPN (angl. Region Proposal Network), ki vhodno sliko pregleda
z algoritmom Selective Search in generira okoli 2000 regij. Algoritem Selective Search
regije predlaga eksplicitno in ne naključno, kot ostali algoritmi, zato so avtorji izbrali 2000
predlaganih regij algoritma v času izdelave R-CNN.
2. Modul za pridobivanje značilk, ki za vsako predlagano regijo izdela vektor značilk.
3. Modul za klasifikacijo podobe z uporabo linearnega klasifikatorja SVM klasificira podobo
in jo predstavi s prostorskim oknom.
Detekcija objektov z R-CNN je počasna, hitrost prepoznave objektov na eni testni sliki je pri-
bližno 47 sekund, kar je zelo zamudno. Drugi problem sta fiksna velikost okenca za pridobivanje
značilk in izjemno dolgo učenje nevronske mreže.
Nadgradnja R-CNN je Fast R-CNN, pri kateri se najprej pridobijo značilke, nato se predlagajo
regije z novim združevalnim slojem Region of Interest (RoI) glede na nabor prepoznanih značilk.
Namesto linearnega klasifikatorja SVM se uporabljata klasifikator Softmax in regresija prostor-
skega okna, hkrati se vsi sloji nevronske mreže med sabo povežejo v polno povezani sloj. Fast
R-CNN je 10-krat hitrejši pri učenju in 10-krat natančnejši pri prepoznavi objektov, kot njegov
predhodnik (Girschick, 2015).
Nadgradnja Fast R-CNN je Faster R-CNN, ki predlog regij izvede z novim algoritmom Edge
Boxes. V procesu učenja nevronske mreže, se RPN uči povezano s preostalim modelom detekcije,
posledično je predlog regij hitrejši (do 10 ms na sliko), zato je število predlaganih regij višje, kar
vpliva na višjo natančnost prepoznave objektov in hkrati zmanjša čas učenja nevronske mreže
(Ren in sod., 2015).
6 http://homepages.inf.ed.ac.uk/rbf/HIPR2/hough.htm
7 https://arxiv.org/abs/1312.6229
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2.7 Mask R-CNN
Mask R-CNN (Mask Region Convolutional Neural Network) je izboljšano konvolucijsko ogrodje
za detekcijo in segmentacijo objektov. Razvili so jo He, Gkioxari in sod. (2017) pri Facebook
Artificial Intelligence Research (FAIR), kot nadgradnjo Faster R-CNN. Novost, ki jo vsebuje
Mask R-CNN glede na predhodnike, je sposobnost natančne semantične segmentacije objektov
in izdelava segmentiranih mask prepoznanih objektov. Zanimiv primer uporabe podobne teh-
nologije so predvsem avtonomna vozila, ki so v realnem času sposobna interpretirati okolico in
sklepati odločitve med vožnjo. Poglavje 2.7 je povzeto po magistrskih nalogah López Gomez
(2019), Pešek (2018) in Waleed Zafar (2018).
2.7.1 Hrbtna arhitektura ResNet in FPN
Hrbtna arhitektura (angl. backbone architecture) Mask R-CNN je ResNet v kombinaciji z omrež-
jem FPN (angl. Feature Pyramid Network), ki omogoča pridobitev nabora značilk različnega
merila. FPN uporablja dve smeri slojev za pridobitev značilk; od spodaj navzgor (bottom-up)
in od zgoraj navzdol (top-down), sloji so med sabo preskočno povezani. Višje ko gremo po slojih
mreže FPN, bolj podobne, semantično močnejše informacije izluščimo z značilkami. Značilke,
pridobljene na nižjih slojih, so višje ločljivosti, vendar so informacije manj podrobne in uporabne,
posebej takrat, ko želimo prepoznati manjše objekte. Da odpravimo to pomanjkljivost, FPN
uporablja pridobitev značilk v smeri od zgoraj-navzdol v obliki piramide. Delovanje omrežja
prikazujemo na sliki 7.
Slika 7: Prikaz delovanja omrežja FPN: Na vsakem sloju se napovejo značilke, na podlagi ka-
terih se pridobijo semantične informacije iz slike (López Gomez, 2018: str 12).
2.7.2 Mreža za predlog regij – Region Proposal Netwok
Hrbtna arhitektura generira nabor značilk, ki služijo kot vhodni podatek za Region Proposal
Network. Namen RPN-ja je pridobiti take primere, ki z veliko verjetnostjo vsebujejo iskani
objekt. Celotna slika se najprej preišče z drsnim oknom velikosti n x n. Središče slikovnega polja
se imenuje sidro (angl. anchor). Za vsak primer sidra se opredelijo referenčni primeri prostorskih
polj, ki služijo za napoved lokacije prepoznanega objekta. Število referenčnih prostorskih polj je
običajno 9, vsako z drugačnim merilom in velikostjo. Ko so referenčna prostorska polja izdelana
jih, RPN uporabi za (1) klasifikacijo objekta z napovedano verjetnostjo pripadnosti razredu in
za (2) regresijo prostorskega polja. Za končno napoved objekta se uporabijo prostorska polja z
večjo verjetnostjo, ki se potem prečistijo z regresijo.
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Slika 8: RPN celotno sliko preišče z drsnim poljem, izdela prostorska polja, običajno 9, ki se
uporabijo za klasifikacijo slike in regresijo prostorskega polja (López Gomez, 2018: str 13).
2.7.3 Sloj RoIAlign
Za razliko od Faster R-CNN, ki uporablja sloj RoIPool, Mask R-CNN uporablja sloj RoIAlign,
s katerim se izboljšata zmogljivost in točnost prepoznave objektov. Sidrna polja, ki jih generira
RPN, so različnih velikosti, kar ni učinkovito, ker so nabori značilk konvolucije posledično raz-
ličnih velikosti. RoIAlign transformira vsa sidrna polja različnih dimenzij v sidrna polja enakih
dimenzij. Predhodni sloj RoIPool primere prostorskega polja, ki jih generira RPN, razdeli v
neenake segmente, robovi segmentov večinoma niso usklajeni z robovi prostorskega polja. Da
se robovi uskladijo, se uporabi proces kvantizacije. Kvantizacija je proces zgoščevanja z izgubo,
pri kateri se nabor več vrednosti stisne v eno samo kvantno vrednost. Uporaba kvantizacije ni
učinkovita, ker so segmenti med seboj neusklajeni in so generirane maske prepoznanih objektov
manjše natančnosti. Da bi se izognili kvantizaciji, se uporablja sloj RoIAlign namesto RoIPool,
ki z bilinearno interpolacijo izdela segmente enake velikosti. Uporaba sloja RoIAlign izboljša
relativno natančnost prepoznane maske za 10–50 %. Na sliki 9 prikazujemo razliko v delovanju
obeh slojev. Kot je prikazano na spodnji sliki, RoiPool izdela segmente brez izgube vrednosti.
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Slika 9: Razlika v delovanju slojev ROIPool (levo) in ROIAlign (desno). RoiAlign manjkajoče
segmente interpolira, da imajo vsi enako velikost. Podrobne semantične informacije se tako ne
izgubijo, kar izboljša natančnost prepoznave objekta na sliki.
Vir: (https://miro.medium.com/max/700/1*en2vHrpgp0n3fLi2QKJOKA.png)
2.7.4 Glavni sloji nevronske mreže
Predlagane regije interesov (RoI) enakih dimenzij se uporabijo v zadnjem sloju mreže Mask R-
CNN za lokalizacijo objekta z mejnim prostorskim oknom (angl. bounding box) in za klasifikacijo
objekta. Nadgradnja Mask R-CNN je izdelava pikselske maske klasificiranega objekta. Glava
omrežja ne uporablja sidrnih polj za lokalizacijo objekta, saj so predlagane regije objekta že
znane, predlog regij se namreč izvede s slojem RoIAlign.
2.7.5 Učenje Mask R-CNN in funkcija izgube
Funkcijo izgube za vsako vzorčeno regijo interesa definira enačba 11:
L = Lcls + Lreg + Lmask, (11)
pri čemer Lcls predstavlja klasifikacijsko izgubo, Lreg regresijsko izgubo predloga prostorskega
okna in Lmask izgubo vrednosti maske binarne križne entropije dimenzije K · m2, pri čemer
K predstavlja binarno masko razreda in m ločljivost maske m x m za vsak posamezni razred
prepoznanega objekta. Učenje nevronske mreže Mask R-CNN se izvede v dveh korakih:
1. Učenje glave omrežja (angl. head layers), pri katerem hrbtne sloje omrežja zamrznemo in
učimo le naključno inicializirane sloje, to so sloji brez predhodno učenih uteži.
2. Učenje vseh slojev omrežja (angl. all layers), pri katerem se učijo vsi sloji, vključno s
hrbtnimi sloji. Ta korak se imenuje fino nastavljanje omrežja (angl. fine tuning) in služi
za izboljšanje parametrov zaznavanja.
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2.8 Podatkovne zbirke za prepoznavo objektov
Podatkovnih zbirk za naloge segmentacije podob in detekcije objektov je veliko. Izdelava la-
stne podatkovne zbirke in označitev primerkov zahteva precej časa. Večina raziskav prepoznave
in segmentacije objektov temelji na podatkovnih zbirkah, ki so prosto dostopne (Waleed Za-
far, 2018). Najznačilnejše, večje podatkovne zbirke za prepoznavo objektov so PASCAL VOC,
ImageNet in MS COCO, ki so predstavljene v nadaljevanju.
2.8.1 PASCAL VOC
Podatkovna zbirka Pascal Visual Object Classes (VOC)8 je prosto dostopna zbirka slik z ozna-
čenimi primerki in programsko opremo, namenjeno preizkusu nalog. Omogoča izvedbo nalog
klasifikacije, prepoznave in segmentacije objektov, dodatno omogoča izvedbo nalog aktivne kla-
sifikacije (angl. active classification) ter podrobne prepoznave oseb. Prvo različico podatkovne
zbirke so objavili leta 2005. Zadnja različica podatkovne zbirke je iz leta 2012 in vsebuje 10.000
primerov slik za učenje in 5000 primerov slik za testiranje in validacijo rezultatov. Slike pred-
stavljajo vsakdanje objekte in so kategorizirane v 20 različnih razredov. Format označitve učnih
primerov je XML (angl. eXtensible Markup Language) (Everingham in sod., 2009).
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2.8.2 ImageNet
Naslednik podatkovne zbirke Pascal VOC je ImageNet,9 ki velja za največjo podatkovno zbirko
nasploh, saj vsebuje več kot 15 milijonov ročno označenih slik visoke ločljivosti. Slike so kate-
gorizirane v 22.000 razredov (Deng in sod., 2009) po hierarhiji WordNet,10 ki je odprtokodna
zbirka besed, organizirana po drevesni strukturi sopomenk. Na enak način se pri ImageNet
delijo primerki razredov, od nad-razreda do specifičnega razreda. Primer take kategorizacije je
prikazan na sliki 11.
ImageNet omogoča klasifikacijo objektov, prepoznavo objektov in lokalizacijo posameznih objek-
tov (angl. single object localization) (Russakovsky in sod., 2014). V okviru tekmovanja z imenom
ImageNet Large Scale Visual Recognition Challenge (ILSVRC),11 so Krizhevsky in sod. (2012)
razvili novi primer konvolucijske nevronske mreže AlexNet, katere rezultati so bili za 10,8 %
boljši od predhodnikov. To je bil prvi primer učenja nevronske mreže z grafično procesno enoto
(GPU), kar je sprožilo veliko revolucijo na področju globokega učenja. Pri učenju Mask R-CNN
lahko uporabimo pred-učene uteži podatkovne zbirke ImageNet za preizkus zaznavanja objektov
in tudi za inicializacijo uteži v primeru učenja na lastni podatkovni zbirki.
Slika 11: Primeri slik in kategorizacija razredov podatkovne zbirke ImageNet
(Vir: https://devopedia.org/imagenet)
2.8.3 Microsoft Common Objects in COntext - MS COCO
Microsoftovo podatkovno zbirko MS COCO12 (angl. Microsoft Common Objects in COntext)
so razvili leta 2014. Je najsodobnejša podatkovna zbirka za naloge detekcije objektov, detek-
cije ključnih točk (angl. keypoint detection), segmentacije objektov (angl. stuff segmentation),
panoptične segmentacije (angl. panoptic segmentation) in opisovanja slik (angl. image cap-
tioning). MS COCO je velika podatkovna zbirka, z 330.000 označenimi primeri. Vsebuje 91
razredov, od teh ima 82 razredov več kot 5000 označenih primerov (T. Y. Lin in sod., 2014).
Slike v podatkovni zbirki COCO sledijo smiselnemu kontekstu in prikazujejo objekte iz vsakda-
njega življenja. Avtorji podatkovne zbirke verjamejo, da je kontekst ključen pojem pri uspešni
detekciji objektov. MS COCO prav tako omogoča ovrednotenje rezultatov detekcije z izračunom
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velikost zaznanih objektov (López Gomez, 2019). Razrede zadnje različice podatkovne zbirke
MS COCO prikazuje slika 12.
Slika 12: Razredi podatkovne zbirke MS COCO
(Vir: https://cocodataset.org/#explore)
Primeri slik so razvrščeni v 11 nad-razredov (oseba ali osebe, žival, vozilo, zunanji predmet,
prostor, kuhinjski pribor, hrana, pohištvo, inštrument, elektronika, notranji predmet), ki jih
lahko razdelimo v tri skupine (López Gomez, 2019):
(a) slike objektov (angl. iconic-object images) – primeri slik, na katerih se objekt nahaja v
središču slike,
(b) slike scen (angl. iconic-scene images) – primeri slik, ki so brez ljudi.
(c) neznačilne slike (angl. non-iconic images) – primeri slik, ki vsebujejo več primerov objektov
in hkrati vsebujejo primere objektov, ki se med seboj prekrivajo.
Značilni primeri slik za vsako izmed navedenih skupin so prikazani na sliki 13.
Slika 13: Primeri razdelitve slik v tri različne skupine
(Vir: https://cocodataset.org/#explore)
Modeli detekcije objektov, ki so učeni na podatkovnih zbirkah in vsebujejo več neznačilnih slik se
lažje generalizirajo. V primerjavi z ImageNet ima COCO manj razredov, vendar več označenih
primerov za vsak posamezni razred, kar omogoča natančnejšo prepoznavo objektov (T. Y. Lin
in sod., 2014). Nekateri primeri slik podatkovne zbirke so prikazani na sliki 14.
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Slika 14: Nekateri primeri slik in razredov v podatkovni zbirki MS COCO
(Vir: (T. Y. Lin in sod., 2014))
Predstavljene podatkovne zbirke vsebujejo veliko število označenih slik, ki so neuporabne za
problem klasifikacije stavb. Format zapisa slik se prav tako razlikuje od podatkovne zbirke.
Najpogosteje uporabljeni formati označitve slik so JSON, XML in YOLO (tekstovni format).
Za izdelavo podatkovne zbirke stavb potrebujemo podatke oziroma učne primere slik s stavbami,
ki so zapisani v formatu ene od podatkovnih zbirk, da lahko učimo nevronsko mrežo Mask R-
CNN za primer klasifikacije stavb.
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2.9 Zapis podatkov MS COCO
V okviru naloge smo izdelali lastno podatkovno zbirko za detekcijo stavb v obliki MS COCO.
V poglavju predstavimo format podatkov MS COCO in primer označitve učnih primerov po-
datkovne zbirke. Sam postopek izdelave lastne podatkovne zbirke stavb in učenje modelov
klasifikacije stavb predstavimo v poglavju 4.
2.9.1 Zapis JSON
Format zapisa učnih primerov podatkovne zbirke MS COCO je JSON13 (angl. JavaScript Object
Notation), za razliko od podatkovne zbirke PASCAL VOC, ki uporablja zapis XML. JSON je
preprost format za izmenjavo podatkov, enostaven in pregleden za uporabnika, tako za branje
in pisanje, kot tudi za generiranje in branje z računalnikom. Jezik temelji na jeziku JavaScript,
standard ECMA-262, tretja izdaja – december 1999. JSON je tekstovni format, ki je v celoti
neodvisen od programskega jezika in idealen za izmenjavo podatkov. Struktura jezika JSON je
univerzalna in jo opišemo z (ECMA, 1999):
• zbirko parov ime/vrednost – v različnih programskih jezikih je to realizirano kot objekt,
zapis, struktura, slovar, razpršena tabela ali asociativno polje.
• urejenim seznamom vrednosti – v različnih programskih jezikih je to realizirano kot polje,
vektor, seznam ali zaporedje.
Struktura JSON je univerzalna in jo razumejo vsi moderni programski jeziki. V JSON-u sta
strukturi organizirani po naslednji logiki:
• Objekt (angl. object) – predstavlja neurejeno množico parov ime/vrednost, začne se z
zavitim oklepajem ({) in konča z zavitim zaklepajem (}), imenu sledi dvopičje (:), pare
ime/vrednost ločimo z vejico (,).
• Seznam (angl. array) – predstavlja urejeno zbirko vrednosti, ki se začne z oglatim oklepa-
jem ([) in konča z oglatim zaklepajem (]). Vrednosti ločujemo z vejico (,).
• Vrednost (angl. value) – predstavlja lahko niz v dvojnih narekovajih, število, logični vre-
dnosti true in false, null, objekt ali seznam. Strukture so lahko gnezdene.
• Niz (angl. string) – predstavlja zaporedje nič ali več Unicode znakov, obdanih z dvojnima
narekovajema, možne so tudi ubežne sekvence. Znak predstavimo z enoznakovnim nizom.
• Število (angl. number) je predstavljeno na enak način kot v programskih jezikih C ali
Java, vendar brez uporabe osmiškega in šestnajstiškega zapisa.
• Prazen prostor (angl. whitespace) se lahko pojavi poljubno med dvema simboloma, razen
ko je v kodiranju določeno drugače.
Enostaven primer JSON zapisa za označitev učnih primerkov MS COCO predstavlja:
{
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2.9.2 Struktura podatkov MS COCO
Kot smo omenili v poglavju 2.8.3, vsebuje podatkovna zbirka MS COCO pet različnih formatov
označitev za: (1) detekcijo objektov, (2) detekcijo ključnih točk, (3) segmentacijo objektov, (4)
pan-optično segmentacijo in (5) opisovanje slik. Če želimo pripraviti lastno podatkovno zbirko
za specifično nalogo, moramo podatkovno zbirko zapisati v ustreznem formatu (COCO, 2014).
Osnovno strukturo, ki je skupna vsem petim nalogam, prikazujemo na sliki 15.










Prikazana podatkovna struktura je skupna za vseh pet tipov nalog in vsebuje tri razdelke: (i)
info, (ii) licences, (iii) images. Ostala dva razdelka annotations in categories se razlikujeta za
vsako posamezno nalogo. Pri nalogah pan-optične segmentacije se uporablja tudi razdelek se-
gment info. Razdelek categories se ne uporablja pri nalogah opisovanja slik. V nadaljevanju
podrobneje predstavimo vsak razdelek za naloge detekcije objektov na primeru lastne podat-
kovne zbirke stavb.
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1. Razdelek o osnovnih informacijah podatkovne zbirke
Predstavi osnovne informacije o podatkovni zbirki, kot so ime, url dostopa, različica, leto izde-
lave, avtor in datum izdelave.
"info": {
"description": "Prekmurje_2019",









2. Razdelek z licencami – licences
Vsebuje seznam vseh slik, ki so v podatkovni zbirki s pripadajočimi licencami. V primeru lastno
izdelane podatkovne zbirke imamo za vsako vzorčno sliko enako licenco. Če je podatkovna




"url": "http :// creativecommons.org/licenses/by-nc-sa/2.0/",
"id": 1,
"name": "Attribution -NonCommercial -ShareAlikeLicense"
},
{






3. Razdelek s slikami – images
Vsebuje celotni seznam vseh vzorčnih slik, ki se nahajajo v podatkovni zbirki. V tem delu so
vzorčne slike definirane z imenom vsake posamezne slike in s preostalimi informacijami, kot
so dimenzije slike, licenca, datum zajema, url in id. Pomembno je le, da podamo polja z
imenom slike in enoličnim identifikatorjem (id), ostala polja lahko izpustimo. V primeru lastne
podatkovne zbirke stavb podajamo le imena vzorčnih slik, ki smo jih poimenovali po atributu
SID, enolični identifikator za sliko se enostavno prepiše iz imena vzorčne slike.
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2.9.3 Primer označitve učnih primerov za detekcijo objektov
Format označevanja za zaznavanje objektov je najbolj pogost, saj velika večina nalog temelji na
prepoznavi objektov. Vsaki vzorčni sliki objekta pripravimo ustrezno binarno masko, ki se označi
glede na razred objekta, maski objekta se z algoritmom izračunajo segmentirane vrednosti, ki
se shranijo v končno datoteko podatkovne zbirke.
Slika 16: Struktura označitve podatkov za naloge detekcije objektov
(Vir: https://cocodataset.org/#format-data)
S kategorijo (angl. categories) je v MS COCO označen razred objekta (npr. ladja, pes), vsakemu
od razredov pripada tudi nad-kategorija ali nad-razred (npr. vozilo, žival). Podatkovna zbirka
MS COCO ima 91 razredov. Pri izdelavi lastne podatkovne zbirke lahko uporabimo že obstoječe
razrede ali si ustvarimo popolnoma novo podatkovno zbirko z lastnimi razredi in nad-razredi.
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Vsak razred mora biti edinstven. V primeru podatkovne zbirke za stavbe smo kot razred definirali
stavbo in kot nad-razred stavbe. Če izdelamo podatkovno zbirko, ki vsebuje le en razred za
prepoznavo objekta, bi lahko nad-razred izpustili, vendar COCO zahteva tudi podajanje nad-
razreda. Z enoličnim identifikatorjem id se znotraj podatkovne zbirke locira objekt, pripadnost
razredu in nad-razredu. Primer kategorizacije na razred in nad-razred v primeru podatkovne
zbirke MS COCO je predstavljen na izseku kode:
"categories": [
{"supercategory": "person", "id": 1, "name": "person"},
{"supercategory": "vehicle","id": 2, "name": "bicycle"},
{"supercategory": "vehicle","id": 3, "name": "car"},
{"supercategory": "vehicle","id": 4, "name": "motorcycle"},
{"supercategory": "vehicle","id": 5, "name": "airplane"},
...
{"supercategory": "indoor","id": 90,"name": "hair_drier"},
{"supercategory": "indoor","id": 91,"name": "toothbrush"}
]
V primeru lastne podatkovne zbirke stavb je kategorizacija na razred in nad-razred enostavna:
"categories": [{"supercategory": "buildings", "id": 1, "name": "buildings"}]
4. Razdelek označitve učnih primerkov – annotations
Vsak objekt, ki se nahaja na sliki je v podatkovni zbirki predstavljen z masko in ustrezno označen.
Če je na posamezni vzorčni sliki več istih objektov, se ustrezno označi vsak posamezni objekt.
Atributi razdelka označitve so sledeči:
• item – predstavlja enolični identifikator primera slike v podatkovni bazi,
• image_id – predstavlja identifikator slike z imenom,
• category_id – poda pripadnost objekta definiranemu razredu,
• segmentation – vsebuje seznam segmentiranih vrednosti mask posameznih objektov,
• area – predstavlja površino segmentirane maske objekta v pikslih,
• bbox (bounding box) – poda lokacijo in velikost mejnega okna maske,
• iscrowd (0 ali 1) – pove ali gre za segmentacijo enega ali več objekov (skupino objektov).
Za vsako definirano masko objekta se izračunajo segmentirane vrednosti regij, ki lego objekta
opišejo s slikovnimi koordinatami. Regije so lahko edinstvene (iscrowd = 0) in več-objektne
(iscrowd = 1).
Format segmentacije je sledeč:
• en sam objekt (angl. single object): iscrowd = 0, objekt se predstavi z masko, za katero
se izračunajo segmentirane vrednosti.
• več objektov (angl. collection of objects): iscrowd = 1, uporablja se takrat, ko je na
sliki prepoznanih več skupin enakih objektov hkrati, ki se lahko prekrivajo. Za izračun
segmentiranih vrednosti mask se uporablja algoritem RLE14 (angl. Run Length Encoding),
ki prepozna lokacije prednjih (angl. foreground) objektov. Namesto maske je rezultat
seznam pikslov in število pikslov znotraj maske objekta. Algoritem šteje od zgornjega
levega vogala slike proti desnemu in potem navzdol za vsako naslednjo vrstico slike.
14 https://www.techiedelight.com/run-length-encoding-rle-data-compression-algorithm/
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Za lažje razumevanje razdelka označitve predstavimo dva primera iz podatkovne zbirke MS
COCO.
Primer 1: Kolo













Na sliki 17 so segmentirane vrednosti mask zbrane v seznamu [[510.66, ... 510.45, 423.01]] s
površino maske 702 px, objekt je lociran s prostorskim oknom, katerega koordinate so zbrane v
seznamu [473.07, 395.93, 38.65, 28.67]. Atribut iscrowd = 0 pomeni, da je na sliki predstavljen
en sam objekt. Razred objekta je 2, kar v podatkovni zbirki MS COCO označuje kolo. Enolični
identifikator slike v podatkovni zbirki je 289343.
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Primer 2: Skupina slonov















Slika 18 ima segmentacijo podano v obliki RLE, skupna površina mask znaša 220834 px s
petnajstimi prostorskim okni, ki vsakega slona locirajo na sliki. Za vsako prostorsko okno so
podane koordinate. Razred objekta je 22, kar v podatkovni zbirki MS COCO označuje slona.
ID slike je 245915.
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3 VIR IN PREDOBDELAVA PODATKOV
3.1 Kataster stavb
Temeljno evidenco podatkov o stavbah in o delih stavb v Republiki Sloveniji predstavlja kataster
stavb, ki obenem podaja tudi tehnično osnovo za evidentiranje pravnih razmerij na stavbah in
delih stavb. Kataster stavb se povezuje z zemljiškim katastrom in z zemljiško knjigo. Zakon
o evidentiranju nepremičnin (ZEN – Uradni list RS št. 47/06) in Pravilnik o vpisih v kataster
stavb (Uradni list RS. Št. 22/2007) podajata zakonsko podlago za vzpostavitev, vodenje in
vzdrževanje katastra stavb.
Namen katastra stavb je evidentiranje vseh stavb v Republiki Sloveniji, predvsem za obdavči-
tev nepremičnin. Za vzdrževanje podatkov o stavbah je pristojna Geodetska uprava Republike
Slovenije. Masovni zajem in vzdrževanje prostorskih podatkov se izvajata s fotogrametričnimi
metodami. Geodetski inštitut Slovenije izvaja samodejno klasifikacijo stavb na letni ravni s
strojnim učenjem, z metodo objektne klasifikacije z namenom posodabljanja prostorskih evi-
denc Geodetske uprave Republike Slovenije in monitoringa prostora za Ministrstvo za okolje
in prostor. Podrobnosti o postopku najdemo v zaključnem poročilu Mangafić, Skumavc in sod.
(2020). V operativnem navodilu za zajem podatkov o stavbah je zahtevana položajna natančnost
0,5 m, kar se lahko zadosti le s satelitskimi ali letalskimi posnetki prostorske ločljivosti 1 m ali
boljše. Osnovni slikovni vir za zajem stavb v Sloveniji predstavljajo podatki Cikličnega aerosne-
manja Slovenije (CAS) in iz njih izdelani barvni ortofoti prostorske ločljivosti 0,5 m (DOF050) ali
0,25 m (DOF025) in bližnji infrardeči ortofoti prostorske ločljivosti 0,5 m (DOF050IR) (Grigillo,
2010).
3.2 Ciklično aerosnemanje Slovenije
Ciklično aerosnemanje (CAS) v Sloveniji izvajamo od leta 1975, letalski posnetki so v merilu
1:17.500. Prvotni letalski posnetki vse do leta 2002 so bili posneti z analognim fotogrametričnim
aerofotoaparatom v črno-beli ali barvni tehniki. Od leta 2006 naprej se za aerosnemanje upora-
blja digitalni fotogrametrični aerofotoaparat. Prostorska ločljivost posnetkov znaša med 0,25 m
in 0,5 m. Celotno območje Slovenije se snema ciklično v obdobju dveh do štirih let v tribarv-
nem spektru (RGB) in v bližnjem infrardečem spektru (IR). Aerofotografije so transformirane v
državni koordinatni sistem s planimetrično natančnostjo 30 cm in višinsko natančnostjo 40 cm.
Radiometrična ločljivost posnetkov RGB znaša 24 bitov, torej 8 bitov za posamezni rdeči, modri
in zeleni kanal. Bližnji infrardeči posnetki so radiometrične ločljivosti 8 bitov na kanal, torej
24 bitov za vse tri kanale (Grigillo, 2010). Dostop do aerofotografij omogoča GURS v formatu
GeoTiff (GURS, 2019).
3.3 Državni ortofoto
Državni ortofoti so izdelani iz aeroposnetkov. Z upoštevanjem podatkov o reliefu in absolutne
orientacije aeroposnetkov so transformirani v državni koordinatni sistem D96/TM. V metričnem
smislu je ortofoto enak linijskemu načrtu ali karti. Barvni, tri-kanalni ortofoti so izdelani s
prostorsko ločljivostjo 0,5 m (DOF050), tudi bližnji infrardeči ortofoti so izdelani s prostorsko
ločljivostjo 0,5 m (DOF050IR) (Grigillo, 2010). Ortofoti so razdeljeni po listih TTN5 (temeljni
topografski načrt v merilu 1:500). Velikost enega lista ortofota znaša 2.250 x 3.000 m. Slovenija
je v celoti pokrita z barvnimi ortofoti prostorske ločljivosti 0,5 m ter z infrardečimi ortofoti
prostorske ločljivosti 0,5 m (GURS, 2019).
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Zadnje stanje izdelanih ortofotov države prikazuje slika 19. Ortofote območja označenega z
rdečo barvo smo uporabili za izdelavo lastne podatkovne zbirke stavb.
Slika 19: DOF: zadnje stanje. Z rdečo barvo prikazujemo uporabljene liste ortofotov za izde-
lavo podatkovne zbirke stavb.
(Vir: https://www.e-prostor.gov.si/zbirke-prostorskih-podatkov/topografski-in-
kartografski-podatki/ortofoto/
3.4 Generalizirana podrobna namenska raba prostora
Sloj generalizirane podrobne namenske rabe je vzpostavilo Ministrstvo za okolje in prostor
(MOP), namen sistema je spremljanje stanja v prostoru. V generalizirani podrobni namen-
ski rabi prostora je zbrana podrobna namenska raba prostora države iz vseh veljavnih občinskih
prostorskih aktov (MOP, 2019), ki so: (i) občinski prostorski načrt (OPN), (ii) prostorski red
občin (PRO) in (iii) dolgoročne in srednjeročne sestavine občinskih prostorskih aktov (prostorske
sestavine).
Podatki generalizirane podrobne namenske rabe prostora se uporabljajo zgolj za prikazovanje
prostorske razporejenosti stavbnih in drugih zemljišč in ne za ugotavljanje pravnega statusa teh.
Sloj je pripravljen na podlagi virov različne starosti in natančnosti ter z različno kategorizacijo
namenskih rab. Vrste podrobnih namenskih rab iz PRO in prostorskih sestavin, ki so vsebinsko
podobne s kategorizacijo OPN, so prevedene v ustrezne vrste podrobnih namenskih rab iz OPN.
Opis vseh atributov podrobne namenske rabe in šifrante osnovne (ONRP) in podrobne namenske
rabe prostora na prvem (PNRP1) in drugem nivoju (PNRP2) podrobneje opisuje dokument
MOP (2019).
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Za območja stavbnih zemljišč so pomembni šifranti podrobne namenske rabe prostora na prvem
nivoju (PNRP1), ki območja stavbnih zemljišč podrobno kategorizirajo na (MOP, 2019):
• S – območja stanovanj,
• C – območja centralnih dejavnosti,
• B – posebna območja,
• Z – območja zelenih površin,
• P – območja in omrežja prometne infrastrukture,
• T – območja komunikacijske infrastrukture,
• E – območja energetske infrastrukture,
• O – območja okoljske infrastrukture,
• F – območja za potrebe obrambe v naselju,
• A – površine razpršene poselitve.
Ker so grafični podatki generalizirane podrobne namenske rabe določeni v starem državnem
koordinatnem sistemu D48/GK, jih moramo pred uporabo transformirati v nov državni koor-
dinatni sistem D96/TM. Postopek transformacije smo izvedli z brezplačnim programom 3tra
(Berk, 2017).
3.5 Območje podatkov za izdelavo lastne podatkovne zbirke stavb
Pri izdelavi lastne podatkovne zbirke stavb za globoko učenje smo uporabili podatke katastra
stavb, in bližnje infrardeče ortofote prostorske ločljivosti 0,5 m, ki pokrivajo območje Murske
Sobote in širše okolice, kot je prikazano na sliki 20. Podatke generalizirane namenske rabe
smo uporabili za semantično čiščenje katastra stavb pred izdelavo podatkovne zbirke. Kataster
stavb celotne Slovenije smo obrezali na študijsko območje. Skupno število evidentiranih stavb
na študijskem območju površine 1386,96 km2 na dan 28. 3. 2020 znaša 98.743.
Slika 20: Študijsko območje za izdelavo učnih primerov podatkovne zbirke
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4 METODE
V nadaljevanju predstavimo izdelavo lastne podatkovne zbirke stavb za globoko učenje in po-
stopek učenja modelov klasifikacije stavb z uporabo Mask R-CNN.
4.1 Definicija razreda stavba
Pojem stavbe in dela stavbe opredeljuje (ZEN – Uradni list RS št. 47/06). Razred stavb
zajema izbrane učne vzorce stavb na študijskem območju. Po Boguszewski in sod. (2020) stavbo
definiramo kot objekt, ki je trajno na enem mestu, k stavbi štejemo streho in vidne zidove.
Primer razreda stavba prikazujemo na slikah 21 in 22.
Slika 21: Stavbe s streho Slika 22: Stavbe z vidnimi zidovi
4.2 Koraki izdelave podatkovne zbirke stavb
Korake izdelave lastne podatkovne zbirke stavb prikazujemo z diagramom na sliki 23. V nada-
ljevanju podrobneje predstavimo vsak posamezni korak.
Slika 23: Koraki izdelave podatkovne zbirke stavb
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4.3 Semantično čiščenje stavb
Namen semantičnega čiščenja stavb je generalizacija obrisov stavb oziroma njihovo posploševa-
nje. To pomeni, da se izločijo tisti obrisi, ki so preveliki, da bi jih lahko pretvorili v vzorčno sliko
in pripadajočo binarno masko ustrezne velikosti. Izločili smo tudi obrise, ki se po spektralnih
lastnostih enačijo s prometno infrastrukturo, predvsem s cestami, in stavbe, ki so premajhne, da
bi jih lahko ustrezno maskirali. Po generalizirani podrobni namenski rabi prostora smo izločili
stavbe, ki se nahajajo znotraj:
1. območij proizvodnih dejavnosti – PNRP1 je I; 1077 izločenih stavb,
2. območij in omrežij prometne infrastrukture – PNRP1 je P; 107 izločenih stavb,
3. območij komunikacijske infrastrukture – PNRP1 je K; 8 izločenih stavb,
4. območij energetske infrastrukture – PNRP1 je E, 79 izločenih stavb.
Obrisi, ki se nahajajo na območjih proizvodnih dejavnosti, so preveliki, da bi jih lahko ustrezno
predstavili z vzorčno sliko velikosti 128 x 128 px in binarno masko. Stavbe znotraj območij in
omrežij prometne infrastrukture se po spektralnih lastnostih enačijo s prometno infrastrukturo,
predvsem s cestami. Obrisi stavb na območjih komunikacijske in energetske infrastrukture
so premajhni, da bi jih lahko ustrezno maskirali, v večini primerov so to bili transformatorji.
Primere izločenih obrisov stavb za vsako območje podrobne namenske rabe prostora prikazujemo
na sliki 24. Po semantičnem čiščenju smo izračunali centroide stavb, ki smo jih uporabili kot
vhodni podatek za izdelavo vzorčnih slik in binarnih mask.
a) Prevelik industrijski objekt b) Prevelik industrijski objekt
c) Transformator d) Objekt s sončnim kolektorjem
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e) Železniška postaja f) Energetski objekt
Slika 24: Primeri izločenih obrisov stavb. Industrijski objekti so preveliki, da bi jih lahko
predstavili na eni vzorčni sliki, energetski in prometni objekti se mešajo z asfaltom. Komu-
nikacijski objekti, kot so transformatorji, so premajhni, da bi jih lahko ustrezno maskirali ali
pa imajo napačne obrise.
4.4 Izdelava binarnih mask in vzorčnih slik stavb
V primeru priprave lastne podatkovne zbirke smo učne primere, to je vzročne slike s pripadajo-
čimi binarnimi maskami stavb, izdelali z odprtokodnim orodjem Orfeo Toolbox with Tensorflow
(OTBTF). Orfeo toolbox (OTB) so razvili pri francoskem Nacionalnem centru za prostorske
raziskave (CNES), vsebuje širok nabor algoritmov za obdelavo daljinsko zaznanih podob, ge-
ometrične in radiometrične popravke, analizo sprememb, segmentacijo in klasifikacijo podob
(Grizonnet in sod., 2017; Hrovat, 2019). Modul OTBTF predstavlja razširitev osnovnega orodja
OTB, saj v kombinaciji z odprtokodno knjižnico za globoko učenje TensorFlow omogoča uporabo
pristopov globokega učenja pri obdelavi in analizi daljinsko zaznanih podob. Dodatne naloge,
ki jih omogoča razširjen modul, so (Cresson, 2020):
1. Izdelava vzorčnih slik in mask želene velikosti na podlagi vektorskih točk oz. centroidov
(angl. PatchesExtraction).
2. Učenje lastnega modela s knjižnico TensorFlow za klasifikacijo.
3. Uporaba modelov za klasifikacijo v kombinaciji z orodjem OTB.
Orodje PatchesExtraction omogoča izdelavo vzorčnih slik in pripadajočih binarnih mask želene
velikosti na podlagi vektorskih točk, v našem primeru so bili to izračunani centroidi stavb. Pa-
rameter velikosti vzorčnih slik (angl. patch size) in binarnih mask smo nastavili na 128. Razlog
za izbiro te velikosti je bil predvsem v ta, da lahko večino stavb na študijskem območju pred-
stavimo s svojo vzorčno sliko in binarno masko, kar pri ročnem pregledu vodi v hitro lociranje
stavbe in prihrani veliko časa. Izbira velikosti parametra vzorčne slike je odvisna tudi od naloge
klasifikacije. V primeru klasifikacije poljščin bi uporabili večje vzorčne slike, saj raznih učnih
primerov njiv ne bi bili sposobni predstaviti na premajhni vzorčni sliki.
Delovanje orodja PatchesExtraction predstavimo v nadaljevanju. Prvi vhodni podatek predsta-
vlja bližnji infrardeči ortofoto, v primeru analize časovnih vrst več bližnjih infrardečih ortofotov.
Drugi vhodni podatek so centroidi stavb, na podlagi katerih se izrežejo vzorčne slike in binarne
maske stavb. Ti se shranijo v obliki seznama slik dolžine n × 128, kjer n predstavlja število
izdelanih vzorčnih slik in pripadajočih binarnih mask ter parameter 128 velikost izdelane slike
oz. maske. Seznam dolžine n smo s skripto v Pythonu razdelili na n vzorčnih slik in n binarnih
mask velikosti 128 × 128 px, jih shranili s končnico .png ter vsakega poimenovali po atributu
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SID, ki ga je vseboval pripadajoči centroid. Binarne maske stavb se izdelajo na podlagi vek-
torskih obrisov stavb, ki jih predstavlja kataster stavb za študijsko območje. Pomembno je, da
so centroidi znotraj območja ortofota, saj v nasprotnem primeru dobimo prazne ali nepopolne
vzorčne slike in binarne maske. Robni centroid mora biti oddaljen vsaj 64 m od roba študij-
skega območja, da se izognemo nepopolnim vzorčnim slikam in binarnim maskam. Na levem in
spodnjem robu študijskega območja smo izločili 1394 centroidov stavb, ki se nahajajo znotraj
robnega pasa (angl. edge buffer).
Centroid definira območje vzorčne slike, v primeru prekrivanja dveh vzorčnih slik, se za vsako
stavbo izdela lastna vzorčna slika in binarna maska. Rezultati aplikacije PatchesExtraction so
tri-kanalne (RGB) vzorčne slike in binarne maske velikosti 128 ×128 px, ki so poimenovane po
atributu SID (identifikacijska številka stavbe).
Z orodjem PatchesExtraction smo izdelali 62.485 binarnih mask ter enako število vzorčnih slik
velikosti 128 × 128 px. Nekatere primere prikazujemo na sliki 25.
a) Stavba – SID: 10010587 b) RGB maska stavbe
c) Stavba – SID: 10011427 d) RGB maska stavbe
Slika 25: Prikaz učnih primerov stavb s pripadajočo masko
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4.5 Ročni pregled vzorčnih slik in binarnih mask
Uspešnost modelov globokega učenja je v veliki meri odvisno od števila in kakovosti učnih
primerov. Algoritmi sami po sebi niso sposobni razlikovati med slabimi in dobrimi podatki,
tega je sposoben le človek (Lafuente, 2019). Kakovost in zanesljivost učnih primerov močno
povečamo z ročnim pregledom, ki zahteva precej časa, skupaj 116 ur v našem primeru. V okviru
naloge smo ročno pregledali vseh 98.425 obrisov katastra stavb na študijskem območju, odkrili
smo 8248 primerov napačnih obrisov. Najbolj značilne napake pri obrisih stavb so mešanje s
travniki, njivami in sencami. Napačne obrise stavb bi lahko ustrezno popravili, vendar bi s tem
izgubili preveč časa, zato smo napačne obrise izbrisali. Napačnih obrisov stavb je veliko, tri
pogoste primere napak prikazujemo na sliki 26.
Slika 26: Primeri napačnih obrisov stavb
Brisanje izločenih vzorčnih slik in binarnih mask smo izvedli z lastno skripto v programskem
jeziku Python.
4.6 Izdelava podatkovne zbirke stavb v formatu MS COCO
Pregledane vzorčne slike in pripadajoče binarne maske smo pretvorili v zapis JSON, ki se upora-
blja za označitev učnih primerov stavb (poglavje 2.9.3). V prvem koraku označimo lokacije vseh
vzorčnih slik in pripadajočih binarnih mask glede na določen razred, v drugem koraku se bi-
narnim maskam objekta z ustreznim algoritmom izračunajo segmentirane vrednosti. Pretvorbo
vzorčnih slik in pripadajočih binarnih mask stavb smo izvedli s prosto dostopnim programskim
paketom cocosynth: Complete Guide to Creating COCO Datasets (Kelly, 2019a), katerega
izvorno kodo smo priredili za naš primer. Postopek pretvorbe v končno podatkovno zbirko
sestavljata dva koraka, ki ju predstavimo v nadaljevanju.
4.6.1 Označitev učnih primerov stavb
Označitev lokacij vzorčnih slik binarnih mask smo izvedli s skripto MaskJsonUtils.py, ki jo je
napisal Kelly (2019a). Za naš primer smo jo preuredili. S skripto se enolično določi lokacija
vzorčne slike in pripadajoče binarne maske na disku. Uporabnik poda barvo maske (angl. co-
lor categories) z vrednostmi RGB. Pri podatkovni zbirki stavb smo masko stavb predstavili z
belo barvo, zato je vrednost barvne kategorije (255, 255, 255). V naslednjem koraku defini-
ramo razred (angl. category) in nad-razred (angl. supercategory). Ker smo izdelali podatkovno
zbirko le z enim razredom, smo razred poimenovali z building (stavba) in nad-razred z bu-
ildings (stavbe). Rezultat označitve vzorčnih slik in pripadajočih binarnih mask je datoteka
mask_definitions.json, v kateri so zbrani vsi učni vzorci podatkovne zbirke.
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4.6.2 Pretvorba v datoteko podatkovne zbirke in izračun segmentacijskih vrednosti
Datoteko mask_definitions.json smo s skripto coco_json_utils.py pretvorili v končno datoteko
podatkovne zbirke – coco_instances.json. V datoteki so zbrane osnovne informacije o vsakem
učnem primeru, (poglavje 2.9.3), to so: enolični identifikator (id), identifikator slike (image_id),
identifikator kategorije (category_id), segmentacijske vrednosti mask zbrane v seznamu (se-
gmentation), površina maske (area), prostorsko omejevalno polje (bounding box) in vrednost
iscrowd, ta pove ali se na učnih primerih nahajajo stavbe, ki se prekrivajo (iscrowd = 1) ali
ne prekrivajo (iscrowd = 0). V primeru podatkovne zbirke stavb nimamo primerov, pri katerih
bi se stavbe prekrivale. Izsek prvega učnega primera z imenom 100110002.png predstavimo na










[[127,0, 27,5,..., 108,5, 7,0, 127,0, 27,5],
[30,0, 50,5, ... 17,5, 33,0, 30,0, 50,5],
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4.7 Učenje modelov klasifikacije stavb
Nevronsko mrežo Mask R-CNN sestavlja dva dela: (1) konvolucijsko ogrodje, namenjeno izlo-
čanju oblik iz slik, in (2) glava ogrodja, namenjena klasifikaciji, prepoznavi slikovnega polja in
napovedi maske prepoznanega objekta (Zhao in sod., 2018). Do repozitorija Mask R-CNN dosto-
pamo na povezavi https://github.com/matterport/Mask_RCNN. Učenje modela klasifikacije
stavb smo izvedli z Jupyter Notebook TrainMaskRcnn.ipynb V prvem koraku uvozimo ustrezne
knjižnice in nastavimo zahtevane poti. Parametre za učenje nevronske mreže nastavimo znotraj
razreda BuildingsConfig, ki ga prikazujemo na izseku kode:
class BuildingsConfig(Config ):
"""
Configuration for training on the buildings dataset.




# Train on 1 GPU & 1 image per GPU.
# Batch size is 1 (GPUs * images/GPU).
GPU_COUNT = 1
IMAGES_PER_GPU = 1
# Number of classes
NUM_CLASSES = 1 + 1 # background + 1 building class





BACKBONE = ’resnet101 ’
# Other parameters






config = BuildingsConfig ()
config.display ()
Parametri, ki jih lahko spreminjamo znotraj razreda BuldingsConfig, so:
• IME (NAME) – poda ime podatkovne zbirke stavb.
• GPU_COUNT – število grafičnih kartic, ki jih uporabimo v procesu učenja, če učimo
model na grafični kartici.
• IMAGES_PER_GPU – število učenih slik na grafično kartico.
• NUM_CLASSES – število razredov podatkovne zbirke, prvi razred (background) je osnovni,
ki mu prištejemo preostale. V našem primeru smo prišteli razred za stavbo (+1).
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• IMAGE_MIN_DIM in IMAGE_MAX_DIM – velikost vzorčnih slik in binarnih mask, za
naš primer znaša velikost 128 px.
• STEPS_PER_EPOCH – število ponovitev na epoho, ki pove, koliko ponovitev učenja se
izvede znotraj ene epohe. Privzeta vrednost Mask R-CNN je 1000, tega parametra nismo
spreminjali.
• VALIDATION_STEPS – število ponovitev validacije, parameter pove, kolikokrat se na eno
epoho učenja izvede validacija. Ta parameter ne vpliva na učenje, temveč le na pogostost
validacije rezultatov.
• BACKBONE – hrbtna arhitektura nevronske mreže, izbiramo lahko med ResNet-50 in
ResNet-101. ResNet-50 vsebuje 50 slojev, ResNet-101 pa 101 slojev. Bolj smiselno je
uporabiti hrbtno arhitekturo ResNet-101, ker so optimizacijske napake manjše v primerjavi
z ResNet-50 (He, Zhang in sod., 2015).
• RPN_ANCHOR_SCALES – parameter definira velikosti sidrnih polj, ki jih uporablja
modul za predlog regij (Region Proposal Network). Z manjšimi vrednostmi sidrnih polji
uspešneje prepoznamo podrobnosti na sliki.
• TRAIN_ROIS_PER_IMAGE – parameter pove, koliko regij naj se generira v fazi učenja
za vsak posamezni učni primer stavb.
Razred CocoLikeDataset omogoča branje podatkovne zbirke v formatu MS COCO, to je datoteke
coco_instances.json. V nadaljevanju preberemo podatkovni zbirki stavb ločeno za učenje in za
validacijo. Nevronsko mrežo učimo le na podlagi podatkovne zbirke za učenje (dataset_train),
s podatkovno zbirko za validacijo že v procesu učenja preverjamo uspešnost učenega modela.
Konvolucijsko ogrodje se iz primerov za validacijo ne uči, ampak jih uporablja le za preverjanje
uspešnosti klasifikacije. Podatkovna zbirka za učenje vsebuje 58.056 učnih primerov stavb,
podatkovna zbirka za validacijo vsebuje 860 primerov izven študijskega območja.
Pred začetkom učenja modelov klasifikacije stavb smo najprej izbrali pred-učene uteži (angl.
pretrained weights) ustrezne podatkovne zbirke. Mask R-CNN omogoča uporabo pred-učenih
uteži podatkovna zbirke MS COCO ali ImageNet. Tak način učenja se imenuje učenje s prenosom
znanja ali prenešeno učenje (angl. transfer learning) in je hitrejši, saj se učenje nevronske mreže
začne z že inicializiranimi utežmi, ki jih v procesu učenja na lastni podatkovni zbirki prilagajamo
(Kelly, 2019a). V nalogi smo se odločili za pred-učene uteži MS COCO.
Učenje modelov klasifikacije poteka v dveh fazah. V prvi fazi smo učili le glavne sloje nevronske
mreže (angl. head layers). V drugi fazi fino nastavljamo parametre modela iz prve faze, pri čemer
učimo vse sloje nevronske mreže (angl. all layers) in se učenje nadaljuje od zadnje epohe prvega
učenja. Pomemben parameter pri učenju konvolucijskih nevronskih mrež je hitrost učenja (angl.
learning rate), ta pove velikost koraka pri izračunu gradienta funkcije izgube, ki se pri učenju
nevronske mreže iterativno minimizira (angl. gradient descent). Pri učenju nevronske mreže
izberemo primerno hitrost učenja, da se izognemo premajhnemu in prekomernemu prileganju
uteži (angl. underfitting/overfitting). Hitrosti učenja nismo spreminjali, saj je prava vrednost
parametra bila že predhodno izbrana. V primeru finega nastavljanja uteži, se izbere desetkrat
manjša hitrost učenja, kar vodi v optimalno prileganje uteži (Kelly, 2019a).
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Odločili smo se za učenje treh modelov klasifikacije stavb:
1. M1: 50 epoh, glavni sloji, hitrost učenja 0,001.
2. M2: 120 epoh, glavni sloji, hitrost učenja 0,001.
3. M3: 300 epoh, vsi sloji, hitrost učenja 0,0001.
Učenje omenjenih treh modelov klasifikacije stavb je skupaj trajalo 218 ur. Da bi pohitrili proces
učenja, bi bilo smiselno prilagoditi programsko kodo za CUDO.15, učenje z grafično kartico bi
bilo hitrejše v primerjavi s CPU, in bi prihranilo več časa.
4.8 Priprava vzorčnih slik za testiranje
Za testiranje uspešnosti modelov klasifikacije stavb z orodjem OTBTF in modulom Patches-
Extraction (poglavje 4.4) pripravili vzorčne slike izven učenega območja. Izbrali smo primere
naselij z urbanimi in podeželskimi značilnostmi. Primeri večjih naselij z urbanimi značilnostmi
so: Ljubljana, Maribor, Novo mesto in Piran. Primera dveh manjših naselij s podeželskimi
značilnostmi sta Kranjska Gora in Zgornji Leskovec. Za vsak primer naselja smo izdelali 50
vzorčnih slik za testiranje. Dodatno smo preverili, ali modeli prepoznajo stavbe na območjih,
kjer jih ni: (njive, travniki, gozdovi, vodna območja, prometna infrastruktura, športni objekti,
parkirišča, ipd.). Tudi v tem primeru smo pripravili 50 vzorcev za testiranje. Vzorce smo izbrali
ročno, pri tem smo upoštevali kriterij raznolikosti spektralnih lastnosti vzorčnih slik.
4.9 Klasifikacija stavb z Mask R-CNN
Klasifikacijo stavb smo izvedli na pripravljenem testnem vzorcu izbranih naselij. V Jupyter
Notebooku z imenom mrcnn_Building_Detection.ipynb najprej nastavimo pot do datoteke uče-
nega modela klasifikacije stavb, ki smo ga shranili v formatu HDF5. Uporabili smo ga, ker je
standardni format za zapis modelov strojnega učenja in ga uporablja tudi Keras. Razred Infe-
renceConfig se uporablja za zaznavanje objektov. V njem najprej definiramo dimenzije vzorčnih
slik za testiranje in spodnji interval zaupanja pri zaznavanju stavb. Velikost vzorčnih slik znaša
128 ×128 px, in spodnji interval zaupanja 0,8. Spodnji interval zaupanja podaja stopnjo za-
nesljivosti zaznave, kar pomeni, da se na testirani vzorčni sliki prepoznajo le tiste stavbe, pri
katerih je algoritem v 80 % ali več prepričan, da gre za stavbo. V primeru, da zaznavamo stavbe
z uporabo grafične kartice, lahko definiramo tudi število grafičnih kartic in število vzorčnih slik
na posamezno grafično kartico. S spodnjim izsekom kode začnemo proces detekcije stavb. Vsaka
obdelana slika se shrani na disk.
15 https://developer.nvidia.com/cuda-zone
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import skimage
import time
# Path to test dir
real_test_dir = "../ datasets/prekmurje2019/test/KG"
image_paths = []
filenames = []
for filename in os.listdir(real_test_dir ):




# Detect buildings and save each by its name
for image_path ,filename in zip(image_paths ,filenames ):
img = skimage.io.imread(image_path)
img_arr = np.array(img)
results = model.detect ([ img_arr], verbose =1)






Vizualizacijo rezultatov klasificiranih stavb lahko spreminjamo znotraj modula visualize s funk-
cijo display_instances. Osnovna funkcija display_instances predstavi:
• prostorsko omejevalno polje za lociranje objekta (angl. bounding box),
• zanesljivost klasifikacije, ki pove verjetnost, da objekt pripada razredu stavba,
• masko stavbe (angl. object mask), ki se nariše ločeno za vsako klasificirano stavbo.
Osnovni primer vizualizacije rezultatov klasifikacije prikazujemo na sliki 27.
Slika 27: Primera osnovne vizualizacije rezultatov
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Način predstavitve rezultatov klasifikacije na sliki 27 ne moremo praktično uporabiti v GIS,
zato smo funkcijo display_instances preoblikovali, da je ta kot rezultat vrnila le prepoznano
masko stavbe na beli podlagi. Ker se vizualizacija rezultatov izvede s knjižnico matplotlib je
od argumenta figsize odvisna dimenzija klasificirane vzorčne slike. Če argument figsize ustrezno
zmanjšamo, da bo dimenzija izhodnih slik 128 × 128 px, se poruši razmerje med prepoznanimi
obrisi in se okoli vzorčne slike nariše dodatna bela podlaga. Belo podlago smo odstranili s
preoblikovanjem osnovne funkcije. Da se razmerje med zaznanimi obrisi stavb ne spremeni, smo
klasificirane testne slike zmanjšali na 128 × 128 px s skripto v Pythonu. Uporabili smo knjižnici
Pillow (Python Imaging Library) in resizeimage. Skripto predstavljamo na spodnjem izseku:
import os
from PIL import Image
from PIL import ImageOps





for fname in os.listdir(img_folder ):
if os.path.splitext(fname )[1]. lower() in [’.png’, ’.jpg’, ’.jpeg’]:
img_paths.append(os.path.join(img_folder , fname ))
filenames.append(fname.strip(’.png’))
return img_paths , filenames
# Crop and resize
def crop_resize(image_paths , filenames ):
for image_path , fname in zip(image_paths , filenames ):
with open(image_path , ’r+b’) as img:
image = Image.open(image_path)
# crop whitespace from bottom - 2px
# (left , right , up, bottom)
image = ImageOps.crop(image , (0, 0, 0, 2))
# resize image to 128 x 128px







#Apply function to images
f1 = list_images(folders_coco50 [0])
crop_resize(f1[0],f1[1])
Ko so klasificirane stavbe na testnih slikah predstavljene samo z obrisi, kot prikazano na sliki
28a in 28b, jih lahko geolociramo. Tako so rezultati zaznanih stavb uporabni in primerljivi s
katastrom stavb ter pripravljeni za vektorizacijo zaznanih mask.
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a) Testna slika b) Klasificirana maska stavbe
Slika 28: Testna slika in klasificirana maska stavbe
4.10 Geolociranje klasificiranih obrisov stavb
Za vsako klasificirano testno sliko .png izdelamo geolokacijsko datoteko v formatu .pwg, s katero
lociramo klasificiane obrise stavb v koordinatnem sistemu EPSG:3794. Izhajali smo iz centroidov
testnih slik, katerim smo izračunali koordinate (XC , YC). Ker je prostorska ločljivost bližnje
infrardečega ortofota 0,5 m, predstavlja posamezna vzorčna slika območje velikosti × 64 m.
Za lažje delo smo centroidom vzorčnih slik za testiranje z orodjem QGIS: Rectangles, Ovals,
Diamonds priredili kvadrate velikosti 64 × 64 m in izračunali koordinate zgornjega levega vogala
kvadrata glede na koordinate centroida:
X = XC − 32, 0
Y = YC + 32, 0
(12)
Geolokacijske datoteke .pwg smo generirali s skripto v programskem jeziku Python, ki jo pri-
kazujemo na spodnjem izseku. Knjižnica simpledbf omogoča branje in manipulacijo datoteke
opisa atributov .dbf, ki jo ima vsak shapefile. Atribute, ki nas zanimajo, shranimo v dataframe
in za vsak primer testne slike generiramo geolokacijsko datoteko .pwg, ki jo poimenujemo po
SID. Ko uvozimo klasificirano testno sliko v okolje GIS, je ta geolocirana. Primer geolocirane
vzorčne slike prikazujemo na sliki 29.
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from simpledbf import Dbf5
dbf_path = ’D:/ Mask_RCNN/georeference/rectangles/kvadrat64_koordinate.dbf’
dbf = Dbf5(dbf_path)
df = dbf.to_dataframe ()
# Za vsak SID naredi pwg s koordinatami XC, YC
sid = df[’SID’]
XC_zl = df[’XC_ZL ’]
YC_zl = df[’YC_ZL ’]
for i,j,k in zip(sid ,XC_zl ,YC_zl ):
with open(’{}.pgw’.format(i), ’w’) as file:





Slika 29: Primer geolocirane vzorčne slike v QGIS. Rdeči obris predstavlja obris katastra
stavb, modri obris zaznan obris stavbe z modelom.
4.11 Vektorizacija obrisov klasificiranih stavb
Vektorizacija obrisov zaznanih stavb predstavlja dodaten problem, ker obrisi niso pravilnih ge-
ometrijskih oblik. S poenostavitvijo geometrije zaznanih stavb se v okviru magistrske naloge
nismo ukvarjali, ker nas zanima le zmožnost zaznavanja stavb. Zanimiv primer poenostavitve
geometrije klasificiranega obrisa stavbe so izvedli Zhao in sod. (2018). Klasifikacijo stavb so iz-
vedli z Mask R-CNN in z algoritmom regularizacije mej Douglas-Peucker16 poenostavili zaznane
obrise stavb, da so bili ti pravilnejših geometrijskih oblik. V nalogi nas je zanimalo predvsem,
ali lahko s konvolucijsko nevronsko mrežo Mask R-CNN ustrezno klasificiramo primere stavb in
zaznane maske uporabimo kot pomoč pri ročnem zajemu stavb.
16 http://psimpl.sourceforge.net/douglas-peucker.html
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Vektorizacijo stavb smo izvedli v programu QGIS, v petih korakih. V prvem koraku smo uvozili
vse klasificirane obrise stavb v formatu .png. Iz klasificiranih obrisov stavb smo izdelali virtualni
raster. Virtualnemu rastru smo preuredili spektralne kanale, upoštevali smo le rdeči in modri
kanal, saj le ta dva vsebujeta informacije zaznane maske. Virtualni raster smo reklasificirali,
izpustili smo bele piksle in upoštevali le tiste, ki predstavljajo masko stavbe. V zadnjem koraku
smo rastrsko sliko pretvorili v poligon z orodjem QGIS: Polygonize. Primer vektoriziranega
obrisa prikazujemo na sliki 31. Postopek vektorizacije obrisov zaznanih stavb prikazuje diagram
poteka na sliki 30.
Slika 30: Koraki vektorizacije obrisov
Slika 31: Primer vektorizirane vzorčne slike v QGIS. Rdeči obris predstavlja kataster stavb,
modri obris vektoriziran obris zaznane stavbe.
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5 REZULTATI
Uspešnost modelov klasifikacije stavb smo ovrednotili s štetjem pravilno in napačno klasificiranih
vzorčnih slik za testiranje. Klasifikacija stavb predstavlja primer binarne klasifikacije, pri kateri
uspešnost napovedi predstavimo z matriko zamenjav, ki je prikazana v preglednici.
Preglednica 1: Matrika zamenjav
/ Napoved
Resnica TP FNFP TN
Pravilno klasificirani primeri spadajo v resnično pozitivne TP (angl. true positive) in resnično
negativne TN (angl. true negative). Napačno klasificirani primeri spadajo med lažno negativne
FN (angl. false negative) in lažno pozitivne FP (angl. false positive). Rezultate napovedi upo-
rabimo za izračun evalvacijskih metrik, s katerimi ovrednotimo uspešnost modelov klasifikacije
stavb. Natančnost (angl. accuracy) predstavlja delež pravilnih napovedi glede na vse napovedi
modela (Račič, 2019):
natančnost = TP + TN
TP + FP + TN + FP
(13)




Združena metrika natančnosti in priklica definira mero F1 (angl. F1 score). Uporabimo jo, ko
želimo prikazati samo eno mero za uspešnost modela klasifikacije:
F1 = 2 · natančnost · priklic
natančnost+ priklic (15)
Za vse tri učene modele so rezultati klasifikacije predstavljeni v poglavju 5.1 in ovrednoteni v
poglavju 5.2.
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5.1 Prikaz rezultatov klasifikacije
5.1.1 Območja s stavbami
M1: Ljubljana M2: Ljubljana M3: Ljubljana
M1: Maribor M2: Maribor M3: Maribor
M1: Novo mesto M2: Novo mesto M3: Novo mesto
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M1: Piran M2: Piran M3: Piran
M1: Kranjska Gora M2: Kranjska Gora M3: Kranjska Gora
M1: Zgornji Leskovec M2: Zgornji Leskovec M3: Zgornji Leskovec
Slika 32: Rezultati klasifikacije stavb po modelih
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5.1.2 Območja brez stavb
M1: Njiva M2: Njiva M3: Njiva
M1: Avtocesta M2: Avtocesta M3: Avtocesta
M1: Tovornjaki M2: Tovornjaki M3: Tovornjaki
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M1: Jezero M2: Jezero M3: Jezero
M1: Igrišča M2: Igrišča M3: Igrišča
M1: Asfaltirano parkirišče M2: Asfaltirano parkirišče M3: Asfaltirano parkirišče
Slika 33: Rezultati klasifikacije na območjih brez stavb
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5.2 Ovrednotenje učenih modelov klasifikacije stavb
5.2.1 M1: 50 epoh, glavni sloji, hitrost učenja 0,001
Funkcijo izgube razumemo kot funkcijo za iskanje optimalnih gradientov modela strojnega uče-
nja. Med učenjem modela želimo zmanjšati vrednosti funkcije izgube na minimum, da bo
klasifikacijska napaka modela čim manjša. Funkcijo izgube za Mask R-CNN smo predstavili v
poglavju 2.7.5, je vsota klasifikacijske izgube Lcls, regresijske izgube predloga prostorskega okna
Lreg in izgube vrednosti maske Lmask. Za M1 jo grafično predstavljamo na sliki 34.
Slika 34: Funkcija izgube za M1
Preglednica 2: Ovrednotenje uspešnosti klasifikacije stavb modela COCO, 50 epoh
TP TN FP FN Natančnost [%] Priklic [%] Mera F1 [%]
KG 41 0 6 3 82 93 87
LJ 39 0 10 1 78 97 86
MB 40 1 9 0 82 100 90
NM 42 0 8 0 84 100 91
PIRAN 41 1 6 2 84 95 89
ZGL 37 0 12 1 75 97 85
NEPOZIDANO 41 0 9 0 82 100 90
Delež pravilno in nepravilno klasificiranih stavb M1 in evalvacijske metrike prikazujemo v pre-
glednici 2. Model zazna večino stavb, prav tako sence in prometne površine ob stavbah. Na
primeru piranske vzorčne slike model ne prepozna vseh stavb in ne ločuje med stavbami. Na
testnih slikah, ki ne vsebujejo nobene stavbe, model napačno zazna 9 slik, kar predstavlja 82 %
točnost pravilne zaznave. Nekatere stavbe so napačno prepoznane, vendar so te napake zane-
marljive. Piranska testna slika je primer, kjer so stavbe blizu skupaj. M1 ne zazna vseh stavb
in tudi ne ločuje med njimi. Grafični prikaz funkcije izgube prikaže dejstvo, da uteži modela
niso pravilno nastavljene, saj prekomerno nihajo.
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5.2.2 M2: 120 epoh, glavni sloji, hitrost učenja 0,001
Slika 35: Funkcija izgube za M2
Preglednica 3: Ovrednotenje uspešnosti klasifikacije stavb modela COCO, 120 epoh
TP TN FP FN Natančnost [%] Priklic [%] Mera F1 [%]
KG 47 0 3 0 94 100 97
LJ 48 0 2 0 96 100 98
MB 47 0 2 1 94 98 96
NM 49 0 1 0 98 100 99
PIRAN 48 0 2 0 96 100 98
ZGL 49 0 1 0 98 100 99
NEPOZIDANO 25 0 25 0 50 100 67
Delež pravilno in napačno klasificiranih stavb M2, učenega s 120 epohami, in izračunane eval-
vacijske metrike, prikazujemo v preglednici 3. M2 je bistveno boljši od M1, saj prepozna skoraj
vse stavbe v celoti in nekatere tudi ločuje med sabo, kot vidimo na spodnji sliki. Prepoznane
maske stavb so pravilnejših oblik in podobne dejanskim objektom. Na primerih testnih slik,
ki predstavljajo območja s stavbami, model doseže natančnosti nad 94 %. Na primeru testnih
slik brez stavb model doseže le 50 % natančnost zaznave, kar je za 4 % manj od M1. M2 je
veliko bolj specifičen od predhodnika. Na piranski testni sliki model zazna vse stavbe, vendar
ne ločuje med njimi. Graf funkcije izgube je pravilne oblike in kaže na primerno nastavljene
uteži. Pravilno obliko grafa razumemo kot padajočo funkcijo, kjer vrednost funkcije izgube pada
v odvisnosti od trajanja učenja (števila epoh).
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5.2.3 M3: 300 epoh, vsi sloji, fino nastavljen model, hitrost učenja 0,0001
Slika 36: Funkcija izgube za M3
Preglednica 4: Ovrednotenje uspešnosti klasifikacije stavb modela COCO, 300 epoh
TP TN FP FN Natančnost [%] Priklic [%] Mera F1 [%]
KG 48 0 2 0 96 100 98
LJ 49 0 1 0 98 100 99
MB 50 0 0 0 100 100 100
NM 50 0 0 0 100 100 100
PIRAN 50 0 0 0 100 100 100
ZGL 49 0 1 0 98 100 99
NEPOZIDANO 23 0 27 0 46 100 63
Delež pravilno in napačno klasificiranih stavb z M3, učenega s 300 epohami prikazujemo v
preglednici 4. M3 je najboljši v primerjavi s preostalima dvema. Stavbe prepozna najbolj točno
in jih tudi ločuje med sabo. Vrednosti izgube po petdeseti epohi naraste in potem pada do
konca učenja. V primerjavi z M1 in M2 je vrednost izgube ob koncu učenja najmanjša, zato
je M3 najbolj naučen. Prepoznane maske stavb so podobne dejanskim stavbam. Na primeru
piranske testne slike model pravilno zazna stavbe in tudi ločuje med njimi. Podobno kot M2,
tudi ta naredi več napak na testnih slikah brez stavb. Izmed 50 primerov napačno prepozna 27,
kar predstavlja le 54 % točnost pravilne zaznave. Model je od predhodnih dveh najbolj točen.
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5.3 Povzetek rezultatov samodejne klasifikacije stavb
V nalogi smo učili tri različne modele klasifikacije stavb, vsakega smo ovrednotili z natančnostjo,
priklicom in mero F1.
M1, učen s 50 epohami s pred-učenimi utežmi MS COCO, se je izkazal kot najslabši, kar se
tiče pravilne klasifikacije stavb, saj je zaznal le 240 primerov stavb izmed vseh 300 primerov.
Povprečna natančnost za model znaša 81 %, priklic 97 % in F1 88 %. Večina stavb ni klasificirana
v celoti, zaznani obrisi ne pokrivajo celotne stavbe in model ne ločuje stavb, ki so si blizu med
sabo. Z modelom dosežemo bistveno boljše rezultate na območjih, kjer stavb ni, saj je delež
pravilne zaznave večji kot pri preostalih dveh modelih. Natančnost pravilne napovedi v tem
primeru znaša 82 %.
M2, učen s 120 epohami s pred-učenimi utežmi MS COCO, je bistveno boljši od prvega. Na
primeru vzorčnih slik s stavbami je izmed 300 primerov pravilno klasificiral 288 primerov. Pov-
prečna natančnost modela znaša 96 %, priklic 98 % in F1 97 %. Obrisi stavb so zaznani skoraj
v celoti. Model ločuje tudi nekatere stavbe, ki so si blizu. Zazna tudi prazen prostor znotraj
stavb, kar lahko vidimo na primeru mariborske testne slike. Na primeru vzorčnih slik brez stavb
model naredi največ napak, saj je samo polovica testnih slik zaznanih brez napak.
M3, ki je fino nastavljen in učen s 300 epohami, je najboljši. Na primeru vzorčnih slik s stavbami
izmed 300 primerov pravilno klasificira 296 primerov. Povprečna natančnost modela znaša 98
%, priklic 100 % in F1 99 %. Obrisi stavb zaznani s tem modelom so pravilnih oblik, napake
so le na štirih primerih, gre za manjše napake, kot je mešanje z asfaltom. Tako kot M2 tudi ta
zazna prazen prostor znotraj stavb in stavbe večinoma ločuje med sabo. Podobno kot M2, tudi
ta dosega le 54 % natančnost zaznave na primeru testnih slik brez stavb. Pogosti primeri napak
so asfaltirane površine, orane njive, tovornjaki, vodne površine in športna igrišča.
Zaključimo lahko, da se je M3 izkazal kot najboljši za klasifikacijo stavb. M2 dosega malenkost
slabše rezultate od M3. Kot pričakovano je najslabši model za klasifikacijo stavb M1, vendar je
ta v primerjavi z drugim in tretjim modelom bistveno boljši na območjih brez stavb.
Namen raziskave je bil izdelati podatkovno zbirko stavb za samodejno klasifikacijo, učenje mo-
delov samodejne klasifikacije stavb in izvedba samodejne klasifikacije stavb na izbranih testnih
območjih v Sloveniji. Dobljeni rezultati so bistveno boljši od pričakovanih. Potrdimo lahko,
da je samodejna klasifikacija stavb z Mask R-CNN obetavna in primerna tudi za iskanje novih
stavb.
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6 ZAKLJUČEK
V magistrski nalogi smo raziskovali samodejno klasifikacijo stavb z globokim učenjem. V Slo-
veniji smo opravili prvi primer klasifikacije stavb z globokim učenjem. Izdelali smo lastno po-
datkovno zbirko stavb v formatu MS COCO in uporabili konvolucijsko nevronsko mrežo Mask
R-CNN. Klasifikacija z Mask R-CNN je uspešna, rezultati so bistveno boljši od pričakovanih.
Razlog za to je v uporabi infrardečih letalskih posnetkov prostorske ločljivosti 0,5 m, s katerimi
uspešno ločimo stavbe od vegetacije. Drugi razlog je tudi v ročnem pregledu učnih primerov.
Dobljeni rezultati, ki smo jih preverjali na manjšem testnem vzorcu stavb, so uporabni in koristni
kot pomoč pri že uveljavljenih metodah klasifikacije stavb. Predlagana metoda klasifikacije stavb
lahko smiselno dopolnjuje obstoječe metode objektne klasifikacije stavb. Poudariti moramo, da
so testne slike posnete v različnih terminih snemanja CAS, in sicer 2017 (Kranjska Gora in
Piran) in 2018 (Ljubljana, Novo mesto, Zgornji Leskovec) v primerjavi z vzorčnimi slikami, ki
smo jih uporabili za izdelavo podatkovne zbirke za učenje modelov klasifikacije stavb, ki so z
leta 2019. Kljub drugačnim pogojem snemanj smo z učenimi modeli uspešno prepoznali stavbe
tudi na testnih slikah izven študijskega območja, kar dodatno potrjuje primernost konvolucijske
nevronske mreže za klasifikacijo. Dobljeni rezultati potrjujejo izsledke podobnih raziskav z
uporabo letalskih posnetkov (Ji in sod., 2019; Zhou in sod., 2019) ali satelitskih posnetkov
(Shetty, Mohan, 2018; Wen in sod., 2019; Zhao in sod., 2018).
Natančnost prepoznave stavb z Mask R-CNN znaša v povprečju za vse tri učene modele od 80
% do 98 %. S predlagano metodo smo dosegli visoko natančnost zaznavanja stavb, kar potrjuje
kakovost podatkovne zbirke stavb za učenje in tudi primernost Mask R-CNN za iskanje stavb
in drugih objektov.
Po opravljenem delu imamo več predlogov za nadaljnje raziskave. Prvi primer izboljšav bi bila
lahko izdelava zaznanih mask bolj pravilnih oblik z algoritmom regularizacije mej, kot navajajo
(Zhao in sod., 2018). Podobno bi lahko uporabili postopek rasti regij (angl. region growing),
ki na osnovi določenih pogojev rasti združuje manjša območja v večja območja. Začetnemu
nizu pikslov se na podlagi semena priključujejo sosednji piksli na podlagi določenega kriterija
(Grigillo, 2010). Rast regij bi lahko uporabili pri vektorizaciji obrisov zaznanih stavb in bi tako
pridobili geometrijsko bolj pravilne oblike stavb.
Obstoječo podatkovno zbirko stavb bi lahko nadgradili s kombinirano uporabo bližnje infrarde-
čega ortofota in normiranega digitalnega modela površja, s katerim bi že pred pripravo podatkov
ločili rezultati na osnovni višin nad terenom. Dodatno bi lahko razširili podatkovno zbirko tako,
da bi ta vsebovala učne primere iz celotnega katastra stavb. Izdelava take podatkovne zbirke
bi zahtevala veliko časa. Na dan 4. 8. 2020 znaša evidentirano število stavb v Republiki Slove-
niji 1.179.897, ker kataster stavb ni popoln, ga je treba ročno pregledati, da lahko obrise stavb
ustrezno maskiramo in pretvorimo v podatkovno zbirko. Model, učen na podatkovni zbirki stavb
celotne države bi bil bolj učinkovit in specifičen, saj bi vseboval skoraj vse primere evidentiranih
stavb v Sloveniji.
Mask R-CNN omogoča tudi uproabo pred-učenih uteži podatkovne zbirke ImageNet. Na enak
način bi lahko učili modele s pred-učenimi utežmi te zbirke in primerjali razlike glede na pred-
učene uteži podatkovne zbirke MS COCO. Preizkusili bi lahko tudi Fast R-CNN in Faster
R-CNN ter primerjali rezultate glede na Mask R-CNN.
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