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Discrete time crystals are related to non-equilibrium dynamics of periodically driven quantum
many-body systems where the discrete time translation symmetry of the Hamiltonian is sponta-
neously broken into another discrete symmetry. Recently, the concept of phase transitions has been
extended to non-equilibrium dynamics of time-independent systems induced by a quantum quench,
i.e. a sudden change of some parameter of the Hamiltonian. There, the return probability of a
system to the ground state reveals singularities in time which are dubbed dynamical quantum phase
transitions. We show that the quantum quench in a discrete time crystal leads to dynamical quan-
tum phase transitions where the return probability of a periodically driven system to a Floquet
eigenstate before the quench reveals singularities in time. It indicates that dynamical quantum
phase transitions are not restricted to time-independent systems and can be also observed in sys-
tems that are periodically driven. We discuss how the phenomenon can be observed in ultra-cold
atomic gases.
I. INTRODUCTION
Phase transitions in equilibrium statistical physics are
related to abrupt changes of macroscopic properties of
many-body systems [1, 2]. Macroscopic quantities that
characterize systems in the thermodynamic limit re-
veal non-analytical behavior as a function of a con-
trol parameter. The equilibrium phase transitions are
much better understood than non-equilibrium dynamics
of quantum many-body systems [3–13]. Recently, it has
been shown that real-time evolution of time-independent
many-body systems, after a quantum quench, can reveal
non-analytical behavior at a critical time [14–26]. That
is, starting with a system in the ground state, a sudden
change of some parameter of the Hamiltonian results in
non-analytical evolution of the return probability to the
initial ground state. This phenomenon has been termed
dynamical quantum phase transition and it has been al-
ready demonstrated in experiments [27, 28], for review
see [29].
In 2012 Frank Wilczek suggested that periodic struc-
tures in time could be formed spontaneously by a quan-
tum many-body system [30]. The original idea of such
a time crystal could not be realized because it assumed
a system in the ground state [31–36]. However, soon it
turned out that periodically driven quantum many-body
systems were able to self-re-organize their motion and
spontaneously start evolving with a period which was dif-
ferent than a period of an external driving [37–48]. These
quantum phenomena are dubbed discrete time crystals
because discrete time translation symmetry is broken
into another discrete symmetry. Discrete time crystals
have been recently observed experimentally [49–51]. It
should be stressed that in the classical regime breaking
of discrete time translation symmetry in an atomic sys-
tem has been also demonstrated in a laboratory [52, 53].
Wilczek idea initiated a new research area where non-
trivial crystalline structures are investigated in the time
domain [54–64], for review see [65].
Discrete time crystal formation takes place if interac-
tions between particles are sufficiently strong. If they are
not, exact many-body Floquet eigenstates evolve with a
period of an external driving and are not vulnerable to
infinitesimally weak perturbations. However, when the
strength of particle interactions is greater than a critical
value, Floquet eigenstates possess Schro¨dinger cat like
structures and any perturbation, or even measurement
of a position of a single particle, has a dramatic effect on
system dynamics leading to a change of the period of mo-
tion [37, 65]. Here we will show that starting with a Flo-
quet eigenstate in the regime of time crystal formation,
an abrupt change of the particle interaction strength to
the weak interaction regime induces dynamical quantum
phase transitions. That is, the return probability to the
initial Floquet eigenstate reveals singularities in time. In
the second part of the article we consider singularities in
the dynamics of states with spontaneously broken time
translation symmetry, and identify experimentally mea-
surable observables.
II. RESULTS
We will focus on the discrete time crystal described in
Ref. [37], i.e. on ultra-cold bosonic atoms bouncing on a
harmonically oscillating (with frequency ω) mirror in the
presence of the gravitational force [66–69]. Let us begin
with a single particle problem. In the frame moving with
the mirror and in the gravitational units the Hamiltonian
for a single-particle system readsH0 =
p2
2 +x+Λx cos(ωt)
where x ≥ 0, i.e. the mirror is located at x = 0 in the
moving frame, and Λω2 is the amplitude of the mirror os-
cillations in the laboratory frame [69]. Classical descrip-
tion of a single particle reveals resonant periodic orbits
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2with periods equal to integer multiples of the driving pe-
riod 2piω . We will concentrate on the 2:1 resonance where
the classical resonant orbit possesses the period 2 2piω . In
the quantum description there exist two Floquet eigen-
states which are represented by two orthogonal superpo-
sitions, u1,2(x, t) ∝ φ1±φ2, of two localized wavepackets,
φ1,2(x, t), that move along the 2:1 resonant orbit like a
classical particle. Each of these two wavepackets evolves
with the period 2 2piω but because after every period
2pi
ω
they exchange their roles, the Floquet eigenstates u1,2
are periodic with the period of the external driving. The
two Floquet states are eigenstates of the single particle
Floquet Hamiltonian, (H0 − i∂t)u1,2 = ε1,2u1,2, corre-
sponding to quasi-energies ε2 = ε1 +J (modulo
ω
2 ) where
J is an amplitude related to tunneling of a particle from
one of the wavepacket to the other one.
In order to find many-body Floquet eigenstates for
ultra-cold atoms bouncing on the oscillating mirror we
assume that interaction energy per particle is much
smaller than the energy gap for excitation of the local-
ized wavepackets. In the following we use the parame-
ters as in Ref. [37], i.e. Λ = 0.06 and ω = 1.1, then the
energy gap is about 103J while the interaction energy
we consider is of the order of 10J . Therefore, we may
restrict to the consideration of behavior of the N -body
system in the Hilbert subspace spanned by Fock states
|N − n, n〉 where N − n and n are occupations of the
localized wavepackets φ1 and φ2, respectively [37, 55].
This approximation resembles the two-mode approxima-
tion known in the description of a many-body system
in a double-well potential [70]. In the time-dependent
two-mode basis {φ1(x, t), φ2(x, t)}, our N -body Floquet
Hamiltonian reduces to
Hˆ = −J
2
(aˆ†1aˆ2 + aˆ
†
2aˆ1) +
U
2
(aˆ†1aˆ
†
1aˆ1aˆ1 + aˆ
†
2aˆ
†
2aˆ2aˆ2)
+2U12aˆ
†
1aˆ1aˆ
†
2aˆ2, (1)
where the standard bosonic operators aˆ1,2 annihilate par-
ticles in the modes φ1,2, U = g0
∫ 4pi/ω
0
dt
∫∞
0
dx|φ1,2|4 and
U12 = g0
∫ 4pi/ω
0
dt
∫∞
0
dx|φ1|2|φ2|2 with g0 determined by
s-wave scattering length of atoms [37]. For very weak
interactions, i.e. for γ = N(U − 2U12)/J ≈ 0, the
ground state of the Hamiltonian (1) corresponds to a
Bose-Einstein condensate where all bosons occupy the
single particle Floquet state u1(x, t). However, if parti-
cle interactions are attractive (g0 < 0) and sufficiently
strong, γ  −1, it is energetically favorable to group
all atoms in one of the localized wavepackets. Then, for
large N , low-lying eigenstates of the Hamiltonian (1) are
dominated by pairs of nearly degenerate Schro¨dinger cat
like states [71, 72]. For example, the lowest two eigen-
states of (1) are |ψ±(t)〉 ≈ (|N, 0〉 ± |0, N〉)/
√
2. Such
many-body Floquet eigenstates evolve with the period of
the external driving 2piω . However, even if the many-body
system is prepared initially in one of such Schro¨dinger cat
like states, e.g. in the Floquet eigenstate |ψ+〉, measure-
ment of a position of a single particle leads to a collapse
of the eigenstate to |N, 0〉 or |0, N〉 state what breaks
the original time translation symmetry because the sub-
sequent time evolution takes place with the period 2 2piω
[37]. The lifetime of the symmetry broken state goes to
infinity when N →∞ but γ =constant.
In the first part of this article we do not consider spon-
taneous breaking of time translation symmetry but we
assume that the perfectly isolated system is prepared in
the Floquet eigenstate |ψ+(t)〉 = K(t, 0)|ψ+(0)〉, where
K(t, 0) is the time evolution operator corresponding to
γ < −1 and |ψ+(0)〉 is the Floquet eigenstate at t = 0.
Subsequently, we assume that at t = t0 > 0 the s-
wave scattering length g0 is suddenly changed to, e.g.,
zero. After the quench, the state evolves according to the
new time evolution operator: |ψ˜+(t)〉 = K˜(t, t0)|ψ+(t0)〉.
Time evolution of |ψ˜+(t)〉 can be easily obtained by nu-
merical integration of the many-body Schro¨dinger equa-
tion with the Hamiltonian (1) (this Hamiltonian can be
rewritten in the form of the spin system Hamiltonian
[73] or the infinite-range Ising model [12]). However, it is
much more instructive to apply the so-called continuum
approximation [71] which reduces the many-body Hamil-
tonian (1) to the Hamiltonian of a fictitious particle,
Hˆ = − J
N
√
1− z2 ∂
2
∂z2
+ V (z), (2)
in the presence of the effective potential,
V (z) =
JN
2
(
−
√
1− z2 + γ
2
z2
)
. (3)
Wavefunction ψ(z) of the fictitious particle is a many-
body state written in the Fock space basis |N − n, n〉
but with the assumption that number of particles N
is so large that the relative population difference zn =
(N−n)−n
N can be treated as a continuous variable z with
the restriction |z| ≤ 1.
There are two crucial ranges of the parameter γ. For
γ < −1 the effective potential (3) possesses a double
well structure, while for γ > −1 it has a single well
shape [71]. For γ < −1, the ground state of the ficti-
tious particle can be approximated by the superposition
ψ+(z) = [ψL(z) + ψR(z)]/
√
2, where ψL,R are Gaussian
states. (See the Appendix A for a derivation of the con-
tinuum approximation, and the analytical solutions for
|ψ˜+(t)〉.) The state ψ+(z) is the previously described N -
body Floquet eigenstate |ψ+(t)〉 =
∑
n ψ+(zn)|N − n, n〉
written in the time-dependent Fock basis and within the
continuum approximation.
Let us assume that the system is prepared in the
ground state ψ(z) = ψ+(z) of the Hamiltonian (2) for γ <
−1 and at t = t0 we suddenly set the scattering length
g0 to zero, i.e. we switch to γ = 0. The state ψ˜(z, t > t0)
evolves according to the new Hamiltonian and we are in-
teresting in the so-called Loschmidt echo [14], i.e. the
return probability to the initial state, |G(t > t0)|2, where
G(t) = ∫ 1−1 dzψ∗+(z)ψ˜(z, t). Such a Loschmidt echo corre-
sponds actually to the return probability of the evolving
3N -body state |ψ˜+(t)〉 =
∑
n ψ˜(zn, t > t0)|N−n, n〉 to the
time-periodic Floquet eigenstate |ψ+(t)〉, i.e. G(t > t0) =
〈ψ+(t)|ψ˜+(t)〉. The Floquet eigenstate |ψ+(t)〉 evolves
periodically in time with the period 2piω (modulo time-
dependent global phase). The state |ψ˜+(t)〉 also reveals
nearly periodic behavior on short time intervals around
any t, however, it becomes very quickly nearly orthogo-
nal to |ψ+(t)〉 if N is large. Dynamical quantum phase
transitions are associated with non-analytic behavior of
the Loschmidt echo |G(t > t0)|2. In order to study the
quantum phase transitions in time, it is convenient to
define an intensive rate function
λ+(t) = lim
N→∞
λ
(N)
+ (t), λ
(N)
+ = −N−1 ln |G(t)|2. (4)
In Fig. 1(a) we show the rate function λ
(N)
+ (t) obtained
analytically within the continuum approximation, i.e.
starting with ψ(z, t0) = [ψL(z) + ψR(z)]/
√
2 for γ =
−1.15 and N = 1500 we obtain subsequent evolution of
ψ˜(z, t > t0) for γ = 0 by harmonic approximation of the
potential (3) and by dropping
√
1− z2 in (2). (See Ap-
pendix A for the derivation of the rate function λ+(t).)
The analytical results follow closely the results of the full
numerical integration of the N -body Schro¨dinger equa-
tion (also shown in Fig. 1) and allow us to obtain λ
(N)
+ (t)
in regimes where the Loschmidt echo is so small that the
numerical precision breaks down. Cusp-like non-analytic
behavior of λ+(t) appear at critical times tc = t0 +
pi
2J
(modulo piJ ). That is, one can show that
d
dtλ+(t) is dis-
continuous,
lim
t→t±c
dλ+(t)
dt
= lim
t→t±c
lim
N→∞
dλ
(N)
+ (t)
dt
= ∓ 2q
2Ω3
(1 + Ω2)2
, (5)
where Ω =
√
γ(1− γ2)(1 − q2)−1/4. It should be
stressed that the order of the limits is important. In-
deed, lim
t→tc
λ+(t) is well defined but
lim
N→∞
λ
(N)
+ (tc) =
q2Ω
1 + Ω2
− lim
N→∞
1
N
ln
[
cos2
(
Nq2Ω2
2(1 + Ω2)
)]
,
(6)
is not because whenever the cosine in (6) is close to zero,
the logarithm diverges which corresponds to accidental
values of N for which the Loschmidt echo vanishes. In
Fig. 1(b) we show λ
(N)
+ (t) around the first critical mo-
ment of time for different N . With the increasing parti-
cle number we get closer to the non-analytical behavior
but for some specific values of N the rate diverges.
The Loschmidt echo can be interpreted as information
about the evolving system from the point of view of the
initial Floquet eigenstate. At the critical time we are
not able to extrapolate such information because of the
breakdown of a short time expansion. Hilbert space of
the system is spanned by the Fock states |n1, n2〉 where
only two modes φ1,2(x, t) are occupied by particles. It
turns out that not only the Loschmidt echo but also
the von Neumann entropy of the reduced density ma-
trix of the system after the quench, i.e. S(t > t0) =
FIG. 1: Quench from γ = −1.15 to γ = 0 in the system
prepared initially in the Floquet state |ψ+(t)〉. Panel (a):
the rate function λ
(N)
+ (t) obtained numerically (solid black
line) and analytically within the continuum approximation
(red dashed line) for N = 1500. Both curves follow each other
except time intervals when the Loschmidt echo is so small
that the numerical precision breaks down. Panel (b): rate
function λ
(N)
+ (t) forN =2000 (blue dotted), 4869 (red dashed)
and 50000 (black solid) in the vicinity of the critical time
tc = t0 +
pi
2J
. The diverging curve is related to an accidental
value of N when the Loschmidt echo vanishes, cf. (6).
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FIG. 2: Quench from γ = −50 to γ = 0 in the system of
N = 104 particles prepared initially in the Floquet state
|ψ+(t)〉. Figure shows von Neumann entropy of the reduced
density matrix of the system, i.e. S(t > t0) = −tr (ρ1 ln ρ1)
where ρ1 =
∑
n2
〈n2|ψ˜+(t)〉〈ψ˜+(t)|n2〉, after the quench. The
results are obtained by numerical integration of the N -body
Schro¨dinger equation. The jump of the entropy visible around
the critical moment of time is consistent with Eq. (7).
−tr (ρ1 ln ρ1) where ρ1 =
∑
n2
〈n2|ψ˜+(t)〉〈ψ˜+(t)|n2〉, re-
veals non-analytical behavior at critical moments of
times. Indeed, within the continuum approximation
S(t) = −∑n |ψ˜(zn, t)|2 ln |ψ˜(zn, t)|2 and
lim
t→t±c
[S(t)− S(tc)] ≈ 1. (7)
Figure 2 illustrates such a sudden jump of the entropy in
the system of N = 104 particles, see Appendix B.
So far we have considered the system prepared ini-
tially in the Floquet state |ψ+(t)〉 that corresponds to
the ground state of the Hamiltonian (1) – within the
continuum approximation ψ+(z) = [ψL(z) + ψR(z)]/
√
2.
The first excited eigenstate of (1) can be approximated
by ψ−(z) = [ψL(z)− ψR(z)]/
√
2 and its eigenenergy be-
comes degenerate with the ground state energy when
4N → ∞. If γ  −1, the Floquet state |ψ+(t)〉 is ac-
tually a Schro¨dinger cat-like state and it could be very
difficult to prepare it experimentally because any loss
of atoms makes the Schro¨dinger cat collapse to one of
the states |ψL,R(t)〉 [37]. Assume, that for γ  −1 we
have prepared the system in the state |ψ(t)〉 = |ψR(t)〉 =
[|ψ+(t)− |ψ−(t)〉]/
√
2 which is a symmetry broken state
because it evolves with the period twice longer than 2piω
[37]. At t = t0 we switch the scattering length g0 to zero.
If the ground state level of the initial Hamiltonian is de-
generate, the Loschmidt echo is generalized to the return
probability of the state after the quench to the ground
state manifold [14, 26], i.e.
P(t > t0) = |GL(t)|2 + |GR(t)|2 (8)
where GL,R(t) = 〈ψL,R(t)|ψ˜(t)〉. The rate function of the
return probability reads
λ(t) = − lim
N→∞
N−1 ln[P(t)] = min[λL(t), λR(t)] (9)
where λL,R(t) = lim
N→∞
λ
(N)
L,R, λ
(N)
L,R = −N−1 ln |GL,R(t)|2.
Let us stress that the rate (9) defined for the initial
symmetry broken state is the same as (4). Therefore,
the observed cusps in λ+(t) are a direct consequence of
the presence of two symmetry broken states and the fact
that the rates λL/R(t) cross at the critical time, see Ap-
pendix A. Let us also stress that although the cusps of
Loschmidt echo are difficult to measure, the rates can
be easily accessible experimentally. Actually, in an ex-
periment it is not necessary to reach the thermodynamic
limit in order to estimate non-analyticities of the rate
function λ(t). Indeed, if λ
(N)
L,R(t) measured the small-
est value of them corresponds to λ(t). This procedure
has been adopted experimentally [27, 28] and can be
also applied in experiments on discrete time crystals. In
Fig. 3 (a) we show λ
(N)
L,R(t) obtained in the case of rel-
atively small number of particles. The results confirm
that λ(t) ≈ min[λ(N)L (t), λ(N)R (t)]. If initially we choose
γ  −1, then at t = t0 the system is a Bose-Einstein
condensate where all bosons occupy the mode φ2(x, t).
At t = tc we have λL(t) = λR(t), and consequently the
return probabilities of |ψ˜(t)〉 to |ψL,R(t)〉 are equal. Nev-
ertheless, this does not imply that a state |ψ˜(t = tc)〉 is
an equal superposition of |ψL,R(t = tc)〉. In fact, we find
that at all times the state is still a Bose-Einstein conden-
sate with the wavefunction α1φ1(x, t) + α2φ2(x, t). At
t = tc the condensate wavefunction is an equal superpo-
sition of φ1(x, t) and φ2(x, t), and at t = tc+
pi
2J the mode
φ1(x, t) becomes a condensate wavefunction. Fig. 3 (b)
illustrates evolution of atomic density: right after the
quench, around the critical time tc = t0 +
pi
2J and around
t = t0 +
pi
J . At moments of time when the wavepackets
φ1,2(x, t) do not overlap the measurement of atomic den-
sity allows one to obtain α1,2 and consequently the rates
λ
(N)
L,R = − ln |α1,2|2.
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FIG. 3: Quench from γ = −50 to γ = 0 in the system of
N = 50 particles bouncing on a mirror which is located at
x = 0, where x is expressed in the gravitational units. The
system is prepared initially in the symmetry broken state
|ψ(t)〉 = |ψR(t)〉. Panel (a): λ(N)R (dashed red line) and
λ
(N)
L (dotted blue line) have been obtained by calculating the
projections |〈ψL,R(t)|ψ˜(t)〉|2 while λ (black circles) has been
determined from −N−1 ln[P(t)]. The results indicate that
even for relatively small particle number λ(t) coincides with
min[λ
(N)
L (t), λ
(N)
R (t)]. Panel (b): left column illustrates evo-
lution of the density of particles right after the quench, i.e.
at t equal t0, t0 +
pi
ω
and t0 +
2pi
ω
from top to bottom, respec-
tively. Middle column presents the particle density at similar
time moments but around t = tc while the right column corre-
sponds to analogues plots around t = 2tc. One can see that in
the middle column both wavepackets φ1,2(x, t) are occupied
by particles. At moments of time when the wavepackets do
not overlap, it is easy to determine their occupations by par-
ticles, |α1,2|2, and consequently the rates λ(N)L,R = − ln |α1,2|2.
III. CONCLUSIONS
In summary, we have shown that the dynamical quan-
tum phase transitions are not restricted to time indepen-
dent problems and can also occur in periodically driven
systems. In particular, the dynamical quantum phase
transitions can be observed in discrete time crystals. The
Loschmidt echo is related to the return probability of the
system after a quench to the initial periodically evolv-
ing Floquet eigenstate. We have shown that the first
derivative of the rate function of the Loschmidt echo is
discontinuous at t = tc. The cusp in the Lochschmidt
echo is a signature of passing the critical point between
the discrete time crystal regime and the regime where
no spontaneous time translation symmetry breaking can
be observed. Non-analytical behavior of the correspond-
ing rate function has been proven with the help of the
so-called continuum approximation where the Hamilto-
nian of the many-body system is reduced to the one-body
Hamiltonian of a fictitious particle. Dynamical quan-
tum phase transition takes place in the thermodynamic
limit which corresponds to the infinite mass of the ficti-
tious particle. The dynamical quantum phase transition
described here can be observed in discrete time crystal
experiments if the system is prepared in a state which
reveals time translation symmetry breaking.
5APPENDIX A:
Time evolution after a quench within the continuum
approximation
In the main text we consider a model of a discrete time
crystal (DTC), whose description, in the periodically
evolving basis, reduces to a N -body two-mode Hamil-
tonian
Hˆ = −J
2
(aˆ†1aˆ2 + aˆ
†
2aˆ1) +
U
2
(aˆ†1aˆ
†
1aˆ1aˆ1 + aˆ
†
2aˆ
†
2aˆ2aˆ2)
+2U12aˆ
†
1aˆ1aˆ
†
2aˆ2, (A.1)
where aˆ1,2 are standard bosonic operators which an-
nihilate particles in the periodically evolving modes
φ1,2(x, t), J is hopping amplitude while U and U12
are interaction strengths between particles in the same
and different modes respectively. A relative interaction
strength can be quantified by a dimensional parameter
γ = N(U − 2U12)/J .
In the thermodynamical limit, i.e. where N →∞ but
γ =constant, the model has a quantum critial point at
γ = −1 which separates a trivial and a DTC phase. In
the DTC phase, i.e. for γ < −1, low-lying eigenstates
of (A.1) are vulnerable to any perturbation and sponta-
neous breaking of the discrete time translation can be
observed [37, 65].
Here, we describe the time evolution of the system
when one starts with the DTC regime and prepares the
system either in the symmetric ground state of (A.1)
or one of the lowest symmetry broken states. After the
quench through the quantum critical point to the trivial
phase (i.e. to γ = 0) we observe singularities of the rate of
the Loschmidt echo in time, see the main text. The after-
quench evolution is described analytically within the so-
called continuum approximation [71].
A. Continuous Hamiltonian
Let us write the Schro¨dinger equation of the system in
the Fock basis
〈n,N − n|Hˆ|ψ〉 = E〈n,N − n|ψ〉, (A.2)
where |ψ〉 = ∑n ψn|N − n, n〉, or explicitly
JN
2
(
ψn+1
√
1 + zn
2
(
1− zn
2
+
1
N
)
+
ψn−1
√
1− zn
2
(
1 + zn
2
+
1
N
)
− γ
2
ψnz
2
n
)
= Eψn.
(A.3)
For N  1 we can treat the relative population differ-
ence zn =
(N−n)−n
N as a continuous variable z with the
condition that |z| ≤ 1, and ψ(zn) = ψn as continuous
wavefunction of a fictitious particle. The continuum ap-
proximation reduces the many-body Hamiltonian (A.1)
to
Hˆ = − J
N
√
1− z2 ∂
2
∂z2
+ V (z), (A.4)
where the effective potential reads
V (z) =
JN
2
(
−
√
1− z2 + γ
2
z2
)
. (A.5)
For the latter convenience we set J = 1.
B. Ground state manifold
For γ < −1 the effective potential V (z) has a double
well structure and the lowest energy eigenstates of (A.4)
can be approximated by
ψ±(z) = [ψL(z)± ψR(z)]/
√
2 (A.6)
where ψL,R(z) are Gaussian states
ψL,R(z) =
1
(2piσ2)1/4
e−
(z±q)2
4σ2 , (A.7)
where q =
√
1− γ−2, σ = 1/√NΩ and Ω =√
γ(1− γ2)/(1 − q2)1/4. The Gaussian states are the
harmonic oscillator ground states obtained by harmonic
expansions of V (z) around the two local minima ±q
V (z ≈ ±q) ≈ N Ω˜2(z ∓ q)2/4 + constant, (A.8)
where Ω˜ = Ω(1− q2)1/4 and by substituting
√
1− q2 for√
1− z2 in (A.4). For fixed γ, the larger N , the more
localized Gaussian states because the total number of
particles N is proportional to the mass of the fictitious
particle described by the Hamiltonian (A.4).
C. After-quench evolution
Let us assume that for large but finite N the sys-
tem is initially prepared in the symmetric ground state
ψ(z, 0) = ψ+(z) (A.6). At t = t0 = 0 we set γ = 0 and
describe the time evolution of the system by means of the
continuous Hamiltonian (A.4) where the term
√
1− z2 is
neglected.
ψ˜(z, t) =
∫
dz′K(z, t; z′)ψ+(z), (A.9)
K(z, t; z′) =
√
a(t)
pii
eia(t)[(z
2+z′2) cos(t)−2zz′],
(A.10)
where a(t) = N/ (4 sin(t)). Explicitly we obtain
ψ˜(z, t) = [ψ˜L(z, t) + ψ˜R(z, t)]/
√
2 , (A.11)
ψ˜L,R(z, t) = A(t)e
−B(t)z2±iC(t)z+D(t), (A.12)
6where
A(t) =
√
−ia(t)
b(t)
√
2piσ2
, (A.13)
B(t) = −a(t) cos(t) + a(t)
2
b(t)
, (A.14)
C(t) =
|q|a(t)
2σ2b(t)
, (A.15)
D(t) =
q2
4σ2
(
−1 + 1
4σ2b(t)
)
, (A.16)
b(t) =
1
4σ2
− ia(t) cos(t). (A.17)
D. Loschmidt echo and rate function
In this part we give explicit formulas, within the con-
tinuum approximation, for the Loschmidt echo and the
rate function [29] when initially the system is prepared
in the symmetric ground state (A.6). The initial state is
written in the periodically evolving basis and corresponds
to the Floquet state that fulfils the discrete time transla-
tion symmetry of the original time-dependent Hamilto-
nian.
The probability of the return of the evolving N -body
state |ψ˜+(t)〉 =
∑
n ψ˜(zn, t > t0)|N − n, n〉 to the time-
periodic Floquet symmetric eigenstate |ψ+(t)〉, is given
by the Loschmidt echo |G(t > t0)|2, where
G(t > t0) = 〈ψ+(t)|ψ˜+(t)〉 (A.18)
is called the Loschmidt amplitude. Within the continuum
approximation (A.18) is equivalent to
G(t) =
∫
ψ∗+(z)ψ˜(z, t). (A.19)
The Loschmidt amplitude (A.19) can be written in terms
of the symmetry broken states (A.6) and (A.11), namely
G(t) =
∫
ψ∗L(z)ψ˜L(z, t) +
∫
ψ∗R(z)ψ˜L(z, t) =
=
∫
ψ∗R(z)ψ˜R(z, t) +
∫
ψ∗L(z)ψ˜R(z, t) =
≡ GR(t) + GL(t), (A.20)
where, after a conscientious calculation we obtain:
GR(t) =
√
−ia(t)
2σ2b(t)c(t)
e−
N
2 (λR(t)+iµR(t)), (A.21)
GL(t) =
√
−ia(t)
2σ2b(t)c(t)
e−
N
2 (λL(t)+iµL(t)), (A.22)
where
c(t) = −ia(t) cos(t) + a(t)
2
b(t)
+
1
4σ2
, (A.23)
and
λR(t) =
q2Ω˜ tan2( t2 )
Ω˜2 + tan2( t2 )
, (A.24)
µR(t) =
q2Ω˜2 tan( t2 )
Ω˜2 + tan2( t2 )
, (A.25)
λL(t) =
q2Ω˜ cot2( t2 )
Ω˜2 + cot2( t2 )
, (A.26)
µL(t) =
− q2Ω˜2 cot( t2 )
Ω˜2 + cot2( t2 )
. (A.27)
The Loschmidt echo for non-critical states scales ex-
ponentially with the total number of particles N [74].
Therefore, it is convenient to consider an intensive quan-
tity, i.e. the rate of the Loschmidt echo
λ+(t) = lim
N→∞
λ
(N)
+ (t), λ
(N)
+ = −N−1 ln |G(t)|2.
(A.28)
A straightforward calculations shows that in the thermo-
dynamical limit
λ+(t) = min (λR(t), λL(t)) . (A.29)
The rate function (A.29) has a non-analytic cusp for
t = tc = pi/2 when λR = λL. This cusp results in discon-
tinuity of the first derivate of the rate function
lim
t→t±c
dλ+(t)
dt
= lim
t→t±c
lim
N→∞
dλ
(N)
+ (t)
dt
= ∓ 2q
2Ω3
(1 + Ω2)2
.
(A.30)
It should be stressed that the order of the limits is
important. Indeed, lim
t→tc
λ+(t) is defined but
lim
N→∞
λ
(N)
+ (tc) =
q2Ω
1 + Ω2
− lim
N→∞
1
N
ln
[
cos2
(
Nq2Ω2
2(1 + Ω2)
)]
,
(A.31)
is not because whenever the cosine in (A.31) is close to
zero, the logarithm diverges which corresponds to acci-
dental values ofN for which the Loschmidt echo vanishes.
APPENDIX B:
Calculation of entanglement entropy
In this section we present the calculation of the non-
analytical jump of the entanglement entropy S(t) at the
critical point t = tc when the system is initially prepared
in the symmetric Floquet state ψ+(z) (A.6).
The von Neumann entropy of the reduced density ma-
trix of the system after the quench is defined as
S(t > t0) = −tr (ρ1 ln ρ1) , (B.1)
where
ρ1 =
∑
n2
〈n2|ψ˜+(t)〉〈ψ˜+(t)|n2〉. (B.2)
7After decomposing the Floquet state in the Fock basis
|ψ˜+(t)〉 =
∑
n ψ˜(zn, t)|n,N − n〉 a straightforward calcu-
lation leads to
S(t) = −
∑
n
|ψ˜(zn, t)|2 ln |ψ˜(zn, t)|2. (B.3)
Let us first consider S(t) away from the critical time.
Applying the continuum approximation we obtain
S(t 6= tc) = −
∫
|ψ˜|2 ln |ψ˜|2 ≈ ln 2 +
−1
2
(∫
|ψ˜L|2 ln |ψ˜L|2 +
∫
|ψ˜R|2 ln |ψ˜R|2
)
, (B.4)
where we have used the fact that away from the critical
time |ψ˜|2 ≈ [|ψ˜L|2 + |ψ˜R|2]/2 for N  1. For sufficiently
large N , (B.4) holds for any t arbitrary close to tc. In
particular
lim
t→t±c
S(t 6= tc) ≈ ln 2−
∫
|ψ˜0|2 ln |ψ˜0|2, (B.5)
where , from (A.11)-(A.12), we have
|ψ˜0|2 = lim
t→tc
|ψ˜L/R|2 =
√
2
piNΩ
e−Nz
2/(2Ω). (B.6)
On the other hand, exactly at t = tc one gets
S(tc) = −
∫ ∣∣∣∣∣ ψ˜0eiβz + ψ˜0e−iβz√2
∣∣∣∣∣
2
ln
∣∣∣∣∣ ψ˜0eiβz + ψ˜0e−iβz√2
∣∣∣∣∣
2
≈ −
∫
|ψ˜0|2 ln |ψ˜0|2 −
∫
|ψ˜0|2 cos(2βz) +
−2
∫
|ψ˜0|2 cos2(βz) ln (1 + cos(2βz)) ,
(B.7)
where β = Nq/2. Note that because of the presence of
cos2(βz) there are no singular points under the integral in
the second term. Subtracting (B.7) from (B.4) we obtain
δS(tc) ≡ lim
t→t±c
S(t 6= tc)− S(tc)
≈ ln 2 + 2
∫
|ψ˜0|2 cos(2βz)
+
∞∑
n=2
∫
|ψ˜0|2 (−1)
n
n(n− 1) cos
n(2βz),
(B.8)
where a series expansion of the logarithm was used.
Highly oscillatory terms in (B.8) can be dropped if N 
1. Note that
cosn(2βz) =
(
e2iβz + e−2iβz
2
)n
=
n∑
k=0
(
n
k
)
e2iβz(n−2k)
2n
(B.9)
and that the only non-oscilatory term in the sum (B.9)
corresponds to k = n/2. Using this result in (B.8) we
finally get
δS(tc) ≈ ln 2 +
∞∑
m=1
(
2m
m
)
1
2m(2m− 1)4m = 1. (B.10)
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