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The electronic Schrödinger equation plays a fundamental role in molcular physics. It de-
scribes the stationary nonrelativistic behaviour of an quantum mechanical N electron system
in the electric field generated by the nuclei. The (Projected) Coupled Cluster Method has
been developed for the numerical computation of the ground state energy and wave func-
tion. It provides a powerful tool for high accuracy electronic structure calculations. The
present paper aims to provide a rigorous analytical treatment and convergence analysis of
this method. If the discrete Hartree Fock solution is sufficiently good, the quasi-optimal
convergence of the projected coupled cluster solution to the full CI solution is shown. Un-
der reasonable assumptions also the convergence to the exact wave function can be shown
in the Sobolev H1-norm. The error of the ground state energy computation is estimated
by an Aubin Nitsche type approach. Although the Projected Coupled Cluster method is
nonvariational it shares advantages with the Galerkin or CI method. In addition it provides
size consistency, which is considered as a fundamental property in many particle quantum
mechanics.
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1 Introduction
Reliable computations of molecular behavior are requested e.g. in chemistry, molecular biology,
material sciences or semi-conductor devices etc. with increasing importance recent in science
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and technology. On an atomic or molecular length scale, the physics is completely governed by
the laws of quantum mechanics. Consequently, numerical modeling of such processes should be
based on first principles of quantum mechanics. The basic equation for a quantitative description
of most phenomena is the electronic Schrödinger equation. It describes the stationary and non-
relativistic behavior of an ensemble of N electron in an electric field resulting from fixed nuclei.
A quantity of major interest is the ground state energy E0, which is the lowest eigenvalue of the
Schrödinger-Hamilton operator. Despite the relatively simple form of the electronic Schrödinger
equation, the numerical approximation of the solution is an extremely difficult and challenging
problem. This is mainly due to the fact that the corresponding eigenfunction Ψ depends on at
least 3N spatial variables. The complexity of traditional approximation methods like Finite Ele-
ments, Fourier series, splines etc. is scaling exponentially with respect to the spatial dimensions,
an effect often called the curse of dimensions. Furthermore, the wave function Ψ is not smooth,
and approximating these cusps, in particular the electron-electron cusp, causes additional se-
vere problems. After 70 years of progress, recent electronic structure calculation algorithm are
powerful and demonstrate impressive accuracy. The Nobel Prize in chemistry has been awarded
to Kohn, Pople for their contributions to this success. The curse of dimensions might be cir-
cumvented by replacing the original many particle Coulomb system by an artificial (nonlinear)
system of non-interacting particles, as done in Density Functional Theory. Even this approach is
extremely successful, there remains an unavoidable a modeling error and no constructive method
is known, which can provide the convergence to the exact results, in principle. Whenever highly
accurate results are required one needs a reasonable approximations of the wave function. In
particular, if one is asks for derivatives of the ground state energy w.r.t. to some parameters, like
e.g. forces,
Among those methods based on computing an approximate wave function, the Coupled Clus-
ter Method (CC-Method) provides an extremely powerful tool. Nowadays it is considered as
the most efficient and preferred approach whenever highly accurate calculations are required,
although the CC method fails in many situations. The CC method, more precisely the Projected
Coupled Cluster Method, was invented by Coester and Kümmel for many body quantum theory,
based on an exponential ansatz introduced by Hubbard. It has has been applied to problems in
quantum chemistry first by Paldus & Czischek in the sixties, and from that time on it has been
developed further, see e.g. [18] for further historical remarks. It was motivated by the general
observation, that for most many-body quantum system the energy is an extensive quantity be-
ing proportional to the particle number. For independent systems this behavior is formulated as
size consistency, a property on which scientists in physics and chemistry pay severe attention
and emphasize. Size consistency can be easily guaranteed using an exponential parametriza-
tion of the wave function as done in the Coupled Cluster method. When it comes to numerical
computations, the approximate Coupled Cluster parametrization is found by solving a system of
nonlinear equations, namely the amplitude equations, which are derived by the Projected Cou-
pled Cluster approach. Since this ansatz is not variational, it was disputed in literature for several
times, although it works extremely well, see e.g. [20] for a very detailed and extensive study
of the convergence of the projected Coupled Cluster method and comparison with truncated CI
methods as well as electron pair approximations (CEPA) and alternative Coupled Cluster ap-
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proaches. The present paper, is to the authors knowledge, a first mathematical attempt to analyse
the Projected Coupled Cluster, or shortly the Coupled Cluster approach, from the perspective of
numerical analysis. The outcome of the paper is, roughly speaking, that the Projected Coupled
Cluster method almost preserves some advantages of variational methods, like quasi-optimal
convergence of the wave function and super-convergence of the energy, provided that the refer-
ence determinant is sufficiently closed to the exact wave function. In this situation, the Coupled
Cluster method becomes a favorable tool, due to its size consistency. This confirms the experi-
ence that it is extremely powerful for describing what is called dynamical correlation, and is in
accordance to conclusions of [20] and others. But it fails in difficult situations, where a single
Hartree-Fock determinant is not sufficient for approximating the wave functions appropriately.
Examples for this difficult situations are e.g. open shell systems or quantitatively correct descrip-
tions of the dissociation of a closed shell system into open shell systems.
For the present investigations, we will consider of the CC method in the same framework way it is
traditionally applied in practise.Therefore, the (approximate) Hartree-Fock (HF) wave function,
as a result of a previous Hartree-Fock computation, is taken as the reference Slater determinant,
which provides a canonical choice. We consider canonical orbitals, which are eigenfunctions of
the Fock operator, as the underlying basis set for approximating the wave function. For sake of
simplicity, we always use the spin orbital formulation. In the present framework, there arises a
principle difficulty, since the HF Slater determinant as well as the Fock operator depend on the
actual discretisation, i.e. the underlying (finite) basis set. Consequently, the approximation of
the wave function by a Projected Coupled Cluster solution will be considered here in two steps.
The first part is the convergence of the Full CI solution towards the exact wave function. Since
the Full CI method is a Galerkin method on the Full CI ansatz space, and we refer only to known
results about convergence of the Galerkin method for solving symmetric eigenvalue problems.
Although the full CI ansatz space is finite dimensional, its dimension increases exponentially
with the numbers of electrons N . Therefore the computation of the full CI solution becomes
untractable, or at least prohibitively expensive, except for very small systems. Even this space is
finite-dimensional, we always try to keep our estimates independent of the size of the underlying
basis set and the dimensions of this space. We show rigorously that any wave function, which
is not orthogonal to the reference determinant can be parameterized by an exponential ansatz.
Probably this results has been proved earlier in physical literature, where nowdays it is taken for
granted without any further reference. This implies that the solution of the full set of amplitude
equation exists. To make the method computational accessible, only a small subset of amplitude
equations are considered for a restricted CC ansatz. The standard approach is the Projected Cou-
pled Cluster method. Since the Projected CC Method is not variational, it is not clear whether
amplitude equations of the Projected Coupled Method are uniquely solvable or not, and how ac-
curate this approximation performs. In the present paper, the Projected Coupled Cluster Method
is considered as a Galerkin scheme for the nonlinear amplitude equations. To guarantee solvabil-
ity and convergence we consider strict monotonicity as a sufficient condition. For instance this
condition can be satisfied if the fluctuation potential is sufficiently small compared to the Fock
operator. To prove local existence and error estimates rigorously, we consider an equivalent but
different set of nonlinear amplitude equations.
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In order to show the convergence of the projected CC-solution to the exact wave function, the
convergence estimates for the CC solution to the CI solution should be uniform with respect to
actual discretisations, e.g. the size of basis sets. This means that the constants involved in these
estimates do not depend explicitly on the size of the basis set. In particular, we will introduce
a weighted l2-norm for the coupled cluster amplitudes, which is shown to be equivalent to the
H1 Sobolev norm of the approximate wave functions to a certain extend. The CC method is
trying to compute an excitation operator T . The norm of the amplitudes appear in two different
circumstances now. One role is in a linear and an exponential parametrization applied to the
reference. By this way, we will measure the (full CI) wave function and the approximation error.
And on the other hand, the amplitudes defining the operator T and the norm of the amplitude
vector is related to the operator norms of the excitation operator T acting on L2 as well as on
H1. A major result of this paper states that, in the present situation, all these norms are more or
less equivalent, with constants depending on the actual Schrödinger equation, e.g. the particle
numbers, but not on its discretisation. With this framework and results at hand, the Projected CC
Method can be interpreted as a Galerkin scheme for a non-linear operator acting on the space
of amplitude vectors. Under the assumption that the reference determinant is sufficiently closed
to the wave function, strict monotonicity of the modified amplitude function, solvability and
quasi-optimal convergence of the projected CC method can be concluded. Finally, to estimate
the convergence of the computed eigenvalue to the exact ground state energy, we use the dual
weighted residual approach, e.g. [3], to apply some Aubin Nitsche like argument for the deriva-
tion of a priori estimates. Since the present analysis is based on canonical orbitals and discrete
Fock operators, the present investigations will be completed by a detailed analysis of a uniform
behavior of such functions and operators, e.g. uniform boundedness, uniform gap conditions etc.
The present analysis highlights the role of the HOMO-LUMO gap and the underlying reference
determinant on the performance of the Projected Coupled Cluster method. We would like to
mention that the dual weighted residual method has been developed for the design of local error
estimators for adaptive finite element methods in order to optimize the finite element meshes
to compute certain functionals of the solution. However adaptive finite element method (FEM)
techniques cannot be transferred immediately to the present setting, but we hope that the present
investigations could be a starting point for developing adaptive techniques for the solution of
the electronic Schrödinger equation. Procedures for optimizing the basis set together with an
automatic selection of amplitudes giving the most significant contribution to the ground energy
could improve recent ab initio computations of the electronic structure.
The presentation is kept fairly self-contained to make it accessible to numerical analysts which
are not particular familiar with wave function methods in quantum chemistry. For instance, we
have avoided the notion of second quantization completely. The paper is organized as follows.
After the formulation of the electronic Schrödinger equation, in Chapter 3, we provide a col-
lection of required analytical results, notations, definitions, which are basic for this paper, but
cannot be easily in the present form in existing literature. A best reference is [5]. The Coupled
Cluster method is introduced in Chapter 4. The exponential ansatz is verified rigorously, by a
global existence result Theorem 4.3. The Projected Coupled Cluster Method for its numerical is
introduced as Galerkin solution of the nonlinear amplitude equations on a certain normed vector
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space of amplitude vectors.The excitation operator is analysed in detail, showing that its norm is
equivalent to the norm of the wave functions, Theorem 4.11 , as well as an appropriate operator
norm, see e.g. Theorem 4.15. With these crucial results at hand, a local existence result together
with quasi-optimal convergence w.r.t the wave function could be proved in Section 5. The error
in the energy is considered in Chapter 6, based on duality techniques. The performance of the
CC method has frequently been reported about in the quantum chemistry literature, we illustrate
this by a simple comparison with CISD computations and refer to further results in literature.
A particular reference for a comparison of CCSD (Coupled Cluster Single Double) with CISD
(Configuration Interaction Single Double) and further numerical examples are presented in the
monograph [14].
There exists several monographs concerning the numerical solution of the electronic Schrödinger
equation form the perspective of quantum chemistry and physics, in particular [31] contains clas-
sical introduction. For a recent comprehensive and relatively complete and modern treatment we
would like to refer to [14] and the literature cited therein. In contrast to highly developed numer-
ical analysis in fluid dynamics, continuum mechanics or electro dynamics, there exist only very
few contributions and mathematical investigations to numerical problems in quantum mechan-
ics, in particular to those who are related to the convergence of the numerical methods including
a priori and/or a posteriori error estimates. A priori estimates for the CI method are following
directly from known results about the Galerkin method, see e.g. [34] for a short summary. The
more complex optimization problem tackled with MCSFC (Multi Configuration Self Consistent
Field) methods have been investigated in [24] and [13]. For a survey of state of art in numerical
analysis, we refer to [7, 23] and the literature cited therein. Due to the authors knowledge, the
convergence of the Coupled Cluster (CC) Method, or more precisely of the Projected Coupled
Cluster Method has not been investigated from a numerical analysis perspective so far, and we
would like to refer to [20] for a different but highly interesting treatment of error analysis of the
CC method in quantum chemistry.
2 The electronic Schrödinger equation
A quantum mechanical system of N identical non-relativistic electrons is completely described
by a state-function Ψ depending on 3N spatial variables xi ∈ R3, i = 1, . . . , N , together with N
discrete spin variables si ∈ {±12}, i = 1, . . . , N ,
Ψ : (R3 ⊗ {±1
2
})N → C , Ψ(x1, s1; . . . ; xN , sN) .
The function Ψ belongs to the Hilbert space L2((R3 × {±12})







u(x1, s1; . . . ; xN , sN)v(x1, s1; . . . ; xN , sN)dx1 . . . dxN .
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The Pauli antisymmetry principle states that the wave function of fermions, in particular elec-
trons, must be antisymmetric with respect of permutation of variables, i.e.
Ψ(x1, s1; . . . ; xi, si; . . . ; xj, sj; . . . ; xN , sN) = −Ψ(x1, s1; . . . ; xj, sj; . . . ; xi, si; . . . ; xN , sN) .
The well known Born-Oppenheimer-approximation considers a nonrelativistic quantum mechan-
ical system of N electrons in an exterior field generated by the nuclei. Therein the wave function
Ψ is supposed to satisfy the stationary Schrödinger equation, i.e. the wave function is an eigen-




















∆ + V ]Ψ = EΨ ,
where the eigenvalue E ∈ R is the energy of the corresponding state Ψ. The most interesting
quantity is the ground state energy E0, which is the lowest eigenvalue.
Since the Hamilton operator is a linear second order differential operator, the analysis for the
electronic Schrödinger equation has been already established to certain extent. We would like
to briefly summarize some basic results and refer to e.g. [29], the survey article [30] and the
extensive literature cited therein. The Sobolev spaces Hm := Hm((R3 × {±1
2
})N), m ∈ N0 are
defined as the function spaces for which all derivatives up to order m are in H0 := L2((R3 ×
{±1
2
})N). Consequently, the operator H maps the Sobolev space H1 continuously into its dual
space H−1, i.e. H : H1 → H−1 boundedly [16, 29, 34]. The potential operator V maps the
Sobolev spaces H1 continuously into H0 i.e. V : H1 → H0 = L2 boundedly [29, 34]. The
electronic Schrödinger operator admits a rather complicated spectrum. We are interested mainly
in the ground state energy E0. If
∑M
j=1 Zj ≥ N , in particular for electrical neutral systems, it
is known that E0 is an eigenvalue of finite multiplicity of the operator H : H2 → H0 below
the essential spectrum σess(H) of H , i.e. −∞ < E0 < inf σess(H). see e.g. [29, 30] for
further details. This situation will be considered in the sequel. For sake of simplicity, we will
also always assume in the sequel that E0 is a simple eigenvalue. Without loss of generality, we
assume further that the wave function is real valued. According to the well known mini-max
principle, see e.g. [29], the ground state energy and the corresponding wave function satisfies
the Rayleigh Ritz variational principal, see [34, 29], i.e. the lowest eigenvalue is the minimum
of the Rayleigh quotient
E0 = minΨ 6=0
〈HΨ,Ψ〉
〈Ψ,Ψ〉




In this variational framework, the energy space for the electronic Schrödinger equation is









supplied with the H1 norm ‖Ψ‖V := ‖Ψ‖H1 . Here ∧ denotes the outer or anti-symmetric prod-
uct. Since the Hamilton operator maps H : V → V ′ boundedly, we will put the eigenvalue
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problem into the following weak formulation, see e.g. [34], to find Ψ ∈ V , normalized by
〈Ψ,Ψ〉 = 1 satisfying
〈Φ, (H − E0)Ψ〉 = 0 , ∀ Φ ∈ V . (2)
The above framework will be considered throughout the present paper.
3 Full Configuration Interaction Approximation
3.1 Approximation by Slater-determinants
A convenient way to approximate the wave function is to use a tensor product approximation,
i.e. to apply separation of variables w.r.t. to individual particle variables (xi, si). Due to the
antisymmetry constraint the usual tensor product has to be replaced by an outer (resp. antisym-
metric) product, which can be realized by determinants. To this end, let us consider functions
ϕi : (x, s) 7→ ϕi(x, s) ∈ X := H1(R3 × {±12}), which will be called spin orbitals, because
they depend on one spin variable s = ±1
2
and the spatial variable x ∈ R3. In the sequel we will
confine ourselves to spin orbital formulations. We build Slater determinants ΨSL in the energy
space of an N -electron system by selecting N nonidentical indices, say i = 1, . . . , N , together







ϕi(x, s)ϕj(x, s)dx = δi,j (3)
to define the Slater determinant






For simplicity of notation, we will use the same brackets 〈., .〉 for designating inner products in
Hilbert spaces, independent of the underlying Hilbert space. To avoid confusion, the concrete
definition of the inner product will be highlighted if it is not obviously identified from the context.
Due to the antisymmetry, the sign of the above Slater determinant depends on the order of the
indices. We will say, that the indices ν1, . . . , νN are in canonical order if νi < νi+1, i = 1, . . . , N ;
i.e., the indices are ordered monotonically.
3.2 The Full CI Ansatz and the Galerkin-Ritz Approximation
For numerical computations, we consider finite dimensional subspaces. Natural candidates to
built finite dimensional subspaces of V are those spaces spanned by Slater determinants of func-
tions from a basis set of XK ⊂ X := H1(R3 × {±12}).
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TakingK withN ≤ K and ϕi ∈ H1(R3×{±12}), i = 1, . . . , K as an (L2-) ortho-normal system
of spin orbitals, we define the K-dimensional subspace of X by




To ensure convergence, we suppose the family {XK}K∈N to be dense in X = L2(R3 × {±12})
as well as in X = X = H1(R3 × {±1
2
}), i.e. for each ε > 0 and φ ∈ X there is K0 such that
for all K > K0 there exists φK ∈ XK with ‖φ − φK‖X < ε . We define the full configuration
interaction space or FCI space as the finite dimensional space
VK := span{ΨSL[ν1, . . . νN ] : ν : {1, . . . , N} → {1, . . . , K}, i 7→ ν(i) := νi is monotone }




Let ν1 < ν2 < . . . < νN be a monotonously increasing selection of indices 1 ≤ νi ≤ K,
1 ≤ i ≤ N . The Slater determinants built by spin orbitals ϕi ∈ XK of the type Ψ[ν1 . . . νN ] form









∼ O(KN) , K →∞.
Since {XK}K∈N is a dense family in H1(R3 × {±12}), {VK}K∈N is a dense family in V .
To obtain an approximate solution of the electronic Schrödinger equation, one may apply the
Ritz-Galerkin method using subspaces VK ⊂ V . I.e.
E0,K := min{〈Ψ, HΨ〉 : 〈Ψ,Ψ〉 = 1 , Ψ ∈ VK}. (7)
The CI wave -function ΨK ∈ VK is the solution of the Galerkin scheme
ΨK := argmin{〈Ψ, HΨ〉 : 〈Ψ,Ψ〉 = 1 , Ψ ∈ VK}. (8)
From the above definitions it becomes obvious, that the approximate ground state energy ob-
tained by the Galerkin method provides an upper bound for the exact energy value E0 ≤ E0,K .
The convergence theory of the Galerkin scheme for the numerical solution of eigenvalue prob-
lems is already established. Here we recall the following known result for a dense family of finite
dimensional subspaces, {VK}K∈N, see e.g. [34].
Theorem 3.1. Let and E0 be the lowest eigenvalue of H , having multiplicity 1, together with
a corresponding eigenfunction Ψ, normalized by 〈Ψ,Ψ〉 = 1 and K0 sufficiently large. Then,
for all K > K0, there exist functions ΨK ∈ VK corresponding to a single lowest eigenvalue
E0,K solving the discrete Galerkin scheme given by (7) and normalized as in (8) which satisfy
the following error bounds:
‖Ψ−ΨK‖V ≤ C inf
φK∈VK
‖Ψ− φK‖V (9)
0 ≤ E0,K − E0 ≤ C‖Ψ−ΨK‖2V . (10)
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This result states that the Galerkin method provides an approximate eigenfunction ΨK which ap-
proximates the exact eigenfunction quasi-optimally. Moreover, the eigenvalue converges quadrat-
ically compared with the convergence of the eigenfunction, which is sometimes referred as super-
convergence of the eigenvalues. The eigenvalue E0,K is also non-degenerate under the above as-
sumption that the approximation space is sufficiently good, i.e. K0 < K. The Galerkin scheme
using all Slater determinants built by orbitals from XK , i.e. VK , is called the Full Configuration
Interaction Method or shortly Full CI Method. Since dimVK ∼ KN ∼ O(KN), K → ∞, this
approach scales exponentially with respect to K as well as to the number of electrons N . Let us
remark, that in order to resolve the electron-electron cusp with accuracy ε, the number K has to
be sufficiently large, one expects K ∼ ε−α, for some α > 1. Therefore, for larger systems, e.g
molecules etc., this approach is practically not feasible, except for a very small number of elec-
trons. In the sequel, we will consider the Projected Coupled Cluster Method as an approximation
of the full CI wave function ΨK along a low dimensional nonlinear manifold in the space VK .
However, we will pay attention that the constants involved in convergence estimates etc. should
be uniform with respect to the parameter K0 ≤ K.
3.3 Excitation Operators
To built Slater determinants ΨSL of an N -electron system, one has to select N nonidentical
indices νi, i = 1, . . . , N and basis functions ϕνi ∈ XK ,






Starting with a single reference Slater determinant, e.g.







i,j=1 ∈ VK ,
we will call the first N orbitals ϕi ∈ XK , i = 1, . . . , N , occupied orbitals and the remaining
K −N orbitals will be called unoccupied orbitals.
We can build further Slater determinants
Ψaj := Ψ[1, . . . , j − 1, a, j + 1 . . . , N ] = (−1)N−jΨ[1, . . . , j − 1, j + 1, . . . , N, a]
by replacing, for instance, the orbital ϕj , j ≤ N , by another orbital ϕa, a > N . Ψaj will be
called a single excited Slater determinant. The expressions unoccupied orbital and excitations
are standard terms in quantum chemistry literature and have been motivated by Hartree-Fock
theory.
Analogously, if we replace two orbitals ϕj and ϕk by ϕa and ϕj , we obtain the Slater determinant
Ψa,bj,k = Ψ[1, . . . , a, . . . , b, . . . , N ].
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If ΨSL = Ψ0 then Ψ
a,b
j,k will be called doubly excited. Higher exited determinants are defined
analogously, e.g. Ψa,b,cj,k,l (triple) or Ψ
a,b,c,d
j,k,l,m etc.. By this procedure all Slater determinants Ψµ =
Ψ[ν1, . . . , νN ] ∈ VK can be expressed by excitations of a single reference Slater determinant
Ψ0 ∈ VK . In the sequel we will use the convention that the sign of the Slater determinant Ψν is
determined by assuming that for ν ∈ IK the indices are in canonical order.
Alternatively, if Ψµ is k-times excited each index µ ∈ IK can be exactly characterized by the set
indices {l1, . . . , lk} of occupied orbital functions which are removed from the reference determi-
nant Ψ0, and therefore no longer contained in Ψµ, together with the set of indices {a1, . . . , ak}
of unoccupied orbital functions which are replacing them in the Slater determinant Ψµ. We will
use the following notation
µ '
(
aµ1 , . . . , aµk
lµ1 , . . . lµk
)
∈ J . (11)
Here J denotes the index set of a Slater determinant basis of VK , except the one for the reference
determinant Ψ0. For sake of brevity of notation, we have dropped the subscript K for J = JK .
Definition 3.2. For µ ∈ J , we can define an excitation operator Xµ = Xa1,...,akl1,...,lk : VK → VK
such that XµΨ0 = Ψµ by its action on Slater determinants. Let µ ∈ J as defined above, then
according to the above introduced notation
Ψµ = XµΨ0 = X
a1,...,ak
l1,...,lk
Ψ0 = (−1)p(µ)Ψa1,...,akl1,...,lk ,
with an appropirate phase factor (−1)p(µ) = ±1. By this, we have established an obvious one-
to-one correspondence between Slater determinants Ψµ and excitation operators Xµ. However,
the action of the excitation operatorsXµ can be extended such that it is well defined for arbitrary
Slater determinant Ψ[ν1, . . . , νN ] ∈ VK . If Ψ ∈ VK is a Slater determinant containing all spin
orbitals ϕli , i = 1, . . . , k, then XµΨ = X
a1,...,ak
l1,...,lk
Ψ is defined by replacing the orbitals ϕli ,
i = 1, . . . , lk by the orbitals ϕa1 , . . . , ϕak . If an occupied spin orbital ϕli , i = 1, . . . , k is not
contained in the Slater determinants Ψ, then we simply define XµΨ := 0. We also note that if Ψ
already contains an unoccupied orbital ϕai , i = 1, . . . , k, then XµΨ = 0 due to the fact that a
Slater determinant which contains two identical orbitals vanishes.
From this definiton, we easily conclude the following proposition.
Proposition 3.3. For µ, ν ∈ J there holds [Xµ, Xν ] = XµXν−XνXµ = 0. The adjoint operator
X†µ defined by 〈X†µΦ,Ψ〉 = 〈Φ, XµΨ〉, ∀Φ,Ψ, is a de-excitation operator X†µ = X l1,...,lka1,...,ak .
Proposition 3.4. Let Ψ0 = Ψ[1, . . . , N ] ∈ VK be a single reference Slater-determinant and
Ψ1 be an arbitrary function in the full CI space VK satisfying the intermediate normalization
〈Ψ,Ψ0〉 = 1. Then there exists exactly one excitation operator of the form
T = I +
∑
µ∈J
cµXµ such that Ψ = TΨ0 .
10
The coefficients cµ = 〈Ψ,Ψµ〉 are called the excitation amplitudes. Let µ, ν ∈ J , then the
excitation rank ]µ will be defined by the numbers of unoccupied orbitals contained in the Slater
determinant Ψµ. We can decompose the operator T = I +
∑N
k=1 Tk according to its excitation






l , another part with double






l,k , the triple excitation operators T3 and so on.
3.4 Slater-Condon Rules
If Slater determinants are used as basis functions in VK , the matrix coefficients of the Galerkin
matrix 〈HΨµ,Ψν〉 can be computed explicitly. The resulting formulas are known as Slater-
Condon rules and can be found in textbooks [31, 14]. Due to their fundamental importance,
we summarize these results briefly. To this end, it is convenient to decompose the Hamilton





j<i Gi,j) = h + G, where hi = −
1
2







i=1 hi are single particle operators (notice that all individual one particle operators





the potential of the repulsion between two electrons, which consists of two particle operators
Gi,j =
1
|xi−xj | . For brevity of notation, we define the following expressions for single particle
operators
hi,j := 〈i|h|j〉 := 〈ϕi, hjϕj〉
and for the two particle repulsion term













〈a, b||i, j〉 := 〈a, b|i, j〉 − 〈a, b|j, i〉. (12)
Theorem 3.5. Let Ψ1SL[1, . . . N ] and Ψ2SL[µi1 , . . . , µiN ] be two Slater determinants built by the
orbitals ϕi and ϕµi , where i = 1, . . . , N .
For single particle operators, e.g. A := h =
∑N




〈l|h|l〉 if Ψ1 = Ψ2 , 〈Ψ1, AΨ2〉 = 〈l|h|a〉 if Ψ1 = Xaj Ψ2
and 〈Ψ1, AΨ2〉 = 0 otherwise, i.e. for higher excitations.
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〈j, l||a, l〉 if Ψ2 = Xaj Ψ1 ,
〈Ψ1, GΨ2〉 = 〈i, j||a, b〉 if Ψ2 = Xa,bi,j Ψ1 ,
and 〈Ψ1, GΨ2〉 = 0 for higher excitations, e.g. Ψ2 = Xa,b,ci,j,l Ψ1.
3.5 The Hartree-Fock approximation and the Fock operator
The discrete Hartree-Fock approximation is defined by an approximation of Ψ ∈ V , resp. ΨK ∈
VK by a single Slater determinant, i.e. by optimizing the energy functional
EHF = min{〈HΨSL ΨSL〉 : ΨSL ∈ VK is a single Slater determinant} (13)
as is a functional of N unknown orbital function ϕi ∈ XK , i = 1, . . . , N , subordinated to
orthogonality constraints 〈ϕi, ϕj〉 = δi,j . Let us introduce the functions















With this definition at hand one can define the corresponding Fock operator F : X → X ′ defined
by

















Note that the Fock operator F = Fρ depends on the minimizer {ϕi : 1 ≤ i ≤ N}. If
∑M
j=1 Zj ≥
N , it is known [25] that there exists a minimizer of (13) containing orbitals ϕi, i = 1, . . . , N ,
which obey the Hartree-Fock equations (in the spin orbital formulation) as a nonlinear eigenvalue
problem in weak formulation
〈Fϕi − λiϕi, φ〉 = 0 , ∀φ ∈ XK , (15)
where the Fock operator (or Hamilton-Fock operator) F depends on the solution ϕi, i = 1, . . . , K
itself. Here the orbitals ϕi, i = 1, . . . , N , are chosen according to the aufbau principle, i.e. they
are eigenfunction with respect to the N lowest eigenvalues λ1 ≤ . . . ≤ λN < λN+1 ≤ . . . ≤ λK .
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Since the eigenfunctions of the discrete Fock operator ϕi, i = 1, . . . , K are forming an ortho-
normal basis in XK , they can be used as a basis of XK for further computations like the CI
Method or the Møller Plesset Perturbation Methods [31, 14] or the Coupled Cluster Method.
These eigenfunctions of the Fock operator are called canonical orbitals. Usually wave function
methods are based on the above mentioned Hartree-Fock computation, i.e. we will take the
Hartree-Fock determinant ΨHF = 1√N ! det(ϕi(xj, sj))
N
i,j=1 as the reference determinant Ψ0, and
occupied resp. unoccupied orbitals are defined by this choice. Actually, in most Coupled Cluster
computations the closed shell restricted Hartree-Fock approximation is used for the reference
determinant. However, we will not go into further details about specific treatments of the spin




on functions depending on one particle variable xi, si , i.e. three spatial variables and one spin
variable, it defines a single-particle operator. Therefore, we can define also a multi-dimensional
operator acting in the configuration space V or VK by FΨ :=
∑N
i=1 FiΨ. Here the Fock operators
Fi = F , i = 1, . . . , N , act only on single particle variable (xi, si) ∈ R3 × {±12} as defined by
(15).
Definition 3.6. We decompose the (discretized) Hamiltonian
H = F + U,
where F is the Fock operator and U := H − F denotes the fluctuation potential.
We remind that the Fock operator F is a one particle operator and the fluctuation potential U
contains the electron-electron repulsion terms. Computations are rather simplified if we use
canonical orbitals as basis functions in XK , since they are eigenfunctions of the corresponding
(discretized) Fock operator F : XK → X ′K in the variational (weak) sense, i.e. a solution of the
Galerkin scheme. Applying Theorem 3.5, one immediately obtains the following result.
Proposition 3.7. The Hartree-Fock Slater determinant Ψ0 = ΨHF given by the solutions of
the (discrete) Hartree-Fock equations satisfying the aufbau principle, is an eigenfunction of the
operator F : VK → V ′K corresponding to the lowest eigenvalue Λ0 =
∑N
i=1 λi in the variational
sense, i.e.
〈(F − Λ0)Ψ0,Φ〉 = 0 ∀Φ ∈ VK .
Moreover, for µ ∈ J , an excited Slater determinant Ψµ = XµΨ0 = Ψ[µ1, . . . , µN ] is also an




λµj = Λ0 + εµ , Λ0 =
N∑
j=1
λj , εµ :=
k∑
j=1
(λaj − λlj) .
The following result, known as Brillouin’s Theorem is presented without proof.
Proposition 3.8. The interaction of the Hamiltonian H between the Hartree-Fock determinant
ΨHF = Ψ0 and an arbitrary singly excited orbital ΨSingle = Ψaj , where j = 1, . . . , N refers to
an occupied orbital and a > N to an unoccupied orbital, is zero,
〈Ψaj , HΨHF 〉 = 〈Ψaj , UΨHF 〉 = 0. (16)
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It has been shown that there is a positive HOMO (highest occupied molecular orbital) -LUMO
(lowest un-occupied molecular orbital) gap λN+1 − λN > 0, due to a result in [2]. The Hartree-
Fock equations together with the aufbau principle are known to be necessary conditions for a
minimizer. It is not clear whether they are sufficient. It is also known by [26] that the Fock
operator has countably many negative eigenvalues λi, it admits also a continuous spectrum and
the eigenfunctions are not forming a complete basis in V . In view of these principal difficulties,
we confine ourselves to finite dimensional subspaces XK ⊂ X ,VK ⊂ V and define the excitation
operators only in discrete spaces VK . This means, in the sequel, we will consider only the
discrete Hartree-Fock approximation, i.e. ϕi ∈ XK , the above occupied orbitals are solutions
of the Hartree Fock equation satisfying the aufbau principle, which are called aufbau solutions.
Therefore they satisfy the necessary conditions to be a minimizer of the corresponding energy
functional in XK . It is not clear yet, whether the discrete aufbau solutions are converging to a
minimizer of the continuous Hartree-Fock model or not. In order to obtain convergence results
of the Projected Coupled Cluster Method, we will see later that we do not need the convergence
of the Hartree-Fock determinant if K →∞ explicitly. Instead of convergence, we require some
uniformity conditions, e.g. ‖Ψ0‖H1 ≤ C uniformly w.r.t. Ψ0 ∈ VK ,K →∞.This is a reasonable
condition and satisfied in case of convergence.
It is remarkable, that in physics literature one does not distinguish between the Hamilton operator
H : V → V ′ and its finite dimensional counterpart H : VK → VK . Even in the sense of the
canonical embedding VK ⊂ V they are not the same operators nor converging to each other in
the sense of operator norms. They are the same only in the weak formulation on VK , i.e. in the
Galerkin scheme. This is sometimes misleading or erranous, and requires a careful treatment the
concrete setting.
4 Coupled Cluster Approximation
Since the dimension of the full CI space is too large, it is common practise to apply the Galerkin
method to subspaces, which are defined via their excitation ranks, eg. VSD,VSDT , for single,
double, triples excitations and so on. For example, the CI method using only singly and dou-
bly excited Slater determinants is called CISD. Besides the superior qualities of the variational
Ritz-Galerkin approach (see Theorem 3.1), all kind of truncated CI methods defined above are
violating the size consistency, meaning the following. If one consider M independent electronic
systems, then the total energy is the sum over all energies of the individual systems. Moreover,
the wave function of the total system is the outer (antisymmetric) product of the wave func-
tions of the individual system. For instance, let A,B be to independent electronic systems with
NA, NB particles and ground state energy EA, EB. Further let VK,A,VK,B be corresponding full
CI spaces. Then, for the combined system AB, the ansatz space VK,AB = VK,A∧VK,B yields the
Galerkin solution ΨAB = ΨA∧ΨB with approximate ground state energyEAB,K = EA,K+EB,K .
However, for the doubly truncated CI method with trial spaces VSD,A,VSD,B, it is obvious that
in general VSD,AB 6= VSD,A ∧ VSD,B. Approximating each individual system e.g. by CISD,
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i.e. at most doubly excited Slater determinants, the corresponding approximate wave function
of the total system is then fourfold excited. An approximation of this function by only at most
doubly excited Slater determinants can be quite poor. This effect will become even worse for
large systems. All these methods are underestimating the correlation energy significantly. In
fact, size consistency is a major concern in electronic structure calculations supported by a rather
long experience and multiple experimental data.
In the sequel, let us fix K ∈ N and define the Coupled Cluster Method for the space VK ⊂ V
as an approximation to the full CI solution ΨK . Although the analysis of the Projected Coupled
Cluster method will be performed on each particular VK , we will often drop the index K during
these sections and write instead VFCI , for simplicity of notation. However we have to take in
mind that in order to consider the convergence to the exact wave function, the constants involved
in the convergence estimates should be uniform w.r.t. K →∞. For this reason, we will introduce
discrete norms which represent the error between the full CI solution ΨK to the projected coupled
cluster solution ΨCC,K ∈ VK in such a way that one obtains norm equivalences to theH1 Sobolev
norm with constants uniform with respect to K →∞. We note that these constants may depend
on the particular atomic configuration, namely N , Zj and Rj .
4.1 The Exponential Ansatz
The idea of the Coupled Cluster method is to replace the linear parametrization in the Galerkin
ansatz, respectively in the CI-method, by a nonlinear parametrization. Therefore, instead of
searching an approximate solution in linear subspaces, we are looking for an approximation on
a nonlinear manifold. Let Ψ0 ∈ VK be a reference Slater determinant and, for µ ∈ J = JK , Xµ
denote the corresponding excitation operator. In the present paper, we will consider the reference
Slater determinant Ψ0 = ΨHF to be the discrete Hartree-Fock determinant in the sequel, which
is the canonical choice, mainly used in electronic structure codes.
Lemma 4.1. 1. Let µ, ν ∈ J be given with ]µ ≥ ]ν. Then there holds
〈Ψν , XαΨµ〉 = 0 , ∀α ∈ J ,
2. Let µ, ν ∈ J , ]ν > ]µ, be given, then there exists at most one α ∈ J such that there holds
〈Ψν , XαΨµ〉 6= 0 ,
3. Let ν ∈ J be given, then
]{(α, µ) ∈ J × J : 〈Ψν , XαΨµ〉 6= 0} =
∑
α,µ∈J
|〈Ψν , XαΨµ〉| ≤ CN ≤ 22N .
Proof. Since Xα increases the excitation rank at least by one, the first assertion follows immedi-
ately from the orthogonality of the Slater determinants. Referring to the notation (11), the Slater
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determinant is nonzero only if
{aµ1 , . . . , aµ]µ} ⊂ {aν1 , . . . , aν]ν} and {lµ1 , . . . , lµ]µ} ⊂ {lν1 , . . . , lν]ν} .
In this case we set
{aα1 , . . . , aα]α} = {aν1 , . . . , aν]ν}\{aµ1 , . . . , aµ]µ}
and
{lα1 , . . . , lα]α} = {lν1 , . . . , lν]ν}\{lµ1 , . . . , lµ]µ} .
ForA := {aα1 , . . . , aα]α} , B := {aµ1 , . . . , aµ]ν} ⊂ C := {aν1 , . . . , aν]ν}, there holdA∩B = ∅
and A ∪ B = C. This suggests the notations µ ≤ ν and α =: ν 	 µ, in case Xν = XαXµ. A
very rough estimate for the number of all possibilities building a set C as a union of disjoint
subsets A,B is provided by square of the number of subsets 2]ν ≤ 2N , which gives the required
result.
According to Proposition 3.4, for any state Ψ, with 〈Ψ,Ψ0〉 = 1, there exists an operator T =∑N
i=1 Ti =
∑
µ∈J tµXµ with Ψ = (I + T )Ψ0, By definition there holds tµ = 〈Ψµ, TΨ0〉.
Applying T to any Ψν , if TΨν 6= 0, there is some µ ∈ J with tµ 6= 0, and T increases the
excitation order of Ψν at least by one. In the corresponding matrix representation
T = (Tµ,ν)µ,ν∈J ∈ R]J×]J , Tµ,ν = 〈Ψµ, TΨν〉 , µ, ν ∈ J ,
we observe that
Tµ,ν = 0 if ]ν ≥ ]µ,
that is I + T is a lower triangular matrix with diagonal I.
We introduce the following class of excitation operators mapping VK → VK
L := {t0I + T : T =
∑
µ∈J
tµXµ, t0, tµ ∈ C} .
The following lemma shows that this is an involutory algebra.
Lemma 4.2. The set of operators L forms a closed commutative subalgebra in the algebra
of linear operators VK → VK . This algebra is closed under inversion, and the spectrum of
L = I − T ∈ L is σ(L) = {1}. Furthermore, the excitation operators T are nilpotent, there
holds T k = 0 for all k > N .











XµXα = XαXµ = Xν 6= 0
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only if k 6= l and a 6= b, and then the excitation rank is increased at least by one since ]ν = 2.
Otherwise one obtains XµXα = 0. Therefore, in general there exists either ν ∈ J such that
XµXα = XαXµ = Xν
holds or the product of both operators is zero. This proves that the composition of two excitation
operators T, T ′ is again an excitation operator. In other words, the class of excitation operators
L form an algebra.
It is also clear that the operators of form T =
∑
µ∈J tµXµ cannot be invertible in L since L
does not contain operators reducing the excitation rank. Additionally, since, for each excitation
operator Xµ, we have Xkµ = 0 for k > N , there holds T
k = 0, for all k > N , i.e. the operators







L−1L = LL−1 = I − TN+1 = I .
I.e. each operator of the form I − T is invertible and the inverse is contained in the algebra,
which implies the remaining assertions.
The following theorem establishes the exponential parametrization which is fundamental for the
Coupled Cluster ansatz.
Theorem 4.3. Let Ψ0 ∈ VK be a (single) Slater determinant, e.g. the Hartree-Fock solution





µ tµXµ ∈ L such that
Ψ = eTΨ0. (17)
Proof. Let Ψ ∈ VK normalized by the intermediate normalization 〈Ψ,Ψ0〉 = 1. Then, according
to Proposition 3.4, there exists an excitation operator C =
∑
µ∈J cµXµ such that Ψ = Ψ0 +∑
µ cµΨµ = (I + C)Ψ0.
The spectrum of the operator A := I +C ∈ L is σ(A) = {1} by the previous lemma. We define






(zI − A)−1 log z dz,
where Γ denotes, for instance, a circle in the complex plain surrounding the spectrum σ(A),
which consist of a single point z0 = 1. The logarithm is defined in a usual way as a complex
analytic function on C\{x ∈ C : x ∈ R, x ≤ 0} with imaginary part −π < Im log z ≤ π.
Moreover this operator satisfies eT = A. Since due to Lemma 4.2, the algebra L is closed under
inversion and (zI − A)−1 = (z − 1)−1(I − 1
z−1C)
−1, the operator T ∈ L is in the same algebra
L and satisfies eT = A.












since A = I + C ∈ L and C is nilpotent. From the calculus above it follows that eT = A.
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The following basic results follow from the Slater Condon rules.
Theorem 4.4. Let Ψ ∈ VK be a solution of the discretized Schrödinger equation
〈HΨ− EΨ,Φ〉 = 0 , ∀Φ ∈ VK
and the reference Slater determinant Ψ0 = ΨHF ∈ XK be the corresponding Hartree-Fock
determinant. If the wave function Ψ is normalized by 〈Ψ,Ψ0〉 = 1, for the operator T with
Ψ = eTΨ0, according to ( 17), there holds
E = 〈Ψ0, HΨ〉 = 〈Ψ0, H(I + T2 +
1
2
T 21 )Ψ0〉 . (18)





T kΨ0 and T = T1 + T2 + . . ., this is an immediate conse-
quence of the Slater Condon rule (3.5) 〈Ψ0, HΨµ〉 = 0, ]ν ≥ 3, and Proposition 3.8.
For a general reference determinant Ψ0, there will be an additional term 〈Ψ0, HT1Ψ0〉 which
vanishes in case the Hartree-Fock determinant is taken to be the reference, due to Brillouin’s
theorem, i.e. Proposition 3.8.
Let us recall the well known Baker-Campell-Hausdorff formula
e−TAeT = A+ [A, T ] +
1
2!
[[A, T ], T ] +
1
3!





[A, T ](k), (19)
where [A, T ](k) denotes the k-th nested commutator. Since the electronic Hamilton operator is
a two particle operator, it is known that the Baker Campell Hausdorff expansion of e−THeT
terminates. This observation, stated in the following lemma, is crucial for the practical use of the
Coupled Cluster method.
Lemma 4.5. For a two particle operatorH , in particular the HamiltonianH , the Campell-Baker
Hausdorf expansion terminates





[H,T ](k)Ψ0〉 ∀Φ ∈ Vk . (20)
For the Fock operator F , using canonical orbitals, there holds,
〈Φ, e−TFeTΨ0〉 = 〈Φ, (F + [F, T ])Ψ0〉 ∀Φ ∈ Vk . (21)
For a proof of this known, but nontrivial result, we refer to [14] pp. 660ff and 663ff.
Proposition 4.6. Let F be the Fock operator and Xµ = Xa1,...,akl1,...,lk , then the following commutator







(λaj − λlj))Xµ =: εµXµ .




Proposition 4.7. Let VK = span{Ψ0,Ψµ : µ ∈ J } and Ψ = eTΨ0 ∈ Vk, according to (17)
satisfying 〈HΨ,Φ〉 = 〈EΨ,Φ〉 for all Φ ∈ VK with the intermediate normalization 〈Ψ0,Ψ〉 = 1,
then there holds for T = T1 + T2 + . . .,
E = 〈Ψ0, e−THeTΨ0〉 = 〈Ψ0, H(I + T2 +
1
2
T 21 )Ψ0〉 (22)
0 = 〈Ψµ, e−THeTΨ0〉 , µ ∈ J , (23)
or alternatively the following set of equations




E〈Ψµ, eTΨ0〉 = 〈Ψµ, HeTΨ0〉 , µ ∈ J . (24)
Proof. SinceE = EK is an (discrete) eigenvalue ofH in the weak (Galerkin) sense and Ψ = ΨK
the corresponding full CI solution, there holds
0 = 〈Φ, HΨ〉 − 〈Φ, EΨ〉 = 〈Φ, HeTΨ0〉 − E〈Φ, eTΨ0〉 ,∀Φ ∈ VK .
Using e−T eT = I , this implies
〈Φ, e−THeTΨ0〉 − 〈Φ, EΨ0〉 = 0 , ∀Φ ∈ VK .
Formula (24) and hence formula (22) have been shown in the proof of Theorem 4.4. The last
equation follows directly from E〈Φ,Ψ〉 = 〈Φ, HΨ〉 = 〈Φ, HeTΨ0〉, for all Φ ∈ VK .
Remark 4.8. The above results hold also in the continuous formulation VK = V . This is because
the results stated above are formulated in the weak sense for all space VK , which in the limit
K → ∞ are defining a dense subset of V . Let us remark, that the presentation in the quantum
chemistry literature is sometimes misleading or erranous, and does not apply directly to the
present setting. In the discrete case, as considered here, (E,Ψ) = (EK ,ΨK) is the full CI ground
state solution, which is not an eigen-pair of the Hamiltonian, but a Galerkin approximation of
it. The results here mostly are formulated for the finite dimensional Galerkin approximation.
Many of them hold also in the infinite dimensional case. Only if we consider canonical orbitals
as eigenfunctions of the Fock operator we must be careful. In the infinite dimensional case, the
Fock operator is likely to admit also a continuous spectrum. Its eigenfunctions are not forming
a complete ortho-normal basis. Therefore the arguments based on spectral representation of
the Fock operator cannot be easily transferred to the infinite dimensional setting. An extensive
treatment of the continuous formulation of the Coupled Cluster ansatz will be deferred to a
forthcoming paper.
4.2 The Projected Coupled Cluster Method
For the vector of unknown Coupled Cluster amplitudes t = (tν)ν∈J ∈ R]J , we obtain a function
t 7→ f(t) = (fµ(t))µ∈J ∈ R]J defined by




tνXν Ψ0〉 , µ ∈ J .
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The amplitude equations (23), which are necessary conditions can be rewritten in the form
f(t) = 0 , or 〈v, f(t)〉 = 0 , ∀v ∈ R]J .
This formulation is preferred to (24), because the Baker Campell Haussdorff expansion termi-
nates and leads to computational terms. By definition, the solution of the amplitude equations
will reproduce the CI solution Ψ ∈ VK exactly. We note there are ]J amplitude equations for ]J
unknown amplitude parameters. Since ]J = O(KN) becomes prohibitively large for increasing
N , we will approximate the Coupled Cluster solution by an ansatz which contains much less
parameters L  ]J , choosing an appropriate subset Jh ⊂ J of cardinality ]Jh = L. Usually,
but not necessarily, this truncation, i.e. the choice of Jh is made according to the excitation rank,
analogously to the truncated CI approximation. For example the CCSD (Coupled Cluster Single
Double) ansatz consists in the choice Jh = {µ ∈ J : ]µ ≤ 2}.
Let N = dimVK − 1 = ]J the total number of amplitudes. We introduce the N -dimensional




(ε1/2µ |tµ|)2 , t ∈ V , (25)




µ |vµ|)2 , v ∈ V ′. Furthermore, for a subset
Jh ⊂ J , we consider a subspace Vh ⊂ V consisting of vectors th = (tµ)µ∈J with tµ = 0 if
µ 6∈ Jh. Then dimVh = ]Jh, which is usually chosen much smaller than ]J .
The Projected Coupled Cluster Method consists in the ansatz







e.g. the CCSD method is given by T = T1 +T2 = T (th), where the unknown cluster amplitudes
tµ, µ ∈ Jh must satisfy the following (nonlinear) equations
0 = 〈Ψµ, e−THeTΨ0〉 =: fµ(t) , µ ∈ Jh . (26)
In particular, these conditions can be cast into a weak formulation
〈f(th),vh〉 = 0 ,∀ vh ∈ Vh . (27)
These are L = ]Jh nonlinear equations for L unknown excitation amplitudes tµ, µ ∈ Jh. The
corresponding approximate Coupled Cluster energy is computed by Eh = 〈Ψ0, HeThΨ0〉 with
Th = Th(th) =
∑
µ∈Jh tµXµ according to formula (18).
Remark 4.9. In contrast to the CI method, which minimizes the energy expectation value over
a linear subspace Vh, the Projected Coupled Cluster Method in general does not provide the
optimal energy expectation value which can be achieved on the nonlinear manifold
Evar = inf{〈Ψ, HΨ〉 : Ψ =
1
‖eTΨ0‖L2
eTΨ0, T = T (th), th ∈ Vh} ,
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i.e. Evar 6= Eh, because e−THeT is no longer symmetric. Therefore it is not clear whether
Eh ≥ E holds in general or not.
Size Consistency: The Projected Coupled Cluster method is automatically size consistent. Here
we follow the argumentation in physics literature.
Theorem 4.10. Let HA, HB be two independent Hamilton operators, (i.e. [HA, HB] = 0) , and
Ψ0,A,Ψ0,B be the according reference Slater determinants and TA, TB be the excitation opera-
tors computed by individual Projected Coupled Cluster calculations with approximate energies
EA, EB. Then ΨAB = eTΨ0 = eTA+TB(Ψ0,A ∧ Ψ0,B) = eTAΨ0,A ∧ eTBΨ0,B will be the corre-
sponding (projected) CC solution with an approximate energy EAB = EA + EB.
Proof. The full CI space of the total system is VAB = VA ∧ VB , and the projected Coupled
Cluster solution T =
∑
µ∈Jh,A∪Jh,B tµXµ solves
〈Ψν , e−T (HA +HB)eTΨ0〉 = 0 ∀ν ∈ Jh,A ∪ Jh,B .
Setting T = TA + TB, since the following operators are commuting [HB, TA] = 0, [HA, TB] = 0





From this, we infer that for all Slater determinants Ψν = ΨνA ∧ΨνB ∈ VAB we have
0 = 〈Ψν , e−T (HA +HB)ΨAB〉
= 〈Ψν , e−TA−TB(HA +HB)eTA+TBΨ0,A ∧Ψ0,B〉
= 〈ΨνA , e−TAHAeTAΨ0,A〉+ 〈ΨνB , e−TBHBeTBΨ0,B〉 = 0 ∀νA ∈ Jh,A, νB ∈ Jh,B .
This implies that ΨAB = eTA+TB(Ψ0,A ∧Ψ0,B) = eTAΨ0,A ∧ eTBΨ0,B will be the corresponding
projected CC solution. We compute the approximate energy by
EAB = 〈Ψ0, (HA +HB)ΨAB〉
= 〈Ψ0, (HA +HB)eTAΨ0,A ∧ eTBΨ0,B〉
= 〈Ψ0,A, HAeTAΨ0,A〉+ 〈Ψ0,B, HBeTBΨ0,B〉 = EAB = EA + EB ,
as predicted for exact results.
In the sequel, we will consider the Projected Coupled Cluster Method as a Galerkin method ap-
plied to the nonlinear equation f(t) = 0, where f : V → V ′. The following theorem establishes
the relationship between the norm of the amplitude vector and the H1-norm of a wave function.
Theorem 4.11. There holds for t ∈ V and T :=
∑
µ∈J tµXµ,




Proof. Since e−TFeT = F + [F, T ] and Ψ0 is an eigenfunction of the Fock operator
F : VK → V ′K , we get




for all Φ ∈ VKwhere Λ0 =
∑N
i=1 λi is the lowest (discrete) eigenvalue of F . Therefore
〈TΨ0, (F + [F, T ])Ψ0〉 =
∑
µ∈J
εµ|tµ|2 = ‖t‖2V .
For µ =
(
a1, . . . , ak
l1, . . . , lk
)
∈ J , the εµ =
∑k
i=1 λai − λli are bounded from below by the
HOMO-LUMO gap,
0 < ε0 := λN+1 − λN ≤ εµ .
The lowest discrete eigenvalue of the Fock operator is denoted by Λ0, i.e. 〈Φ, (F −Λ0)Ψ0〉 = 0,
for all Φ ∈ VK . From this we conclude that a lower estimate of the spectrum of the matrix
(〈Ψµ, (F − Λ0)Ψν〉)µ,ν∈J is provided by ε0. In view of the continuity of F : H1 → H−1 this
implies further that ‖Φ‖2H1 ∼ 〈Φ, (F − Λ0)Φ〉, holds for all Φ ⊥ Ψ0, Φ ∈ VK . We estimate the
norm of Φ := TΨ0 by
‖Φ‖2H1 = ‖TΨ0‖2H1 ∼ 〈TΨ0, (F − Λ0)TΨ0〉 =
∑
µ∈J
εµ|tµ|2 = ‖t‖2V .
The above theorem states that for Φ =
∑
µ∈J tµΨµ the H
1 norm of Φ = TΨ0 can be expressed
by ‖Φ‖H1 ∼ ‖t‖V . It will be important to investigate how the constants involved depend on the
actual choice of the basis sets for approximation in the orbital space, i.e. these constants may
depend on XK resp. K. Since Ψ0 = ΨHF,K ∈ VK , the (discrete) Fock operator F = FK and
also ε0 = ε0,K actually depend on K ∈ N, resp. on XK . In order to obtain uniform bounds we
will introduce the following reasonable assumptions:
(U1) There exists C1 > 0 such that ‖ΨHF,K‖H1 ≤ C1 holds for all K ∈ N.
(U2) There exists a constant C2 > 0 such that ‖FKΦ‖H−1 ≤ C2‖Φ‖H1 holds for all Φ ∈ VK
and K ∈ N.
(U3) (Uniform HOMO-LUMO gap) There exists a constant C3 > 0 such that
λN+1,K − λN,K > C3 .
The proof of Lemma 4.11 shows that under these assumptions the norms are uniformly equivalent
with respect to K ∈ N.
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Theorem 4.12. Under the above assumptions (U1) - (U3), for t ∈ V and T :=
∑
µ∈J tµXµ, the
following norm equivalence holds uniformly with respect to K ∈ N
‖t‖V ∼ ‖TΨ0‖2H1((R3×{± 1
2
})N ).
We would like to mention that we did not explicitly assume that the aufbau solutions of the
(discrete) HF equations, are actually global minimizers of the Hartree-Fock energy functional in
(XK)N , nor that the discrete Hartree-Fock determinants ΨHF,K converge in H1 if K → ∞. In
this respect, the present conditions are slightly weaker than what is usually assumed in praxis.
Theoretical investigations whether the assumptions (U1)–(U3) may hold in general are left for fu-
ture research. For example, (U1) together with (U3) will be guaranteed if ‖ΨHF,K −ΨHF‖H1 →
0, K → ∞, where ΨHF minimizes the Hartree-Fock energy in V . Under these perspectives
these assumptions are reasonable. Let us also remark that the HOMO-LUMO gap can be rela-
tively small. Our present analysis exhibits also that small gaps may cause principal difficulties in
the CC approximation process.
Lemma 4.13. For t ∈ l2(J ), the operator T :=
∑
ν∈J tνXν satisfies the following continuity
estimate
‖TΨ‖L2 ≤ CN‖t‖l2‖Ψ‖L2
for all Ψ ∈ VK ⊂
∧N
i=1 L2(R3 × {±
1
2
}), uniformly w.r.t. K →∞..
Proof. Let us consider the matrix A = (aν,µ)µ,ν∈J with coefficients aν,µ := 〈Ψν , TΨµ〉. In case
]µ ≥ ]ν we have aν,µ := 〈Ψν , TΨµ〉 = 0. If ]µ < ]ν, then, according to Lemma 4.1, there
exists at most one α = α(ν, µ) = ν 	 µ such that XαXµ = Xν , and aν,µ := 〈Ψν , TΨµ〉 =
tα〈Ψν , XαΨµ〉. This implies that for each ν there are only finitely many nonzero coefficients
aν,µ 6= 0. The number of nonzero entries is bounded is bounded by the constant CN introduced
in Lemma 4.1. Let Ψ =
∑






























|cµ|2 = CN‖t‖‖Ψ‖ ,
since |〈Ψν , XαΨµ〉| = 1 holds only if α = α(ν, µ) = ν 	 µ ∈ J .
Let us remark, that the estimate in Lemma 4.1 for the constant CN is a worst case estimate and
usually is far too pessimistic. For instance it is easy to see, that CN does not exceed the actual
number ]Jh of excitation operators.
Lemma 4.14. Let ν ∈ J and ]α, ]µ < ]ν and α = ν 	 µ such that 〈Ψν , XαΨµ〉 6= 0, then there





Proof. It holds 0 < ε0 ≤ εν for all ν ∈ J , hence ε−10 ≥ ε−1ν . Let
0 < λν := max{λai : i = 1, . . . , ]ν} − δ
where δ := 1
2
(λN +λN+1) be a chemical potential. Obviously, there holds εν ≤ N(λν−(λ1−δ))
and λν ≥ 12ε0. From these estimates, we conclude |λ1 − δ| ≤ 2λν |λ1 − δ|ε
−1
0 and obtain
εν ≤ N(λν + |λ1 − δ|) ≤ Nλν(1 + 2|λ1 − δ|ε−10 ). Therefore there exists a constant C > 0 such
that for all ν ∈ J , there holds C−1εν ≤ λν ≤ εν . This constant can be chosen such that the
above estimates hold uniformly w.r.t. K →∞.
Since Ψν = XαΨµ there holds λν = λα if λα ≥ λµ and λν = λµ if λα ≤ λµ. In the first






















The following theorem establishes an equivalence between the ‖t‖V norm of the amplitude vec-
tor and the operator norm of the corresponding excitation operator T in H1.
Theorem 4.15. For t ∈ V , the operator T :=
∑
ν∈J tνXν satisfies the estimate
‖TΨ‖H1 ≤ CN‖t‖V ‖Ψ‖H1
for all Ψ ∈ V . Under the assumptions (U1) - (U3), this estimates hold uniformly with respect to
K →∞.
Moreover, the operator norm of the operator T from H1 → H1 is equivalent to ‖t‖V
‖T‖H1→H1 ∼ ‖t‖V . (28)
Proof. Let Ψ =
∑
µ∈J cµΨµ ∈ V , c = (cµ)µ∈J and T =
∑
α∈J tαXα. Then according to
Theorem 4.11






tαcµ〈Ψν , XαΨµ〉|)2 = ‖DAD−1Dc‖2V ,
where D := diag (ε1/2µ ) and A as defined in the proof of Lemma 4.13. We estimate the spectral












α 〈Ψν , XαΨµ〉 .
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|tα|2εα)1/2 = CN‖t‖V .
Therefore CN‖t‖V presents an upper bound for the operator norm of T . The norm equivalence
established in Theorem 4.11 provides a lower bound ‖t‖V ∼ ‖TΨ0‖H1 ≤ ‖T‖H→H1 .
Since the nonlinear function f is at most quartic in the unknown parameters t = (tµ) we obtain
the following result.
Theorem 4.16. The function f : V → V ′ is differentiable at t ∈ V with the Frechet derivative
f ′[t] : V → V ′ given by
(f ′[t])ν,µ = 〈Ψν , e−T [H,Xµ]eTΨ0〉 = 〈Ψν , [F,Xµ]Ψ0〉δµ,ν + 〈Ψν , e−T [U,Xµ]eTΨ0〉 . (29)
where T =
∑
ν∈J tνXν . Furthermore, the Frechet derivative t 7→ f ′[t], f ′[t] : V → V ′ is
Lipschitz continuous as well as all higher derivatives. In particular f (5) ≡ 0. Therefore the
function t 7→ f(t) is infinitely many times differentiable. In particular, for any neighborhood
UR(0) and f : UR(0) ⊂ V → V ′, there exists a Lipschitz constant L(R) such that
‖f(t)− f(t′)‖V ′ ≤ L(R)‖t− t′‖V , ‖t‖V , ‖t′‖V < R. (30)
Analogous results hold for higher derivatives of f .
Proof. The first derivative of f at t ∈ V is given by
(f ′[t])ν,µ = 〈Ψν , e−T [H,Xµ]eTΨ0〉
= 〈Ψν , [F,Xµ]Ψ0〉+ 〈Ψν , e−T [U,Xµ]eTΨ0〉 (31)
= εµδµ,ν + 〈Ψν , e−T [U,Xµ]eTΨ0〉 ,
which can be easily derived from the Baker-Campell-Hausdorff expansion. The boundedness
of the first term in (31) follows immediately by definition, whereas the second term is bounded
according to the following observations.
According to Theorem 4.15, resp. Lemma 4.13, the operator T : V → V is bounded with respect
to the Sobolev norm ‖.‖ := ‖.‖H1 = ‖.‖V and also to the L2-norm ‖.‖ := ‖.‖L2 , with the

















For H = −1
2
∆ + V , it is known (see e.g. [29, 34]) that the potential operator V maps V : H1 →
L2 continuously
‖V (·)Ψ‖L2 . ‖Ψ‖H1 .
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The same result is valid for the fluctuation potential U ([25]),
‖UΨ‖L2 . ‖Ψ‖H1 .
as well as
‖[U, T ](k)Ψ‖L2 . ‖Ψ‖H1 , Ψ ∈ V , k = 1, . . . 4 .
From the above results, we conclude the continuity of f ′[t] : V → V ′, t ∈ V , including the Lip-
schitz continuity of f . Higher derivatives exist due to the same conclusion and can be estimated
in a similar way.
We note that differential operators are contained only in the Fock operator, which appears linearly
in the above expression, and f is quartic in t where the nonlinear terms arise only in conjunction
with the fluctuation potential U . We remark that higher derivatives do not contain the Fock op-
erator and, consequently, do not contain differential operators. These results can also be derived
from the fact that f is polynomial in t. In particular, there holds f (5) ≡ 0, due to Lemma 4.5.
Remark 4.17. Quasi-Newton method to solve CC amplitude equations:
The amplitude equation given by 4.7 are f(th)|Vh := ((f(t)ν)ν∈Jh = 0 ∈ R]Jh for an unknown
vector th ∈ R]Jh . This equation can be solved by the following quasi-Newton scheme
1. Choose t0, e.g. t0 = 0.
2. While ‖(f(th)|Vh‖V ≥ tol, compute
tn+1 := tn −A−1f(tn), (32)
where A = diag (εµ)µ∈I .
Since εµ ≥ ε0 > 0 the matrix A is nonsingular. For example, convergence of the above quasi-
Newton method can be guaranteed if the initial vector t(0) is sufficiently close to the solution t
and e.g. 1
ε0
‖f ′[t]−A‖l2→l2 < 12 . That means, if Ψ0 is a good reference solution and the HOMO
LUMO gap is sufficiently large, the above quasi Newton iteration is converging and the CC
methods is expected to work pretty well. This performance of the CC methods is experienced in
practice. However if the above conditions are not satisfied, there are cases where the convergence
is quite slow, or there is no convergence and the CC method practically fails.
5 Convergence Analysis
Definition 5.1. A function f : V → V ′ will be called strictly monotone in some neighborhood
Uδ(v) of t if there exists γ > 0 such that
〈f(v)− f(w),v −w〉 ≥ γ‖v −w‖2V (33)
holds for all ‖w − v‖V < δ.
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Under this assumption, local existence and convergence follow by standard arguments [6].
Theorem 5.2. Let f : V → V be strictly monotone in some Uδ(t)where t solves f(t) = 0. If
inf{‖vh − t‖ : vh ∈ Vh} ≤ δ′ is sufficiently small, then there exists a unique solution th ∈ Vh of
the Projected Coupled Cluster method, defined by the Galerkin method
〈f(th),vh〉 = 0 , ∀vh ∈ Vh ,






‖t− vh‖V , (34)
where L = L(δ) is the Lipschitz constant of f in Uδ(t) = {v ∈ V : ‖v − t‖V ≤ δ}.
Proof. Existence and the error estimate follow by standard arguments [6]. See also the proof of
Theorem 5.8.
The assumption on strict monotonicity has been introduced above to guarantee optimal conver-
gence. If the fluctuaction potential U is sufficiently small compared to the Fock operator, this
property is satisfied. Indeed, this follows from the V ellipticity of the shifted Fock operator∑
µ,ν∈J
tµtν〈Ψν , [F , Xµ]Ψ0〉 =
∑
µ
εµ|tµ|2 ≥ ε0‖t‖2V .
Provided that ‖Ψ − Ψ0‖H1 ≤ δ is small enough, but so far this is not proved. In order to prove
local existence and quasi-optimal convergence, we proceed in alternative way and consider the
Galerkin solution of a different but somehow equivalent problem. To this end, let us abbreviate
T (t) =
∑
µ∈J tµXµ, with t ∈ V solves the following nonlinear equations
gν(t) := 〈Ψν , (H − E(t))eT (t)Ψ0〉 = 0 , ∀ν ∈ J , (35)
where
E(t) = 〈Ψ0, HeT (t)Ψ0〉 . (36)
Clearly the nonlinear function g maps g : V → V ′. The discrete solutions th and Th := T (th) =∑
µ∈Jh tµXµ are defined by
〈vh,g(th)〉 = 0 ∀vh ∈ Vh .
Note that according to Proposition 4.7 the exact CC amplitude t solves (35) as well as (26).
Under an additional assumption on the discrete space Vh we can prove that the Galerkin solutions
th ∈ Vh are also identical.
Definition 5.3. An index set Jh ⊂ J , respectively a space Vh = span {Ψµ : µ ∈ Jh}, is
called excitation complete iff for every µ, ν ∈ J satisfying µ < ν, see Lemma 4.1, there holds
α = ν 	 µ ∈ Jh.
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For example, this property holds for all kind of projections based on the excitation rank, e.g.
for CCSD, CCSDT etc.. Let us denote the adjoint operator of Xµ by X†µ, which is in essence a
de-excitation operator.
Lemma 5.4. Jh is excitation complete iff, for all µ, ν ∈ Jh there holds
X†µΨν ∈ Vh,0 := Vh ⊕ span{Ψ0} .
Proof. In case µ = ν, we obtain X†µΨν = Ψ0. If µ < ν, then there hold α = ν 	 µ ∈ Jh and
X†µΨν = Ψα ∈ Vh and vice versa. In all other cases, i.e. if µ ∩ ν 6= µ, we get X†µΨν = 0.
Let P0 : V → span {Ψ0} the orthogonal projection onto span {Ψ0}.
Lemma 5.5. Let Jh be excitation complete and let T †h be the adjoint operator to Th = T (th) =∑
µ∈Jh tµXµ, then e
T †h : V → V maps Vh,0 one-to-one onto Vh,0. Furthermore, (I − P0)e±T
†
h :
Vh → Vh are surjective linear mappings.
Proof. According to Lemma 5.4 the operator T †h maps T
†
h : Vh,0 → Vh,0, which implies, by
expanding the exponential e±T
†
h into a power series, that e±T
†
h : Vh,0 → Vh,0. Note that there
holds e±T
†
hΨ0 = Ψ0. The present excitation operators Xµ, Xν are commuting [Xµ, Xν ] = 0, as
well as their adjoint operators [X†µ, X
†
ν ] = 0. The operator e





h : Vh,0 ↔ Vh,0.
Let us consider an arbitrary function Ψ ∈ Vh and set Φ := eT
†
hΨ = c0Ψ0 + Φ
′, with Φ′ :=
(I − P0)Φ ∈ Vh. Then e−T
†
hΦ′ = Ψ − c0e−T
†
hΨ0 = Ψ − c0Ψ0, c0 = 〈Φ,Ψ0〉, and therefore we
obtain (I − P0)e−T
†
hΦ′ = Ψ, which finally proves the desired result.
The next result states that both nonlinear equations admit an identical solution.
Theorem 5.6. Let Jh be excitation complete, then th ∈ Vh solves
〈vh,g(th)〉 = 0 , ∀vh ∈ Vh , (37)
iff it is a solution of (27)
〈vh, f(th)〉 = 0 ,∀vh ∈ Vh .
Proof. Abbreviating Th := T (th), we compute
〈Φ, (H − E(th))eThΨ0〉
= 〈eT
†
hΦ, e−Th(H − E(th))eThΨ0〉
= 〈(I − P0)eT
†
hΦ, e−Th(H − E(th))eThΨ0〉+ 〈P0eT
†
hΦ, e−Th(H − E(th))eThΨ0〉
= 〈(I − P0)eT
†
hΦ, e−ThHeThΨ0〉+ c0〈Ψ0, e−Th(H − E(th))eThΨ0〉
= 〈(I − P0)eT
†
hΦ, e−ThHeThΨ0〉 ,∀Φ ∈ Vh ,
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where we have used the energy expression E(th) = 〈Ψ0, HeT (th)Ψ0〉 in the last step. The first
set of equations (37) can be cast into the following weak form,
〈Φ, (H − E(th))eT (th)Ψ0〉 = 0 ,∀Φ ∈ Vh . (38)
We conclude by Lemma 5.5 the above conditions (38) are equivalent to
0 = 〈Φ′, e−ThHeThΨ0〉 ,∀Φ′ ∈ Vh ,
which is nothing but the Projected Coupled Cluster conditions (26) resp . (27).
Both formulation can be used to compute the approximate CC amplitudes th. However, the
original formulation (26) exploits the fact that the Baker Campell Haussdorff expansion termi-
nates. Therefore, the alternative formulation (35) is for theoretical purpose mainly. Next we
show the strict monotonicity of g. For the convergence estimates K → ∞, we will need that
strict monotonicity has to be uniform with respect to K →∞.
Theorem 5.7. Let us assume that the index set Jh is excitation complete. If the reference deter-
minant Ψ0 is sufficiently closed to the wave function Ψ, i.e. ‖Ψ−Ψ0‖H1 ≤ δ. Then g : V → V ′
is strictly monotone in a neighborhood Uδ′(0), and there holds
〈g(t)− g(t′), t− t′〉 ≥ γ‖t− t′‖2 , ∀ ‖t‖V , ‖t′‖V ≤ δ′ . (39)
There is a constant γ > 0 such that the above estimate holds uniformly with respect the size of
basis set K > K0.
Proof. We compute the Frechét derivative, resp. the Jacobian g′µ,ν of g at point 0. Let E0 :=






〈Ψν , (H − E(teµ))etXµΨ0〉 − 〈Ψν , (H − E0)Ψ0〉
)
= 〈Ψν , (H − E0)XµΨ0〉 − 〈Ψν , 〈Ψν , HXµΨ0〉Ψ0〉 = 〈Ψν , (H − E0)Ψµ〉 .
We observe that is nothing but the Galerkin matrix of the operator H − E0 with respect to the
subspace Vh ⊂ (I−P0)V . For E0 sufficiently closed to E, which follows from ‖Ψ−Ψ0‖H1 ≤ δ
sufficiently small, it is well known that we have coercivity of H −E0 on the orthogonal comple-
ment of Ψ0,
〈Φ, (H − E0)Φ〉 ≥ γ′‖Φ‖H1 , ∀Φ ∈ V ⊥ Ψ0 .
Let us remark, that the latter estimate holds for some γ′ > 0 uniformly with respect to K < K0
(V = VK).
By linearizing, we get for ‖t‖ ≤ δ sufficiently small
〈g(t)− g(0), t〉 = 〈g′(0)t, t〉+O(‖t‖3V ) ≥ γ‖t‖2V .
From this we deduce, that there for ‖t′‖V , ‖t‖ ≤ δ′, there holds
〈g(t)− g(t′), t− t′〉 ≥ γ‖t− t′‖2V .
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We obtain a local existence result for the Projected CC equations together with quasi-optimal
convergence.
Theorem 5.8. Let ‖Ψ − Ψ0‖H1 < δ sufficiently small and Ψ = eT (t)Ψ0. If Jh is excitation
complete and sufficiently large so that infvh∈Vh ‖vh − t‖V ≤ δ, then there exists a solution of
the Projected Coupled Cluster amplitude equations th ∈ Vh satisfying a quasi optimal error
estimate
‖th − t‖V . inf
vh∈Vh
‖vh − t‖V
The error of the corresponding wave functions can be estimated up to a constant factor by the
best approximation error on the nonlinear manifold
‖Ψ− eT (th)Ψ0‖ . inf
vh∈Vh
‖Ψ− eT (vh)Ψ0‖H1 .
Proof. The existence is proved by standard techniques using Theorem 5.7 together with the
implicit function theorem. The quasi-optimal convergence of the discrete solution th can be
concluded directly from (39). Using the Galerkin orthogonality 〈g(t) − g(th),vh〉 = 0, there
holds for any vh ∈ Vh,
‖t− th‖2 ≤ γ−1〈g(t)− g(th), t− th〉
= γ−1〈g(t)− g(th), t− vh〉 ≤
L
γ
‖t− th‖V ‖t− vh‖V ,
where L = L(δ) is a Lipschitz constant.
The last assertion is a consequence of the norm equivalence stated in Theorem 4.11, yielding that
for all vh ∈ Vh with ‖t− vh‖V ≤ δ there holds
‖t− vh‖V ∼ ‖(T (t)− T (vh))Ψ0‖H1 ∼ ‖eT (t)Ψ0 − eT (vh)Ψ0‖H1 .
Remark 5.9. If the Hartree-Fock determinant, or any other single reference determinant, is a
rather bad approximation, it is known that the Projected Coupled Cluster method fails. This
situation is demanding for a multi-reference solution as a starting point (static correlation).
This experience indicates that, in general, it cannot be expected that strong monotonicity always
holds, or the constants might be extremely bad. Therefore we expect to get local existence results
as best. We like to stress, that our analysis demonstrates that the HOMO-LUMO gap enters
the constants involved crucially and will play an important role in the convergence of the CC
method.
6 Energy Error
From the results of Theorem 5.2 and the energy expression in Theorem 4.4, one can easily con-
clude that the error of the computed energy is bounded by a constant times the best approximation
error of the amplitudes.
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However, this result is less favorable than the corresponding result for the truncated CI methods.
Since CI constitutes a variational scheme, the energy error decays quadratically with respect to
the error of the wave function, compare Theorem 3.1. In the sequel, we will present a more
detailed analysis based on a type of Aubin-Nitsche trick to get reasonable bounds for the error.
These techniques have been developed by Rannacher and coworkers [3] for establishing goal
oriented a posteriori error estimates in the context of finite element methods. Since the basis
functions used in electronic structure calculation are not local and less systematic and more-
over a rigorous convergence analysis is still in its infancy, a development of a posteriori error
estimators for the Coupled Cluster methods, based on the results presented below will be not
straightforward.
In the sequel, we assume that the approximate amplitude vector th ∈ Vh is included in an appro-
priate neighborhood Uδ(t), meaning that the error ‖t − th‖V ≤ δ is sufficiently small. Let us
consider the ground state energy as a functional depending on the cluster amplitudes by formula
(18),
J(t) := 〈Ψ0, H(1 + T2 +
1
2
T 21 ) Ψ0〉
where t solves the amplitude equations
f(t) = (〈Ψν , e−THeTΨ0〉)ν∈J = 0 .
Let us further consider the Lagrange functional
L(t, a) := J(t) + 〈f(t), a〉 , t ∈ V , a ∈ V . (40)
and its stationary points L′[t, a](r,b) = 0, i.e.
〈J ′[t] + f ′[t]>a, r〉 = 0 , ∀ r ∈ V . (41)
and
〈f [t],b〉 = 0 , ∀b ∈ V . (42)
The last equation is exactly the cluster amplitude equation, whereas the first equation is an equa-
tion for a dual solution a which has to satisfy
f ′[t]>a = −J ′[t] in V ′ .
These equations can be solved approximately by the Galerkin method. The discrete solution
th = (tν)ν∈Jh , th ∈ Vh of the primal nonlinear system (42) is the solution of the projected
Coupled Cluster amplitude equations
〈f(th),bh〉 = 0 , ∀ bh ∈ Vh , (43)
and the approximate Lagrange multipliers ah = (aµ)µ∈Jh are the solution of the discrete dual
problem
〈f ′[th]>ah,vh〉 = 〈−J ′[th],vh〉 ,∀vh ∈ Vh . (44)
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Correspondingly, we define the primal residual r(th) by
r(th)µ = fµ(th) = (f(th))µ if µ 6∈ Jh . (45)
and zero otherwise, together with the dual residual r∗(th, ah) by
r∗(th, ah)µ = (f
′[th]
>ah + J
′[th])µ if µ 6∈ Jh , (46)
and zero otherwise.





〈Ψ0, UT1Ψµ〉 ]µ = 1




(f ′[t])µ,ν = εµδµ,ν + 〈Ψµ, eT [U,Xν ]eTΨ0〉, µ, ν ∈ J . (48)
By the same arguments as in the proof of Theorem 4.16, we conclude the analyticity of the map
t→ J(t). In particular, J is only quadratic in t ∈ V .
Proposition 6.1. The function t → J(t), t ∈ V , is differentiable, with J ′[t] ∈ V ′, and locally
Lipschitz continuous in V . The same assertion holds for all derivatives of J .
Lemma 6.2. (Rannacher et al.) Let x := (t, a) ∈ V × V , xh := (th, ah) ∈ Vh × Vh and
eh = x− xh. If L′[x] = 0 and L′[xh](xh) = 0, then
L(x)− L(xh) = L′[xh](x− xh) +R3 ,




L(3)[xh + seh](eh, eh, eh)s(s − 1)ds depends cubically on
the error eh.
For a proof of this result see [3].
Since 0 = 〈f(t), a〉 = 〈f(th), ah〉 and L(t, a) = J(t) + 〈f(t), a〉 there holds L(x) − L(xh) =
J(t) + 〈f(t), a〉 − J(th) − 〈f(th), ah〉 = J(t) − J(th). As an immediate result of this lemma
we obtain the following result.
Theorem 6.3. (Rannacher et al) For a solution t ∈ V of the amplitude equations and a solution
a ∈ V of the dual problem (41) together with discrete solutions th, ah ∈ Vh, the error of the







〈r∗(th, ah), (t− uh)〉+R3 , ∀uh,bh ∈ Vh , (49)
with a cubic remainder term R3 = O ((‖t− th‖V + ‖a− ah‖V )3).
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With this results at hand, we can state the following theorem.
Theorem 6.4. Let ã ∈ V , ãh ∈ Vh, be solutions of the approximate adjoint problems
〈f ′[th]>ã− J ′[th],v〉 = 0 ∀v ∈ V , 〈f ′[th]>ãh − J ′[th],vh〉 = 0 ∀vh ∈ Vh. (50)
Then, under the assumption (33 ), the error in the energy E = J(t) and the discrete energy





‖a−bh‖V +‖ã−ah‖V ) ≤ ‖t−th‖V (‖a−ah‖V +‖ã−ah‖V ) .
Proof. Applying the Cauchy-Schwarz inequality
〈r(th), a− bh〉 ≤ ‖r(th)‖V ′‖a− bh‖V
to the result of Theorem 6.3, we have to prove the estimate ‖r(th)‖V ′ = ‖f(th)‖V ′ ≤ L‖t−th‖V .
Indeed, this estimate is a consequence of the Lipschitz continuity of f ,
‖f(th)‖V ′ = ‖f(th)− f(t)‖V ′ ≤ L‖t− th‖V .
Theorem 5.2 implies
‖t− th‖V . inf
uh∈Vh
‖t− uh‖V .
We apply the Lipschitz continuity of f ′ and J ′, together with
〈r∗(th, ah), t− uh〉 = 〈f ′[th]>(ah − ã), t− uh〉
to estimate
〈r∗(th, ah), t− uh〉 . ‖t− uh‖V ‖ã− ah‖V ,
for all uh ∈ Vh.
Remark 6.5. The dual problem has been introduced in the context of the dual weighted resid-
ual approach [3]. Although this approach obviously seems to be new in quantum chemistry, the
dual problem is already known in quantum chemistry. In fact, the introduced Lagrangian coin-
cides with the variational Coupled Cluster Lagrangian (see [14]) and the dual solution appears
explicitly in the equation of motion formulation [14].
We have to take in mind that in the previous sections 4–6, we have dropped the index K at
most places, for notational convenience. Let a, ã, ah ∈ V be the solution of the dual problems
(41) and (50), and t ∈ V . We set ΦK :=
∑
µ∈JK aµXµΨ0,K ∈ VK ⊂ V , Φ̃K and ΦK,h :=∑
µ∈Jh,K ah,µXµΨ0,K ∈ Vh,K ⊂ VK accordingly. Setting T =
∑
µ∈J tµXµ the CI wave function
is given by ΨK = eTΨ0,K . We introduce the finite dimensional nonlinear manifold Mh;K :=
{Φ = eTΨ0,K ∈ VK : T =
∑
µ∈Jh,K tµXµ, t ∈ Vh,K} together with the linear subspace Vh,K :=
{Φ = TΨ0,K ∈ VK : T =
∑
µ∈Jh,K tµXµ, t ∈ Vh,K} ⊂ VK .
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Theorem 6.6. Under the assumptions (U1) - (U3), there existsK0 ∈ N such that for allK ≥ K0
there is a Jh0 ⊂ J such that for all h < h0 with Jh0 ⊂ Jh ⊂ J , there holds the following
quasi-optimal a priori error estimate
‖Ψ−Ψh‖H1 . inf
uK∈VK
‖Ψ− uK‖H1 + inf
vh∈Mh,K
‖ΨK − vh‖H1 (51)
together with
|E −Eh| . inf
uK∈VK
‖Ψ− uK‖2H1 + inf
vh∈Mh,K
‖ΨK − vh‖H1(‖ΦK −Φh,K‖H1 + ‖ΦK −Φh,K‖H1) .
(52)
The constants involved in these estimates are uniform with respect to K ≥ K0 and h < h0.
Proof. The convergence of the CI solution ΨK was established. We decompose ‖Ψ−Ψh‖H1 ≤
‖ΨK − Ψ‖H1 + ‖ΨK − Ψh‖H1 . It remains to show that there exists C > 0 such that ‖ΨK −
Ψh‖H1 ≤ C infvh∈Mh,K ‖ΨK − vh‖H1 . Theorem 5.2 states that for fixed K, th converges quasi-
optimally to t in V . Due to assumptions (U1) - (U3), the constants in the a priori estimate do
not depend on K. The uniform norm equivalence ‖t − th‖V ∼ ‖ΨK − Ψ‖H1 is valid due to
assumptions (U1) - (U3). This norm equivalence can also be applied to the result 6.4.
7 Numerical Examples and Conclusions
By experience, it is well known that the (Projected) Coupled Cluster method outperforms the
truncated CI methods, like CISD etc. see e.g. [14, 15]. Roughly speaking, considering a fixed
basis set of sufficient quality, CCSD yield the same accuracy as CISDTQ or at least CISDT,
but at a much lower cost. Of course CCSD is slightly more expensive than CISD. Additionally,
CCSD is exact up to third order MP perturbation theory, again with a much lower cost and higher
precision as MP3. A basic argument that CCSD is superior to CISD is the size consistency. There
are some heuristic arguments that the error of truncated CI increases asymptotically like N 1/2
with the size of the system [17, 19]. This means that truncated CI methods are not appropriate
for larger systems than only very few electrons. MCSCF methods (alone without improvements
by perturbation methods or MRCI) cannot achieve those highly accurate results, due to their
exponential scaling w.r.t to the particle number N . We like to present some numerical examples
demonstrating that indeed the difference between the CISD ground state energy and the CCSD
increases with the size of the system. For a numerical test, we considered several molecules and
compared the CISD correlation energyEHF−ECI with the CCSD correlation energyEHF−ECC
and also different basis sets.
The following diagrams depict the relative difference in the correlation energy versus the to-
tal nuclear charge Z =
∑
Zj and versus the number of valence electrons N ′ for a series of
molecules. The line is plotting the curve ∼
√
n, n = N,N ′. All computations were performed
in MOLPRO [15]. One clearly observes that the deviation between both method increases with
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the size of the molecules with a rate which is roughly O(N1/2), which is due to the lack of size
consistency in CISD. Let us remark this deficiency results only from the particular truncation
w.r.t. to the excitation rank, which, by the structure of the codes, is a very canonical choice.
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The relative error in the correlation CC energy depends on the underlying basis set. For most
systems under consideration the correlation energy (in terms of full CI solutions) is expected to
be below 1− 5%. For some further comparisons we refer e.g. to [14, 15].
For highly accurate computations, recently higher excitations and also geminal and r1,2-approaches
could be included, see e.g. [17]. To compute relatively large molecular systems an original scal-
ing O(N7) for the CCSD could be reduced to almost linear scaling by [28].
We have shown quasi-optimal a priori convergence estimates. It remains to investigate approxi-
mation properties of the underlying basis functions. The basis functions used in quantum chem-
istry have been particularly tailored for the present purpose and have shown to be by far the
most efficient basis functions for all electron calculations. Some analysis has been performed for
these special examples e.g. Hydrogen and Helium atoms [19, 21]. Furthermore there are several
numerical studies about convergence behavior of Gaussian type basis functions [17], showing
that the electron-nuclear cusp can be approximated by an exponential rate e−a
√
K with respect
to the size of basis sets XK . The experimental convergence rate for the energy of an electron-
electron cusp is O(K−2) for orbital methods, which could be improved by geminal methods to
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O(K−4). However the total number of degrees of freedom and computational complexity de-
pends on the rank of excitations. For CCSD one has n = O(K2) degrees of freedom, which
gives a convergence rate about O(n−1). For more precise calculation, higher excitations will be
required. Despite the overwhelming success of these methods, by the traditional way to achieve
convergence to the exact wave function, one has to increase the excitation rank, which would
result finally in an exponential scaling of the complexity. A recent theoretical result shows that a
sparse grid approximation could provide a way circumventing exponential scaling[32, 33]. From
this result one may conclude a convergence rate aboutO(n−1/3) for the ground state energy. The
particular electron-electron cusp can be approximated by a rate O(n−1) [10, 11]. This rate will
be the best which can be obtained by orbital approximation in general, suggesting the following
conjecture, that for an appropriate family of basis sets {XK}K∈N, there might exist n = O(K)
amplitudes, i.e. ]Jh = n, providing a convergence behavior O(n−1+ε), for any ε > 0. These
amplitudes cannot be selected only by their excitation rank. Adaptive algorithms and nonlinear
approximation strategies should be developed for an automatic selection of these amplitudes,
possibly together with an automatic selection of basis sets.
In a forthcoming paper we would like to consider a contionouos coupled cluster method and a
theoretical comaprison with other size consistent methods like CEPA [31, 19] etc..
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