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Abstract: We consider a geometric inverse problems associated with interior
measurements: Assume that on a closed Riemannian manifold (M,h) we
can make measurements of the point values of the heat kernel on some open
subset U ⊂ M . Can these measurements be used to determine the whole
manifold M and metric h on it? In this paper we analyze the stability of
this reconstruction in a class of n-dimensional manifolds which may collapse
to lower dimensions. In the Euclidean space, stability results for inverse
problems for partial differential operators need considerations of operators
with non-smooth coefficients. Indeed, operators with smooth coefficients can
approximate those with non-smooth ones. For geometric inverse problems, we
can encounter a similar phenomenon: to understand stability of the solution
of inverse problems for smooth manifolds, we should study the question of
uniqueness for the limiting non-smooth case. Moreover, it is well-known,
that a sequence of smooth n-dimensional manifolds can collapse to a non-
smooth space of lower dimension. To analyze the stability of inverse problem
in a class of smooth manifolds with bounded sectional curvature and diameter,
we study properties of the spaces which occur as limits of smooth collapsing
manifolds and study the uniqueness of the inverse problems on the class of
the limit spaces. Combining these, we obtain stability results for inverse
problems in the class of smooth manifolds with bounded sectional curvature
and diameter.
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1 Introduction
In classical inverse problems one wants to show that physical measurements
can be used to determine coefficients of various partial differential equations
modeling macroscopic and microscopic phenomena. Examples of these are
the paradigm problems, the inverse problem for conductivity equation or
inverse scattering problem for Schrödinger operator [4, 13, 39, 48, 49, 50, 59].
In these problems the structure of the underlying (Euclidean) space is a
priori known before measurements. Recently many inverse problems have
been generalized to invariant settings, for cases where the underlying space
is not a priori known but is assumed to be a Riemannian manifold. The given
measurements can be either measurements on the boundary of this manifold
(if the boundary is non-empty) or in an interior subdomain of the manifold.
In this paper we consider the inverse problems associated with interior mea-
surements: Assume that on a closed Riemannian manifold (M,h) we can
make measurements on some open subset U ⊂M . Can these measurements
be used to determine the whole manifold M and metric h on it? In this pa-
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per we analyse the stability of this reconstruction in a class of n-dimensional
manifolds which may collapse to lower dimensions. In Euclidian space, sta-
bility results for inverse problems for partial differential operators need con-
siderations of operators with non-smooth coefficients. Indeed, operators with
smooth coefficients can approximate those with non-smooth ones. Moreover,
the study of inverse problems in the Euclidian space has led, in the case of
very non-smooth metrics, to the counterexamples where even the change of
the topology of the domain is not observed in the measurements [32]. These,
in turn, have led to some engineering applications in the emerging field of
transformation optics and invisibility cloaking [33, 34, 35]. From the point of
view of stability, it is clear that, approaching an invisibility limit, we can not
expect any stability of the inverse problem for the smooth case. For geomet-
ric inverse problems, we can encounter a similar phenomenon: to understand
stability of the solution of inverse problems for smooth manifolds, we should
study the question of uniqueness for the limiting non-smooth case. More-
over, it is well-known, see e.g. [36], that a sequence of smooth n-dimensional
manifolds can collapse to a non-smooth space of lower dimension. Thus, a
similar phenomenon of invisibility can occur in geometric inverse problems.
Therefore, an extra care should be taken to formulate conditions on a class
of Riemannian manifolds which, on one hand, would allow for substantial
generality, i.e. for a collapse to lower dimensions, and, on the other hand,
would avoid invisible limits. In particular, to analyse stability in a desired
class of smooth manifolds, one should study uniqueness of inverse problems
in the spaces which occur as limits of these collapsed manifolds. Also, as ex-
plained in Appendix A, the study of inverse problems on collapsed manifolds
is encountered in various models of the modern physics.
1.1 Inverse problem on a closed manifold
Let (M,h) be a closed, compact, connected Riemannian manifold without
boundary. First, we assume that the manifold has C∞-smooth coordinates
and C∞-smooth metric tensor, h. We denote by dV = dVh its Riemannian
volume, and by dµM its normalised probability measure.
dµM =
dVh
Vol(M)
, (1)
where Vol(M) is the Riemannian volume of (M,h). In the future, we deal
with pointed Riemannian manifolds (M, p) and typically skip in our notations
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indications of the metric tensor h, denoting the Riemannian manifold by
(M, p, µM) or often (M, p), or just M .
Let ∆M be the Laplacian on (M,h) which, in local coordinates on M , takes
the form
∆Mu := |h|−1/2∂j(|h|1/2hjk∂ku), |h| = det (hjk) , j, k = 1, . . . , n. (2)
Consider the heat kernel, H(x, y, t) = H(x, y, t), associated to this operator,
(∂t −∆M )H(· , y, t) = 0 on M × R+, H(· , y, 0) = δy, (3)
where δy is the normalized Dirac delta-distribution,
∫
M
δy(x)φ(x) dµM(x) =
φ(y) for φ ∈ C∞(M).
In the following we assume that we are given the values of the heat kernel at
points {zα : α = 1, 2, . . . } which form a dense set in a ball B = BM(p, r) of
(M, p), having center at p and radius r > 0. To this end, we define pointwise
heat data PHD = PHD(M, p) to be the collection of the following ordered
sequences
PHD = {Hα,β,ℓ}∞α,β,ℓ=1, Hα,β,ℓ = H(zα, zβ , tℓ), (4)
where (tℓ)
∞
ℓ=1 is a dense set of R+ = (0,∞). Let us emphasize that the
mutual relations of the measurement points zα, e.g. the distances between
these points, their position with regard to p, as well as p itself, are not a
priori known.
Let (M, p) and (M ′, p′) be two smooth Riemannian manifolds. We say that
their PHD, {Hα,β,ℓ}∞α,β,ℓ=1, {H ′α,β,ℓ}∞α,β,ℓ=1 are equivalent if
Hα,β,ℓ = H
′
α,β,ℓ, for all α, β, ℓ = 1, . . . . (5)
We consider the following generalization of the Gel’fand inverse problem, [29]
Problem 1.1 Let PHD of two smooth, compact, connected Riemannian man-
ifolds (M, p) and (M ′, p′) coincide, i.e. satisfy (5). Are these manifolds iso-
metric?
The positive answer to this question is given in [40, 41, 44], see also. Our plan
is to analyse the stability of the solution of this problem using the Boundary
Control method, see e.g. [5, 46, 41].
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We work in the class MMp = MMp(Λ, D, n) of pointed closed Riemannian
manifolds (M, p, µM), satisfying
|R(M)| ≤ Λ2, diam (M) ≤ D, dim(M) = n, (6)
where R(M) is the sectional curvature on M . For example, all flat tori
S1 × S1ε , where S1ε is a circle of radius ε and S1 = S11 , endowed with their
standard metric, satisfy the above conditions. In the following, we denote by
dM(x, y) the distance between x and y on M and say that a set A ⊂ M is
δ-dense in B ⊂ M , or a δ-net in B if, for any y ∈ B, there is x ∈ A such
that dM(x, y) < δ. Our aim is to prove the following stability theorem for
the solution of inverse problem (1.1).
Theorem 1.2 Let r,Λ, D > 0, n ∈ Z+. Let MMp be a class of pointed
Riemannian manifolds (M, p, µM) defined by condition (6), i.e. having di-
mension n with sectional curvature bounded by Λ (from above and below) and
diameter bounded by D.
Then, there exists an increasing function ω(s) = ω(r,Λ,D,n)(s),
ω : [0, 1)→ [0,∞), lim
s→0
ω(s) = 0, (7)
with the following properties:
Assume that (M, p, µM), (M
′, p′, µM ′) ∈MMp. Let {zα}Nα=1 ⊂M, {z′α}Nα=1 ⊂
M ′ be δ-nets in B(p, r), B′(p′, r), correspondingly, and {tl}Ll=1 be a δ-net in
(δ, δ−1), where N = N(δ), L = L(δ). Assume also that
|H(zα, zβ, tl)−H ′(z′α, z′β , tl)| < δ, 1 ≤ α, β ≤ N, 1 ≤ l ≤ L, (8)
where H, H ′ are the heat kernels on M, M ′, correspondingly.
Then
dpmGH ((M, p, µM), (M
′, p′, µM ′)) < ω(δ). (9)
Here dpmGH(M,M
′) stands for the pointed measured Gromov-Hausdorff dis-
tance between(compact) pointed metric-measure spaces. Namely, we say
that dpmGH(M,M
′) < ε, if there are measurable maps ψ : M → M ′ and
ψ′ : M ′ → M such that,
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(i) for any x, y ∈M, x′, y′ ∈M ′,
|dM ′(ψ(x), ψ(y))− dM(x, y)| < ε, dM ′(ψ(p), p′) < ε, (10)
|dM(ψ′(x′), ψ′(y′))− dM ′(x′, y′)| < ε, dM(ψ′(p′), p) < ε.
(ii) for all Borel sets A ⊂M and A′ ⊂M ′,
µ(ψ−1(A′)) < µ′((A′)ε) + ε, µ′((ψ′)−1(A)) < µ(Aε) + ε, (11)
where Aε denotes the ε-neighborhood of A; Aε := {x ∈M : dM(x,A) <
ε} and similar for (A′)ε, and we abbreviate µ = µm, µ′ = µM ′.
As measuring the values of physical quantities at a point may be difficult,
we make the following remark on the result of Theorem 1.2:
Remark 1.3 The point values of the heat kernels in (8) of Theorem 1.2 can
be replaced by the condition
|H˜αβℓ − H˜ ′αβℓ| < δ for all 1 ≤ α, β ≤ N, 1 ≤ ℓ ≤ L. (12)
Here, for the manifold (M, p, µ),
H˜αβℓ =
1
µαµβ
∫
BM (zα,ε)×BM (zβ ,ε)
H(x, x′, tℓ)dµM(x)dµM(x′),
µα = µM(BM(zα, ε)), µβ = µM(BM(zβ, ε))
is the heat kernel averaged over small balls, and H˜ ′αβℓ are defined similarly
on (M ′, p′, µ′). From the physical point of view this means that, instead of
the point values the heat kernel, it is enough to observe the total amount of
heat inside small balls near the measurement points zα.
The proof of Theorem 1.2 is based on considering the inverse problem on
MMp. This is the closure, in the pointed measured GH topology, of the
moduli space MMp defined by (6). The structure of the pointed metric-
measure spaces (X, p) ∈ MMp was studied in [23]– [25]. It was shown that
MMp consists of stratified Riemannian manifolds of dimension d = n−k, k ≥
0, where k is called the dimension of collapse. Note that X = Xreg ∪Xsing,
where the regular part, Xreg is a d-dimensional Riemannian manifold with
C2∗ -metric hX (for the smoothness of hX , as well as the density function ρX
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introduced later, see [24] and also [38] and section 3 and Appendix B below.)
The space X is equipped with a probability measure
dµX = ρX
dV
Vol(X)
, µX(X
sing) = 0,
where ρX > 0 is C
2
∗ -smooth. An elliptic operator, naturally associated with
(X, p, µX) is the weighted Laplacian, ∆X . In local coordinates on X
reg,
∆Xu =
1
ρX |hX |1/2
∂
∂xj
(
ρX |hX |1/2hjkX
∂
∂xk
u
)
,
cf.(2). It was shown in [24] with further ramifications in [38] and section
5 and Appendix C, that the pointed measured GH-convergence in MMp
implies the spectral convergence. In particular, see Theorem 5.17 below,
if dpmGH(Mℓ, X) → 0, for Mℓ ∈ MMp, then, the heat kernels Hℓ on Mℓ
converge, in a proper sense, to the heat kernel H on X, i.e. the "direct"
spectral problem on MMp is continuos with respect to the pointed measured
GH convergence. Moreover, it is shown in section 6 that the local PHD
uniquely determine the metric-measure structure of X. Then, the stability
Theorem 1.2 follows from this uniqueness and the continuity of the direct
problem by the standard compactness-type arguments, see section 7.
We illustrate the nature of the pointed measured GH convergence and its
relation to the spectral convergence by the following example:
Example 1.4 [24] Let (Mσ = S1 × S1, pσ) be a torus, identified with the
square [−1, 1]2 with boundaries glued together and local coordinates (y, z) ∈
(−1, 1)2 with pσ = O. The warped product-type metric tensor hσ on Mσ is
defined by
ds2 = dy2 + σ2 c2(y)dz2, c(y) > 0. (13)
Consider the eigenvalues, λσj , counting multiplicity, and the corresponding
normalised eigenfunctions, φσj (y, z), of the Laplacians, ∆σ := ∆Mσ ,
(∆σ + λ
σ
j )φ
σ
j (y, z) = 0, 〈φσj , φσk〉L2(Mσ ,µσ) = δjk, µσ = µMσ .
Due to (13), for each j there are m = m(j) ∈ Z and ℓ = ℓ(j) ∈ Z+ such that
φσj (y, z) = e
imz Φσℓ,m(y),
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where Φσℓ,m(y) satisfy
− 1
c(y)
∂
∂y
(c(y)
∂
∂y
Φσℓ,m(y)) +
m2
c(y)2σ2
Φσℓ,m(y) = λ
σ
ℓ,mΦ
σ
ℓ,m(y),
〈Φσℓ,m,Φσℓ′,m〉L2(S,µS) = δℓ,ℓ′,
with S = S1, dµS = c(y) dy and λ
σ
j = λ
σ
ℓ,m. For m = 0 the eigenvalues λ
σ
ℓ,0 =:
λ̂ℓ are independent of σ and the corresponding eigenfunctions Φ
σ
ℓ,0(y, z) =:
Φ̂ℓ(y) are independent of σ and z. For m 6= 0
λσℓ,m ≥
m2
σ2
min
y∈S1
c−2(y).
Thus, as σ → 0, all the eigenvalues corresponding to m 6= 0 tend to ∞. By
re-ordering for each σ the eigenvalues λσj , j = 1, 2, . . . , in the increasing order,
we see that, for any j = 1, . . . , λσj → λ̂j and the corresponding eigenfunctions
φσj (y, z) converge pointwise to Φ̂j(y).
Let Hσ((y, z), (y
′, z′), t) be the heat kernels of (Mσ, µσ) and H(y, y′, t) be the
heat kernel of (S, µS)). Then,
lim
σ→0
Hσ((y, z), (y′, z′), t) = H(y, y′, t)
for all (y, z), (y′, z′) ∈M and t > 0.
Next, for any n ∈ Z+, we choose N = N(n) points of form (yα, znα), α =
1, . . . , N, which form a (1/n)-net in M1/n, while tℓ, ℓ = 1, . . . , L, L = L(n),
form a 1/n-net on (1/n, n). Then PHD of (M1/n, µ1/n) tend, as n → ∞, to
PHD of (S, µS) in the sense, that
lim
n→∞
|H1/n((yα, znα), (yβ, znβ ), tℓ)−H(yα, yβ, tℓ)| = 0
uniformly with respect to α, β ∈ {1, . . . , N}, ℓ = {1, . . . L}.
Note that Theorem 1.2 is of a global nature providing the uniform rate of
the metric-measure convergence on MMp. When dealing with a local con-
vergence, in a neighborhood of a given manifold M ∈ MMp, it is possible
to obtain more precise information about the structure of spaces which are
close to M . Namely, we have the following result
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Corollary 1.5 Let (M, p, µM) ∈ MMp. There is δM > 0 such that, if
(M ′, p′, µM ′) ∈ MMp satisfies conditions of Theorem 1.2 with δ < δM in
(8), then M ′ is C3∗ -diffeomorphic to M .
Moreover, taking this diffeomorphism between M and M ′ to be identity, for
any α < 1,
‖hM ′ − hM‖C1,α ≤ ωα(δ), where ωα(δ)→ 0 as δ → 0. (14)
Note that to compare, in C1,α(M), the metric tensors hM and hM ′ we should
use proper, e.g. harmonic, coordinates [1], [2].
1.2 Inverse problem for orbifolds
Corollary 1.5 shows that it is sometimes possible to obtain more information
about the nature of the convergence than given by Theorem 1.2. In particu-
lar, if we know a priori that the dimension of collapse is at most 1, then the
limiting space X is, at worst, an orbifold. This result follows implicitly from
[26], see also Corollary 2.4.
Let us recall the basic definitions regarding Riemannian orbifolds, see e.g.
[63], Ch. 13 and also [55], where the notion of the orbifold, called V -manifold
was introduced, [17], where the Riemannian structure on orbifolds was con-
sidered and [20] for further study of the spectral properties of its Laplacian.
We say that a topological (metric) space (X, p) is a (Riemannian) orbifold
of dimension d, if any point x ∈ X has a neighborhood U such that
(i) there is a map π : U˜ → U , where U˜ = B(r) ⊂ Rd is a ball, with respect
to some metric h˜, of radius r > 0 centered at origin O ;
(ii) there is a finite group G(x) ⊂ O(d) acting on U˜ , such that
g∗(h˜) = h˜, π(O) = x, π(g ◦ x′) = π(x′) for x′ ∈ U˜ , g ∈ G(x); (15)
(iii) the metric h and h˜ are related by
h˜ = π∗(h). (16)
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Note that the Riemannian metric tensor h on X is defined on Xreg, where
Xreg = {x ∈ X : G(x) = Id}.
In this case, we say that π : U˜ → U is a uniformising cover at x. Later in the
text we refer to U as a coordinate chart and (x1, . . . , xd) ∈ U˜ as coordinates
near x.
We can consider X as a metric space by endowing it with a distance function
dX such that, for any x ∈ X and uniformising cover π : U˜ → U at x, if
y1, y2 ∈ π−1(B(x, r)) with small r, then
dX(y1, y2) = min
y˜i∈π−1(yi), i=1,2
dU˜(y˜1, y˜2).
ThenX is a locally compact and complete length space, and thus is a geodesic
space, that is, all its points can be connected by a length minimizing curve.
As explained in subsection 1.1, when considering the pointed measured GH-
convergence in MMp which gives rise to a 1-dimensional collapse, the result-
ing Riemannian orbifolds are endowed with a C2∗ -smooth density function
ρX . Note that in this case the density function can be lifted to uniformising
cover. Namely, for a coordinate chart U at x ∈ X, there exists a density
function ρ˜U˜ on U˜ so that
ρ˜U˜ = π
∗(ρU˜), g
∗(ρ˜U˜ ) = ρ˜U˜ , for g ∈ G(x).
Due to the extra group structure at singular points, when speaking about
Riemannian orbifolds with measure, one can introduce the notion of isomor-
phism of orbifolds going back to [55]. Namely, two orbifolds (X, p, µ) and
(X ′, p′, µ′) are isomorphic with isomorphism Φ, if Φ : X → X ′ is a homeo-
morphism with the following properties:
1. Φ(p) = p′;
2. for any x ∈ X and x′ = Φ(x) ∈ X ′ there are neighborhoods U and
U ′ with a uniformizing cover π : U˜ → U and a metric h˜ on U˜ and a
uniformizing cover π′ : U˜ ′ → U ′ and a metric h˜′ on U˜ ′, such that
(i) Φ(U) = U ′;
(ii) there exists a Riemannian isometry Φ˜ : U˜ → U˜ ′;
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(iii) there exists an isomorphism Φ̂x : G(x)→ G′(x′), where the group
G(x) ⊂ O(d) corresponds to x, and the group G′(x′) ⊂ O(d)
corresponds to x′;
(iv) the following equations hold true:
(Φ˜)∗h˜′ = h˜, (Φ˜)∗ρ˜′ = ρ˜; (17)
Φ ◦ π = π′ ◦ Φ˜ on U˜ , Φ˜(g ◦ x˜) = Φ̂(g) ◦ Φ˜(x˜) for x˜ ∈ U˜ .
Clearly that, similar to the manifold case, we can define PHD for C2∗ -smooth
Riemannian orbifolds with measure. Here C2∗ -smoothness means that, in
proper coordinates on any uniformising chart U˜ , the metric tensor h˜ and
the density function ρ˜ are C2∗ -smooth on U˜ ∩ π−1(Xreg). Then we have the
following generalization of the Gel’fand inverse problem:
Problem 1.6 Let PHD of two C2∗ -smooth, compact, connected Riemannian
orbiolds with measure (X, p, µ) and (X ′, p′, µ′) coincide, i.e. satisfy (5). Are
these orbifolds isomorphic?
Note that, since any Riemannian manifold equipped with its Riemannian
probability measure is an orbifold with ρ = 1 Problem 1.6 is a generalization
of Problem 1.1.
Theorem 1.7 Let (X, p, µ), ∂X = ∅, and (X ′, p′, µ′), ∂X ′ = ∅, be two C2∗ -
smooth Riemannian orbifolds with measure. Then, if PHD for X is equivalent
to PHD for X ′, in the sense of (5), then (X, p, µ) and (X ′, p′, µ′) are isometric
(as metric spaces) with an isometry Φ : X → X ′, such that Φ(zα) = z′α, α =
1, . . . ,M , Φ(p) = p′ and Φ∗(h′) = h, Φ∗(ρ′) = ρ.
Moreover, (X, p, µ) and (X ′, p′, µ′) are isomorphic with Φ being an isomor-
phism.
Remark 1.8 We formulate Theorem 1.7 only for C2∗ -smooth orbifolds with-
out boundary. However, the result remains valid if we assume that h, h′ are
C2∗ -smooth while ρ, ρ
′ are C0,1-smooth.
To apply Theorem 1.7 to study stability of inverse problems on smooth man-
ifolds, we should formulate the conditions which guarantees that the col-
lapse is, at most, 1-dimensional and gives rise to an orientable Riemannian
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orbifold. To analyse the dimensionality of collapse, we introduce the class
of pointed Riemannian manifolds (M, p), Mk = Mk,p(n,Λ, D; c0), where
Λ, D > 0, n ∈ Z+, k ∈ Z+ ∪ {0}, k ≤ n. The class Mk,p is identified by
condition (6) and
µM(Bh(x, r)) ≤ c0 rn−k, for some x ∈M, 0 < r < c−10 . (18)
Note that we use the notation Mk,p rather than MMk,p when we are inter-
ested in the pointed GH-convergence defined by (10) rather than the pointed
measured GH-convergence defined by (10), (11).
Lemma 1.9 Let a sequence (Mi, pi) in Mk,p(n,Λ, D; c0) GH-converge to a
pointed space (X, p). Then dimX ≥ n− k.
Together with Corollaries 2.4 and 2.7, Theorem 1.7 and Lemma 1.9 give rise
to the following result:
Corollary 1.10 There exists δ0 = δ0(r,Λ, D, n, c0) such that, if (M, p, µM)
and (M ′, p′, µM ′) from MMn−1,p satisfy (8) with δ < δ0, then
i. either M and M ′ are diffeomorphic,
ii. or M and M ′ are S1-Seifert fibrebundles on isomorphic orbifolds X and
X ′.
We complete this subsection with an example illustrating collapse to an orb-
ifold and structure of the singular points on it.
Example 1.11 For ε > 0 let Mε be a 3-dimensional Riemannian manifold
of the following form: We start with a cylinder S2 × [0, ε], where S2 is the 2-
dimensional unit sphere with canonical metric. Assuming S2 ⊂ R3, we define
the action of the group Zm, m ∈ Z+, by 2π/m-rotations around the z-axis.
We then identify points (x, 0) ∈ S2 × {0} with (e(2πi/m) ◦ x, ε) ∈ S2 × {ε},
where e(2πi/m) ◦ x stands for the rotation by 2π/m, to obtain Mε. Note that
this gives rise to the closed vertical geodesics of the length mε except for the
points, corresponding to the north, N , and south, S, poles of S2 which give
rise to the closed vertical geodesics of length ε. When ε→ 0, Mε collapse to
a 2-dimensional Riemannian orbifold X which has to singular conic points,
N and S with G(N) = G(S) = Zm.
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1.3 Plan of the exposition
The paper consists of two parts plus three Appendices. Part I, Sec. 2–
Sec. 7, deals with the proof of Theorem 1.2 and related topics. Sec. 2
is of the expository nature. Namely, we review, in a somehow modified
form appropriate for our purposes, Fukaya’s results on the measured GH
convergence of Riemannian manifolds and provide some further results in
this direction. In Sec. 3 we show that, if X ∈ MMp, then its density
function ρ ∈ C2∗(X). This improves on the earlier results in [24] and [38].
Note that our proof differs from that in the above papers as it is based
on the analysis of smoothness of transformation groups into the scale of
Zygmund-type function. In turn, this requires an extension of the classical
Montgomery-Zippin results, [47], which is done in Appendix B. Sec. 4 is of
an auxiliary nature. Here we prove various results concerning the behavior of
spectrum, eigenfunctions and heat kernels on MMp and analyse the spectral
information contained in PHD. In Sec. 5 we continue to study the spectral
behavior on MMp obtaining some uniform estimates for the eigenfunctions
and heat kernels and prove the spectral convergence of the corresponding
weighted Laplacians with respect to the pointed measured GH-convergence.
Some auxiliary results dealing with the relations between the Laplacians on
M and its frame bundle TM as well as the corresponding structures on
X ∈MMp are considered in Appendix C. In Sec. 6, extending the geometric
BC-method, see e.g. [41], to MMp we show that PHD of any X ∈ MMp
uniquely determine its metric-measure structure. At last, Sec. 7 is devoted
to the proof of Theorem 1.2.
Part II, Sec. 8 – Sec. 9 is related to the proof of Theorem 1.7. Namely, in
Sec. 8 we study the relation between the volume growth condition (18) and
dimensionality of collapse. At last, Sec. 9 explains how, in the case of an
orientable Riemannian orbifold with measure, its metric-measure structure
determines its isomorphy-type. Moreover, since our proof works also for
the orbifolds with boundary, Theorem 9.1 deals with this more general case.
Appendix A provides a brief overview on the use of collapsing manifolds in
physics, in particular, that to the orbifolds.
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Part I
General case
2 Basic results in the theory of collapsing
For given n ∈ Z+ and Λ, D > 0, Mp(n,Λ, D) stands for the class of n-
dimensional closed pointed Riemannian manifolds M satisfying
|R(M)| ≤ Λ2, diam(M) ≤ D,
where R(M) and diam(M) stand for the sectional curvature and the diameter
of the manifold (M,h).
The structure of collapsing in the moduli space Mp(n,Λ, D) was extensively
studied by Fukaya ([25], [24], [26]). In this section, we mainly review some
of them reformulating them for the case of pointed manifolds.
2.1 Basic propeties of the limit spaces
It is known (see [36]) thatMp(n,Λ, D) is precompact in the Gromov-Hausdorff
distance, (10). This means that any sequenceMi ∈Mp(n,Λ, D), i = 1, 2, . . . ,
contains a subsequence, which we can assume to coincide with the whole se-
quence, converging to some compact metric space X with respect to the
Gromov-Hausdorff distance. We start with a characterization of X.
Fix any point q ∈ X and put qi := ψi(p), where ψi : X →Mi is an ǫi Gromov-
Hausdorff approximation (εi GH-approximation, or εi-approximation in short)
with lim εi = 0. Namely, it satisfies
|di(ψ(x), ψ(y))− dX(x, y)| < εi, (19)
ψi(X) is εi-dense in Mi,
where di = dMi. Let B be the open ball around the origin O in R
n of radius
π/Λ, and let expi : B → Mi be the composition of expqi : Tqi(Mi)→Mi and a
linear isometric embedding B → B(O , π/Λ) ⊂ Tqi(Mi). Since |R(Mi)| ≤ Λ2,
expi : B → Mi has maximal rank. Thus, we have the pull-back metric
h˜i := exp
∗
i (hMi) on B. Moreover, we see that the injectivity radius inj(B, h˜i)
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is uniformly bounded from below. Therefore, we may assume that (B, h˜i)
converges to a C2∗ -metric (B, h˜0) with respect to C
1,α-topology, for any 0 <
α < 1 (see [31], [52], [1], [2]).
Let Gi denote the set of all isometric embeddings γ : (B
′, h˜i) → (B, h˜i)
such that expi ◦γ = expi on B′, where B′ := B(O , π/2Λ) ⊂ Rn. Now Gi
forms a local pseudogroup defined as follows: For γ1, γ2, γ3 ∈ Gi, γ1γ2 = γ3
holds if the composition γ1 ◦ γ2 is well-defined and coincides with γ3 in a
neighborhoood of the origin O .
We define the limit group germ G of Gi as follows: Let L denote the set of
all continuous maps f : B′ → B such that
1
2
≤ d0(f(x), f(y))
d0(x, y)
≤ 2, (20)
equipped with the uniform topology, where d0 is the distance induced from
h˜0. By Ascoli-Arzela’s theorem, L is compact. Therefore, passing to a subse-
quence, we may assume that Gi converges to a closed subset G with respect
to the Hausdorff distance in L. We see that G is a local pseudogroup con-
sisting of isometric embeddings g : (B′, h˜0) → (B, h˜0) and that (B, h˜i, Gi)
converges to (B, h˜0, G) in the equivariant Gromov-Hausdorff topology. This
means that there exist εi-approximations
φi : (B, h˜i)→ (B, h˜0), ψi : (B, h˜0)→ (B, h˜i)
with lim εi = 0, and maps
ρi : Gi → G, λi : G→ Gi
such that for every x, y ∈ B and γi ∈ Gi, γ ∈ G, the following hold
d0(φi(γi(x)), ρi(γi)(φi(x))) < εi, di(ψi(γ(x)), λi(γ)(ψi(x))) < εi, (21)
when they make sense. Roughly speaking this shows that the pseudogroup
action of Gi on (B, h˜i) is close to that of G on (B, h˜0). In particular, the quo-
tient space (B′, h˜i)/Gi = B(pi, 1/2) converges to (B′, h˜0)/G, which implies
that
(B′, h˜0)/G = B(q, 1/2). (22)
(See [28] for further details on basic properies of the equivariant Gromov-
Hausdorff convergence.)
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Let
πi : B
′ → B(qi, 1/2), π : B′ → B(q, 1/2),
be the natural projections.
Example 2.1 Take Mi = S1 × S1/i, i = 1, 2, . . . , with the usual product
metric. Then Mi collapses to S1, as i → ∞, in the Gromov-Hausdorff dis-
tance. The map γk defined by γk(x, y) = (x, y +
2πk
i
) on B(0, 1/2) ⊂ R2 for
any k ∈ Z with |k| ≤ i
4π
belongs to Gi. Namely Gi identifies points (x, y)
and (x′, y′) if x − x′ = 0, y − y′ = 2πk
i
, where we use coordinates (x, y) for
points in R2. Thus Gi acts like a covering transformation group.
Fukaya [25] proved that there exists a Lie group Ĝ containing G as an open
subset.
When d = dimX ≤ n− 1, or equivalently when dimG ≥ 1, we say that Mi
collapses to X, and that the collapsing is k-dimensional for k = n− d.
Let X be any element of the GH-closure Mp(n,Λ, D) of Mp(n,Λ, D). From
(22), X can be locally described as orbit spaces. Therefore, it has the strat-
ification
X = S0(X) ⊃ S1(X) ⊃ · · · ⊃ Sd(X), (23)
such that, if Sj(X) \ Sj+1(X) is non-empty, it is a (d − j)-dimensional Rie-
mannian manifold.
Actually Sj(X) \ Sj+1(X) is defined as the set of all point q ∈ X such that
the tangent cone Kq(X) of X at q (see [11], [57]) is isometric to a product of
the form Rd−j × Y j, where Y has no nontrivial R-factor.
Let us denote by
S(X) := S1(X), X
reg := X \ S(X),
the singular and the regular set of X respectively.
Lemma 2.2 Let X be any element of Mp(n,Λ, D) which is not a point.
Then
(1) Xreg is a C2∗ -Riemannian manifold;
17
(2) For any compact subsetK ⊂ Xreg, there exists a positive number iK > 0
such that inj(q) ≥ iK for all q ∈ K, where inj(q) denotes the injectivity
radius at q;
(3) Xreg is convex in X. Namely, every geodesic joining two points in Xreg
is contained in Xreg.
Proof. Let X be the limit of (Mi, hi) ∈ M(n,Λ, D). By [25], there exist
Riemannian metric hi
ε on Mi such that, h
ε
i → hi in the C1,α-topology as
ε→ 0, for any 0 < α < 1, and
(1) (Mi, h
ε
i ) converges to X
ε, as i → ∞, with respect to the Gromov-
Hausdorff distance;
(2) the regular part (Xε)reg of Xε is a Riemannian manifold of class C∞;
(3) Xε is ε-isometric to X. Namely, there exists a bi-Lipschitz map f ε :
X → Xε satisfying∣∣∣∣dε(f ε(x), f ε(y))dX(x, y) − 1
∣∣∣∣ < ε, dε = dMε.
More precisely, the norm of the k-th covariant derivaitives of the curvature
tensor Rhεi of h
ε
i has the following uniform bound
‖∇kRhεi ‖ ≤ C(n, k, ε),
for any fixed k and ε. (See [6]).
Since X and Xε have orbit-type singularities, the above (3) implies that
f ε(Sj(X)) = Sj(X
ε) for small ε, where Sj(X) are the stratification of X in
(23). In particular, f ε(Xreg) = (Xε)reg.
For a small δ > 0, let V be the δ-neighborhood ofK inX such that V ⊂ Xreg,
and set V ε := f ε(V ). Then,
−1 ≤ R (Xε) |V ε ≤ C(n). (24)
(see Theorem 0.9 in [25]). Note that, by (3), diam(V ε) ≤ C1, vol(V ε) ≥ C2
for some uniform constants Cj = Cj(K) > 0, j = 1, 2, which are independent
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of ε. Thus, (24) together with Cheeger’s theorem [14] implies that there is a
positive number iK < δ independent of ε such that
injXε(q) ≥ iK , (25)
for all q ∈ Kε := f ε(K). Now a standart argument using the Cheeger-
Gromov compactness applied to the convegence V ε → V implies that
injX(q) ≥ iK , (26)
for all q ∈ K. It follows from (24), (25) and [2] that the metric of V and
hence of Xreg is of class C2∗ .
Let us explain the basic idea of the estimate (26): Fix any point q ∈ K
and two different direction ξ1, ξ2 of X at q. First, we can prove that there
exist geodesics γεj , j = 1, 2, of length iK stariting at q
ε := f ε(q) such that
(f ε)−1(γεj ) converge to geodesics γj of length iK tangent to ξj as ε→ 0. This
follows from the local extendability of geodesics in V as follows.
We use Alexandrov geometry. Denote by Σq(X) the space of directions of X
at q, which is isometric to the (d− 1)-dimensional unit sphere in the present
case. Put ξ := ξj ∈ Σq(X), j = 1, 2, for simplicity, and take xε ∈ V such
that the angle between ξ and the direction ξε determined by a geodesic from
q to xε tends to 0 as ε → 0. Now consider the geodesic γε starting from
qε through f ε(xε) of length iK . Then it is easily verified that (f
ε)−1(γε)
converges to a geodesic whose direction coincides with ξ.
Now let γ˜εj (s), j = 1, 2, be geodesics on the complete simply connected surface
M2C(n) of constant curvature C(n) starting at a point O with
∠qε(γ
ε
1, γ
ε
2) = ∠0(γ˜
ε
1, γ˜
ε
2).
By Toponogov’s comparison theorem,
dε(γ
ε
1(s), γ
ε
2(t)) ≥ d˜(γ˜ε1(s), γ˜ε2(t)), 0 ≤ s, t ≤ iK , (27)
where d˜ is the standard distance on M2C(n). It follows that
dX(γ1(s), γ2(t)) ≥ d˜(γ˜1(s), γ˜2(t)), 0 ≤ s, t ≤ iK ,
where γ˜j(s), j = 1, 2,, are the geodesics on M
2
C(n) starting at O with
∠q(ξ1, ξ2) = ∠0(γ˜1, γ˜2).
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This yields injX(q) ≥ iK as required.
(3) of the lemma is a direct consequence of [53]. QED
The space Xε which appears in the proof of Lemma 2.2 is called a smooth
element in [25].
The geometric structure of the limit spaceX can be described in the following
two ways:
Theorem 2.3 For every q ∈ X, let G be local pseudogroup defined as above,
and set ℓ := n− dim (G ·O), where G ·O denotes the orbit G(O).
(1) There exist a neighborhood U of q, a compact Lie group Gq and a faithful
representation of Gq into the orthogonal group O(ℓ), a Gq-invariant
smooth metric on a neighborhood V of O in Rℓ such that U is bi-
Lipschitz homeomorphic to V/Gq;
(2) There exists a C2∗ -Riemannian manifold Y with dimY = dimX +
dimO(n) on which O(n) acts as isometries in such a way that
(a) X is isometric to Y/O(n). Let π : Y → X be the projection ;
(b) For every q ∈ X and q¯ ∈ π−1(q), the isotropy group
Hq¯ := {g ∈ O(n) | g(q¯) = q¯}
is isomorphic to Gq, where Gq is as in (1).
Proof. (1) Take an ℓ-dimensional disk V in B′ which transversally meets
the orbit G ·O at O and is invariant under the action of the isotropy group
Gq := {g ∈ G | g(O) = O }. Fix a Gq-invariant metric on V . Then V/Gq is
bi-Lipschitz homeomorphic to a neighborhood of q.
(2) We only describe the construction of the space Y below. Let FMi de-
note the orthonormal frame bundle of Mi endowed with the natural Rieman-
nian metric, which has uniformly bounded sectional curvature and diameter.
Note that O(n) isometrically acts on FMi. Passing to a subsequence, we
may assume that (FMi, O(n)) converges to (Y,O(n)) in the equivariant GH-
topology, where, as shown below, Y is a Riemannian manifold on which O(n)
act isometrically. It follows that X = Y/O(n).
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To show that Y is a Riemannian manifold. Let B′ ⊂ B ⊂ Rn, (B, h˜i, Gi)
and (B, h˜0, G) be as described earlier, so that (B
′, h˜i)/Gi = B(qi, π/2Λ)
and (B′, h˜0)/G = B(q0, π/2Λ). The pseudogroup action of Gi on (B′, h˜i)
induces an isometric pseudogroup action, denoted by Ĝi, on the frame bun-
dle F (B′, h˜i) of (B′, h˜i) defined by differential. Therefore, F (B′, h˜i)/Ĝi =
FB(qi, π/2Λ). Passing to a subsequence, we may assume that (F (B
′, h˜i), Ĝi)
converges to (F (B′, h˜0), Ĝ) in the equivariant Gromov-Hausdorff topology,
where Ĝ denotes the isometric pseudogroup action on F (B′, h˜0) induced from
that of G on (B′, h˜0). The action of Ĝ on F (B′, h˜0) is free. Indeed, let ĝ ∈ Ĝ
satisfies
g(x) = x, dgx(o) = o, o ∈ Ox(n), x ∈ B′.
Then g is an isometry with g(x) = x, dgx = id on TxB
′, so that g = id on
B′, see [51]. Therefore, F (B′, h˜0)/Ĝ is a Riemannian manifold, and so is Y.
Next let us show that dimY = dimO(n) + d, d = dimX or, equivalently,
that the action of O(n) on Y is fathfull. Let x ∈ Xreg∩B(q, π/2Λ). It is easy
to see that the pseudogroup action of G on (B, h˜0) ∩ π−1(Xreg ∩B(q, π/2Λ)
is free, and that π−1(x) is isometric to O(n), where π : B′ → B(q, π/2Λ) is
the natural projection. This shows that dim Y = dimO(n) + d. QED.
In the future, we make an extensive use of Theorem 2.3, especially represen-
tation (2).
Note that q is an orbifold point if and only if Gq ≃ Hq¯ is finite. This actually
occurs for every q ∈ X in the case of collapsing being one dimensional:
Corollary 2.4 ( [26]) If dimX = n− 1, then X is an orbifold.
Proof. By Theorem 2.3, for every q ∈ X, we can take a neighborhood U
of q, a compact Lie group Gq ⊂ O(ℓ), a Gq-invariant metric of class C2∗ on
an neighborhood V of O in Rℓ, such that U is bi-Lipschitz homeomorphic to
V/Gq. Since n − 1 ≤ ℓ < n, we have ℓ = n − 1. It follows that dimGq =
dimV − dimU = 0. Thus Gq is finite, and therefore q is an orbifold point.
2.2 Fiber bundle theorems
Theorem 2.5 ([25], Theorem 10.1) Suppose a sequenceXi inMp(n,Λ, D)
converges to X with respect to the Gromov-Hausdorff distance. Then there
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are O(n)-Riemannian manifolds Yi and Y of class C
2
∗ and O(n)-maps f˜i :
Yi → Y and maps fi : Xi → X such that
(1) Xi = Yi/O(n), X = Y/O(n). Let πi : Yi → Xi, π : Y → X be the
projections;
(2) f˜i are εi-Riemannian submersions as well as εi-approximations, where
lim εi = 0. Namely, f˜i satisfies
e−εi <
|df˜i(ξ)|
|ξ| < e
εi, (28)
for all tangent vectors ξ orthogonal to fibers of f˜i;
(3) f ◦ πi = π ◦ f˜i;
(4) for every y ∈ Y , the isotoropy subgroup {g ∈ O(n) | g(y) = y} is iso-
morphic to Gπ(y), where Gπ(y) is as in Theorem 2.3.
We shall call the maps fi : Xi → X regular εi-approximations for simplicity.
Corollary 2.6 Suppose a sequence Xi in Mp(n,Λ, D) converges to X with
respect to the Gromov-Hausdorff distance.
(1) If both Xi and X have no singularities, then the map fi : Xi → X is
an εi-Riemannian submersion;
(2) If dimXi = dimX, then the map fi : Xi → X is an εi-almost isometry.
Namely, it satisfies, for every x, y ∈ Xi,
e−εi <
di(fi(x), fi(y))
dX(x, y)
< eεi, di = dXi.
Corollary 2.7 Suppose a sequence Xi in M(n,Λ, D) converges to X with
respect to the Gromov-Hausdorff distance. If dimX = dimXi − 1 for all i,
then the map fi : Xi → X is a Seifert S1-bundle. Namely for any q ∈ X
there exist a neighborhood V of q, an open set U ⊂ Rn−1 and a finite froup
G acting on both U and S1 such that
(1) there is a bi-Lipschitz homeomorphism H : U/G→ V ;
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(2) Consider the diagonal G-action on U ×S1. Then we have the following
commutative diagram:
U × S1 π−−−→ U
π
y yπi
U × S1/G π∗−−−→ U/G
Hi
y yH
f−1i (V ) −−−→
fi
V,
where π and πi denote the projections and Hi is a fiber-preserving iso-
morphism.
2.3 Measured Gromov-Hausdorff distance
Let (Xi, µi) and (X, µ) be probability Borel measures on compact metric
spaces Xi and X. Fukaya defined the notion of measured Gromov-Hausdorff
convergence (Xi, µi) → (X, µ), or weak convergence in short. By definition,
this is the case when there are measurablle εi-approximations ψi : Xi → X
with lim εi = 0, see (19), such that the pushfoward measure (ψi)∗µi weakly
converges to µ in the usual sense. Namely,
∫
Xi
f ◦ψi dµi →
∫
X
f dµ as i→∞
for any f ∈ C(X), where C(X) denotes the space of continuous functions on
X. In this subsection, we define the measured Gromov-Hausdorff “distance”
that provides a topology equivalent to the weak topology.
Definition 2.8 Let (X, µ) and (X ′, µ′) be probability Borel measures on com-
pact metric spaces X and X ′.
The measured Gromov-Hausdorff “distance” dmGH((X, µ), (X
′, µ′)) between
X and X ′ is defined as the infimum of those ε > 0 that there are measurable
ε-approximations ψ : X → X ′ and ψ′ : X ′ → X satisfying
µ(ψ−1(A′)) < µ′((A′)ε) + ε, µ′((ψ′)−1(A)) < µ(Aε) + ε, (29)
for all Borel sets A ⊂ X and A′ ⊂ X ′, where Aε denotes the ε-neighborhood
of A: Aε := {x ∈ X : dX(x,A) < ε}.
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Remark 2.9 dmGH is a generalization of the Prohorov metric on the space
of probability measures on a fixed space (see [9]).
Lemma 2.10 We have almost triangle inequality:
dmGH((X1, µ1), (X2, µ2))
≤ 2 (dmGH((X1, µ1), (X3, µ3)) + dmGH((X3, µ3), (X2, µ2))) .
Proof. Let dij := dmGH((Xi, µi), (Xj, µj)), and d := d13+d32. By definition,
for any ε > 0 and for any i, j ∈ {1, 3} or i, j ∈ {3, 2}, there are (dij + ε/2)-
approximation ψji : Xi → Xj , satisfying
µi(ψ
−1
ji (Aj)) < µj(A
dij+ε/2
j ) + dij + ε/2,
for any Borel set Aj ⊂ Xj. Define ψ21 : X1 → X2 by ψ21 := ψ23 ◦ ψ31, which
is a 2(d+ ε)-approximation. Then, for any Borel set A2 ⊂ X2,
µ1(ψ
−1
21 (A2)) = µ1(ψ
−1
31 ψ
−1
23 (A2)) < µ3((ψ
−1
23 (A2))
d13+ε/2) + d13 + ε/2
< µ3(ψ
−1
23 ((A2)
d13+d32+ε)) + d13 + ε/2
< µ2((A2)
d+d32+ε) + d+ ε.
Similarly, for ψ12 := ψ13 ◦ψ32 we have µ2(ψ−112 (A1)) < µ1((A1)d+d31+ε)+d+ε,
for any Borel set A1 ⊂ X2, and, therefore, the lemma follows. QED.
Lemma 2.11 dmGH((X, µ), (X
′, µ′)) = 0 if and only if there exists an isom-
etry ψ : X → X ′ such that ψ∗(µ) = µ′.
Proof. Suppose dmGH((X, µ), (X
′, µ′)) = 0. By definition, there are εi-
approximations ψi : X → X ′ with lim εi = 0 such that
µ(ψ−1i (A
′)) < µ′((A′)εi) + εi,
for every closed subset A′ ⊂ X ′. As X,X ′ are compact, we may assume,
using (19), that ψi uniformly converges to an isometry ψ : X → X ′. Since
ψ−1(A′) ⊂ (ψ−1i (A′))δi for some δi → 0, it follows that
µ(ψ−1(A′)) ≤ µ((ψ−1i (A′))δi) ≤ µ(ψ−1i ((A′)δi+εi)) ≤ µ′((A′)δi+2εi) + εi.
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Letting i→∞, we obtain µ(ψ−1(A′)) ≤ µ′(A′). Taking complement, we have
µ(ψ−1(U ′)) ≥ µ′(U ′) for any open set U ′ ⊂ X ′. It follows that µ(ψ−1((A′)ε)) ≥
µ′((A′)ε). Letting ε → 0, we obtain µ(ψ−1(A′)) ≥ µ′(A′). Thus, we have
µ(ψ−1(A′)) = µ′(A′) for every closed set A′ and hence for every Borel subset
A′. This completes the proof of the lemma. QED.
Proposition 2.12 A sequence (Xi, µi) weakly converges to (X, µ) if and only
if lim dmGH((Xi, µi), (X, µ)) = 0.
Proof. Take εi-approximations ψi : Xi → X with lim εi = 0 such that
∫
Xi
f ◦
ψi dµi →
∫
X
fdµ for every f ∈ C(X). First, using the weak convergence
(ψi)∗µi → µ, we show by contradiction that, for any Borel set A ⊂ X,
((ψi)∗µi)(A) < µ(Aε
′
i) + ε′i, (30)
µ(A) < ((ψi)∗µi)(Aε
′
i) + ε′i, (31)
for some ε′i → 0. Suppose (30) does not hold. Then there are closed Borel
sets Ai of X such that
((ψi)∗µi)(Ai) ≥ µ(Aci) + c, (32)
for some constant c > 0 independent of i. We may assume that Ai converges
to a closed set A with respect to the Hausdorff distance in X. Take ε2 >
ε1 > 0 with Ai ⊂ Aε1 ⊂ Aε2 ⊂ Aci for sufficiently large i. Choose f ∈ C(X)
such that 0 ≤ f ≤ 1, f = 1 on Aε1 , and supp (f) ⊂ Aε2. Then
µ(Aci) ≥ µ(Aε2) ≥
∫
X
f dµ = lim
i→∞
∫
Xi
f ◦ ψi dµi
≥ lim sup
i→∞
((ψi)∗µi)(Aε1) ≥ lim sup
i→∞
((ψi)∗µi)(Ai).
This is a contradiction to (32).
Next suppose (31) does not hold. Then for some Borel sets Ai of X we have
µ(Ai) ≥ ((ψi)∗µi)(Aci) + c, (33)
for some constant c > 0 independent of i. Let Ai ⊂ Aε1 ⊂ Aε2 ⊂ Aci and
f ∈ C(X) be given as above. Then,
lim inf
i→∞
((ψi)∗µi)(A
c
i) ≥ lim inf
i→∞
((ψi)∗µi)(A
ε2)
≥ lim
i→∞
∫
Xi
f ◦ ψi dµi =
∫
X
f dµ ≥ µ(Aε1) ≥ µ(Ai).
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This is a contradiction to (33).
Let ψ′i : X → Xi be any measurable εi-approximation such that di(ψ′i ◦
ψi(xi), xi) < εi for every xi ∈ Xi, d(ψi ◦ ψ′i(x), x) < εi for every x ∈ X.
Using (31), we obtain, for any Borel Ai ⊂ Xi,
µ((ψ′i)
−1(Ai)) < µi
(
ψ−1i
[
((ψ′i)
−1(Ai))ε
′
i
])
+ ε′i
< µi(A
2εi+ε
′
i
i ) + ε
′
i.
Together with (30), we have dmGH((Xi, µi), (X, µ)) < 2εi + ε
′
i.
Finally we shall prove the converse. Since µi, µ are probability measures,
shifting f ∈ C(X), f 7→ f −min(f), and normalising it, f 7→ f/max(f), we
may assume 0 ≤ f ≤ 1. Take a large positive integer k, and set Aj := {x ∈
X | f(x) ≥ j/k} for 0 ≤ j ≤ k. It is straightfoward to see that, for any Borel
measure µ on X,
1
k
k∑
j=1
µ(Aj) ≤
∫
X
f dµ ≤ 1
k
+
1
k
k∑
j=1
µ(Aj). (34)
Now take εi-approximation ψi : Xi → X with εi → 0 such that ((ψi)∗µi)(A) <
µ(Aεi) + εi for every closed set A ⊂ X, where εi → 0. Letting i → ∞, we
have lim sup((ψi)∗µi)(A) ≤ µ(A). Therefore, in the above situation, we ob-
tain lim supi→∞((ψi)∗µi)(Aj) ≤ µ(Aj) for each 0 ≤ j ≤ k. It follows from
(34) that
lim sup
i→∞
∫
X
f d((ψi)∗µi) ≤ 1
k
+
k∑
j=1
lim sup
i→∞
((ψi)∗µi) (Aj)
≤ 1
k
+
k∑
j=1
µ(Aj) ≤ 1
k
+
∫
X
f dµ.
Thus, letting k →∞,
lim sup
i→∞
∫
X
f d((ψi)∗µi) ≤
∫
X
f dµ.
Replacing f by 1− f , we get lim inf i→∞
∫
X
f d((ψi)∗µi) ≥
∫
X
f dµ, and
lim
i→∞
∫
X
f d((ψi)∗µi) =
∫
X
f dµ,
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as required. QED
Finally, for pointed metric measure spaces (X, p, µ) and (X ′, p′, µ′), we define
the pointed measured Gromov-Hausdorff distance,
dpmGH((X, p, µ), (X
′, p′, µ′)),
as the infimum of those ε > 0 that there are ε-approximations ψ : B(p, 1/ε)→
B(p′, 1/ε) and ψ′ : B(p′, 1/ε) → B(p, 1/ε) with ψ(p) = p′, ψ′(p′) = p, satis-
fying (29), for all Borel sets A ⊂ B(p, 1/ε) and A′ ⊂ B(p′, 1/ε).
3 Smoothness of the density functions
Recall that for a compact Riemannian manifold (M,h), µM denotes the nor-
malized measure,
µM := dVh/Vol(M),
where dV is the Riemannian measure of M . In this section, we consider
the set MMp(n,Λ, D) consisting of all pointed Riemannian manifolds with
measure (M, p, µM), where M ∈ Mp(n,Λ, D). Fukaya [24] proved the pre-
compactness ofMMp(n,Λ, D) with respect to the pointed measured Gromov-
Hausdorff topology.
Let us consider a sequence (Mi, pi) in Mp(n,Λ, D) converging to (X, p) ∈
Mp(n,Λ, D). Let ϕi : Mi → X be a measurable εi-approximation with
lim εi = 0. Passing to a subsequence, we may assume that (Mi, pi, µi) con-
verges to some (X, p, µ) in the pointed measured Gromov-Hausdorff topol-
ogy. Here µ is some probability measure of X. (See [24]). More precisely,
the pushfoward measure (ϕi)∗(µi) weak* sub-converges to µ.
The following lemma is known in [24]:
Lemma 3.1 (1) µ(S(X)) = 0, where S(X) denotes the singular set of X;
(2) there exists a density function ρX on X such that
(a) µ = ρX µX , where µX denotes the normalized Riemannian volume
element of X;
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(b) S˜(X) = {q ∈ X | ρX(q) = 0}, where S˜(X) is the set of all points
q of S(X) which are not orbifold points.
In this section, we discuss some properties of ρX concerning the smoothness,
and prove the following:
Lemma 3.2 ρX is of class C
2
∗ on X
reg.
Concerning Lemma 3.2, Kasue proved in [38] that ρX is of class C
1,α for any
0 < α < 1. The method in [38] is to use smooth approximations of the metric
of Mi as in the proof of Lemma 2.2. Our method discussed below is more
direct and contains an extension of Montgomery and Zippin’s result on the
smoothness of isometric group actions.
First we consider the case when S(X) is empty, namely the case when X is
a Riemannian manifold. In this case, we can approximate ϕi by an almost
Rimennian submersion fi : Mi → X such that (see [24])
(1) the pushfoward measure (fi)∗(µi) weak* converges to µ,
(2) Vol(f−1i (q))/Vol(Mi) converges to ρX(q)/Vol(X) in the C
0-topology.
Fix q0 ∈ X and put qi := ψi(q0), where ψi : X → Mi is an ǫi-approximation
such that dX(fi ◦ ψi(x), x) < εi.
Let B′ ⊂ B ⊂ Rn, (B, h˜i, Gi) and (B, h˜0, G) be as in Section 2 so that
(B′, h˜i)/Gi = B(qi, 1/2) and (B′, h˜0)/G = B(q0, 1/2). Let
πi : B
′ → B(qi, 1/2) ⊂Mi, π : B′ → B(q0, 1/2) ⊂ X,
be the natural projections. Since X is a Riemannian manifold, the pseu-
dogroup action of G on B′ is free.
We now need to establish the following result on the smoothness of isometric
group actions.
Theorem 3.3 Let G be a Lie group, and M a Riemannian manifold of class
Ck∗ with k ≥ 1. Suppose that the action of G on M is isometric. Then the
G-action on M ,
G×M →M, (g, x)→ gx,
is of class Ck+1∗ , where we consider the analytic structure on G.
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It is proved in Calabi-Hartman [12] and Shefel [56] that the transformation
g : M → M defined by each g ∈ G is of class Ck,α. Theorem 3.3 is a
generalization of Montgomery-Zippin [47], p. 212, where it is stated that
the G-action on M is of class Ck. The proof of Theorem 3.3 is deferred to
Appendix B.
Note that in our situation, the pseudo-group G can be extended to a nilpotent
Lie group ([25]). It follows from Theorem 3.3 that the pseudo-group action
of G on B is of class C3∗ .
Let d = dimX, m := dimG with n = d + m, and take a d-dimensional
C∞-submanifold Q of B which transversally meets the orbit G · O at the
origin O . Let s : U0 → Q be a smooth coordinate chart of Q around 0, where
U0 is an open subset of R
d. From Theorem 3.3 together with the inverse
function theorem, taking Q smaller if necessary, we may assume that, for
some neighborhood U of O in B and for a neighborhood G∗ of the identity
in G, the mapping
G∗ × U0 → U, (g, x)→ g(s(x)), g ∈ G∗, x ∈ U0, (35)
gives C3∗ -coordinates in U .
We can consider every element X of the Lie algebra g of G as a Killing field
on B′ by setting
X(x) :=
d
dt
(exp tX · x)|t=0,
where x denote points in U . Then, for any x ∈ U , there is a unique g ∈ G∗
and x ∈ U0 with x = g(s(x)). We define
ρ˜(x) = |Adg(X1)(x) ∧ · · · ∧ Adg(Xm)(x)|,
where X1, . . . , Xm be a basis of g, and the norm is taken with respect to h˜0.
Here the adjoint representation Ad : G→ GL(g) is defined by
Adg(X) :=
d
dt
(g · exp tX · g−1)|t=0.
We show that ρ˜ is G-invariant and of class C2∗ . Let x = g(s(x)) and g
′ ∈
G∗. We denote by Lg′ the left translation by g′. Since Adg′g(Xi)(g′x) =
(Lg′)∗Adg(Xi)(x), we have ρ˜(g′x) = ρ˜(x) and ρ˜ is G-invariant. Recall that
the correspondence x = g(s(x)) → (g, x) is of class C3∗ from the inverse
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function theorem. It follows that the map (t,x) → g(exp tXi)g−1(x) is of
class C3∗ . Thus x→ Adg(Xi)(x) is of class C2∗ , and so is ρ˜(x).
Since ρ˜ is G-invariant, there is a function ρ defined on a neighborhood V =
π(U) of the point q0 such that ρ˜ = ρ ◦ π. Obviously ρ is of class C2∗ .
We shall prove that ρX is of class C
2
∗ by showing that ρX(x)/ρ(x) is constant
for x ∈ V . Basically we follow the argument in [27]. Let
G′i := {g ∈ Gi | d(B,h˜i)(g(O),O) < 1/2},
G′ := {g ∈ G | d(B,h˜0)(g(O),O) < 1/2}.
Let us consider a left-invariant Riemannian metric on G. First we need to
show that
Vol(G′(s(x)))
ρ(x)
= const,
on a neighborhood of q0. Define F
x : G′ → G′(s(x)) by F x(g) = g(s(x)). Let
X1, . . . , Xm be an orthonormal basis of g. For any g ∈ G′, we have
F x∗ (Xi(g)) =
d
dt
(g exp tXi(s(x)))t=0 = Adg(Xi)(F
x(g)).
Therefore,
Vol(G′(s(x))) =
∫
G′
|Adg(X1) ∧ · · · ∧ Adg(Xm)|(g(s(x)))
=
∫
G′
ρ˜(g(s(x)) = ρ(x)Vol(G′).
For the rest of the argument, we can go through along the same line as in
[27], which we outline below.
Set
Ei(x, δ) := {y ∈ B | there exists g ∈ G′i such that dh˜i(y, g(s(x))) < δ},
E0(x, δ) := {y ∈ B | there exists g ∈ G′ such that dh˜0(y, g(s(x))) < δ}.
Then one can check
lim
i→∞
sup
x∈V
Vol(Ei(x, δ))
Vol(E0(x, δ))
= 1, (36)
lim
δ→0
Vol(E0(x, δ))
δd
= ωdVol(G
′(s(x))), (37)
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where ωd denotes the volume of unit ball in R
d. This implies
lim
δ→0
Vol(E0(x, δ))
Vol(E0(x′, δ))
ρ(x′)
ρ(x)
= 1,
for all x, x′ ∈ U . One can prove that there exists c > 0 independent of x
such that
lim
δ→0
lim
i→∞
Vol(Ei(x, δ))
Vol(G′i) δnVol(f
−1
i (x)
= c. (38)
These yield
Vol(f−1i (x))
Vol(f−1i (x′))
ρ(x′)
ρ(x)
= 1.
Since
lim
i→∞
Vol(f−1i (x))
Vol(Mi)
=
ρX(x)
Vol(X)
,
we conclude
ρ(x′)
ρ(x)
ρX(x)
ρX(x′)
= 1,
which conclude that ρX is of class C
2
∗ .
Next consider the general case when X is not a Riemannian manifold. Since
the above argument is local, it follows that ρX is of class C
2
∗ on X
reg. This
completes the proof of Lemma 3.2. QED
Here we give the proof of Lemma 3.1, because the idea in the proof is used in
later sections. We recall the characterization of ρX using orthonormal frame
bundles.
Let FMi denote the orthonormal frame bundle of Mi endowed with the
natural Riemannian metric, which has uniformly bounded sectional curvature
and diameter. Put
dµ˜i =
dVFMi
Vol(FMi)
, (39)
where dVFMi is the natural volume element on FMi with O(n) acting isomet-
rically on FMi. Passing to a subsequence, we may assume that (FMi, µ˜i, O(n))
converges to (Y, µ˜, O(n)) in the equivariant measured Gromov-Hausdorff topol-
ogy, where Y is a Riemannian manifold and µ˜ is a probability measure
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on Y invariant under the O(n)-action. The notion of equivariant mea-
sured Gromov-Hausdorff topology is defined in a way similar to that of
measured Gromov-Hausdorff topology, where a measurable εi-approximation
maps ψ˜i : FMi → Y with the property (ψ˜i)∗(µ˜i) → µ˜ is required to sat-
isfy conditions similar to (21). By Theorem 2.5, there are εi-regular maps
f˜i : FMi → Y and fi : Mi → X such that fi ◦ πi = π ◦ f˜i. We may replace
ψ˜i by f˜i.
Note that the probability measure µ˜ on Y can be written as
dµ˜ = ρY
dVh˜
Vol(Y )
.
It follows that there is a strictly positive function ρX on X with ρX ◦π = ρY ,
where π : Y → X is the projection. Since dX(x, x′) = dY (π−1(x), π−1(x′)),
then ρX is Lipschitz.
The projection πi : FMi → Mi is a Riemannian submersion with totally
geodesic fibers isometric to O(n). Thus,
dµ˜i =
dVFMi
Vol(O(n))× Vol(Mi) .
Then it follows that (πi)∗(µ˜i) = µi. For any continuous function f on X, we
have by Fubini’s theorem∫
X
f(x)ρX(x)
dVh
Vol(X)
= lim
i→∞
∫
Mi
(f ◦ fi) dµMi
= lim
i→∞
∫
FMi
(f ◦ fi ◦ πi) dµ˜i = lim
i→∞
∫
FMi
(f ◦ π ◦ f˜i) dµ˜i
=
∫
Y
(f ◦ π) dµ˜ =
∫
Y
(f ◦ π) ρY dVY
Vol(Y )
=
1
Vol(Y )
∫
X
(∫
π−1(x)
ρY (y) dHℓπ−1(x)(y)
)
f(x)dVX(x)
=
∫
X
f(x)ρX(x)Volℓ(π
−1(x))
Vol(X)
Vol(Y )
dµX ,
where Hℓπ−1(x) is the ℓ-dimensional Hausdorff measure of π−1(x) with ℓ =
dimO(n). It follows
π∗(µ˜) = µ (40)
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and the function
ρX(x) = ρX(x)Volℓ(π
−1(x))
Vol(X)
Vol(Y )
(41)
is the required density function with dµX = ρXdVh/Vol(V ). Since π
−1(x) ≃
O(n)/Hx¯ and Hx¯ ≃ Gx (see Theorem 2.5), we have Volℓ(π−1(x)) = 0 if and
only if dimGx > 0, that is, x is not an orbifold point of X.
In the future, we will need also the properties of the the class of the orthonor-
mal framebundles FM over Riemannian manifolds (M, p, µ) ∈MMp(n,Λ, D).
FM are equiped with the Riemannian metric, h˜, inherited from (M,h) and
the corresponding probability measure, µ˜, see (39). We denote this class by
FMM(n,Λ, D). Clearly,
nF = dim(FM) = n + dim(O(n)), diam(FM) ≤ DF ,
|R(FM, hF )| ≤ Λ2F , for FM ∈ FMM(n,Λ, D). (42)
The closure, FMM(n,Λ, D) with respect to the measured GH topology gives
rise to the C3∗ manifolds Y , equiped with C
2
∗ -smooth Riemannian metric h˜,
which appear in Theorem 2.3, (2 ), and appear in the proof of Lemma 3.1
when dealing with non-smooth X. Analysing the proof of Lemma 3.1, we
have
Corollary 3.4 Let Y ∈ FMM. Then Y is C3∗ -smooth Riemannian manifold
with C2∗ -smooth Riemannian metric hY and strictly positive density function
ρY ∈ C2∗(Y ). Moreover, O(n) acts by isometries on Y and ρY is O(n)-
invariant. There is a constant ΛF = ΛF (n,Λ, D) > 1 such that
|R(Y )| ≤ Λ2F , Y ∈ FMM. (43)
4 On properties of eigenfunctions
In this section we consider some properties of the eigenfunctions φj, j =
0, 1, . . . , of the weighted Laplace operator, ∆X , for (X, p, µ) ∈ MMp. Note
that the basic spectral properties, including its rigorous definition, of this
operator are given in appendix C. Simultaneously, we will consider those
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properties for weighted Laplacian on (Y, dµY ) ∈ FMMp, in which case we de-
note the eigenvalues and corresponding eigenfunctions by λ˜j, φ˜j, j = 0, 1, ....
As hY , ρY ∈ C2∗(Y ), it is natural to consider C3∗ -smooth transition func-
tions ψjk : π
−1
j (U˜j ∩ U˜k) → π−1k (U˜j ∩ U˜k) between coordinate charts of
(U˜j, π˜j) and (U˜k, π˜k) on Y . In these coordinates we can invariantly define
the Sobolev spaces W k,q(Y ), k ∈ {0, 1, 2, 3}, 1 ≤ p < ∞, the Holder classes
C l,α(Y ), l ∈ {0, 1, 2}, 0 ≤ α < 1 and the Zygmund space C3∗ (Y ).
Analogously, due to Theorem 3.3 with M = Y, G = O(n), we can also define
spaces W k,qO (Y ) ⊂ W k,q(Y ),C l,αO (Y ) ⊂ C l,α(Y ) and C3∗,O(Y ) ∈ C3∗ (Y ) which
consist of functions invariant with respect to the action of O(n).
Denote by PO the projector
PO : L
2(Y )→ L2O(Y ), (POu∗) (y) =
∫
O(n)
u∗(o(y)) dµo, (44)
where dµo is the normalized Haar measure on O(n).
Lemma 4.1 For any k ∈ {0, 1, 2, 3}, l ∈ {0, 1, 2}, 1 ≤ q < ∞ and 0 ≤ α <
1,
PO : W
k,q(Y )→W k,qO (Y ), PO : C l,α(Y )→ C l,αO (Y ), (45)
PO : C
3
∗ (Y ) ∈ C3∗,O(Y ),
are bounded projectors. Moreover,
PO : L
2(Y, µY )→ L2O(Y, µY ),
is an orthogonal projector.
In addition, for any 1 ≤ q < ∞, W k,qO (Y ), k ∈ {0, 1, 2, 3} and C3∗,O(Y ) are
dense in LqO(Y, µY ).
Proof. Since, by Theorem 3.3, O(n) acts by C3∗ -isometries which also pre-
serve the measure µY , then, for any o ∈ O(n),
‖o∗u∗‖W k,q(Y ) = ‖u∗‖W k,q(Y ), (o∗u∗)(y) = u∗(o(y)),
and the similar equation is valid for C l,α and C3∗ -norms. Therefore, by integral
Minkowski inequality
‖POu∗|W k,q(Y )‖ ≤
∫
O(n)
‖o∗u∗‖W k,q(Y ) dµo = ‖o∗u∗‖W k,q(Y ).
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Using the definition of the norms in C l,α and C3∗ for POu in these norms.
Next consider L2(Y ). Then,
(POu
∗, v∗)L2(Y ) =
∫
Y
(∫
O(n)
u∗(o(y))dµo
)
v∗(y)dµY (y)
=
∫
O(n)
(∫
Y
u∗(o(y))v∗(y)dµY (y)
)
dµo
=
∫
O(n)
(∫
Y
u∗(y˜)v∗(o−1(y˜))dµY (y˜)
)
dµo,
where, at the last step we make the substitution y˜ = oy and use the invariance
of µo and the fact that O(n) acts by isometries. Thus,
(POu
∗, v∗) =
∫
Y
u∗(y)
(∫
O(n)
v∗(o(y)) dµo
)
dµY = (u
∗, POv∗) .
To obtain the density of C3∗,O and, therefore,W
k,q
O in L
q
O, we first approximate
u∗ ∈ LqO(Y ) by C3∗ -functions u˜∗k and then consider
u∗k = POu˜
∗
k ∈ C3∗,O(Y ),
To complete the proof, let us show that
‖u∗ − u∗k‖Lq(Y ) ≤ ‖u∗ − u˜∗k‖Lq(Y ). (46)
Since u∗ is O(n)-invariant,
u∗(y) =
∫
O(n)
u∗(o(y)) dµo, y ∈ Y.
Therefore,
u∗(y)− u∗k(y) =
∫
O(n)
(u∗ − u˜∗k) (o(y)) dµo,
and (46) follows from the integral Minkowski inequality.
QED
Analogously, as Xreg is a C3∗ -smooth manifold, we can define function spaces
W k,qloc (X
reg), C l,α(Xreg) and C3∗ (X
reg). In addition, as X is a metric space,
we can define the space of Lipschitz function, C0,1(X).
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Lemma 4.2 (1). Let (Yp, µY ) ∈ FMMp. Then, φ˜j ∈ C3∗ (Y ).
(2). Let (X, p, µX) ∈MMp. Then,
φj ∈ C0,1(X)
⋂
C3∗(X
reg)
⋂( ⋂
1≤q<∞
W 3,qloc (X
reg)
)
. (47)
Proof. (1), In local coordinates on Y ,
− 1√
hY ρY
∂i
(√
hY h
il
Y ρY ∂lφ˜j
)
= λjφ˜j .
We use the interpolation arguments for the interior Schauder estimates, see
e.g. [30, Th. 6.17]. As hY and ρY are C
2
∗ -smooth, an extension of these
arguments to Zygmund spaces shows, cf. [2, Prop. 2.4.1], also [61, Thm.
14.4.2-3] or [64] for the domains in Rn, that φ˜j ∈ C3∗(Y ). As the embeddings
I : Ck,α(Y ) = Bk+α∞,∞(Y ) → W k+α,q(Y ), for n ∈ Z+, 0 < α < 1, and
1 ≤ q <∞, are continuous [8, Thm. 6.4.4], we see, using interpolation, that
I : C3∗(Y )→W 3,p(Y ), p <∞ is continuous.
(2). Let (X, µX) = (Y, µY )/O(n). Denote by ∆
O
Y the invariant part of ∆Y on
L2O(Y ), where L
2
O(Y ) is the subspace of L
2(Y, µY ) ofO(n)-invariant functions,
L2(Y, µY ) = L
2
O(Y )⊕ L2⊥(Y ),
see Appendix C for details. By [24, Lemma (7.1)], se also Appendix C,
spec(∆OY ) = spec(∆X), φ
O
j = π
∗φj, (48)
where λOj , φ
O
j stand for the eigenvalues and eigenfunctions of ∆
O
Y . Let, for
x, y ∈ X, x∗ ∈ π−1(x), y∗ ∈ π−1(y), satisfy
dX(x, y) = dY (π
−1(x), π−1(y)) = dY (x∗, y∗).
Then,
|φj(x)− φj(y)| = |φ˜Oj (x∗)− φ˜Oj (y∗)| ≤ ‖φ˜Oj ‖C0,1(Y ) dX(x, y), (49)
which proves the first inclusion in (47).
Next consider Y r = π−1(Xreg), so that Xreg = Y r/O(n). Note that Y r is
invariant with respect to O(n) which acts by the measure preserving isome-
tries, see Theorem 3.3. In addition, by Theorem 2.5 (4), O(n) acts freely on
Y r. Thus, the remaining inclusions in (47) follow from (48).
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QED
Denote by ZX , ZY , Z
O
Y the linear subspaces of finite linear combinations of
the eigenfunctions {φj}∞j=0, {φ˜j}∞j=0, and {φOj }∞j=0, correspondingly.
Proposition 4.3 1. ZY , Z
O
Y are dense in W
k,q(Y ), W 3,qO (Y ), for any k ∈
{0, 1, 2, 3}, 1 ≤ q < ∞ and also C l,α(Y ), C l,αO (Y ), l ∈ {0, 1, 2}, 0 ≤
α < 1 and C3∗ (Y ), C
3
∗,O(Y ), correspondingly.
2. ZX is dense in W
k,q
loc (X
reg) and also C l,α(Xreg) and C3∗(X
reg). In ad-
dition, ZX is dense in C
0,1(X).
Proof. 1. Let ∆q be the weighted Laplacian ∆Y with the domain of defi-
nition D(∆q) = W 2,q(Y ), 1 ≤ q < ∞ so that ∆q : W 2,q(Y ) → Lq(Y ). Note
that, for 2 < q < ∞, ∆q is the restriction of −A := ∆2 = ∆Y : W 2,2(Y ) →
L2(Y ) and, for 1 < q < 2, ∆q is the continuous extension of ∆2. We start
with the case q = 2, when
(I + A)−1 : L2(Y )→W 2,2(Y )
is an isomorphism.
If f ∈ Lq(Y ) with 2 ≤ q < ∞, we see using [45, Thm. 9.4.1] that u =
(I + A)−1 f ∈ W 2,q(Y ). Moreover, by [2, Prop. 2.4.1] and [30, Thm. 9.19,
9.30], if f ∈ C0∗(Y ), then u ∈ C2∗ (Y ). By the Closed graph theorem, the
above yield that, for 2 ≤ q <∞, that the operators
(I + A)−1 : Lq(Y )→W 2,q(Y ), (I + A)−1 : C0∗ (Y )→ C2∗(Y ) (50)
are bounded and surjective and, therefore, are isomorphisms.
Let us next show that ZY is dense in L
q(Y ) for all 2 ≤ q <∞. As φ˜j, j ∈ Z+,
form an orthonormal basis of L2(Y ), the space ZY is dense in L
q(Y ) with
q = 2.
Let q > 2, m ∈ Z+ and 0 < a < 2n−1Y , where nY = dim(Y ), be such that
ma = 1/2− 1/q. We define q(k) ≥ 2, k = 0, 1, . . . , m, by setting
q(0) = q,
1
q(k)
=
1
q(k − 1) + a, k = 1, 2, . . . , m,
so that then q(m) = 2.
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Recall that we have already shown that ZY ⊂ Lq(m)(Y ) is dense. Assume next
that we have shown that ZY ⊂ Lq(k)(X) is dense for some k = 1, 2, . . . , m.
Then, as I + A : ZY → ZY is bijective and (I + A)−1 : Lq(k)(Y ) →
W 2,q(k)(Y ) is an isomorphism, we see that ZY ⊂ W 2,q(k)(Y ) is dense. By
Sobolev embedding, for 1
q′
= 1
q(k)
+ 2
n(Y )
, so that q′ > q(k − 1), we have
W 2,q(k)(Y ) ⊂ Lq′(Y ) ⊂ Lq(k−1)(Y ). By using the fact that C3∗(Y ) is dense
both in W 2,q(k)(Y ) and Lq(k−1)(Y ), we see that W 2,q(k)(Y ) ⊂ Lq(k−1)(Y ) is
dense. Since ZY ⊂ W 2,q(k)(Y ) is dense, this implies that ZY ⊂ Lq(k−1)(Y )
is dense. Iterating this argument m times, we see that ZY is dense in
Lq(0)(Y ) = Lq(Y ).
As noted above, for 2 ≤ q < ∞ the operator (I + A)−1 : Lq(Y ) → W 2,q(Y )
is isomorphism, and as I + A : ZY → ZY is bijective the above yields that
ZY is dense in W
2,q(Y ).
To prove the density of ZY in W
3,q(Y ), we use the fact that, similar to the
above,
(I + A)−1 : W 1,q(Y )→ W 3,q(Y ), 2 ≤ q <∞,
is an isomorphism. As we already know that ZY is dense in W
1,q(Y ), this
implies that ZY is dense in W
3,q(Y ), g ≥ 2. At last, using the density of
W k,q(Y ) in W k,q
′
(Y ), q′ ≤ q, we extend q to [1,∞).
Let q > nY /2. Since W
3,q(Y ) ⊂ C0,1(Y ), the set ZY is dense in C0,1(Y ).
Since −∆Y on C3∗(Y ) is the restriction of A, by extending classical interior
elliptic regularity results from Ck,α-classes, see e.g. [30, Th. 6.17], to Zyg-
mund classes using the same construction as in e.g. [2, Prop. 2.4.1] , see also
[61, Thm. 14.4.2-3] or [64], we see that
(I + A)−1 : C0,1(Y )→ C3∗(Y )
is bounded. Using again that (I + A)−1 ZY = ZY , this implies that ZY is
dense in C3∗(Y ).
Turning to the case of ZOY , we just note that
(I −∆Y )−1 : LqO(Y )→W 2,qO (Y ), (I −∆Y )−1 : W 1,qO (Y )→W 3,qO (Y ),
(I −∆Y )−1 : C1∗,O(Y )→ C3∗,O(Y ),
are isomorphisms. Taking into the account that ZOY is dense in L
2
O(Y ), re-
peating the above agruments brings about the desired result.
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2. Note that
C0,1O (Y ) = π
∗(C0,1(X)), (51)
see also Appendix C, (240) or [24, Sec. 7] where the classes C1 can be easily
substituted by classes C0,1. This, together with (49), (48) and the density of
ZOY in C
(0,1)(Y ) provides the density of ZX in C
0,1(X).
Next, to prove the density of ZX |Xreg in W k,qloc (Xreg), k ∈ {0, 1, 2, 3}, 1 ≤ q <
∞, or in C l,α(Xreg), l ∈ {0, 1, 2}, 0 ≤ α < 1, it is sufficient to show that
ZX |Xreg is dense in C3∗ (Xreg).
Let K be a compact in Xreg. To prove that last statement, it is sufficient to
show that any u ∈ C3∗(Xreg), supp(u) ⊂ K, can be approximated, in C3∗ (K),
by a sequence of functions zm|K , zm ∈ ZX . To this end, consider
u∗ = π∗(u) ∈ C3∗,O(Y ).
Since O(n) acts freely on π−1(K), it follows from Theorem 3.3 that visa versa
π∗ : C3∗,O(π
−1(K))→ C3∗ (K) (52)
is a bounded operator. Note that to see this, it is sufficient to use, near
an arbitrary y0 ∈ π−1(K), the local coordinates (o, x). Here x are local
coordinates near x0 = π(y0) and o are local coordinates near o0, where
y0 = o0(s(x0)), cf. (35) with g replaced by o and x being local coordinates
in Xreg.
By part (1), there is a sequence {zOm}∞m=1, zOm ∈ ZOY which approximates
u∗ in C3∗(Y ) as m → ∞. Thus, {zOm|π−1(K)}∞m=1 approximates u∗|π−1(K) in
C3∗,O(π
−1(K)) and, by (52),
lim
m→∞
π∗(zOm)|K = π∗(u∗)|K = u|K in C3∗ (K).
However, by (48), π∗(zOm) ∈ ZX .
QED
Corollary 4.4 (i) The map Φ : X → RZ+ defined by Φ(x) = (φj(x))∞j=1 is
one-to-one, that is, if x 6= y, there is an index j ∈ Z+ such that
φj(x) 6= φj(y).
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(ii) For any x0 ∈ Xreg there a neighbourhood U ⊂ Xreg of x0 and indeces
j = (j1, . . . , jd), where d = dim(X), such that
Φj : U → Rd, Φj(x) = (φjk(x))dk=1, x ∈ U,
are C3∗ -smooth coordinates in U .
Proof. (i) Assume the opposite, that is, there are x, y ∈ X, x 6= y for which
φj(x) = φj(y), for all j = 0, 1, . . . . (53)
Let v ∈ C0,1(X) with v(x) = 1, v(y) = 0, e.g. v(x′) = dX(y, x′)/dX(x, y), x′ ∈
X. By Proposition 4.3 2., there are zm ∈ ZX , m = 1, 2, . . . , such that
zm → v in C0,1(X) as m → ∞. In particular, zm(x) → v(x) = 1 and
zm(y) → v(y) = 0. However, if (53) is valid then zm(x) = zm(y) for all m
and thus, v(x) = v(y). This is a contradiction and thus (i) has to hold.
(ii) We need only to show that there is j = j(x0) such that (dφj1(x0), . . . , dφjd(x0)),
are linearly independent.
Let (x1, . . . , xd) beC3∗ -smooth local coordinates in a neighborhhood V ⊂ Xreg
of x0. Let χ ∈ C3∗(Xreg) be supported in V such that χ(x) = 1 in some
neighborhood of x0 and let χ̂i(x) = x
iχ(x), i = 1, 2, . . . , d. By Proposition
4.3 2, there are uim ∈ Z, m = 1, 2, . . . , such that d(uim) → dχ̂i in D2∗(X),
where D2∗(X
reg) is the space of C2∗ -smooth differential 1-forms on X
reg. Since
dχ̂i = dx
i near x0, this yields that, for some m, du
i
m(x0), i = 1, . . . , d, are
linearly independent. This implies the result.
QED
To understand which choice of j is appropriate for coordinates near x0, we
can use the following lemma.
Lemma 4.5 Let X ∈MMp and x0 ∈ Xreg. Assume that, for i := (i1, . . . , id) ∈
Zd+, there is a neighborhoodWi ⊂ Rd, Φi(x0) ∈ Wi, such that, for any ℓ ∈ Zd+,
the function φℓ ◦ Φ−1i : Wi → R is C3∗ -smooth. Then there is a neighborhood
U of x0 such that Φi : U → Φi(U) ⊂ Rd is a C3∗ -smooth diffeomorphism.
Thus, (U,Φi) forms a local coordinate chart in X
reg.
Proof. By Corollary 4.4 there is j := (j1, . . . , jd) ∈ Zd+ such that (φj1, . . . , φjd)
are C3∗ -smooth coordinates near Φj(x0). Thus, for any ℓ, φℓ◦Φ−1j is C3∗ -smooth
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in some neighbourhood Wj ⊂ Rn, Φj(x0) ∈ Wj. On the other hand, by our
assumption, the map H = Φj ◦Φ−1i is also C3∗ -smooth in some neighborhood
Wi ⊂ Rn of Φi(x0). Denote by H ′ the map H ′ = Φi ◦ Φ−1j , H ′ : Wj → Rn.
Then, on a possibly smaller neighbourhood V ′ ⊂ Wj, Φj(x0) ∈ V ′, we have
H ◦H ′ = Id. Therefore, in particular,
DH(Φi(x0)) ◦DH ′(Φj(x0)) = Id.
This implies that DH(Φi(x0)) is invertible so that Φi is a C
3
∗ -smooth coor-
dinate map near x0.
QED
The above lemmas show that, given the eigenfunctions {φj(x)}∞j=0 on and
open set Ωreg ⊂ Xreg, X ∈ MMp, we can find the topological and C3∗ -
differentiable structure of Ωreg ⊂ Xreg. Next we consider the metric tensor
h and the density ρ on Ωreg.
Lemma 4.6 The set Ωreg, the eigenvalues {λj}∞j=0 of −∆X , and the corre-
sponding eigenfunctions {φj(x)}∞j=0, x ∈ Ωreg determine uniquely the metric
h|Ωreg and, a weight function ρ˚ in Ω which satisfies ρ˚(x) = cρ(x), for x ∈ Ωreg,
where c > 0 is some constant.
Proof. Let x0 ∈ Ωreg and x : U → Rd be C3∗ -smooth coordinates in a
neighborhood U ⊂ Ωreg of x0, x(x0) = 0. Next we do computations in the
local coordinates x(x) = (x1, . . . , xd) and identify U and x(U) as well as x0
and 0. Let χ(x) be a C3∗ -smooth function which is supported in a compact
subset of U so that χ(x) = 1 in a neighborhood V of 0. Let
χi(x) = x
iχ(x), i = 1, . . . , d, (54)
χj,k(x) = x
jxkχ(x), 1 ≤ j ≤ k ≤ d.
Let now y ∈ V . We know that there are zℓi , zℓj,k ∈ ZX , such that, in C3∗(U),
χi = lim
ℓ→∞
zℓi , χj,k = lim
ℓ→∞
zℓj,k.
This implies that there is N ∈ Z+, such that the vectors Ψy(φp), p =
0, 1, . . . , N, span the space Rd(d+3)/2, where
Ψy[f ] =
((
∂f
∂xi
(y)
)d
i=1
,
(
∂2f
∂xj∂xk
(y)
)
(j,k)∈A
)
,
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where A is the set of pairs (j, k) such that 1 ≤ j, k ≤ d and j ≤ k. Let us
consider the equations
−∆Xφp(y) := −hjk(y) ∂
2
∂xj∂xk
φp(y)− al(y) ∂
∂xj
φp(y) = λpφp(y), (55)
where p = 0, 1, . . . , N , and
aj =
1√
h ρ
∂k
(√
h hjkρ
)
=
1√
h
∂k
(√
h hjk
)
+ hjk∂kln(ρ).
Solving the system (55), we find the the coefficients hjk(y) and aj(y). Using
the equation for aj we find ∇(lnρ) at y. As y ∈ V is arbitrary, this means
that we can determine the metric tensor hjk and the function ρ (up to a
multiplicative constant) in V . QED
In the future, we will chose and fix some positive solution, ρ̂, for the equations
for al, so that ∫
Ωreg
ρ̂(x)dVh = 1, ρ̂ = ĉρ, (56)
with some ĉ > 0.
At the end of this section, we show that the point heat data determines, via
the local spectral data, the metric-measure structure of any open set Ω ⊂ X.
Recall that the point heat data for a weighted Laplacian on X ∈ MMp,
associated with Ω is defined as follows:
Let H(x, y, t), x, y,∈ X, t ∈ R+, be the heat kernel for the weighted Laplace
operator ∆X . Let Ω ⊂ X, Ω 6= ∅, be open and {zi, i ∈ Z+} be dense in Ω.
Let also {tl; l ∈ Z+} be dense in R+. Then the point heat data (PHD) is the
set
PHD = (H(zi, zk; tl))i,k,l∈Z+. (57)
Lemma 4.7 Let the set PHD = (H(zi, zk; tl))i,k,l∈Z+ be point heat data as-
sociated with the weighted Laplacian ∆X on some open Ω ⊂ X. Then these
PHD uniquely determine Ω, Ωreg = Ω ∩ Xreg, the metric h|Ωreg , and the
eigenvalues λj. They also determine, up to an orthogonal transformation in
L(λj), the orthonormal eigenfunctions, φj |Ωreg , j ∈ Z+, and the density ρ̂ in
Ωreg which satisfies ρ̂(x) = c′ρ(x) for x ∈ Ω, where c′ ∈ R+ is a constant so
that Ω has volume one with respect to the measure ρ̂dVh.
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Here and later we denote by L(λj) the eigenspace of −∆X , corresponding to
the (multiple) eigenvalue λj.
Proof. Observe first that, due to the analiticity of H(x, y; t) with respect to
t, Re(t) > 0, Hi,k;l, l ∈ Z+ determine the function Hik(t) ∈ C(0,∞),
Hik(t) = H(zi, zk; t).
Take the Laplace trasform of Hik(t),
Hik(t) 7→ Ĥik(ω) =
∫ ∞
0
e−tωHik(t) dt, Re(ω) > 0, (58)
and denote φj;i = φj(zi). Note that, as follows from the Weyl’s asymptotics
for eigenfunctions together with Sobolev’s embedding theorem, for a given
(X, p, µ) we have
λj ≥ C−1j2/n, ‖φj‖C0,1(X) ≤ Cjα(n), (59)
cf. Proposition 5.2 and Lemma 5.6. This implies that, in the standard
representation,
H(x, y, t) =
∞∑
j=1
e−λjtφj(x)φj(y), (60)
the series in the right-hand side convergesw in C0,1(X ×X × (0,∞)). Thus
the integral (58) converges absolutely for Re(ω) > 0 and has a meromorphic
continuation to the whole plane C. Indeed, let
Hjik(t) = Hik(t)−
j−1∑
j′=1
e−λj′ tφj′;iφj′;k.
Then, using (59),
|Hjik(t)| ≤ Cεe(−[λj−ε]t)(1 + j)β(n), for any ε > 0.
This, by the same estimate, implies that Hjik(t) is analytic for Re(ω) > −λj .
These arguments show that Ĥik(ω) = Ĥ
j
ik(ω) +
∑j−1
j′=1(ω + λj)
−1φj′;iφj′;k has
a meromorphic continuation onto C with simple poles at ω = −λj , j ∈ Z+
and the corresponding residues,
Res
ω=−λj
(Ĥik(ω)) =
∑
λj′=λj
φj;iφj;k. (61)
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As {zk}, k ∈ Z+ is dense in Ω, we see that the poles of the Laplace transform
of Hik(t), i, k ∈ Z+, t ∈ (0,∞) determine uniquely λj and the residues of the
Laplace transform given in (61). Using the results in [41, Lem. 4.9], it follows
that those residues determine, up to an orthogonal linear transformation in
the group O(mj), where mj is the multiplicity of the eigenvalue λj, the values
φj;i.
Observe now that the map, Φ : Ω → RZ+ is injective and continuous with
respect to the product topology in RZ+ . As Ω is compact, Φ is a homeomor-
phism between Ω and Φ(Ω) ⊂ RZ+ . Thus, φj;i, i, j ∈ Z+, determine Φ(Ω)
and, therefore, Φ(Ω) =
(
Φ(Ω)
)int
.
We next use Corollary 4.4(2) and Lemmata 4.5 and 4.6 to identify the dense
open subset Ωreg = Ω∩Xreg. This is the set where there are d eigenfunctions
Φi forming C
3
∗ -coordinate system in the sense of Corollary 4.4(2) and Lemma
4.5, and d(d+3)/2 eigenfunctions φj, j = 1, . . . , d(d+3)/2, to identify, using
Lemma4.6, h and ρ̂, requiring them to belong to C2∗ .
QED
In the future we need the following result which is a consequence of the proof
of Lemma 4.7.
Corollary 4.8 For any X ∈ MMp, assume that HX(x, z, t) = HX(x′, z, t),
for z ∈ U, t ∈ (a, b) ⊂ R+, where U ⊂ X is open. Then x = x′.
Remark 4.9 Analysing the proof of Lemma 4.7 it is clear that, given PHD,
(H(zi, zk; tl))i,k,l∈Z+, associated with some open set Ω ∈ X ∈ MMp, we
do not need to know a priori the dimension d = dim(X) of X. Indeed, d
will be the minimal number so that, for any y in an open dense set in Ω
there are d eigenfunctions, φj(1,y), . . . , φj(d,y), which form C
3
∗ -coordinates in a
neighbourhood of y.
5 Continuity of the direct map
Recall that we consider the class MMp = MMp(n,Λ, D) of pointed n-
dimensional Riemannian manifolds (M, pM , µM), equiped with probability
measure µM and with the absolute value of the sectional curvature bounded
by Λ2 > 0 and diameters bounded by D > 0. Recall that the probability
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measure µM is related to the Riemannian metric, dµM = dVh/Vol(M), where
dVh is the volume element corresponding to the Riemannian structure on M .
We denote by ‖ · ‖L2(Mk) the norm of the space L2(Mk; dµk), that is, the norm
is defined using the measure µk.
In Sections 2, 3 we described the structure of the closure, with respect to
the pointed, measured Gromov-Hausdorff topology, of the class MMp, which
we denote by MMp(n,Λ, D). Namely, any X ∈ MMp is a stratified man-
ifolds, see (23) and has the form, X = Y/O(n), see Theorem 2.3. Here Y
is C2∗ -smooth Riemannian manifold with C
2
∗ -smooth density function ρY , see
Lemma 3.2, where the group O(n) acts as C3∗ -smooth isometries, see Theorem
3.3.
Note that if a sequence (Mk, pk, µk) ∈ MMp converges in the pointed mea-
sured GH topology, then the limit is a stratified manifold of dimension d < n,
if and only if ik → 0, where ik is the injectivity radius of (Mk, pk, hk). Oth-
erwise, the limit is an n-dimensional C2∗ -smooth Riemannian manifold.
We associate with any space (X, p, µX) ∈MMp(n,Λ, D) the weighted Laplace
operator, ∆X , and the heat kernel, HX(x, y, t), x, y ∈ R+, t > 0, such that,
for any y ∈ X,
(∂2t −∆X)HX(·, y, t) = 0, in X × R+, HX(·, y, 0) = δy. (62)
Here δy is the Dirac delta-function with respect to the measure
dµX = ρX
dVh
Vol(X)
, µX(X) = 1,
cf. (3). The goal of this section is to prove the continuity, with respect to
the pointed measured Gromov-Hausdorff topology, of the direct map,
(X, pX , µX) 7→ HX(x, y, t), x, y ∈ X, t > 0. (63)
Recall that if (X, p, µX) and (X
′, p′, µX′) are ε-pmGH close, then there are
almost isometries, f : X → X ′, f ′ : X ′ → X, such that, for any x, y ∈
X, x′, y′ ∈ X ′ and any measurable S ⊂ X, S ′ ⊂ X ′,
|d′(f(x), f(y))− d(x, y)| < ε, |d(f ′(x′), f ′(y′))− d′(x′, y′)| < ε,
d′(f(p), p′) < ε, d(p, f ′(p′)) < ε,
µX(f
−1(S ′) < µX′(Sε) + ε, µX′(f ′−1(S)) < µX(Sε) + ε. (64)
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Equations (64) imply, in particular, an existence of cε-nets
{xi}I(ε)i=1 ⊂ X, {x′i}I(ε)i=1 ⊂ X ′, with |d(xi, xj)− d′(x′i, x′j)| < cε. (65)
We define the topology in the set of the heat kernels, HX(·, ·, t), X ∈ MM,
in the following way
Definition 5.1 Let HX(x, y, t), x, y ∈ X, t > 0, and HX′(x′, y′, t), x′, y′ ∈
X ′, t > 0, be heat kernels for spaces (X, p, µX), (X ′, p′, µX′) ∈ MMp. Then
HX , HX′ are δ-close, if there are δ-nets {xi}I(δ)i=1 , {x′i}I(δ)i=1 in X,X ′, corre-
spondingly, which satisfy (65) with δ in place of cε, and {tℓ}L(δ)ℓ=1 which is
δ-dense in [δ, δ−1], such that
|HX(xi, xj , tℓ)−HX′(x′i, x′j , tm)| < δ, 1 ≤ i, j ≤ I(δ), 1 ≤ ℓ ≤ L(δ). (66)
5.1 Spectral estimates on MM and FMM
In this subsection, we obtain some estimates for the eigenvalues λp = λ
X
p and
the corresponding eigenfunctions, φp = φ
X
p , p ∈ Z+ of the Laplace operator,
∆X ,
−∆Xφp = λpφp,
when (X, p, µX) ∈MMp.
Our results will be based upon the study of the spectral estimates on FMM.
Recall that
FMM(n,Λ, D) = {FM : M ∈M(n,Λ, D)},
where the closure is taken with respect to the measured GH-topology and
FM is the orthogonal framebundle over M equiped with the Riemannian
metric inherited from (M,h), see end of Section 3.
First, we recall the Weyl-type estimate for the eigenvalues. To this end,
introduce the counting function, NX(E) of X, which is the number of the
eigenvalues of −∆X , counted with their multiplicities, that are less than E.
Proposition 5.2 1. There exists c, c˜, C > 0 such that, for any X ∈
MMp,
λXp ≥ c p2/n, p = 0, 1, . . . , NX(E) ≤ 1 + CEn/2, (67)
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Moreover, denoting DX = diam(X), we have
λXp ≥ c˜ D−2X p2/n. (68)
2. There exists nF , cF , CF > 0 such that, for any Y ∈ FMMp,
λYp ≥ cF p2/nF , p = 0, 1, . . . , NY (E) ≤ 1 + CFEnF /2. (69)
Proof. By [7], there is c > 0 such that the estimate (67) is valid for all
manifolds in MM. In fact, such the estimate is valid even for the class of Rie-
mannian manifolds with Ricci curvature bounded from below and bounded
diameter.
Since the pointed measured GH-convergence implies the convergence of indi-
vidual eigenvalues, see [24], the inequality (67) for eigenvalues remains valid
for any (X, p, µX) ∈MMp. Since the second inequality follows from the first,
this proves (67).
To prove (68), observe that if (M,h) ∈MM, then (M˜, h˜), which is obtained
from (M,h) by homotety,
h˜ =
D2
D2M
h,
is also in MM. Since
λp(M˜) =
D2
D2M
λp(M),
this proves the result for MM. The case of MM is obtained by continuity.
This proves the first part of the proposition.
Since, by Corollary 3.4, the sectional curvature and diameter are uniformly
bounded on FMM, the proof of the second part is identical.
QED
Note that since, for X = Y/O(n), λXp = λ
O
p , the estimate (67) is valid for the
operator ∆O on L
2
O(Y ).
Next, we obtain estimates for the corresponding eigenfunctions in various
functional spaces. Recall that we use the notation φp(x) for the eigenfunc-
tions on X, φ˜p(y) for the eigenfunctions on Y and φ
O
p for the eigenfunctions
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of ∆O on Y . Since our results are independent of the parameter p but rather
the upper bound for λp, we will often skip subindex p.
We start with the moduli space FMM.
Proposition 5.3 For any E > 0, there are CF = CF (n,Λ, D) > 0, sF =
sF (n,Λ, D) > 0 such that, for any (FM, µFM) ∈ FMM, and φ˜ satisfying
−∆Y φ˜ = λφ˜, λ ≤ E, (70)
we have
φ˜ ∈ C3∗(FM) (71)
and
‖φ˜‖C0,1(FM) ≤ CF (1 + E2)sF /2‖φ˜‖L2(FM,µFM ). (72)
The proof of the proposition is based on the following result:
Proposition 5.4 There is a monotonously increasing function, C1 = C1(n,Λ, D) :
R+ → R+, such that, for any (FM, µFM) ∈ FMM, y ∈ FM , and r > 0
µFM(B(y, r)) ≥ C1(r). (73)
Proof. Since for (FM, µFM) ∈ FMM, dim(FM) = ℓ = n + dim(O(n)), by
the Bishop-Gromov theorem,
Vh˜(B(y, r))
Vh˜(B(y,DF ))
≥ C
ℓ(r)
Cℓ(DF )
,
where h˜ is the riemannian metric on FM . Here DF = sup(diam(FM)),
whenM ∈MM, Cℓ(r) is the volume of a ball of radius r in the ℓ-dimensional
simply connected manifold with constant sectional curvature −ΛF , where ΛF
is the uniform bound for the sectional curvature on FMM, see (43). Since
Vh˜(B(y,DF )) = Vh˜(FM),
Vh˜(B(y, r))
Vh˜(FM)
= µh˜(B(y, r)),
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this implies (73) with
C1(r) =
Cℓ(r)
Cℓ(DF )
.
QED
Proof (of Prop. 5.3.) For y ∈ FM , let B̂y(r) ⊂ Ty(FM) be a closed ball of
radius r < π/ΛF . Let ĥ denote the induced metric (expx)
∗h˜ on B̂y(r). By
[2], there are C0 > 0 and 0 < r0 < π/ΛF , independent on FM ∈ FMM, such
that there are harmonic coordinates Ψ : B̂y(r0)→ Rℓ. In these coordinates,
the metric tensor satisfies
C−20 I ≤ Ψ∗ĥ ≤ C−20 I, ‖Ψ∗ĥ‖C2
∗
(Ψ(B̂y(R0)))
≤ C0. (74)
In following, let R0 = r0/2C0. Then the ball B(R0) ⊂ Rℓ satisfies B(R0) ⊂
Ψ(B̂(r0/2)). Next, we denote φ̂ = Ψ∗(φ˜) , keeping the notation ĥ for the met-
ric tensor in these coordinates. Below, we use the Lebesgue spaces Lp(B(R))
and Sobolev spaces Hs(B(R)) which are defined using the usual Lebesgue
measure on B(R0) ⊂ Rℓ. We note that as the metric ĥ satisfies (74), the
norms of these spaces are equivalent to the norms in the spaces defined using
dVĥ.
As φ˜ satisfies (70), we see that e.g. for R1 = (1− (8ℓ)−1)R0
∆ĥφ̂ = λφ̂ in B(R0). (75)
Let us now consider radii Rk = (1− k/(8ℓ))R0 and qk given by 1/qk = 1/2−
k/(2ℓ), k = 0, 1, . . . , ℓ. By Sobolev’s embedding theorem,W 2,qk−1(B(Rk−1)) ⊂
Lqk(B(Rk−1)) and thus, the local elliptic regularity estimates, see e.g. [45,
Thm. 9.4.1], and estimates (74) imply that φ̂ ∈ W 2,qk(B(Rk)) and
‖φ̂‖W 2,qk (B(Rk)) ≤ ck,ℓ(1 + E2)1/2‖φ̂‖W 2,qk−1 (B(Rk−1)), (76)
where the constant ck,ℓ > 0, as well as the other constants appearing later
in this section, are uniform for FM ∈ FMM. Combining the estimates (76)
with k = 0, 1, . . . , ℓ, together and using Sobolev embedding theorem once
more, we obtain that φ̂ ∈ C1(B(R0/2)), and
‖φ̂‖C1(B(R0/2)) ≤ C1(ℓ)(1 + E2)s1/2‖φ̂‖L2(B(R0)), (77)
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where s1 = ℓ + 1. These provide estimate (77), with s1 = ℓ + 1 for any
FM ∈ FMM.
Next observe that φ̂ satisfies
ĥij∂i∂jφ˜ = − 1√
|ĥ|
∂i
(√
|ĥ| ĥij
)
∂jφ̂− λφ̂, (78)
where the right side is uniformly bounded in C0(B(R0/2)).
Using the same interpolation arguments as in Lemma 4.2, see also [2], [61],
[64], we obtain that φ̂ ∈ C2∗(B(R0/4)) and
‖φ̂‖C2
∗
(B(R0/4))
≤ c(1 + E)(s1+1)/2‖φ̂‖L2(B(R0)).
Therefore, we see that the right side of (78) is uniformly bounded in C1∗(B(R0/4)).
Again using the same interpolation type arguments as in Lemma 4.2„ or [2],
we see that φ̂ ∈ C3∗(B(R0/8)) and
‖φ̂‖C3
∗
(B(R0/8))
≤ c(1 + E)s1/2+1‖φ̂‖L2(B(R0)). (79)
Here and later by c, C, etc we denote various positive constants uniform on
FMM.
Thus, to prove estimate (72) it is sufficient to show that ‖φ̂‖L2(B(R0)) is uni-
formly bounded if ‖φ˜‖L2(FM,µFM ) is uniformly bounded.
To this end we introduce N (G(y)), which is the order of the local pseudo-
group G = G(y) corresponding to y ∈ M that acts on B(r), 0 < r < r0/2.
Recall that such pseudo-group was introduced in subsection 2.1 and where
it was denoted Gi being associated with manifold Mi ∈MM.
Let now Ωf ⊂ B̂(r) be an open fundamental domain of B̂(r)/G, namely,
Ωf = {ŷ ∈ B̂(r); dĥ(O, ŷ) < dĥ(g(O), ŷ) for all g ∈ G(y), g 6= id}.
Then,
Vĥ(Ω
f) = Vh˜(B(r)),
∫
Ωf
û(ŷ) dVĥ(ŷ) =
∫
B(y,r)
u(y) dVh˜(y),
for any u ∈ L1(B(y, r)), û = exp∗x(u). We then have
‖φ̂‖2
L2(B̂(r),dV
ĥ
)
≤ N (G(y))
∫
Ωf
|φ̂|2dVĥ = N (G(y))
∫
B(y,r)
|φ˜|2 dVh˜.
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Since
g1(Ω
f ) ∩ g2(Ωf ) = ∅, if g1 6= g2, and g(Ωf ) ⊂ B̂(2r), for g ∈ G,
we have
Vĥ(B̂(2r)) ≥ N (G(y))Vh˜(B(x, r)).
Therefore, for 0 < r < r0/2,
‖φ̂‖2
L2(B̂(r),dV
ĥ
)
≤ Vĥ(B̂(2r))
Vh˜(B(y, r))
∫
B(y,r)
|φ˜|2 dVh˜
≤ Vĥ(B̂(2r))
Vh˜(FM)
Vh˜(B(y, r))
∫
FM
|φ˜|2 dµh˜
≤ C(2r)
C1(r)
∫
M
|φ˜|2dµh.
Here, at the last stage, we use (73) and (74). This estimate, together with
(79), implies (71). To obtain estimate (72) we observe that
‖u‖C0,1(FM) ≤ max
y∈FM
‖ exp∗y u‖C0,1(B(r0/8).
QED
Remark 5.5 Using a proper definition of the global C1,1-spaces, a slighly
more delicate analysis shows that estimate (72) is valid for the C1,1-norm of
φ˜. Moreover, using local definition of C3∗ -spaces, we can obtain from the above
proof that the uniform estimate (72) remains valid in the local C3∗ -spaces.
However, since our principal goal are the estimates on MM, where spaces
Ck,α(X), 0 < α ≤ 1, are not defined for k > 0, we restrict our considerations
to the space C0,1.
Here we provide the proof of estimate (72) for Y ∈ FMM.
Lemma 5.6 There are CF = C(n,Λ, D), sF = s(n,Λ, D) such that, for any
E > 0, (Y, µY ) ∈ FMM,
‖φ˜‖C0,1(Y ) ≤ CF (1 + E2)sF /2‖φ˜‖L2(Y,µY ), (80)
cf. (72)
51
Proof. Due to (42) and Proposition 5.3, it is enough to consider Y ∈ FMM\
FMM. Let (Y, µY ) be the limit of (FMk, µ˜k) ∈ FMM in the measured GH
topology and let
εk = dpmGH(Y, FMk).
Then, εk → 0 as k →∞. Denote by f˜k : FMk → Y a regular fibration of Y
which enjoys properties (64) and we take into account that the existence of
such fibration for Y is analogous to that for X.
Let φ˜ be an eigenfunction of ∆Y , corresponding to an eigenvalue λ < E, i.e.,
−∆Y φ˜ = λφ˜, ‖φ˜‖L2(Y ) = 1.
By [24], there exists δk > 0 such that limk→∞ δk = 0 and there are
φ˜k ∈ Lk(λ− δk, λ+ δk), ‖φ˜k‖L2(FMk) = 1,
satisfying
‖f˜ ∗k (φ˜)− φ˜k‖L2(FMk) < δk. (81)
Here and later, for a < b, a, b /∈ spec(−∆FMk), we denote by L˜k(a, b) =
L˜FMk(a, b) linear combination of the eigenfunctions of −∆FMk corresponding
to the eigenvalues in the interval (a, b) and define similar spaces L˜Y (a, b) for
Y ∈ FMMp.
Let f˜ ′k be a (non-necessary continuous) right inverse to f˜k,
f˜k ◦ f˜ ′k = idY .
Denote
φ˜′k(y) = φ˜k(f˜
′
k(y)), y ∈ Y.
Observe that
‖f˜ ∗k (φ˜′k)− φ˜k‖L∞(FMk) ≤ c(1 + E2)s/2εk, (82)
where c = c(E), s = s(E) are uniform on FMM. Indeed, for any yk, y
′
k ∈
f˜−1k (y) formula (64) yields dFMk(yk, y
′
k) ≤ cεk. This, together with the uni-
form Lipshitz continuity of functions φ˜FMk, see (67) and (72), yield
‖φ˜k‖C0,1(FMk) ≤ c(1 + E2)s/2‖φ˜k‖L2(FMk), φ˜k ∈ L˜FMk(−1, E). (83)
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This implies the inequality (82). Therefore,
‖f˜ ∗k (φ˜′k)− φ˜k‖L2(FMk) ≤ c(1 + E2)s/2εk,
where c and s are uniform constants on FMMp. In view of (81), this implies
that
‖f˜ ∗k (φ˜′k − φ˜)‖L2(FMk) ≤ c(1 + E2)s/2(δk + εk). (84)
On the other hand, there exists a subsequence, k = k(p), and a function
φ′ ∈ C0,1(Y ) such that, for any y ∈ Y ,
lim
k→∞
φ˜′k(y) = φ˜
′(y).
Indeed, choosing a dense subset {yp}∞p=1 ⊂ Y and using the diagonalization
procedure we find k = k(n), k(n) → ∞ as n → ∞ such that for all p ∈ Z+
there exists limits
φ˜′(yp) = lim
n→∞
φ˜′k(n)(yp).
Using the uniform Lipschitz bound (83), the estimate dFMk(yk, y
′
k) ≤ cεk, for
yk, y
′
k ∈ f˜−1k (y), and the definition of the GH distance, i.e. the first equations
in (64), we see that
|φ˜′k(n)(y)− φ˜′k(n)(y′)| ≤ c(1 + E2)s/2
(
εk(n) + dY (y, y
′)
)
, y, y′ ∈ Y.
Thus, we extend φ˜′ from {yp : p ∈ Z+} ⊂ Y to the whole space Y so that
|φ˜′(y)− φ˜′(y′)| ≤ c(1 + E2)s/2dY (y, y′), for all y, y′ ∈ Y. (85)
Moreover, the above two inequalities yield that
‖φ˜′k(n) − φ˜′‖L∞(Y ) ≤ c(1 + E2)s/2εk(n),
so that
‖f˜ ∗k(n)
(
φ˜′k(n) − φ˜′
)
‖L∞(FMk(n)) ≤ c(1 + E2)s/2εk(n).
Comparing this inequality with (84), we see that
‖f˜ ∗k(n)
(
φ˜− φ˜′
)
‖L2(FMk(n)) → 0 as n→∞. (86)
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Recall that φ˜ satisfies (70) where the coefficients of ∆Y satisfy h˜, ρY ∈ C2∗(Y )
and thus φ ∈ C3∗(Y ). This, (86) and the second equation in (64) corre-
sponding to the measured convergence (FMk, µ˜k) → (Y, µY ) implies that
φ˜(y) = φ˜′(y) for all y ∈ Y . By (85), this yields (80).
QED
Considering MM, we obtain
Corollary 5.7 For any E > 0, (X, p, µX) ∈MMp, and eigenfunction φ,
−∆Xφ = λφ, λ ≤ E,
we have
‖φ‖C0,1(X) ≤ CF (1 + E2)sF /2‖φ‖L2(X,µX ), (87)
where constants CF , sF are the same as in Proposition 5.3.
Proof Estimate (87) follows from (72) if we take into account (48), (240)
and (243).
QED
Analysing the proof of Proposition 5.3, Lemma 5.6 and Corollary 5.7, we
obtain
Corollary 5.8 Let u˜ ∈ L˜Y (−∞, a), a /∈ spec(−∆Y ) or u ∈ LX(−∞, a), a /∈
spec(−∆X). Then estimates (80) and (87) remain valid for u˜, u, correspond-
ingly.
5.2 Spectral convergence on FMM and MM
Recall that if Mk → X in MMp, i.e. in the pointed measured GH-topology,
then FMk → Y in FMM, with X = Y/O(n). Moreover, we can choose C0,1
regular approximations, f˜k, fk which satisfy properties described in Theorem
2.5.
Using the pull back f ∗k of fk and f˜
∗
k of f˜k, we define
L∗k(a, b) = f ∗k (LX(a, b)) ⊂ C0,1(Mk) ⊂ L2(Mk),
L˜∗k(a, b) = f˜ ∗k
(
L˜Y (a, b)
)
⊂ C0,1(FMk) ⊂ L2(FMk)
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For linear space Z ⊂ L2(X) we denote by B(Z) the unit ball of Z, that is,
the intersection of Z and the unit ball of L2(X) and similarly for Z ⊂ L2(Y ).
Proposition 5.9 1. Let limk→∞(FMk, µ˜k) = (Y, µY ) in the measured GH
topology. Assume that a, b ∈ R satisfy a < b and a, b /∈ spec(−∆Y ).
Then, for any 0 ≤ α < 1,
δ˜αk := dCα(FMk)
(
B(L˜∗k(a, b)), B(L˜k(a, b))
)
→ 0, as k →∞. (88)
2. Let limk→∞(Mk, µk) = (X, µX) in the measured GH topology. Assume
that a, b ∈ R satisfy a < b and a, b /∈ spec(−∆X). Then, for any
0 ≤ α < 1, we have
δαk := dCα(Mk) (B(L∗k(a, b)), B(Lk(a, b)))→ 0, as k →∞. (89)
Here and later, if S1, S2 ⊂M, where M is a metric space, then dM(S1, S2)
stands for the Hausdorff distance between S1 and S2.
Proof. 1. It follows from [24] that, for large k, we have a, b /∈ spec(∆FMk),
dim(L˜k(a, b)) = dim(L˜(a, b)), and
εk := dL2(FMk)
(
B(L˜∗k(a, b)), B(L˜k(a, b)
)
→ 0, as k →∞. (90)
Our aim is to show that this implies that δ˜αk → 0.
We start with α = 0 and assume that (88) does not hold. Thus, without
loss of generality, there is δ˜k = δ˜
0
k such that, for any k there either exists
u˜k ∈ B(L˜k(a, b)) such that
‖u˜k − v˜∗‖C(FMk) >
δ˜k
2
, for all v˜∗ ∈ B(L˜∗k(a, b)), (91)
or there exists v˜∗k ∈ B(L˜∗k(a, b)) such that
‖v˜∗k − u˜‖C(FMk) >
δ˜k
2
, for all u˜ ∈ B(L˜k(a, b)).
Without loss of generality we can consider the case where there exists u˜k ∈
B(L˜k(a, b)) such that (91) hold for all k. On the other hand, by (90), for all
k there are v˜∗k ∈ B(L˜∗k(a, b)) such that
‖u˜k − v˜∗k‖L2(FMk) < 2εk. (92)
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However, by (91), there is yk ∈ FMk with |u˜k(yk) − v˜∗k(yk)| > δk/2. Due
to the GH convergence of FMk to Y , uniform Lipschitz estimate (72), (80),
together with (64), imply that there is c0 = C(1 + b
2)s/2 such that
|u˜k(y)− v˜∗k(y)| >
δ˜0k
4
, for all y ∈ FMk with d˜k(yk, y) < 14c0δ˜k.
Therefore, taking into account that ρk = 1 on FMk and using (73), there is
a uniform constant c1 > 0, such that
‖u˜k − v˜∗k‖2L2(FMk,µ˜k) > c1C1
(
1
4
c0δ˜
0
k
)
(δ˜k)
2.
Comparing this estimate with (92) we see that, with some C(b),
δ˜k ≤ C(b)ε2/(n+2)k , (93)
proving (88).
On the other hand, it follows from Theorem 2.5 (2 ), that, for large k
‖B(L˜∗k(−∞, E))‖C0,1(FMk) ≤ 2CF (1 + E2)sF /2.
Interpolating this inequality with (93), we see that δ˜αk → 0, as k →∞, α < 1.
2. Due to the fact that f˜k are O(n)-maps, see Theorem 2.5,
f˜ ∗k : L
2
O(Y )→ L2O(FMk).
Therefore, it follows from [24] that
dL2
O
(FMk)
(
B(L˜∗k,O(a, b)), B(L˜k,O(a, b)
)
→ 0, as k →∞,
if a, b /∈ spec(−∆Y ). Here e.g. L˜k,O(a, b) is the subspace of L2O(FMk) spanned
by the O(n)-invariant eigenfunctions of −∆FMk . Using the same arguments
as above, we see that, for any 0 ≤ α < 1, estimate (88) remains valid for
L˜∗k(a, b)) and L˜k(a, b)) replaced by L˜∗k,O(a, b)) and L˜k,O(a, b)).
In view of Theorem 2.5 these imply estimate (89) due to (238) and (243).
QED
Consider now the general case and assume that
dpmGH ((Xk, pk, µk), (X, p, µX))→ 0, as k →∞, (94)
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where Xk, X ∈ MMp. Our goal is to obtain an estimate similar to (89) for
this case. As for the case of (X, p, µX) = limpmGH(Mk, pk, µk), we start with
analysing the case
(Y, µ˜Y ) = lim
k→∞
(Yk, µ
k
Y ) in the mGH-topology,
where we write µ˜kY for the measure on Yk.
Lemma 5.10 1. Assume Y ∈ FMMp, a, b /∈ spec(−∆Y ), and Yk ∈ FMMp
converge with measure to Y . Then, for any 0 ≤ α < 1,
δ˜αk := dCα(Yk)
(
B(L˜∗k(a, b)), B(L˜k(a, b))
)
→ 0, as k →∞. (95)
2. Assume X ∈ MMp, a, b /∈ spec(−∆X) and Xk ∈ MMp converge to X
in the sense of (94). Then, for any 0 ≤ α < 1,
δαk := dCα(Xk) (B(L∗k(a, b)), B(Lk(a, b)))→ 0, as k →∞. (96)
Proof. 1. As earlier, we start with the case α = 0, δ˜k = δ˜
0
k. Assuming the
opposite, we can assume, without loss of generality, that there is δ˜0 > 0 such
that
dC(Yk)
(
B(L˜∗k(a, b)), B(L˜k(a, b))
)
> δ˜0, for all k ≥ 1. (97)
Approximate, in the measured GH-topology, (Yk, µ˜
k
Y ) by (FMk, µ˜k) ∈ FMMp,
and let ∆kk stands for the Laplacian on FMk. Denote by L˜kk(a, b) ⊂
L2(FMk) the eigenspace of −∆kk corresponding to the eigenvalues in (a, b),
and by
L˜∗kk(a, b) = f ∗kk
(
L˜k(a, b)
)
,
where fkk : FMk → Yk is the regular approximation described in Theorem
2.5, (28) with εk changed into εkk. Moreover, we can assume that
dL2(FMk)
(
B(L˜∗kk(a, b)), B(L˜kk(a, b))
)
<
1
k
. (98)
Let
f˜k : Yk → Y,
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be a ε˜k-Riemannian submersion, satisfying (28) and providing the measured
GH-convergence of Yk to Y , which is guaranteed by Corollary 2.7, (1), with
Yk, Y instead of Xk, X. We can assume f˜k to be an O(n)-map.
Consider
f˜kk = f˜k ◦ fkk : FMk → Y,
which provides a regular ε˜kk-Riemannian submersion of FMk to Y, ε˜kk → 0,
as k →∞. Therefore,
lim
k→∞
dL2(FMk)
(
B(L˜kk(a, b)), B(L˜∗kkk(a, b))
)
= 0,
where L˜kk(a, b) is the eigenspace of −∆kk corresponding to the interval (a, b)
and
L˜∗kkk(a, b) = f˜ ∗kk(L˜k(a, b)) = f ∗kk(L˜∗k(a, b)). (99)
This, together with (98) implies that
lim
k→∞
dL2(FMk)
(
B(L˜∗kk(a, b)), B(L˜∗kkk(a, b))
)
= 0.
On the other hand, estimate (97) together with definition (99) yields that,
for large k,
dC(FMk)
(
B(L˜∗kk(a, b)), B(L˜∗kkk(a, b))
)
> δ˜0/2.
Similar arguments to used in the proof of part (1) of Proposition 5.9 show
that the above two equalities lead to a contradiction. This proves (95) for
α = 0.
To obtain the result for any 0 ≤ α < 1, we use again the fact that, due to
Corollaries 5.8 and 2.7, (1), there is cbF > 0 such that, for large k,
‖B(L˜∗k(a, b))‖C0,1(Yk) ≤ cbF , ‖B(L˜k(a, b))‖C0,1(Yk) ≤ cbF .
(2). Since f˜k is an O(n)-map, estimate (95) remains valid with L˜∗k,O(a, b) and
L˜k,O(a, b) instead of L˜∗k(a, b), L˜k(a, b).
Denote πk : Yk → Xk = Yk/O(n). Then (95) for the O(n)-invariant functions,
together with (240) and (241) proves (96).
QED
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Remark 5.11 If X = limpmGH Xk = {point, 1}, then L2(X) = R and ∆X =
0. Thus, the only eigenvalue is λ0 = 0 with the corresponding eigenfunction
1. Due to (68), (96) remains trivially valid with, when k is sufficiently large,
with L˜k(a, b), L˜∗k(a, b) consisting of constant functions, if 0 ∈ (a, b), and of
only 0-function, if 0 /∈ (a, b).
Denote by f ′k : X → Xk the almost right inverse to fk, i.e. fk, f ′k satisfy
conditions (64) and
dk(xk, f
′
k ◦ fk(xk)), dX(x, fk ◦ f ′k(x)) = εk → 0, as k →∞. (100)
Then using (96) and the uniform C0,1-boundedness of B(Lk(a, b)), B(L(a, b)),
see Corollary 5.7, we obtain
Corollary 5.12 Let (Xk, pk, µk), (X, p, µX) ∈MMp, be such that (X, p, µX) =
limk→∞(Xk, pk, µk) in the pmGH-topology. Then, there exists σk → 0, as
k →∞, such that
dL∞(X)
(
B(L˜′∗k(a, b)), B(L˜(a, b))
)
< σk, (101)
where
L˜′∗k(a, b) = (f ′k)∗(Lk(a, b)).
Moreover, there is c > 0, such that if dX(x, x
′) < σk then for all u∗k ∈
B(L˜′∗k(a, b)) we have
|u∗k(x)− u∗k(x′)| < cσk. (102)
Proof The first claim follows from by uniform C0,1-continuity of B(L˜(a, b))
together with (96) for α = 0 and (100).
To prove (102) we also use the uniform C0,1-continuity in Lk(a, b), L(a, b)
together with (101).
Remark 5.13 Added in proof to [24] is the note that the given formultion
of Theorem (0.4) (C) is incorrect. However, it follows from Corollaries 5.8
and 5.12 that, for our special choice of f ′k,
dL2(X)
(
B(L˜′∗k(a, b)), B(L˜(a, b))
)
→ 0, as k →∞.
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Our next goal is to obtain continuity of the eigenfunctions in L∞-norm, with
respect to the measured GH distance which is uniform on MMp.
Definition 5.14 Let (aℓ, bℓ), ℓ = 1, . . . , L, be a finite collection of open in-
tervals, and dℓ, ℓ = 1, . . . , L, be positive numbers. Denote the set (aℓ, bℓ, dℓ)
L
ℓ=1
by I. Then we define
MMI = {X ∈MMp : d (spec(X), {aℓ}) ≥ dℓ and d (spec(X), {bℓ}) ≥ dℓ}.
Note that MMI is closed and thus compact with respect to the pointed
measured GH-topology.
Corollary 5.15 Let I = (aℓ, bℓ, dℓ)Lℓ=1 and J = (aℓ, bℓ, d′ℓ)Lℓ=1, dℓ > d′ℓ.
Then, for any ε > 0 there is σ = σI,J (ε) > 0 such that, if X ∈ MMI
and dpmGH(X,X
′) < σ, then X ′ ∈MMJ and X and X ′ satisfy
dim(LX(aℓ, bℓ)) = dim(LX′(aℓ, bℓ)) := n(ℓ).
Moreover, there are measurable maps f : X → X ′, f ′ : X ′ → X, which are
ε-approximations satisfying (64) and (100), with ε in place of εk, such that
dL∞(X) (B(f ∗(LX′(aℓ, bℓ))), LX(aℓ, bℓ))) < ε, (103)
dL∞(X′) (B((f ′)∗(LX(aℓ, bℓ))), LX′(aℓ, bℓ))) < ε.
In addition, for any ℓ = 1, . . . , L, if φi,ℓ, i = 1, . . . , n(ℓ), and φ
′
i,ℓ, i =
1, . . . , n(ℓ), form an orthonormal eigenfunction basis in LX(aℓ, bℓ), LX′(aℓ, bℓ),
correspondingly, then there exist orthogonal matrices
Uℓ = [uij]
n(ℓ)
i,j=1 ∈ O(n(ℓ)), U′ℓ = [u′ij]n(ℓ)i,j=1 ∈ O(n(ℓ)),
such that φ∗i,ℓ =
∑n(ℓ)
j=1 uijf
∗(φ′j,ℓ) satisfy
‖φi,ℓ − φ∗i,ℓ‖L∞(X) < ε, i = 1, . . . , n(ℓ), ℓ = 1, . . . , L. (104)
Similar result is valid for (f ′)∗(φj,l), if we use U′ℓ.
Proof By compactness arguments, the first statement of the corollary follows
immediately from Theorem (0.4) (A), [24].
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To prove the second statement, in particular, (103), assume that there are
ε > 0, Xk, X̂k and δk → 0 such that dpmGH(Xk, X̂k) < δk, however, (103) is
not valid. Without loss of generality, we can assume that Xk, X̂k → X, with
respect to the pointed measured GH-convergence and fk : Xk → X̂k, f ′k :
X̂k → Xk which provide δk-approximation, are of the form
fk = f̂kk ◦ f ′kk f ′k = fkk ◦ f̂ ′kk,
where
fkk : X → Xk, f ′kk : Xk → X and f̂kk : X → X̂k, f̂ ′kk : X̂k → X,
provide (δk/4)-approximation, in the sense of definition (64), of X,Xk and
X, X̂k, correspondingly. Note that, if fkk, f
′
kk and f̂kk, f̂
′
kk are δ/4- almost
inverse of each other in the sense of (100), then fk, f
′
k are δk-almost inverse.
Indeed, say,
dk(f
′
k ◦ fk(xk), xk) = dk(fkk ◦ f̂ ′kk ◦ f̂kk ◦ f ′kk(xk), xk)
< dX(f
′
kk ◦ fkk ◦ f̂ ′kk ◦ f̂kk ◦ f ′kk(xk), f ′kk(xk)) +
1
4
δk
< dX(f̂
′
kk ◦ f̂kk ◦ f ′kk(xk), f ′kk(xk)) +
1
2
δk
< dk(f
′
kk(xk), f
′
kk(xk)) +
3
4
δk =
3
4
δk.
As for the measure closedness, by Lemma 2.10, (δk/4)-closedness of measures
µX and µk with respect to fkk and µX and µ̂k with respect to f̂kk imply δk-
closedness of measures µk and µ̂k with respect to fk.
Then, by (101), we have
dL∞(X)
(
B(f ∗kk(Lk(aℓ, bℓ))), B(f̂ ∗kk(L̂k(aℓ, bℓ))
)
→ 0, as k →∞,
where Lk(aℓ, bℓ)), L̂k(aℓ, bℓ)) stand for LXk(aℓ, bℓ)), L̂X̂k(aℓ, bℓ)). Using argu-
ments similar to those leading to (102), we show that
dL∞(Xk)
(
B(f ∗k (L̂k(aℓ, bℓ))), B(Lk(aℓ, bℓ))
)
→ 0 as k →∞,
To prove the last statement of the corollary, recall that, due to the mea-
sure convergence in (64) with σ on place of ε and uniform continuity (87),
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f ∗(φ′j,ℓ), j = 1, . . . , n(ℓ), satisfy∫
X
f ∗(φ′j,ℓ) f
∗(φ′i,ℓ)dµX → δij, as dpmGH(X,X ′)→ 0.
Together with (103) this implies the existence ofUℓ = Uℓ(X,X
′), ℓ = 1, . . . , L,
such that for i = 1, . . . , n(ℓ),
‖φi,ℓ − φ∗i,ℓ‖L∞(X) → 0, as dpmGH(X,X ′)→ 0,
which implies (104).
QED
5.3 Heat kernel convergence
In this subsection, we consider the continuity of the heat kernel, HX(x, y, t)
with respect to the pointed measured GH-convergence on MMp(n,Λ, D).
Recall that the heat kernel on X can be written in terms of eigenfunctions
and eigenvalues as
HX(x, y, t) =
∞∑
p=0
e−λptφp(x)φp(y), (105)
where the eigenfunctions φp, p = 0, 1, . . . , form an orthonormal basis in
L2(X, µX) and λ0 = 0 and φ0 = 1.
Proposition 5.16 For any 0 < σ < 1, there exists C(σ) > 0 and sF > 0,
introduced in (80), such that, for any E > 0 and X ∈MMp,
|HX(x, x˜, t)−
∑
λp<E
e−λptφp(x)φp(x˜)| ≤ C(σ)
[
1 + t−(n/2+2sF )
]
e−(1−σ)Et.(106)
Proof. For any x, x˜ ∈ X,∣∣∣∣ ∑
λp≥E
exp (−λpt)φp(x)φp(x˜)
∣∣∣∣ ≤ ∑
λp≥αE
exp (−λpt)|φp(x)||φp(x˜)|,
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where we choose (1−σ/2) < α ≤ 1 such that αE /∈ spec(−∆X). Using (80),
this yields that∣∣∣∣ ∑
λp≥E
exp (−λpt)φp(x)φp(x˜)
∣∣∣∣ ≤ C2F ∫
λ≥αE
(1 + λ2sF ) exp (−λt) dNX(λ),
where constants CF , sF are the same as in estimate (80). Integrating by
parts, we see that∣∣∣∣ ∑
λp≥E
exp (−λpt)φp(x)φp(x˜)
∣∣∣∣ (107)
≤ C1
∫
λ≥αE
exp (−λt) [t(1 + λ2)sF − 2sFλ2sF−1]NX(λ)dλ
≤ C2 (1 + t)
∫
λ≥αE
exp (−λt) (1 + λn/2+2sF ) dλ,
where at the last stage we use (67). As
exp (−λt) ≤ exp (−(1− σ)Et) exp (−σλt/2), for λ > αE,
estimate (106) follows from the above inequality. QED
Theorem 5.17 For any ε̂ > 0, there is δ = δ(ε̂) > 0 such that, if X,X ′ ∈
MMp satisfy dpmGH(X,X
′) < δ, then there are ε̂-nets {xi}I(ε̂)i=1 ⊂ X and
{x′i}I(ε̂)i=1 ⊂ X ′ satisfying (65) and
|HX(xi, xj , t)−HX′(x′i, x′j, t)| < ε̂, for t > ε̂. (108)
Proof. By Proposition 5.16 with σ = 1/2, for sufficiently small ε̂ and E =
E(ε̂) = cε̂−2, the right-hand side of (106) is smaller than ε̂/4 for any X ∈
MMp, t > ε̂.
By (67), for any X ∈ MMp we can choose in the interval (−1, cε̂−2 +
4ε̂ β+n/2+1), where β > 0 is to be chosen later, the subintervals (aℓ, bℓ), ℓ =
1, . . . , L = L(X), with the following properties:
(i) bℓ − aℓ ≤ ε̂β,
(ii) aℓ+1 > bℓ + 4ε̂
β+n+1,
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(iiii) spec(−∆X) ∩ (−∞, cε̂−2) ⊂ ∪Lℓ=1(aℓ, bℓ),
(iv) d(spec(−∆X), aℓ), d(spec(−∆X), bℓ) > 4ε̂ β+n+1, ℓ = 1, . . . , L.
Note that this system of subintervals, associated with X, satisfies conditions
of Definition 5.14 with dℓ = 4ε̂
β+n+1. Denote it by I = Iε̂(X) and consider
MMI . Choose d′ℓ = 3ε̂
β+n+1 to define the corresponding J (X). Then there
is τ = τ(I(X), ε̂, β), such that, if
X ′ ∈ Uτ,X(MMI) = {X ′ : dpmGH(MMI , X ′) < τ},
then X ′ ∈ MMJ (X). Clearly, {Uτ,X : X ∈ MMp} form an open covering of
MMp. Choose a finite subcovering, U1, . . . ,UN , N = N(ε̂). Observe that
Uk ⊂MMJ (X), for some X = Xk.
Then, due to Corollary 5.15, there is σk > 0 so that if dpmGH(X,X
′) <
σk, X ∈ Uk, then equations (103), (104) are valid with ε = ε̂n (and d′′ℓ =
2ε̂ β+n+1). Since
N⋃
k=1
Uk = MMp,
taking σ(ε̂) = min σk, we see that, for any X,X
′ ∈MMp, if dpmGH(X,X ′) <
σ(ε̂), equations (103), (104) are valid with ε = ε̂n. Also there is k such that
X,X ′ ∈ Uk.
Consider∣∣∣∣ ∑
λp<cε̂−2
e−λptφp(x)φp(x˜)−
∑
λp<cε̂−2
e−λ
′
ptφ′p(f(x))φ
′
p(f(x˜))
∣∣∣∣ (109)
=
∣∣∣∣ L∑
ℓ=1
( ∑
λp∈(aℓ,bℓ)
e−λptφp(x)φp(x˜)−
∑
λ′p∈(aℓ,bℓ)
e−λ
′
ptφ′p(f(x))φ
′
p(f(x˜))
)∣∣∣∣,
where f : X → X ′, f ′ : X ′ → X are almost inverse σ- approximations. We
analyse each term in the right side of (109) separately.
First, observe that for t ≤ ε̂−1, λp, λ′p ∈ (aℓ, bℓ),
max(|e−λpt − e−aℓt|, |e−λ′pt − e−aℓt|) ≤ c(β)ε̂ (β−1)e−aℓt.
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Using (80) together with (67), we see from the previous equation that replac-
ing in the right side of (109) the exponents e−λpt and e−λpt by e−aℓt gives rise
to an error which can be estimated by Cε̂ (β−1−n−2sF ) for any t < ε̂−1. Let
us next use β = 3 + n+ 2sF . Then there is ε̂1 such that, for ε̂ < ε̂1,∣∣∣∣ L∑
ℓ=1
∑
λp∈(aℓ,bℓ)
(
e−λpt − e−aℓt) φp(x)φp(x˜)
−
L∑
ℓ=1
∑
λ′p∈(aℓ,bℓ)
(
e−λ
′
pt − e−aℓt
)
φ′p(f(x))φ
′
p(f(x˜))
∣∣∣∣ < ε̂16 .
Next, observe that
n(ℓ)∑
i=1
n(ℓ)∑
j=1
uℓijf
∗(φ′j,ℓ)(x)
 ·
n(ℓ)∑
k=1
uℓikf
∗(φ′k,ℓ)(x˜)
 = n(ℓ)∑
i=1
f ∗(φ′i,ℓ)(x)f
∗(φ′k,ℓ)(x˜).
This equality, together with (80) and (64) with ε = ε̂ β implies that, that
there is 0 < ε̂2 < ε̂1, such that for ε̂ < ε̂2
|HX(x, x˜, t)−HX′(f(x), f(x˜), t)|
≤ 1
2
ε̂+
L∑
ℓ=1
n(ℓ)∑
i=1
e−aℓt|φi,ℓ(x)φi,ℓ(x˜)− φ∗i,ℓ(x)φ∗i,ℓ(x˜)|.
Therefore, if equation (104) is valid with ε = ε̂β, there is ε̂3 < ε̂2 so that, for
ε̂ < ε̂3
|HX(x, x˜, t)−HX′(f(x), f(x˜), t)| < ε̂, (110)
for ε̂ < t < ε̂−1.
Note also that λ0 = λ
′
0 = 0, φ0(x) = φ
′
0(F (x)) = 1 and, for p ≥ 1, λp ≥ c > 0,
where c is the same constant as in (67). Therefore, it follows from (80) that,
there is 0 < ε̂4 < ε̂3 such that if ε̂ < ε̂4, then
|HX(x, x˜, t)− 1| < ε̂/2, |HX′(x′, x˜′, t)− 1| < ε̂/2,
for t > ε̂−1, x, y ∈ X, x′, x˜′ ∈ X ′.
This implies inequality (110) for all t > ε̂. Thus, we see that HX , HX′ satisfy
(110) for t > ε̂, if δ < δX = σ(ε̂
3+n+2sF ), ε̂ < ε̂4.
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At last, choosing {xi}I(ε̂)i=1 ⊂ X to be an ε̂/2-net in X, we see from (64) that,
for δ < δ(ε̂), the set {f(xi)}I(ε̂)i=1 ⊂ X is ε̂-dense inX ′. Due to the compactness
of MMp, I(ε̂) can be chosen informly on MMp.
QED
Next we obtain an estimate for the continuity of the heat kernel:
Corollary 5.18 Let X ∈MMp and t > ε̂. Then there is a > 0 such that for
any x, x′, x˜, x˜′ ∈ X, t, t′ ∈ (ε̂, ε̂−1), such that dX(x, x′) + dX(x˜, x˜′) + |t− t′| <
aε̂, we have
|HX(x, x˜, t)−HX(x′, x˜′, t′)| (111)
< c(a)ε̂−(2sF+n/2+2) (dX(x, x′) + dX(x˜, x˜′) + |t− t′|) .
Proof. Similar to the proof of Proposition 5.16, we see that, up to an error
of order 1
4
ε̂ (dX(x, x
′) + dX(x˜, x˜′) + |t− t′|), we can approximate, for t > ε̂,
the heat kernels HX(x, x˜, t), HX(x
′, x˜′, t′) by their eigenfunction expansion
with λ < cε̂−2. Next, using (80) we obtain, similar to (107), that
|HX(x, x˜, t)−HX(x′, x˜′, t′)| (dX(x, x′) + dX(x˜, x˜′) + |t− t′|)−1
<
(
1
4
ε̂+ C(1 + t)
∫
c<λ<c′ε̂−2
e−λt
[
1 + λ2sF+1
]
NX(λ)dλ
)
.
Using (67) and integrating the right-hand side, we obtain, for t > ε̂, estimate
(111).
QED
6 From the local spectral data to the metric-
measure structure
In this section we consider the inverse spectral problem on MMp.
Definition 6.1 Let Ω ⊂ X ∈ MMp be open and non-empty. The set
(Ω, (λk)
∞
k=0, (φk|Ω)∞k=0) is called the local spectral data (LSD) for X.
Moreover, if (Ω, (λk)
∞
k=1, (φk|Ω)∞k=0) and (Ω′, (λ′)∞k=0, (φ′|Ω′)∞k=0) are the LSD
of (X, µ) and (X ′, µ′), correspondingly, we say that these data are equivalent
in map ΨΩ : Ω→ Ω′, if ΨΩ is a homeomorphism, λk = λ′k, k = 0, 1, . . . and
Ψ∗Ω(φ
′
k|Ω′) = φk|Ω, for all k = 0, 1, . . . .
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Our aim is to prove the following the uniqueness result for the inverse prob-
lem:
Theorem 6.2 Let (Ω, (λk)
∞
k=0, (φk|Ω)∞k=0) and (Ω′, (λ′)∞k=0, (φ′|Ω′)∞k=0), where
Ω ⊂ Xreg, Ω′ ⊂ X ′reg, be the LSD of (X, µ), (X ′, µ′) ∈ MMp, correspond-
ingly, and assume that these data are equivalent in homeomorphism ΨΩ :
Ω → Ω′. Then there exists a measure-preserving isometry, Ψ : X → X ′,
such that Ψ|Ω = ΨΩ, i.e.
dX′(Ψ(x), Ψ(x˜)) = dX(x, x˜), x, x˜ ∈ X, µ = Ψ∗(µ′).
Moreover, Ψ : Xreg → X ′reg is a C3∗ -Riemannian isometry.
Corollary 6.3 Let (X, p, µX), (X
′, p′, µX′) ∈MMp. Let zα, z′α, α = 1, 2, . . . ,
be dense in Ω = B(p, r), Ω′ = B(p′, r), r > 0, correspondingly, while tℓ, ℓ =
1, 2, . . . be dense in (0,∞). Assume that
HX(zα, zβ, tℓ) = HX′(z
′
α, z
′
β, tℓ), α, β, ℓ = 1, 2, . . . .
Then the conclusion of Theorem 6.2 remains valid and, in addition, ΨΩ(p) =
p′.
Proof of Corollary. By Lemma 4.7, the conditions of the corollary im-
ply that λj = λ
′
j, φj(zα) = φ
′
j(z
′
α), α = 1, 2, . . . , j = 0, 1, . . . , where the
last equality is considered modulus an orthogonal transformation in L(λj)
and, without loss of generality we assume this transformation to be equal to
identity. By closure in R∞ of the set Φ(zα) = Φ′(z′α), α = 1, . . . , where
Φ(x) = (φj(x))
∞
j=0 , Φ
′(x′) =
(
φ′j(x
′)
)∞
j=0
(112)
we obtain that the images Φ(Ω) = Φ′(Ω′) ⊂ R∞. Since Ω, Ω′ are compact,
by Lemma 4.4, there exists J ⊂ Z+, such that ΦJ : Ω → RJ , Φ′J : Ω′ → RJ ,
where ΦJ (x) = (φi(1)(x), . . . , φi(J)(x)), and similar for Φ
′
J , are homemor-
phisms on their images. Then these images coincide and
Ψ|Ω = (Φ′J)−1 ◦ ΦJ : Ω→ Ω′
is a homemorphism. By Remark 4.9, we find d = dim(X) = dim(X ′) and,
again by Lemma 4.4,
ΦJ (Ω ∩Xreg) = Φ′J(Ω′ ∩X ′reg).
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Then
Ψ|Ω : Ω ∩Xreg → Ω′ ∩X ′reg
is a homeomorphism which satisfy conditions of Theorem 6.2, with Ω ∩
Xreg, Ω′ ∩X ′reg in place of Ω,Ω′.
Using Theorem 6.2, we find dX , dX′ on ΦJ(Ω), Φ
′
J(Ω
′
). Since Ω = B(p, r), Ω′ =
B(p′, r), we see that ΨΩ(p) = p′.
QED
The proof of Theorem 6.2 is rather long and will consist of several parts.
6.1 Blagovestchenskii identity on MMp
For (X, µX) ∈ MMp consider the following initial-boundary value problem,
IBVP, (
∂2t −∆X
)
u(x, t) = H(x, t), in X × R+, (113)
u|t=0 = u0, ∂tu|t=0 = u1,
with H ∈ L2(Ω× R+), where
L2(W × (0, T )) = {H ∈ L2(X × (0, T )) : supp(H) ⊂W × (0, T )},
u0 ∈ H1(X), u1 ∈ L2(X). We denote the unique solution of (113), when
u0 = u1 = 0, by u
H(x, t). Sometimes, we denote it by uH(t) = uH( · , t).
Recall that,
uH(x, t) =
∞∑
j=0
uHj (t)φj(x), u
H
j (t) = (u
H(t), φj)L2(X,µ). (114)
Lemma 6.4 Assume the we are given LSD (6.1), that is, Ω ⊂ Xreg and
(λj)
∞
j=0, (φj |Ω)∞j=0, and H ∈ L2(Ω× R+). These date determine the Fourier
coefficients uHj (t), t ∈ R of uH(t) ∈ L2loc(Ω × R+) up to the unknown multi-
plicative constant c0 > 0.
Proof By Lemma 4.6, LSD determine the metric h and the density ρ̂. We
have (
∂2t + λj
)
uHj (t) =
(
∂2t + λj
) ∫
X
uH(x, t)φj(x)ρ(x)dµh(x)
=
1
c0
(
∂2t + λj
) ∫
X
uH(x, t)φj(x)ρ̂(x)dVh(x),
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where
c0 = ĉ V (X), (115)
with ĉ defined in (56). Continuing the above equality, we have(
∂2t + λj
)
uHj (t) (116)
=
1
c0
∫
X
H(x, t), φj(x)ρ̂(x)dVh(x) +
1
c0
∫
X
(∆X + λj)u
H(x, t)φj(x)ρ̂(x)dVh(x)
=
1
c0
∫
X
H(x, t), φj(x)ρ̂(x)dVh(x) +
1
c0
∫
X
uH(x, t) (∆X + λj)φj(x)ρ̂(x)dVh(x)
=
1
c0
∫
Ω
H(x, t)φj(x)ρ̂(x)dVh(x).
where we make use of (113). Since uHj ( · , 0) = ∂tuHj ( · , 0) = 0, equations
(116) imply that
uHj (t) =
1
c0
∫ t
0
∫
Ω
sin(
√
λj(t− t′)√
λj
H(x, t′)φj(x) ρ̂(x)dt′dVh(x). (117)
This equations shows that LSD determine c0u
H
j (t), j = 0, 1, . . . .
QED.
Let now (Ω, (λk)
∞
k=1, (φk|Ω)∞k=1) and (Ω′, (λ′)∞k=1, (φ′|Ω′)∞k=1) be LSD of the
orbifolds X, X ′, correspondingly, and assume that λk = λ′k, k = 1, 2, . . .
and there is a homeomorphism ΨΩ : Ω→ Ω′ such that
Ψ∗Ω(φ
′
k|Ω′) = φk|Ω, k = 1, 2, . . . .
Then the above Lemma implies that
c′0u
H′
j (t) = c0u
H
j (t), if H
′ := (Ψ−1Ω )
∗(H) ∈ L2(Ω′ × R+). (118)
Remark 6.5 Formula (117) implies that
UH(x, t) ∈ C(R+, H1(Ω)) ∩ C1(R+, L2(Ω)).
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6.2 Approximate controllability
Definition 6.6 Let W ⊂ X be open, W 6= ∅. The domain of influence of
W in X at time T , X(W, T ) is the set
X(W, T ) = {x ∈ X : d(x,W ) ≤ T}.
Return to IBVP (113). We have the following generalization of the classical
result on the wave propagation.
Lemma 6.7 LetW ⊂ X be open. Assume supp(u0), supp(u1) ⊂W, supp(H) ⊂
W × R+. Then, for any T ∈ R,
supp(u(·, T )) ⊂ X(W, T ).
Proof. We start with IBVP on Y ∈ FMM,(
∂2t −∆Y
)
u∗(y, t) = H∗(y, t), in Y × R+,
u∗|t=0 = u∗0(y), ∂tu∗|t=0 = u∗1(y).
Since ρ∗, h∗ ∈ C2∗(Y ), a slight modification of the classical results shows that
supp(u∗(·, T )) ⊂ Y (W ∗, T ),
where W ∗ ⊂ Y and Y (W ∗, T ) is the corresponding domain of influence.
Observe that, using the Fourier decomposition, if u∗0, u
∗
0, H
∗ areO(n)-invariant,
then, for any t, u∗(t) is also O(n)-invariant. Thus, if u∗0 = π
∗(u0), u∗1 = π
∗(u1)
and H∗ = π∗(H), by (239), we have u(t) = π∗u∗(t). Let W ∗ = π−1(W ).
Then, by (241), for any T ∈ R+,
Y (W ∗, T ) = π−1(X(W,T )),
so that u(T ) = 0 outside X(W,T ).
QED
Next we prove Tataru’s controllability result.
Theorem 6.8 Let W ⊂ X be an open set. Then the set {uH(·, T ) : H ∈
C3∗(X × (0, T ))}, supp(H) ⊂W × (0, T ), is dense in L2(X(W,T )).
70
Proof Let firstW ∗ be an open subset of Y and consider the set {(u∗)H∗(·, T ) :
H∗ ∈ C3∗(Y × (0, T ))}, supp(H∗) ⊂ W ∗ × (0, T ). Since ρ∗, h∗ ∈ C2∗(Y ), the
classical Tataru’s unique continuation result, see [60], remains valid for this
case. Using the standard duality arguments, see e.g. [41], sec. 2.5, this
implies that, for any a∗ ∈ L2(Y ), supp(a∗) ⊂ Y (W ∗, T ) and ε > 0, there is
H∗(a∗, ε) ∈ C3∗ (W ∗ × (0, T )), supp(H∗) ⊂ W ∗ × (0, T ), such that
‖a∗ − (u∗)H∗(T )‖L2(Y ) < ε. (119)
Let now W ∗ and a∗ be O(n)-invariant, i.e. W ∗ = π−1(W ), W ⊂ X, and
a∗ = π∗(a), supp(a) ⊂W . Denote
HO(a, ε) = PO (H
∗(a∗, ε)) , supp(HO) ⊂W ∗ × (0, T ),
where the last inclusion follows from (44) together with O(n)-invariance of
W ∗. In addition, see considerations following (44), HO(a, ε) ∈ C3∗(W ∗ ×
(0, T ).
By (237) we then have
PO
(
(u∗)H
∗
(T )
)
= (u∗)HO(T ),
which, together with (119) and a∗ ∈ L2O, imply that
‖a∗ − (u∗)HO(T )‖L2(Y ) < ε. (120)
Let H(a, ε) = π∗ (HO(a, ε)). Then, using again (239), we see that
(u∗)HO(T ) = π∗(uH(T )).
This, together with (120) and a∗ = π∗(a), shows that ‖a− uH(a,e)(T )‖ < ε.
QED
Lemma 6.9 For any open W ⊂ Ω and s > 0, there exist {Fk}∞k=1 ⊂ L2(W×
(0, s)) such that for ak(x) = u
Fk(x, s),
(∗) {ak(x)}∞k=1 form an orthonormal basis in L2(X(W, s), c20µX).
Furthermore, using the LSD, that is, Ω, λj , φj|Ω, j = 0, 1, . . . it is possible to
construct sources Fk so that (∗) holds.
71
Proof Let Hk ∈ C3∗ (W × (0, s)), k = 1, 2, . . . , be dense in L2(W × (0, s)).
Then, by Theorem 6.8,
{bk(x) : k = 1, 2, . . . } = L2(X(W, s), µX), bk(x) := uHk(x, s). (121)
By Lemma 6.4, Ω, λj, φj|Ω, j = 0, 1, . . . , determine 〈〈bk, bl〉〉, where we de-
note
〈〈bk, bl〉〉 = c20
∞∑
j=0
uFkj (s)u
Fl
j (s) = c
2
0(bk, bl)L2(X,µX ). (122)
By applying the Gram-Smidt orthonormalization algorithm to the sequence
(bk)
∞
k=1 with respect to the inner product 〈〈·, ·〉〉, we obtain a sequence (ak)∞k=1,
where ak =
∑l(k)
l=1 cklbl such that 〈〈ak, al〉〉 = δkl. Note that, for âk = c0ak,
we have (âk, âl)L2(X) = δkl. Then the claim holds for
ak(x) = u
Fk(s), Fk(x, t) =
l(k)∑
l=1
cklHl(x, t).
QED
By Lemma 6.9, we have
χX(W,s)(x)v(x) =
∞∑
k=1
(v, âk) âk(x) =
∞∑
k=1
〈〈v, ak〉〉 ak(x),
where χA is the characteristic function of A ⊂ X. Assume now that we are
given a sequence (pj)
∞
j=0 ∈ ℓ2 and denote
v(x) =
∞∑
j=0
pjφj(x) ∈ L2(X).
Let (qj)
∞
j=0 ∈ ℓ2 be such that
∞∑
j=0
qjφj(x) = χX(W,s)(x)v(x).
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Combining the above formulas, we see that
qj = (χX(W,s)v, φj) =
∞∑
k=1
(v, âk)(âk, φj) (123)
= c−20
∞∑
k=1
〈〈v, ak〉〉〈〈ak, φj〉〉
= c−20
∞∑
k=1
∞∑
j=1
pj〈〈φj, uFk(s)〉〉 〈〈uFk(s), φk〉〉
=
∞∑
k=1
∞∑
ℓ=1
pℓ
(
c0(φℓ, u
Fk(s))
) (
c0(u
Fk(s), φj)
)
.
Thus, as we can compute
(
c0(u
Fk(s), φj)
)
using Lemma 6.4, we see that, if
we are given LSD and a sequence (pj)
∞
j=1 ∈ ℓ2, we can determine sequence
(qj)
∞
j=1 ∈ ℓ2 so (123) holds.
Since formula (123) determines the Fourier coefficients of χX(W,s)v, we see
that, if we are given LSD, then we can construct the orthogonal projector
M(W,s),
M(W,s) : ℓ
2 → ℓ2, M(W,s)((pj)∞j=0) =
(F ◦ χX(W,s) ◦ F−1) ((pj)∞j=0), (124)
where F : v 7→ ( ∫
Ω
v(x)φj(x)dµX
)∞
j=0
is the Fourier transform.
These considerations imply
Lemma 6.10 Let (Ω, (λj)
∞
j=0, (φj|Ω)∞j=0) and (Ω′, (λ′j)∞j=0, (φ′j|Ω′)∞j=0) be the
LSD associated to (X, µ) and (X ′, µ′) and assume that these data are equiv-
alent in homeomorphism ΦΩ : Ω→ Ω′.
Let W ⊂ Ω be open, s > 0, and W ′ = ΦΩ(W ). Then the maps (124)
corresponding to (X, µ) and (X ′, µ′) and sets W and W ′ coincide,
M(W,s) = M(W ′,s). (125)
In particular, for any j, l ∈ Z+,∫
X(W,s)
φj(x)φl(x)dµX =
∫
X′(W ′,s)
φ′j(x
′)φ′l(x
′)dµX′. (126)
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Proof. Since (125) is proven, let us show (126). Note that (125) implies
that
F ◦ χX(W,s) ◦ F−1(ℓ2) = F ′ ◦ χX′(W ′,s) ◦ F ′−1(ℓ2).
As F(φj) = F ′(φ′j) = ej, where ej = (0, . . . , 0, 1, 0, . . . ), with the only 1 on
the j-th place, (126) follows.
QED
We apply the previous lemma to find inner products of eigenfunctions over
small sets.
Lemma 6.11 Let the assumption of Lemma 6.10 be valid and let Wl ⊂ Ω
be open sets and sl ≥ 0, l = 1, . . . , 2p, and W ′l := ΦΩ(Wl) be satisfying for
1 ≤ l ≤ p,
X(W2l−1, s2l−1) ⊃ X(W2l, s2l), X(W ′2l−1, s2l−1) ⊃ X(W ′2l, s2l),
where some W2l may be empty. Denote
I :=
p⋂
l=1
(X(W2l−1, s2l−1) \X(W2l, s2l)) , (127)
I ′ :=
p⋂
l=1
(
X(W ′2l−1, s2l−1) \X(W ′2l, s2l)
)
, (128)
Then for any j, l ∈ Z+,∫
I
φj(x)φl(x)dµX =
∫
I′
φ′j(x
′)φ′l(x
′)dµX′. (129)
Proof. The result follows directly from Lemma 6.10.
QED
6.3 Cut locus
We use the fact that , if X ∈ MM, then it is a length space and that all
locally compact length spaces are geodesics spaces, that is, all points can
be joined with a shortest, i.e. length minimizing path. This follows from
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the fact that a GH limit of a sequence of locally compact length space is
again a locally compact length spaces, see [36]. Another way to see this is
that, since Y ∈ FMM satisfies hY ∈ C2∗ , the classical Hopf-Rinow theorem
remains valid, and there is a shortest geodesic between any y, y′ ∈ Y . Since
X = π(Y ) = Y/O(n), the result for MM follows from (241).
Definition 6.12 We say that a path γ : [0, ℓ]→ X is a geodesic on X if it is
the locally distance minimizing path and is parametrized along the arc length.
In particular, if x ∈ Xreg, ξ ∈ Sx(X), we denote by γx,ξ(t), t ≥ 0 a geodesic
of X which, for t > 0 small enough, coincides with a Riemannian geodesic
starting from x in the direction ξ. We denote the largest interval [0, T ] on
which the geodesic γx,ξ(t) can be defined by Ix,ξ.
Note that if γ is a geodesic of X, then γ ∩Xreg is a geodesic in the sense of
the Riemannian geometry.
Definition 6.13 For x ∈ Xreg and ξ ∈ Sx(X), let i(x, ξ) be the supremum
of those t ∈ Ix,ξ that γx,ξ is defined and a distance minimizing path between
γx,ξ(0) and γx,ξ(t). Then i(x, ξ) is called the cut locus distance function on
S(Xreg).
Now the injectivity radius i(x) at x is defined as
i(x) = inf
ξ∈Sx(X)
i(x, ξ).
Note that i(x) > 0 for any x ∈ Xreg due to the boundedness of the sectional
curvature from above.
Lemma 6.14 For x ∈ Xreg we have
i(x) ≤ dX(x,Xsing). (130)
Proof. Assume the opposite and let x′ ∈ Xsing be the nearest point to x.
Then,
t0 = dX(x, x
′) < i(x) (131)
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and there exists a shortest γx,ξ(t) connecting x and x
′, γx,ξ(t0) = x′. Inequality
(131) implies that γx,ξ(t) remains to be length minimizing at least till t =
i(x). However, due to [53], this yields that γx,ξ(t) ∈ Xreg, if 0 ≤ t < i(x),
contradicting γx,ξ(t0) ∈ Xsing.
QED
Let x1 = γx,ξ(ρ) with 0 < ρ < i(x), s, ε > 0, and denote
N(x, ξ; s, ρ, ε) = N(s, ρ, ε) = (Bρ+s(x) ∪Bs+ε(x1)) \Bρ+s(x). (132)
Clearly, N(s, ρ, ε2) ⊂ N(s, ρ, ε1), if ε2 < ε1, and Bρ+s(x) ∪ Bs+ε(x1) =
X (Bρ(x) ∪ Bε(x1), s).
Lemma 6.15 Let x ∈ Xreg and suppose that ρ < i(x).
(a) If s+ ρ < i(x), then⋂
ε>0
N(x, ξ; s, ρ, ε) = {γx,ξ(ρ+ s)}.
(b) If s+ ρ > i(x), then there are ξ ∈ Sx(X) and ε > 0 such that
N(x, ξ; s, ρ, ε) = ∅.
(c) The injectivity radius satisfies
i(x) = inf
s>0
{s+ρ ; there are ξ ∈ SxX and ε > 0 such that N(x, ξ; s, ρ, ε) = ∅}.
Proof of Lemma 6.15 (a) For any ξ ∈ Sx(X) and any sufficiently small
ε, γx,ξ : [0, s+ ρ+ ε]→ X is length minimizing. This implies that
γx,ξ([s + ρ, s+ ρ+ ε]) ⊂ N(x, ξ; s, ρ, ε).
Thus, γx,ξ(s+ ρ) ∈
⋂
εN(x, ξ; s, ρ, ε).
(b) Take ξ ∈ Sx(X) with i(x, ξ) < ρ + s. Let us then show that there is
δ > 0 so that dX(x1, ∂Bρ+s(x)) > s + δ. Assuming the opposite, there is
x′ ∈ ∂Bρ+s(x) with dX(x1, x′) = s. Denote by µ(t) a distance minimizing
path from x1 to x
′, µ(0) = x1, µ(s) = x′.
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Consider a path γ(t) which coincides with γx,ξ(t) for 0 ≤ t ≤ ρ, and γ(t) =
µ(t− ρ), for ρ ≤ t ≤ ρ+ s. This path is distance minimizing until t = ρ+ s.
Indeed, this is certainly the case for t ≤ ρ, as ρ < i(x). Assume that, for
some ρ < t0 ≤ ρ+ s, there is another path γ′(t), γ′(0) = x, such that
γ′(t′) = γ(t0), t′ < t0.
Since dX(γ(t0), x
′) = dX(µ(t0)− ρ), µ(s)) = s+ ρ− t0, we have
dX(x, x
′) ≤ dX(x, γ(t0)) + dX(γ(t0), x′) ≤ t′ + s+ ρ− t0 < s+ ρ.
This contradicts x′ ∈ ∂Bρ+s(x). However, since γ is distance minimizing, in
particular, it is the minimizing continuation, for ρ < t < ρ + s, of γx,ξ onto
t ∈ (0, ρ+ s). This contradicts ix,ξ < ρ+ s.
Therefore, for ε < δ, we have Bs+ε(x1) ⊂ Bρ+s(x), i.e. N(x, ξ; s, ρ, ε) = ∅.
As (a) and (b) are proven, (c) follows immediately by the definition of i(x).
QED.
Next we combine Lemma 6.11 and Lemma 6.15.
Lemma 6.16 Let (X, µX), (X
′, µ′X) ∈MM. Assume (Ω, (λk)∞k=0, (φk|Ω)∞k=0)
and (Ω′, (λ′)∞k=0, (φ
′|Ω′)∞k=0), where Ω ∈ Xreg, Ω′ ∈ X ′reg be the LSD of X,X ′,
correspondingly. Assume that these data are equivalent in homeomorphism
ΦΩ : Ω→ Ω′. Then ΦΩ : Ω→ Ω′ is a C3∗ -diffeomorphism.
Moreover, let x ∈ Ω and x′ := ΦΩ(x) and expx : TxX → X and expx′ :
Tx′X
′ → X ′ denote exponential maps. Then, i(x) = i(x′) and, for r = i(x),
the map E : B(x, r)→ B′(x′, r),
E(z) = expx′
(
dΦΩ|x(exp−1x (z))
)
satisfies h = E∗(h′), ρ̂ = E∗(ρ̂′), and
φj(z) = φ
′
j(E(z)), for all j = 0, 1, . . . , and z ∈ B(z, r). (133)
Proof. By Lemma 4.4, any z ∈ Ω has a neighborhood V ⊂ Ω such that
there is an index j = (j1, . . . , jd), for which Φj : V → Rd, d = dim(X),
Φj(x) = (φj(x))j∈j, defines C3∗ -smooth coordinates. Let z
′ = ΦΩ(z) and
V ′ = ΦΩ(V ). Then, as φ′j(Φ|Ω(x)) = φj(x) for all j, we see by Lemma 4.5
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and Remark 4.9 that, for the same index j, the map Φ′j : V
′ → Rd defines
C3∗ -smooth coordinates and moreover, that ΦΩ = (Φ
′
j)
−1 ◦ Φj in V . Thus,
ΦΩ : Ω → Ω′ is a C3∗ -smooth diffeomorphism, and its differential dΦΩ|y is
well-defined.
Let now ρ < min(i(x), i′(x′)) be so small that Bρ(x) ⊂ Ω, Bρ(x′) ⊂ Ω′, and
ξ ∈ Sx(X), ξ′ := dΦΩ|x(ξ) ∈ Sx′(X ′). Take s > 0, ε > 0, and consider
Lemma 6.11 with I = N(x, ξ; s, ρ, ε), I ′ = N(x′, ξ′; s, ρ, ε) and j = ℓ = 0.
Since φ0 = 1, φ
′
0 = 1, using eqution (129) we see that
µX(N(x, ξ; s, ρ, ε)) = µ
′
X(N(x
′, ξ′; s, ρ, ε)).
Therefore, due to Lemma 6.15, i(x) = i(x′). Note also, that utilizing Lem-
mata 6.4 and 6.9, we can evaluate those volumes from LSD up to multipli-
cation by the same unknown constant c0.
Next, we again take ξ ∈ Sx(X), ξ′ := dΦΩ|x(ξ) and 0 < s < i(x)−ρ. Consider
x0 = γx,ξ(ρ+ s), x
′
0 = γ
′
x′,ξ′(ρ+ s) = E(x0). Then, by (129), we have for all j
φj(x0)
φ0(x0)
= lim
ε→0
∫
N(x,ξ;ρ,s,ε)
φj(z)φ0(z)µX(z)∫
N(x,ξ;ρ,s,ε)
φ20(z)µX(z)
= lim
ε→0
∫
N ′(x′,ξ′;ρ,s,ε)
φ′j(z
′)φ′0(z
′)µX′(z′)∫
N ′(x′,ξ′;ρ,s,ε)
(φ′0)2(z′)µX′(z′)
=
φ′j(x
′
0)
φ′0(x
′
0)
.
As φ0 = φ
′
0 = 1, this yields (133).
At last, using Lemma 4.6, we obtain that hX = E
∗(hX′), ρ̂ = E∗(ρ̂′).
QED
Proof of Theorem 6.2 (1) Let O be the set of all pairs, (Ω1, Ω′1), of
connected open subsets Ω1 ⊂ Xreg, Ω′1 ⊂ X ′reg containing (Ω,Ω′) such that
ΨΩ extends to a map Ψ1 : Ω1 → Ω′1 which is a local diffeomorphism and
satisfies Ψ∗1(h
′|Ω′1) = h|Ω1, Ψ∗1(ρ̂′|Ω′1) = ρ̂|Ω1 , and Ψ∗1(φ′k|Ω′1) = φk|Ω1 for every
k ∈ Z+. Note that by the last condition, the map Ψ1 has to coincide with
Φ′ ◦Φ−1|Ω1 , where Φ : X → RZ+ and Φ′ : X ′ → RZ+ are the maps defined in
(112).
Let us consider O as a partially ordered set, where the order is given by the
inclusion ⊂. If J is an ordered index set and (Ωj , Ω′j) ∈ O, j ∈ J , are sets
so that Ωj ⊂ Ωk, Ω′j ⊂ Ω′k, if j < k, and Ψj : Ωj → Ω′j are the corresponding
maps, it follows from Corollary 4.4 that Ψk|Ωj = Ψj. Using this we see that
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(⋃
j∈J Ωj ,
⋃
j∈J Ω
′
j
)
∈ O. By Zorn Lemma, this yields that there exists a
maximal element (Ωmax, Ω
′
max) in O. Let Ψmax : Ωmax → Ω′max be the map
corresponding to (Ωmax, Ω
′
max) ∈ O.
Lemma 6.17 The maximal element satisfies (Ωmax, Ω
′
max) = (X
reg, (X ′)reg).
Proof. Let Ψmax : Ωmax → Ω′max be a local diffeomorphism corresponding to
the set (Ωmax, Ω
′
max) ∈ O.
Assume that the claim is not valid. Then, without loss of generality, we can
assume that Xreg \Ωmax 6= ∅. As Xreg is connected, we see that there is point
z0 in ∂Ωmax ∩Xreg. Let us choose a sequence of points yk ∈ Ωmax such that
yk → z0 as k →∞ and let y′k = Ψmax(yk). As X ′ is compact, by choosing a
subsequence, we can assume that there exists limk→∞ y′k = z
′
0. Note that at
this moment we do not know whether z′0 ∈ (X ′)reg.
Let W = B(z0, t0) ⊂ Xreg be a neighborhood of z0 such that W ⊂ Xreg. By
Lemma 2.2, there exists a positive number i0 > 0 such that inj(p) ≥ i0 for
all p ∈ W . Let r = min(i0, t0)/2.
Let us choose k such that z0 ∈ B(yk, r). Since yk ∈ Ωmax ⊂ Xreg, y′k ∈
Ω′max ⊂ (X ′)reg, there is δ > 0 such that δ < min(i(yk), i(y′k)) and B =
B(yk, δ) ⊂ Ωmax, B′ = B(y′k, δ) ⊂ Ω′max. Then the LSD (B, {λk}∞k=0, {φk|B}∞k=0)
and (B′, {λ′k}∞k=0, {φ′k|B′}∞k=0) are equivalent by the map Ψmax|B. Using
Lemma 6.16, we see that i(y′k) = i(yk), and moreover, as r ≤ i(y)/2, there is
a diffeomorphism E : B(yk, 2r)→ B′(y′k, 2r) such that
φj(x) = φ
′
j(E(x)), for all j = 0, 1, . . . , and x ∈ B(yk, 2r). (134)
This implies that E coincides with the map Φ′ ◦Φ−1|B(yk,2r), where Φ,Φ′ are
defined in (112). But also Ψmax is the restriction of Φ
′ ◦ Φ−1 to Ωmax. Since
E : B(yk, 2r) → B′(y′k, 2r) and Ψmax : Ωmax → Ω′max are surjections, we see
that Ψext = Φ
′ ◦ Φ−1|Ωmax∪B(yk ,2r) is a bijection Ωext = Ωmax ∪ B(yk, 2r) →
Ω′ext = Ω
′
max ∪ B′(y′k, 2r). In particular, we have Ψ∗ext(φ′k) = φk, and using
Corollary 4.6, we see that Ψ∗ext(h
′) = h and Ψ∗ext(ρ̂
′) = ρ̂ on Ωext. Thus,
(Ωext, Ω
′
ext) ∈ O. This implies, in particular, that B(z0, r) ⊂ B(yk, 2r) ⊂
Xreg and B′(z′0, r) ⊂ B′(y′k, 2r) ⊂ (X ′)reg.
As z0 ⊂ B(yk, 2r)\Ωmax, z′0 ⊂ B(y′k, 2r)\Ω′max, we see that Ωext 6⊂ Ωmax, Ω′ext 6⊂
Ω′max, which is in contradiction with the the assumption that (Ωmax,Ω
′
max)
is the maximal element of O. Thus, (Ωmax,Ω′max) = (Xreg, (X ′)reg).
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QED
End of Proof of Theorem 6.2. Since Xreg = X, (X ′)reg = X ′ and Ψmax
is an isometry between Xreg and (X ′)reg, extending it by continuity to X
we obtain an isometry Ψ : X → X ′. Then the same considerations as in
Lemma 6.16, with Ω = Xreg, show that Ψ|Xreg is C3∗ - Riemannian isometry.
Moreover, as
µX(X
sing) = µX′((X
′)sing) = 0,
considerations of Lemma 6.16 show that ρ̂ = Ψ∗(ρ̂′). Together with h =
Ψ∗(h′) and µX = µX′ = 1, this yields that ρ = Ψ∗(ρ′).
QED
7 Stability of inverse problem
In this section we prove the main Theorem 1.2. Actually, we prove a slightly
more general variant of this theorem which deals with arbitrary X,X ′ ∈
MMp rather than M,M
′ ∈MMp.
Theorem 7.1 Let MMp be a class of pointed Riemannian manifolds (M, p;µM)
defined by conditions (6), (18), i.e. having dimension n with sectional cur-
vature bounded by Λ (from above and below) and diameter. Let MMp be the
closure of MMp with respect to the pointed measured GH topology.
Then, for any r > 0, therere exists a continuous increasing function
ωr : [0, 1)→ [0,∞), ωr(0) = 0, (135)
with the following properties:
Assume that (X, p, µX), (X
′, p′, µX′) ∈MMp. Let {zα}A(δ)α=1 ⊂M, {z′α}A(δ)α=1 ⊂
M ′ be δ-nets in B(p, r), B′(p′, r), correspondingly, and {tl}L(δ)l=1 be a δ-net in
(δ, δ−1). Let
|H(zα, zβ, tl)−H ′(z′α, z′β, tl)| < δ, 1 ≤ α, β ≤ A(δ), 1 ≤ l ≤ L(δ), (136)
where H, H ′ are the heat kernels on X, X ′, correspondingly.
Then
dpmGH ((X, p;µX), (X
′, p′;µX′)) < ωr(δ), (137)
where dpmGH is given in Definition 2.8.
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Proof. To prove this Theorem it is enough to show that, for any ε > 0,
there is δ > 0, such that if the conditions of the Theorem are satisfied with
this δ, then (137) is valid with ε instead of ωr(δ).
Assume that, for some ε > 0 there are pairs (Xi, pi, µi), (X
′
i, p
′
i, µ
′
i) ∈MMp,
which satisfy the conditions of the Theorem with i−(2sF+n/2+4) instead of δ,
but
dpGH(Xi, X
′
i) ≥ 6ε.
Using regular approximations of Xi, X
′
i by pointed manifolds from MMp,
there are pairs of pointed manifolds (Mi, pi, µi), (M
′
i , p
′
i, µ
′
i) ∈ MMp which
satisfy the conditions of the Theorem with 1/i instead of δ, but
dpmGH(Mi, M
′
i) ≥ ε. (138)
Indeed, using Theorem 5.17, we can find Mi, M
′
i such that
dpmGH(Xi,Mi), dpmGH(X
′
i,M
′
i) < ε/2,
so that
dpmGH(Mi, M
′
i) ≥ ε.
Moreover, we can require that there are i−(2sF+n/2+4)-nets, {xiβ} ⊂ B(pXi , r), {yiβ} ⊂
B(pMi, r), β = 1, . . . , B, and {x′iβ} ⊂ B(PX′i , r), {y′iβ} ⊂ B(pM ′i , r), β =
1, . . . , B′, and {tm} ⊂ (i−1, i), m = 1, . . . ,M, such that
|HMi(yiβ, yiβ′, tm)−HXi(xiβ , xiβ′ , tm)| < i−(2sF+n/2+4), (139)
|HM ′i(y′iβ , y′iβ′, tm)−HX′i(x′iβ , x′iβ′ , tm)| < i−(2sF+n/2+4).
For any ziα involved in the definition of dpmGH(Xi, X
′
i) take a point x
i
β(α)
which is i−(2sF+n/2+4) close to ziα and similar for z
′i
α. Rename y
i
β(α), y
′i
β(α)
as yiα, y
′i
α, α = 1, . . . , A(1/i). By the above inequality, for sufficiently large
i, the points yiα, y
′i
α form 2/i-net on Mi,M
′
i , correspondingly. Similarly, for
any tℓ involved in the definition of dpmGH(Xi, X
′
i) take a point tm above with
|tℓ−tm| < i−(2sF+n/2+4). Compare HMi(yiα, yiα′, tℓ) and HM ′i(y′iα, y′iα′ , tℓ), α, γ =
1, . . . , A(1/i). Then, using (136) with HXi, HX′i instead of H,H
′, and (139),
we see from (111) that
|HMi(yiα, yiα′, tℓ)−HM ′i (y′iα, y′iα′, tℓ)| <
1
2i
+ C
1
i2
<
1
i
,
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for sufficiently large i.
Going, if necessary to a subsequence, we can assume that
(Mi, pi;µi)
fi−→ (X, p, µX), (M ′i , p′i;µ′i)
f ′i−→ (X ′, p′, µX′), (140)
in the sense of the pointed measured GH convergence with fi, f
′
i being the
corresponding regular approximations. In particular,
B(pi, r)
fi−→ B(p, r), B′(p′i, r)
f ′i−→ B′(p′, r).
Let us show that
(X, p, ;µX) ≃ (X ′, p′, µX′), (141)
where ≃ stands for the measure preserving isometry. This would imply that
dpmGH ((Mi, pi, µi), (M
′
i , p
′
i, µ
′
i))→ 0, as i→∞,
contradicting (138).
To prove (141), denote
wiα = fi(y
i
α), w
′i
α = f
′
i(y
′i
α), i = 1, . . . , α = 1, . . . , A(1/i).
Let P be the set of the double sequences p := {i(k), α(k)}∞k=1, {i(k)}∞k=1 being
a subsequence of {i}∞i=1, such that, with some wp ∈ B(p, r), w′p ∈ B′(p′, r),
we have
w
i(k)
α(k) → wp, and w′i(k)α(k) → w′p, as k →∞. (142)
Using estimate (110) in the proof of Theorem 5.17 and Remark 5.18, it follows
from (136) that
H(wp, wp˜, t) = H
′(w′
p
, w′
p˜
, t), p, p˜ ∈ P, t > 0. (143)
Lemma 7.2 Let P be the set of convergent double sequences defined above.
Then,
{wp : p ∈ P} = B(p, r), {w′p : p ∈ P} = B′(p′, r). (144)
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Proof. Due to (140) and the fact that {ziα}A(1/i)α=1 form an 1/i- net in B(pi, r),
the points {wiα}A(1/i)α=1 form an δ(i)- net in B(p, r), where δ(i)→ 0 as i→∞
with the similar property valid for {w′iα}P (i)α=1.
Therefore, for any w ∈ B(p, r) there exists a sequence α(i), i = 1, . . . , such
that wiα(i) → w. Consider the corresponding points w′iα(i). Since B′(p′, r) is
compact, there is a subsequence {i(k), α(k) = α(i(k))}∞k=1 such that w′i(k)α(i(k))
converge. Then, p = {i(k), α(k)} ∈ P, and
w
i(k)
α(i(k)) → wp = w, and w′i(k)α(i(k)) → w′p, as k →∞.
This proves the first equation in (144). Changing the role of X and X ′ we
obtain the second equation in (144).
QED
Lemma 7.3 Let two double sequences, p, p̂ ∈ P, satisfy wp = wp̂. Then,
w′
p
= w′
p̂
.
Proof. It follows from the conditions of Lemma and (143) that
H(wp, wp˜ , t) = H
′(w′
p
, w′
p˜
, t), H(wp, wp˜, t) = H
′(w′
p̂
, w′
p˜
, t),
for any p˜ ∈ P, t > 0. Therefore, by Lemma 7.2,
H ′(w′
p
, w˜′, t) = H ′(w′
p̂
, w˜′, t),
for any w˜′ ∈ B′(p′, r), t > 0. It then follows from Corollary 4.8 that w′
p
= w′
p̂
.
QED
Lemma 7.3 makes it possible to introduce an equivalence relation ≈ on P,
p ≈ p̂ iff wp = wp̂, w′p = w′p̂.
Then the maps
F : P/ ≈ −→ B(p, r), F(p) = wp,
F ′ : P/ ≈ −→ B′(p′, r), F ′(p) = w′
p
,
are bijections. Thus, Φ = F ′ ◦ F−1 : B(p, r) → B′(p′, r) is a bijection.
Moreover, due to (143),
H(w, ŵ, t) = H ′(Φ(w), (Φ(ŵ), t), w, ŵ ∈ B(p, r), t > 0. (145)
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Observe that Theorem 6.2 remains valid if, instead of a dense sequences
{wα}∞α=1, {w′α}∞α=1, we use all points w ∈ B(p, r) with the corresponding
points w′ running over the whole B′(p′, r). Thus, using Theorem 6.2, Φ can
be uniquely extended to an isometry Φ : (X, p)→ (X ′, p′) with
φj(x) = φ
′
j(Φ(x)), j ∈ Z+, ρ(x) = ρ′(Φ(x)). (146)
Theorem 7.1 is proven.
QED
Consider next Corollary 1.5. Again, similar to Theorem 1.2, we prove it in a
slightly more general form:
Corollary 7.4 Let (M, p, µM) ∈ MMp. There is δ(M) > 0 such that, if
(X, p′, µX′) ∈ MMp satisfies conditions of Theorem 7.1 with δ < δ(M) in
(136), then X is an n-dimensional manifold C3∗ -diffeomorphic to M .
Moreover, ρX = 1, hX ∈ C2∗(X) and, taking the diffeomorphism between M
and X to be identity, for any α < 1,
‖hX − hM‖C1,α ≤ ωα(δ). (147)
Here ωα(δ) is a modulus of continuity function.
Proof. Let iM > 0 be the injectivity radius of M . Let (X, pX , µX) satisfy
(136). Take (M˜, p˜, µ˜)
dpmGH
(
(X, pX , µX), (M˜, p˜, µ˜)
)
< δ.
Then,
dpmGH
(
(M˜, p˜, µ˜), (M, p, µ)
)
< 5δ.
Denote by f : M → M˜, f˜ : M˜ → M the corresponding approximations.
Let us show that, if δ is sufficiently small, then
iM˜ >
1
3
min
(
iM , π/3
√
Λ
)
. (148)
Assume that this equation is not valid, so that there is a closed geodesic,
γ˜ ⊂ M˜ , with arclength Lγ˜ < 45 min
(
iM , π/3
√
Λ
)
. Take q˜0 ∈ γ˜ and denote
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ξ˜0 ∈ S∗q˜0(M˜) its initial direction. Let q0 = f˜(q˜0). Consider the δ-dense net
{qk}Kk=1 ⊂ ∂B5iM /6(q0). Take {q˜k = f(qk)}Kk=1 ⊂ U5δ
(
B5iM/6(q˜0)
)
, where, for
any set A ⊂ M˜ and a > 0, Ua(A) is the a-neighborhood of A. Consider the
set of directions ξ˜k ∈ S∗q˜0(M˜) from q˜0 to q˜k, k = 1, . . . , K. Then {ξ˜k} form
c(iM ,Λ) δ
1/n-dense net in S∗q˜0(M˜), so that, say,
dS∗
q˜0
(M˜)(ξ˜0, ξ˜1) < cδ
1/n.
Let q˜′ = γ˜(5iM/6). Then
d˜(q˜′, q˜0) ≤ L˜γ˜/2, d˜(q˜′, q˜1) ≤ cδ1/n.
On the other hand,
d˜(q˜′, q˜0) ≥ d˜(q˜1, q˜0)− d˜(q˜1, q˜′) ≥ 5iM/6− 5δ − cδ1/n > Lγ˜ ,
for small δ. This proves (148).
This implies that X is the Gromov-Hausdorff limit of smooth manifolds with
bounded below injectivity radii and bounded sectional curvature. By [1], [2],
X is an n-dimensional manifold with its metric tensor hX being C
2
∗ -smooth
which is, for sufficiently small δ, C3∗ -diffeomorphic to M . Moreover, results
of [1] then imply all the remaining claims of Corollary.
QED
Consider now the almost isometric maps
Ψi : (Mi, pi)→ (M ′i , p′i), Ψi(xi) = (f ′i)−1 ◦ Φ ◦ fi(xi), xi ∈Mi, (149)
with Ψ′i defined analogously. It then follows from (143) together with Theo-
rem 5.17 and Corollary 5.18, that
|Hi(xi, yi, t)−H ′i(Ψ(xi), Ψi(yi), t)| → 0, as i→∞, (150)
uniformly with respect to the measured Gromov-Hausdorff distance between
(Mi, pi, µi) and (M
′
i , p
′
i, µ
′
i). Invoking Theorem 7.1, we see that (150) takes
place with respect to the spectral distance δ in the conditions of Theorem
7.1.
This makes it possible to prove the following
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Proposition 7.5 There exists a function ω˜(δ), satisfying conditions (135),
such that
d′i(z
′i
α, Ψi(z
i
α)) < ω˜(δ), or di(z
i
α, Ψ
′
i(z
′i
α)) < ω˜(δ), (151)
if {ziα}, {z′iα} satisfy the conditions of Theorem 7.1.
ProofAssuming the opposite, we find ε > 0 and sequences (Mi, pi, µi), (M
′
i , p
′
i, µ
′
i)
which satisfy the condition of Theorem 7.1 with 1/i instead of δ and converge
to X, X ′, correspondingly. Similar to the proof of Theorem 7.1, X and X ′
are isometric with the isometry Φ uniquely extended from its restriction on
{zα} to the whole B(p, r). Then, there is a sequence α(i) such that
d′i(z
′i
α(i), Ψi(z
i
α(i))) ≥ ε or di(ziα(i), Ψ′i(z′iα(i))) ≥ ε. (152)
Recall that
wiα(i) = fi(z
i
α(i)), w
′i
α(i) = f
′
i(z
′i
α(i)).
Then, choosing, as above, a proper double sequence p = (i(k), α(k)), we
obtain that Φ(wp) = w
′
p
.
By the definition of fi, f
′
i and Ψi, Ψ
′
i, see (150), we have that
d′
(
f ′i(k)(Ψi(z
i(k)
α(k))), w
′
p
)
→ 0, d
(
fi(k)(Ψ
′
i(z
′i(k)
α(k))), wp
)
→ 0, as k →∞.
This implies that d′i(z
′i
α(i), Ψi(z
i
α(i))), di(z
i
α(i), Ψ
′
i(z
′i
α(i))) → 0 as i → ∞, con-
tradicting (152).
QED
Lemma 7.6 Under he conditions of Theorem 7.1, for any ε > 0, there exists
δ(ε) > 0 such that, for any (M, p, µ), (M ′, p′, µ′) ∈ M which satisfy (136)
with δ < δ(ε),
|H(x, y, t)−H ′(Ψ(x),Ψ(y), t)| < ε,
|H ′(x′, y′, t)−H(Ψ′(x′),Ψ′(y′), t)| < ε,
for x, y ∈M, x′, y′ ∈M ′, ε < t < ε−1. (153)
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Proof Assuming the opposite, let (Mi, pi, µi), (M
′
i , p
′
i, µ
′
i) satisfy (136) with
δ = 1/i, Gromov-Hausdorff converge with measure to (X, p, µ), (X ′, p′, µ′)
and still do not satisfy (153) with some ε > 0. This means that there are,
say, xi, yi ∈Mi such that
|Hi(xi, yi, ti)−H ′i(Ψi(xi),Ψi(yi), ti)| > ε.
By Theorem 7.1, there is an isometry Φ : X → X ′ satisfying (146). By
definition (150)
f ′i ◦Ψj = Φ ◦ fi. (154)
As fi, f
′
i are almost isometries, it follows from Theorem 5.17, together with
(145) that
|Hi(xi, yi, t)−H ′i(Ψi(xi),Ψi(yi), t)| → 0, as i→∞,
uniformly on M ×M × [a, b], for arbitrary a, b > 0. This contradicts (154).
QED
Part II
Orbifold case
8 Volume growth and dimensionality of collase
For given n, positive numbers Λ, D, c0 and 1 ≤ k ≤ n, we denote by Mk,p =
Mk,p(n,Λ, D; c0) the family of all closed n-dimensional pointed Riemannian
manifolds (M, p) in M(n,Λ, D) such that
µ(B(p, r) =
Vol(B(p, r))
Vol(M)
≤ c0rn−k, (155)
for every 0 < r ≤ c−10 .
We start by proving Lemma 1.9.
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Proof of Lemma 1.9. Let µi denotes the normalized Riemannian measure
of Mi. We may assume that (Mi, pi, µi) converge to (X, p, µ) for the pointed
measured GH-convergence, where
dµ = ρ
dV
Vol(X)
.
Suppose first that X has no singular points. Then there is a uniform positive
number C satisfying
‖ρX‖L∞(X), ‖ρ−1X ‖L∞(X) < C,
and we have a δi-almost Riemannian submersion fi : Mi → X for large i, i.e,
e−δi <
|dfi(ξ)|
|ξ| < e
δi ,
for all tangent vectors ξ orthogonal to fibers of fi, where lim δi = 0, such
that (fi)∗(µi)→ µ for the weak∗-topology. Namely for any open set U ⊂ X,
we have
µ(U) = lim
i→∞
µi(f
−1
i (U)). (156)
Let d = dimX. (156) implies that for any 0 < r ≤ c−10 ,
lim
i→∞
µi(f
−1
i (B(p, r))) =
∫
B(p,r)
dµX ≥ C−1 Vol(B(p, r))
Vol(X)
≥ c1rd,
where c1 is a positive number independent of p and r. On the other hand,
the assumption (Mi, pi) ∈ Mk,p(n,Λ, D; c0) yields that, for any ε and for
sufficiently large i,
µi(f
−1
i (B(p, r)) ≤ µi(B(pi, r + ε)) ≤ c0(r + ε)n−k.
Thus we have, for r < c0, that c1r
d ≤ c0rn−k, and hence d ≥ (n− k).
For the general case, when X has singular points, considering the orthonor-
mal frame bundle FMi of Mi, we can proceed as follows. Passing to a subse-
quence we may assume that the O(n)-space FMi converges to an O(n)-space
Y with respect to the equivariant GH-topology, where Y has no singular
points. Let µ˜i be the normalized Riemannian measure of FMi. We may
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assume that (FMi, µ˜i, O(n)) converges to (Y, µ˜, O(n)) with respect to the
equivariant measured GH-topology. Now we have an O(n)-equivariant δi-
almost Riemannian submersion f˜i : FMi → Y and a map fi : Mi → X such
that π◦ f˜i = fi ◦πi, where πi : FMi →Mi and π : Y → X are the projections
along O(n)-orbits, and (f˜i)∗(µ˜i)→ µ˜.
Take a point p˜i ∈ π−1i (pi). Since πi : FMi →Mi is a Riemannian submersion
with totally geodesic fiber isometric to O(n), there exists a constant C > 0
such that
Vol(B(p˜i, r)) ≤ CVol(B(pi, r))rdimO(n).
It follows that for some uniform constant C1
µ˜(B(p˜i, r)) =
Vol(B(p˜i, r))
Vol(FMi)
≤ Vol(B(pi, r))r
dimO(n)
Vol(O(n))Vol(Mi)
≤ C1rn+dimO(n)−k,
for every 0 < r ≤ c−10 . Applying the previous argument, we obtain dimY ≥
n+dimO(n)−k, and hence dimX = dimY −dimO(n) ≥ n−k as required.
QED
The converse to Lemma 1.9 is also true. Namely we have
Lemma 8.1 For given positive integers n ≥ k and v0 > 0, there exist positive
numbers ǫ0 and c0 satisfying the following: Let (n − k)-dimensional space
(X, p) ∈ Mp(n,Λ, D)and Vol(X) ≥ v0 > 0. Assume thaf M ∈ Mp(n,Λ, D)
satisfies dGH(M,X) < ε0. Then, for any q ∈M and 0 < r ≤ D,
µ(B(q, r)) ≤ c0rn−k.
Thus, M satisfies an extended version of condition (155).
Proof. Suppose the lemma does not hold. Then we have sequences Mi in
M(n,D), d-dimensional spaces Xi in the closure of M(n,Λ, D), ci →∞ and
0 < ri ≤ D such that
Vol(Xi) ≥ v0, lim
i→∞
dGH(Mi, Xi) = 0, µi(B(qi, ri)) > cir
d
i , (157)
for some qi ∈ Mi. We may assume that Xi converges to a space X in the
closure of Mp(n,Λ, D). Note that
dimX = d, Vol(X) = lim
i→∞
Vol(Xi) ≥ v0, dGH(Mi, X)→ 0.
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For large i, let fi : Mi → X, µi, µ and f˜i : FMi → Y , µ˜i, µ˜ be as in the
proof of Lemma 1.9. Put r := lim ri ≥ 0, and let q := lim fi(qi) ∈ X.
First we assume that X has no singular points, and consider the case of
r > 0. Then, for any ε > 0,
lim
i→∞
µi(B(pi, ri)) ≤ lim
i→∞
µi(B(pi, r + ε))
= lim
i→∞
µi(f
−1
i (B(q, r + ε)) =
∫
B(q,r+ε)
ρX
dVX
Vol(X)
≤ C(r + ε)d,
for some C > 0. Then, taking ε→ 0, we see that limi→∞ µi(B(pi, ri)) ≤ crd.
This is a contradiction to (157).
Next consider the case of r = 0. Note that there exists a positive number C ′
such that
Vol(f−1i (x))
Vol(f−1i (y))
< C ′, (158)
for all x, y ∈ X (See Lemma 3.2 in [24]). Since fi is a δi-almost Riemannian
submersion with δi → 0, it follows from the co-area formula that
Vol(f−1i (fi(B(pi, ri))) ≤ 5CVol(f−1i (fi(pi))vol(fi(B(pi, ri)))
≤ C ′Vol(f−1i (fi(pi))((1 + δi)ri)d.
Let
ρi(x) =
Vol(f−1i (x))
Vol(Mi)
.
Since ρi uniformly converges to ρX ([24]), we obtain that, for large i,
µi(B(qi, ri)) ≤ µi(f−1i (fi(B(qi, ri))) ≤ 2C ′ρX(q)rdi .
This is a contradiction to (157).
If X has singular points, we pass to the frame bundle FMi and proceed as in
the previous argument. First suppose that r > 0. Then noting fi ◦π = π◦ f˜i,
we have
lim
i→∞
µi(B(qi, ri)) = lim
i→∞
µi(f
−1
i (B(q, r)))
= lim
i→∞
µ˜i(F (f
−1
i (B(q, r)))) = µ˜(π
−1(B(q, r)))
= µ(B(q, r)) ≤ C1Vol(B(q, r)) ≤ C2rd.
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This is again a contradiction to (157).
If r = 0, let
U˜i = f˜i(FB(pi, ri)), Vi = πi(f˜
−1
i (U˜i)), Ui = fi(Vi) = fi(B(pi, ri)).
Since f˜i is a δi-almost Riemannian submersion, the co-area formula together
with (158) implies that setting q̂i = f˜i(q˜i),
Vol(f˜−1i (U˜i)) ≤ C1Vol(f˜−1i (q̂i))Vol(U˜i).
Observe that Vol(U˜i) = Vol (O(n))Vol(Ui) since π, restricted to X
reg, is a
Riemannian submersion with fibers isometric to O(n). Put
ρ˜i(x) :=
Vol(f˜−1i (x))
Vol(FMi)
.
Since ρ˜i uniformly converges to ρ˜Y ([24]), it follows that
µi(B(pi, ri)) ≤ µi(Vi) = µ˜i(f˜−1i (U˜i))
≤ C3ρ˜i(q̂i)Vol(Ui) ≤ C4((1 + δi)ri)k ≤ c5rdi .
This is a contradiction.
9 From isometry to isomorphism
In this section we prove the second part of Theorem 1.7 regarding the iso-
morphism of isometric orbifolds.
Theorem 9.1 Let (X, hX) and (Y, hY ) be two compact Riemannian orb-
ifolds. Assume that X and Y are isometric. Assume also that, eithr both X
and Y have no orbifold boundary, or for any x ∈ X, y ∈ Y the corresponding
groups Gx, Gy are subgroups of SO(n), i.e. Gx, Gy contain no reflections.
Then (X, hX) and (Y, hY ) are isomorphic.
We start with a simple observation regarding one-dimensional orbifolds. In
this case, one-dimensional compact Riemannian orbifolds are, indeed, com-
pact one-dimensional Riemannian manifolds possibly with boundary, i.e.
both X and X ′ are either circles or both are closed interval.
Then, we have the following simple result which we formulate for the conve-
nience of further references:
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Lemma 9.2 Let (X, h) and (X ′, h′) be two isometric one-dimensional com-
pact Riemannian orbifolds with an isometry F : X → X ′. Let (X˜, G) and
(X˜ ′, G′) ) be pairs of compact one-dimensional Riemannian manifolds with-
out boundary and finite isometry groups acting on them such that X˜/G = X,
X˜ ′/G′ = X ′ and that X˜ is isometric to X˜ ′. Let U˜ 6= ∅, U˜ ⊂ X˜, be a con-
nected open set. Assume, in addition, that f˜ : U˜ → X˜ ′ is an isometric
embedding such that
(π′ ◦ f˜)(x˜) = (F ◦ π)(x˜), for x˜ ∈ U˜ . (159)
Then, there is a unique Riemannian isometry F˜ : X˜ → X˜ ′ which is an
extension of f˜ , i.e.
F˜ |U˜ = f˜ ,
making the following diagram commtative:
X˜
F˜
//
π

X˜ ′
π′

X
F
// X ′.
(160)
Here π : X˜ → X, π′ : X˜ ′ → X ′ are the natural projections.
If U˜ = ∅, still there is a Riemannian isometry F˜ : X˜ → X˜ ′ which satisfies
(160), albeit it may be non-unique.
In addition, G ≈ G′, where ≈ stands for the group isomorphism.
Proof Suppose first that both X and X ′ are circles of lengh r. Then X˜
and X˜ ′ are circles of length pr for a p ∈ Z+, and G, G′ are isomorphic
cyclic groups generated by rotations. When U˜ is non-empty, the isometry
f˜ : U˜ → X˜ ′ uniquely extends to an isometry F˜ : X˜ → X˜ ′. It is an easy
exercise to check that F˜ satisfies the desired property. When U˜ is empty,
take a˜ ∈ X˜, a˜′ ∈ X˜ ′ with π(a˜) = π′(a˜′), and a neighbouhood V˜ of a˜. It
is possible to take an isometric embedding f˜ : V˜ → X˜ ′ satisfing (160).
Therefore this reduces to the previous case.
Suppose next that both X and X ′ are closed interval [0, r]. Then X˜ and
X˜ ′ are circles of length, say ℓ, and G, G′ are dihedral groups generaed by
rotations and reflections of X˜ and X˜ ′ respectively. Since ℓ/|G| = ℓ/|G′| = r,
it follows that G and G′ are isomorphic to each other. It is an easy exercise
to extend the previous argument to the present case. QED
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9.1 Good orbifolds
Recall that (X, h) is a good orbifold in the sense of Thurston, see [63], if there
exists a Riemannian manifold (X˜, h˜) and a discreet group G acting on X˜ by
Riemannian automorphisms such that
(X, h) = (X˜, h˜)/G.
We denote by π : X˜ → X the natural projection from X˜ to X˜/G. So, for
example, X = Sr is a good orbifold with X˜ = R and G = πrZ.
The main goal of this and the next few subsections is to prove
Theorem 9.3 Let (X, h) = (X˜, h˜)/G and (X ′, h′) = (X˜ ′, h˜′)/G′ be two good
orbifolds and assume that X˜, X˜ ′ are simply connected. Suppose that either X
and X ′ have no orbifold boundary, or G,G′ contain no reflections. Let (X, h)
and (X ′, h′) be isometric with an isometry F : X → X ′. Let U˜ 6= ∅, U˜ ⊂ X˜,
be a connected open set. Assume, in addition, that f˜ : U˜ → X˜ ′ is an isometric
embedding such that
(π′ ◦ f˜)(x˜) = (F ◦ π)(x˜), for x˜ ∈ U˜ . (161)
Then there is a unique isometry F˜ : X˜ → X˜ ′, which is an extension of f˜ ,
i.e.
F˜ |U˜ = f˜ ,
making the followig diagram commutative:
X˜
F˜
//
π

X˜ ′
π′

X
F
// X ′.
(162)
If U˜ = ∅, still there is an isometry F˜ : X˜ → X˜ ′ which satisfies (162), albeit
it may be non-unique.
In particular, (162) means that G ≈ G′.
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Proof. The proof is by induction in dimension n of the orbifold and consists
of a number of steps and intermediate lemmas. First let us show the theorem
for the one-dimensional case. In this case both X and X ′ are either circles
of length, say ℓ, or both are closed interval [0, ℓ]. In any case, both X˜ and
X˜ ′ are isometric to R. In the former case, we may assume that G, G′ are
the infinite cyclic group generated by the translation x→ x+ ℓ of R. In the
later case, we may assume that G and G′ are the group generated by the
translation x→ x+2ℓ and the reflection x→ −x. In eiher case, the theorem
is certainly valid.
Therefore, let n > 1 and assume that the Theorem is already proven when
dim(X), dim(X ′) < n. In the future, we denote by i0 > 0 the convex injec-
tivity radii of X˜ and X˜ ′, so that, for any x˜ ∈ X˜, x˜′ ∈ X˜ ′ and r < i0, we
have B˜(x˜, r) ⊂ X˜, B˜(y˜, r) ⊂ X˜ ′ are convex balls with Riemannian normal
coordinates well-defined in these balls. (In the sequel, we will always denote
by B(p, a) a metric ball of radius a ≥ 0 centered at a point p of the cor-
responding metric space.) Note that although X˜, X˜ ′ may be non-compact,
since X, X ′ are compact, i0 > 0. Indeed, as G,G′ act on X,X ′ by isometries,
choosing arbitrary x0 ∈ X˜, x˜′0 ∈ X˜ ′, we have
i0 = min
(
inf
x˜∈B˜(x˜0,2D)
i(x˜), inf
x˜′∈B˜(x˜′0,2D)
i(x˜′)
)
> 0,
D = max{diam (X), diam (X ′)}.
Note that, due to the discreetness of G,G′, and the fact that G,G′ act on
X,X ′ by isometries, for any x˜ ∈ X˜, x˜′ ∈ X˜ ′, there are r(x˜) = r(π(x˜)), r′(x˜′) =
r(π′(x˜′)) such that, if π(x˜1) = π(x˜2), π′(x˜′1) = π
′(x˜′2) but x˜1 6= x˜2, x˜′1 6= x˜′2,
then
B˜(x˜1, 5r) ∩ B˜(x˜2, 5r) = ∅, if r < r(x), x = π(x˜1) = π(x˜2); (163)
B˜(x˜′1, 5r) ∩ B˜(x˜′2, 5r) = ∅, if r < r′(x˜′), x′ = π(x˜′1) = π(x˜′2).
Thus, for any x ∈ X, x ∈ X ′, x˜′ ∈ π−1(x′), x˜′ ∈ π′−1(x′) and r ≤ min{r(x), r′(x′)},
B(x, 5r) = B˜(x˜, 5r)/G(x˜), B′(y, 5r) = B˜′(x˜′, 5r)/G′(x˜′), (164)
where G(x˜), G′(x˜′) are the stabiliser subgroups for x˜, x˜′, respectively,
G(x˜) = {g ∈ G : g(x˜) = x˜}, G′(x˜′) = {g′ ∈ G′ : g′(x˜′) = x˜′}.
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9.2 Ball-to-ball continuation: center point
We start with a special case when U˜ = B˜0 = B˜(x˜0, r0), where choose
r0 <
1
5
min (r(x0), r(F (x0)), i0) , x0 = π(x˜0). (165)
Then,
f˜(B˜0) = B˜
′
0 = B˜(x˜
′
0, r0), x˜
′
0 = f˜(x˜0),
F (B(x0, r0)) = B(x
′
0, r0), x0 = π(x˜0), x
′
0 = π
′(x˜′0).
Let now B˜1 = B˜(x˜1, r1), where r1 satisfies (165) for x1 = π(x˜1) and x
′
1 =
F (x1).
Lemma 9.4 Let B˜0, B˜1 be two balls in X˜ of radii r0, r1 such that
B˜0 ∩ B˜1 6= ∅.
Let f˜ |B˜0 satisfy the assumptions of Theorem 9.3. Then, there is a unique
Riemannian isometry, f˜1 : U˜1 = B˜0 ∪ B˜1 → X˜ ′ such that
f˜1|B˜0 = f˜ , f˜1 : B˜1 → B˜′1 (166)
(π′ ◦ f˜1)(x˜) = (F ◦ π)(x˜), for x˜ ∈ U˜1. (167)
Here B˜′1 = B˜(x˜
′
1, r1) where
x˜′1 = f˜1(x˜1), π
′(x˜′1) = x
′
1.
We shall prove Lemma9.4 in the next subsection.
The goal of this subsection is to prove the following
Proposition 9.5 Under the conditions of Lemma 9.4, let there exists an
isometry f˜1 which satisfies (166), (167). Then, the center x˜
′
1 of B˜
′
1 is uniquely
determined by F and f˜ .
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Proof In the following, by a geodesic radius from x to z, z ∈ B(x, r) ⊂ X,
we mean a geodesic γx,ξ([0, t]), such that γx,ξ(t) = z, t < r. We denote such
a geodesic radius by γx,z and use similar notations for X
′, X˜, X˜ ′. Observe
that, if x, z ∈ X, x˜, z˜ ∈ X˜, where x = π(x˜), z = π(z˜), d(x, z) = r with r
satisfying conditions (165), then
π ◦ (t)y˜(t) = y(t), 0 ≤ t ≤ r, where y˜(t) = γ˜x˜,z˜(t) y(t) = γx,z(t). (168)
Moreover, similar relation is valid on X ′, X˜ ′. Indeed, conditions (165) imply
that y(t) and y˜(t) are uniquely determined by
d(y(t), x) = t, d(y(t), z) = r − t, d˜(y˜(t), x˜) = t, d˜(y˜(t), z˜) = r − t,
which are certainly valid on γ˜x˜,z˜. Since
d(y1, y2) ≤ d˜(y˜1, y˜2), yi = π(y˜i),
the above relations for y(t) then follow vfrom the triangular inequality, thus
implying (168).
Let
z˜ ∈ V˜ = ∂B˜1 ∩ B˜0,
and let w˜ also lies on the geodesic radius γ˜x˜1,z˜, so that
w˜ = γ˜x˜1,z˜(t1), t1 < r1, γ˜x˜1,z˜((t1, r1)) ⊂ B˜0,
i.e. the geodesic segment between w˜ and z˜ is in B˜0.
Let B1 = π(B˜1), B0 = π(B˜0), and z = π(z˜), etc. Consider next the
geodesic γ˜z˜,w˜ which coincides with γ˜x˜1,z˜ traversed in the opposite direction,
i.e. γ˜z˜,w˜(r1) = x˜1. Note that, by the definition of r1, this radius is a mini-
mizing geodesics, with
π(γ˜z˜,t˜(t)) = γz,w(t), 0 ≤ t ≤ r1, (169)
being the geodesic radius in B1 i.e. from z to x1 = π(x˜1), and
d
(
γz,w(s1), γ
′
z,w(s2)
)
= |s1 − s2|, (170)
d˜ (γ˜z˜,w˜(s1), γ˜z˜,w˜(s2)) = |s1 − s2|, for s1, s2 ∈ [0, r1].
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Let us analyse the corresponding picture on X ′, X˜ ′. Since F is an isometry,
γ′z′,w′(t) = F (γz,w(t)), z
′ = F (z), w′ = F (w), 0 ≤ t ≤ r1, (171)
is a geodesic on X ′. Since also f˜ is an isometry,
γ˜′z˜′,w˜′(t) = f˜(γ˜z˜,w˜(t)), z˜
′ = f˜(z˜), w˜′ = f˜(w˜) 0 ≤ t ≤ r1 − t1, (172)
is a geodesic on X˜ ′. Moreover, due to (161),
γ′z′,w′(t) = π
′(γ˜′z˜′,w˜′(t)), 0 ≤ t ≤ r1 − t1. (173)
In particular,
x′1 = γ
′
z′,w′(r1) = F (x1). (174)
and, as F is an isometry, γ′z′,w′ is the geodesic radius γ
′
x′1,z
′, traversed in the
opposite direction.
Our main idea is to continue γ˜′z˜′,w˜′ beyond t = r1− t1 and to use this contin-
uation to find x˜′1. To this end, consider γ˜
′
z˜′,w˜′(t) for 0 ≤ t ≤ r1 and define
x˜′1 = γ˜
′
z˜′,w˜′(r1).
We want to show that if an extension f˜ does exist, then f˜1(x1) = x˜1. To
prove that it is necessary to show that
π′(x˜′1) = x
′
1. (175)
Actually, we intend to show even more, namely, that
π′(γ˜′w˜,w˜1(t)) = γ
′
w,w1
(t), t ∈ [0, r1], (176)
and to use (176) later in the proof of existence of f˜1. In order to show (176),
let
t′ = sup{t ∈ [0, r1] : π′(γ˜′w˜,w˜1(s)) = γ′w,w1(s) for all 0 ≤ s ≤ t}. (177)
Note that, by (173), t′ ≥ t1 − r1. Our aim is to show that t′ = r1. Assume,
however, that t′ < r1 and let
u′ = γ′z′,w′(t
′), u˜′ = γ˜′z˜′,w˜′(t
′), u′ = π′(u˜′), u′ = F (u), with u = γz,w(t′),
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where the last equation follows from (171).
Consider the balls B′(u′, r′) ⊂ X ′, B˜′(u˜′, r′) ⊂ X˜ ′, where r′ is defined by
(165) with r(u), r(u′) with, however, 0 ≤ t′ − r′ < t′ + r′ ≤ r1. Observe that
γ′u′,z′(s) = γ
′
z′,w′(t
′ − s), γ′u′,x′1(s) = γ
′
z′,w′(t
′ + s)
are geodesic radii of B′(u′, r′) and, moreover,
d′
(
γ′u′,z′(s1), γ
′
u′,x′1
(s2)
)
= |s1 + s2|, if s1, s2 ∈ [0, r′]. (178)
This follows from the corresponding property of γz,w(s), see (170), due to
(171).
Let now µ˜(s), 0 ≤ s ≤ r′, be a lift of the geodesic radius γ′u′,x′1(s) which starts
at u˜′,
π′(µ˜(s)) = γ′u′,x′1(s), µ˜(0) = u˜
′ = γ˜′z˜′,w˜′(t
′). (179)
Then,
d˜′
(
γ˜′z˜′,w˜′(t
′ − s1), µ˜(s2)
) ≤ s1 + s2, s1, s2 ∈ [0, r′], (180)
with the equality taking place in (180) if and only if µ˜(s) is the continuation
of γ˜′z˜′,w˜′(t) beyond t = t
′. However,
d′(y′1, y
′
2) ≤ d˜′(y˜′1, y˜′2)), for any y′i = π′(y˜′i), y′i ∈ X ′.
It then follows from (173), (178) and (179) that we have equality in (173).
Therefore,
µ˜(s) = γ˜′z˜′,w˜′(t
′ + s), 0 ≤ s ≤ r′.
This shows that t′ = r1 as well as equations (175), (176).
At last, let us show that the result of the above construction is independent
of the choice of z˜ ∈ B˜0∪∂B˜1. Assume the opposite and let z˜i ∈ B˜0∪∂B˜1, i =
1, 2, give rise to different center points x˜′1 6= x˜′2 which both satisfy
π′(x˜′1) = x
′
1 = π
′(x˜′2), d˜
′(x˜′2, x˜
′
1) ≥ 5r1, (181)
where the last inequality follows from property (163).
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Summarising, we see that F , f˜ uniquely determine x˜′1.
QED
Note that the above considerations show that all the points z˜′ = f˜(z˜), z˜ ∈
B˜0 ∩ ∂B˜1, lie at the distance r1 from x˜′1, so that
f˜ : B˜0 ∩ ∂B˜1 7→ ∂B˜′1. (182)
9.3 Ball-to-ball continuation
In this subsection, using the above construction of γ˜′z˜′,w˜′, we will show how
to obtain f˜1 satisfying (166), (167), thus completing the proof of Lemma 9.4.
We start with
Case A: Connected ∂B˜1 ∩ B˜0 .
As F is an isometry, in particular,
∂f1 := F |∂B1 : ∂B1 → ∂B′1. (183)
Moreover, since the inner distance on ∂B1, ∂B
′
1 is uniquely defined by the
the distances d, d′ on X,X ′, respectively, we see that ∂f1 is an isometry. In
addition, f˜ |V˜ , where V˜ = ∂B˜1 ∩ B˜0, satisfies condition (161). Based upon
that we obtain
Proposition 9.6 Let F, f˜ satisfy condition of Lemma 9.4 and V˜ = ∂B˜1∩B˜0
is connected. Then, there is a unique isometry
∂f˜1 : ∂B˜1 → ∂B˜′1 : (184)
π′ ◦ ∂f˜1 = ∂f1 ◦ π, ∂f˜1|V˜ = f˜ |V˜ .
Proof. As follows from (164),
∂B1 = ∂B˜1/Gx˜1, ∂B
′
1 = ∂B˜
′
1/G
′
y˜1
, (185)
i.e. ∂B1, ∂B
′
1 are good orbifolds of dimension (n− 1).
Since, for (n − 1) ≥ 2, the sphere ∂B˜1 is simply connected, the unique
existence of ∂f˜1, satisfying (184), follows from the induction hypothesis.
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In the case n = 2, we observe that G(x˜1), G
′(x˜′1) are either finite cyclic
groups generated by rotations, or else dihedral group generaed by rotations
and reflections. The lengths L˜ of the circle ∂B˜1 and L˜
′ of the circle ∂B˜′1 are
given by
L˜ = |G|L, L˜′ = |G′|L′,
where L, L′ are the lengths of ∂B1, ∂B′1. Moreover, as ∂f1 is an isometry,
L = L′. Therefore, to apply Lemma 9.2, it is enough to show that |G| = |G′|.
To this end we observe that, by the isometry of F ,
V (B(x1, ρ)) = V
′(B′(x′1, ρ)), for any ρ ≥ 0,
where V, V ′ denote volumes in X, X ′, respectively. On the other hand,
V (B(x1, ρ)) = V˜ (B˜(x˜1, ρ))/|G|; V ′(B′(x′1, ρ)) = V˜ ′(B˜′(x˜′1, ρ))/|G′|,
V˜ , V˜ ′ being volumes in X˜, X˜ ′. Since
lim
ρ→0
V˜ (B˜(x˜1, ρ))
ρn
= lim
ρ→0
V˜ ′(B˜′(x˜′1, ρ))
ρn
= cn,
it follows from the preceding considerations that |G| = |G′|.
QED
Having ∂f˜1 at hand, we extend the isometry f˜ onto B˜1,
f˜1 : B˜1 → B˜′1
by the process of continuation along radii. Namely, let
y˜ = y˜(t) = γ˜x˜1,z˜(t) ∈ B˜1, 0 ≤ t ≤ r1,
where z˜ ∈ ∂B˜1. We define
y˜′ = y˜′(t) := f˜1(y˜(t)) = γ˜′x˜′1,z˜′(t), z˜
′ = ∂f˜1(z˜). (186)
Note that
d˜(y˜, x˜1) = t, d˜(y˜, z˜) = r1 − t, (187)
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and
d˜′(y˜′, x˜′1) = t, d˜
′(y˜′, z˜′) = r1 − t. (188)
Moreover, since r1 < i0, conditions (187), (188), with 0 ≤ t ≤ r1, determine
y˜, y˜′ uniquely.
Formula (186) defines a bijection
f˜1 : B˜1 → B˜′1,
with f˜1|∂B˜1 = ∂f˜1. Let us show that f˜1 satisfies
π′ ◦ f˜1 = F ◦ π, in B˜′1. (189)
Recall that, since ∂f1 satisfies (184), we have for z˜ ∈ ∂B˜1 and z˜′ ∈ ∂B˜′1 such
that z˜′ = f˜1(z˜), that
z′ = F (z), where z = π(z˜), z′ = π′(z˜′). (190)
As also x′1 = F (x1) and F is an isometry, this implies that
F (γx1,z(t)) = γ
′
x′1,z
′(t), 0 ≤ t ≤ r1. (191)
Together with (168), this proves (189).
Next we prove that f˜1 is a (local) isometry on B˜1. Take x˜ ∈ B˜1 so that
x = π(x˜) ∈ Xreg, x′ = π′(x˜′) ∈ Y reg, x˜′ = f˜1(x˜), x′ = F (x), (192)
where the last equations follow from (189). Then there is ρ > 0 such that
π : B˜(x˜, ρ)→ B(x, ρ); π′ : B˜′(x˜′, ρ)→ B′(x′, ρ),
are isometries. Using equation (189), this implies that f˜1 : B(x˜, ρ)→ B(y˜, ρ)
is an isometry. Therefore,
h˜(y˜) = f˜ ∗1
(
h˜′(y˜′)
)
, y˜ ∈ B(x˜, ρ), y˜′ = f˜1(y˜) ∈ B(x˜′, ρ). (193)
However, since the set of points x˜ ∈ B˜1 which satisfy (192) is dense, condition
(193) is satisfied in a dense set of B˜1. At last, due to the smoothness of h˜, h˜
′,
(193) is valid everywhere on B˜1.
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It remains to show that
f˜1|B˜0∩B˜1 = f˜ |B˜0∩B˜1 . (194)
Recall, see e.g. (182), that every γ˜′z˜′,x˜′1(t), z˜
′ = f˜(z˜), z˜ ∈ ∂B˜1 ∩ B˜0, is the
geodesic radius in B˜′1 from z˜
′ to x˜′1. By (172),
γ˜′z˜′,x˜′1(t) = f˜(γ˜z˜,x˜1(t)), if t < t1(z˜),
if t1(z˜) > 0 is defined so that γ˜z˜,x˜1(t) ∈ B˜0 for 0 ≤ t < t1. On the other hand,
by the definition of f˜1, see (187), (188),
γ˜′w˜,y˜1(t) = f˜1(γ˜z˜,x˜1(t)), 0 ≤ t ≤ r1.
Comparing these two equalities, we see that
f˜1(γ˜z˜,x˜1(t)) = f˜(γ˜z˜,z˜1(t)), 0 ≤ t < t1(z˜).
Therefore, there is an open ball B˜(y˜, ρ), 0 < ρ < 1
5
min(r(y) , r(F (y)), i0)
such that
B˜(y˜, ρ) ⊂ B˜1 ∩ B˜0, f˜1|B˜(x˜,ρ) = f˜ |B˜(x˜,ρ). (195)
Since B˜1 ∩ B˜0is convex, we can use Proposition 3.62, [51] on the properties
of isometries which implies equation (194).
This completes the proof of Lemma 9.4 in Case A.
Case B: General. Assume now that B˜0 ∩ ∂B˜1 is not connected. Let V˜ ⊂
B˜0 ∩ ∂B˜1 be open and connected. Similar to Case A, let ∂f˜V˜ : ∂B˜1 → B˜′1 be
an isometry which satisfies (184) and
∂f˜V˜ |V˜ = f˜ |V˜ .
By the same construction as in Case A we extend it to an isomorphism
f˜V˜ : B˜1 → B˜′1 and show that
f˜|V˜B˜0∩B˜1 = f˜ |B˜0∩B˜1 . (196)
It remains to show that this extension does not depend on V˜ . Indeed, if
V˜ ′ ⊂ B˜0 ∩ ∂B˜1 be another subset of ∂B˜1, then we can construct another
extension f˜V˜ ′ of f˜ which also satisfies (196). But then
f˜V˜ = f˜V˜ ′ on B˜0 ∩ B˜1.
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Since B˜0 ∪ B˜1 is connected, Proposition 3.62, [51] implies that f˜V˜ = f˜V˜
everywhere on B˜0 ∪ B˜1.
Defining f˜1 = f˜V˜ for any V˜ , we complete the proof of Lemma 9.4. QED
9.4 Continuation along balls.
Consider now a general open connected U˜ 6= ∅ with f˜ satisfying (161). Our
next foal is to extend f˜ onto the whole X˜. To this end, we first choose an
arbitrary ball B˜0 = B˜(x˜0, r0),
r0 <
1
5
min(r(x0), r(F (x0)), i0), (197)
where x0 = π(x˜0) such that B˜0 ⊂ U˜ .
Next, let x˜ ∈ X˜ be arbitrary and let µ˜(t), µ˜(0) = x˜0, µ˜(1) = x˜, be a con-
necting curve.
Definition 9.7 A (finite) chain of balls B˜0, B˜1, . . . , B˜p is called associated
with µ˜ if there are intervals [0, t+0 ), (t
−
1 , t
+
1 ), . . . , (t
−
p , 1] with t
+
j ∈ (t−(j+1), t+(j+1)),
such that
µ˜(t) ∈ B˜j , t ∈ (t−j , t+j ), j = 0, . . . , p.
Here assume also that each ball B˜j satisfies condition (197).
The idea of the extension of f˜ to (a vicinity of) x˜ is to extend it, using the
construction described in subsection 9.3, along a chain of balls associated
with µ˜. Observe that then
f˜j |B˜j∩B˜j+1 = f˜j+1|B˜j∩B˜j+1 ,
where f˜j is the continuation f˜0 = f˜ to the ball B˜j. Note that we can al-
ways assume t+j ≤ t−(j+2) since otherwise the piece µ˜(min(t−(j+1), t−(j+2)), t+(j)) ⊂(
B˜j ∩ B˜(j+1) ∩ B˜(j+2)
)
, and the above equality implies that
f˜j |B˜j∩B˜j+1∩B˜j+2 = f˜j+1|B˜j∩B˜j+1∩B˜j+2 ,
f˜j+1|B˜j∩B˜j+1∩B˜j+2 = f˜j+2|B˜j∩B˜j+1∩B˜j+2 .
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Thus, by Proposition 3.62, [51],
f˜j |B˜j∩B˜j+2 = f˜j+2|B˜j∩B˜j+2
and, with omitted B˜(j+1), we obtain the same continuation to the vicinity of
x˜.
The above observations show that, for any 0 ≤ t ≤ 1, we construct an unique
local isometry f˜ t : U˜ t → X˜ ′, where U˜ t is an open convex vicinity of µ(t).
This f˜ t is a continuation of f˜ along a chosen set of balls and, if t−j < t < t
+
j ,
then f˜ t coincides with f˜j near µ(t). However, at this stage, we do not assume
that, if µ˜(t) = µ˜(t′), then f˜ t coincides with f˜ t
′
near µ˜(t) = µ˜(t′).
Let us first show an existence of an associated chain of balls for any finite
curve µ˜. Let t0 = sup t ≥ 0 such that there is a finite chain of balls associated
with the curve µ˜[0, t]. We need to show that t0 = 1. Assume the opposite
and consider a ball B˜′ := B(x˜′, r′) ⊂ X˜, where x˜′ = µ˜(t0) and r′ satisfies
(197). Then, there are t− < t0 < t+, such that
µ˜(t) ∈ B˜′, if t− < t < t+.
On the other hand, for any t˜, t− < t˜ < t0, there is a chain of balls B˜0, . . . , B˜p
associated with µ˜[0, t˜]. Then the chain of balls B˜0, . . . , B˜p, B˜p+1 = B˜
′ is
associated with µ˜[0, s], for any t0 < s < t+, which contradicts the definition
of t0.
Therefore, by the above procedure, it is possible to extend f˜ to a vicinity of
any point x˜ ∈ X˜ providing a local isometry, f˜x˜ in this vicinity, i.e. there is
U˜(x˜) ⊂ X˜, x˜ ∈ U˜(x˜) with
f˜x˜ : U˜(x˜)→ X˜ ′, F ◦ π|U˜(x˜) = π′ ◦ f˜x˜|U˜(x˜).
Note that, at this stage, we do not assume that, for x˜ ∈ X˜, such a local
isometry is unique. To show this we start with the following result:
Lemma 9.8 Let, for a given curve µ˜[0, 1] connecting x˜0 and x˜, {B˜i}pi=0, {D˜j}qj=0
be associated chains of balls in the sense of definition 9.7. Denote by f˜ tB, f˜
t
D
the corresponding extensions of f˜ to a vicinity of µ˜(t).
Then, for all t ∈ [0, 1],
f˜ tB = f˜
t
D on U˜
t
B ∩ U˜ tD.
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Proof. Let
t∗ = sup{t ∈ [0, 1] : f˜ sB = f˜ sD, near µ˜(s), for 0 ≤ s ≤ t}.
Clearly, t∗ > 0 since, for small t′, f˜ tB, f˜
t
D coincide with f˜ . Let t
∗ < 1 and
B˜∗, D˜∗ be the balls in the associated chains which correspond to t∗. We note
that, in principle, there may be two balls in every chain which correspond to
t∗, in which case we choose any of them. Denote by f˜ ∗B, f˜
∗
D the continuations
of f˜ onto balls B˜∗, D˜∗ along the chains {B˜i}pi=0, {D˜j}qj=0. Note that there is
ε > 0 such that
µ˜(t∗ − ε, t∗ + ε) ⊂ B˜∗ ∩ D˜∗.
Choose any t ∈ (t∗ − ε, t∗). Then f˜ tB = f˜ tD in some small ball B˜(µ˜(t), δ) ⊂
B˜∗ ∩ D˜∗. However, according to our construction of f˜ tB, f˜ tD, then
f˜ ∗B|B˜(µ˜(t),δ) = f˜ tB|B˜(µ˜(t),δ) = f˜ tD|B˜(µ˜(t),δ) = f˜ ∗D|B˜(µ˜(t),δ).
As B˜∗ ∩ D˜∗ is convex, by Proposition 3.62, [51],
f˜B|B˜∗∩D˜∗ = f˜D|B˜∗∩D˜∗ ,
and, in particular, near µ˜(t), t∗ < t < t∗+ε. As this contradicts the definition
of t∗. Therefore, t∗ = 1. QED
Note that, as follows from the proof of Lemma 9.8, for ant t ∈ [0, 1] there is
ρ(t) > 0, such that, for choice of the chain of balls {B˜i}pi=0, f˜ tB can be uniquely
extended as a Riemannian isometry, satisfying (162), onto the convex ball
B˜(µ(t), ρ(t)). Using these results, we can show
Lemma 9.9 Let F, f˜ and U˜ 6= ∅ satisfy the conditions of Theorem 9.3.
Then, for any x˜ ∈ X˜, the local isometric extension f˜x˜ is uniquely defined.
Let
F˜ (x˜) = f˜x˜(x˜), x˜ ∈ X˜. (198)
Then F˜ : X˜ → X˜ ′ is a local isometry satisfying (162) and
F˜ |U˜ = f˜ . (199)
105
Proof Let us first show that f˜x˜ does not depend upon the choice of a curve
µ˜ connecting x˜0 to x˜. Assume that µ˜0(t) and µ˜1(t) are two curves from x˜0
to x˜ and denote by f˜ 0x˜ and f˜
1
x˜ the corresponding continuations of f˜ along
µ˜0(t) and µ˜1(t) which, by Lemma 9.8, do not depend upon a choice of chains
associated with these curves. We want to show that there is ρ = ρ(x˜) > 0 so
that f˜ 0x˜ , f˜
1
x˜ have a unique continuation to B˜(x˜, ρ) and
f˜ 0x˜ |B˜(x˜,ρ) = f˜ 1x˜ |B˜(x˜,ρ). (200)
Since X˜ is simply connected, we can deform µ˜0 to µ˜1 as µ˜s(t), 0 ≤ s ≤ 1.
Observe now that if {B˜j(s)} is a chain associated with a curve µ˜s, then it
is associated also with µ˜σ, for σ sufficiently close to s. Therefore, for any
s ∈ [0, 1], there is an (relatively) open interval Is ⊂ [0, 1], s ∈ Is such that
f˜σ = f˜ s, for σ ∈ Is. Here we denote by f˜σ the local isometry f˜x˜ obtained
by continuation along µ˜σ. Using the connectedness and compactness of the
interval s ∈ [0, 1], we see that f˜ 0 = f˜ s near x˜. Moreover, since f˜ 0 = f˜ s near
x˜ implies that their unique continuations coincide on e.g. B˜(x˜, ρ), where ρ
is independent of s, we obtain (200) proving that f˜x˜ is defined uniquely.
Let now F˜ be of form (198). Then using the fact that, for x˜ ∈ X˜ and a
chain {B˜i}pi=0 from x˜0 to x˜, the same chain is appropriate for y˜ near x˜, by
the similar arguments as above we see that
F˜ = f˜x˜ in a vicinity of x˜.
This shows that F˜ is a local isometry satisfying (162).
At last, we use the fact that U˜ is connected so that we can choose µ˜[0, 1] ⊂ U˜ .
In this case, we can choose B˜j ⊂ U˜ , j = 0, . . . , p. Then, f˜ tB coincide with f˜
for any t ∈ [0, 1]. This proves (199).
QED
We complete this subsection by considering the case U˜ = ∅. Take x0 ∈
Xreg, x′0 = F (x0) ∈ X ′reg. Take x˜0 ∈ (π)−1(x0), x˜′0 ∈ (π′)−1(x′0) and let
r0 > 0 satisfying (197) be so small that
π : B˜(x˜0, r0)→ B(x0, r0), π′ : B˜(x˜′0, r0)→ B(x′0, r0),
are isometric coverings. Since F is an isometry, we can take
f˜ = (π′)−1|B˜(x′0, r0) ◦ F ◦ π|B˜(x˜0, r0), f˜ : B(x˜0, r0)→ X˜
′,
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to be the desired local isometry with U˜ = B˜(x˜0, r0). Since, by definition, f˜
satisfies (161), by using the constructions of subsections 9.2–9.4, we construct
F˜ which satisfies (162).
9.5 Completing proof of Theorem 9.3
It remans to show that the constructed F˜ : X˜ → Y˜ is an isometry rather
than a local isometry.
Let us first show that F˜ (X˜) = X˜ ′, i.e. F˜ is surjective. Since X˜ ′ is connected
and, by local isometry, F˜ (X˜) is open, it is enough to show that F˜ (X˜) is
closed.
Let y˜′ ∈ cl
(
F˜ (X˜)
)
\ F˜ (X˜) with y′ = π′(y˜), y = F−1(y′). Choose r > 0
satisfying conditions (165). Let now y˜′0 ∈ F˜ (X˜)∩B˜(y˜′, r) and y˜0 ∈ (F˜ )−1(y˜′0).
Consider y = π(y˜). Then, since X = X˜/G, it follows from conditions (165)
that there is a unique y˜ ∈ X˜ such that
d˜(y˜, y˜0) < r. (201)
Then
F˜ (y˜) = y˜′. (202)
Indeed, since F˜ is a local isometry,
d˜(F˜ (y˜), y˜′0) < r, (203)
where we use that F˜ (y˜0) = y˜
′
0. Since π
′
(
F˜ (y˜)
)
= π′(y˜′), (202) follows from
(201), (203) due to (165).
Summarising, F˜ : X˜ → X˜ ′ is a surjective local isometry. Thus, F˜ is a
Riemannian covering of X˜ ′. However, X˜ ′ is simply connected, therefore, F˜
is a Riemannian isometry between X˜ and X˜ ′.
It remains to show that
G ≈ G′. (204)
Indeed, for any g ∈ G, let
g′ = F˜ ◦ g ◦ (F˜ )−1.
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Note that g′ is an isometry in X˜ ′. To show that g′ ∈ G′ we should prove
π′ ◦ g′ = π′. We have
π′ ◦ g′ = π′ ◦ F˜ ◦ g ◦ (F˜ )−1 = F ◦ π ◦ g ◦ (F˜ )−1
= F ◦ π ◦ (F˜ )−1 = π′ ◦ F˜ ◦ (F˜ )−1 = π′.
In proving the above we have twice made use of equation (162), which is
already at hand, and also the fact that, since X = X˜/G, we have π ◦ g = π.
Clearly,
g′1 ◦ g′2 =
(
F˜ ◦ g1 ◦ (F˜ )−1
)
◦
(
F˜ ◦ g2 ◦ (F˜ )−1
)
= F˜ ◦ g1 ◦ g2 ◦ (F˜ )−1.
Thus, the map g → F˜ ◦ g ◦ (F˜ )−1 is a homomorphism from G to G′ with the
inverse g′ → (F˜ )−1 ◦ g′ ◦ F˜ . This proves (204).
This completes the proof of Theorem 9.3.
QED
9.6 General Case
To complete the proof of the theorem, consider now two, not necessarily
good, orbifolds X and X ′ which are isometric with an isometry F . For any
x ∈ X denote by x′ ∈ X ′ the corresponding point x′ = F (x). Choose
r > 0 sufficiently small so that the balls V = B(x, 2r), V ′ = B′(x′, 2r) have
uniformizing covers
V˜ = B˜(O , 2r), V˜ ′ = B˜′(O ′, 2r), (205)
where O ,O ′ ar just two copies of O . Consider the balls U = B(x, r), U ′ =
B′(x′, r). We can treat U, U ′ as two good orbifolds,
U = B˜(O , 2r)/G, U ′ = B˜′(O ′, r)/G′, G = G(x), G′ = G(x′).
Then FU := F |U is an isometry between them U and U ′. We intend to apply
Theorem 9.3 to this case. However, since U, U ′ are not complete we should
make the necessary modifications.
Namely, the existence of a uniform i0 should be substituted by i0(d∂), where
d∂ is the distance to ∂U, ∂U
′. This function i0(d∂) is strictly positive inside
U, U ′. Using i0(d∂) we correspondingly modify equation (165).
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With this modification is it possible to carry out all the considerations of
Theorem 9.3 for U, U ′, so that FU can be lifted to an isometry
F˜U : U˜ → U˜ ′, FU ◦ π = π′ ◦ F˜U ,
with
(F˜U)∗ : G→ G′, (F˜U)∗(g) = F˜U ◦ g ◦ (F˜U)−1,
being an isomorphism between G = G(x) and G′ = G(x′).
As this is true for any x ∈ X, this completes the proof of the second part of
Theorem 1.7.
QED
Finally we give a proof of Corollary 1.10.
Proof of Corollary 1.10 Suppse that the corollary does not hold. Then we
would have sequences (Mi, pi, µMi) and (M
′
i , p
′
i, µM ′i) inMMp∩Mn−1(n,Λ, D; c0)
satisfying
dpmGH((Mi, pi, µMi), (M
′
i , p
′
i, µM ′i)) < 1/i
which, however, do not satisfy the conclusion of the corollary. Then, by
the precompactness of MMp, passing to subsequences we may ssume that
(Mi, pi, µMi) and (M
′
i , p
′
i, µM ′i) converge to (X, p, µ) and (X
′, p′, µ′) respec-
tively with respect to the pointed measured GH-distance. Since
dpmGH((X, p, µ), (X
′, p′, µ′)) = 0,
from Lemma 2.11 we have an isometry Φ : (X, p) → (X ′, p′) such that
Φ∗(µ) = µ′. By Lemma 1.9, X has dimension ≥ n − 1. If dimX = n, X
and X ′ are manifold, and Mi and M ′i are diffeomorhic to each other for large
i. Suppose dimX = n − 1. By Corollaries 2.4, 2.7, X and X ′ are orbifolds
and Mi and M
′
i are Seifert S
1-bundle over X and X ′ respectively. This is a
contradiction.
QED
10 Appendix A: Collapsing manifolds in physics
In the modern quantum field theory, in particular in the string theory one
often models the Universe as a high-dimensional, almost collapsed manifold.
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This type of considerations started from the Kaluza-Klein theory in 1921 in
which the 5-dimensional Einstein equations are considered on R4 × S1(ε),
that is, on the cartesian product of the standard 4-dimensional space-time
with the Minkowski metric and a circle S1(ε) of radius ε. As ε → 0, the 5-
dimensional Einstein equation yields to a model containing both the Einstein
equation and Maxwell’s equations. In this appendix shortly review this and
discuss its relation to the considerations presented in the main text of this
paper.
In the Kaluza-Klein theory one starts with a 5-dimensional manifold N =
R
4×S1 with the metric ĝ = ĝjk, j, k = 0, 1, 2, 3, 4 which is a Lorentzian metric
of the type (−,+,+,+,+). The "hat" marks the fact that ĝ is defined on a
five dimensional manifold. We use on N the coordinates x = (y0, y1, y2, y3, θ),
where θ is consider as a variable having values on [0, 2π]. Let us start with
a background metric (or the non-perturbed metric)
ĝjk(x)dx
jdxk = ηνµ(y, θ)dy
νdyµ + ε2dθ2,
where ε > 0 a small constant and ν, µ, α, β are summing indexes having values
ν, µ, α, β ∈ {0, 1, 2, 3} . Here, we consider the case when [ηνµ(y, θ)]3ν,µ=0 =
diag (−1, 1, 1, 1). Next we consider perturbations of the background metric
ĝ that we write in the form
ĝjk(x)dx
jdxk = e−σ/3(eσ(dθ + κAµdy
µ)2 + gνµdy
νdyµ),
where κ > 0 is a constant, σ = σ(y, θ) is a function close to the constant
c(ε) := 3 log ε, ε > 0 the 1-form A = Aµ(y, θ)dy
µ is small and gνµ(y, θ) is
close to eσ(y,θ)/3ηνµ(y, θ).
Assume next that ĝjk satisfies the 5-dimensional Einstein equations
Ricjk(ĝ)− 1
2
(ĝpqRicpq(ĝ)) ĝjk = 0 in R
4 × S1
and write g = gµν(y, θ), A = Aµν(y, θ) and σ = σµν(y, θ) in terms of Fourier
series,
gµν =
∞∑
m=−∞
gmµν(y)e
imθ, Aµ =
∞∑
m=−∞
Amµ (y)e
imθ, σ =
∞∑
m=−∞
σm(y)eimθ.
Here, the functions Amµ (y) and σ
m(y) correspond to some physical fields.
When ε is small, the manifold N is almost collapsed in the S1 direction and
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all these functions with m 6= 0 corresponds to physical fields (or particles)
of a very high energy which do not appear in physical observations with a
realistic energy. Thus one considers only the terms m = 0 and after suitable
approximations (see [54] and [65, App. E]) one observes that the matrix
g0µν(y), considered as a Lorentzian metric on M = R
4, the 1-form A0(y) =
A0µ(y)dy
µ, and the scalar function φ(y) = 1√
3
σ0(y) satisfy
Ricµν(g
0)− 1
2
((g0)pqRicpq(g
0)) g0µν = Tµν in R
4, (206)
Tµν = κ
2e
√
3φ
(
(g0)αβFανFβµ − 1
4
(g0)αβ(g0)γδFαγFβδg
0
µν
)
(207)
+∇µφ∇νφ− 1
2
((g0)αβ∇αφ∇βφ)gµν ,
d(∗F ) = 0 in R4, (208)
g0φ =
1
4
κ2e
√
3φ(g0)αβFανFβµ in R
4, (209)
where T is called the stress energy tensor, ∗ is the Hodge operator with re-
spect to the metric g0µν(y), ∇µφ = ∂φ∂xµ denotes the partial derivative, g0 is
the Laplacian with respect to the Lorentzian metric g0µν(y) (i.e. the wave op-
erator), and Fµν(y) is the exterior derivative of the 1-form A
0(y) = A0µ(y)dy
µ,
F = dA0. Physically, if we write F = E(y)∧ dy0+B(y), then E corresponds
to electric field and B the magnetic flux (see [22]).
Above (208) for F = dA0 are the 4-dimensional formulation Maxwell’s equa-
tions, (209) is a scalar wave equation corresponding a mass-less scalar field
that interacts with the A0 field, (206)-(207) are the 4-dimensional Einstein
equations in a curved space-time with stress-energy tensor T , which corre-
sponds to the stress-energy of the electromagnetic field F and scalar field φ.
Thus Kaluza-Klein theory unified the 4-dimensional Einstein equation and
Maxwell’s equations. However, as the scalar wave equation did not corre-
spond to particles observed in physical experiments the theory was forgotten
for a long time due to the dawn of quantum mechanics. Later, on 1960-
1980’s it was re-invented in the creation of string theories when the manifold
S1 was replaced by a higher dimensional manifolds, see [3]. However, the
Kaluza-Klein theory is still considered as an interesting simple model close
to string theory suitable for testing ideas.
To consider the relation of the Kaluza-Klein model to the main text in the
paper, let us consider 5-dimensional Einstein equations with some matter
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model on manifolds Nε = R×Mε, ε > 0 where ({t}×Mε, gε(·, t)), t ∈ R are
compact 4-dimensional Riemannian manifolds. Let ĝε = −dt2+gε(·, t) be the
background metric on Nε and assume that the metric gε(·, t) is independent
of the variable t. Moreover, assume that we can make do small perturbations
to the matter fields in the domain R+×Mε that cause the metric to become
a small perturbation ĝε(·, t; h) = −dt2+ gε(·, t; h) of the metric gε(·, t), where
h > 0 is a small parameter related to the amplitude of the perturbation.
By representing tensors gε(t, x; h) for all h at appropriate coordinates (the
so called wave gauge coordinates), one obtains that the tensor g˜(t, x) =
∂hĝε(t, x; h)|h=0 satisfies the linearized Einstein equations, that is, a wave
equation
̂g˜jk(t, x) + b
lpq
jk (t, x)∇̂lg˜pq(t, x) + cpqjk(t, x)g˜pq(t, x) = T˜jk(t, x) on Mε × R,
g˜pq(t, x) = 0 for t < t− for some t− ∈ R, (210)
see [18, Ch. 6], where ̂ = ĝ is the wave operator, ∇̂ = ∇ĝ is the covariant
derivative with respect to the metric ĝ, and T˜ is a source term corresponding
to the perturbation of the stress-energy tensor. We mention that in realistic
physical models T˜ should satisfy a conservation law but we do not discuss
this issue here.
Let us now consider scalar equation analogous to (210) for a real value func-
tion Uε(t, x) on R×Mε,
̂Uε(t, x) +B
ν
ε (x)∇νUε(t, x) + Cε(x)Uε(t, x) = Fε(t, x) on R×Mε,
Uε(t, x) = 0 for t < 0.
We will apply to the solution Uε(t, x) the wave-to-heat transformation
(T f)(t) = 1
2π
∫
R×R
e−ξ
2t+it′ξf(t′) dt′dξ
in the time variable and denote uε(t, x) := (T Uε)(t, x) and fε(t, x) := (T Fε)(t, x).
Then uε satisfies the heat equation
(
∂
∂t
−∆gε +Bνε (x)∇ν + Cε(x))u(t, x) = fε(t, x) on Mε × R+,
uε|t=0 = 0,
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where ∆gε is the 3-dimensional Laplace-Beltrami operator on (Mε, gε). Then,
if we can control the source term Fε and measure the field Uε for the wave
equation (with a measurement error) we can also produce many sources fε for
the heat equation and compute the corresponding fields uε. In this paper we
have assumed that we are given the values of the heat kernel, corresponding
to measurements with point sources, at the δ-dense points in the subset
(δ, δ−1) ×Mε of the space time with some error. Due to the above relation
of the heat equation to the wave equation and the hyperbolic nature of the
linearized Einstein equation, the inverse problem for the point heat data
can be considered as a (very much) simplified version of the question if the
observations of the small perturbations of physical fields in the subset R×Ω
of an almost stationary, almost collapsed universe R ×Mε can be used to
find the metric of R ×Mε in a stable way. As Mε can be considered as a
S1-fiberbundle π : Mε → M0 on a 3-manifold M0, it is interesting to ask
if the measurements at the δ-dense subset, where δ is much larger than ε,
can be used to determine e.g. the relative volume of the almost collapsed
fibers π−1(y), y ∈M0. Physically, this means the question if the macroscopic
measurements be used to find information on the possible changes of the
parameters of the almost collapsed structures of the universe in the space-
time. We emphasize that in the questions discussed in this appendix are not
related to the practical testing of string theory, but more to the philosophical
question, can the properties of the almost collapsed structures in principle
be observed using macroscopic observations, or not. In terms of Example 1
in Introduction of this paper, the above questions are close to the following
question:
A generalization of Example 1. Assume that we have a manifold M =
N × S. Denote points x ∈ M by x = (y, z), y ∈ N, z ∈ S. Assume that
hσ is a family of metric tensors, depending on parameter σ > 0, of the form
Gjk(y)dy
jdyk+σ2 pim(y, z)dz
idzm, where σ > 0 is small (in physical applica-
tions, σ could correspond to the Planck constant). When we make measure-
ments with accuracy δ >> σ at a δ-dense set of measurement points, we can
try to approximately find the metric Gjk(y) and some functions associated
with pim(y, z) (e.g. the dependence of the volume of (S, pim(y, z)dz
idzm) on
y). Roughly speaking, these questions are:
(A) Can we do macroscopic reconstructions when directly unobservable S-
structure is included in the physical model?
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(B) Can we find parameters of S-structure via macroscopic measurements?
11 Appendix B: Remark on the smoothness in
Calabi-Hartman [12] and Montgomery-Zippin
[47]
LetN be either the manifoldM orG×M , whereG is a Lie group of isometries
acting on M . We consider Zygmund classes Cs∗(N), s > 0. To define these
spaces, we cover N by a finite number of coordinate charts, (Ua,Φa) with,
e.g. Φa(Ua) = Q2r, where Qr is a cube with a side 2r and assume that
J⋃
a=1
(
Φ−1a (Qr)
)
= N.
Then the definition of the norm in Cs∗(N) is analogous to the definition of
these spaces in Euclidean space, cf. Sec. 2.7 [64].
Let ŝ ∈ Z+, s˜ ∈ (0, 1] satisfy s = ŝ+ s˜. We say that f : N → R is in Cs∗(N),
if for some δ < r,
‖f‖Cs
∗
(N) = ‖f‖C(N) +
J∑
a=1
 sup
x∈Qr
sup
|h|<δ
∑
|β|≤ŝ
1
|h|s˜ |(∆
2
h∂
βfa)(x)|
 <∞, (211)
where fa = (φj · f)◦Φ−1a and φj ∈ C∞0 (Ua) are functions for which
∑J
a=1 φa(x) =
1. Here
(∆2hfa)(x) = fa(x+ h) + fa(x− h)− 2fa(x).
If condition (211) is satisfied, its rhs defines the norm of f in Cs∗(N). We
will also consider maps F : N → M and denote that F ∈ Cs∗(N ;M) if the
coordinate representation of F in the local coordinates are Cs∗-smooth.
Note that even though the norm (211) depends on the used local coordinates,
the smooth partition of unity φa, and on δ, the resulting norms are equivalent.
Also, when s /∈ Z+, Cs∗(N) coincides with the Hölder spaces C ŝ,s˜(N).
By [64, Th. 2.7.2(2)], the norm involving only terms with the finite differ-
ences along the coordinate axis xj of the partial derivatives along the same
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coordinate axis, namely
‖f‖(1)Cs
∗
= ‖f‖C(N) +
J∑
a=1
[
sup
x∈Qr
sup
0<ρ<δ
n∑
j=1
1
ρs˜
∣∣∣∣(∆2ρ,j ∂ŝfa(∂xj)ŝ
)
(x)
∣∣∣∣
]
, (212)
is equivalent to (211). Here
(∆2ρ,jh)(x) = h(x+ ρej) + h(x− ρej)− 2h(x).
Let (N i, hi), i = 1, 2 be Riemannian manifolds and let Bi ⊂ N i be metric
balls on these manifolds. We will use estimates presented in [12] for map
F : M1 →M2 which restriction to ball B1 defines an isometry F : (B1, h1)→
(B2, h2). We note that the constants in these estimates depend only on
the norms of hi, i = 1, 2, in the appropriate function classes Cs∗ in some
larger balls containing Bi and the radii of these balls. Thus, when dealing
with the case when a Lie group G has isometric actions on manifold M and
F = Fg : M →M is the action of the group element g ∈ G, then in the case
when M and G are compact, we obtain uniform estimates by covering the
manifold and the Lie group with finite number of balls. In the case when M
is compact but G is not, we observe that the estimates on finite collection of
balls covering M and one ball B ⊂ G for which ∪g∈G(gB) = G yield uniform
estimates on the space G×M .
Let (M,h) be a compact Riemannian manifold with a metric h ∈ Cs∗(M),
s > 1, that is in suitable local coordinates the elements hjk(x) of the metric
tensor h are in Cs∗(M). Let G be a Lie group of transformations acting on M
as isometries, i.e. for any g ∈ G the action of g, denoted Fg : M → M is an
isometry. Let us denote F : G ×M → M ; F (g, x) = Fg(x). Next we will
use local coordinates (xj)nj=1 = (x
1, . . . , xn) of M and (gα)pα=1 = (g
1, . . . , gp)
of G. Below, we will use latin indexes i, k, l for coordinates on M and greek
indexes α, β, γ on coordinates on G. Thus e.g. for a function f : G×M → R
we often denote ∂αf(g, x) =
∂f
∂gα
(g, x) and ∂jf(g, x) =
∂f
∂xj
(g, x).
Let us next assume that h ∈ Cs∗(M), s > 1. Our aim is to prove that then
F : G × M → M is in Cs∗(G × M ;M), that is, in local coordinates the
components Fm(g, x) of F (g, x) are in Cs∗(G ×M). Let us start from the
case when 1 < s ≤ 2. Let g ∈ G be fixed for a while and denote F = Fg.
Then we see from Th.(*)(ii) that F ∈ C2(M ;M). Using local coordinates of
M in sufficiently small balls B1 and B2 satisfying F (B1) → B2, we have by
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[12, formula (5.2)],
Γ
(1),p
ij (x)
∂Fm
∂xp
− Γ(2),mpq (F (x))
∂F p
∂xi
∂F q
∂xj
=
∂2Fm
∂xi∂xj
, (213)
where Γ
(1),p
ij (x) and Γ
(2),p
ij (x) are the Christoffel symbols of the metric h in
B1 and B2, correspondingly. As h ∈ Cs∗ and F ∈ C2, we see easily that all
terms in the left side of formula (213) except maybe the term Γ
(2),m
pq (F (x))
are in Cs−1∗ . Next we consider this term and will show that as Γ
(2),m
pq ∈ Cs−1∗
and F ∈ C1, then their composition satisfies
Γ(2),mpq ◦ F ∈ Cs−1∗ (B1). (214)
To show this, observe that since F ∈ C2, we have∣∣∣∣F (x+ y2
)
− 1
2
F (x)− 1
2
F (y)
∣∣∣∣ ≤ C|x− y|2. (215)
Let (s− 1)/2 < t < s− 1. Then Γ(2),mpq ∈ Ct(B2) and for x, y ∈ B1 we have∣∣∣∣Γ(2),mpq (F (x+ y2 )
)
− Γ(2),mpq
(
1
2
F (x) +
1
2
F (y)
)∣∣∣∣ ≤ c|x− y|2t ≤ c′|x− y|s−1.
Moreover, we see that∣∣∣∣Γ(2),mpq (F (x)) + Γ(2),mpq (F (y))− 2Γ(2),mpq (F (x+ y2 )
)∣∣∣∣ ≤∣∣∣∣Γ(2),mpq (F (x)) + Γ(2),mpq (F (y))− 2Γ(2),mpq (12F (x) + 12F (y)
)∣∣∣∣+ c′|x− y|s−1
≤ c|F (x)− F (y)|s−1 + c′|x− y|s−1 ≤ C|x− y|s−1.
which proves inequality (214).
By [37], the space Cs−1∗ (M) with s > 1 is an algebra, that is, the pointwise
multiplication satisfies Cs−1∗ (M) ·Cs−1∗ (M) ⊂ Cs−1∗ (M). Thus it follows from
(213) that ∂
2Fm
∂xi∂xj
∈ Cs−1∗ (B1). This shows that Fg ∈ Cs+1∗ (M ;M) for g ∈ G.
Differentiating further (213) with respect to variables xj and repeating the
above considerations, we see that if h ∈ Cs∗(M) with s ∈ (3, 4] then Fg ∈
Cs+1∗ (M,M). Iterating this construction, we obtain
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Lemma 11.1 Let (M,h), h ∈ Cs∗(M), s > 1 be a compact Riemannian
manifold. Let G be a Lie group of transformations acting onM as isometries,
i.e., for any g ∈ G, the corresponding action on M , Fg : M → M is an
isometry. Then, for each g ∈ G the map Fg is in Cs+1∗ (M ;M), and the norm
of Fg in C
s+1
∗ (M ;M) is uniformly bounded with respect to g ∈ G.
We turn now to [47]. The corresponding result in [47] which we need is as
follows (see Th. on p. 212, sec. 5.2, [47]):
Theorem 11.2 (Montgomery-Zippin) Let M be a differentiable manifold of
class Ck(M), k ∈ Z+. Let G be a Lie group of transformations acting on M
so that, Fg(·) ∈ Ck(M), uniformly in g ∈ G. Then, in the local real-analytic
coordinates in G and the Ck smooth coordinates of M , we have
F (g, x) := Fg(x) ∈ Ck(G×M).
Note that as G is a Lie group it has an analytic structure.
Our goal is to extend Theorem 11.2 to spaces Cs∗ .
Proposition 11.3 (Generalization of Montgomery-Zippin theorem)
Let s > 1 and (M,h) be a compact Riemannian manifold with the Cs∗-smooth
coordinates. Let G be a Lie group of transformations acting on M , i.e. for
any g ∈ G, Fg : M → M is a diffeomorphism Define F : (G × M) →
M ; F (g, x) = Fg(x). Assume that Fg ∈ Cs∗(M ;M), uniformly in g ∈ G.
Then, in the local real-analytic coordinates in G and the Cs∗ smooth coordi-
nates of M ,
F ∈ Cs∗(G×M ;M).
Proof. Let 1 < s′ < s′′ < s. Let us next show that the map
F : G→ Cs′∗ (M ;M), g 7→ Fg(·) (216)
is continuous. Essentially, this follows from the facts that s′ < s, our assump-
tion that Fg ∈ Cs∗(M ;M), uniformly in g ∈ G, and that F (g, x) is uniformly
continuous with respect to (g, x) ∈ G ×M . However, let us show this in
detail. Let us first consider the case when 1 < s ≤ 2 and a scalar, uniformly
continuous function f : G×M → R. Denoting fg(x) = f(g, x), and assuming
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that g 7→ fg is continuous map G → Cs′∗ (M), we have for h, ρ ∈ R, |h| < 1,
|ρ| ≤ 1 ∣∣∣∣∂(fg − fg′)(x+ h)∂xi − ∂(fg − fg′)(x)∂xi (217)
−1
ρ
(
(fg − fg′)(x+ h + ρei)− (fg − fg′)(x+ h)
+(fg − fg′)(x+ ρei)− (fg − fg′)(x)
)∣∣∣∣
≤ C(s′′)ρs′′,
where C(s′′) is uniform with respect to g, g′ ∈ G.
On the other hand,
1
|h|s′
∣∣∣∣∂(fg − fg′)∂xi (x+ h)− ∂(fg − fg′)∂xi (x)
∣∣∣∣ ≤ C(s′′)|h|s′′−s′. (218)
Thus, for any ε > 0, we can find h0 > 0 such that the left hand side of
(218) is less than ε/2 for |h| < h0. Moreover, we can find ρ0 > 0 such
that the right hand side of (217) is less than ε/2 for |ρ| ≤ ρ0. As f :
G ×M → R is continuous and, therefore, uniformly continuous, any g ∈ G
has a neighborhood Vε(g) in G, such that for g
′ ∈ Vε(g) and x ∈ M
|(fg − fg′)(x)| < 1
8
ρ0εh
s′
0 .
Combining the above considerations we see that if g′ ∈ Vε(g), then
‖fg − fg′‖Cs′
∗
(M) < ε.
Applying the above for the coordinate representation of F : G ×M → M ,
we obtain (216) in the case when 1 < s′ < s ≤ 2. Analyzing the higher
derivatives similarly, we obtain (216) for all s > s′ > 1.
Next let gα, α = 1, 2, . . . , p be real-analytic coordinates on G near the iden-
tity element id for which the coordinates of the identity element are 0 =
(0, 0, . . . , 0). Let eα = ∂gα|g=id, and teα, t ∈ R denote the elements of the
one-parameter subgroup in G generated by eα. Let x
j , j = 1, 2, . . . , n be
the local coordinates in an open set B ⊂ M and x0 ∈ B. Near (id, x0),
we represent F in these coordinates as F (g, x) = (Fm(g, x))nm=1. As noted
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before, we will next use latin indexes i, k, l for coordinates on M and greek
indexes α, β, γ on coordinates on G. In particular, we will use this to indicate
derivatives with respect to gα and xj .
Consider now the identity given in [47, Lemma A a), p. 209],
Fm(ρeα, x)− Fm(0, x) =
n∑
j=1
(∫ 1
0
∂jF
m(tρeα, x) dt
)
∂αF
j(0, x), (219)
where ρ > 0 is small enough, and as noted before,
∂jF
m(g, x) =
∂Fm
∂xj
(g, x) and ∂αF
j(g, x) =
∂F j
∂gα
(g, x).
Since
∂jF
m(0, x) = δmj , x ∈ M,
it follows from the uniform continuity of∇xF (g, x) with respect to (g, x) that
the matrix [∫ 1
0
∂jF
m(tρeα, x) dt
]n
j,m=1
(220)
is invertible for sufficiently small ρ (note that ρ > 0 can be chosen uniformly
with respect to x ∈ M). Denoting the inverse matrix (220) by φmj (ρeα, x),
we obtain from (219) the identity
∂αF
m(0, x) = φmj (ρeα, x)
[
F j(ρeα, x)− F j(0, x)
]
, (221)
when ρ > 0 is sufficiently small. In the following, we can choose ρ0 > 0 so
that (221) is valid for all 0 < ρ < ρ0 and x ∈ M . Using our assumption
that Fg ∈ Cs∗(M ;M), uniformly in g ∈ G, we see that the matrix (220) is
in Cs−1∗ (M) and thus its inverse matrix satisfies φ
m
j (ρ0eα, ·) ∈ Cs−1∗ (M). As
Fg ∈ Cs∗(M ;M) uniformly with respect to g ∈ G, formula (221) implies that
∂αF
m(0, x) ∈ Cs−1∗ (M). (222)
Our next goal is to show that
∂αF
m(g, x) =
∂Fm(g, x)
∂gα
∈ Cs−1∗ (G),
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uniformly with respect to x ∈M . To this end, let g0 ∈ G and x ∈ M be fixed,
and consider an element g ∈ G which varies in a neighborhood of g−10 . Let us
consider function g˜(g) := g0 g
−1, g˜ : G → G and y˜(g) = Fg(x), y˜ : G → M .
The group G has real-analytic local coordinates (gα)pα=1 = (g
1, . . . , gp) near
g0, and as the group operation (g
′, g′′) 7→ g′ · (g′′)−1 is real-analytic, also the
local coordinates of g˜(g), denoted g˜α(g1, . . . , gp) are real analytic. Then,
F (g˜(g), y˜(g)) = F (g0 g
−1, Fg(x)) = F (g0 g−1 g, x) = F (g0, x).
Thus, F (g˜(g), y˜(g)) is independent of g, we obtain using the chain rule
0 =
∂
∂gα
(F (g˜(g), y˜(g))) (223)
= ∂βF
m(g˜(g), y˜(g))
∂g˜β(g)
∂gα
+ ∂jF
m(g˜(g), y˜(g))
∂y˜j(g)
∂gα
.
Let us next use that fact that for all z ∈ M we have ∂jFm(g, z)|g=id = δmj .
As derivatives of the map (g, z) 7→ ∂jFm(g, z) is continuous, the matrix
(∂jF
m(g, z))nj,m=1 is invertible for (g, z) near (id, z). Let us denote this inverse
matrix by by Φmj (g, z). Composing this function with g˜(g) and y˜(g) we see
that the matrix (∂jF
m(g˜(g), y(g)))nj,m=1 has an inverse Φ
m
j (g˜(g), y(g)) when
g is sufficiently near to g0. Then we obtain from (223)
∂αF
k(g, x) = ∂αy˜
m(g, x) (224)
= −Φmk (g˜(g), F (g, x)) · ∂βF k(g˜(g), F (g, x)) · ∂αg˜β(g).
Let us now evaluate (224) at g = g0. As Φ
m
k (g˜(g0), F (g0, x)) = δ
m
k , and in
the local coordinates of G we have g˜(g0) = 0, we obtain
∂αF
m(g0, x) = −∂βFm(0, F (g0, x)) · ∂αg˜β(g0). (225)
Note that above g0 and x were arbitrary, even though we considered those as
fixed parameters. Next we change our point of view and will consider those
as variables. For this end, we use variable g ∈ G instead of g0 so that (225)
reads as
∂αF
m(g, x) = −∂βFm(0, F (g, x)) · ∂αg˜β(g). (226)
Here g 7→ ∂αg˜β(g) is real-analytic and by formula (222), the map z 7→
∂βF
m(0, z) is in Cs−1∗ (M).
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Let us next show that
∂βF
m(0, F (g, x)) ∈ Cs−1∗ (G×M). (227)
When this is shown, the fact that ∂αg˜
β(g) is real-analytic and the equation
(226) imply that ∂αF
m(g, x) ∈ Cs−1∗ (G×M).
To show (227), we start by considering the case when 1 < s < 2. Then,
using (222) and that fact that F ∈ C1(G×M) by Theorem 11.2, we obtain
in local coordinates
|∂βFm(0, F (g + h, x))− ∂βFm(0, F (g, x))| (228)
≤ C|F (g + h, x)− F (g, x)|s−1 ≤ C ′|h|s−1,
where C,C ′ > 0 are uniform with respect to (g, x) ∈ G ×M . Hence (227)
is valid, i.e., ∂αF
m(g, x) ∈ Cs−1∗ (G ×M). Combining this with (226) we see
that for any x ∈M the function g 7→ ∂αFm(g, x) is in Cs−1∗ (G) and its norm
in Cs−1∗ (G) is bounded by a constant which is independent of x ∈ M . By
assumption, functions x 7→ ∂jFm(g, x) are in Cs−1∗ (M), uniformly in g ∈ G.
Thus, by (212), i.e., [64, Thm. 2.7.2(2)], the map F : G × M → M is
Cs∗-smooth with respect to both g and x, that is,
F (g, x) ∈ Cs∗(G×M). (229)
Next, let us consider the case when s = 2. To apply (212), we need to
estimate
T kβ = ∂βF
k(0, F (g, x))
and in particular its finite difference
∆2h
(
T kβ
)
= ∂βF
k(0, F (g + h, x)) + ∂βF
k(0, F (g − h, x))− 2∂βF k(0, F (g, x)).
Using (229) we observe that for h = (hα)pα=1
|F k(g + h, x)− F k(g, x)− ∂αF k(g, x) · hα| ≤ Cs|h|s′, for any s′ < 2.
On the other hand, by (229), we have
∂βF
k(0, F (g, x)) ∈ Ct(G×M), for any t < 1.
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Let us combine these two observations in the case when s′ = 3/2 and t = 2/3.
Then
∆2h
(
T kβ
)
= ∂βF
k
(
0, F (g, x) + (∂αF
k)(g, x) hα +O(|h|s′)) (230)
+∂βF
k(0, F (g, x)− (∂αF k)(g, x) hα +O(|h|s′))
−2∂βF k(0, F (g, x))
= O((|h|s′)t) = O(|h|).
Applying (222) with s = 2 to estimate the finite differences of T kβ in the x
j
directions and (230) to estimate the finite differences of T kβ in the g
α directions
in the formula (212) for the Zygmund norm, we obtain T kβ = ∂βF
k(g, x) ∈
C1∗(G ×M). Moreover, by our assumption, functions x 7→ ∂jFm(g, x) are
in C1∗(M), uniformly in g ∈ G. Thus, by applying again (212), we see that
F (g, x) ∈ C2∗(G×M).
Next we consider the case when 2 < s ≤ 3. By differentiating formula (226)
with respect to gβ, we obtain
∂α∂βF
k(g, x) = − ∂
∂gβ
(
∂γF
k(0, F (g, x)) ∂αg˜
γ(g)
)
(231)
= (∂γ∂jF
k(0, F (g, x)) ∂βF
j(g, x) ∂αg˜
γ(g)
+∂γF
k(0, F (g, x))
∂2g˜γ
∂gα∂gβ
(g).
We see easily that all terms in the right hand side of equation (231), except
maybe the term ∂γ∂jF
k(0, F (g, x)), are in C1∗ (G × M). To analyze this
term, we observe that by (222) we have ∂γ∂jF
k(0, y) ∈ Cs−2∗ (M). Thus
considerations similar to those leading to the inequality (227) show that
∂γ∂jF
k(0, F (g, x)) ∈ Cs−2∗ (G×M).
Hence by (231),
∂α∂βF
k(g, x) ∈ Cs−2∗ (G), (232)
uniformly with respect to x ∈ M . By assumption Fg(·) ∈ Cs∗(M), uniformly
in g ∈ G, so that
∂i∂jF
k(g, x) ∈ Cs−2∗ (M), (233)
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uniformly with respect to g ∈ G.
Apply the inequality (212), with (232) and (233) we see that F ∈ Cs∗(G×M).
Iterating the above procedure we obtain (227) for all s > 1. QED
Combining Lemma 11.1 and Proposition 11.3 we obtain
Corollary 11.4 Let M be a compact, Cs+1∗ -smooth differentiable manifold,
s > 1 and h ∈ Cs∗(M) be a Riemannian metric on M . Let G be a group
acting on (M, g) for which the actions of the elements g ∈ G, Fg : M → M
are isometries. Then F (g, x) ∈ Cs+1∗ (G×M).
12 Appendix C: Operator-theoretical approach
to operator ∆X.
In this section we redefine the operator ∆X extending on Fukaya’s [24, Sec.
7]. Recall, see Theorem 2.3 (2), that if (X, µX) = limmGH(Mi, µi), then
(X, µX) = π(Y ) := (Y, µY )/O(n), (Y, µY ) = lim
mGH
(TMi, µ
∗
i ), (234)
where µ∗i is the natural Riemannian probability measure on TMi inherited
from (Mi, hi) and π : Y → X is a Riemannian submersion. Recall also that,
hY ∈ C2∗ (Y ), ρY , ρ−1Y ∈ C2∗(Y ), (235)
and µX , ρX are related to µY , ρY through (40), (41). since O(n) acts as a
subroup of isometries on Y , by Corollary 11.4,
FO : O(n)× Y → Y, FO(o, y) = o(y), o ∈ O(n), y ∈ Y,
FO ∈ C3∗ (O(n)× Y ). (236)
Denote by L2O(Y, µY ) the subspace of L
2(Y ) of O(n)-invariant functions and
by L2⊥(Y ) its orthogonal complement,
L2(Y, µY ) = L
2
O(Y )⊕ L2⊥(Y ).
Then L2O(Y ), L
2
⊥(Y ) are invariant subspaces of the operator ∆Y , where, by
(235), D(∆Y ) = W 2,2(Y ). Indeed, if u∗ ∈ W 2,2O (Y ), then ∆Y u∗ ∈ L2O(Y )
and, if u∗ ∈ W 2,2(Y ) ∩ L2⊥(Y ), then ∆Y u∗ ∈ L2⊥(Y ).
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It follows from Lemma 4.1 that L2O(Y ), L
2
⊥(Y ) are invariant subspaces of ∆Y
so that
∆Y = ∆O ⊕∆⊥, (237)
where ∆O, ∆⊥ are the parts of ∆Y in L2O(Y ), L
2
⊥(Y ), correspondingly. In
the future, we denote by {λOj , φOj } and {λ⊥j , φ⊥j } the eigenpairs of ∆O, ∆⊥,
correspondingly.
Next we use the fact that, due to (40),
π∗ : L2O(Y, µY )→ L2(X, µX) (238)
is an isometry. Thus, we can define a self-adjoint operator A in L2(X) by
Au = π∗ ◦∆Y ◦ π∗u, (239)
D(A) = π∗ (D(∆O)) = π∗
(
W 2,2O (Y )
)
.
On the other hand, modifying [24, Sec. 7], we define the Dirichlet form
aO[u
∗] =
∫
Y
|du∗(y)|2hY dµY =
∫
π−1(Xreg)
|du∗(y)|2 dµY ,
D(aO) = C0,1O (Y ),
where we use the fact that du∗ ∈ L∞(Y ) if u∗ ∈ C0,1(Y ) and µY (π−1(Xreg)) =
1. Using the Kato’s theory of quadratic forms, [43], aO is closable with
D(aO) = W 1,2O (Y ) and the associated self-adjoint operator is ∆O. Observe
that
π∗ : C
0,1
O (Y )→ C0,1(X) (240)
is an isometry. To see this just recall that
dX(x, x
′) = dY (π−1(x), π−1(x′)), dX(x, x′) = dY (y, y′), (241)
for some y ∈ π−1(x), y′ ∈ π−1(x′). Let, for u ∈ C0,1(X),
aX [u] =
∫
Xreg
|du|2hX dµX =
∫
π−1(Xreg)
|d (π∗u) |2hY dµY
=
∫
Y
|d (π∗u) |2hY dµY = aO[π∗u],
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where the middle inequality follows from (235), see also Lemma 7.1 of [24].
Then aX is closable with
D(aX) = π∗(W 1,2(Y ) ∩ L2O(Y ).
This defines an associated self-adjoint operator, A′ in L2(X). Using the dis-
tribution duality, we can see that, in local coordinates on Xreg, this operator
is given by
A′u(x) = − 1√
hXρX
∂i
(√
hXh
ij
XρX∂ju(x)
)
.
This implies that D(A′) ⊂ W 2,2(Xreg, µX) and it is natural to use the nota-
tion ∆X for A
′.
Moreover, since the operator, associated with aO, is ∆O, the operator ∆X is
unitary equivalent to ∆O with equation (239) being valid for ∆X , so that
A′ = ∆X = π∗ ◦∆Y ◦ π∗u = A, (242)
D(∆X) = π∗
(
W 2,2O (Y )
) ⊂W 2,2(Xreg).
In particular,
spec(∆X) = spec(∆O) ⊂ spec(∆Y ),
which, due to the estimate |R(Y )|
Lambda2F , diam(Y ) ≤ D, provides another proof of Proposition 5.2 for (X, p, µX) ∈
MMp(n,Λ, D). Using again (242), we see that
φj = π∗(φ
O
j ), (243)
are the orthonormal eigenfunctions on X corresponding to λj = λ
O
j .
Remark 12.1 Note that, if Mi → {p}, i.e. collapse to a point, then O(n)
acts transitively on the corresponding Y . Thus, L2O(Y ) is 1-dimensional and
consists only of constant functions. Therefore, spec(∆O) = 0. Similarly, ∆X
is the operator of multiplication by 0 in the space of L2-functions on {p}, i.e.
constants. The results of [24] remain valid for this case also.
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