ABSTRACT The local thunderstorms and gale weather occurring frequently has brought huge losses to the agriculture and transportation industries. This paper presents a method of forecasting the local thunderstorms and gale weather, in which a multisource convolution neural network is constructed to extract the features of weather-related data with multiple types from Doppler radar. To improve the discriminative power of features, Center-Loss and Softmax were jointly used as loss function in the training, and then the features obtained are combined with SVM for classification. Furthermore, a comparative experiment of multisource convolution neural network based on CNN-4, ResNet30, ResNet50, and VGG16 is designed, in which the ResNet30 achieves the highest accuracy. The experimental results show that the multisource convolution neural network avoids the limitation of using one type of data and improves the accuracy of forecasting local thunderstorms and gale.
I. INTRODUCTION
Severe convective weather, such as heavy precipitation, hail, thunderstorms and gale, is characterized by small space-time scale, rapid change, and complicated occurrence and development mechanism. Thus, to improve the forecast ability of severe convective weather is of much significance. The existing weather forecasting models can be broadly classified into two major categories: Numerical Weather Prediction (NWP) [1] and Radar Echo Extrapolation [2] . NWP requires complex and detailed simulations of physical equations in atmospheric models when forecasting adjacent predictions, while traditional radar echo extrapolation method only assumes the echo to be simply linearly evolved and hence has low forecast accuracy. Deep learning overcomes the difficulty of handcrafted feature extraction in statistical machine learning methods, and shows prominent advantages in image recognition. Recently, deep learning has made some achievements in meteorological prediction. Nevertheless, these methods based on deep learning only extract the features of single source data, which efficiently utilizes all kinds of data from Doppler radar. Herein, a multisource conThe associate editor coordinating the review of this manuscript and approving it for publication was Vincenzo Piuri. volution neural network is proposed to forecast local thunderstorms and gale weather, in which the features of some kinds of weather-related data are extracted. Meanwhile, SVM [7] is used for classification. The accuracy of the test reaches 78%, which is 6.8% higher than that of single source data classification.
II. MULTISOURCE DATA
In our experiments, thunderstorms and gale are classified into three categories based on current wind speed and rainfall: 1) Thunderstorms and gale are greater than grade 7: wind speed >= 10.8m/s, rainfall > 10 mm.
2) Thunderstorms and gale are between grade 4 and 7: wind speed > = 5.5m/s and < 10.8m/s, rainfall >= 7mm.
3) Thunderstorms and gale are less than grade 4: wind speed < 5.5m/s, rainfall >= 5mm.
Doppler radar contains a variety of meteorological information and has been widely applied in weather forecasting over the past few decades. Based on rough sets and data mining, Lu et al. [8] established a decision table to verify the vertical integration of liquid water (VIL) [9] and vertical integration of liquid density (VILD) [10] that can effectively reflect the strength of the strong convection. Jiang et al. [11] reported a certain statistical relationship between the combined reflectivity and precipitation, and applied the combined reflectivity to the quality control of precipitation data. Distribution characteristics of convection [12] reflecting the lightning characteristics can be also used for short-time prediction. Based on the above-mentioned data, nine types of radar images are selected as the multisource data of local thunderstorms and gale to extract features: combined reflectivity, combination reflectivity above 0 degree layer, combination reflectivity above 10 degree layer, distribution characteristics of convection, radial velocity of elevation layer at 0.5 degrees, radial velocity of elevation layer at 1.5 degrees, radial velocity of elevation layer at 2.4 degrees, VIL and VILD. In Fig. 1 , 9 types of Doppler radar images are collected when local thunderstorms and gale are above grade 7.
III. MULTISOURCE CONVOLUTIONAL NEURAL NETWORK
Resnet [13] that can achieve a deeper network and higher performance is used to convert a single source image x into a feature vector y, i.e.,y = f (x), as shown in Fig. 2 . However, single source data contains limited information, resulting in low accuracy of prediction. In addition, there are many factors impacting on local thunderstorms and gale weather in real-life scenarios. This paper combines several ResNet convolutional neural networks when many kinds of input images x with different physical meanings are involved, i.e.,y = U C k=1 f (x k ), where f (x) is a feature extraction function of converting a single source image into a feature vector. concatenates multiple f (x) as the total feature extraction results. The constructed multisource convolution neural network model for feature extraction is shown in Fig. 3 , in which nine feature vectors are obtained by convolutional layers from nine Doppler radar images. Then, these feature vectors are concatenated, flattened and connected to two fully connected layers. In order to improve the discriminative power of features, Center-Loss [14] and Softmax were jointly used as loss function in the training.
A. LOSS FUNCTION
Center-Loss minimizes the intra-class variations while keeping the features of different classes separable by reducing the distance between the feature and the center of the category in which the feature is The formulated of Center-Loss is given by:
where the c yi ∈ R d denotes the y i th class center and x i denotes the output of the first fully connected layer. m represents the number of samples of the current batch. c yi are updated after each batch of training. The gradients of L CenterLoss with respect to x i are computed as:
Then we use the output of the second convolution layer to calculate the Softmax, the formulated of Softmax is given by:
where the x i ∈ R d denotes the features of the y i th class, and d donates the feature dimension.W i ∈ R d represents the j-th column weight of the second convolution layer. Thus the total loss function of multisource convolution meural metwork is the combination of Center-Loss and Softmax, and λ is the weight between them. The loss of our model (Total_loss) is computed as eq. II.4:
We show the distribution of the first fully connected output of the multisource convolution network under different loss function in Fig.4 The value of λ is 0.1. It can be found that the features extracted by multisource convolution neural network are separable when the loss function only use Softmax, but there is not enough discriminative power. When Center-Loss and Softmax were jointly used as loss function, it is found that the inter-class distance of the features increases and the intra-class distance the λ in loss function is set 0.1
B. CLASSIFICATION WITH SVM
SVM is a family of algorithms widely used in classification and regression tasks [15] , which was originally proposed to solve the two-class problem. Since some data sets are linearly inseparable in low-dimensional space, SVM introduces kernel functions to map feature sets from low-dimensional space to high-dimensional space for linearity classification. After the training of multisource convolution neural network, the output of the first full connection layer is used as the input feature of the RBF kernel function for training and classification. The ResNet30 based multisource convolutional neural network for classification is shown in Fig. 5 .
IV. EXPERIMENTAL RESULTS

A. DATA OF THE EXPERIMENT
The experimental data were provided by Ningbo Meteorological Service Center. The new generation weather radar system (CINRAD/SA) used in the experiment was produced by Beijing Minkeda Company. The measurement range of the system data is from 2 to 230 km, and the spatial resolution is 1 km. The wind speed of automatic stations was combined with convective cloud classification data to obtain the basic data of convective position, which then were converted into images.
B. DETAILED SETTINGS
The experiment was carried out on a Titan XP GPU 1.58 Ghz machine with tensorflow framework under Ubuntu 16.04. The images were flipped and normalized during data preprocessing. When training multisource convolutional neural network, the λ in loss function is set 0.1. RBF kernel function was used for SVM classification with the penalty factor of 0.6.
C. RESULTS
To improve the classification accuracy, we constructed multisource convolutional neural networks based on CNN-4, ResNet30, ResNet50 and VGG16 [16] . As shown in Table 1 , it can be found that the accuracy of multisource convolutional neural network based on CNN-4 layer is lower than that of other networks. It indicates that the deeper the convolution layer, the more discriminative the extracted features are. In addition, the accuracy of multisource convolution neural networks constructed by ResNet30 and Vgg16 and ResNet50 was compared, SVM with RBF classification based on ResNet30 network is found to achieve higher accuracy than softmax classification. In addition, Table 2 shows the comparison of performance of different classifiers, it can be found that the deeper convolution layer requires the adjustment of more parameters and longer training time but the recognition time still meets the application requirements for real-time classification. Table 3 shows the accuracy of classifying nine types of single-source data on the resnet30, which is less than 74%. Clearly, the resnet30-based multi-source convolution neural network is superior to the single source feature recognition and improves the accuracy by 6.8%.
V. SUMMARY
In this paper, a method of forecasting thunderstorms and gale weather is proposed, which is a bold attempt to extract and classify features of multisource data based on deep learning.
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