For a given graph, G, let A be the adjacency matrix, D is the diagonal matrix of degrees, L = D−A is the combinatorial Laplacian, and L = D −1/2 L D −1/2 is the normalized Laplacian. Recently, the eigenvectors corresponding to the smallest eigenvalues of L and L have been of great interest because of their application to community detection, which is a nebulously defined problem that essentially seeks to find a vertex set S such that there are few edges incident with exactly one vertex of S. The connection between community detection and the second smallest eigenvalue (and the corresponding eigenvector) is well-known. The k smallest eigenvalues have been used heuristically to find multiple communities in the same graph, and a justification with theoretical rigor for the use of k ≥ 3 eigenpairs has only been found very recently.
k largest eigenvalues of L to find multiple bipartite communities in the same graph, and then provide a heuristic algorithm to find strong bipartite communities that is based on the intuition developed by the theoretical methods. Finally, we will present the results of applying our algorithm to various data-mining problems.
Motivation
A recent trend in data-mining is to find communities in a graph. Generally speaking, a community of a graph is a vertex set such that the number of edges contained entirely inside the set is "significantly more than expected." These communities are then used to describe cliques in social networks, families of proteins in protein-protein interaction networks, constructing groups of similar products in recommendation systems, among other applications. For a survey on the state on community detection, see [13] . There are multiple measurements that assess how the number of edges contained in a vertex set exceeds what is expected, and each is considered legitimate for a subset of applications. Finding an optimum set of vertices is NP-hard for most of these measurements, with a few exceptions [34] . The first measurement that will be investigated in this paper is conductance.
Let G = (V, E) be a weighted undirected graph. For shorthand, we will say ij ∈ E to mean u i u j ∈ E. Also, ij ∈ E < will represent ij ∈ E and i < j. We define the adjacency matrix A to be the matrix (w ij ), where w ij is the weight on the edge ij and w ij = 0 if ij / ∈ E. This paper will operate on the assumption w ij > 0 for all edges ij, although this assumption is not ubiquitous. The degree of a vertex u j is d(u j ) = ij∈E w ij , and the degree matrix D is a diagonal matrix with entries d(u i ). The volume of a vertex set S is i∈S d(u i ). We assume that our graphs have no isolated vertices; equivalently, d(u i ) > 0 for all i. For the rest of this paper, we will assume that our graphs have n vertices and e edges, unless otherwise specified.
For a subset of vertices S, the conductance of S, φ G (S), is the sum of the weights on the edges incident with exactly one vertex of S divided by the sum of the degrees of the vertices in S. Typically it is assumed that the sum of the degrees of the vertices in S is at most half the sum of the degrees of all vertices in G, as one can alternatively consider the setS = V −S. A stub is a half edge -for each edge uv, there is a stub incident with u and a stub incident with v. Each stub is given a weight equal to the weight on the edge containing said stub. Let C(S) be the set of stubs incident with S (the assigned, or "colored," stubs). Let B(S) be the set of stubs s from an edge e such that s is incident with S, but the other stub from e is not incident with S (the "bad" stubs). For a set of edges and stubs T , let T be the sum of the weights on the stubs plus twice the sum of the weights on the edges (because each edge corresponds to two stubs). If T contains only edges, then T is twice the volume of T . Using this notation, φ G (S) = B(S) / C(S) . Because B(S) ⊆ C(S), it follows that φ G (S) ∈ [0, 1] for all S. It should be clear that vertex sets that form good communities will have small conductance.
The combinatorial Laplacian is L = D − A and the normalized Laplacian is L = D −1/2 L D −1/2 . These two matrices have been a hot topic recently for their ability to describe the community structure of a graph. Specifically, the second smallest eigenvalue of L is known to bound the minimum conductance of non-trivial vertex sets in a graph, and a set with good conductance can be constructed using the corresponding eigenvector. If we define a vector x := x(S) such that x i = 1 if u i ∈ S and x i = 0 otherwise, then the Rayleigh quotient of x is the same as the conductance of S:
Hence, minimizing the value of ij∈E < w ij (x i −x j ) 2 i x 2 i d(u i ) over all vectors x ∈ R n is considered a continuous relaxation of the problem of finding a good community. It is also easy to approximate the optimum solution of the continuous relaxation. If e = D 1/2 f , then e T Le e T e = R G (f ), so we will equivalently try find vectors e that minimize e T Le e T e .
Because L is symmetric, there exists an orthonormal basis of R n using eigenvectors e 1 , e 2 , . . . , e n with eigenvalues λ 1 ≤ λ 2 ≤ · · · ≤ λ n . So we can write every vector as a linear combination e = c 1 e 1 + c 2 e 2 + · · · + c n e n , and e T Le e T e = λ 1 c 2 1 +λ 2 c 2 2 +···+λnc 2 n c 2 1 +c 2 2 +···+c 2 n . If w ij ≥ 0 for all i, j, then the Rayleigh quotient is in [0, 2] for every vector, and hence 0 ≤ λ 1 ≤ · · · ≤ λ n ≤ 2. This implies that L is positive semi-definite. Furthermore, the equality R G (1) = 0 shows that λ 1 = 0. The eigenvector corresponding to the first non-zero eigenvalue is considered the best non-trivial solution to the continuous relaxation of the problem, and vectors that lie in the span of the first several eigenvectors corresponding to non-zero eigenvalues are considered good solutions to the continuous relaxation of the problem.
For this relationship to be useful, we require the connection between our original problem and the continuous relaxation to go both ways. The most famous method to "round" a solution of the continuous relaxation into a good solution to the original discrete problem is the Cheeger Inequality. By the above, d(u i ) −1/2 e 1 (u i ) is a constant. Theorem 1.1 (Cheeger Inequality (see [8] )). Let e be an eigenvector of L corresponding to eigenvalue λ. Let S e,t be the vertex set {u i ∈ V : d(u i ) −1/2 e(u i ) < t}. Under these conditions, there exists a t such that φ G (S e,t ) ≤ √ 2λ 2 . Moreover, if d(u i ) −1/2 e(u i ) is not a constant, then t can be chosen such that S e,t is a non-empty proper subset of vertices.
Bounding the conductance of a vertex set from below by an eigenvalue is called the "easy direction." We have already described for a vertex set S a method to construct a vector whose Rayleigh quotient equals the conductance of S. However, to apply λ k as a lower bound, we additionally require that the vector be contained in the span of (e k , e k+1 , . . . , e n ). This is indeed easy when k = 2 with a 1/2 factor, giving the bound φ G (S) ≥ λ 2 /2 for all non-trivial vertex sets S.
There is more interest in finding good communities than there is interest in finding the best community because most applications require finding multiple disjoint communities. If each of the smallest eigenpairs can be used to find good communities, then our intuition would suggest that the set of smallest eigenpairs can be used to find a set of good communities. Where intuition exists, heuristic algorithms are quick to follow. These heuristic methods differ on what is the best way to utilize a set of eigenvectors; some treat k eigenvectors as a map into R k , others developed recursive algorithms that utilized a different eigenvector at each stage, among other approaches. For a survey on such algorithms, see [35] .
An approach with theoretical rigor was found very recently by two groups independently. The Georgia Tech group is Louis, Raghavendra, Tetali, and Vempala [26] and the Stanford/Washington group is Lee, Gharan, and Trevisan [21] . After each group published multiple pre-prints on the arXiv, the final results from each are rather similar. They both showed that for any disjoint k communities ( [26] ). There exist disjoint vertex sets S 1 , . . . , S k such that for each i, we have that φ G (S i ) ≤ O( log(k)λ kC ) for some absolute constant C. Furthermore, there exist disjoint sets S 1 , . . . , S k such that for
We present a new goal in community detection: to find good bipartite communities. A bipartite community is a pair of disjoint vertex sets S, S such that the number of edges with one endpoint in S and the other endpoint in S is "significantly more than expected." To this end, we will define a measurement of bipartite conductance. Let B (S, S ) be the set of edges entirely contained in S or entirely contained in S , and letB(S, S ) = B(S∪S )∪B (S, S ).
so if S, S is a good bipartite community then S ∪ S is a good community. Qualitatively, a good bipartite community is a good community with additional structure, and finding a good bipartite community is a refinement of finding a good community.
We claim that this additional structure is natural to some applications of community detection. In fact, using other terminology, they have already been used to study protein interactions [24] and flame wars [36, 30] between antagonistic groups. There are many more possible applications: a network of spammers and their targets will display bipartite behavior. Another application would be to isolate a regional network of airports inside a global graph of air traffic, where the two sets represent major hub airports and small local airports (the assumptions being that small local airports almost exclusively have flights to geographically close hub airports and major hub airports send relatively few flights to other major hub airports that are geographically close). Finally, we suggest that it is natural to look for a bipartite relationship when examining co-purchasing networks. In this case, each side of the community would be different brands of the same product -people are unlikely to purchase two versions of the same product in one shopping trip.
Kleinberg considered a related problem [18] for directed graphs when he developed the famous Hyperlink Induced Topic Search (HITS) algorithm to find results for a web search query. His algorithm looked to label a subset of webpages as "Hubs" or "Authorities," with the only criteria for such labeling being that Hub webpages have many links to Authority webpages. This is clearly a directed version of a bipartite community. Kleinberg's algorithm for a graph G is to find the largest eigenvalue of A T A for Hubs and the largest eigenvalue of AA T for Authorities. The matrixÂ = A T A is an adjacency matrix for the undirected graph H, where the vertex set of H is the same as G, and the weight of edge u i u j ∈ E(H) is the number of vertices u such that u i u , u j u ∈ E(G). ForÂ = AA T , the weight of edge u i u j ∈ E(H ) is the number of vertices u such that u u i , u u j ∈ E(G). The HITS algorithm is then just standard spectral clustering on H, only using large eigenvalues of A instead of small eigenvalues ofL = I −D −1/2ÂD−1/2 . Later interpretations of the HITS algorithm [20] would directly search for a bipartite community in G instead of indirectly through H. Kleinberg's algorithm is famous for its strength, but it does have a known issue of reporting popular websites instead of websites that are popular in reference to the search query. This is because the large eigenvectors of an adjacency matrix are dominated by vertices of high degree [16] , and the normalized Laplacian is known to present results that better match the topology of the graph. The intuition for this is that unlike using L, algorithms using A such as HITS do not in any way penalize for irrelevant or bad edges -they only count the good edges.
We take a moment here to use one final application as an example that will help distinguish a bipartite community from a bicluster. A bicluster is a classical community during the special case when the underlying graph G is bipartite. For example, Kluger, Basri, Chang, and Gerstein [19] used the singular value decomposition to find biclusters in a graph that matched genes to different environmental conditions that affect how those genes are expressed. On the other hand, Bellay et. al. [5] found bipartite communities in the same problem when the set of "conditions" tested is the set of genes -subjected to double mutant combinations. That is, the yeast colonies are expected to grow at a known modified rate when one of the genes in the set is deleted, and an edge is added between two genes when the rate is different than expected when both genes are deleted (and hence the pair of genes are dependent in some unknown way). A bipartite community is then suggested to correspond to redundant pathways [5] .
Bipartite conductance has fewer applications than classical conductance, but it presents additional benefits. If the application requires finding a bipartite community in a network with many non-bipartite communities, then it would be beneficial to use an algorithm that exclusively sought bipartite communities as it would weed out false positives. This type of benefit would arise when searching for a local network of airports, as most classical community detection algorithms are likely to return the set of largest airports at the core of the network, which is a stronger "Rich-Club" than even the Internet backbone [9] .
There are other benefits as well. Becauseφ G (S, S ) ≥ φ G (S ∪ S ), it is stronger to have a small bipartite conductance than to have small classical conductance. Therefore, when given outputs of similar strength, the bipartite communities are more tolerant of noise. Second, an algorithm that finds bipartite communities returns with two sets instead of one-increasing the amount of information provided. So an algorithm to detect bipartite communities inherently partially solves the problem of community roles (a problem tangent to community detection).
We will soon show that bipartite communities can be found using the largest eigenpairs of L. This is not the first time that the largest eigenpairs of L and L have been studied. They are frequently seen as duals to the small eigenpairs of L and L (see [4] and [25] ). They have also been the focus of independent interest because of the related problem of MAX-CUT. The problem of MAX-CUT is to find a vertex set S such that B(S) is maximized (and equivalently B (S, V − S) is minimized).
Let MC = max S B(S) . If λ n is the largest eigenvalue of L , then B(S) ≤ λ n |S|(n−|S|) n [31] . It follows that MC ≤ λ n n 4 . Certain strengthenings of this are possible, giving tight results for specific classes of graphs [12] . There is a similar proof to show that MC ≤ eλ n /2.
It is easy to see that a greedy algorithm will find a set S such that B(S) ≥ e/2 ≥ MC /2. The best known polynomial approximation comes from Geomans and Williamson, who use a different continuous relaxation of the problem involving semi-definite programming. [14] ). Let α = min 0≤θ≤π 2θ π(1−cos(θ)) ≥ 0.87856. There exists a polynomial-time algorithm to find a vertex set S such that B(S) ≥ α(1 − ) MC for > 0.
Theorem 1.3 (Geomans and Williamson
One of the most recent results in approximate solutions to MAX-CUT is from Trevisan, who recursively seeks out bipartite communities and returns a set of vertices that is the union of one of the two vertex sets from each bipartite community. Given two bipartite communities S, S and T, T that are to be merged into one bipartite community, by choosing the better of bipartite community S ∪ T, S ∪ T or bipartite community S ∪ T , S ∪ T , at most half of the edges with one endpoint in S ∪ S and the other endpoint in T ∪ T are bad. Therefore the contribution of bad edges from S, S in the final result of the recursive algorithm is at most B (S, S ) . In order to bound the value of B (S, S ) , Trevisan constructs a Cheeger-like inequality.
The connection between bipartite communities and the spectral continuous relaxation is not as strong as the connection for classical communities. Ifx :=x(S, S ) for some bipartite community S,
while we had an equality for classical communities. It follows that for any r disjoint bipartite communities S i , S i , we have that max iφG (S i , S i ) ≥ 1 − λ n+1−r /2. Theorem 1.4 (Trevisan [33] ). Let e be an eigenvector of L corresponding to eigenvalue λ. For t > 0, let S e,t be the vertex set {u i ∈ V : d(u i ) −1/2 e(u i ) < −t} and S e,t be the vertex set {u i ∈ V : d(u i ) −1/2 e(u i ) > t} . Under these conditions, there exists a t such thatφ G (S e,t , S e,t ) ≤ 2(2 − λ).
Similar to before, our intuition tells us that using a set of the largest eigenpairs should enable us to find a set of good bipartite communities. Liu confirmed this intuition [25] by showing that there exists k disjoint bipartite communities that satisfyφ G (S, S ) ≤ O k 3 2 − λ n+1−k . The main theoretical work of this paper is to strengthen this bound. Theorem 1.5. Fix a value for k. There exists disjoint sets S 1 , S 1 , S 2 , S 2 , . . . , S r , S r such that for any graph G and each 1 ≤ i ≤ r,
To summarize the result asymptotically:
Corollary 1.6. There exists a constant C such that for any graph G and value of k there exist disjoint sets S 1 , S 1 , S 2 , S 2 , . . . , S r , S r such that for each
Liu [25] proved that large unweighted cycles satisfy
There exist several examples that show that the log(k) term is necessary for Theorem 1.2 (see [21] and [26] ), but it remains an open problem to show that it is necessary in Corollary 1.6.
In Section 3, we will present an algorithm that uses the best of both the theoretical and heuristic worlds. The technique in the proof of Theorem 1.5 uses rough estimates that are poor for real-world use but strong for proving theorems. This is where the benefits of a heuristic algorithm become useful. For example, we initially partition our points in spectral space greedily, which gives poor but rigorous bounds on concentration. However, there is ample empirical evidence [32] that the spectral space of real-world graphs are strongly clusterable.
The benefits provided by the theorem to the heuristic algorithm are subtle. Our proof presents a method to consider the k largest eigenvectors as one map into k-dimensional Euclidean space, while other algorithms consider them as k maps into 1-dimensional Euclidean space. By examining the (V 17 , V 18 ) plot in Figure 2 (a) of [32] , we see that some communities are best detected using a combination of several eigenvectors. Our method will naturally detect communities whose structure appears over several eigenvectors. Furthermore, our proof suggests that the vector D −1/2 e for eigenvector e of L is more appropriate than an eigenvector of A, L, or L , as was used previously.
In Section 2, we prove Theorem 1.5. In Section 3, we present a heuristic algorithm and present empirical results on its performance. In Section 4, we give concluding remarks.
2 Proof of Theorem 1.5
Definitions and set-up
We will be examining the signless normalized LaplacianL = I +D −1/2 AD −1/2 and the smallest eigenpairs ofL. BecauseL = 2I −L, the eigenvalues ofL arẽ λ i = 2 − λ n+1−i , and the eigenvectors of L are the eigenvectors ofL in reverse order. Working with L was more natural for the MAX-CUT problem, when the goal was to maximize the good edges. This proof will focus on minimizing the bad stubs, and our formulas will be simpler and cleaner by working with the small eigenvalues ofL.
Let F : V → R k be a map, and let x − y be the standard Euclidean distance between points x, y ∈ R k . We define the signless Rayleigh quotient
. We can relate this quotient to our eigenvalues in the familiar way. If f : V → R and e = D 1/2 f , theñ
So the smallest values of the signless Rayleigh quotient will be achieved by vectors in the span of the smallest eigenvectors of the signless normalized Laplacian. Let e 1 , e 2 , . . . , e k be the eigenvectors ofL that correspond to the smallest eigenvalues, and for each i, let e i = D 1/2 f i . BecauseL is symmetric, we may choose our e i to be orthonormal. It follows thatR G (f i ) =λ i . It is also an easy calculation that
For each vertex u with F (u) = 0, let F (u) = F (u)/ F (u) . For our purposes, it is more useful to consider the distance between points based on the angle between them than standard Euclidean distance. For this type of operation we will modify the radial projection distance, which is d F (x, y) = F (x) − F (y) when well defined and d F (x, y) = 1 when F (x) or F (y) is the origin. This is the distance function used by Lee, Gharan, and Trevisan to cluster points in spectral space to find subsets of vertices with low conductance. The radial projection distance can be thought of as an angle-based distance because if a = F (x) and b = F (y) are unit vectors and θ is the angle between a and b, then d F (x, y) = 2 sin(θ/2). To see why this is true, let L 1 be the line containing the origin and a, let L 2 be the line containing b that is orthogonal to L 1 , let z be the point where L 1 and L 2 intersect, let 3 be the line segment from z to a, let 4 be the line segment from b to z, and let 5 be the line segment from a to b. If | i | is the length of line segment i , then it is simple trigonometry to see that | 3 | = 1 − cos(θ), | 4 | = sin(θ), and | 5 | = d F (x, y). Because 3 , 4 , and 5 form a right triangle, we have that
It is a direct calculation from here to show that d F (x, y) = 2 sin(θ/2).
However, to find subsets of vertices that have low bipartite conductance, we wish to cluster a vertex u with vertices that map to a point close to −F (u) as well as close to F (u). For points x and y, we define the mirror radial projec-
otherwise. This is equivalent to the distance function on the appropriate projective space, but without the complicated geometry that comes with non-
As a slight abuse of notation, for vertices u, v we use the shorthand notation
For a set of points S and distance function d, we write diam(S) = sup x,y∈S d(x, y). This is the diameter of S with respect to d. For a set of vertices T , we define the volume to be V(T ) = u∈T d(u) and the mass to be M(T ) = u∈T d(u) F (u) 2 . We will use P to denote a partition of the vertex set, and P (u) to denote the part of the partition that contains vertex u. We say that F is (∆, η)-spreading if for every subset of vertices S with diameter less than ∆ has mass at most ηM(V ). The support of a map Q :
Note thatR
2.2 Finding a partition with tightly concentrated parts and balanced mass
Proof. If S contains a point at the origin and has diameter less than 1, then |S| = 1. Furthermore, points at the origin have no mass, and thus the lemma is true in this case trivially. So we may restrict our attention to vertices that F does not map to the origin. Let S be a set of points with diameter at most ∆ and v ∈ S. Let θ vw be the angle between vectors F (v) and F (w), and let θ * vw be the angle between vectors F (v) and F vw (w).
The statement of the lemma then follows by comparing this to
We will partition our space using a very simple algorithm. The algorithm will greedily assign new points to a partition; suppose that V ⊂ V have been assigned to some part. Pick a random point x ∈ R k , and create a new part
Chekuri, Goel, Guha, Plotkin [7] proved that this simple algorithm performs reasonably well. They assume that the standard Euclidean distance function is used, but their proof works equally well in this setting when ∆ < 0.1.
Lemma 2.2 ([7]
). There exists a randomized algorithm to generate a partition P such that each part of the partition has diameter at most ∆ and
Each of our communities will be a subset of a union of parts. It makes sense that each part of the partition should behave like a community: edges incident with a part should be mostly contained inside that part. Along that line of thinking we will produce a lemma that shows that edges uv with
Proof. For brevity, let x = F (u) and y = F uv (v). It is a simple geometric argument that among all vectors z with magnitude ρ, the one that minimizes y − z is z = ρ y y . Using this, we see that
, and the lemma follows.
Proof. Apply the Cauchy-Schwartz formula to see that
The main result
Theorem 2.5. If we have a partition P with r parts, where P[P (u) = P (v)] ≤ C 1 d M (u, v) and each part has mass at least C 2 M(V (G)), then there
Proof. Let χ denote an indicator variable. Choose a partition P that performs at least as well as the expectation in the sense that
Fix some i. We will project F onto one of its coordinates j (i) , and use f j instead of F . When there is no chance for confusion, we will use j as shorthand for j (i) . If we choose a j at random then the terms f j (u) 2 and
Each j may be chosen independently for each fixed i, but there is only one partition P , which was chosen before we fixed value for i. We will then use (2) by summing across all values for i at once, where the right hand side becomes (after using Lemma 2.4 and (1))
We apply this bound independently to the two terms in the left hand side of (2) to get
Normalize f j so that max u f j (u) ≤ 1. Choose t ∈ (0, 1) uniformly and randomly and define two sets
The expected volume of S i,t ∪ S i,t is the mass of P i :
We claim that if u, v ∈ P i , then
The proof of this splits into two cases: when f j (u)f j (v) < 0 and when f j (u)f j (v) ≥ 0. For the first case, assume that f j (u) < 0 < f j (v). We will only consider the case |f j (v)| ≤ |f j (u)|; the other case follows similarly. In this situation, our case becomes
For the second case, we have that f j (u)f j (v) ≥ 0. By symmetry, assume that
In this situation, our case becomes
This concludes the proof to the claim.
We make use of this to count the bad stubs in all of our communities.
Using (3),
In order to bound the term
apply the Cauchy-Schwartz formula and (4) as follows:
Plugging the bound on Z into our previous bound yields that
After t is chosen, there will be some order such that B (S i,t , S i,t ) ≤ B (S i ,t , S i ,t ) when i < i . This ordering implies that
Now choose t separately for each i that performs at least as well as the expectation, where (using 1 + √ 2 < 3 and √ 3 < 2) we have that each, then combine them (this process will maintain the property that each part has mass at most M(V ) k−0.25 ).
We claim that we now have at least k parts with mass at least M(V ) 2(k−0.25) . If we have at most k − 1 such parts in P , then the sum of the masses of those parts is at most M(V )(k−1) 
Proof of Theorem 1.5.B
We follow the dimension reduction arguments of [21] . Let h = 1200(2 ln(k) + ln(200)), and let g 1 , . . . , g h be random independent k-dimensional Gaussians, and define a projection Λ :
. This mapping enjoys the properties (see [21] ) for any
Let F * = Λ•F . Recall Markov's inequality: if X is a non-negative random variable, then P X E[X] ≥ a ≤ 1/a. This implies that with probability 0.9 we have that
This implies that with probability 0.9 we have that
Therefore with the same 0.9 probability we have that
The probability of the intersection of two (possibly dependent) events, each with probability at least 0.9, is at least 0.8. So with probability at least 0.8 we have thatR
We used U v to describe the set of vertices that "behaved appropriately."
We will now use U e to describe the set of pairs of vertices that "behave appropriately." Let
We can then say that with 0.9 probability we have that
We claim that F * is spreading. By way of contradiction, let B be a ball in R h with diameter at most 0.27 and
Let z be an arbitrary vertex such that F * (z) ∈ B. By the triangle inequality we have that 
We then sum this over all possible values of z.
This is a contradiction, and therefore our claim is true.
The proof now easily follows from the proof to Theorem 1.5.A. Project the points into R h , and then partition the points in the projected space using Lemma 2.2 and desired radius ∆ = 0.27. We have probability 0.8 that R G (F * ) ≤ 10 (0.9) 2RG (F ) and probability 0.9 that each ball of the projected space has mass at most 2M(V ) k , and so both of these things happen with probability at least 0.7. Similar to before, we may combine the parts of the partitions until we have at least k 2 parts, each with mass at least M(v) k . The final step of the proof is to apply Theorem 2.5 with F * instead of F , so that we may apply C 1 = 3 Empirical Tests
An algorithm
It has been noted that proofs similar to the one given are constructive. This is not obvious, as several steps require finding a value that performs at least as well as the average over a random variable that could take an infinite number of values. The trick is that the domain of each of these variables can be partitioned into a finite set of parts, where the same event happens for any value the random variable takes in a given part. For example, Theorem 2.5 requires choosing a random variable t over the continuous range (0, 1]. By examining the rest of the proof, we see that what matters is what vertices lie in S i,t ∪ S i,t , and there are only n unique outcomes for that set (if all other variables are fixed). We do not need to test all infinite choices for t ∈ (0, 1], we only need to test a representative value for each of the n possible events. This simplification does not apply in all cases; we can not do it for the choice of Λ. However, one could do a Monte-Carlo calculation for the length of time until a desirable Λ is produced.
We do not recommend trying to implement the construction for realworld use. The construction was optimized for rigorous bounds at the cost of efficiency and real-world performance. We now present a modified version of the construction in the proof. The outline of the construction is the same. This modified version does not have any rigorous bounds, but it has good performance and does not require significant computational power.
Given a random vector v, it is well-known that lim
• v T e j = 0 for all j > i.
Our heuristic algorithm to find bipartite communities begins by using this method to find approximations of the k-largest eigenvectors of L. There are other methods out there for finding the eigenvectors of a matrix, but our presentation will be cleanest by considering this one.
Recall that our map
Instead of calculating e n+1−i and converting to f i afterwards, we will calculate f i directly. To calculate e n+1−i for a fixed i, we would iterate the procedure e So to calculate f i directly, we start with a random vector f = D −1/2 e and define f
If we define f
denote the vector returned when the process terminates. Each of the e n+1−i are unit vectors, so we set
Once we have our map F , we use a modified version of r-means clustering for R k . First, all points at the origin are thrown out. Second, we consider a map F , where F (u) = F (u)/ F (u) . Our distance function is d (x, y) = min ( x − y , x + y ), which is the same distance function as d M from the proof of Theorem 1.5. We perform r-means clustering on the distance function d for the points {F (u) : u ∈ V }, with one final modification.
Each iteration requires finding a set of centers, where each cluster is contained inside a ball around the corresponding center. Finding the central points for the next iteration of the algorithm is a non-trivial task given our unique distance function. When we perform r-means clustering, we use balls that are small enough so that d behaves like Euclidean distance inside the ball. When calculating a new center point c, we use information from the pre- Pseudo-Code: Inputs: k, G, r, t, t . Outputs: S 1 , S 1 , S 2 , S 2 , . . . , S r , S r .
1. For i = 1, . . . , k, (a) Create a random vector f .
2. Let F (u) = (f 1 (u), . . . , f k (u)), and throw out all points at the origin. 
(c) Calculate the centers: for 1 ≤ i ≤ r,
ii. If C i = ∅, set c 
Results
We will now present some empirical evidence for the effectiveness of this algorithm. We will not spend energy on the efficiency of the algorithm or the precision of the results. These answers have already been determined rather thoroughly by the spectral theory field. Instead, we will discover the qualitative usefulness of the results returned by the algorithm. Most data sets do not contain the necessary information to assess the qualitative nature of the results. For example, we found the popular "Hollywood" graph on several lists of open-source data sets, but in every instance each thespian is listed as a number and no table to compare the numbers to actual humans is provided. This restriction led us to test our algorithm on little-used data sets from the corners of the Internet, and they are not the most impressive contexts to demonstrate on. In any case, the data sets used will suffice as a preliminary test of usefulness for the algorithm.
After the first draft of this paper was written, we acquired a data set on genetic modules. We will present the results of our algorithm on that data set at the end.
Because finding the largest eigenvectors is an approximate algorithm, we will abuse notation by saying that a vector v ∈ R k is "at the origin" if v < 10 −8 . Because e i denotes an eigenvector, we will use the notation a i to denote the unit vector that is 1 in the i th coordinate and 0 in all other coordinates. When we say x ≈ 10a 2 − 12a 7 , we have represented the vector x using an approximation by deleting any a i whose coefficient is less than 5. To find appropriate values for n * and p * , we tested every pair of values under two conditions:
1. when 2 ≤ |S i |, |S i | ≤ 30, or 2. 2 ≤ |S i |, |S i | ≤ 3000 and n * = p * and used the pair of values that produced the smallest bipartite conductance.
Recall that the bipartite conductance from our i th strongest community must be at least 2 − λ n+1−i . We will use this to compare our communities to the "best possible" based on the eigenvalues that we calculate.
MARVEL Characters
We have a graph with 6486 characters and 12941 journals owned by publisher MARVEL. This data was put together by Alberich, Miro-Julia, and Roselló [2] , and we found it on the Amazon Web Services [3] list of large data sets. The graph is bipartite; a character is linked to a journal title if the character appears in that journal. From this, we create a different undirected unweighted graph. Each vertex corresponds to a character, and the two characters are adjacent if there exists a journal that they both appear in. We call our new graph the MARVEL graph.
Among the largest eleven eigenvalues of the normalized Laplacian of the MARVEL graph, there are eigenvalues 2 and 1.5, with multiplicities 1 and 9, respectively. It is well known that the multiplicity of 2 as an eigenvalue corresponds to the number of bipartite components in the graph. In this case, the MARVEL graph has one bipartite component, and it is one edge between the characters "MASTER OF VENGEANCE" and "STEEL SPIDER/OLLIE O." The space of eigenvectors with eigenvalue 1.5 can be generated by vectors (v 1 , . . . , v 9 ), where each v i is non-zero in exactly two coordinates. Furthermore, each non-zero coordinate of v i corresponds to a vertex with degree two, and the vertices are adjacent. As an odd structural motif, each of the 9 pairs of vertices have a common neighbor. We call these ten bipartite communities the trivial communities of the MARVEL graph. We display information for the ten largest eigenvalues for the non-trivial communities below. Using the above ten eigenvectors, we threw out 17 vertices at the origin in addition to the deleted trivial communities. We found four clusters among the remaining vertices. The centers are dominated by just a few of the eigenvectors, and those eigenvectors are the ones with many non-zero coordinates. The basic stats of the clusters are listed below. By examining the eigenvalues, we conclude from this that the MARVEL graph simply does not have strong bipartite communities. However, our algorithm did find bipartite communities with bipartite conductance that is within 4 − 30% of best possible.
The point of using the MARVEL graph is that we can de-anonymize the nodes and use an "eye-test" to see if the bipartite communities have any significance. The descriptions of some of the characters in our bipartite communities are accessible by a quick internet search; some of the characters are too obscure to find their background. Based on the characters whose backgrounds we were able to track down, our communities do have a cohesive theme. Most of the top scorers in S 1 ∪ S 1 have a scientific or pseudo-scientific background ("ZABO," "PAST MASTER," "DR. JOANNE TUMOLO," and "DR. EDWIN HAWKINS"); characters in S 1 are villains and characters in S 1 are side characters. Most of the top scorers in S 2 ∪S 2 are from the "Spiderman" comics. Two of the top five scorers in S 2 are villains ("BRAINSTORM" and "ROCKET RACER II"), and two others are minor characters ("SARAH CHAN" and "CLARICE BERNHARD"). On the other side, the second and fourth highest scorers in S 2 are Spiderman's wife and boss ("MARY WATSON-PARKER" and "J. JONAH JAMESON"). All of the top scorers in S 3 ∪S 3 involve the comic series surrounding the protagonist "Dr. Strange." Furthermore, the top scorers in S 3 are different manifestations of Dr. Strange ("DR VINCENT STEVENS," "STRANGE," "NOBLE," and "PARADOX"). The characters in S 3 include a villain ("SISTER NIL"), a love interest ("CLEA"), and a financial relationship ("AZOPARDI"). The classical community formed by S 4 ∪ S 4 is centered on a setting called "EARTH-9910," but we found no clear distinction between the characters in S 4 and the characters in S 4 .
Political Blogs
We have a graph with 1490 blogs that focus on political matters. This data set was originally put together by Adamic for a paper by Adamic and Glance [1] ; we found it on a list of data sets maintained by Mark Newman [27] . The name of each blog is given, and a value is given for whether the blog has a liberal or conservative bias. There were 758 blogs with a liberal bias and 732 with a conservative bias. The graph contains an unweighted directed multi-edge from blog a to blog b for each time blog a contains a hyperlink to blog b. We turn this into a weighted undirected simple graph, where the weight on edge ab is the number of directed edges in the original graph from a to b or from b to a.
The normalized Laplacian of our new graph has 2 as an eigenvalue with multiplicity 1. The maximum eigenvector is nonzero in just two coordinates, at blogs "digital-democrat.blogspot.com" and "thelonedem.com," each of which is in just one edge with weight 2 to the other. Similar to how we handled the MARVEL graph, we call this the trivial bipartite community. The graph also has 266 isolated vertices (blogs that never linked or were linked by other blogs). We remove the isolated blogs and the blogs in the trivial community, and continue on the reduced graph. We call our reduced graph the blog graph. We present the basic facts about the eigenvalues below. There were no vertices at the origin that were thrown out. We ran r-means to find three clusters. The communities found by our algorithm are somewhat strong, with φ G (S i , S i ) ≤ 3(2 − λ i ). We will assess our algorithms ability to pass the "eye-test" by finding expected structures inside our reported communities.
Based on previous applications of bipartite communities mentioned in Section 1, we know of two possible structures that might be expected in our communities. One is that we might see a flame war, which would be represented by many links between blogs from different political parties. The second structure is the Authority-Hub framework suggested by HITS, which would be represented by a uniform orientation of the original links. Another sign of the Authority-Hub framework is that one side should have a large indegree and the other side should have a large out-degree. We will now define a few parameters that will help us assess whether or not these structures are present in our results. Let FLAME denote the ratio of edges that involve a blog from each political party among all edges that cross from S i to S i . Let d + denote the average out-degree and d − denote the average in-degree based on the hyperlink orientations in the original data set. Finally, let H value denote ratio of edges, among all edges that cross from S i to S i , that are oriented from a blog with a positive projection score to a blog with a negative projection score. Because this would be 0.5 in a random graph, we set H score = 4 * (0.5 − H value ) 2 ∈ [0, 1]. By this construction, a large H score would indicate a strong Authority/Hub structure without bias from which of S i and S i is the set of Hubs and which is the set of Authorities.
First, we calculate these structural properties for the whole cluster C i , before we calculate n * and p * . The first conclusion is that this algorithm did not pick up even a trace of a flame war. Cluster 2, and to a lesser extent Cluster 1, do demonstrate an Authority-Hub framework. Now we see how these parameters adjust when The parameters for the second community do not change because S 2 ∪ S 2 = C 2 . The first bipartite community now displays a very strong Authority/Hub structure, but the roles have reversed.
Autonomous Systems
Our next data set is the CAIDA relationships dataset for Autonomous Systems (AS) from November 12, 2007 , which was downloaded from the Stanford SNAP project [29] , who got it from Leskovec, Kleinberg, and Faloutsos [23] . We associated each Autonomous System identifier with a name using a table found at Geoff Huston's personal website [17] . An autonomous system is a communications company that routes Internet traffic. What the data represents is a collection of cross-company connections used for routing traffic through several in-between carriers. This data is known to be incomplete, but it contains enough information to test our algorithm. From the information provided, we created a weighted undirected graph. Our dataset also includes information about the type of relationship (customer, provider, or peer) that two linked companies have, which we choose to ignore until we perform an autopsy on our results.
The graph contains AS's 1 through 65535. However, as one AS buys another, or some AS disappears for any other reason, only half of the AS's in that range were active at the time our graph was made. Specifically, 39146 of those addresses were not in any relationships, and so we removed them. We clustered using the top twenty eigenvalues, none of which had trivial eigenvectors. We describe the results below. The algorithm returned at least one weak community (φ G (S 2 , S 2 ) > 0.5) and several trivial communities (|S 5 ∪ S 5 | = 5 and |S 7 ∪ S 7 | = 4). However, the seven other communities are within 7 times the best possible, and some of them are within 4 times the best possible. As a comparison, we also ran there are six non-trivial eigenvalues less than 0.03, while only one eigenvalue is at least 1.97. The classical algorithm also had no issue with trivial communities, as the smallest community returned with 180 members. However, the classical algorithm had more issues with weak communities than the bipartite algorithm; as it had three communities with classical conductance over 0.4 compared to one community with bipartite conductance over 0.4, and one community with classical conductance over 0.6 compared to no communities with bipartite conductance that large. The strongest communities from the two algorithms are quite comparable: the best classical community has a stronger score than the best bipartite community, the second and third best bipartite communities have stronger scores than the second and third best classical communities respectively, and the fourth best classical community is better than the fourth best bipartite community.
The communities discovered by the two algorithms are largely disjoint, with the notable exception of the best-scoring communities from each algorithm. The twelve AS's in S * 3 with the best z i score are in order: All of the AS's listed above are based in Korea. A diagram of the connections between these AS's is presented in Figure 1 . The diagram demonstrates that the difference between S 9 and S 9 contains information about peering relationships.
Double Mutant Combinations
Costanzo et. al. [10] prepared a data set of how a colony of yeast would react when a pair of genes were deleted, which is available at the supplementary online material website [11] . This is the data set discussed in Section 1 when the difference between a bicluster and a bipartite community is clarified. A yeast colony typically grows at a rate of t, and when gene i is mutated it grows at rate δ i t. The double mutant combinations is then an analysis of when genes i and j are deleted and the yeast colony grows at a rate of (δ i δ j + ij )t. We specifically worked with data set S4, where edge ij exists if the experimental value of | ij | is more than 0.08, and the p-value for the true value of ij equaling 0 is less than 0.05. We chose this specific data set because it was recommended to us by one of the authors, Chad Myers.
The experiment specifically only tested gene combinations with one gene from an array set A and the other gene from a query set Q. Both sets are large, with |A| = 3885 and |Q| = 1711. Using this set-up the problem looks more appropriate for biclusters than bipartite communities. However, |A ∩ Q| = 1139, and that is the vertex set that we ran our algorithm on. This induced subgraph has 33821 directed edges. Note that an double mutant combination that is close to the cut-off threshold might only be represented in one direction due to statistical errors. We chose to include an undirected edge if either orientation of it exists in the directed graph; this produced 17770 undirected edges.
We originally ran our algorithm with 20 eigenvectors. However, the expected distance between two random unit vectors in R k is ≈ 1 − 1 k 2 . In the end this space was too sparse, and none of the parts of the partitions contained more than 9 genes. We modified our algorithm to run on 6 eigenvectors, and we only required the radius for each partition to be There was one vertex at the origin that were thrown out. As you can see, this graph has no good bipartite communities. We ran r-means to find three clusters. In every case, n * = p * = 0 (and so |S i | = #(z j > 0) and The behavior is clear: this graph has no bipartite communities and so the algorithm is spreading the communities out to try to cover the entire graph. Recall that we originally established that communities are vaguely defined terms. That we seek to minimize the conductance or bipartite conductance is only one method to outline a goal for a "good community." Our algorithm has proven that this is not the correct method for this data set. Conductance is a measure that wants the community to be exclusive, while the modular hypothesis [5] suggests that each module may be in many communities with other modules. Hence their algorithm to find bipartite communities only counts good edges, while not significantly penalizing for bad edges. Based on our discussion, it may be better for this application to use L instead of L.
There is some silver lining to this result -it does fix one of the trade offs mentioned in the Discussion section of [5] . Their methods had very strict conditions for when a set of vertices formed a bipartite condition. Those conditions led to very small communities: they reported a mode of 11 genes per community, and it appears that none have more than 110 genes (see Figure S5 in supplementary materials) . These communities do not cover entire pathways, and an ad-hoc procedure is developed to reduce overlapping communities into one single subset of a pathway. Our algorithm naturally looked for larger communities, and each likely contains entire pathway(s).
Discussion
Our heuristic algorithm found bipartite communities where the i th best community has bipartite conductance less than 10(2 − λ i ). This is significantly better than the bound in Theorem 1.5, and borders on the best possible.
There is still some room for improvement, and our tests give empirical reasoning for one possible augmentation. Generally speaking, the best eigenvectors seem to have their values concentrated around a small set of vertices. On the other hand, the algorithm is intended to combine the information from several eigenvectors -and hence the non-trivial entries from those eigenvectors should overlap. In practice the algorithm does naturally pick out centers c i whose coefficients are largest on eigenvectors with the most non-trivial entries. But because these eigenvectors that are concentrated on a small set of vertices are among our strongest, it is not a good thing that they get ignored. Therefore, it may be wise to pull out the best eigenvectors with few non-trivial values, run an algorithm similar to Theorem 1.4 on each pulled eigenvector, and then run our algorithm on the remaining eigenvectors.
Even without this augmentation, our algorithm found communities with relevant structure. Specifically, they found structures in real-world data sets that matched the description in Section 1 of such communities. On political blogs, our algorithm found the Authority/Hub framework first described by Kleinberg [18] . On AS networks, our algorithm found a community local to a regional network (Korea) rather than the dense formation at the logical center. Furthermore, the two sets of AS's provided information about the peering relationship. This can be used to infer the level of an AS, which approximates how close an AS is to the logical center of the Internet. Deter-mining the level of an AS is a controversial practice, as it has implications on business negotiations. On the other hand, information about levels can be used to efficiently route traffic [6] by idealizing the network as a hyperbolic space. Hence our results do not just score well; they have actual significance too.
Our algorithm produced results that equaled in strength that of classical community detection on the AS network. Recall that in a case of tie, bipartite communities are better than classical communities. This is because bipartite conductance is always larger than classical conductance, and hence the bipartite communities with similar scores are actually stronger. While we do not expect to find similar strengths in every context, it is a strong case study towards the usefulness of bipartite communities.
Concluding Remarks and Future Work
Lee, Gharan, and Trevisan asked at the end of [21] how randomly projecting into a smaller space affects the number of communities that could be pulled out of k eigenvectors for practical applications. This question also applies to bipartite communities.
We listed several possible applications of the algorithm in the introduction, but we only tested on four data sets. The results from our tests confirm a subset of our hypotheses. The algorithm's ability to find local subnetworks of the AS network is similar to our predicted behavior of finding geographically close airports in a network of commercial flights. This is different than the results of standard community detection, which tend to report the logical center of the network. The algorithm did not find evidence of a flame war among a set of political blogs, and did find the Hub/Authority framework common in the wider Internet. A description of other types of bipartite communities that could be found by this algorithm has been left for future work.
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