Envelope tests are a popular tool in goodness-of-fit testing in spatial statistics. These tests graphically compare an empirical test function T (r) with its simulated counterparts from the null model. However, conventionally the type I error probability α is controlled for a fixed distance r only, whereas the functions are inspected on an interval of distances I. We offer two approaches to building global envelope tests on I: (1) construction of envelopes for a deviation test, and (2) ordering the empirical and simulated functions based on their r-wise ranks among each other. These new tests allow choosing the global α a priori and provide p-values. We illustrate the tests through simulated and real point pattern data.
Introduction
Hypotheses in spatial statistics typically have a spatial dimension and, therefore, the tests are based on test functions T (r), where r is a distance variable. Estimators of well-known summary functions are commonly used as T (r). For example, Ripley's K-function and the closely related L-function are employed in the point process case, and the spherical contact distribution function (or empty space function) in the random set case, see e.g. Cressie (1993) , Illian et al. (2008) , Chiu et al. (2013) and Diggle (2013) .
Since there is rarely knowledge on a single interesting distance r 0 a priori, rigorous statistical analysis should be based on simultaneous inference for all distances r on a certain interval I = [r min , r max ]. In the classical Monte Carlo deviation test introduced by Diggle (1979) , this is done by summarising the discrepancy between the empirical T (r) and its expectation under the null hypothesis by a real-valued deviation measure, e.g. the integrated squared difference on I. The same measure u is calculated for s functions T i (r), i = 2, . . . , s + 1, estimated from s simulations of the null model, and the measures are ranked. The null hypothesis is rejected if the u for the data takes an extreme rank.
A practical shortcoming of the deviation test is that it does not indicate the distances r at which the behaviour of the empirical T (r) leads to rejection of the null hypothesis. Since such information is important for detecting reasons why the data contradict the tested hypothesis, the so-called "envelope test" introduced originally by Ripley (1977) has become popular. The idea is to compare the test function estimated from data, T 1 (r), to an envelope constructed from functions T i (r), i = 2, . . . , s + 1. Generally, the k th smallest and largest value of T i (r) for each r ∈ I yield the lower and upper boundary of the envelope, respectively, where the typical choice is k = 1. If the data function T 1 (r) is not completely inside the envelope, it is regarded as evidence against the null hypothesis.
This conventional envelope test has a serious limitation: the level of significance is not adjusted for simultaneous inference for all distances r ∈ I. In the primitive case where the interval I becomes a singleton {r 0 }, the two-sided test which rejects the null hypothesis if the data value T 1 (r 0 ) is not inside the r-wise envelope for r 0 has an exact type I error probability, which is 2k/(s + 1). However, Ripley (1977) already noted that the type I error probability of the global test which rejects the null hypothesis if T 1 (r) is not completely inside the envelope for all r ∈ I must exceed that of the single distance test. This was discussed in detail by Loosmore and Ford (2006) and Grabarnik et al. (2011) . Davison and Hinkley (1997) proposed a resampling method to estimate the global type I error probability of an envelope test for a priori chosen values of k and s. This may be seen as a first attempt towards building a global envelope test, although the authors considered the envelope only as a "graphical test", because the test did not have a prescribed level α. Independently, Grabarnik et al. (2011) refined the envelope test in the spirit of the sequential version of Barnard's Monte Carlo test (Besag and Clifford, 1991) in order to adjust it for simultaneous inference: since the global type I error probability of an envelope test for fixed k can be estimated a posteriori, after a certain number of simulations s is done, the number of simulations s can be adjusted to obtain a prescribed global type I error probability α. However, no p-values are provided in this approach.
The present paper offers two new ways to construct a global envelope test on I. These approaches provide p-values and simultaneous envelopes with controlled global type I error probability: the null hypothesis is rejected if the data function T 1 (r) is not completely inside the envelope on the interval I, which corresponds to obtaining a p-value smaller than α. Both α and the number of simulations s can be chosen a priori.
First, we show how simultaneous envelopes can be constructed for the deviation test based on the (scaled) maximum absolute difference on I. These envelopes are determined by the chosen characteristics of the test function T (r) that are used to scale the differences. Scalings are needed in deviation tests to improve performance (Myllymäki et al., 2013) .
Second, we propose a global envelope test based on an ordering of the functions T i (r), i = 1, . . . , s + 1, using their r-wise rankings. This test is completely non-parametric and envelopes are constructed directly from the functions T i (r). The key idea of the new test is to define a rank measure R i , which characterises the position of the function T i (r) in the bundle of functions {T i (r) : i = 1, . . . , s + 1}. Due to the completely non-parametric construction, the R i are integers between 1 and (s + 1)/2 , and there are ties, i.e. i with the same value of R i . This implies that the test can provide only an interval for the p-value, similarly as tests in the case of discrete statistics. However, by choosing the number of simulations s sufficiently large, this interval can be made as narrow as necessary. Further, by using randomisation, the prescribed level α is obtained for the test.
The present paper applies the new envelope tests to spatial point patterns only. However, these methods can also be adapted to other fields of spatial statistics that use Monte Carlo tests with functional summary characteristics. They can straightforwardly be used e.g. for marked point processes, random closed sets and geostatistical models, and in that case, only the null models and test functions employed are different.
The rest of the paper is organised as follows. Preliminaries are given in Section 2. Section 3 recalls the deviation test and presents construction of envelopes for the maximum deviation test, while the rank envelope test is introduced and discussed in detail in Section 4. Section 5 illustrates the new envelope tests and presents results from a simulation study that was conducted to compare the performance of the rank envelope test to that of deviation tests. Section 6 then demonstrates the application of the rank envelope test for real data already discussed in the statistical literature. Finally, Section 7 is for further discussion and conclusions.
The proposed methods are provided in an R library spptest, which can be obtained at https://github.com/myllym/spptest.
Preliminaries
A point pattern is a finite set x = {x 1 , . . . , x n } of locations of n objects in a window W , which is a compact convex subset of R d . For simplicity, the present paper considers planar point patterns and the common case when the window is a rectangle with positive area |W |.
The point pattern x is assumed to be a realisation of a simple point process X in W , and we want to test the null hypothesis H 0 that x comes from some assumed point process model. To test H 0 , generally a test function T (r), which characterises point patterns in W , is used. The null and alternative models may suggest a suitable test function T (r) and its form. For a stationary null model it may be sensible to use a boundary correction to eliminate edge effects. Since the distribution of T (r) is typically unknown in analytical form, Monte Carlo methods are used and, therefore, a prerequisite of testing is the ability to simulate point patterns from the null model in W . Both in the deviation (Diggle, 1979) and envelope (Ripley, 1977) tests, an interval of distances I = [r min , r max ] is chosen and the selected test function T (r) is calculated for the observed and s simulated patterns on the distances r on this interval. We denote the function for the observed pattern by T 1 (r) and the corresponding functions for the simulations by T i (r) for i = 2, . . . , s + 1.
Throughout the paper, α denotes the desired type I error probability and, for simplicity, it is assumed that α(s + 1) is an integer.
Recall the idea of Monte Carlo tests: A classical approach is to reject H 0 if the observed continuous test statistic u 1 is in the fixed critical region estimated from statistics u 2 , . . . , u s+1 drawn from the null model, while in the slightly different approach suggested by Barnard (1963) , H 0 is rejected if u 1 is among the α(s + 1) extremal values of the u i s, i = 1, . . . , s + 1 (see also Besag and Diggle, 1977) . Practically, in both cases, a p-value of the test is calculated and H 0 is rejected if p ≤ α. While in the classical Monte Carlo test, the p-value is estimated from the u i s, in Barnard's test the same value is considered exact. Nevertheless, given the u i s, the two views lead to the same conclusion for a chosen α and, thus, the inference based on the p-value can be carried out similarly in both cases.
Regardless of the view, the test has the desired type I error probability α for simple hypotheses, where the null model has no nuisance parameters or it can be conditioned on the observed values of sufficient statistics for unknown parameters. In Barnard's test, the type I error probability and the p-value are considered exact, because the rank of u 1 among the u i s has the discrete uniform distribution on {1, . . . , s + 1} under the null hypothesis. Note that this holds also if the u i s are exchangeable instead of being independent (Besag and Clifford, 1989) . In the case of a discrete statistic u, the test criterion has to be adjusted in order to construct a test which has the type I error probability α exactly. The classical solution is to use randomisation to break the tied values of the statistic, which is shown to lead to an exact type I error probability in Barnard's test for general statistics including possibly ties by Dufour (2006, Prop. 2.4 ). This randomisation is applied also in this work to the rank envelope test.
Envelopes based on a deviation test

Deviation tests
Recall now how deviation tests work: a deviation measure, e.g. the maximum deviation measure
or the integral measure
is chosen and computed for the observed pattern (u 1 ) and for each simulated pattern (u 2 , . . . , u s+1 ). In (1) and (2), w(r) is scaling of the raw residuals
and T 0 (r) is the expectation of T (r) for the null model in W . In the classical case (Diggle, 1979) w(r) = 1. However, in order to make the contributions of residuals of different distances on I more equal to the test and to improve the performance, Myllymäki et al. (2013) proposed to use the studentised scaling
in the case of symmetrically distributed T (r), or the directional quantile scaling
in the case of asymmetrically distributed T (r). Here var(T (r)) denotes the variance of T (r) under the null model, and T (r) and T (r) are the r-wise 2.5% upper and lower quantiles of the distribution of T (r) under H 0 . The expectation T 0 (r), as well as quantities var(T (r)), T (r) and T (r), can be estimated from simulations of the null model (see e.g. Diggle, 2013) if not known analytically. Given the deviation measures u i , i = 1, . . . , s + 1, the p-value of the deviation test is (Besag and Clifford, 1991) 
Since the test statistic of the deviation test is continuous, the type I error probability is exactly α for simple hypotheses, and the recommended number of simulations in literature (see e.g. Hope, 1968; Marriott, 1979; Diggle, 2013 ) is rather small: s = 99 and s = 199 are the most popular choices. It is worth to note, however, that for precise estimation of the null distribution of a test statistic in the classical Monte Carlo approach many more simulations are required. In particular, for estimated p-values as small asp < 0.1, acceptable accuracy requires s = 1000 or more simulations (see e.g. Loosmore and Ford, 2006) .
A general disadvantage of the deviation test is the lack of graphical interpretation. However, in the following we show that for the maximum deviation measure (1) it is possible to construct an envelope which shows the distances that are the reason of rejection in the deviation test. Thus, the maximum deviation test becomes essentially an envelope test as well.
Construction of the simultaneous envelope for the maximum deviation test
Note first that a deviation test rejects the null hypothesis if u 1 is among the α(s + 1) largest values of the u i s. This is the same as rejecting if u 1 > u α , where u α is the α(s + 1) th largest value of the u i s. For the maximum deviation measure (1), the inequality u 1 > u α yields
for some r ∈ I, where w low (r) and w upp (r) are scalings for the lower and upper tails of the distributions of T (r), respectively. That is, 100(1 − α)% of the functions T i (r), i = 1, . . . , s + 1, are within the curves
Consequently, we call the strip (T u α low (r), T u α upp (r)) between the two curves the 100(1 − α)% simultaneous envelope.
For the classical case without any scaling, it is w low (r) = w upp (r) = 1. These envelopes (T 0 (r) − u α , T 0 (r) + u α ), which have constant width over the distances r ∈ I, were used already by Ripley (1981) . They indicate the distances that lead to the rejection of the maximum deviation test (1) without scaling, but they do not give much information about the behaviour of functions T i (r) for different distances r ∈ I (unless the distribution of T (r) is symmetric and the same for all r).
For the studentised scaling (4), we have
and we call the corresponding envelope (T u α low (r), T u α upp (r)) given by (7) the studentised envelope. The directional quantile envelope is specified by w low (r) = 1/|T (r) − T 0 (r)| and w upp (r) = 1/|T (r) − T 0 (r)|.
Thus, the studentised envelope is symmetric around T 0 (r), while the directional quantile envelope can be asymmetric. The width of both envelopes varies along r. The shape of the envelopes is determined either by the standard deviation or the quantiles T (r) and T (r).
The rank envelope test
This section introduces and discusses the rank envelope test, which is based on a particular ranking of the functions T i (r). The basis of the test is the construction of a quantity that assigns integers R i to the functions T i (r). This rank measure R i is explained in the next section. It enables calculation of p-values and opens a way to construct a simultaneous envelope, which is based on the functions T i (r) directly.
The rank measure
Let k be an integer. The rank measure is defined by means of the k th lower and upper rank curves
Here min k and max k denote the k th smallest and largest value, respectively. The number R i is the largest k for which
A small value of R i indicates that the function T i (r) is an extreme function in the bundle of functions {T i (r), i = 1, . . . , s + 1}, and R i = 1 means that the function T i (r) is the most extreme function, either the lowest or highest of all T i (r). On the other hand, a moderate R i means that the function T i (r) resides in the centre of the bundle {T i (r), i = 1, . . . , s + 1}. The set of all R i typically contains ties, because max R i < s + 1. Thus, for example, there is not just one "most extreme" function T i (r).
In practice, the determination of R i must be based on some form of discretisation of the interval I to a finite number of distances I fin . Given the distances r in I fin , the rank measure R i is calculated as follows:
with the smallest value obtaining the rank 1. (In the case of ties, use the mid-rank.)
Then let
By construction, the rank measures R i sort the test functions T i (r) in ascending order from the most extreme to the most typical one under the null model.
The test based on the ranks
When the rank measures R i are determined, a quite natural Monte Carlo test can be constructed: the R i s simply play the same role as the u i s in a deviation test. For this test based on the R i s, determination of (Barnard's) p-values is straightforward. Below we describe a way to handle the ties in the set of all R i . Moreover, we show how a simultaneous envelope, which complements the test result given by p-values by indicating reasons of rejection, can be constructed. Since the rank measure R i is based only on the r-wise ranks of T i (r), some difficulties connected with deviation tests, namely unequal variances of T (r) for different r and asymmetry of the distribution of T (r) discussed in Myllymäki et al. (2013) , do not play a role for the test based on the R i s.
Calculation of p-values
Since the rank of R 1 among the R i s may not be unique, there is an interval of p-values instead of a single value. A practical approach is to report a range of p-values, similarly as proposed for discrete test statistics, e.g., by Besag and Clifford (1989, 1991) . However, to construct an exact test, the randomised rule, which is explained in the following, has to be employed.
The most liberal and the most conservative p-value of the rank envelope test are
respectively. These values provide lower and upper bounds for the p-value of the test. In order to have an exact test with type I error probability α, one of the possible p-values has to be chosen at random: let R * i = (R i ,U i ) where U i is a uniform random variable on (0, 1), and define
The test which rejects H 0 if p rand ≤ α has the type I error probability α exactly for simple null hypotheses, since the set of R * i s does not contain ties. In the simulation study below, we consider empirically also how parameter estimation affects the type I error probability of goodness-of-fit tests.
More practically, the p-interval (p low , p upp ) is given as test output and the following rule can be employed: if p upp ≤ α, the null hypothesis is clearly rejected at this level α and, if p low > α, there is no evidence for rejection of H 0 .
Our experience indicates that the interval (p low , p upp ) gets narrower when the number of simulations s increases. Further, a number of simulations in the order of 5000 seems to be large enough to obtain p upp − p low ≤ 0.01 (see Section 5.1.4). Therefore, we recommend to use s = 4999 or more simulations for α = 0.05. Then the interval (p low , p upp ) is narrow and only rarely α ∈ [p low , p upp ). In this rare event, randomisation can be used, in which case the test is exact, or one may rely e.g. on the conservative strategy similarly as Besag and Diggle (1977) and Diggle (2013) or on the mid-rank method where H 0 is rejected if (p low + p upp )/2 ≤ α (then exactness is not reached).
Simultaneous envelope
The p-value (or p-interval) given by the rank measures R i already determines the test result of the rank test. However, for detecting reasons of possible rejection of the null hypothesis, graphical interpretation given by an envelope is essential. We now show that the rank measures R i , i = 1, . . . , s + 1, can be used to construct a simultaneous envelope for a given value of α. This envelope indicates which distances r are responsible for a possible rejection of H 0 . Rejection or non-rejection of the null hypothesis can be based also on this envelope up to the accuracy described below.
The global type I error probability of the test which rejects the null hypothesis H 0 if the data function T 1 (r) falls outside the k th lower and upper curves (8) for some r ∈ I, i.e.
can be estimated by
The estimate a k corresponds to the proportion of the test functions T i (r) that either go below T k low (r) or exceed T k upp (r). If there were no ties in the rank measures R i , we could find a value of k with a k = α, and T k low (r) and T k upp (r) for this k would give the 100 · (1 − α)% simultaneous envelope exactly. However, finding such k is not possible exactly because of ties. In any case, we can find the value k α for which a k α is closest to α from below as follows: Sort R 1 , . . . , R s+1 in decreasing order and let the sorted values be R (1) , . . . , R (s+1) . Take k α to be the (1 − α)(s + 1) th value in R (1) , . . . , R (s+1) . The value k α leads to
for which it holds a k α ≤ α and a k α +1 > α.
Thus, strictly speaking, the envelope (T k α low (r), T k α upp (r)) represents a simultaneous envelope related to the α-interval (a k α , a k α +1 ). Loosely speaking, we call this envelope the 100 · (1 − α)% simultaneous rank envelope as it complements the inference made at the level α: If the data function T 1 (r) is strictly outside the envelope for some r ∈ I, then p upp ≤ α and the null hypothesis is rejected. If T k α low (r) < T 1 (r) < T k α upp (r) for all r ∈ I, then the null hypothesis is not rejected, which corresponds to having p low > α. And, if the data function T 1 (r) coincides T k α low (r) or T k α upp (r) for some r ∈ I, then p low ≤ α < p upp . In this case, randomisation may be used to obtain the randomised p-value and to decide the test result at the level α exactly (see Section 4.2.1).
Note that for the rank envelope test there is no need to know or estimate the expectation of the function T (r) under H 0 . However, for visualisation it often makes sense to plot the expectation T 0 (r) together with T 1 (r) and (T
Remark. The data function T 1 (r) is included in the set of functions that are used to define the k th lower and upper curves (8), whereby the simultaneous envelope corresponds to the p-values as explained above. In the conventional and refined envelope tests, the envelopes are instead constructed from simulations only (see Ripley, 1977; Grabarnik et al., 2011) . The effect of the inclusion (or exclusion) of T 1 (r) among the T i (r) in calculation of the simultaneous envelope is obviously negligible when the number of simulations s is large.
Simulation study
This section illustrates the application of the new envelope tests (Section 5.2) and studies the performance of the rank envelope test in comparison to the maximum (1) and integral (2) deviation tests (Section 5.3). These comparisons are made by means of various point process models and two different test functions.
Design of the study
Point process models
The model for complete spatial randomness (CSR) is the Poisson process with intensity λ . Further models are regular and cluster point processes as explained in the following.
Regular processes. The parameters of the pairwise interaction point process Strauss(β , γ, R) are β > 0 and 0 ≤ γ ≤ 1 that control intensity and strength of interaction, respectively, and the interaction radius R > 0. To obtain point patterns that behave as patterns coming from a stationary model, point patterns in W are obtained by simulating the process in an extended window and taking as samples the sub-point patterns in W .
Cluster processes. Matérn type cluster processes are constructed in two steps. First, a "parent" point process is generated and, thereafter, clusters of "daughter" points are formed around the parent points. In the classical Matérn cluster process MatClust(λ p , R d , µ d ), the parent points form a Poisson process with intensity λ p , and the daughter points are distributed uniformly in discs of radius R d centred at the parent points and their numbers follow a Poisson distribution with mean µ d . The non-overlapping Matérn cluster process NoOMatClust(λ p , R d , µ d , R) differs from the Matérn cluster process only in that the parent points follow the Strauss(λ p , 0, R) process, i.e. a hard-core process with minimum interpoint distance R. The mixed Matérn cluster process (MixMatClust) is a superposition of two Matérn cluster processes.
Null and alternative models
The null and alternative models considered in the simulation study are listed in Table 1 . We tested three alternative models against the CSR hypothesis. Figure 1 (upper row) shows samples of these models. The CSR hypothesis can be considered simple if the number of points is fixed and the binomial process is simulated (e.g. Diggle, 2013) . However, in this study, we estimated the intensity λ from the simulated "data" pattern and generated patterns under CSR from the Poisson process with the estimated intensityλ as in the current implementation of the R library spatstat (1.31-2) (Baddeley and Turner, 2005) .
Another three alternative models, for which samples are shown in Figure 1 (lower row), were tested against Strauss or Matérn cluster models with fitted parameters. We estimated the parameters of the Strauss and Matérn models using spatstat: estimates for the parameters of the Matérn cluster process were obtained by the minimum contrast estimation based on the pair correlation function (the non-cumulative counterpart of the L-function), whereas for the Strauss process the maximum pseudo-likelihood method (Baddeley and Turner, 2000; Diggle et al., 1994) was used.
Thus, tests were carried out in the following four steps:
1. Fit the null model to the point pattern observed in the window
2. Generate s samples of the null model with the estimated parameters in W .
3. Estimate the test function for the data pattern and each simulation.
4. Calculate the p-value. Reject if p ≤ 0.05.
The parameters of the alternative models were chosen such that the mean number of points in the window W = [0, 1] × [0, 1] is close to 200 and the distributional deviations from the null model are moderate. An exception is the mixed Matérn cluster process for which the mean number of points is 600, because with samples of 200 points it is almost impossible to separate this process from the Matérn cluster process. As test functions we chose estimators of the L-function (Ripley, 1976 (Ripley, , 1977 Besag, 1977) and the J-function (van Lieshout and Baddeley, 1996) . Both functions are often used for detecting clustering or regularity of point patterns.
For illustrative purposes instead of the L-function we used its centred variant L(r) − r, which is equal to 0 under CSR. We employed the estimator with translational edge correction (see e.g. Illian et al., 2008) .
Recall that the J-function is defined as
where G is the nearest neighbour distribution function and F is the empty space function (or spherical contact distribution function). Under CSR, it holds J(r) ≡ 1. As shown by , it holds that (1 −Ĝ(r))/(1 −F(r)) ≈ 1 for the CSR case also if uncorrected estimators of G(r) and F(r) are used. Consequently, we used the uncorrected estimator of J(r), which is offered by the R library spatstat (Baddeley and Turner, 2005) . 
Choice of the number of simulations
Recall that the rank envelope test gives the p-interval (p low , p upp ) bounded by the most liberal and the most conservative p-value of the test. In Figure 2 , the width of this interval is shown as a function of the number of simulations s for three alternative models tested against CSR using the test functionsL(r) andĴ(r). Each curve represents the average of widths for 20 simulated point patterns: for each simulated pattern, simulations under CSR were carried out and p upp − p low was determined for different s.
The three models represent different forms of deviations from CSR resulting in large, intermediate and small p-values. In each case, the larger the number of simulations s is, the narrower is the width of the interval. In the case of the Poisson(200) model the width is smaller than in the case of the other two models: the data function is central among all the test functions T i (r) and less ties occur for R 1 in this case. In the case of the other two models, around 5000 simulations seem to be enough to reach p upp − p low ≤ 0.01. ForĴ(r), this width is in fact reached for slightly smaller s. 
Examples of the global envelope tests
Figures 3 and 4 show the outputs of the rank envelope test for the point patterns of Figure 1 . The null models given in Table 1 were tested with T (r) =L(r) and T (r) =Ĵ(r), respectively. In each case, the p-interval leads to clear decision on rejection or non-rejection of the null model at level α = 0.05. In the case of rejection, the r-values where T 1 (r) is outside the 95% rank envelope indicate the scales which lead to rejection. To compare the different global envelope tests, Figure 5 shows the outputs of the rank envelope test and of the three envelope tests corresponding to the maximum deviation test with no-scaling, studentised scaling (4) and directional quantile scaling (5) for testing CSR of the Strauss(250, 0.6, 0.03) pattern of Figure 1 (top left) . When the test functionL(r) is used, the CSR hypothesis is rejected by the rank, studentised and directional quantile envelope tests, whereas the unscaled test does not reject. For T (r) =Ĵ(r), all the tests reject the CSR hypothesis. However, while the interesting distance for the Strauss process is around R = 0.03, the unscaled test rejects due to distances r > 0.045. All new tests reject due to R = 0.03. Furthermore, the studentised and directional quantile envelopes point out the distances r > 0.045 in this case mistakenly.
For the tests based on the maximum deviation measure in Figure 5 , we used only s = 99 simulations. However, we performed the tests also with s = 4999. The test results were the same, only the studentised and directional quantile envelopes were smoother. Obviously, in the given case the studentised and directional quantile envelopes give a reasonable "approximation" for the rank envelope computed from s = 4999 simulations. On the other hand, the unscaled envelopes completely ignore changes in the distribution of T (r) over the distances r. 
Results
We first investigated the empirical type I error probabilities of the tests given in Table 2 . We considered the CSR, Strauss(350, 0.4, 0.03) and MatClust(50, 0.06, 4) models, which correspond (approximately) to the three null models given in Table 1 . Second, we compared the rejection rates of the tests in the six cases given in Table 1 . (4) max | st maximum (1) deviation test with (5) max | qdir integral (2) deviation test with w(r) = 1 int integral (2) deviation test with (4) int | st integral (2) deviation test with (5) int | qdir
To obtain empirical rejection rates, we generated N = 1000 realisations of the alternative models in the window W = [0, 1]×[0, 1]. For each simulated point pattern we then performed the tests based on s = 4999 and the test functionsL(r) andĴ(r). For each test and each model, we determined the proportion of rejections of the null model among the N simulations for α = 0.05. For the rank envelope test we used the randomised p-value throughout the study. 
Type I error probabilities
We first studied the empirical type I error probabilities under the condition that the alternative model was equal to the null model with fixed known parameters. All these probabilities were between 0.042 and 0.062. Since, for α = 0.05, the proportion of rejections should be in the interval (0.037, 0.064) with probability 0.95 (given by the 2.5% and 97.5% quantiles of the binomial distribution with parameters 1000 and 0.05), it can be concluded that all tests have correct type I error probabilities. We then checked how the parameter estimation step affects the type I error probabilities. Table 3 shows the proportions of rejections of the fitted null model with nuisance parameters. (The tests were carried out by the steps 1-4 in Section 5.1.2.) We observed the following:
1. For the CSR test, the empirical type I error probabilities are all close to α.
2. For the Matérn cluster process, the tests withL(r) are clearly conservative, because both the estimation procedure and the test are based on second-order characteristics. On the other hand,Ĵ(r) is only weakly related to the estimation and the empirical levels of the tests withĴ(r) are all close to α.
3. Also for the Strauss process the tests based onL(r) are conservative, while the empirical levels are close to α forĴ(r), except for the deviation tests without scaling.
Thus, all the new envelope tests withĴ(r) have approximately the desired (empirical) level α = 0.05. Recently, Dao and Genton (2013) proposed a method to solve the problem of inappropriate type I error probabilities of the Monte Carlo goodness-of-fit test when the null model has nuisance parameters. Since this method is highly computational, in the following comparison we work with a simpler remedy (Diggle, 2013; Illian et al., 2008) : the test function should not be closely related to the estimation procedure, which holds in our study forĴ(r). For comparison we anyway show the results withL(r) as well. Table 3 : Proportions of rejections of the null models with estimated parameters when the null model is fitted to a realisation of the same (alternative) model with known parameters. In the case of the Strauss process, the null model has unknown parameters except the interaction radius was fixed to R = 0.03. The full names of the different tests in columns are given in Table 2 . 
Comparison of rejection rates
The first three rows in Tables 4 and 5 show the proportions of rejections of the CSR hypothesis with T (r) =L(r) and T (r) =Ĵ(r), respectively, while the other three rows show results from the goodness-of-fit tests for the Matérn cluster and Strauss processes. Recall that the rejection rates forL(r) should be interpreted with care, particularly for the Matérn cluster null model. The results show that the rank envelope test has clearly higher rejection rates than the classical deviation tests without scalings (compare 'rank' to 'max' and 'int' in Tables 4 and 5 ). Only in the case of the CSR test withĴ(r) against the alternative model Strauss(250, 0.6, 0.05), the deviation tests without scalings have the highest rates of all: this is due to the fact that the largest deviation of T 1 (r) occurs for the largest r on I for which the test without weights gives the greatest importance, see Figure 4 and discussion in Myllymäki et al. (2013) .
Scalings lead to increased rejection rates for the deviation tests, similarly as was shown in Myllymäki et al. (2013) , but the rank envelope test has highly competitive performance in comparison to these tests as well. Note that the rank envelope test gives the same importance for each distance r ∈ I fin by construction.
We further conclude:
1. Which of the two test functions has the highest rejection rate depends on the alternative model; different test functions are sensitive to different type of deviations from the null model. For example,L(r) cannot distinguish the mixed Matérn cluster process from a Matérn cluster null model (note the conservative test here), whereasĴ(r) can (see Figures 3 and 4 , bottom middle). On the other hand, the opposite occurs for the non-overlapping Matérn cluster process (see Figures 3 and 4 , bottom right).
2. In the case of the alternative Matérn cluster model, which deviates from CSR over all distances on I (see Figures 3 and 4 , top right), the integral deviation test is better than the maximum deviation test and the maximum type of rank envelope test, because the integral deviation test is particularly sensitive to this type of deviation. Table 4 : Proportions of rejections of the null models using the test functionL(r) when the data patterns were generated by the alternative models. The data pattern was first used for fitting the null model and then for testing. The full names of the different tests in columns are given in Table 5 : Proportions of rejections of the null models using the test functionĴ(r) when the data patterns were generated by the alternative models. The data pattern was first used for fitting the null model and then for testing. The full names of the different tests in columns are given in Table 2 . Figure 6 shows a point pattern of 218 gold particles in a window of 1064.7 nm ×676 nm rescaled to 630 × 400 length units (for more details see Illian et al., 2008, p. 7) . This pattern comes from Glasbey and Roberts (1997) , who already showed that the CSR hypothesis should be rejected. In Illian et al. (2008, p. 98) , various CSR tests were applied with the result that the CSR hypothesis was rejected too. However, no envelopes were given and so the reason for rejecting CSR could be only later explained in the book, on page 222 by discussion of the pair correlation function. We present the result of the rank envelope test for the CSR test based on the J-function, which was the first summary function used in Illian et al. (2008, p. 98) . We choose I = [1, 20] and s = 4999. As Figure 7 (left) shows the CSR hypothesis is clearly rejected (p < 0.012) and the 95% rank envelope indicates that there is significant regularity on small and significant clustering on large inter-point distances: the empirical function T 1 (r) slightly exceeds the upper boundary of the envelope for distances r < 6 and goes under the envelope for distances between 8 and 17 (length units). Thus, no reference to other summary characteristics such as pair correlation function is needed to find reasons of rejection. Moreover, the influence of different scales on the test result can be directly evaluated.
Discussion and conclusions
This paper presents new global envelope tests which provide both p-values and a graphical representation. The simultaneous envelope complements the test result given by p-values: it shows the distances r where there is behaviour of the data function T 1 (r) leading to rejection of the null hypothesis, which aids understanding the reasons of rejection and suggesting alternative models. In particular, the rank envelope test gives a theoretical basis for the "envelope test" based on the k th lower and upper curves (8). The key idea is to change the focus from the values of T i (r) to the functions T i (r) on r ∈ I and to order the functions by a rank measure R i defined by means of the curves (8). This allows p-value calculation similar to that of Monte Carlo tests based on scalar discrete statistics. Moreover, the value of the test parameter k that leads to a simultaneous envelope can be easily found. Consequently, conclusions can be made at an a priori chosen global level α.
The rank envelope test can be recommended if one can afford a large number of simulations s; for α = 0.05, the number of simulations s close to 5000 seems appropriate. It is a completely non-parametric test which by construction gives the same importance for all distances r on the chosen interval I, which is a natural choice if there is not an a priori single interesting distance r 0 (see also Myllymäki et al., 2013) . A simulation study also showed that the rank envelope test has good performance in comparison to the deviation tests.
The envelope tests based on the maximum deviation measure (1) can be used with a low number of simulations. As shown in this paper, the studentised and directional quantile envelopes based on s = 99 only can give a reasonable approximation for the rank envelope computed from s = 4999 simulations. However, such a behaviour is not in all cases guaranteed, because the studentised and directional quantile envelopes rely only on one or two characteristics of the distribution of T (r), r ∈ I, namely the variance or quantiles. In any case, our examples show that if large s cannot be afforded, the studentised and directional quantile envelope tests are alternatives to be considered.
If one wants to work with the completely non-parametric rank envelope test, but cannot afford large s, a sequential scheme similar to that proposed in Besag and Clifford (1991) (see also Grabarnik et al., 2011) can help to make testing computationally cheaper in terms of the number of simulations s when the data suggest that there is no evidence to reject H 0 .
Obviously, there exist other non-parametric ways to order the functions T i (r) besides the rank measure R i . An example is the following integral version of the rank measure:
where R i (r) are the ranks of T i (r) as in (10). Further, there are measures similar to (13) originating from functional data analysis, where the depth or centrality of a function among a set of functions has been considered in various ways (see e.g. Romo, 2009, 2011) . We note that such depth measures can be readily adopted for testing spatial hypotheses and, similarly, the rank measure can be seen as a functional depth measure. In fact, our simulation study included the measure (13) and two functional depth measures from the literature, namely the modified band and modified half-region depths, but for our null and alternative models these measures did not lead to high enough rejection rates to warrant further exposition. Furthermore, construction of simultaneous envelopes is not straightforward for these integral type of tests. As is intuitively clear, the power of the test depends on the choice of the test function T (r). Sometimes one may be able to suggest a sensible test function based on the null and alternative models. However, in the case where it is unclear which test function to prefer, one may like to base the test on several test functions (see Mrkvička, 2009) . It is a topic of future work to apply multiple testing adjustment to this situation using the idea of the rank envelope test.
