As the widespread use of high-throughput genomic and protein analysis, more and more experiments have been done to identify the informative genes for various diseases, thus it provides researchers an opportunity to aggregate across multiple microarray experiments via a rank aggregation approach. However, most of current's microarray rank aggregation methods are either unweighted or prespecified weighted, which has obvious defects. In this paper, We define a new method to weight each ranked list automatically by considering its distances to the other ranked lists and the agreement with some priori knowledge. Then the problem of integrating ranked lists can be formulated as minimizing an objective criterion which is proved to be NP-hard. Accordingly, we use an Artificial Fish Swarm algorithm (AFSA) to solve the well-defined minimization problem of rank aggregation in terms of decision theory. We conduct two sets of experiments to evaluate the performance of our methods. The experimental results show that the proposed approach owns not only the capability of solving optimization problem but also the biological meaning.
Introduction
With the development of the large scale gene expression profiling technology, gene expression data analysis and modeling have become an important topic in the field of bioinformatics research. Based on the gene expression data, the diagnosis and treatment of various disease at the DNA, RNA, or protein levels are important. Informative genes, which differentially expressed under two sets (e.g. various diseased and normal), are critical for a reliable diagnosis and simplify the experimental analysis. For example, discovering genes involved in multiple types of cancers is significant therapeutic importance. Therefore, it is a challenge to identify the informative genes among thousands of genes.
As the widespread use of high-throughput genomic and protein analysis, more and more experiments have been done to identify the informative genes for various diseases. This is providing researchers an opportunity to aggregate results across sets of experiments designed to explore the same biological phenomenon. However, combining information across multiple studies is challenging. In the case of microarray studies, the use of different technologies means that not all studies measure expression levels of the same genes. In addition, technical, biological, and other sources of variability will generally lead to the Inconsistent measurements of gene expression.
In this paper, we propose an Artificial Fish Swarm algorithm (AFSA) for the gene rank aggregation problem. AFSA is a novel method of swarm intelligence for searching the global optimum, which was inspired by the natural schooling behaviors of fish. The AFSA has been proved effective in function optimization, parameter estimation, combinatorial optimization, least squares support vector machine and geo-technical engineering problems. The remarkable property of this algorithm is that it is capable of global search in a rather large space, insensitive to initial values and not easy to stuck in the local optimal solution. Here we use an AFSA based algorithm to solve the minimization problem of rank aggregation.
In this paper, we briefly discuss the related work on rank aggregation technologies in Section 2. In Section 3, we present a novel method which weights each ranked lists automatically. Besides that, an AFSA which is used to solve the minimization problem would also be explained in detail. Finally, the experimental results are illustrated to show the effectiveness of the proposed method in Section 4. 
Related Work
Rank aggregation, as a classical problem, is defined as aggregating ranked results of entities from multiple ranking lists which aims at finding a more robust and reliable one. The individual ranking list may come from different methods, experiments or voters. This problem has had more than two hundred years' history, which was first proposed by Borda in 1781 [3] . In the case of gene rank aggregation, the goal is to aggregate measures of expression at the DNA, RNA, or protein levels [25] . To aggregate more reliable and robust gene ranked list, several approaches have been proposed. DeConde et al [4] first formulated the rank aggregation problem on identifying informative genes from multiple microarray experiments. This method combined a relatively small number of ranked lists using Markov Chain, which is partly based on the algorithms of Dwork et al [8] for spam webpage detection. Lin et al [18, 20] used the cross entropy Monte Carlo methods to combine the lists of MicroRNAs targets. Also, Vasyl Pihur et al [22] used a similar method as Lin et al to make informative genes selection on 20 different cancer related microarray datasets. By now, most methods either weight each ranked list evenly which is also called unweighted [4] , or give each ranked list a prespecified weight [20] which is based on some domain experience (Also include the rank aggregation methods which do not work on gene ranked lists aggregation).
However, both unweighted method and prespecified weight method have obvious defects. The former method ignores the fact that some ranked lists are more important than the others. Each ranked list from various experiments, datasets or algorithms should have different reliability, which means they should not be regarded equally. Although the latter method may be effective in some cases, the prespecified weights are hard to evaluate. In addition, if we need to combine hundreds or thousands of experiments's results, the method of manually weighted is nearly impossible in practice.
An automated and objective way of weighting the rank lists is needed. Our goal is to find a way to weight each ranked list automatically based on some priori knowledge, which could be called supervised gene rank aggregation. The main contributions of this paper are outlined as follows:
• We define a new method to weight each ranked list automatically by considering its distances to the other ranked lists and the agreement with some priori knowledge. From the consensus assumption, we know that the list that is more consistent with other ranked lists tends to generate a more accurate prediction ranking for the genes. Base on this assumption, the aggregated ranked list would be more reliable.
• By simulating the fish's schooling behavior from the Artificial Fish Swarm Algorithm (AFSA), we propose a novel method for solving the well-defined minimization problem of gene rank aggregation. As far as we know, there are no any swarm intelligence algorithms that have been used to solve the rank aggregation problem.
Methods

Preliminaries
Let S A (k) be the ranked list with k genes, from experiment, dataset or algorithm A, depending on the context of the problem. Although it is not a necessary condition, for the sake of simplicity, we assume that all lists as inputs to the rank aggregation method have the same size k. Hereafter, we refer to such list as top-k list and drop the k in S A (k) where there is no ambiguity. Let S = ∪ A S A be the union set of elements from all the top-k lists. Suppose there are total n elements in the set, indexed from 1 through n without any particular order of preference. Let τ be any size k ordered subset of S without duplicate. Then, the goal is to find the ranked list τ * which has minimal disagreement with all the lists:
where w A is a weight for list A, and d denotes a distance measure, such as the Spearman's footrule or the Kendall's Tau distance. Such a τ * is referred to as the top-k list of the aggregate candidate targets set, and y * = Φ(τ * ) is the optimal (minimum) value of the objective function Φ. For each i / ∈ S ∩ S A , let R A (i) = k + 1, where R A (i) is the rank of gene i in the list A. Besides some definitions of gene rank aggregation made in the above, we would introduce two methods of computing the distance between two ranked lists, which are Kendall's Tau and Spearman's Footrule Distance [9] .
Kendall's Tau
Given two permutations L 1 , L 2 with n items, the Kendall Tau distance is defined as:
where I is the indicator function that is equal to 1 if the condition inside the parentheses is satisfied, 0 otherwise.
Spearman's Footrule
The Spearman's Footrule distance between two ranked lists L 1 and L 2 is defined as:
Supervised Ranked List Weighted Method
As the development of the biological technologies, more and more genes have already been identified as important or independent to a certain disease. Then, we try to use these prior knowledge to weight each ranked list more reasonable than some unweighted or prespecified weighted methods. One gene list is more reliable than the others if the top-rated genes of it are more likely to be the truly informative genes. However, we usually don't know how many informative genes are there to express one certain disease nor how these informative genes' exact ranking. Therefore, it can alternatively be regarded that a gene list is "reliable" if it agrees with the other ranked lists and the already known prior supervised knowledge as much as possible.
Base on this assumption, we define the weight of each ranked list A as:
where I is the set of the already identified informative genes, U is the set of the already identified as uninformative genes and D is the distance metric between two lists which could use Kendall's Tau or Spearman's Footrule mentioned above. The above function mainly includes two parts: the penalty for the disagreement with the already identified informative genes and the penalty for the disagreement with the other ranked lists. According to our consensus assumption, it is obvious that when a certain ranked list is more consistent with most of the other lists, its weight should be higher. Meanwhile, the penalty for the disagreement with the already identified informative genes is defined as log 2 ( u∈I R LA (u)), which is based on realizing the following three goals:
• The already identified informative genes should be included in the top-rated items, otherwise the ranked list would be less credible.
• Since we neither know how many informative genes are there to express one certain disease nor how these informative genes' exact ranking, the ranked list which rank the informative genes higher should be more reliable than the one rank them at the bottom of the top-k genes.
• On the contrary, if the identified un-informative genes are included in the top-rated genes, the list would be less credible. In addition, a ranked list which ranks un-informative genes high would be less reliable than the one ranks them low in the top-rated genes.
Let's see two toy samples below: Example 1: There are two top-3 ordered lists L 1 , L 2 which partially rank 6 genes A, B, C, D, E, F as:
Note that "A ≻ B" means that gene A is preferred to gene B, and the operation ≻ owns the properties of antisymmetry, transitivity and linearity. When A, B and D are identified by some researches or experiments as informative genes, it is obvious that L 1 should be more reliable than L 2 . Since L 1 has three identified informative genes in its top-rated list, but L 2 just has one.
Example 2: There are two top-6 ordered lists L 1 , L 2 which rank 6 genes A ≻ B ≻ C ≻ D ≻ E ≻ F as:
When A and B are identified by some researches or experiments as informative genes, the average rank of these two informative genes in L 1 is 1.5 and 6.5. Since we neither know how many informative genes are there to express one certain disease nor how these informative genes' exact ranking, the ranked list which rank the informative genes higher should be more reliable than the one rank them at the bottom of the top-k genes, which means L 1 would be more reliable than L 2 . The situation of the un-informative genes is just the opposite to the case of handling the identified informative genes, which would not be discussed in detail here.
Intuitively, one ranked list is more reliable if it has less disagreement with the other ranked lists. Obviously, the higher penalty a ranked list gets, the less it would be weighted, which fits our consensus assumption. The penalty for the disagreement with the other ranked lists, is
Artificial Fish Swarm Algorithm
Artificial fish swarm algorithm (AFSA) is a novel method for searching the global optimum proposed by Li et al [15] , which was inspired by the natural fish's schooling behavior. AFSA presents a strong capability to avoid local optimum in order to achieve global optimization. It has been proved effective in various fields such as function optimization [17] , Parameter estimation [16] and combinatorial optimization [14] , etc.
Principle of Artificial Fish Swarm Algorithm
In a natural environment, fish usually stay in the place with a lot of food, so we simulate the behaviors of fish based on this characteristic to find the global optimum, which is the basic idea of the AFSA. According to this phenomenon, AFSA builds some artificial fish, which search an optimal solution in the solution space by imitating fish swarm behavior. AFSA imitates fish's three typical behaviors, which include "Prey Behavior", "Swarm Behavior", and "Follow Behavior".
Prey:
It is a basic biological behavior that the fish try to find the food. In general, the fish stroll randomly at the beginning, when the fish discover an area with stronger food consistency, they will swim quickly toward that area.
Swarm:
The fish will assemble in groups naturally in the moving process, which is a kind of living habits in order to guarantee the existence of the colony and avoid enemies' invasion.
3. Follow: When a single fish or several fish find food (or reach an area with stronger food consistency), the around fish will trail them and approach the food quickly.
The detailed process of these AF behaviors for gene rank aggregation would be discussed as follows.
The Artificial Fish Swarm Algorithm for Gene Rank Aggregation
Obviously, the objective function which we want to minimize is NP-complete when using the Kendall Tau as the distance measure which was shown by Dwork et al [7] . Since the rank aggregation problem is NP-hard, none of algorithms are guaranteed to find the optimal solution, and different algorithms will provide different solutions. Thus, we hope to solve this problem with a algorithm which owns the characteristics of swiftly converge, insensitive to initial values and no easy to stuck in the local optimal solution. Therefore, we use an Artificial Fish Swarm Algorithm presented below to predict the top-k ranked informative genes. Suppose that the search space is k-dimensions (top-k genes ranked list) and m AF form the colony. The current status of the i th AF can be expressed by a vector X = (G 1 , G 2 , ..., G k ) , where G i (1, 2..., S) (S is the set contains all the elements that are present in each top-k list which is defined above) is the variable to be searched for the optimum.
For example, X i = (2, 4, 1, 5) expressed that the i th AF (Artificial Fish, which is expressed as a potential solution) has chosen genes 2, 4, 1 and 5 to be the top-4 informative genes, and 2 ≻ 4 ≻ 1 ≻ 5. The food consistency at present position of the i th AF can be represented by Y i = f (X i ), where Y i is the corresponding objective function (e.g Kendall's Tau or Spearman's Footrule); Visual represents the vision distance;
Step is the maximal step length and δ, 0 < δ < 1, is the congestion degree. What's more, Max is the maximum iterations number and T is the number of prey iteration. In addition, there are more definitions : Definition 1: D(X i , X j ), the distance between two fish is defined as
which shows that the distance between AFs X i and X j is denoted by the number of different genes between them. For example, the distance between X i = (A, B, C, D) and
Definition 2: N (X, V isual), the visual-neighbors of AF X whose distance with X is in the Visual,
where each X * is a neighbor of X. Definition 3: X c , the center of AF set X 1 , X 2 , ..., X m ,
Prey behavior
Prey is a basic biological behavior adopted by fish looking for food. It is based on a random search, with a tendency toward food consistency. There are two steps of it:
Step1: For a AF X i , we randomly select a new position X j from the visual-neighbors within its visual. Step2: If Y j < Y i , then we replace X i with X j , then X j became the new status of the i th AF; otherwise we go back to Step1.
If an AF has tried over T times and could not find a better status, then the AF moves to a position randomly.
Swarm behavior
Fish assemble in swarms to easier minimize danger or search food.
Step1: For an AF X i , calculate n f , the number of visualneighbors of the ith AF. Step2: If nf = 0 and nf /m < δ, determined the central position X c of all around artificial fish. In other words, when the visual scope of the i th AF is not vacant and the center site it is not crowded, we calculate the objective function Y c = f (X c ). If Y c < Y i , which means the center site has a greater food consistency than the the fish's current position X i , then replaced X i with X c ; otherwise execute prey behavior. If n f = 0, also execute prey behavior.
Follow behavior
A fish searches neighboring individuals to follow. Within a fish's visual, certain fish will be perceived as finding a greater amount of food than others, and this fish will naturally try to follow the best one in order to increase satisfaction.
Step1: For an AF X i , select the best status X j with the minimum Y j within N (X i , V isual), which means the j th AF had the minimum value of objective function among visual-neighbors of the i th AF.
Step2: Calculate the number of neighbors in the ith AF's visual scope, noted as n f . If Y j < Y i and n f /m < δ (the area around the i th AF is not too crowded), then replaced X i with X j ; otherwise execute prey behavior.
Besides, AFSA sets a bullet which is used to record the optimal solution and current performance of fish during each iteration. In addition, the algorithm is terminated when it reaches the maximal iteration number or the best AF state in the bullet does not change for ǫ ( ǫ is a small positive tolerance) rounds. The procedure of AFSA algorithm is shown as Figure 1 , which arranges the above mentioned behaviors into a certain process.
Obviously, AFSA is an optimization method based on swarm intelligence theory. The food consistency can be regarded as the objective function's value, and the status of an AF is the potential solution to be optimized. Prey behavior is a self-studying process which allows AF moves randomly to find a stronger food consistency. Both swarm behavior and follow behavior are processes of AF interaction with surrounding environment. They can ensure the area around AF would not be too crowded and the moving direction of AF is consistent with the average moving direction of the around partners which are moving to the colony extreme, the convergence of colony can be kept. After finishing the process in Figure 1 , AF gets to the place where food consistency is the biggest which is recorded in the bullet.
Experiments
In this section, three experiments have been made to illustrate and compare the performances between the various algorithms. The first experiment is made on a contrived dataset which is used to evaluate AFSA's optimum searching effectiveness. The last two experiments are two applications which aggregate the results from five gene expression studies of prostate cancer and three gene analysis results of HIV, respectively. Through these three experiments, we can illustrate that our method owns not only the capability of solving optimization problem but also the biological meaning.
Contrived Dataset
In this experiment, we aim at aggregating three top-40 ranked lists to one aggregated top-40 list. This data was proposed by Lin et al in 2010 [19] . For the sake of simpleness, the dataset would not be listed here again. It is worth to note that there are 65 different items in the candidate set S, which means that there are more than 5 × 10 65 potential aggregated lists. Obviously, it is impossible to use a Bruteforce method to evaluate each potential list. What's more, since this data does not include any prior knowledge and our goal is to prove optimum searching ability of AFSA, the supervised ranked list weighted method would not be used here. The detailed description of this data can be found in Lin's paper which would not be discussed here.
To contrast with our methods, nine other rank aggregation algorithms are listed from three main categories (Also from Lin et al): Borda's method [3] , Markov Chain [8] and Cross Entropy Monte Carlo [20] . For Borda's method, the rank bases on the score, and four aggregation functions, arithmetic mean(ARM), median(MED), geometric mean(GEM), and l2norm(L2N) , are used. For the Markov Chain method the extended MC1, MC2 and MC3 methods which are based on different strategy have been used. For Cross Entropy Monte Carlo, it directly minimizes either the Kendall's distance (CEK) or the Spearman's distance (CES), respectively. Similarly, our method is also based on different objective functions respectively, noted as ASF A K for Kendall's Tau distance and ASF A S for Spearman's distance. All the results of the above mentioned methods are listed in Table 1 (Some results were directly referred from [19] ).
It can be seen from the experiment result that ASFA reaches both the minimal objective function value on Kendall's Tau measure and Spearman's measure, respec-. tively. And the aggregated rank list based on Kendall Tau is listed followings:
More specifically, our method's result gets 450 Spearman's distance which is as small as MED of Borda, MC2 and MC3 from Markov chain, CSK and CES from Stochastic, and gets 392 Kendall's Tau's distance which is the same with the minimal value from CEK. The experiment result shows AFSA's optimum searching effectiveness on different objective functions.
Real Dataset
Prostate Cancer Dataset
In this experiment, we would evaluate our supervised rank aggregation method's effectiveness on five prostate cancer informative genes' ranked lists. The detailed dataset which presents the rankings and top-25 ranked genes which are from five prostate tumors studies was proposed in DeConde et al [4] . For the sake of simpleness, the dataset would not be listed here again. Nine genes listed by Deconde et al are already identified by biologists as informative genes for the prostate cancer, which are HPN, AMACR, FASN, GUCY1A3, ANK3, STRA13, CCT2, CANX and TRAP1 [5, 12, 13, 10, 23] . These identified informative genes would be used as prior knowledge which helps weight each ranked list via our supervised rank aggregation method. Since we do not have any information about the identified un-informative genes, we would not discuss about it. As our assumption, the more the ranked list agree with the prior knowledge and the other ranked lists, the higher it would be weighted.
Based on our supervised rank aggregation method, each ranked list is 0.1634, 0.2278, 0.2245, 0.1896 and 0.1947. The Luo is given the lowest weight, since it has the least common with the other four studies with the other ranked lists and the identified genes's sum ranking ranks the second high. Note that, Welsh and Dhana are given a relative higher weight, because both of their disagreement and the identified genes's sum ranking are low. After aggregation through our method, the aggregated rank list is listed followings:
Note that in the experiment of real dataset, we would not compare with other algorithms since as we mentioned above there are no automatically weighted method based on the prior knowledge. Since the weighted methods are different, it is hard to compare the results.
The statistics information of the identified informative genes in each ranked list are shown in Table 2 , where "Disagreement" denotes the sum disagreement with other ranked lists (We caculate with Kendall Tau distance here), "Include #" denotes the number of identified informative genes included in the top-25 items, "Total" denotes the sum of rank of the nine identified informative genes (As mentioned before, any element not being ranked by current list will be seen as ranking k+1, and k is 25 now) and "Ave" notes the average of the sum of rank of the nine identified informative genes. Our method which minimizes the weighted Kendall Tau is noted as ASF A K . Seen from Table 2 that the aggregated ranked list from our method has the minimal disagreement with the other five ranked lists and includes the maximal quantity of identified informative genes in the top-25 ranking genes. Therefore, this experiment illustrates that the ranked list aggregated through our method not only has a minimal disagreement with other lists but also has stronger biological significance. We have chosen three classical informative genes selection methods, which are SAM (Significant Analysis of Microarray Data), Student T Test and Wilcoxon signedrank test. Although, all these are simple methods, they are often used in microarray data analysis and are widely accepted by the biologists. For the sake of simplicity, only the top-30 genes are kept from these three ranked lists respectively, which are shown in Table 3 . The aggregated top-30 list from the combined set S that minimizes the weighted sum of Kendall's Tau distances and agrees with the prior knowledge is listed in Table 3 under the column ASF A K . The information of the identified informative genes in each ranked list is shown in Table 3 , where the aggregated rank list based on Kendall's Tau distance is listed under the column "ASF A K ". The aggregated ranked list from our method has the most common with the other three ranked lists and includes all the identified informative genes in the top-30 genes. In Table 4 , we could see the proposed method achieves the best performance by giving the most common with the other three ranked lists and including all the identified informative genes with relative low average ranking. 
Conclusion
By now, most rank aggregation methods either weight each ranked list evenly, or give each ranked list a prespecified weight. However, both of these two methods have obvious defects. An automatically weighted method based on some prior knowledge which makes the result more reasonable and reliable is greatly needed. In this paper, we not only defined a new method to weight each ranked list automatically by considering its distances to the other ranked list and the agreement with some priori knowledge, but also propose a novel AFSA which has been applied to several combinatorial optimization successfully based algorithm for solving the well-defined minimization problem of gene rank aggregation. We demonstrated the performance of the proposed approach by experiments on one contrived dataset and two real datasets. The experimental results show that the proposed approach not only has the capability of solving optimization problem but also the biological meaning.
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