A novel invasive weed optimization (IWO) variant called chaotic adaptive invasive weed optimization (CAIWO) is proposed and applied for the optimization of nonuniform circular antenna arrays. A chaotic search method has been combined into the modified IWO with adaptive dispersion, where the seeds produced by a weed are dispersed in the search space with standard deviation specified by the fitness value of the weed. To evaluate the performance of CAIWO, several representative benchmark functions are minimized using various optimization algorithms. Numerical results demonstrate that the proposed approach improves the performance of the algorithm significantly, in terms of both the convergence speed and exploration ability. Moreover, the scheme of CAIWO is employed to find out an optimal set of weights and antenna element separation to obtain a radiation pattern with maximum side-lobe level (SLL) reduction with different numbers of antenna element under two cases with different purposes. The design results obtained by CAIWO have comfortably outperformed the published results obtained by other state-of-the-art metaheuristics in a statistically meaningful way.
Introduction
In several applications, such as mobile communication and spatial detection, techniques require antennas that have high directive radiation pattern, which cannot be achieved by a single element antenna. Antenna arrays are formed to circumvent such problems by combining many individual antenna elements in particular electrical and geometrical configurations. The primary design objective of antenna array geometry is to determine the locations of array elements that jointly produce a radiation pattern to resemble the desired pattern as nearly as possible. Poor design may result in a polluted electromagnetic environment. This will also result in wastage of power, which is a vital aspect in wireless devices that run on batteries. The classical derivative-based optimizations of designing antenna arrays are not effective as they are prone to getting local optima and strongly sensitive to initialization. Due to these inherent shortcomings of the classical technique, many modern metaheuristics approaches were tried to achieve optimized side-lobe level (SLL) and null control from the designed arrays [1] [2] [3] [4] [5] [6] .
Circular arrays have become popular in recent years over array over other array geometries because they have the capability to perform the scan in all directions without a considerable change in the beam pattern and provide 360 ∘ azimuth coverage [7] . Moreover, circular arrays are less sensitive to mutual coupling as compared to linear and rectangular arrays since these do not have edge elements [8] . Circular antenna arrays are used in various applications in radar, sonar, mobile, and commercial satellite communication systems. The first metaheuristic approach towards the design circular arrays is real-coded genetic algorithm (GA), which can be traced in the work of Panduro et al. [9] . Later, particle swarm optimization was applied by Shihab et al. in [10] for the design of circular array. Panduro et al. [11] compared three powerful population-based optimization algorithms PSO, GA, and differential evolution (DE) on the design problem of scanned circular arrays. Gürel and Ergül applied GA in [12] to design a circular array where each element was log-periodic antenna. In literature [13] , Roy et al. applied a modified IWO algorithm to design a nonuniform circular antenna arrays. Some other applications of metaheuristics for the design of circular antenna array are found in [7, [14] [15] [16] [17] that involves the use of biogeography based optimization (BBO), simulated algorithm (SA), and so on.
Amongst all evolutionary algorithms (EAs) described in various articles, invasive weed optimization has emerged as one of the most powerful tools for solving the real world optimization problems [18] . Invasive weed optimization has been successfully applied to solve problems in electromagnetic as found in literature [19] [20] [21] [22] [23] [24] [25] [26] . As IWO is a stochastic search process hence it is not free from false or untimely convergence, in particular over multimodal fitness landscapes. To eradicate this problem, IWO needs to be modified. In this paper, we present here a new powerful variant of IWO denoted by CAIWO, for designing nonuniform circular arrays with optimized performance with respect to SLL, dynamic range ratios, beam width, directivity, and null control in a scanning
Comparisons with the other well-known optimizers like GA [9] , PSO [10] , DE [15] , BBO [7] , original IWO and MIWO [13] have been made to verify the search ability of the proposed algorithm.
The rest of the paper is organized an follows: Section 2 gives a brief overview of the classical IWO algorithm and a comprehensive overview of the proposed CAIWO algorithm. A formulation of the array pattern synthesis as an optimization task has been discussed in Section 3. Section 4 presents the simulation results and in Section 5 conclusions are presented.
The Iwo Algorithm and Its Modification

Description of Traditional IWO.
The original IWO algorithm was initially proposed by Mehrabian and Lucas in [18] for solving continuous optimization problems. IWO mimics the process of colonizing and distributing behavior of weeds. The IWO algorithm may be summarized as four steps, more details can be found in [18, 20] .
(I) Initialization. Solutions are initialized and dispersed in the given -dimensional search space uniformly and randomly.
(II) Reproduction. Each member of the population is allowed to produce seeds depending on its own, as well as the colony's lowest and highest fitness, so that the number of seeds produced by a weed increases linearly from lowest possible seed for a weed with worst fitness to the maximum number of seeds for a plant with best fitness.
(III) Spatial Distribution. The generated seeds are randomly scattered over the -dimensional search space by perturbing them with normally distributed random numbers with zero mean and a variable variance. The standard deviation for a particular iteration can be given as follows:
where initial and final represent the initial and final standard deviations (SD) and iter max and iter are the maximum number of iteration and the current iteration number respectively. is called the nonlinear modulation index. This is a relatively critical parameter which can influence the convergence performance of the IWO. Through a set of simulations, it has been shown that the best choice for is 3. Figure 1 shows the standard deviation over the course of a run with 100 iterations and different modulation indexes.
Having selected this suitable value for nonlinear modulation index, the algorithm starts with a relatively high SD that the optimizer can scan of the solution space completely. As the iteration number increases and SD value is decreased, the search would be restricted to the neighborhoods around the local minima or maxima to find the global optimal solution. Then, the position of the new seed can be given as follows:
Exclusion. Some kinds of competition between plants are needed for limiting maximum number of plants in a colony. Initially, the plants in a colony will reproduce fast and all the produced plants will be included in the existing colony, until the number of plants in the colony reaches a maximum value max . The steps (I) to (IV) are repeated until the maximum number of iterations has reached; that is, the colony size is fixed from thereon to max .
The Features and Shortcomings of IWO.
One important advantage of the IWO is that it allows all of possible candidates to participate in the reproduction process. From step (II) in Section 2.1, we can know that the fitter plants produce more seeds than less fit plants, which tends to improve the convergence of the algorithm. In contrast, most metaheuristic algorithms would not allow the less fit plants to produce offspring such as the GA. Another important property of IWO is straightforward and it includes less deal computational burden unlike other methods such as PSO. PSO needs to update both the position and velocity of individuals in each iteration which cost some extra computations to search the best position in the neighborhood of each particle as well as the whole population. Finally, the weeds in IWO can produce seeds without mating so that each agent may have different number of variables during the optimization process. Thus, the number of variables can be chosen as one of the optimization parameters in this algorithm [20] . But there are also some shortcomings of IWO, the most prominent one is concerning the way the seeds produced by a plant are dispersed in the search spaces. As mentioned in Section 2.1, we can know that the function of SD defines the exploration ability and exploitation ability of algorithm and acts as both diversification and intensification components of IWO; it has a great effect on final solutions. In early iterations, the bigger SD will help the algorithm to explore the solution space as much as it can. A good diversification will make the final solution near to global optimum. The algorithm will use this component to identify most the potential spaces where the global optimum may lie in. A good intensification will help the algorithm to exploit the potential areas to find the global optimum. It will increase the convergence speed of the algorithm and search the better final solution. Hence, it is very important to keep an efficient balance between diversification and intensification of the algorithm. But, IWO algorithm uses a fix SD to produce seeds related to each weed, and suffers from the lack of fine balance between exploration and exploitation.
Chaotic Adaptive Invasive Weed Optimization.
In order to overcome the drawbacks of IWO, a chaotic search and adaptive dispersion mechanism are integrated into the IWO algorithm. This variant IWO is named CAIWO.
Chaotic Search.
Chaotic search methods have a greater ability to escape from the local minima. Therefore, the CAIWO algorithm has a less chance of premature convergence compared to original IWO. There are many chaotic maps such as logistic map, sinusoidal map, and tent map. We chose the sinusoidal map to improve the performance of IWO based on the discussion in the literature [27] . The sinusoidal map or the sinusoid sequence is defined by
which ensures chaotic behavior in the span of (0, 1). Figure 2 shows the variations of the chaotic variable versus changes in the control parameter. As it can be seen, the performance of the system becomes chaotic when = 2.3.
Adaptive Dispersion.
The adaptive dispersion mechanism is that the SD of the current generation distribute linearly among the weeds as weed with the highest fitness achieves the lowest SD and the lowest fitness achieves highest SD, which can be represented by (4) . is the index of weeds in the colony which sorted according to their fitness, current can be calculated by (1), sum is the sum number of weeds in the current generation, and is the SD of th weeds to produce seeds. Hence, the plant with lower fitness will have the chance to produce good seeds in current generation. In addition, this concept will increase the diversification of algorithm so the algorithm will explore the search space effectively. Consider
CAIWO.
The goal of the optimization algorithm is to minimize ( 1 , 2 , . . . , ) subject to min < < max , where = 1, 2, . . . , and is the dimension of the problem. A plant in the CAIWO represents a solution = ( 1 , 2 , . . . , ) in the real problem. The steps of the proposed CAIWO algorithm proceed as follows.
(1) Initially, pioneering solutions are initialized in the search space range of ( min , max ). Chaotically distribute the pioneering solutions using the sinusoidal map described in Section 2.3.1. It is worth noting that the variables should be normalized to the range of (0, 1) before applying the chaotic map. The normalization procedure is described as follows. 
(II) Apply the sinusoidal sequence to transform to a new value . (III) Transform into the range ( min , max ) by
(2) Evaluate each weed, sort, and rank them according to their fitness in the colony. (3) Sum the number of current generation and calculate the SD of each weed with respect to theirs ranking in the colony using (4). And then new seeds are dispersed randomly on the field with the adaptive SD. (4) Distribute the newly generated seeds using sinusoidal map in the neighborhood of the parent weed. If the chaotically distributed seed has a better fitness than the previous seed, keep the better one. Otherwise, the chaotic search is continued. The algorithm is guaranteed to converge much faster by taking advantage of the local search superiorities of chaotic search. (5) Rank the seeds again and exclude those with lower fitness to reach the maximum number of seeds max . (6) Continue from step 3 until maximum number of iterations is reached or a criterion is satisfied.
Simulation of CAIWO to Benchmark Functions.
To verify its effectiveness, CAIWO has been applied to classical benchmark functions. All simulations are conducted in a Windows Sphere function:
Rastrigin function: 2 = ∑ =1 ( 2 −10 cos (2 ) + 10).
Griewank function:
The performance of CAIWO is compared with MIWO and classical IWO. The simulation results such as fitness of best run, fitness of worst run, and the standard deviation of fitness are shown in Table 2 . The convergence of mean fitness values of benchmark functions is shown in Figure 3 . From Table 2 and Figure 3 , we can see that the CAIWO algorithm obviously performs better than the other two algorithms. It converges successfully and quickly in all functions.
Formulation of the Design Problem
The -element circular array is shown in Figure 4 . The elements are nonuniformly spaced on a circle of radius in the -plane. The elements are assumed to be isotropic sources so that the radiation pattern of this array can be Mathematical Problems in Engineering described by its array factor. The formulation of the array factor requires the following: is the normalized amplitude excitation;
is the phase excitation of the th element; is the angular position of the th element; the circular arc separation between any two adjacent elements .
The array factor in the -plane can be written by [13] 
and can be given by
When the peak of the array is in 0 direction, the excitation phase of the th element can be written as [13] = − ⋅ cos ( 0 − ) . Then, the array factor can be simplifies as [13] 
Design Examples
The first and most important parameter in antenna pattern synthesis is the normalized side-lobe level that is desired to be as low as possible. In this section, the CAIWO algorithm will be applied to determine the electrical and geometrical structure of circular antenna array for obtaining the radiation pattern with minimum SLL in two different cases. Three circular array antennas with = 8, 10, and 12 elements are optimized in both cases.
Case One.
The main goal of synthesis of antenna array in case one is to generate the radiation pattern with minimum side-lobe level for a specific first null beam width (FNBW). We have incorporated the maximum side-lobe level in addition to the average side lobe in the fitness function to ensure maximum directivity of the antenna arrays.
Fitness Function of Case One.
The following objective functions represent these above requirements in a mathematical form [13] :
where NULL1 and NULL2 are the two angle at the null and MSLL1 and MSLL2 are the angles where the maximum sidelobe level is obtained in the lower band [− , NULL1 ] and higher band [ NULL2 , ], respectively. Combining all of the above objectives, a final cost function can be formulated as follows [13] :
where ( = 1, 2, 3) represents the weights assigned to the functions. In order to emphasis the three objectives equally, we set that is equal to 1. Since we are considering nonuniformly spaced circular array, the coupling will be different from one element to another [13] . This is especially critical as we are considering the radiation in the plane of antenna array. In order to get rid of the mutual coupling effect, we set the minimum value of arc separation between any two adjacent elements equal to 0.5 . If in a solution ( 1 , 2 , . . . , , . . . , ) is smaller than 0.5 , this solution will be penalized by adding the following function to the cost function (9):
is the total number of which is smaller than 0.5 in a solution.
Numerical Results.
To illustrate the superiority of the CAIWO algorithm, three instantiations of the circular array antenna design problem are solved by using the CAIWO algorithm with five other state-of-the-art algorithms, namely MIWO, classical IWO, DE, PSO, and real coded GA. This DE variant is called DE/rand/1/bin and is the most widely used one in DE literature. The three instantiations are arrays with 8, 10, and 12 elements. The FNBW is assumed to be a constant, corresponding to a uniform circular array with a uniform 0.5 spacing between the elements. The values of the element amplitudes are allowed to vary between [0, 1] ( Table 3) .
Mathematical Problems in Engineering
The control parameters for CAIWO were set through a series of parameter tuning experiments. The parameters for IWO, MIWO, PSO, DE, and GA were set following the guidelines provided in [13, 20] . Once set, the values of parameters were used for each algorithm to solve all three simulation examples. The CAIWO, MIWO, and classical IWO were let start from the same initial population over all runs on each problem. Figure 5 presents the radiation patterns of the circular arrays optimized by CAWIO compared to other five algorithms in literature [13] (corresponding to the best of the 50 runs in each case) for 8, 10, and 12 element arrays. The normalized array geometry and current excitation weights are given in Table 4 . Figure 6 shows the convergence characteristic of CAIWO over three instances of the circular array design problem (corresponding to the best of the 50 runs in each case) for 8, 10, and 12 element arrays. In Table 5 , the best results obtained (out of 50 independent runs) for the aforesaid three problem instances are judged in terms of the average SLL (in decibels), maximum SLL, the average null depth (in decibels), and the directivity (in decibels) for all the six algorithms based approaches. From Figure 5 , we can know that the radiation pattern synthesized by all these algorithms have same first null bandwidth (corresponding to the best of the 50 runs in each case) for 8, 10, and 12 element arrays, but the average SLLs in lower band and higher band obtained by CAIWO are better than those obtained by the other five algorithms [13] .
From Tables 4 and 5 , we can clearly state that CAIWO is much better in a statistically significant way than the other five metaheuristics algorithms, namely MIWO, IWO, PSO, DE, and GA, on this specific case of circular array design. A scrutiny of Table 5 shows that the CAIWO obtains better 
Case Two.
The goal of this case is to obtain the radiation pattern with minimum SLL and narrower beam width. This is done by manipulating the excitation currents and positions of elements. This case is considered similar to that reported in literatures [7, 9, 10, 17] . The objective function to achieve the desired pattern using CAIWO is given as follows:
where 1 and 2 are the weighting coefficients, is the half power beam width of the array pattern measured in degrees, and ( MSLL ) is the maximum SLL. In order to reduce the mutual coupling effects between elements, an additional term is added in the objective function (15) . The ratio between the maximum and minimum excitation amplitudes is used to minimize the coupling effect. The minimization of the amplitude-excitation dynamic range (ADR) can reduce the mutual coupling problem [29] . The objective function can be expressed as follows:
where ADR is the amplitude-dynamic ratio. The ADR is defined as the ratio between the maximum excitation amplitude and the minimum excitation amplitude. A small value of DRR not only can achieve a better control of the mutual coupling but also reduce the cost of the feeding network. The values of 1 and 2 are 70 and 1, respectively [7] . In this case, the values of the element amplitudes are allowed to vary between [0, 1] and the separation between Along with the CAIWO results, the optimized array geometry and current excitation weights obtained using PSO [10] , GA [9] , SA [17] , BBO [7] , and IWO are also listed for comparisons in Tables 7, 8 , and 9. In Table 6 , the best results obtained for the aforesaid three problem instances are judged in terms of maximum SLL, HPBW, and ADR for all the six algorithms based approaches. Figure 7 presents the best radiation patterns of the circular arrays optimized by CAWIO compared to those of PSO, GA, SA, BBO, and IWO for 8, 10, and 12 element arrays.
In the 8 elements antenna array, the maximum SLL achieved by CAIWO is −13.0225 dB, the HPBW is 17.19 ∘ , and the ADR is 1.4974. Evidently, CAIWO provides better SLL, HPBW, and ADR than other techniques. The SLL obtained by CAIWO is lower by 0.7825, 1.0225, 3.2229, 3.2115 and 4.8558 dB than by the PSO, the GA, the SA, the BBO, and the IWO optimized arrays, respectively. The obtained HPBW is also narrower by 1.41, 9.42, 14.81, and 14.81 ∘ than the PSO, GA, SA, and BBO algorithms, respectively, except for the IWO algorithms. The ADR achieved by CAIWO is lower by 3.1605, 4.4621, 1.7409, 1.2936, and 2.4443 than by the IWO, BBO, SA, PSO, and GA algorithms. The best radiation pattern of the 8 elements array generated by CAIWO is plotted in Figure 7 (a) along with that of the PSO, GA, SA, BBO, and IWO algorithms.
The maximum SLL of 10 elements array achieved by CAIWO is −14.96 dB, the HPBW is 17.19 ∘ , and the ADR is 1.9514. Evidently, CAIWO outperforms the other techniques. The SLL obtained by CAIWO is lower by 1.01 1.96, 2.653, 5.149, and 4.0639 dB than by the PSO, the GA, the SA, the BBO, and the IWO optimized arrays, respectively. Moreover, the HPBW obtained by CAIWO is also narrower by 0.56, 2.36, 8.3, and 15.96 ∘ than the PSO, GA, SA, and BBO algorithms, respectively, except for the IWO algorithms. The ADR achieved by CAIWO is lower by 2.9272, 0.6671, 1.2665, 0.0241, and 0.8626 than by the IWO, BBO, SA, PSO, and GA algorithms. The best radiation pattern of the 10 elements array generated by CAIWO is plotted in Figure 7 (b). For comparisons, the radiation patterns of the antennas generated by the PSO, GA, SA, BBO, and IWO algorithms are also drawn in Figure 7(b) . The radiation pattern shows that CAIWO obtains excellent results.
In the 12 elements antenna array, the maximum SLL achieved by CAIWO is −16.5 dB, the HPBW is 13.75 ∘ , and the ADR is 2.3018. Once again, the CAIWO algorithm yields results that are superior to the other algorithm. The maximum SLL is better than that achieved by the other algorithms. The reduction in SLL is significant and it is lower by 2.128, 2.59, 2.83, 4.67, and 5.4958 dB than by the PSO, the GA, the SA, the BBO, and the IWO optimized arrays, respectively. The obtained HPBW is also better than that attained by the other algorithms. It is narrower by 1.05, 5.85, 7.45, and 7.05 ∘ than by the PSO, GA, SA, and BBO algorithms, respectively, except for the IWO algorithms. The ADR achieved by CAIWO is lower by 5.3700, 0.9621, 0.2247, and 1.8421 than by the IWO, SA, PSO, and GA algorithms, except for BBO algorithm. The best radiation pattern of the 12 elements array generated by CAIWO PSO, GA, SA, BBO, and IWO algorithms is plotted in Figure 7 (c). The directivity and circumferences of optimized array are also listed in Table 6 . The obtained circumferences of CAIWO are bigger than those of other algorithms, but it achieves higher directivity. Certainly, CAIWO again outperforms the other algorithms in obtaining the required antennas.
Conclusions
This paper proposed a variant invasive weed optimization called CAIWO algorithm. The proposed algorithm takes advantages of chaotic search and modified IWO with adaptive dispersion, where the seeds produced by a weed are dispersed in the search space with standard deviation specified by the fitness value of the weed. The statistical results obtained from the four benchmark functions demonstrate the superiority of the proposed CAIWO algorithm to MIWO and classical IWO. In addition, numerical examples of circular antenna array synthesis problems have been presented. We formulated two design problems with different purposes. The first case is an optimization task on the basis of a cost fitness that takes care of the average side-lobe levels and the null control. The second case takes care of the maximum SLL reduction with the constraint on the beam width. The fitness functions of both cases are minimized under a constraint in order to avoid the mutual coupling between the array elements. The simulation results over different element number show that the CAIWO algorithm could comfortably outperform the above mentioned algorithms in circular antenna array synthesis.
