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Recent	 developments	 in	 sensory	 and	 communication	 technologies	 have	 made	 the	 development	 of	13	
portable	air-quality	 (AQ)	Micro-Sensing	Units	 (MSUs)	 feasible.	These	MSUs	allow	AQ	measurements	 in	14	







SET	 are	 included	 four	 new	 schemes	 for	 evaluating	 sensors’	 capability	 to:	 locate	 pollution	 sources;	22	











pollutant	 concentrations	 are	obtained	 from	either	 short	 time-period	measurement	 campaigns	using	 a	34	




Further,	 regulatory	 AQM	 stations	 require	 certified	 instrumentation	 meeting	 measurement	 accuracy	39	
requirements,	and	an	extensive	set	of	procedures	to	ensure	that	data	quality	remains	satisfactory.	These	40	
requirements,	 typically	 required	 by	 laws	 and	 regulations,	 ensure	 that	measurements	 are	 comparable	41	
across	all	networks	with	similar	requirements,	but	 limit	the	AQM	spatial	deployment	due	to	their	high	42	
investment	and	operational	cost.	As	a	result,	the	AQM	network	has	limited	ability	to	account	for	spatial	43	
variability	 of	 pollution	 levels	 in	 heterogeneous	 regions	 such	 as	 urban	 areas,	which	 in	 return,	 renders	44	







data	 from	numerous	 individual	nodes	allowing	 for	a	better	 interpolation	and	 the	generation	of	dense	52	


























estimating	 individual	 exposure	 is	 to	 use	 a	 coarse	 scale	 [5,	 32,	 25],	 rather	 than	 the	 sensors’	 actual	79	
measurement.	 Educational	 and	 citizen	 science	 applications	 typically	 aim	 at	 fostering	 informal	 and	80	
qualitative	awareness.	The	measuring	range	in	such	applications	is	typically	quantized	into	a	binary	scale,	81	
indicating	the	presence	or	absence	of	a	pollutant.	These	scales	and	measures,	although	quantized,	can	82	








MSU	 evaluation	 can	 be	 executed	 either	 in	 a	 laboratory,	with	 critical	 atmospheric	 ambient	 conditions	91	
measured	and	controlled,	or	in	an	open	uncontrolled	environment.	The	laboratory	provides	calibration	92	
against	 traceable	 reference	 standards.	 In	an	open,	uncontrolled	environment,	 the	MSUs	are	placed	 in	93	
AQM	 stations	 and	 their	 measurements	 are	 compared	 against	 those	 acquired	 by	 AQM	 (reference)	94	
equipment.	While	the	SET	requires	a	reference	device	(dubbed	REF)	to	evaluate	the	MSU	measurements,	95	








(detailed	 in	 Section	 2.4)	 that	 evaluates	 the	 sensor’s	 accuracy	when	 the	measured	 concentrations	 are	104	













are	 bounded	 between	 [-1,	 1],	 a	 property	 which	 will	 be	 exploited	 in	 our	 aggregation	 process	 (see	118	
Section	2.6).	Typically,	the	correlation	of	the	tested	device	with	a	reference	is	reported	with	the	Pearson	119	





assume	 normality	 of	 the	 underlying	 variables	 and	 perhaps	 more	 importantly,	 are	 more	 sensitive	 to	125	
monotonic	but	non-linear	relationships.	A	real-life	example	of	using	the	differently	defined	correlation	126	
coefficients	 is	 given	 in	 Section	 S1	of	 the	 supplementary	 information.	 The	example	presents	 seven	NO	127	
MSUs	(CitiSense	Leo	Model,	Ateknea	Solutions	Catalonia,	Spain),	which	are	evaluated	against	a	reference	128	

















































deviates,	due	 to	 its	 inaccuracy,	 from	a	 reference	device	and	 if	 its	deviations	are	 randomly	distributed	205	





sub-partitions	 between	 the	 reference	 and	 the	MSU	measurements.	 If	 we	would	 like	 to	 compare	 the	211	






and	[min({MN'()}) , QRS({MN'()})]	for	all	W ∈ Y.	
3. For	d	=	1	to	D	do:	
a. Divide	MSU’s	dynamic	range	into	d	equal	bins	and	label	them	1	through	d.	
Divide	REF’s	dynamic	range	into	d	equal	bins	and	label	them	1	through	d.	b. For	each	pair	of	measurements	\c+,-., c+234	], t ∈ T:	If		c+,-.	and	c+234	belong	to	the	bins	with	the	same	label	→	COUNT	=	COUNT	+	1;	






aforementioned	 discrete	 time	 series	 !"#$% 	 and	 !"'() .	 Formally,	 the	 averaging	 is	 described	 by	 a	222	
convolution	integral:	223	
u(W) = u v ℎ W − v xvyzy 	 Equation	1	
	224	
Let	{	 be	 the	Fourier	 Transform	domain	 coefficients.	 	Applying	 the	Fourier	 Transform	on	p(t)	 and	h(t)	225	
(obtaining	| { 	and	} { )	respectively	and	the	convolution	theorem	[47],	the	Fourier	representation	of	226	 u(W),	| { ,	is	given	by:	227	 |({) = |({) ∙ }({)	 Equation	2	
The	 Fourier	 Transform’s	 amplitude	 of	 h(t)	 is	 presented	 in	 Figure	 1	 for	 four	 different	 window	 sizes:	228	
averaging	over	5,	15,	30	and	60	minutes.	It	can	be	seen	that	at	zero	} { 	receives	a	value	of	one	and	its	229	






If	 the	 observed	 pollutant	 signal	 changes	 rapidly,	 its	 higher-frequency	 coefficients	 will	 assume	 higher	236	




~ = u W xWyzy 	 Equation	3	
Following	the	Parseval's	theorem	[48],	the	energy	of	a	signal	is	equal	to	the	energy	of	its	Fourier	transform:	241	
~ = | { x{yzy 	 Equation	4	
Hence,	the	function	 | { 	represents	the	energy	distribution	in	the	frequency	domain.	The	smaller	the	242	




becomes:	247	 ~ = | { ÄÅÇn ,	 Equation	5	











The	 SET	 consists	 of	 eight	 different	 performance	 measures	 accounting	 for	 different	 aspects	 of	 signal	259	
acquisition.	 Different	 combinations	 of	 these	 measures	 can	 be	 used	 in	 order	 to	 evaluate	 the	 sensor	260	







the	time	series	 !"#$% 	and	 !"'() 	acquired	by	the	sensor	and	a	reference	device	respectively,	the	IPI	is	268	
given	by:	269	
	270	 à|à#$% = áâQâ !"#$% , !"'()â 	 Equation	7	
2.7 SET	Implementation	and	Application	271	




can	be	measured	when	 the	 sensors	are	collocated	 [21,	11,	28]	or	when	 the	observed	phenomenon	 is	276	





of	 the	 European	 Union	 7th	 framework	 program	 (FP7)	 CITI-SENSE	 project	 [25].	 The	 full	 deployment,	282	
acquiring	data	for	about	three	months	at	each	location,	 is	detailed	in	Section	S4	of	the	supplementary	283	
material.	Each	AQMesh	unit	was	equipped	with	five	environmental	sensors:	NO,	NO2,	O3,	atmospheric	284	
pressure	 (AP),	 and	 relative	 humidity	 (RH).	 Some	 of	 the	 AQMEsh	 pods	 included	 also	 OPC	 PM	 sensor.	285	
Additionally,	 the	 AQMesh	 measured	 the	 unit’s	 (internal)	 temperature	 (Temp).	 The	 specific	 AQM	286	
parameters	(location,	height	above	ground	level	(AGL)	and	above	sea	level	(ASL))	are	detailed	in	Section	287	
















which	presents	 lower	 IPI	 values	 for	 all	measured	environmental	 parameters,	may	have	experienced	a	304	













of	 pod	 #130	 also	 presents	 interesting	 behavior.	 Its	 Match	 as	 well	 as	 its	 correlation	 coefficients	 are	318	
reasonable,	but	its	RMSE	score	is	very	low.	This	suggests	that	while	the	sensor	does	not	represent	the	true	319	
ambient	 levels,	 i.e.,	 it	 has	 some	 bias,	 it	 does	 represent	 the	 signal’s	 behavior	 (i.e.,	 good	 correlations).	320	
Indeed,	 this	 was	 the	 case,	 as	 explained	 in	 section	 3.3.	 Therefore	 we	 conclude	 that	 the	 different	321	































































































































































































































































































































































































































































































































































































































































































































Table	 2	 –	 IPI	 breakdown	 –	Mean	 ambient	 level	 (M);	Match	 score;	 Root	Mean	 Squared	 Error	 (RMSE);	 Pearson	 ρ	 correlation	341	
coefficient;	 Kendall	 τ	 correlation	 coefficient;	 Spearman	 (S)	 correlation	 coefficient;	 Source	 analysis;	 Presence	 (Pres.);	 Low	342	
Frequencies	Energy	(LFE)	content	and	the	integrated	Air	Quality	Index	(IPI)		343	
Sensor	 M	 Match	 RMSE	 ρ	 τ	 S	 Source	 Pres.	 LFE	 IPI	
118	(NO)	 129.9	 0.920	 0.24	 0.063	 0.068	 0.090	 --14	 0.732	 0.976	 0.519	







to	 changes	 in	 the	 observed	meteorological	 parameter.	 It	 is	worthwhile	mentioning	 that	 the	 batch	 of	350	
temperature	sensors	with	lower	IPI	values	(marked	in	circle	in	Figure	3a)	were	all	obtained	in	the	same	351	














variance	 for	 similar	 pollutant’s	 ambient	 levels	 (i.e.,	 the	 sensors	 presents	 lower	 reliability	 for	 lower	362	
pollutants	ambient	levels).	Similar	behavior	was	observed	by	Lerner	et.	al	[29]	and	Moltchanov	et.	al	[21].	363	
Hence,	the	IPI	suggests	that	the	MSU	sensors	are	more	suitable	for	locations	where	the	pollutant	is	known	364	




































recorded	 in	 5	 minutes’	 intervals.	 The	 four	 sensors	 measurements	 are	 displayed	 against	 AQM	 PM	392	





Table	 3	 shows	 the	 IPI	 breakdown	 for	 the	 PM	 sensors.	 The	 two	 types	 of	 sensors	 present	 different	398	





 Mean	 Match	 RMSE	 Pearson	 Kendall	 Spearman	 Presence	 eBalance	 IPI	
Geo703	 23.766	 0.101	 0.038	 0.147	 0.309	 0.453	 1.000	 0.982	 0.565	
Geo706	 26.926	 0.119	 0.023	 0.259	 0.284	 0.421	 1.000	 0.993	 0.579	
Dylos08	 139.894	 0.311	 0.134	 0.560	 0.468	 0.639	 1.000	 0.997	 0.693	




This	paper	presents	 a	 Sensor	 Evaluation	Toolbox	 (SET)	 for	 evaluating	AQ	MSUs	by	a	 range	of	 criteria.		407	
The	 rich	 evaluation	 provided	 by	 the	 suggested	 scheme	 allows	 for	 better	 assessment	 of	 sensors’	408	
performance	 in	 varied	 applications	 and	 environments.	 The	 SET	 consists	 of	 eight	 different	 assessment	409	
criteria:	Root	Mean	Squared	Error	 (RMSE),	 Pearson,	Kandel	 and	 Spearman	 correlations,	 and	 four	new	410	
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