Abstract: Adams-Moulton methods for k = 2 and k = 3 were constructed together with their continuous forms using multi-step collocation methods. The continuous forms were then evaluated at various grid points to produce the block Adams-Moulton methods.
INTRODUCTION
The method for the numerical solution of Initial Value Problem (IVP) is as important as the solution itself. There several methods adopted for the numerical solution of IVP viz:Adams-Multon, Runge-Kutta Euler's rule etc. They all have their inherent advantages and disadvantages. The Euler's rule is known explicit, onestep method and being a one-step method it requires no additional starting values. Its low order makes it of limited practical value.
Linear multi-step methods achieve higher order by sacrificing the one-step nature while retaining linearity wrt, y n+ j , f n+ j , j = 0,1,…k . Higher order can be can also be achieved by sacrificing linearity but preserving the one-step nature. This is the philosophy behind the method proposed by Runge and subsequently developed by Kutta and Heun.
Chollom, J.P [1] (Africa Journal online) vol. 2 number 3 (2007) "on some properties of block linear multi-step methods" worked on the properties of block linear multi-step methods and its application to IVPs. Also in 2003, Chollom, J.P and Jackiewicz, Z [2] worked on the construction of two-step Runge-Kutta methods with large region of absolute stability. In their work, they showed that Adams-Moulton block methods can be reformulated as a sub-class of two-step RungeKutta method.
In this work I considered block k = 2 and k = 3 and using the same reformulation technique applied the scheme to the solution of IVP. The block AdamsMoulton methods were constructed using the multi-step collocation. The continuous scheme of equations 1.1.0 and 1.1.1. are more desirable from both practical and theoretical considerations. In development of N a linear multistep method with continuous coefficients by the use of multistep collocation (Onumanyi et al. 1994 ) [3] we considered an extended set:
From which to select the collocation points.
The necessary collocation and interpolation conditions were then employed directly by the use of matrix inversion without any involvement of integration process. We let
x n+ j are assumed polynomials and r(0 r k) are chosen interpolation points. (x n ,……, x n+ k 1 ) and (x i ,……, x n ) are collocation points taken from Q .
Of Ordinary Differential Equation (ODEs)
With the exact solution denoted by y(x) these methods depend on stage values at two consecutive steps and have the form
where N is an integer greater than zero, h = x x 0 N is a fixed step size,
.N is an approximation (possible of lower order) to
These methods generalized a class of (explicit) pseudo Runge-Kutta formulae.
The equation 2.1 can be represented in a table given below.
DERIVATION OF THE BLOCKS METHODS
The block methods are derived by evaluating the derivative of the continuous schemes obtained from the matrix inversion technique at x = x n , x n+1 ,……., x n+6 . In this research, the cases of k = 2 and k = 3 are considered. Thus for k = 2 the matrix D is given by
Since DC = I in 1.1.8, we use the following formula to obtain the elements of C 1 thus.
Hence
To derive the continuous form of Adams -Moulton method for k = 2, we represent the general form of the two-step method as
where
On substituting the elements of C 1 into 3.2 yields the following;
Substituting the value of 3.3 into 3.1 yields the following as the continuous form of Adams-Moulton method for k = 2
Evaluating 3.4 at x = x n and x = x n+2 we obtained the following two schemes respectively.
Also by similar procedure, we obtained the elements of C 1 as:
Also, the general form for the continuous form is given as:
Also by similar procedure, we have that,
On substituting 3.6 into 3.5 we have the continuous form of the Adams-Moulton method for K = 3 as
Evaluating 3.7 at x = x n+ 3 , x n+2 and x n , yields the following three discrete schemes.
REFORMULATION OF ADAMS-MOULTON METHODS AS A SUBCLASS OF TWO-STEP RUNGE-KUTTA METHOD
The reformulation equation is given in 2.1, thus we define
, and y n = Y (n 1) , 
Its table is given below. 
CONVERGENT ANALYSIS
The necessary and sufficient condition for a linear multistep method (LMM) to be convergent are that it be zero stable and consistent. (Fundamental theorem of Daliquist on LMM) [5] .
Convergent analysis was carried out on both K = 2 and K = 3 and were found to be convergent and zerostable. Their order and error constants are given in the table below 
Their regions of absolute stability are 
The region of absolute stability for the above is given below 
For the reformulated schemes, their stability regions are: K = 2, (0,8) and K = 2, (0,4.5).
NUMERICAL EXAMPLES
The block Adams-Moulton methods and the reformulated two-step Runge-Kutta method were used to solve the following initial value problems (IVP) considering various step sizes. 
Thus solving 5.0.2, the following results were obtained as contained in Table 7 . The methods are of degree K and order k+1 and their blocks are also stable. However, the reformulated methods have gained stability because for k = 2 it is Astable and k = 3 is now A -stable.
The block for k = 3 shows it is a better scheme than the k = 2 as demonstrated by their errors in the solved numerical examples. The block k = 3 also yielded an equivalent Simpson's scheme which is the most accurate linear multistep method (LMM) i.e. y n = y n+2 + h 3 { f n+2 + 4 f n+1 + f n } .
CONCLUSION
The block methods were shown to have lower errors than their conventional schemes and exhibited similar characteristic convergent properties to their respective discrete schemes usually applied singularly.
The advantage of this approach is that it reduces computational efforts and speeds up computation. Also by the gain in stability, the reformulated schemes are better numerical methods.
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