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PENERAPAN FOREST OPTIMIZATION ALGORITHM (FOA) 
DALAM MENYELESAIKAN MASALAH OPTIMASI FUNGSI 




Optimasi adalah proses membuat sesuatu menjadi lebih baik dalam 
mencari solusi maksimum maupun minimum. Masalah optimasi 
dapat kita temui dalam berbagai bidang antara lain: ekonomi, 
keuangan, transportasi, persediaan, dan sains komputasi. Pada 
optimasi, masalah yang sering ditemukan adalah sebuah solusi 
berhenti pada optimum lokal dan jauh dari solusi optimum global. 
Algoritma heuristik dikenal baik mampu menyelesaikan masalah 
optimasi fungsi, contoh algoritma heuristik adalah Particle Swarm 
Optimization (PSO). Pada skripsi ini dibahas metode optimasi Forest 
Optimization Algorithm (FOA) yang digunakan untuk menyelesaikan 
masalah optimasi nonlinear tanpa kendala dengan beberapa fungsi uji 
yang dibandingkan dengan metode Particle Swarm Optimization 
(PSO). Fungsi uji yang digunakan mempunyai ukuran dimensi 2, 10, 
dan 30. Hasil perbandingan optimasi fungsi uji dengan menggunakan 
FOA dan PSO memperlihatkan bahwa FOA mampu menyelesaikan 
masalah optimasi lebih baik dari segi akurasi nilai fitness, rata-rata 
fitness, standar deviasi dengan waktu komputasi yang relatif lebih 
cepat dibandingkan PSO.  
  











































APPLICATION OF FOREST OPTIMIZATION ALGORITHM 





Optimization is the process of making things better for finding the 
maximum and minimum solutions. Optimization problems can be 
found in various fields including: economy, finance, transportation, 
inventory, and computational science. On optimization, the most 
common problem is a solution stopping at the local optimum and 
away from the global optimum solution. The heuristic algorithm is 
well known to solve the problem of function optimization, the 
example of the heuristic algorithm is Particle Swarm Optimization 
(PSO). This thesis discusses the optimization method of Forest 
Optimization Algorithm (FOA) which is used to solve unconstraint 
nonlinear optimization problem with some test functions compared 
to Particle Swarm Optimization (PSO) method. The test functions 
used have dimension dimensions of 2, 10, and 30. The result of 
optimization ratio of test functions using FOA and PSO show that 
FOA able to solve optimization problem better in terms of fitness 
value accuracy, fitness average, standard deviation with computation 
time relatively faster than PSO. 
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1.1 Latar Belakang 
Optimasi adalah proses membuat sesuatu menjadi lebih baik 
(Rajabioun, 2011). Dalam kehidupan sehari-hari sering kali ditemui 
masalah optimasi yang membutuhkan alat atau metode optimasi 
terbaik dengan harapan agar menghasilkan output yang maksimum 
atau minimum. Masalah optimasi dapat kita temui dalam berbagai 
bidang antara lain: ekonomi, keuangan, transportasi, persediaan, dan 
sains komputasi. Ruang pencarian nilai optimal dibedakan antara 
optimum lokal dan optimum global. Optimum lokal adalah nilai 
optimal yang dicapai dalam rentang nilai tertentu. Sedangkan 
optimum global adalah nilai optimal dari seluruh anggota domain. 
Masalah yang sering dihadapi dalam masalah optimasi adalah metode 
optimasi berhenti pada solusi optimum lokal dan jauh dari solusi 
optimum global. Selain itu jumlah dimensi atau variabel yang banyak 
serta bentuk persamaan fungsi yang rumit juga berpengaruh pada hasil 
optimasi.  
Dalam dunia komputasi, permasalahan optimasi global dapat 
diselesaikan dengan algoritma heuristik. Algoritma heuristik 
digunakan untuk mencari solusi optimum dengan cara pendekatan 
serta trial and error dari segala kemungkinan yang ada. Solusi yang 
didapatkan tidak menjamin optimal seperti halnya solusi eksak namun 
hasilnya sudah cukup layak untuk diterima (Foulds, 1984). Beberapa 
metode optimasi heuristik yang telah dikembangkan antara lain: 
Genetic Algorithm (GA) (Sivanandam dan Deepa, 2008), Simulted 
Annealing (Pahm dan Karaboga, 2000), dan Particle Swarm 
Optimization (PSO) (Kennedy dan Eberhart, 1995).  
Penerapan metode optimasi heuristik juga diteliti dalam 
menyelesaikan masalah optimasi fungsi antara lain: penerapan 
Particle Swarm Optimization untuk optimasi fungsi pada masalah 
kebisingan lingkungan yang diteliti oleh Pan, dkk., (2006). Fuzzy 
Adaptive Turbulance Particle Swarm Optimization (FATPSO) untuk 
masalah optimasi fungsi nonlinear oleh Dianto (2009). Penerapan Ant 
Colony Optimization dalam optimasi fungsi kontinu menggunakan 
Novel Pheromone Updating (NPU) oleh  Seckiner, dkk., (2013), dan  
Optimasi fungsi uji menggunakan Genetic Algorithm oleh Yadaf dan 




















Pada skripsi ini dibahas metode optimasi Forest Optimization 
Algorithm (FOA) yang digunakan untuk menyelesaikan masalah 
optimasi dengan beberapa fungsi uji tanpa kendala yang dibandingkan 
dengan metode Particle Swarm Optimization merujuk pada artikel 
yang ditulis oleh Ghaemi dan Derakhshi (2014). Forest Optimization 
Algorithm (FOA) terinspirasi oleh proses alam yaitu perilaku 
pepohonan di suatu hutan yang mampu bertahan hidup lama selama 
beberapa dekade. Tiap pohon mewakili solusi optimum masalah yang 
dihadapi dan pohon terbaik dengan umur dan nilai variabel terbaik 
menjadi solusi optimum dari masalah yang dihadapi. Keunggulan 
FOA dikenal mampu menyelesaikan masalah optimasi fungsi 
nonlinear dan feature weighting (fitur pembobotan) yang telah diteliti 
oleh Ghaemi dan Derakhshi (2014). Indikator uji dari kedua metode 
tersebut adalah sejauh mana algoritma menemukan solusi optimum, 
lama waktu komputasi, dan standar deviasi dari tiap solusi. Simulasi 
numerik dilakukan dengan bantuan software Matlab 2017a. 
 
1.2 Rumusan Masalah 
Berdasarkan latar belakang, maka rumusan masalah dalam 
skripsi ini adalah sebagai berikut: 
1. Bagaimana menyelesaikan masalah optimasi nonlinear tanpa 
kendala dengan FOA? 
2. Bagaimana perbandingan FOA dan PSO dalam menyelesaikan 
masalah optimasi nonlinear tanpa kendala? 
  
1.3  Tujuan 
Dari rumusan masalah tersebut, tujuan dari skripsi ini adalah 
sebagai berikut: 
1. Menyelesaikan masalah optimasi nonlinear tanpa kendala 
dengan FOA. 
2. Mengetahui perbandingan FOA dan PSO dalam menyelesaikan 























1.4 Batasan Masalah 
Dari rumusan masalah tersebut, terdapat batasan, yakni: 
1. Fungsi uji yang digunakan pada skripsi ini adalah fungsi 
Griewank, Sum of Different Power, Egg Holder, dan Rastrigin. 
2. Dimensi fungsi yang digunakan dalam pengujian optimasi 











































2.1 Optimasi Nonlinear Tanpa Kendala 
Optimasi adalah proses mendapatkan hasil terbaik dalam 
keadaan tertentu. Usaha yang diperlukan atau manfaat yang 
diinginkan dalam situasi praktis dapat diekspresikan dalam bentuk 
fungsi dari variabel keputusan tertentu, optimasi dapat didefinisikan 
sebagai proses untuk menemukan kondisi yang memberikan nilai 















Gambar 2.1. Minimum dari 𝑓(𝑥) setara maksimum dari −𝑓(𝑥) 
 
Bisa dilihat dari Gambar. 2.1 bahwa jika titik 𝑥∗ sesuai dengan 
nilai minimum fungsi 𝑓(𝑥), titik yang sama juga sesuai dengan 
−𝑓(𝑥) atau nilai maksimum negatif dari fungsi. Suatu optimasi 
dikatakan nonlinear dan tanpa kendala jika berbentuk: 
 
min : z = 𝑓(?⃗?),  
dimana ?⃗? = (𝑥1, 𝑥2, … , 𝑥𝑛)  merupakan vektor pada daerah 𝐷 ⊆ ℝ
𝑛.  





















Berikut adalah penjelasan dari optimum lokal dan optimum 
global. 
Suatu titik ekstrim dari fungsi 𝑓(?⃗?) didefinisikan maksimum 
maupun minimum. Secara matematis, suatu titik di ?⃗?∗ =
(𝑥1, 𝑥2, … , 𝑥𝑛)  adalah maksimum jika memenuhi 
𝑓(?⃗?∗ + ℎ⃗⃗) ≤ 𝑓(?⃗?∗)   
untuk semua ℎ⃗⃗ = (ℎ1, … , ℎ𝑗, … , ℎ𝑛) dimana |ℎ𝑗| adalah nilai 
yang cukup kecil untuk semua 𝑗. Dengan kata lain ?⃗?∗ adalah titik 
maksimum  jika 𝑓(?⃗?∗) pada setiap titik di persekitaran ?⃗?∗ tidak 
melebihi 𝑓(?⃗?∗). Pada kasus yang sama, ?⃗?∗ bernilai minimum jika: 
𝑓(?⃗?∗ + ℎ⃗⃗) ≥ 𝑓(?⃗?∗) 
berikut adalah ilustrasi dari optimum (minimum dan 








Gambar 2.2 Ilustrasi optimum lokal dan global 
Terlihat pada fungsi tersebut global maksimum pada 𝑓(𝑥6) 
dengan lokal maksimum pada 𝑓(𝑥1), 𝑓(𝑥3), dan 𝑓(𝑥5). Global 
minimum terletak pada 𝑓(𝑥2) dengan lokal minimum di 𝑓(𝑥4). 




















Berikut adalah teorema kalkulus dalam menyelesaikan masalah 
optimasi fungsi multivariabel. 
Teorema 2.1  
Jika 𝑓(?⃗?) memiliki suatu titik optimum (maksimum atau 











] = 0.  (2.1) 
Teorema 2.2  
Misalkan ?⃗?∗ merupakan titik optimum dan H𝑓 matriks turunan 
parsial kedua (Hessian matriks) 𝑓(?⃗?) di ?⃗? = ?⃗?∗ maka: 
(i) ?⃗?∗ adalah titik minimum, jika H𝑓 definit positif. 
(ii) ?⃗?∗ adalah titik maksimum, jika H𝑓 definit negatif. 
 






























Untuk mengetahui sifat definit matriks Hessian digunakan 
perhitungan nilai determinan. Misal diberikan matriks 𝐴 berorde 𝑛 dan 
diperoleh persamaan sebagai berikut 
𝐴1 = |𝑎11|; 𝐴2 = |
𝑎11 𝑎12
𝑎21 𝑎22







Matriks 𝐴 akan bernilai definit positif, jika dan hanya jika 
semua nilai determinan dari 𝐴1, 𝐴2, … , 𝐴𝑛 semuanya positif. Matriks 
𝐴 bernilai definit negatif, jika dan hanya jika tanda dari 𝐴𝑗 adalah 
(−1)𝑗 untuk 𝑗 = 1,2, … , 𝑛.  
 
 






















Berikut contoh masalah optimasi nonlinear tak berkendala: 
min   𝑓(𝑥1, 𝑥2) =  70𝑥1 + 4𝑥1
2 + 150𝑥2 + 15𝑥2
2 − 15𝑥1 − 15𝑥2  
langkah pertama mencari titik stasioner menggunakan rumus 
∇𝑓(𝑥1, 𝑥2) = 0,  sehingga 
𝜕𝑓
𝜕𝑥1
= 70 + 8𝑥1 − 15 = 0; 
𝜕𝑓
𝜕𝑥2
= 150 + 30𝑥2 − 15 = 0 






), lalu untuk mengetahui sifat 
titik tersebut maka diperlukan uji matriks Hessian 




berdasarkan persamaan 2.3, matriks Hessian fungsi tersebut 
bersifat definit positif sehingga titik tersebut adalah titik minimum 






)  = 114.68. 
2.2 Algoritma Evolusi 
Algoritma evolusi diilhami dari beberapa gejala yang ada di 
alam. Algoritma evolusi dimulai dengan inisialisasi populasi acak. 
Populasi kemudian berkembang menjadi beberapa generasi. Di setiap 
generasi, individu baru dipilih untuk menjadi orang tua. Mereka saling 
silang untuk menghasilkan yang baru individu, yang kemudian disebut 
keturunan individu. Individu yang dipilih secara acak individu 
kemudian mengalami mutasi tertentu. Setelah itu, algoritma memilih 
individu yang optimal untuk bertahan hidup menjadi generasi 
berikutnya sesuai dengan skema seleksi kelangsungan hidup yang 
dirancang terlebih dahulu (Jong, 2006). Salah satu contoh algoritma 
evolusi adalah Particle Swarm Optimization, berikut adalah 
penjelasan dari Particle Swarm Optimization:  
 
Particle Swarm Optimization  (PSO) 
Pada tahun 1995 algoritma Particle Swarm Optimization 
dikenalkan oleh Dr. Eberhart dan Dr. Kennedy yang merupakan 




















dan ikan dalam bertahan hidup. Perkembangan PSO sudah cukup 
pesat baik dari sisi pengaplikasian maupun pengembangan metodenya 
(Haupt dan Haupt, 2004).  
Swarm di dalam algoritma Particle Swarm Optimization (PSO) 
merupakan kawanan yang diasumsikan mempunyai ukuran tertentu 
dengan setiap partikel posisi awalnya terletak di suatu lokasi yang 
acak dalam ruang multidimensi. Setiap partikel mempunyai 2 karakter 
yakni posisi (position) dan kecepatan (velocity). Setiap partikel 
bergerak dalam ruang atau space tertentu dan mengingat posisi terbaik 
yang pernah dilalui atau ditemukan terhadap sumber makanan atau 
nilai fungsi objektif. Setiap partikel menyampaikan informasi atau 
posisi terbaiknya kepada partikel yang lain dan menyesuaikan posisi 
dan kecepatan masing masing berdasarkan informasi yang diterima 
mengenai posisi yang bagus tersebut.  
Partikel-partikel  dalam PSO bergerak melalui pencarian dalam 
ruang pencarian dengan velocity yang dinamis yang disesuaikan 
berdasarkan perilaku historisnya. Oleh karena itu, partikel-partikel 
mempunyai kecenderungan untuk bergerak ke area penelusuran yang 
lebih baik setelah melewati proses penelusuran.  
Pada algoritma PSO vektor velocity diperbaharui untuk masing-
masing partikel. Update velocity dipengaruhi oleh kedua solusi yaitu 
global best yang berhubungan dengan nilai yang paling rendah yang 
pernah diperoleh dari suatu partikel dan solusi local best yang 
berhubungan dengan biaya yang paling rendah pada populasi awal. 
Jika solusi local best mempunyai suatu biaya yang kurang dari nilai 
solusi global yang ada, maka solusi local best menggantikan solusi 
global best.  
Menurut Chen dan Shih (2013) dalam menyelesaikan masalah 
optimasi, algoritma PSO mempunyai beberapa tahap, yakni: 
1. Menginisialisasi jumlah partikel sejumlah 𝑛𝑝𝑜𝑝 . Kecepatan dan 
posisi awal dari tiap partikel dalam 𝑛𝑝𝑜𝑝 dimensi ditentukan 
secara random (acak). 
2. Menghitung kecepatan dari semua partikel. Semua partikel 
bergerak menuju titik optimal dengan suatu kecepatan. Semua 
kecepatan dari partikel diasumsikan sama dengan nol, iterasi 
dimulai dari 𝑖 = 1. 
3. Mengevaluasi nilai terbaik setiap partikel ditaksir menurut fungsi 




















setiap partikel pada lokasi saat ini lebih baik dari posisi terbaik 
?⃗?𝑏𝑒𝑠𝑡 , maka ?⃗?𝑏𝑒𝑠𝑡 diatur untuk posisi saat ini. 
4. Nilai terbaik partikel dibandingkan dengan nilai global terbaik 
𝐺𝑏𝑒𝑠𝑡 . Jika ?⃗?𝑏𝑒𝑠𝑡 yang terbaik maka ?⃗?𝑏𝑒𝑠𝑡 yang diperbaharui. 
5. Memperbaharui kecepatan (𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦) dan posisi (𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) 




𝑘+1 = (𝜔 × ?⃗⃗?𝑖𝑑
𝑘 ) + 𝑐1  × 𝑟𝑎𝑛𝑑1 × (?⃗?𝑖𝑑 − ?⃗?𝑖𝑑  ) +








?⃗⃗?𝑖𝑑  : 
komponen kecepatan individu ke 𝑖 pada 𝑑 
dimensi 
?⃗?𝑖𝑑 : posisi individu 𝑖 pada 𝑑 dimensi 
𝜔 : parameter inertia weight 
𝑐1, 𝑐2 : konstanta akselerasi (learning rate) 
𝑟𝑎𝑛𝑑1, 𝑟𝑎𝑛𝑑2 : parameter nilai acak 
?⃗?𝑖𝑑  : 
𝑃𝑏𝑒𝑠𝑡 (local best) individu 𝑖 pada 𝑑 
dimensi 
?⃗?𝑖𝑑  : 
𝐺𝑏𝑒𝑠𝑡 (global best) individu 𝑖 pada 𝑑 
dimensi. 
6. Cek apakah solusi sekarang sudah konvergen, jika posisi semua 
partikel menuju satu nilai yang sama, maka ini dikatakan 
konvergen. Jika belum memenuhi maka langkah 2 diulang dengan 
perubahan iterasi 𝑖 = 𝑖 + 1 dan menghitung kembali nilai baru 
𝑃𝑏𝑒𝑠𝑡,𝑗  dan 𝐺𝑏𝑒𝑠𝑡 . 
7. Kriteria pemberhentian (stopping criteria) dari algoritma ini jika 
dalam beberapa iterasi tidak terjadi perubahan nilai variabel 
𝐺𝑏𝑒𝑠𝑡 dalam rentang maksimum iterasi yang diberikan. 
 
Algoritma dari Particle Swarm Optimization dapat dilihat 























































 Gambar 2.3. Algoritma PSO  
  
Inisialisasi acak posisi awal dan 
kecepatan awal partikel 
Hitung nilai terbaik semua 
partikel 
Menentukan nilai global terbaik  
Update nilai kecepatan semua 
partikel 



























2.3 Fungsi Uji 
 Fungsi uji merupakan fungsi yang menjadi standar pilihan 
untuk uji kehandalan (reliability), efisiensi (efficient) dan validitas 
(validation) pada suatu metode optimasi global. Beberapa fungsi uji 
antara lain: fungsi unimodal (Sum of Different Power) dan  multimodal 
(Griewank, Egg Holder, Rastrigin) (Jamil dan Yang, 2013). Fungsi 
tersebut dipilih untuk menguji performa dalam pencarian solusi 
optimum global dengan menggunakan metode FOA dan PSO. 
 
2.3.1 Fungsi Griewank  
Fungsi Griewank merupakan fungsi multimodal. Fungsi ini 
memiliki banyak lokal minimum. Namun, lokasi lokal minimum 
didistribusikan secara teratur, berikut adalah persamaan fungsi 
Griewank. 












 , (2.6) 
𝑑𝑜𝑚𝑎𝑖𝑛: − 600 ≤ 𝑥𝑖 ≤ 600, 𝑖 = 1,2, . . , 𝑛. 
global minimum 𝑓(?⃗?) = 0, pada  ?⃗? = 0⃗⃗.  
















Gambar 2.4. Ilustrasi fungsi Griewank 
 























2.3.2 Fungsi Sum of Different Power 
Fungsi Sum of Different Power sering juga digunakan dalam 
pengujian optimasi, fungsi ini merupakan fungsi unimodal yang 






,  (2.7) 
𝑑𝑜𝑚𝑎𝑖𝑛: − 1 ≤ 𝑥𝑖 ≤ 1, 𝑖 = 1,2, . . , 𝑛. 
global minimum 𝑓(?⃗?) = 0, pada ?⃗? = 0⃗⃗. 















Gambar 2.5. Ilustrasi fungsi Sum of Different Power 
 
 (Molga dan Smutnicki, 2005) 
 
2.3.3 Fungsi Egg Holder 
Fungsi Egg Holder mempunyai banyak optimum lokal yang 
tersebar dan merupakan fungsi multimodal, didefinisikan sebagai 
berikut: 




𝑥1 sin(√|𝑥1 − (𝑥2 + 47)|), 
(2.8) 
























global minimum 𝑓(𝑥1, 𝑥2) =  −959.641, pada (𝑥1, 𝑥2) =
(512, 404.232). 
 















Gambar 2.6. Ilustrasi fungsi Egg Holder 
 
(Jamil dan Yang, 2013). 
 
2.3.4 Fungsi Rastrigin 
Sama halnya dengan fungsi Griewank, fungsi Rastrigin 
mempunyai banyak optimum lokal yang tersebar secara teratur dan 
didefinisikan sebagai berikut: 
𝑓𝑛(?⃗?) = 10𝑛 + ∑[𝑥𝑖




𝑑𝑜𝑚𝑎𝑖𝑛: − 5.12 ≤ 𝑥𝑖 ≤ 5.12, 𝑖 = 1,2, . . , 𝑛. 
global minimum 𝑓(?⃗?) = 0 pada ?⃗? = 0⃗⃗. 









































Gambar 2.7. Ilustrasi fungsi Rastrigin  
 













































HASIL DAN PEMBAHASAN 
 
Pada bab ini dibahas tentang penerapan algoritma Forest 
Optimization Algortihm (FOA) dalam menyelesaikan masalah 
optimasi fungsi nonlinear tanpa kendala. FOA dibandingkan dengan 
algoritma Particle Swarm Optimization (PSO) dalam menyelesaikan 
4 fungsi uji dengan search area (domain) dan minimum global yang 
sudah diketahui. Perbandingan dilakukan dengan simulasi numerik. 
Hasil perbandingan digunakan untuk penarikan kesimpulan dari 
performa algoritma FOA dalam menyelesaikan masalah optimasi 
fungsi nonlinear tanpa kendala. 
 
3.1    Forest Optimization Algortihm (FOA) 
FOA algoritma evolusioner yang diilhami oleh beberapa 
pohon di hutan yang bisa bertahan selama beberapa dekade, sementara 
pohon lainnya hanya bisa hidup untuk jangka waktu terbatas. Metode 
ini diusulkan oleh Ghaemi dan Derakhshi pada tahun 2014. 
FOA dimulai dengan inisialisasi populasi pohon awal, 
masing-masing pohon mewakili suatu potensi solusi dari masalah, 
selain itu setiap pohon memiliki jumlah variabel dan umur. Pada 
awalnya usia pohon diatur ke 0. Selanjutnya penebaran benih lokal 
akan menghasilkan pohon baru (muda) dari pohon sebelumnya dengan 
umur 0 dan tambahkan pohon baru ke hutan. Kemudian, semua pohon, 
kecuali yang baru dihasilkan, usia mereka bertambah sebesar 1. 
Selanjutnya, ada kontrol terhadap populasi pepohonan di hutan dan 
beberapa pohon akan dihilangkan dari hutan dan mereka akan 
membentuk populasi kandidat untuk pembenihan tahap global.  
Pada tahap pembenihan global menambahkan beberapa solusi 
potensial baru ke hutan untuk menyingkirkan optimum lokal. Lalu, 
pohon-pohon di hutan digolongkan menurut nilai terbaik dan pohon 
dipilih sebagai pohon terbaik dan usianya diatur ke 0 agar terhindar 
penuaan dan setelah itu mengeluarkan pohon terbaik dari hutan 
(karena tahap pembenihan setempat meningkatkan umur semua pohon 
termasuk umur pohon terbaik). Tahapan ini akan berlanjut sampai 
kriteria pemberhentian terpenuhi. Berikut adalah algoritma dari FOA 
























































Gambar 3.1. Algoritma FOA 
 
(Ghaemi dan Derakhshi, 2014) 
Inisialisasi hutan dengan pohon 
berumur 0 
Local seeding pada pohon 
berumur 0 
Pembatasan populasi dan 
pembentukan kandidat populasi 
Global seeding pada pohon 
terpilih dari kandidat populasi 



























Pada metode FOA, pohon-pohon dalam hutan merupakan 
solusi potensial dari setiap masalah. Setiap pohon mewakili array 
dengan dimensi 1 x  (𝑁𝑣𝑎𝑟 + 1) dimana, 𝑁𝑣𝑎𝑟 adalah jumlah variabel 
dari masalah dan Age adalah umur dari pohon. Setiap pohon dalam 
tahap ini diatur dengan umur 0 dan nilai variabel diinisialisasi secara 
acak di domain fungsi objektif. Berikut adalah representasi variabel 
dari sebuah fungsi pada sebuah pohon. 
      𝑇𝑟𝑒𝑒 = [𝐴𝑔𝑒, 𝑣1, 𝑣2, … , 𝑣𝑁𝑣𝑎𝑟],  
 
dengan 𝑣1, 𝑣2, … , 𝑣𝑁𝑣𝑎𝑟 merupakan variabel dari masalah.  
 
Contoh: 
𝑓(𝑥1, 𝑥2, 𝑥3) = 2𝑥1 − 3𝑥1
2 − 𝑥2
2 + 0.5𝑥1𝑥3, 
maka dapat didefinisikan pada setiap pohon: 
𝑇𝑟𝑒𝑒 = [𝐴𝑔𝑒, 𝑣1, 𝑣2, 𝑣3]. 
 
Local seeding 
Di alam ketika proses pembenihan pohon dimulai, beberapa 
benih jatuh di dekat pohon dan menghasilkan pohon-pohon baru. 
Jumlah benih yang jatuh di dekat pohon dan menjadi pohon tetangga 
dengan umur 0 jatuh disebut "Local Seeding Changes (LSC)" dan 
ketika LSC berlangsung umur pohon induk bertambah 1. 
Pada iterasi pertama dari algoritma semua pohon mempunyai 
umur 0, operator pada local seeding dijalankan pada semua pohon di 
hutan. Sehingga, setiap pohon berumur 0, jumlah LSC pohon baru 
akan ditambahkan di dalam hutan. Pada iterasi selanjutnya, jumlah 
pohon yang ditambahkan pada hutan akan berkurang dikarenakan 
akan ada pohon yang berumur lebih dari 0 yang tidak ambil bagian 
dalam tahap local seeding. Local seeding melakukan simulasi 
pencarian lokal dalam FOA. 
Ketika proses local seeding berlangsung akan dipilih variabel 
secara acak dari pohon yang terpilih. Setelah itu ditambahkan angka 
yang acak 𝑟, dimana 𝑟 ∈ [−∆𝑥, ∆𝑥] dengan ∆𝑥 merupakan angka kecil 
yang lebih kecil dari batas atas dari variabel terkait.  
Pada kasus penambahan nilai, memungkinkan keadaan 
dimana nilai dari variabel menjadi kurang atau berlebih dibandingkan 




















ini, nilai yang kurang dari batas bawah variabel dan nilai yang lebih 
dari batas atas variabel dipotong pada limit atau batasnya. Berikut 















Gambar 3.3. Contoh local seeding untuk ruang  




Gambar 3.4. Contoh numerik local seeding pada satu pohon 
𝐿𝑆𝐶 = 1, 𝑟′ ∈ [−∆𝑥, ∆𝑥] = [−1,1]. 
 
Pembatasan populasi 
Jumlah pohon dalam hutan harus dibatasi untuk menghindari 
ledakan populasi. Ada dua parameter yang digunakan untuk 
membatasi populasi yakni “life time” dan “area limit”. Pertama, pohon 
yang umurnya melebihi "life time" dikeluarkan dari hutan dan 
ditambahkan ke daftar kandidat populasi. Langkah selanjutnya adalah 
mengurutkan pohon di hutan menurut nilai optimalnya, jika jumlah 
pohon lebih besar daripada "area limit" dan ditambahkan ke daftar 
kandidat populasi.  
 
Global seeding 
Pilih "transfer rate" persentase populasi kandidat untuk 




















pohon yang dipilih. Nilai dari tiap variabel diubah dengan angka acak 
yang dibangkitkan dari rentang nilai variabel dan ditambahkan pohon 
baru dengan umur 0 di hutan. Jumlah variabel yang nilainya akan 
diubah disebut “Global seeding Changes” atau GSC.  
Sebagai contoh operasi dari global seeding pada satu pohon 
GSC = 2, sehingga dua variabel dipilih secara acak dan nilai mereka 
diubah dengan dua angka acak seperti r dan r’ pada rentang variabel 
terkait. Contoh numerik dari operasi global seeding digambarkan pada 
gambar dibawah dengan GSC = 2 dan rentang semua variabel dibuat 
sama [-5, 5]. Sebagai hasilnya, nilai dari 2 variabel acak yang terpilih 
diganti dengan nilai acak yang ada di rentang [-5, 5] seperti -0.7 dan 











Gambar 3.6. Contoh numerik global seeding pada satu pohon 
dengan GSC = 2 
Update pohon terbaik 
Pada tahap ini, pohon diurutkan berdasarkan nilai optimal. 
Usia pohon dengan nilai terbaik diatur ke 0 dengan tujuan untuk 
menghindari penuaan dari pohon terbaik sebagai hasil dari local 
seeding. Dalam proses ini, ada kemungkinan bahwa pohon terbaik 
optimal lokal pada lokasinya oleh operasi local seeding dikarenakan 
local seeding dijalankan pada pohon berumur 0. 
  
Kriteria pemberhentian 
Kriteria pemberhentian adalah jika dalam beberapa iterasi 
tidak terjadi perubahan nilai pohon terbaik dalam rentang maksimum 





















3.2 Uji Coba 
Dalam tahap uji coba, algoritma FOA dan PSO diuji dalam 
menyelesaikan masalah optimasi fungsi nonlinear tanpa kendala dari 
fungsi uji yang disediakan, Fungsi tersebut diuji pada dimensi 2 (untuk 
fungsi Egg holder) dan dimensi 10, dimensi 30 (untuk fungsi 
Griewank, Sum of Different Power, dan Rastrigin). Setelah itu 
dilakukan simulasi numerik dan dibandingkan hasil optimasi dengan 
FOA dan PSO dari segi solusi 𝑓(?⃗?) terbaik, rata-rata 𝑓(?⃗?), standar 
deviasi, dan waktu komputasi. Simulasi numerik dilakukan dengan 
bantuan software Matlab 2017a. 
 
3.2.1 Fungsi Uji 
Fungsi yang diberikan mempunyai karakteristik tersendiri, 
Fungsi Egg holder mempunyai dimensi berukuran 2 pada persamaan 
2.5, fungsi ini digunakan untuk menguji FOA dalam menyelesaikan 
optimasi fungsi berdimensi kecil. Fungsi Griewank, Sum of Different 
Power dan Rastrigin mempunyai banyak puncak optimum lokal yang 
menyebar secara teratur. Hal tersebut juga memungkinkan suatu 
metode optimasi menghadapi proses pencarian yang lebih rumit dan 
menyeluruh sehingga mampu menjadi pertimbangan dalam uji 
kehandalan dari performa FOA yang dibandingkan dengan PSO. 
 
3.2.2 Parameter FOA dan PSO 
Parameter dalam metode FOA dan PSO digunakan untuk 
mendukung perhitungan optimasi yang dilakukan secara numerik. 
Parameter dibawah merujuk dari artikel yang ditulis oleh Ghaemi dan 
Derakhshi (2014). Berikut adalah parameter yang digunakan dalam 
optimasi numerik fungsi uji dengan FOA dan PSO pada Tabel 3.1 dan 
Tabel 3.2: 
Tabel 3.1. Parameter FOA 
FOA Keterangan 
nPop = 100 
LSC = 6 
GSC = 1 
lifeTime = 10 
areaLimit = 10 
transferRate = 0.1 
Jumlah populasi 
Local seeding changes 
Global seeding changes 
Pembatasan umur 
Pembatasan populasi 




















Tabel 3.2. Parameter PSO  
PSO Keterangan 
?⃗⃗?𝑖𝑑  dan ?⃗?𝑖𝑑  
nPop = 100 
 𝑤 = 0.8 
𝑐1 = 2 
𝑐2 = 1 






Dari Tabel 3.1 digunakan parameter jumlah populasi pohon 
FOA yakni nPop = 100 disamakan dengan parameter PSO. LSC = 6 
berarti ada sebanyak 6 variabel dari tiap pohon yang nilainya ditambah 
dengan suatu nilai random dari batas bawah dan batas atas yang 
ditentukan yakni [−1,1]. Pembatasan populasinya adalah pembatasan 
umur lifeTime = 100 dan pembatasan populasi jumlah pohon 
sebanyak areaLimit = 10 Hasil dari pembatasan populasi adalah 
terbentuknya daftar kandidat populasi. Parameter transferRate = 0.1 
artinya ada 10%  pohon dari daftar kandidat populasi yang diikutkan 
dalam pencarian global. GSC = 1 berarti bahwa ada 1 variabel dari 
pohon yang nilainya akan diganti dengan angka random.  
Parameter PSO pada Tabel 3.2 merujuk pada penelitian yang 
dilakukan oleh Ghaemi dan Derakhshi (2014). Digunakan parameter 
jumlah populasi nPop = 100. Setelah itu ?⃗⃗?𝑖𝑑  dan ?⃗?𝑖𝑑 diinisialisasi 
secara acak. Momen inersia  𝜔 = 0.8 mengatur kecepatan iterasi 
sebelumnya mempengaruhi kecepatan iterasi berikutnya . Sedangkan 
koefisien akselerasi personal partikel adalah 𝑐1 = 2 dan akselerasi 
sosial dari partikel 𝑐2 =1.  
 
3.2.3 Representasi masalah pada FOA 
Pada tahap ini fungsi yang diujikan diinisialisasi sesuai 
karakteristik pendefinisian fungsi ke dalam bentuk algoritma FOA. 
Pohon dalam hutan diinisialiasi dengan jumlah nPop = 100. Pada 
algoritma FOA kandidat solusi dari masalah direpresentasikan dalam 
























Fungsi uji yang digunakan dalam menguji performa FOA 
salah satunya adalah fungsi Egg Holder yang dapat dilihat pada 
persamaan 2.8. Karena dimensi atau variabel dari fungsi Egg Holder 
berjumlah 2 maka ukuran arraynya adalah (1 × 3) dengan batas atas 
pencarian 512 dan batas bawah pencarian −512. Berikut adalah 
representasi variabel dari sebuah fungsi pada sebuah pohon. 
 
   
 
𝑇𝑟𝑒𝑒 = [𝐴𝑔𝑒, 𝑣1, 𝑣2]. 
Local seeding 
Pada tahap ini pepohonan menebarkan benih dengan jumlah 
benih tiap pohon berbeda-beda secara alami. Operator Local Seeding 
Changes (LSC) memilih beberapa variabel dari pohon dan 
ditambahkan dengan angka 𝑟, acak (random) dimana 𝑟 ∈ [−∆𝑥, ∆𝑥] 
dengan ∆𝑥 merupakan angka kecil yang lebih kecil dari batas atas dari 
variabel terkait. Pada program FOA ini parameter nilai batas terbesar 
digunakan adalah ∆𝑥 = 1, sehingga 𝑟 ∈ [−1, 1]. 
 
Pembatasan populasi 
Pembatasan populasi dilakukan agar tidak terjadi ledakan 
populasi pohon dan untuk mempermudah membentuk kandidat 
populasi yang akan masuk pada tahap pencarian solusi global. 
Parameter dalam tahap ini adalah lifeTime = 10, jika umur pohon 
melebihi lifeTime maka pohon dikeluarkan dari hutan dan dimasukkan 
dalam kandidat. Setelah itu pohon-pohon diurutkan sesuai nilai 
terbaik. Langkah selanjutnya bergerak pada parameter areaLimit =
10, jika jumlah pohon dalam hutan melebihi areaLimit, maka pohon-
pohon masuk pada daftar kandidat populasi. 
 
Global seeding 
Langkah pertama adalah memiilih "transfer rate" persentase 
populasi kandidat untuk melakukan pembenihan global. Selanjutnya 
pilih variabel acak dari pohon yang dipilih untuk diubah nilainya. 
Jumlah variabel yang nilainya akan diubah disebut “Global seeding 
Changes” atau 𝐺𝑆𝐶.  




















Pada program ini parameter transferRate = 0.1 atau 10%  dan 
GSC = 1. Misalkan ada 50 pohon yang masuk kandidat populasi 
maka ada 50 × 0.1 = 5 pohon yang akan dilanjutkan pada operator 
GSC. GSC memilih 1 variabel dari pohon-pohon dan diganti nilainya 
dari 𝑟 ∈ [−1, 1]. 
 
Update pohon terbaik 
Pohon diurutkan sesuai nilai terbaik dan pohon-pohon terbaik 
umurnya diatur menjadi "0" untuk menghindari penuaan. Nilai terbaik 
dari pohon-pohon tersebut adalah solusi minimum global yang dicari 
dari fungsi non liner tanpa kendala.  
 
Kriteria pemberhentian 
Kriteria pemberhentian FOA adalah jika dalam 100 iterasi 
tidak terjadi perubahan nilai pohon terbaik dalam rentang 5000 iterasi. 
Contoh perhitungan manual optimasi fungsi dengan FOA 
tercantum pada Lampiran 1. 
 
3.2.4 Representasi masalah pada PSO 
Masalah fungsi uji pada tahap ini disesuaikan dan 
diinisialisasi sesuai karakteristik pendefinisian fungsi ke dalam bentuk 
algoritma PSO. Kawanan atau partikel dalam populasi diinisialiasi 
dengan jumlah nPop = 100. Pada algoritma PSO kandidat solusi dari 
masalah direpresentasikan dalam suatu partikel yang memiliki 
position (posisi) dan velocity (kecepatan). Berikut adalah proses 
representasi masalah pada PSO: 
 
Inisialisasi populasi 
Pertama jumlah partikel dari populasi diinisialiasi sejumlah 
nPop = 100. Kecepatan dan posisi awal dari tiap partikel dalam nPop 
= 100 dimensi ditentukan secara random (acak) dengan nilai dari tiap 
variabel acak. 
 
Menghitung kecepatan semua partikel 
Semua partikel bergerak menuju titik optimal dengan suatu 
kecepatan. Semua kecepatan dari partikel diasumsikan sama dengan 





















Menghitung nilai terbaik semua partikel 
Mengevaluasi nilai terbaik setiap partikel ditaksir menurut 4 
fungsi uji  yang ada pada persamaan 2.6 hingga persamaan 2.9. Jika 
nilai terbaik setiap partikel pada lokasi saat ini lebih baik dari ?⃗?𝑏𝑒𝑠𝑡 , 
maka ?⃗?𝑏𝑒𝑠𝑡 diatur untuk posisi saat ini. 
 
Menentukan partikel terbaik dan partikel global terbaik 
Pada tahap ini nilai terbaik partikel dibandingkan dengan 
?⃗?𝑏𝑒𝑠𝑡 . Jika 𝐺𝑏𝑒𝑠𝑡 yang terbaik maka ?⃗?𝑏𝑒𝑠𝑡 yang diperbaharui. 
 
Update kecepatan dan posisi 
Memperbaharui kecepatan (𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦) dan posisi (𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛) 
setiap partikel ditunjukkan pada persamaan di bawah ini. Rumus 
kecepatan merujuk pada persamaan 2.4 dan rumus posisi merujuk 
pada persamaan 2.5. 
 
Kriteria pemberhentian 
Kriteria pemberhentian PSO adalah jika dalam 100 iterasi 
tidak terjadi perubahan nilai variabel ?⃗?𝑏𝑒𝑠𝑡  dalam rentang 5000 
iterasi. 
 
Contoh perhitungan manual optimasi fungsi dengan PSO 




















3.3 Perbandingan Hasil FOA dan PSO 
 
Perbandingan hasil optimasi fungsi uji menggunakan FOA 
dan PSO dilakukan sebanyak 30 kali percobaan. Indikator yang 
diujikan adalah: 
1. Nilai terbaik (Best 𝑓(𝑥)) untuk mengetahui sejauh mana 
algoritma mampu mencapai nilai minimum global. 
 
2. Rata-rata 𝑓(?⃗?) untuk mengetahui rata-rata nilai yang dicapai 
dari 30 kali uji dengan rumus: 








𝑛  : jumlah data 
𝑓(?⃗?)̅̅ ̅̅ ̅̅   : rata-rata 𝑓(?⃗?) hingga data ke−𝑛 
𝑓𝑖(?⃗?)  : nilai data ke−𝑖 
 
3. Standar deviasi (SD) untuk mengetahui rata-rata penyimpangan 
data dari rata-rata (mean). Jika nilai SD jauh lebih besar 
dibanding nilai rata-rata merupakan representasi yang buruk 
dari keseluruhan data. Sedangkan jika nilai SD sangat kecil 
dibandingkan mean, maka nilai mean dapat digunakan sebagai 










𝑛  : jumlah data 
𝑓(?⃗?)̅̅ ̅̅ ̅̅   : rata-rata 𝑓(?⃗?) hingga data ke−𝑛 
𝑓𝑖(?⃗?)  : nilai data ke−𝑖 
𝑆𝐷  : standar deviasi 
(Brown, 1982). 
 
4. Waktu komputasi untuk mengetahui lamanya waktu (satuan 





















Tabel. 3.3 Perbandingan optimasi fungsi 1 
Fungsi 1 - Griewank 
Global Minimum 𝑓(?⃗?) = 0, ?⃗? = 0⃗⃗  
Uji Coba: 30 kali 
 FOA PSO 
Dimensi 10 30 10 30 
Best 𝑓(?⃗?) 0.017 0.000 0.030 0.209 
Rata-rata 
𝑓(?⃗?) 
0.229 0.006 0.130 0.806 
Standar 
deviasi 


























































Gambar 3.8 Hasil optimasi fungsi 1 (30 dimensi) 
Fungsi Griewank mempunyai solusi global minimum 𝑓(?⃗?) =
0, pada ?⃗? = 0, 𝑖 = 1,2, . . , 𝑛. Dari (Tabel 3.3) dan (Gambar 3.7) dan 
(Gambar 3.8) hasil optimasi fungsi Griewank dengan FOA dan PSO 
diperoleh perbandingan sebagai berikut: 
1. Pada optimasi fungsi 10 dimensi, best 𝑓(?⃗?) dan rata-rata 
waktu komputasi FOA lebih baik dibandingkan PSO, 
sedangkan rata-rata 𝑓(?⃗?) dan  standar deviasi 𝑓(?⃗?) yang 
dihasilkan oleh PSO lebih baik dibandingkan FOA.  
2. Pada optimasi fungsi 30 dimensi, best 𝑓(?⃗?), rata-rata 𝑓(?⃗?), 
standar deviasi 𝑓(?⃗?), dan rata-rata waktu komputasi yang 
dihasilkan oleh FOA lebih baik dibandingkan PSO. 
3. PSO lebih cepat konvergen namun belum mampu mencapai 





















Tabel. 3.4 Perbandingan optimasi fungsi 2 
Fungsi 2 – Sum of Different Power 
Global Minimum 𝑓(?⃗?) = 0, ?⃗? = 0⃗⃗ 
Uji Coba: 30 kali 
 FOA PSO 
Dimensi 10 30 10 30 
Best 𝑓(?⃗?) 0.000 0.000 0.000 0.000 
Rata-rata 
𝑓(?⃗?) 
0.000 0.000 0.000 0.000 
Standar 
deviasi 




































































Gambar 3.10 Hasil optimasi fungsi 2 (30 dimensi) 
Fungsi Sum of Different Power mempunyai solusi global 
minimum 𝑓(?⃗?) = 0, pada ?⃗? = 0, 𝑖 = 1,2, . . , 𝑛. Dari (Tabel 3.4) dan 
(Gambar 3.9) dan (Gambar 3.10) hasil optimasi fungsi Sum of 
Different Power dengan FOA dan PSO diperoleh perbandingan 
sebagai berikut: 
1. Pada optimasi fungsi 10 dimensi dan 30 dimensi best 
𝑓(?⃗?),  rata-rata 𝑓(?⃗?), standar deviasi 𝑓(?⃗?), dan rata-rata 
waktu komputasi yang dihasilkan oleh FOA sama dengan 
PSO namun, untuk rata-rata waktu komputasi FOA lebih baik 
dari PSO. 
2. PSO lebih cepat konvergen daripada FOA namun dari 4 























Tabel. 3.5 Perbandingan optimasi fungsi 3 
Fungsi 3 – Egg Holder 
Global Minimum 𝑓(𝑥1, 𝑥2)   =  −959.641  
(𝑥1, 𝑥2) = (512, 404.232) 
Uji Coba: 30 kali 
 FOA PSO 
Dimensi 2 2 











































Fungsi Egg Holder mempunyai solusi global minimum 
𝑓(𝑥1, 𝑥2) =  −959.641, pada (𝑥1, 𝑥2) = (512, 404.232). Dari 
(Tabel 3.5) dan (Gambar 3.11) hasil optimasi fungsi Egg Holder 
dengan FOA dan PSO diperoleh perbandingan sebagai berikut: 
1. Pada optimasi fungsi 2 dimensi, best 𝑓(?⃗?), rata-rata 
𝑓(?⃗?), standar deviasi 𝒇(?⃗?), dan rata-rata waktu komputasi yang 
dihasilkan oleh FOA lebih baik dari PSO. 
2. PSO lebih cepat konvergen namun untuk 4 kriteria yang 























Tabel. 3.6 Perbandingan optimasi fungsi 4 
Fungsi 4 – Rastrigin 
Global Minimum 𝑓(?⃗?) = 0, ?⃗? = 0⃗⃗ 
Uji Coba: 30 kali 
 FOA PSO 
Dimensi 10 30 10 30 
Best 𝑓(?⃗?) 0.004 0.080 2.985 39.912 
Rata-rata 
𝑓(?⃗?) 
0.037 0.228 11.841 89.750 
Standar 
deviasi 

















































Gambar 3.13 Hasil optimasi fungsi 4 (30 dimensi) 
Fungsi Rastrigin mempunyai solusi global minimum 𝑓(?⃗?) =
0, pada ?⃗? = 0, 𝑖 = 1,2, . . , 𝑛. Dari (Tabel 3.6) dan (Gambar 3.12) dan 
(Gambar 3.13) hasil optimasi fungsi Rastrigin dengan FOA dan PSO 
diperoleh perbandingan sebagai berikut: 
1. Pada optimasi fungsi 10 dimensi dan 30 dimensi, best 𝑓(?⃗?), 
rata-rata 𝑓(?⃗?), standar deviasi 𝑓(?⃗?), dan rata-rata waktu 
komputasi yang dihasilkan oleh FOA lebih baik dari PSO. 
2. PSO lebih cepat konvergen namun masih jauh untuk 































































HASIL DAN PEMBAHASAN 
 
Pada bab ini dibahas tentang penerapan algoritma Forest 
Optimization Algortihm (FOA) dalam menyelesaikan masalah 
optimasi fungsi nonlinear tanpa kendala. FOA dibandingkan dengan 
algoritma Particle Swarm Optimization (PSO) dalam menyelesaikan 
4 fungsi uji dengan search area (domain) dan minimum global yang 
sudah diketahui. Perbandingan dilakukan dengan simulasi numerik. 
Hasil perbandingan digunakan untuk penarikan kesimpulan dari 
performa algoritma FOA dalam menyelesaikan masalah optimasi 
fungsi nonlinear tanpa kendala. 
 
3.1    Forest Optimization Algortihm (FOA) 
FOA algoritma evolusioner yang diilhami oleh beberapa 
pohon di hutan yang bisa bertahan selama beberapa dekade, sementara 
pohon lainnya hanya bisa hidup untuk jangka waktu terbatas. Metode 
ini diusulkan oleh Ghaemi dan Derakhshi pada tahun 2014. 
FOA dimulai dengan inisialisasi populasi pohon awal, 
masing-masing pohon mewakili suatu potensi solusi dari masalah, 
selain itu setiap pohon memiliki jumlah variabel dan umur. Pada 
awalnya usia pohon diatur ke 0. Selanjutnya penebaran benih lokal 
akan menghasilkan pohon baru (muda) dari pohon sebelumnya dengan 
umur 0 dan tambahkan pohon baru ke hutan. Kemudian, semua pohon, 
kecuali yang baru dihasilkan, usia mereka bertambah sebesar 1. 
Selanjutnya, ada kontrol terhadap populasi pepohonan di hutan dan 
beberapa pohon akan dihilangkan dari hutan dan mereka akan 
membentuk populasi kandidat untuk pembenihan tahap global.  
Pada tahap pembenihan global menambahkan beberapa solusi 
potensial baru ke hutan untuk menyingkirkan optimum lokal. Lalu, 
pohon-pohon di hutan digolongkan menurut nilai terbaik dan pohon 
dipilih sebagai pohon terbaik dan usianya diatur ke 0 agar terhindar 
penuaan dan setelah itu mengeluarkan pohon terbaik dari hutan 
(karena tahap pembenihan setempat meningkatkan umur semua pohon 
termasuk umur pohon terbaik). Tahapan ini akan berlanjut sampai 
kriteria pemberhentian terpenuhi. Berikut adalah algoritma dari FOA 
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