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Abstract
We consider a Black-Scholes type equation arising on a pricing model for a multi-asset option with general
transaction costs. The pioneering work of Leland is thus extended in two different ways: on the one hand,
the problem is multi-dimensional since it involves different underlying assets; on the other hand, the trans-
action costs are not assumed to be constant (i.e. a fixed proportion of the traded quantity). In this work,
we generalize Leland’s condition and prove the existence of a viscosity solution for the corresponding fully
nonlinear initial value problem using Perron method. Moreover, we develop a numerical ADI scheme to
find an approximated solution. We apply this method on a specific multi-asset derivative and we obtain the
option price under different pricing scenarios.
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1 Introduction
The Black-Scholes model [3] relies on different assumptions such as constant values of volatility and interest rates,
the non-existence of dividend yields, the efficiency of the markets and the non-existence of transaction costs,
among others. Following Leland’s approach [15], transaction costs can be included in the pricing methodology
by applying a discrete-time replicating strategy. A nonlinear partial differential equation is obtained for the
option price, which is denoted by V (S, t); namely,
∂V
∂t
+
1
2
σˆ
(
S
∂2V
∂S2
)2
S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0, (1.1)
where σˆ is defined based upon the transaction costs function. For example, if transaction costs are defined by
a constant rate C0, then σˆ is given by
σˆ
(
S
∂2V
∂S2
)2
= σ2
(
1− Le sgn
(
S
∂2V
∂S2
))
=
{
σ2 (1− Le) if ∂2V∂S2 > 0
σ2 (1 + Le) if ∂
2V
∂S2 < 0
where Le =
√
2
pi
C0
σ
√
∆t
is the Leland number.
The original approach was extended by different authors. A discrete approximation is studied in [4] by develop-
ing a binomial option pricing model with constant transaction costs. The generalization of Leland’s methodology
for a portfolio of options is presented in [9] and the existence of solution is studied in [10]. In [7], a method
of upper and lower solutions is used to study the original stationary problem. Also, an analysis of the original
hedging strategy is found in [6] and a modification of the strategy is considered in [16] to guarantee that the
approximation error vanishes in the limit.
Different choices of transaction costs functions lead to variations on the nonlinear term of the partial differential
equation. In [1], the authors propose a non-increasing linear function and find solutions for the stationary prob-
lem. In [19], the concept of transaction costs function is generalized and the so-called mean value modification
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of the transaction costs function is developed. This transformation allows the authors to formulate a general
one-dimensional Black-Scholes equation by solving the equivalent quasilinear Gamma equation. Moreover, vis-
cosity solutions have been studied in the nonlinear problems that arises from including transaction costs in the
option pricing framework . The seminal work of [5] finds the option price by comparing the maximum utilities
available to the writer leading to solve two stochastic optimal control problems. Unique viscosity solutions
are found as the value functions of these problems. Moreover, the work of [2] uses a utility function with an
asymptotic analysis of partial differential equations to quantify the dependence on preferences in European call
option problem.
The main distinctive aspect in the above-cited works is that they all consider only one asset within the partial
differential equation. In [20] and [21], the author generalizes the Leland approach in order to cover different
types of multi-asset options, developing the nonlinear partial differential equation and solving numerically a list
of examples.
In this work, we prove the existence of a viscosity solution for the problem of pricing a multi-asset option with
a general transaction costs function. We derive the following nonlinear problem
−Vτ + LV = G (V ) in Ω× [0, T ]
V (x1, ..., xN , 0) = V0 (x1, ..., xN ) in Ω (1.2)
where Ω = RN , V is the option price, L is an elliptic operator, G is a nonlinear term and V0 is the initial
condition. This problem can be rewritten in terms of a nonlinear elliptic operator F as
−Vτ + FV = 0 in Ω× [0, T ]
V (x1, ..., xN , 0) = V0 (x1, ..., xN ) in Ω (1.3)
This presentation helps us to introduce the Perron method to find a viscosity solution. Indeed, in our work
we show that a generalization of Leland’s condition is required such that the nonlinear operator F becomes
degenerate elliptic and a solution can be found. By defining properly the sub and supersolutions of problem
(1.3) and recalling a comparison principle, we use Perron method to derive the existence of solution.
In the second part of the work, we develop a numerical approach in order to find a solution using an iterative
method. For this purpose, the Alternating Difference Implicit (ADI) scheme is selected within the family of
splitting operators. Different works [12, 13, 18, 17] study the applicability of this approach to deal with the mixed
derivatives terms of the discretization. On multidimensional problems, the ADI method allows to solve efficiently
the PDE problem by applying a tridiagonal matrix algorithm in comparison to the classical Crank-Nicholson
scheme. In this section we provide results regarding the convergence of the numerical scheme, the sensitivity
of the final output to the choice of timing parameters and the impact of the transaction costs in the option price.
The structure of the paper is as follows. In Section 2 we derive the nonlinear PDE that explains the dynamics
of the option price for a multi-asset derivative considering a general transaction costs function. In Section 3
we apply all the necessary steps to prove the existence of a viscosity solution using Perron method. Finally,
in Section 4 we develop the ADI framework in order to find a strong solution and price a specific multi-asset
derivative.
2 PDE derivation for multiple assets and general transaction costs
function
Let Π be the portfolio that contains δi of asset Si and an option V over those assets at time t. This portfolio
can be represented by
Π = V +
N∑
i=1
δiSi. (2.1)
If we define ∆ as the one-step variation of a process (i.e ∆yt = yt − yt−1), by applying the Itoˆ’s formula over
V , we get
∆V =
∂V
∂t
∆t+
N∑
i=1
∂V
∂Si
∆Si +
1
2
N∑
i=1
N∑
j=1
σiσjρijSiSj
∂2V
∂Si∂Sj
∆t. (2.2)
2
Transaction costs appear when calculating ∆Π, which expresses the variation of the portfolio at each time t.
Specifically, the variation of the portfolio is represented by
∆Π = ∆
(
V +
N∑
i=1
δiSi
)
+
N∑
i=1
∆TCi, (2.3)
where ∆TCi is the amount of transaction costs when buying or selling δi assets of Si. By taking δi = −VSi , we
obtain
∆Π = ∆V −
N∑
i=1
∂V
∂Si
∆Si −
N∑
i=1
∆TCi. (2.4)
Following the approach in [19], it is seen that
∆TCi = Si C (|∆δi|) |∆δi| , (2.5)
where C is the transaction costs function. By defining riTC to be the expected value of the change of the
transaction costs per unit time interval ∆t and price Si, we see that
riTC =
E [∆TCi]
Si∆t
=
E [C (|∆δi|) |∆δi|]
∆t
.
Thus, we approximate the transaction costs by the expected value of the transaction costs function applied to
the amount of assets bought or sold and multiplied by these amount again. This value is then multiplied by the
price of asset Si in order to get a transaction cost in money terms.
Applying (2.5) in (2.4) and using ∆V , we obtain
∆Π =
∂V
∂t
+
1
2
N∑
i=1
N∑
j=1
σiσjρijSiSj
∂2V
∂Si∂Sj
∆t− N∑
i=1
Si r
i
TC ∆t. (2.6)
From the assumption ∆Π = rΠ∆t and (2.6), we obtain
rV +
N∑
i=1
riTC Si =
∂V
∂t
+
1
2
N∑
i=1
N∑
j=1
σiσjρijSiSj
∂2V
∂Si∂Sj
+ r
N∑
i=1
∂V
∂Si
Si (2.7)
where riTCSi =
E[∆TCi]
∆t =
E[C(|∆δi|)|∆δi|Si]
∆t .
Equation (2.7) is the nonlinear PDE that represents the behaviour of the option price for a multi-asset option
when defining a general transaction costs function. In order to get the complete expression of the PDE, we have
to calculate δi. From previous steps we know that
∆δi = −∆ ∂V
∂Si
∼
N∑
j=1
∂2V
∂Si∂Sj
∆Sj
taking only the terms with order ∆t1/2. Noting that
∆Sj ∼ σjSjφj
√
∆t,
with φj being a standard normal variable, we find that
|∆δi| =
∣∣∣∣∣∣
N∑
j=1
∂2V
∂Si∂Sj
∆Sj
∣∣∣∣∣∣ =
∣∣∣∣∣∣
N∑
j=1
∂2V
∂Si∂Sj
√
∆t σj Sj φj
∣∣∣∣∣∣ = √∆t
∣∣∣∣∣∣
N∑
j=1
∂2V
∂Si∂Sj
σj Sj φj
∣∣∣∣∣∣ .
Setting Φi =
∑N
j=1
∂2V
∂Si∂Sj
σj Sj φj , we obtain that Φi ∼ N (0,Θi) with
Θi =
N∑
j=1
N∑
k=1
∂2V
∂Si∂Sj
∂2V
∂Si∂Sk
σjσkρjkSjSk. (2.8)
where ρjk is the correlation parameter between φj and φk. Therefore,
3
riTCSi =
E [∆TC]
∆t
=
E [C (|∆δi|) |∆δi|Si]
∆t
=
√
∆t E
[
C
(√
∆t |Φi|
)
|Φi| Si
]
∆t
=
Si√
∆t
E
[
C
(√
∆t |Φi|
)
|Φi|
]
.
(2.9)
Using (2.9) in (2.7), we find the following nonlinear PDE which models the dynamic of a multi-asset option.
rV +
N∑
i=1
Si√
∆t
E
[
C
(√
∆t |Φi|
)
|Φi|
]
=
∂V
∂t
+
1
2
N∑
i=1
N∑
j=1
σiσjρijSiSj
∂2V
∂Si∂Sj
+ r
N∑
i=1
∂V
∂Si
Si. (2.10)
3 Existence of solution for the resulting PDE
3.1 Defining the nonlinear problem
Let C be a measurable bounded transaction costs function such that C : R+0 → R+0 , C ∈ L2
(
R+0
)
and let C,C >
0 be such that C < C (x) < C for every x ∈ R+0 . Moreover, we denote Ω = RN ,Ω+ = RN+ ,ΩT = [0, T ] × RN
and Ω+T = [0, T ]× RN+ . Let us define G to be the nonlinear operator
G
(
S,D2V
)
=
N∑
i=1
Si√
∆t
E
[
C
(√
∆t |Φi|
)
|Φi|
]
(3.1)
=
N∑
i=1
Si√
∆t
√
2
pi
2
√
Θi
∫ +∞
0
C
(√
∆t 2 Θiy
)
y e−y
2
dy (3.2)
where Θi is given by
Θi =
N∑
j=1
N∑
k=1
∂2V
∂Si∂Sj
∂2V
∂Si∂Sk
σjσkρjkSjSk. (3.3)
where ρjk is the correlation parameter between φj and φk, both standard normal variables. Moreover, let us
denote L to be the following parabolic operator
L (τ, S, V ) = −rV − ∂V
∂τ
+
1
2
N∑
i=1
N∑
j=1
σiσjρijSiSj
∂2V
∂Si∂Sj
+ r
N∑
i=1
∂V
∂Si
Si. (3.4)
Then, we define the nonlinear PDE for the problem of pricing a multi-asset option with general transaction
costs as of
L (τ, S1, ..., SN , V ) = G
(
S1, ..., SN , D
2V
)
in Ω+ × [0, T ]
V (0, S1, ..., SN ) = V0 (S1, ..., SN ) in Ω
+ (3.5)
Our objective is to find a viscosity solution of problem (3.5). For this purpose, we will rewrite problem (3.5) to
match with the notation of [11]. Hence, we redefine our nonlinear parabolic equation as
∂V
∂τ
+ F
(
τ, S, V,DV,D2V
)
= 0 (3.6)
where
F
(
τ, S, V,DV,D2V
)
= −1
2
N∑
i=1
N∑
j=1
σiσjρijSiSj
∂2V
∂Si∂Sj
− r
N∑
i=1
∂V
∂Si
Si + rV +G
(
S,D2V
)
. (3.7)
Remark 3.1. Equation (3.6) can be rewritten following a matricial form. If we denote the matrix A as
(A)ij = σiσjρijSiSj (3.8)
4
then the function F can be set as
F
(
τ, S, V,DV,D2V
)
= −1
2
tr
(
AD2V
)− rDV · S + rV +G (S,D2V ) (3.9)
For the nonlinear term that correspond to the function G we first note that the value of Θi is equivalent to the
i-th term of the diagonal of the product D2V AD2V , i.e.
Θi =
(
D2V AD2V
)
ii
(3.10)
Then, the function G noted in a matricial form as of
G
(
S,D2V
)
=
N∑
i=1
Si√
∆t
√
2
pi
2
√
(D2V AD2V )ii
∫ +∞
0
C
(√
∆t 2 (D2V AD2V )ii y
)
y e−y
2
dy (3.11)
3.2 Degenerate Ellipticity and Leland’s condition
3.2.1 Deriving the conditions
We are going to prove the existence of a viscosity solution of problem (3.6) using Perron method. The main idea
of the method is to construct a subsolution u− and a supersolution u+ of the nonlinear parabolic equation such
that u− ≤ u+. Moreover, it is possible to construct a subsolution u lying between u− and u+ and see that the
lower semi-continuous envelope of the subsolution u is a supersolution. Before applying Perron method, we need
to set different conditions on the nonlinear operator F . Let us start by presenting the definition of degenerate
ellipticity. For this purpose, we will denote SN as the space of N-dimensional square symmetric matrices.
Definition 3.1. A nonlinear function F : [0, T ]× Ω+ × R× RN × SN → R is degenerate elliptic if
X ≤ Y =⇒ F (t, x, p, s,X) ≥ F (t, x, p, s, Y ) . (3.12)
Given the definition of degenerate ellipticity we have to set the correspondent conditions such that the nonlinear
function F follows Condition (3.12). Let us start by denoting the differential of function F with respect to the
second derivative component Y as
DY F (t, x, p, s, B) =
∂F (t, x, p, s, Y )
∂Y
∣∣∣∣
Y=B
(3.13)
By Definition 3.1, given a positive definite matrix U , we want to see that
DY F (t, x, p, s, Y ) (U) ≤ 0
If this condition is fulfilled, we can use the mean value theorem to prove that operator F is degenerate elliptic
so
F (t, x, p, s, Y )− F (t, x, p, s,X) = DY F (t, x, p, s, B) · (Y −X) (3.14)
= 0
where B ∈ (X,Y ) and Y −X is a positive definite matrix.
Let us recall the Leland condition which is present in the unidimensional problem with a constant transaction
costs function. The aim of the this condition is in fact to define a degenerate elliptic operator such that the
matrix of coefficients that correspond to the second derivatives is definite positive. In our work, the generalized
Leland condition will act as the same and will be deduced from the following two Lemmas.
The first Lemma shows that, if the differential matrix DY F is symmetric, evaluating the differential on any
definite positive matrix is equivalent to calculating the trace of the product between the differential matrix and
the correspondent definite positive matrix.
Lemma 3.2. Let U be a positive definite matrix and D the differential matrix with respect to component Y.
Then, Tr (DU) = D (U)
5
Proof. Let us see that the result follows by using the definition of the Frobenius inner product. From the
definition of the the trace of the product between D and the positive definite matrix U and the symmetry of
matrix D we have that
Tr (DU) =
N∑
i=1
N∑
j=1
DijUji
=
N∑
j=1
N∑
i=1
DjiUji
Now, we can arrange terms so that
Tr (DU) = D · U = D (U)
The second Lemma states that we can characterize the sign of the eigenvalues of the differential matrix DY F
in terms of the sign of the trace of the product between DY F and a definite positive matrix U .
Lemma 3.3. Let U be a positive definite matrix. Then DY F is negative definite if and only if Tr (DY F U) ≤ 0
for all U ≥ 0.
Proof. Let us start observing that as DY F is a symmetric matrix, there exists a diagonal matrix D˜ and a change
of basis matrix C such that D = C−1D˜C. Then, we have that
Tr (DY F U) = Tr
(
C−1 D˜ C U
)
= Tr
(
C−1 D˜ C U C−1 C
)
. (3.15)
If we denote W = C U C−1, the previous equation can be rewritten as
Tr (DY F U) = Tr
(
C−1 D˜W C
)
= Tr
(
D˜W
)
, (3.16)
where W is a positive definite matrix. Using the last equality we can prove our statement. If Tr (DY F U) ≤ 0
for all U ≥ 0, let us choose a sparse matrix U such that column j corresponds to the standard vector ej . Then,
W = U and D˜W = λj . Using the fact that Tr (DY F U) ≤ 0, we deduce that each λj < 0.
Let us now suppose that DY F is negative definite. Then,
Tr
(
D˜W
)
=
N∑
i=1
D˜iiWii < 0 (3.17)
as each D˜ii are negative and each Wii are positive.
Both Lemmas 3.2 and 3.3 can be resumed in the following line: If the differential matrix DY F is symmetric,
for all matrix U ≥ 0 the following equivalences are valid
DY F ≤ 0 ⇐⇒ Tr (DY F U) ≤ 0 ⇐⇒ DY F (U) ≤ 0
Recalling (3.14), the matrix Y −X is definite positive so by discarding the dependencies, the inequality becomes
FY − FX = DY F (Y −X) . (3.18)
Hence, the nonlinear operator F is degenerate elliptic if the differential matrix DY F is symmetric definite
negative. In the following section we will see that the condition of being symmetric definite negative is the
generalization of the Leland condition defined for the unidimensional problem with constant transaction costs.
6
3.2.2 Differential Matrix calculation
In this section we perform the calculations of the differential matrix with respect to the second derivatives of
the nonlinear term F . Let us recall Equation (3.9) such that
F (t, x, p, s, B) = −1
2
tr (AB)− rs · S + rp+G (S,B) (3.19)
Then, by applying standard calculations and discarding function dependencies, we have that
DY F (t, x, p, s, B) = − ∂
∂B
tr
(
1
2
AB
)
+
∂
∂B
G (S,B) (3.20)
The first derivative follows recalling the linearity of the trace function and the symmetry of matrix A. Then,
∂
∂B
tr
(
1
2
AB
)
=
1
2
A (3.21)
The second derivative involves applying the product rule on the transaction costs term. Then,
∂
∂B
G (S,B) =
∂
∂B
 N∑
i=1
Si√
∆t
√
2
pi
2
√√√√ N∑
j=1
N∑
k=1
Bij Ajk Bki
∫ +∞
0
C
√√√√2 ∆t N∑
j=1
N∑
k=1
Bij Ajk Bki y
 y e−y2 dy

=
N∑
i=1
Si√
∆t
√
2
pi
2
 ∂
∂B
√√√√ N∑
j=1
N∑
k=1
Bij Ajk Bki
∫ +∞
0
C
√√√√2 ∆t N∑
j=1
N∑
k=1
Bij Ajk Bki y
 y e−y2 dy
+
√√√√ N∑
j=1
N∑
k=1
Bij Ajk Bki
∫ +∞
0
∂
∂B
C
√√√√2 ∆t N∑
j=1
N∑
k=1
Bij Ajk Bki y
 y e−y2 dy
 (3.22)
The above calculation can be solved by analysing two derivatives. The first one correspond to the Θi function
defined in (3.3). The calculation of the derivative of this term is done in A and is given by
∂
∂B
√
Θi =
1
2
Θ
−1/2
i [AB +BA] . (3.23)
The second derivative corresponds to the derivative of the transaction costs function C with respect to matrix
B. Again, the complete calculation is presented in A. Then, the derivative with respect to matrix B is equal to
∂
∂B
C
(√
2 ∆t (BAB)ii y
)
= C ′ (Hi (y)) y [AB +BA]
√
∆t
2
Θ
−1/2
i (3.24)
Now, we can write Equation (3.20) as
DY F (t, x, p, s, B) = −1
2
A+ 2
N∑
i=1
Si√
∆t
√
2
pi
[
1
2
Θ
−1/2
i [AB +BA]
∫ +∞
0
C
(√
2 ∆t (BAB)ii y
)
y e−y
2
dy
+ [BA+AB]
√
∆t
2
∫ +∞
0
C ′
(√
2 ∆t (BAB)ii y
)
y2 e−y
2
dy
]
DY F (t, x, p, s, B) = −1
2
A+ [BA+AB]
2√
∆t
√
2
pi
N∑
i=1
Si
[
1
2
Θ
−1/2
i
∫ +∞
0
C
(√
2 ∆t (BAB)ii y
)
y e−y
2
dy
+
√
∆t
2
∫ +∞
0
C ′
(√
2 ∆t (BAB)ii y
)
y2 e−y
2
dy
]
. (3.25)
Equation (3.25) defines the final state of the differential matrix of the nonlinear parabolic operator F with
respect to the component of the second derivatives. The generalized Leland’s condition found in Lemmas 3.2
and 3.3 requires that the differential matrix DY F is definite negative. In fact, we can check that this condition
reduces to the original Leland’s condition when fixing N = 1 and the function of transaction costs C as constant.
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Remark 3.4. Let us show that effectively our condition reduces to Leland’s condition in the unidimensional case
with constant transaction costs. For this purpose, we assign A, Θ and C as in the unidimensional case. Then,
A = S2σ2, Θ =
∂2V
∂S2
σ2S2, C
(√
2 ∆t (D2V AD2V ) y
)
=
C˜
2
(3.26)
If we apply this definitions on Equation (3.25), we get that
DY F
(
t, x, p, s,
∂2V
∂S2
)
= −1
2
S2σ2 + 2
∂2V
∂S2
S2σ2
2S√
∆t
√
2
pi
1
2
C˜
4
(
∂2V
∂S2
S2σ2
)−1/2
= −1
2
S2σ2 + S2σ2 sgn
(
∂2V
∂S2
)
S√
∆t
√
2
pi
C˜
2σS
=
1
2
S2σ2
[
−1 + C˜√
∆t
√
2
pi
1
σ
sgn
(
∂2V
∂S2
)]
(3.27)
Then, DY F is negative if and only if
C˜√
∆t
√
2
pi
1
σ
< 1 (3.28)
3.3 Perron method for existence of solution
Let us start this section by setting the framework to apply the well-known Perron method to derive the existence
of a viscosity solution. We will first apply a change of variables so that the nonlinear operator F is defined with
constant coefficients. Then, we apply the change of variables
xi = log (Si)
so that the nonlinear operator F becomes
F
(
τ, x, V,DV,D2V
)
= −1
2
N∑
i=1
N∑
j=1
σiσjρij
∂2V
∂xi∂xj
−
N∑
i=1
∂V
∂xi
(
r − σ
2
i
2
)
+ rV +G
(
x,D2V
)
, (3.29)
and the nonlinear function G becomes
G
(
x,D2V
)
=
N∑
i=1
exi√
∆t
√
2
pi
2
√
Θi
∫ +∞
0
C
(√
∆t 2 Θiy
)
y e−y
2
dy, (3.30)
with
Θi = e
−2xi
 N∑
j 6=i
N∑
k 6=i
∂2V
∂xi∂xj
∂2V
∂xi∂xk
σjσkρjk + 2
N∑
j 6=i
∂2V
∂xi∂xj
(
∂2V
∂x2i
− ∂V
∂xi
)
σiσj +
(
∂2V
∂x2i
− ∂V
∂xi
)2
σ2i
 .
(3.31)
Given Equations (3.29) and (3.30), our Dirichlet problem becomes
∂V
∂τ
+ F
(
τ, x, V,DV,D2V
)
= 0 in Ω× [0, T ]
V (0, x1, ..., xN ) = V0 (x1, ..., xN ) in Ω (3.32)
where V0 (x1, ..., xN ) is the initial condition. Hence, the main theorem of this work is defined as follows
Theorem 3.5. Assume that the differential matrix with respect to the Hessian matrix of the nonlinear operator
F is negative definite. Then, the problem (3.32) has at least one viscosity solution.
8
Before passing to the proof of the theorem, we are going to state some important definitions that will be
used afterwards. Given an open set ΩT ⊂ RN+1, we recall that V is lower semi-continuous (LSC) or upper
semi-continuous (USC) at (t, x) if for all sequences (sn, yn)→ (t, x),
V (t, x) ≤ lim inf
n→∞ V (sn, yn) (LSC)
V (t, x) ≥ lim sup
n→∞
V (sn, yn) (USC).
Moreover, we define V∗ the lower semi-continuous envelope of V as the largest lower semi-continuous function
lying below V and V ∗ the correspondent upper semi-continuous envelope of V as the smallest upper semi-
continuous function lying above V .
Let us continue by presenting the definition of viscosity solutions, which are the type of solutions that we will
look for. Let us recall ΩT = [0, T ]×RN and a function V ∈ C1,2 (ΩT ). Then, we have the following definitions.
Definition 3.6. U is a subsolution of (3.32) if U is upper semi-continuous and if, for all (t, x) ∈ ΩT and all
the test functions φ such that U ≤ φ in a neighbourhood of (t, x) and U (t, x) = φ (t, x) , we have that
∂φ
∂τ
+ F
(
τ, x, φ,Dφ,D2φ
) ≤ 0. (3.33)
U is a supersolution of (3.32) if U is lower semi-continuous and if, for all (t, x) ∈ ΩT and all the test functions
φ such that U ≥ φ in a neighbourhood of (t, x) and U (t, x) = φ (t, x), we have that
∂φ
∂τ
+ F
(
τ, x, φ,Dφ,D2φ
) ≥ 0. (3.34)
Finally, U is a solution of (3.32) if it is both a sub and supersolution.
Now we can present Perron method to find a solution of problem (3.32). First of all, we require that the
nonlinear operator F is degenerate elliptic. Then, Perron method is defined as follows.
Theorem 3.7. Assume w is a subsolution of problem (3.32) and v is a supersolution of problem (3.32) such
that w ≤ v. Suppose also that there is a subsolution u and a supersolution u of problem (3.32) that satisfy the
boundary condition u∗ (t, x) = u
∗ (t, x) = g (t, x). Then,
W (t, x) = sup{w (t, x) : u ≤ w ≤ u andw is a subsolution of (3.32)}. (3.35)
In order to apply the Perron method we first have to set a subsolution and supersolution of problem (3.32).
Then, we have to construct a maximal subsolution such that it lies between both sub and supersolutions. Finally,
we have to define the proper comparison principle such that the boundary condition defined in Theorem 3.7
holds.
Hence, let us start by recalling the equivalent ”Black-Scholes” linear problem. If we denote the linear elliptic
operator as
F˜
(
τ, x, V,DV,D2V
)
= −1
2
N∑
i=1
N∑
j=1
σiσjρij
∂2V
∂xi∂xj
−
N∑
i=1
∂V
∂xi
(
r − σ
2
i
2
)
+ rV, (3.36)
then there exists a unique solution Λ of the problem
∂V
∂τ
+ F˜
(
τ, x, V,DV,D2V
)
= 0 in Ω× [0, T ]
V (0, x1, ..., xN ) = V0 (x1, ..., xN ) in Ω (3.37)
Based on the existence of this unique solution Λ, we will construct our sub and supersolutions. Then, the
following Lemma presents both sub and supersolutions of problem (3.32).
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Lemma 3.8. Let F be the nonlinear elliptic operator defined in Equation (3.29). Then the following functions
are sub and supersolutions of problem (3.32).
V = Λ + Cτ
V = Λ− Cτ
where Λ is the unique solution of problem (3.37) and C is a positive constant such
C ≥ sup
x∈Ω
|G (x,D2Λ)| (3.38)
Proof. Let us see that the V is a subsolution of (3.32). Firstly, the upper semi-continuity of V follows from the
continuity of the solution Λ (τ, x). Let us see that for all test functions φ such that V ≤ φ in a neighbourhood
of (τ, x) and V (τ, x) = φ (τ, x), it follows that ∂φ∂τ + F
(
τ, x, φ,Dφ,D2φ
)
is negative.
Let φ be a test function such that V ≤ φ. Then, we have
∂φ
∂τ
(τ, x) =
∂V
∂τ
(τ, x)
Dφ (τ, x) = DV (τ, x)
D2φ (τ, x) ≥ D2V (τ, x)
Now we use the condition of degenerate ellipticity of the operator F . This condition implies that
∂φ
∂τ
+ F
(
τ, x, φ,Dφ,D2φ
) ≤ ∂V
∂τ
+ F
(
τ, x, V ,DV ,D2V
)
≤ G (τ,D2Λ)− C
≤ 0
where the last inequality holds using Condition 3.38.
Let us now prove that V is in fact a supersolution. In this case, the lower semi-continuity follows from the
continuity of the solution Λ. Let us see that for all test functions φ such that V ≥ φ in a neighbourhood of
(τ, x) and V (τ, x) = φ (τ, x), it follows that ∂φ∂τ + F
(
τ, x, φ,Dφ,D2φ
)
is positive.
Let φ be a test function such that Λ ≥ φ. Then, we have that
∂φ
∂τ
(τ, x) =
∂V
∂τ
(τ, x)
Dφ (τ, x) = DV (τ, x)
D2φ (τ, x) ≤ D2V (τ, x)
Now we use the condition of degenerate ellipticity of the operator F and Condition 3.38. Both conditions imply
that
∂φ
∂τ
+ F
(
τ, x, φ,Dφ,D2φ
) ≥ ∂V
∂τ
+ F
(
τ, x, V ,DV ,D2V
)
≥ G (x,D2Λ)+ C
≥ 0.
Then, V is a supersolution of problem (3.32).
Remark 3.9. By definition, it remains valid that V ≤ V .
Remark 3.10. Given the ”Black-Scholes” solution Λ, the nonlinear term G
(
x,D2Λ
)
is bounded for every x in
Ω. Based on the construction of the replicant portfolio, it is observed that the transaction costs are proportional
to the second derivatives of the option. Moreover, from the solution of the linear problem, we know that the
second derivatives tend to zero when the prices are too small or too large. Then, in those scenarios, the replicant
potfolio is almost not rebalanced so that a little amount of stocks are traded resulting on a small contribution
of the transaction costs function.
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Following Lemma 2.3.15 from [11], there exists a function U such that V ≤ U ≤ V and U∗ is a subsolution
of (3.32) and U∗ is a supersolution of (3.32). Then, to finally prove Theorem 3.5, we need to confirm that
U∗ (τ, S) = U∗ (τ, S). For this purpose, we will consider the comparison principle stated in [11].
Proposition 3.1 (Comparison Principle). If u is a subsolution of problem (3.32) and v is a supersolution of
problem (3.32) in ΩT and u ≤ v on the parabolic boundary ∂pΩT , then u ≤ v in ΩT .
Hence, our last Lemma is stated below:
Lemma 3.11. Let V and V be the sub and supersolutions of problem (3.32) and U the function obtained by
Lemma 2.3.15 from [11] such that V ≤ U ≤ V . Then, U∗ (τ, S) = U∗ (τ, S).
Proof. Let us first observe that the inequality U∗ ≤ U∗ holds by definition of the semi-continuous envelopes.
For the other inequality let us recall V and V defined in Lemma 3.8 and, using the continuity of the linear
solution Λ, we have that
(V )∗ = V = (V )
∗(
V
)
∗ = V =
(
V
)∗
In particular, in the parabolic boundary, we find that both sub and supersolutions are equal to Λ. Then, it is
valid that
(
V
)∗ ≤ (V )∗ in ∂pΩT (3.39)
Moreover, for Lemma 2.3.15 from [11], V ≤ U ≤ V . Using this result and the previous inequality, it follows
that
U∗ ≤ U∗ in ∂pΩT (3.40)
Finally, the expected inequality is obtained by the comparison’s principle result.
4 Numerical Implementation
4.1 Numerical Framework
In this section we derive a numerical framework that is used to find an approximate solution of problem (1.2).
This solution will help us to understand how the presence of transaction costs affects the pricing of a specific
financial option. With this aim, we develop an iterative scheme such that on every step, an approximate solution
is found. Each step is then repeated until the convergence of the scheme. By recalling the nonlinear problem,
we propose the following iterative process
−Unτ + LUn = G
(
Un−1
)
in Ω× [0, T ]
Un (0, x1, ..., xn) = U0 (x1, ..., xn) in Ω (4.1)
with U0 (τ, x1, ..., xn) = 0, dim Ω = 2 and U (τ, x) = V (τ, x) as defined in Equation (3.32). For numerical
convenience, we approximate the original smooth domain by a discrete one ΩˆT ⊂ [a, b] × [a, b] × [0, T ], setting
a and b in order to cover a set of feasible stock prices. The step of the spatial variables is uniformly set as
∆x = (b− a) /Sx, being Sx the number of grid points in the x- direction. The step of the temporal variable is
also uniformly set as ∆τ = T/Tx being Tx the number of grid points in the τ - direction. We define n as the
step of the iterative problem and, given n, m as each of the temporal steps. Hence, we define the solution to
the n-step iterative problem as Umij = U (xi, yj ,m∆τ) where 0 ≤ i, j ≤ Sx and 0 ≤ m ≤ Tx.
At each step n, we have to solve a linear problem involving both second and mixed derivatives of U . If we apply
directly a finite difference scheme, the invertible matrix would not be tridiagonal as mixed spatial derivatives
have to be considered. Hence, we apply an Alternating Direction Implicit (ADI) method with a Finite Difference
approach (FD).
We follow the steps presented in the work of [14] to determine the two stages of the procedure. The main idea
of the ADI method is to generate an intermediate step m+ 1/2 between steps m and m+ 1. The first half step
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is taken implicitly in the x-direction and explicitly in the y-direction. The other half step is taken implicitly in
the y-direction and explicitly in the x-direction.
In the first place, we split the temporal derivative as shown on (4.2)
Uτ '
Um+1ij − Umij
∆t
=
Um+1ij − Um+
1
2
ij
∆t
+
U
m+ 12
ij − Umij
∆t
. (4.2)
Then, we discretize the lineal operator
L = 1
2
N∑
i=1
N∑
j=1
σiσjρij
∂2U
∂xi∂xj
+
N∑
i=1
∂U
∂xi
(
r − σ
2
i
2
)
− rU,
setting
∂U
∂x1
' U
m
i+1,j − Umi,j
∆x
,
∂U
∂x2
' U
m
i,j+1 − Umi,j
∆x
,
∂2U
∂x21
' U
m
i+1,j − 2Umi,j + Umi−1,j
∆x2
,
∂2U
∂x22
' U
m
i,j+1 − 2Umi,j + Umi,j−1
∆x2
,
∂2U
∂x1x2
' U
m
i+1,j+1 + U
m
i−1,j−1 − Umi−1,j − Umi,j−1
4∆x2
.
As in section 2.1 of [14], we split the discretization of the operator L between
Lx = σ
2
1
4
U
m+ 12
i+1,j − 2Um+
1
2
i,j + U
m+ 12
i−1,j
∆x2
+
σ22
4
Umi,j+1 − 2Umi,j + Umi,j−1
∆x2
+
1
2
σ1σ2ρ
Umi+1,j+1 + U
m
i−1,j−1 − Umi−1,j − Umi,j−1
4∆x2
+
1
2
(
r − σ
2
1
2
)
U
m+ 12
i+1,j − Um+
1
2
i,j
∆x
+
1
2
(
r − σ
2
2
2
)
Umi,j+1 − Umi,j
∆x
− 1
2
rU
m+ 12
ij
and
Ly = σ
2
1
4
U
m+ 12
i+1,j − 2Um+
1
2
i,j + U
m+ 12
i−1,j
∆x2
+
σ22
4
Um+1i,j+1 − 2Um+1i,j + Um+1i,j−1
∆x2
+
1
2
σ1σ2ρ
U
m+ 12
i+1,j+1 + U
m+ 12
i−1,j−1 − Um+
1
2
i−1,j − Um+
1
2
i,j−1
4∆x2
+
1
2
(
r − σ
2
1
2
)
U
m+ 12
i+1,j − Um+
1
2
i,j
∆x
+
1
2
(
r − σ
2
2
2
)
Um+1i,j+1 − Um+1i,j
∆x
− 1
2
rUm+1ij
obtaining a two-stage full scheme
U
m+ 12
ij − Umij
∆t
= LxUm+ 12ij ,
Um+1ij − Um+
1
2
ij
∆t
= LyUm+1ij .
As the problem (4.1) contains the linear function G, we add this term on the second stage of the procedure by
redefining L˜y = Ly −G.
Um+1ij − Umij
∆t
= LxUm+ 12ij + LyUm+1ij −G (·) = LxUm+
1
2
ij + L˜yUm+1ij .
The proposed framework is used to calculate first Um+
1
2 and then Um+1. The most important gain with the
ADI method is that it only requires the solution of two tridiagonal sets of equations at each time step.
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4.2 Numerical Results
In order to implement the framework proposed in section 3, we select a type of multi-asset option and a
transaction costs function. First, we price a best cash-or-nothing option call on two assets. This option pays
out a predefined cash amount K if assets S1 or S2 are above or equal to the strike price X. The closed-form
formula is presented on [8] as
cbest = Ke
−rT [M (y, z1;−ρ1) +M (−y, z2;−ρ2)] (4.3)
y =
ln (S1/S2) +
σ2
2 T
σ
√
T
, σ =
√
σ21 + σ
2
2 − 2σ1σ2ρ
z1 =
ln (S1/X) +
σ21
2 T
σ1
√
T
, z2 =
ln (S2/X) +
σ22
2 T
σ2
√
T
ρ1 =
σ1 − ρ
σ
, ρ2 =
σ2 − ρ
σ
where S1 and S2 are the stock prices, σ1 and σ2 are the volatilities, ρ is the correlation between both assets, T
is the maturity and M (a, b; ρ) is
M (a, b; ρ) =
1
2pi
√
1− ρ2
∫ a
−∞
∫ b
−∞
exp
[
−x
2 + y2 − 2ρxy
2 (1− ρ2)
]
dx dy.
Second, given the nonlinear function G defined on (3.30), we choose an exponential decreasing transaction costs
function defined as
C (x) = C0 e
−k˜ x
for each asset x. Hence, by recalling (2.9), we can see that
E
[
C
(√
∆t |Φi|
)
|Φi|
]
=
∫ +∞
0
C0 e
−k˜√∆tx 2x√
2piΘi
e−x
2/2Θi dx
= C0
√
2
pi
∫ +∞
0
e−k˜
√
∆tx x√
Θi
e−x
2/2Θi dx
= C0
√
2
pi
∫ +∞
0
e−k˜
√
∆tΘiy
√
Θiy e
−y2/2 dy
= C0
√
Θi
√
2
pi
[
1− ek˜2∆tΘi/2 k˜
√
∆tΘi ERFC
(
k˜
√
∆tΘi
2
)]
.
Then,
G
(
S,D2V
)
= C0
√
2
pi
2∑
i=1
Si
∆t
√
Θi
[
1− ek˜2∆tΘi/2 k˜
√
∆tΘi ERFC
(
k˜
√
∆tΘi
2
)]
. (4.4)
Table 1 presents the parameters chosen for the numerical implementation. Three different tests were then ap-
plied by varying the values of the stocks price, volatility, interest rate and strike among others.
We analyze different aspects of the ADI algorithm implemented and the dynamics of the general transaction
cost model proposed. We focus on the following three points:
1. Measure the impact of transaction costs in the option price.
2. Given an optimal number of iterations such that convergence is achieved, analyze the sensitivity of the
final output to the choice of ∆tTC .
3. Given the iteration procedure proposed in (4.1), determine the optimal number of n such that the con-
vergence is achieved and how the error diminishes as more steps are added.
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Parameters
Testing 1 Testing 2 Testing 3
Asset 1 Asset 2 Asset 1 Asset 2 Asset 1 Asset 2
σ 0.30 0.15 0.05 0.1 0.2 0.2
ρ 0.5 −0.3 0.2
r 0.08 0.02 0.1
T 1 year 1 year 1 year
K 5 8 6
X 30 40 15
∆x 1 1 1
∆tTC 1/261 1/261 1/261
C0 0.005 0.001 0.003
k˜ 1 0.5 0.7
Table 1: Numerical implementation parameters
4.2.1 Transaction Costs impact
Figure (1) to Figure (3) present the results for both transaction costs function and option price with transac-
tion costs at t = 0. By recalling the transaction costs function G in (4.2) it can be noted that the costs are
proportional to the assets spot price, the size of the second derivatives (i.e. Gamma) of the option price and
the volatilities of each asset.
Testing 1 is defined based on a strike at X = 30 with a premium paid at K = 5. Figure (1a) shows an ex-
ponential transaction costs function where the maximum is reached around the strike value. This behavior is
expected as the maximum of Gamma is found near the at-the-money price. As these derivatives converge to zero
when deep out-of-the-money or in-the-money, the transactions costs function vanishes. Figure (1b) describes
the dynamics of the option price when considering the transaction costs function.
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(b) Option price at time t = 0.
Figure 1: Testing 1.
The results for Testing 2 framework are presented in Figure (2). It is defined a strike value at X = 40, a pre-
mium paid at K = 8 and with two low volatile assets. The transaction costs function presented in Figure (2a)
shows a similar increasing pattern on its value up to the at-the-money region. Moreover, the higher volatilty
of Asset 2 is observed by noting that transaction costs are higher when fixing a price for Asset 2 in comparison
with Asset 1. As the option gets out-of-the-money, the shape of the transaction costs function becomes more
symmetric and smoother.
Testing framework 3 is presented on Figure (3). Both assets are defined to have the same volatility but almost
uncorrelated. The strike price is fixed at X = 15 and the premium paid is equal to K = 6. The symmetry
observed in both Figures (3a) and (3b) are expected due to the design of the testing. Again, the maximum of
the transaction costs function is reached when the prices are near the strike value and the converge to zero is
14
0
60
0.02
0.04
60
0.06
Tr
an
sa
ct
io
n 
Co
st
s
40
0.08
Asset 2 Price
40
0.1
Asset 1 Price
0.12
20 20
0 0
(a) Transaction costs at time t = 0.
0
60
2
60
4
O
pt
io
n 
Pr
ice
40
6
Asset 2 Price
40
Asset 1 Price
8
20 20
0 0
(b) Option price at time t = 0.
Figure 2: Testing 2.
seen when the option is deeper out-of-the-money or in-the-money. The option prices reflect the complementary
pattern by showing a decrease in its value when the option is near the strike price.
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Figure 3: Testing 3.
4.2.2 Sensitivity of the option to changes in ∆tTC
In this section we study the sensitivity of the option price to changes in the size of the time-step ∆tTC for rebal-
ancing the replicant portfolio. By observing Equation (4.2), it can be seen that the transaction costs function
tends to infinity if ∆TC tends to zero. Hence, we expect to see this results in the numerical testing. For this
purpose, we ran Testing 2 framework under 100 possible values of ∆TC ranging from 7.6E − 05 (approximately
rebalancing every 29 minutes) to 0.007 (approximately rebalancing every 2 years). The results can be observed
in Figures 4 and 5.
Figure 4 presents two different plots which show two states of the option price. In the panel on the left side it can
be observed how the transaction costs behave when the price of Asset 1 is equal to S1 = 15 and the parameter
τ = 0. It can be noted that the maximum value is reached at-the-money with a transaction cost of almost 2.
This maximum is also reached when ∆TC is minimum. When the option becomes deeper in-the-money and
out-of-the-money and ∆TC increases, transaction costs tend to zero. A similar pattern is observed in the figure
on the right side. The main difference resides on how the transaction costs highly increase as the Asset 1 price
is set as of S1 = 40. As Gamma is maximum near the at-the-money moneyness of the option, transaction costs
explode near this pricing area. As it can be seen, the costs are of 34 when both prices are set as 40. This will
be the case in which rebalancing is done too often so that the option price becomes negative due to the high
15
amount of transaction costs payed.
The plot of the left side of Figure 5 shows the same dynamics for the case when Asset 1 price is equal to S1 = 55.
These dynamics are similar to the one observed in the plot of the left side of Figure 4. As Gamma decreases
when prices are to low or to high, transaction costs present the usual spike near the strike value. Moreover,
this costs tend to zero as ∆TC becomes larger and rebalancing is done less periodically. The plot on the right
helps us to understand how far can the transaction costs increase. For this purpose, we fixed the prices of both
assets as of S1 = 40 and S2 = 40. Then, we plotted the value of the transaction costs with respect to its time
to maturity and the size of ∆TC . It can be observed that when t = T , transaction costs are near to zero as the
option price is the predefined payoff. As time passes and the payoff is discounted, transaction costs increases as
Gamma increases. When we reach t = 0, transaction costs grow up to 34. This result helps us to confirm the
following expected conclusion: As the frequency of rebalancing of the replicant portfolio increases, transaction
costs increase such that after a certain point of time, the option price turns into negative and the model becomes
ill-posed.
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Figure 4: Testing 2 - The figure on the left shows the transaction costs function at time τ = 0 when Asset 1
price is equal to 15. The figure on the right shows the transaction costs function at time τ = 0 when Asset 1
price is equal to 40.
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4.2.3 Convergence Analysis
The third item of the previous list involves measuring the convergence of the iterative framework in terms of
the differences between consecutive solutions. Our approach will follow from the observation that the result of
each iteration correspond to a square matrix. Hence, fixing the last time step τ = T , we calculate the distance
between two consecutive final results. For this purpose, we use three different p-norms matrix which are: the 1
norm, the 2 norm and the ∞ norm. In summary, for each step n and solution Un, we calculate
d
(
Un, Un−1
)
= ‖Un − Un−1‖p. (4.5)
Our objective is to see that this distance tends to zero as n increases. Figure (6) to (8) present the plots of
the results for the three scenarios. The figures plot the distance between two consecutive solutions against the
iteration step n+ 1. In the right side, we provide a table with all the numerical results up to iteration n = 11.
In the first case, it can be seen that the three norms exponentially decrease to zero and, between iteration 7 and
8, convergence is achieved. In the second case, convergence is achieved even faster as by step 2, the distance
between both consecutive results is of order E − 05. The third case is similar as the first scenario by noting
that convergence is achieved at iteration 5 with a distance between consecutive solutions of order E − 04.
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Norm 2 Iteration Norm 1 Norm 2 Norm ∞
1 0.2727 0.1120 0.5187
2 0.1162 0.0738 0.3024
3 0.0442 0.0403 0.1460
4 0.0196 0.0189 0.0676
5 0.0076 0.0076 0.0267
6 0.0028 0.0027 0.0090
7 8.8E-4 8.6E-4 0.0027
8 2.5E-4 2.5E-4 7.5E-4
9 8.1E-5 6.7E-5 1.9E-4
10 2.3E-5 1.6E-5 4.5E-5
Figure 6: Convergence Analysis - Testing 1
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Norm 1
Norm 
Norm 2
Iteration Norm 1 Norm 2 Norm ∞
1 0.0017 4.4E-4 8.6E-4
2 7.7E-5 1.8E-5 3.6E-5
3 2.6E-5 6.9E-7 1.2E-6
4 8.3E-8 2.1E-8 3.6E-8
5 2.4E-9 6E-10 9E-10
6 6E-11 1E-11 2E-11
7 1E-12 3E-13 5E-13
8 2E-14 8E-15 1E-14
9 7E-16 2E-16 2E-16
10 3E-16 1E-16 1E-16
Figure 7: Convergence Analysis - Testing 2
5 Conclusion
In this paper we studied the nonlinear partial differential equation that explains the dynamic of a financial
option under a Black-Scholes’ model with transaction costs. We extended the general literature on this subject
by generalizing the dimension of the option (i.e multi-asset option) and allowing different transaction costs
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7 3.7E-6 2.1E-6 4.2E-6
8 5.0E-7 3.0E-7 5.5E-7
9 6.7E-8 4.0E-8 6.9E-8
10 8.5E-9 5.0E-9 8.3E-9
Figure 8: Convergence Analysis - Testing 3
function. Following Perron methodology, we proved the existence of a viscosity solution by finding a proper
set of sub and supersolutions of the original problem. Furthermore, we developed a numerical procedure to
find an approximate strong solution by following an iterative method. For this purpose, an ADI scheme was
developed in order to deal with mixed derivatives and to work under a finite difference approach. Nonetheless,
we provided numerical examples by setting different possible asset prices, volatilities and interest rates among
others to study how the ADI framework performs and how sensitive the output is to changes in the delta
hedging time step. Different expected results are observed after running the simulations. Firstly, as transaction
costs are proportional to the second derivatives of the option price, the transaction costs function reaches its
maximum near the at-the-money region. Secondly, it is seen that the transaction costs function explodes when
the frequency of rebalancing the replicant portfolio tends to infinity (and ∆TC goes to zero). Finally, we observe
that given the three proposed testing frameworks, the iterative method converges after less than seven iterations.
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A Differential matrix calculation steps
Result (3.21) follows from these steps:
∂
∂Bkl
tr
(
1
2
AB
)
=
1
2
N∑
i=1
N∑
j=1
Aij
∂Bji
∂Bkl
,
=
1
2
N∑
i=1
N∑
j=1
Aijδjkδil,
=
1
2
Alk =
1
2
Akl. (A.1)
Result (3.23) follows from these steps:
∂
∂Blm
√√√√ N∑
j=1
N∑
k=1
Bij Ajk Bki =
1
2
 N∑
j=1
N∑
k=1
Bij Ajk Bki
−1/2 ∂
∂B
N∑
j=1
N∑
k=1
Bij Ajk Bki
=
1
2
 N∑
j=1
N∑
k=1
Bij Ajk Bki
−1/2 N∑
j=1
N∑
k=1
(
∂Bij
∂Blm
AjkBki +BijAjk
∂Bki
∂Blm
)
=
1
2
 N∑
j=1
N∑
k=1
Bij Ajk Bki
−1/2 N∑
j=1
N∑
k=1
(δilδjmAjkBki +BijAjkδklδim)
=
1
2
 N∑
j=1
N∑
k=1
Bij Ajk Bki
−1/2  N∑
k=1
AmkBkl +
N∑
j=1
BmjAjl

=
1
2
 N∑
j=1
N∑
k=1
Bij Ajk Bki
−1/2 N∑
k=1
AmkBkl +
N∑
j=1
BmkAkl
=
1
2
 N∑
j=1
N∑
k=1
Bij Ajk Bki
−1/2 [(AB)ml + (BA)ml] . (A.2)
If we denote
Hi (y) =
√√√√2 ∆t N∑
j=1
N∑
k=1
Bij Ajk Bki y (A.3)
then, result (3.24) follows from these steps:
∂
∂Blm
C (Hi (y)) = C
′ (Hi (y))
∂
∂Blm
Hi (y)
= C ′ (Hi (y)) y
1
2
(2∆tΘi)
−1/2
2 ∆t
∂
∂Blm
N∑
j=1
N∑
k=1
BijAjkBki
= C ′ (Hi (y)) y
1
2
(2∆tΘi)
−1/2
2 ∆t [AB +BA] (A.4)
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