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ABSTRACT
The Landau Fermi liquid theory is a very successful theory in condensed matter physic-
s. It provides a phenomenological framework for describing thermodynamics, transport
and collective modes of itinerant fermionic systems. In 1957, Silin described the spin
waves in polarized Fermi liquids based on Landau Fermi liquid theory[1], which are re-
lated to series of components of the spherical harmonic expansion of the fermi surface.
It has been proved by Pomeranchuck[2] that for the Fermi surface to be stable, the Lan-
dau parameters should satisfy the relation: F s,al > −(2l + 1). Whenever the relation is
violated, there will exist an instability of the Fermi surface known as a Pomeranchuck
instability, such as the Stoner ferromagnetism when F a0 → −1+, or phase separation
when F s0 → −1+. In 1959, Abrikosov and Dzyaloshinskii[3] developed a ferromagnetic
Fermi liquid theory(FFLT) of itinerant ferromagnetism based on Landau Fermi liq-
uid theory, whose microscopic foundations were established later by Dzyaloshiskii and
Kondratenko[4]. Further studies had been made of this state using a generalized Pomer-
anchuck instability based on the FFLT of Blagoev, Engelbrecht and Bedell[5, 6] and
Bedell and Blagoev[7].
In this thesis, I study a magnetically ordered system with spin orbit magnetism, where
the order parameter has a net spin current and no net magnetization in both two di-
mension and three dimension. Starting from a Fermi liquid theory, similar to that for a
weak ferromagnet[5, 6], I have shown that this excitation emerges from an exotic mag-
netic Fermi liquid state that is protected by a generalized Pomeranchuck condition. I
derive the propagating mode using the Landau kinetic equation, and ﬁnd that the dis-
persion of the mode has a
√
q behavior in leading order in 2D. I also ﬁnd an instability
toward superconductivity induced by this exotic mode, and a further analysis based on
iii
the forward scattering sum rule strongly suggests that this superconductivity has triplet
pairing symmetry. I perform similar studies in the 3D case, with a slightly diﬀerent
magnetic system and ﬁnd that the mode leads to a Lifshitz-like instability most likely
toward an inhomogeneous magnetic state in one of the phases.
I also study the collective modes in itinerant ferromagnetic system, which is related
to the F a0 pomeranchuck instability. Using FFLT, I obtained the well-known magnon
(Nambu-Goldstone) mode and a gapped mode that was ﬁrst found by Bedell and Blago-
ev. I have identiﬁed this mode as the Higgs boson (amplitude mode) of a ferromagnetic
metal. This is identiﬁed as the Higgs since it can be shown that it corresponds to a
ﬂuctuation of the amplitude of the order parameter. I use this model to describe the
itinerant-electron ferromagnetic material MnSi. By ﬁtting the model with the existing
experimental results, I calculate the dynamical structure function and see well-deﬁned
peaks contributed from the magnon and the Higgs. From my estimates of the relative
intensity of the Higgs amplitude mode I expect that it can be seen in neutron scattering
experiments on MnSi.
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Chapter 1
Introduction
Since the work in this thesis is based on the Landau Fermi liquid theory, in this chapter,
I will brieﬂy introduce the formulation and several key concepts of Landau’s theory of
Fermi liquids. There are already many books and articles which extensively study the
Fermi liquid theory and its application[21–26], so for more details and much deeper
understanding of Landau’s Fermi liquid theory, I refer the readers to these materials.
1.1 Basic Assumption: One to One Correspondence
In the system of noninteracting Fermi gas, the quantum states of single particles are
labeled by two good quantum numbers: a momentum p and a spin quantum number σ.
The energy eigenstates of the whole system can be described by the number of particles
Npσ in each of the single-particle states. The ground state corresponds to a Fermi
sphere with radius pf in momentum space, where all the states inside the Fermi sphere
are ﬁlled and all those outside are empty. Then the excited states can be created by
1
Chapter 1. Introduction 2
adding particles outside the Fermi sphere or removing particles inside and these kinds
of excitations are called particle-like and hole-like excitations. They are the elementary
excitations from which any excited eigenstate of the system can be constructed.
The basic assumption of Landau Fermi liquid theory is that, for an interacting Fer-
mi system, i.e., Fermi liquid, the elementary excitations greatly resemble those of a
noninteracting Fermi gas. In other words, it is assumed that there exists a one-to-one
correspondence between the states of the free Fermi gas and those of the interacting
Fermi liquid. Just as the counterpart of the Fermi gas, the elementary excitations of
the Fermi liquid are of two types, and they are referred as quasiparticles and quasiholes.
The life time of the quasiparticles depends on its proximity to the Fermi surface, and
for these excitations to be well-deﬁned, they should be suﬃciently close to the Fermi
surface. In what follows, the quasiparticle state will be restricted to lie on the Fermi
surface, and this is reasonable as long as the distortion of the Fermi surface is weak.
This assumption of one-to-one correspondence is not valid if bound states show up when
the interaction is turned on such as superﬂuid state which does not exist in a free Fermi
gas. In this thesis, I will stick in the Fermi liquid like phase, and any attempt to study
the ordered phases relative to the Fermi liquid like phase will just be a study of instability
toward them.
1.2 Quasiparticle Distribution Function
As the particles and holes in the free Fermi gas, the quasiparticles in the Fermi liquid
also obey Fermi-Dirac distribution function, which can be derived by maximizing the
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entropy.
npσ =
1
e(εpσ−μ)/kBT + 1
(1.1)
Here, the quasiparticle energy εpσ itself depends on the entire quasiparticle distribution
function, so the equation above is actually an implicit equation of npσ. For suﬃcient
low temperature, the quasiparticles will be restricted on the Fermi surface, and then the
distribution function can be expanded in spherical harmonics.
More generally, if the spin degree of freedom is included, and the system is magnetically
ordered or there is external magnetic ﬁeld present, then the quasiparticle distribution
function is given by a 2 × 2 density matrix in spin space npαα′ (r, t) and so is the
quasiparticle energy function 	pαα′ (r, t):
npαα′ (r, t) = np(r, t)δαα′ +mp(r, t) · σαα′ (1.2)
	pαα′ (r, t) = εp(r, t)δαα′ + hp(r, t) · σαα′ (1.3)
where, 2np(r, t) is the total density of quasiparticles at r, t, 2mp(r, t) is the local
spin polarization, 	p(r, t) is the quasiparticle energy without magnetic order or external
magnetic ﬁeld, and hp(r, t) is the local eﬀective magnetic ﬁeld felt by the quasiparticles.
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They are related as:
εp = ε
0
p + 2
∑
p′
f s
pp
′ δnp′ (1.4)
hp = h
0
p + 2
∑
p′
fa
pp
′ δmp′ (1.5)
here, f s
pp
′ and fa
pp
′ are Landau parameters which will be introduced in the next section.
Therefore, the spin conﬁguration of the magnetically ordered state are described by the
local spin polarization function mp(r, t) and the collective modes I study here, are the
collective oscillations of the mp(r, t) about its equilibrium value.
1.3 Landau Parameters
The variation of energy due to the variation of the quasiparticle distribution function
from its ground state form can be written as
δ(
E
V
) =
1
V
∑
pσ
ε0pσδnpσ +
1
2V 2
∑
pσ,p′σ′
fσσ
′
pp′ δnpσδnp′σ′ + ... (1.6)
where fσσ
′
pp′ is called f-function or Landau parameter, which is deﬁned as the energy
change of a quasiparticle with momentum p and spin σ, due to the presence of the other
quasiparticle with momentum p
′
and spin σ
′
. Landau parameter is a very important
characteristic of the Fermi liquid. It describes the interaction between the quasiparticles
and it is also connected with the forward scattering amplitude of two quasiparticles.
In general, Landau parameter fσσ
′
pp′ should depend on all the four variables p,p
′, σ, σ′.
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However, in a system with full spin rotation symmetry, f must have the form:
fσσ
′
pp′ = f
s
pp′ + f
a
pp′σ · σ′ (1.7)
where, the superscripts s and a represent spin symmetric and antisymmetric. Since I
only need to consider the quasiparticle restricted on the Fermi surface, the dependence
of f-function on the momentum can be further simpliﬁed, and it only depends on the
relative angle θ between the two momentum p and p′, and then f spp′ and f
a
pp′ can be
expanded by the Legendre polynomials of θ:
f spp′ =
∞∑
l=0
f sl Pl(cos θ) (1.8)
fapp′ =
∞∑
l=0
fal Pl(cos θ) (1.9)
Here, we can see that there are formally inﬁnitely many Landau parameters, but in the
real calculations, only the ﬁrst few spherical harmonic moments in the expansion of the
Landau parameters are used and it is assumed only these few terms are relevant. There
are some reasons to make this assumption. First of all, only the ﬁrst two moments of
the expansion can be determined directly by experiment, and for a phenomenological
theory, it is natural to make this assumption, so that the experimental data can be used
to ﬁt the model. Second, keeping more terms in the expansion of Landau parameters
must involve higher order distortion of the Fermi surface, which is usually small enough
to be neglected, and I show this in one of my calculations in the following chapter.
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1.4 Landau Kinetic Equation
The space and time dependence of the quasiparticle distribution function is determined
by the Landau Kinetic Equation(LKE). All the calculation for collective modes is based
on this equation. LKE is a Boltzmann-like transport equation, and in general, it has
the form:
∂[np]
∂t
− 1
2
{[	p], [np]}PB + 1
2
{[np], [	p]}PB = I([np])− i[[	p], [np]] (1.10)
Here, [np] and [	p] are the 2 by 2 matrices deﬁned in Eq.( 1.2) and Eq.( 1.3), { , }PB de-
notes the Poisson bracket and [ , ] denotes the usually commutator. The imaginary term
on the right hand side produces the term that describes the precessing of the quasipar-
ticle spin polarization about the eﬀective internal ﬁeld. I([np]) is the collision integral,
which is important for transport calculation, but negligible for very low temperature. In
this thesis, the collision integral is neglected when I use LKE to calculate the collective
modes in zero temperature, but it is important when I calculate the ﬁnite temperature
eﬀects to the collective modes. This general kinetic equation can be decoupled into the
density and spin channel respectively, and for the system with small density ﬂuctuation
from the ground state and weak spin polarization, and neglecting the collision integral,
LKE in the density and spin channel has the form:
∂δnp
∂t
+ vp · ∇r(δnp −
∂n0p
∂εp
δεp) = 0 (1.11)
∂mp(r, t)
∂t
+ vp · ∇(mp(r, t)−
∂n0p
∂εp
hp(r, t)) = −2mp(r, t)× hp(r, t) (1.12)
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The collective modes are derived from these two equations.
In the density channel, one of the most famous work on the collective modes is the
prediction of the zero sound. In the Fermi liquid, the quasiparticle collision time τ varies
as T−2, so for a ﬁxed frequency ω, at high temperature, where ωτ  1, sound propagates
according to the laws of ordinary hydrodynamics, with an attenuation proportional to
τ , which is known as ﬁrst sound. the ﬁrst sound velocity is
c1 =
vf√
3
[(1 + F s1 /3)(1 + F
s
0 )]
1/2 (1.13)
with the attenuation coeﬃcient α ∝ ω2
T 2
. As the temperature is lowered, the probability
of collisions decreases, so the collision time τ increases as T−2. At temperature for
which ωτ ∼ 1, sound wave stops to propagate at all. However, as Landau observed, as
the temperature is further lowered, due to the interaction of the quasiparticles, a local
change of the density of the ﬂuid element can cause the change of neighbouring elements
through the modiﬁcation of the eﬀective ﬁeld
∑
p′ fpp′δnp′(r, t), which provides the
restoring forces between neighboring elements and leads to a sound-like collective mode
of oscillation of the ﬂuid, known as zero sound. Based on Fermi liquid theory, the zero
sound velocity c0 is predicted as
c20 − c21
c21
= 1 +
9v2f
35c21
(1 +
F s2
5
) +O((
vf
c1
)2) (1.14)
and the attenuation coeﬃcient is predicted as α ∝ T 2. All these results are justiﬁed
by the experiment by Abel, Anderson, and Wheatley [8], as shown in Fig. 1.1. From
the upper plot, we can clearly see the two diﬀerent temperature dependence of the
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attenuation coeﬃcient, and from the lower plot, we see a jump of velocity during the
transition from ﬁrst sound to zero sound.
Figure 1.1: Amplitude attenuation coeﬃcient and sound propagation velocity as a
function of magnetic temperature in pure liquid 3He at a pressure of 0.32 atm, for
frequencies of 15.4 and 45.5 MHz, taken from Abel, Anderson, and Wheatley[8]
In the spin channel, the simplest example is the homogeneous spin waves in the pres-
ence of a uniform magnetic ﬁeld. When the system is in equilibrium with the external
magnetic ﬁeld H, the equilibrium magnetization is given by:
σ0 =
γ
2
N(0)
1 + F a0
H (1.15)
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The dispersions of the spin waves are calculated as:
ω±l = ±ω0
1 + F al /(2l + 1)
1 + F a0
(1.16)
where ω0 is the Larmor frequency γH. More details of the properties of spin waves in
polarized Fermi liquids were studied by Silin [1]. In this thesis, the dispersion of the
collective spin waves is derived from the equation in the spin channel, i.e., Eq.( 1.12).
1.5 Particle-hole Continuum
Particle-hole continuum is deﬁned as the energy of all possible single quasiparticle quasi-
hole pair excitations as a function of momentum q as shown in Fig. 1.2 for instance.
Since for a ﬁxed momentum q, there exist many diﬀerent particle-hole pairs, with one
of the two momentum p + q and p lies inside the Fermi surface and the other outside
it, the particle-hole dispersion is simply the union of all possible single pair excitations.
Particle-hole continuum is very important in Fermi liquid theory, since it can damp the
collective modes when the modes lie inside it, which is known as Landau damping. For
the particle-hole excitation without spin ﬂip, the excitation energy can be calculated as
ωph = εp+q,σ − εp,σ 	 q ·vf for relatively small momentum transfer q. Since the collec-
tive spin waves involve spin ﬂip and can only get Landau damped by the particle-hole
excitations with spin ﬂip, we should also consider the particle-hole excitation with spin
ﬂip. In the magnetically ordered system, the ground state has non-zero spin polarization
in some angular momentum channel, and this will create an internal magnetic ﬁeld due
to the quasiparticle interaction. In this case, the quasiparticles should overcome the
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internal ﬁeld to ﬂip the spin, which means that the single pair excitation will have ﬁnite
energy gap which is proportional to the internal ﬁeld and so does the particle-hole exci-
tation. Take the weakly ferromagnetic state as an example, the particle-hole excitation
with spin ﬂip becomes:
ωph = εp+q,σ − εp,σ 	 q · vf ± 2m0 |fa0 | (1.17)
q
Figure 1.2: Single pair excitation without spin ﬂip
1.6 Collective Modes
In Landau Fermi liquid theory, the collective modes can be derived in two diﬀerent ways.
The ﬁrst method is called the hydrodynamic-like approach. The ﬂuctuation about the
ground state is expanded in diﬀerent angular momentum channels and plug into the
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LKE. Next, LKE is projected on to diﬀerent angular momentum channels, and then a
series of homogeneous equations are produced and the dispersions of the collective modes
are determined by solving these hydrodynamic-like equations. The solutions of these
homogeneous equations are the free oscillations of the quasiparticle distribution function
without external ﬁled, which are just the collective modes. The second method is through
the dynamical response function, the dispersion of the collective modes is determined
by examining the pole of the response function. For example, to determine the spin
waves, we should study the dynamical susceptibility χ(q, ω), by introducing an external
magnetic ﬁeld, and calculating its magnetic response. Under proper approximations,
these two methods should lead to consistent results. In the hydrodynamic-like approach,
I can easily observe the amplitude of the oscillations in diﬀerent angular momentum
channels, while in the second method, since I calculate the dynamical response function,
I can also study the interaction of the quasiparticles dressed by the collective modes and
explore the further consequence of the collective modes. In this thesis, both methods
are used to derive the spin waves.
To determine the dispersion of the collective modes is not enough. We should also
examine the fate of the collective modes. There are essentially three possibilities for every
collective mode. First, if the collective mode lies outside the particle-hole continuum, it
can propagate freely without Landau damping. Then, a very sharp peak is developed
in the imaginary part of the dynamical response function, i.e., the dynamical structure
function. This kind of sharp resonance corresponds to a undamped well-deﬁned collective
mode. Second, if the collective mode is found to be immersed in the particle-hole
continuum, such a collective mode is subject to very strong Landau damping, and is
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no longer independent, well-deﬁned excitation of the system. This is reﬂected in the
dynamical structure function as a broad increase of the continuum spectrum relating
to the particle-hole continuum. Third, if the dispersion of the collective mode is pure
imaginary, the mode becomes unstable, and gives rise to the appropriate exponentially
growing ﬂuctuations in the system, which will eventually destroy the ground state, and
then the system will undergo a phase transition towards a new ground state.
1.7 Pomeranchuck Instability
Pomeranchuck instabilities are shape deformation instabilities of the Fermi surface[2].
The various shape deformations are usually classiﬁed into angular momentum channels
(spherical harmonics). In Fermi liquid theory, it can be derived as follows. Consider an
isotropic system, let the small displacement of the Fermi surface of the spin σ in the
direction (θ, φ) be u(θ, φ, σ). Then, we can decouple the displacement u(θ, φ, σ) into
spin symmetric and anti-symmetric channel:
u(θ, φ,±) = us(θ, φ)± ua(θ, φ) (1.18)
and us and ua can be expanded in a series of normalized spherical harmonics, i.e.,
diﬀerent angular momentum channels:
us(θ, φ) =
∑
lm
uslmYlm(θ, φ) (1.19)
ua(θ, φ) =
∑
lm
ualmYlm(θ, φ) (1.20)
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According to Eq.( 1.6), the change in free energy can be written in the form:
δ(
Ω
V
) =
1
(2π)3
p3f
m∗
∑
lm
{|uslm|2(1 +
F sl
al
) + |ualm|2 (1 +
F al
al
)} (1.21)
where,
al =
⎧⎪⎪⎨
⎪⎪⎩
2l + 1, for 3D
2− δl,0, for 2D
(1.22)
From the expression above, we can see that, if F
s(a)
l < −al in any channel, this Fermi
liquid is unstable towards the ﬂuctuation in this channel and the system will transit to a
new state through this instability. These Pomeranchuck instabilities have been suggested
as the mechanism for a couple of phenomena/phases in correlated electron systems.
For instance, the instability in F a0 channel corresponds to the itinerant ferromagnetic
state, the instability in F a1 channel corresponds to the spin-orbit magnetic phase and
the instability in F s2 channel corresponds to the electronic nematic phase. In fact,
the magnetically ordered systems I have studied in this thesis are coming from these
instabilities.
The equation above only shows the existence of all kinds of instabilities of the Fermi sur-
face when the pomeranchuck conditions are violated, but usually such kind of instability
is arrested by the positive quartic term in the expansion of free energy, whose coeﬃcient
is complicated and not easy to be determined completely in terms of Landau parame-
ters. The existence of this quartic term is important since it stabilizes the spontaneous
symmetry breaking ﬁeld, or order parameter, and then, the system can be viewed as a
special kind of Fermi liquid, which can be studied by the Landau Fermi liquid theory.
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What’s more, it is essential that spontaneous symmetry breaking ﬁeld remains small,
or equivalently, that the population imbalance between the two species remains small
compared to the total number of quasi particles. Under this condition, the Landau pa-
rameters and Fermi velocities of the two species can be treated as identical. If there are
a large eﬀective internal ﬁeld, then the dependence of the interaction i.e. Landau param-
eters on the magnitude of momentum and even on the spin should have to be taken into
account, because this internal ﬁeld would cause signiﬁcant interaction of quasiparticles
with diﬀerent momentum magnitude and diﬀerent spins. Then the spherical harmonic
expansion of the Landau parameters is no longer a useful tool, and more complicated
basis function should be used to expand the relating quantities.
Chapter 2
Spin Orbit Magnet(SOM)
2.1 Motivation
In quantum physics, the spin-orbit interaction (or spin-orbit coupling(SOC)) is an in-
teraction of a particle’s spin with its motion. This interaction is very crucial in the
science of spintronics, where SOC is used to manipulate electron spins by purely electric
means. SOC is also the key requirement for the topological insulators. Conventionally,
SOC arises from the relativistic Dirac equation[27]. In the non-relativistic limit this
interaction is described by a Hamiltonian called the Thomas term[28]. Starting from
the relativistic Dirac equation and pulling out the ﬁrst corrections in the non-relativistic
limit one arrives at the non-relativistic Schro¨dinger equation with some extra terms
including the Thomas term:
HThomas = HSO = −eσ · (E× p)
4m2c2
(2.1)
15
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Due to this reason, the standard spin orbit eﬀects in many-body systems have an inher-
ently single-particle origin, and are unrelated to many-body correlation eﬀects. However,
the Pomeranchuck instabilities involving spin in higher angular momentum partial-wave
channels(l ≥ 1) provide a diﬀerent mechanism to generate eﬀective SOC through phase
transitions in a many-body nonrelativistic system.
Recently, Pomeranchuck instabilities in higher angular momentum partial-wave channels(l ≥
1) have been studied by many authors, such as the quantum nematic Fermi liquid phase
as a result of an instability in the F s2 channel[29–34] and the so called α and β phases
the in F a1 channel by Wu, Zhang, et al.[35, 36]. Among these instabilities, F
a
1 channel
is especially interesting since the order parameter which is proportional to the spin cur-
rent is closely related to the spin-orbit coupling. Wu and Zhang pointed out that the
SOC can be dynamically generated through a phase transition, closely related the the
Pomeranchuck instability in F a1 channel, where the order parameter of the phase tran-
sition is proportional to the spin current. Depending on how the structure of the order
parameter is and the way symmetry is broken, these ordered phases reached through
the phase transition are classiﬁed into α phase and β phase, since they are particle-hole
channel analog of superﬂuid 3He A phase and B phase. In 3D system, the Fermi surface
distortions of the two phases are shown in Fig. 2.1. In 2D system, in the β phase, both
Rashba-like and Dresselhauslike SOC can be generated. In the α phase, the resulting
SOC can be considered as a mixture of Rashba and Dresselhaus with equal coupling
strengths. Such spin orbital coupling systems could, in principle, be realized in 2D
semiconductor materials, leading to interesting eﬀects[37].
The F a1 channel instability was also proposed by Varma[38] and Varma and Zhu[39] as
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(a)
(b)
Figure 2.1: The Pomeranchuck instability in the F a1 channel, with dashed lines mark-
ing the Fermi surface before symmetry breaking. (a) The Fermi surface distortion is
anisotropic in the α phase, (b)it is isotropic in the β phase with dynamic generation of
spin-orbit coupling.
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a candidate for the hidden order appearing in the heavy fermion compound URu2Si2.
Experiment shows that this material undergoes a phase transition at TN = 17.5K[9–11],
as shown in Fig. 2.2, but the tiny antiferromagnetically ordered moment M0 ∼ 0.03μB
with wave vector Q = (1, 0, 0) is too tiny to account for the large entropy loss through
this phase transition[40], which implies that the ordered state is not that of a classical
antiferromagnet, and since the property of this order is still unknown, it is called “hidden
order”. A typical phase diagram for the hidden order material URu2Si2 is as shown in
Fig. 2.3.
Figure 2.2: Speciﬁc heat data of URu2Si2 showing the hidden order phase transition
at TN = 17.5K and the superconducting phase transition at Tc = 1.5K[9–11]
In fact, spin-orbit coupled Fermi liquid is well studied[41–43]. In this system, due to
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Figure 2.3: High-pressure phase diagram of URu2Si2 from resistivity (circles) and
ac calorimetry (triangles). The low-pressure hidden order(HD) state is characterized
by a FS nesting which coexists probably with another order parameter. Above P ∗
only one transition is observed; however, the nesting character of the resistivity is
preserved. Bulk superconductivity(SC) detected by ac calorimetry (open triangles)
is suppressed when the local moment antiferromagnetic state appears. Open circles
present the temperature of the onset of the superconducting transition in the electrical
resistivity.[12]
the broken of spin rotation symmetry, Landau parameters with more general forms are
calculated[43] and new collective modes induced by spin-orbit coupling are studied[42].
This motivates me to study the spin orbit magnet(SOM), which is a system that dy-
namically generates the Rashba-like spin-orbit coupling through the generalized Pomer-
anchuck instability in the F a1 channel. This system is ﬁrst studied by Wu and Zhang[35],
where mean-ﬁeld theory is used based on the microscopic Hamiltonian to demonstrate
the instabilities of the disordered phase and to classify the possible phases of the ordered
state and Goldstone modes are studied within the random-phase-approximation(RPA)
approach. Here, I use the traditional Fermi liquid theory, similar to the FFLT, in the
weak magnetic limit, to study the generalized Pomeranchuck instability in the F a1 chan-
nel in 2D and 3D systems. I start from the state with an ordered phase, using the
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Landau kinetic equation to study the collective modes. In this symmetry broken phase
I ﬁnd an exotic collective mode. I further ﬁnd a superconducting instability induced by
this mode. I also carry out a similar calculation in a 3D system with a slightly diﬀerent
model, and ﬁnd the mode leads to a Lifshitz-like instability toward an inhomogeneous
magnetic state.
2.2 Generalized Pomeranchuck Instability
To show the stability of the SOM phase, I need to show that this state is actually
energetically favored. Similar to what was done in the weakly ferromagnetic system[6],
I expand the deviation of the energy around the ordered ground state in the spirit
of Landau up to second order in the deviations, δnpσ of the momentum distribution
function:
δ(
Ω
V
) =
1
V
∑
pσ
(ε0pσ − μ)δnpσ +
1
2V 2
∑
pσ,p′σ′
fσσ
′
pp′ δnpσδnp′σ′ + ... (2.2)
where ε0pσ is the quasi-particle energy, f
σσ′
pp′ are the quasi-particle interactions in the
presence of the internal ﬁeld. In the limit of a weakly ordered system, I can treat the
quasi-particle interaction as rotationally invariant in spin space[5], then
fσσ
′
pp′ = f
s
pp′ + f
a
pp′σ · σ′ +O(m21) (2.3)
Given the distribution function for the ordered state, I can calculate the free energy, and
the minimization of the free energy leads to the generalized Pomeranchuck condition.
Since this expansion is done in the ordered phase, which is diﬀerent from the case in the
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original Pomeranchuck instability, it is called the generalized Pomeranchuck condition.
This expansion is quite general, it can be carried out for all kinds of ordered state
associated with Pomeranchuck instability in diﬀerent channel, as long as the ordered ﬁeld
or order parameter is weak enough, so that the the expansion of the Landau parameters
are still legit.
2.3 Model In 2D
I start the calculation in the 2D system. In 2D, I start with the ground state quasiparticle
polarization function:
m0p(r) = −
1
N(0)
∂n0p
∂ε0p
m1(zˆ× pˆ) (2.4)
This distribution function deﬁnes an SOM state with Rashba-like spin-orbit coupling as
described in Fig.( 2.4) and a simple calculation show that it has zero net magnetization
but non-zero spin current proportional to m1, which can be seen as:
σ0(r) = 2
∑
m0p(r) = 0 (2.5)
jσ,i = 2
∑
p
vp,im
0
p(r)(1 +
F a1
2
) =
1
2
vf (1 +
F a1
2
)m1(zˆ× iˆ) (2.6)
This spin current can be viewed as the result of the spin-orbit ﬁeld spontaneous generated
through the phase transition.
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Figure 2.4: Quasi-particle spin polarization on the Fermi surface for 2D SOM
To understand the instability to this ground state, I ﬁrst use Eq.( 2.2) to calculate the
free energy change based on this model using [δnp] =m
0
p · σ in spin space:
δ(
Ω
V
) =
1
N(0)
(1 +
F a1
2
)m21 + βm
4
1 + ... (2.7)
which means that this ground state is protected by a generalized Pomeranchuck condition
in the F a1 channel since I work in the ordered state. Here, β > 0 is a phenomenological
parameter making sure the model is valid and this term is the next leading order term
allowed by symmetry. This positive term is important as mentioned in the ﬁrst chapter,
since it ensures the use of Landau Fermi liquid theory to be valid. The minimum of
the free energy for F a1 < −2 leads to the equilibrium order parameter(ground state spin
current) m1 ∼
∣∣∣1 + Fa12 ∣∣∣ 12 , and in the limit F a1 → −2−, m1 is small, i.e. in the weakly
ordered limit.
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2.3.1 Collective Modes From Hydrodynamic-like Approach
I study an important feature of this SOM ground state, the collective modes, which
exhibit exotic dispersion relations. As mentioned in the previous chapter, the collective
modes can be determined either by hydrodynamic-like approach or dynamical response
function, I use both methods to compare the results which leads to quite a good agree-
ment and response function approach provides more information such the propagator
of the collective modes which is useful to study the potential superconductivity induced
by this mode.
I investigate the free oscillation of the momentum dependent magnetization δmp. These
oscillations of δmp can be determined from the linearized Landau kinetic equation in
the spin channel[22]:
∂δmp(r, t)
∂t
+ vp · ∇(δmp(r, t)−
∂n0p
∂ε0p
δhp(r, t))
= −2(m0p(r, t)× δhp(r, t) + δmp(r, t)× h0p(r, t)) + I[mp]
(2.8)
where h0p = −B + 2
∑
p′ f
a
pp′m
′
p and δhp = −δB + 2
∑
p′ f
a
pp′δm
′
p are the eﬀective
equilibrium ﬁeld and its ﬂuctuation, respectively. To study the free oscillations when
B = 0 we set δB = 0. At low temperature the collision integral I[mp] is negligible and
it can be ignored in what follows.
To derive the dispersion relations, I do a Fourier transformation of Eq.( 2.8), and plug
in our model Eq.( 2.4), and set
δmp(q) = (− 1
N(0)
)
∂n0p
∂ε0p
νp(q) =
∑
l
(− 1
N(0)
)
∂n0p
∂ε0p
νl(q)e
ilφp
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Finally, Eq.( 2.8) becomes:
∑
l
[ω − q · vp(1 +
F a|l|
al
)]νl(q)e
ilφp = 2m1i
∑
l
(
fa1
2
−
fa|l|
al
)(zˆ× pˆ)× νl(q)eilφp (2.9)
where al = δl,0 + 2(1− δl,0).
Projecting Eq.( 2.9) to each component of eilφp , I take l = 0, 1,−1 component of the
equation, and keep the expansion of F al only up to the l = 1 term. The equations for
the l = 0, l = 1 and l = −1 moment are:
ων0 − qvf
2
(1 +
F a1
2
)eiφqν1 − qvf
2
(1 +
F a1
2
)e−iφqν−1 = 0 (2.10)
ων1 − qvf
2
(1 + F a0 )e
−ilφqν0 −m1i(fa0 −
fa1
2
)ν0 × L1 = 0 (2.11)
ων−1 − qvf
2
(1 + F a0 )e
ilφqν0 −m1i(fa0 −
fa1
2
)ν0 × L2 = 0 (2.12)
where L1 = (i, 1, 0) and L2 = (−i, 1, 0) are two complex vectors. Considering each
component of the vectors, the three equations above correspond to nine homogeneous
linear equations which can be written in matrix form as:
M · ν = 0 (2.13)
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where, ν = (νx0 , ν
y
0 , ν
z
0 , ν
x
1 , ν
y
1 , ν
z
1 , ν
x−1, ν
y
−1, ν
z−1)T , and the coeﬃcient matrix M has the
form:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ω 0 0 A1e
iφq 0 0 A1e
−iφq 0 0
0 ω 0 0 A1e
iφq 0 0 A1e
−iφq 0
0 0 ω 0 0 A1e
iφq 0 0 A1e
−iφq
A0e
−iφq 0 iD1 ω 0 0 0 0 0
0 A1e
−iφq D1 0 ω 0 0 0 0
−iD1 −D1 A1e−iφq 0 0 ω 0 0 0
A0e
iφq 0 iD1 0 0 0 ω 0 0
0 A0e
iφq −D1 0 0 0 0 ω 0
−iD1 D1 A0eiφq 0 0 0 0 0 ω
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Here, A0 = −12qvf (1+F a0 ), A1 = −12qvf (1+
Fa1
2 ) and D1 = m0(f
a
0 − f
a
1
2 ). I can solve these
nine equations by letting Det(M) = 0 and get the dispersion relation of the collective
modes. The dispersion relations for the gapless modes are given by:
ωc = ±1
2
√
|2 + F a1 | (2fa0 − fa1 )m1vfq − |2 + F a1 | (1 + F a0 )v2fq2
→ ±1
2
√
|2 + F a1 | (2fa0 − fa1 )m1vfq
(2.14)
In this hydrodynamic-like approach, the truncation of the Fermi surface distortions up
to l = 1 is reasonable, since if I include the l = 2 distortion terms, I will ﬁnd that
|ν±2|
|ν±1| =
qvf
2ω (1+
Fa1
2 ), which is very small for small momentum transfer. In this sense, the
inclusion of ν±2 will not qualitatively change the dispersion of the collective modes.
To determine if the mode in this SOM is propagating or Landau damped, I need to
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consider the particle-hole continuum. The continuum can be determined from Eq.( 2.8)
and for 2D I ﬁnd that ω±ph = q · vp ±m1 |fa1 |.
This mode is very exotic since it propagates with a
√
q dispersion relation for small mo-
mentum unlike the magnons found in the Ferromagnetic and Antiferromagnetic phase. I
realize that, due to the
√
q dispersion, this mode will have higher order temperature de-
pendence in, e.g., the speciﬁc heat, making it diﬃcult to be detected in low temperature
speciﬁc heat measurements. Given that it is separated from the particle-hole continuum,
it may be possible using neutron scattering to detect this spin mode. Taking reasonable
values of the Landau parameters and the order parameter, I evaluate the dispersion
relation of the collective mode and particle-hole continuum. The result is presented in
Fig. 2.5.
In Fig. 2.5, I have shown the collective mode together with the particle-hole continuum.
Clearly, we can see that this gapless mode can propagate for small momentum and
merges into the continuum for relatively large momentum.
Ωc
p-h continuum
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q
kF
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ΕF
Figure 2.5: Collective mode together with the particle-hole continuum in 2D system.
The dashed line indicates that the collective mode merges inside the continuum. Here,
we take F a0 = 0.1, F
a
1 = −2.1, m1 = 0.12n, and n is the particle density.
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2.3.2 Collective Modes From Dynamical Response Function
Next, I check the validity of the hydrodynamic approach, for studying the collective
modes, by calculating the dynamical spin response function using χ = − ν0δB . Here I use
the Landau kinetic equation(Eq. 2.8) [25] where I keep δB in the equation. The detail
of the calculation is in the Appendix. By solving for the poles of the spin response
function, I can also get the dispersion of the collective mode:
ωc = ±1
2
4
√
1− f
a
0
2fa0 − fa1
√
|2 + F a1 | (2fa0 − fa1 )m1vfq (2.15)
which is consistent with the result I found in the previous hydrodynamic-like approach
with
√
q dispersion in leading order. In comparing Eq.( 2.14) and Eq.( 2.15), the leading
order behavior is not exactly the same. This is due to the fact that in the previous
hydrodynamic-like approach, I truncated the Fermi surface distortion at l = 1. In the
calculation of the response function, I truncate the Landau parameters at l = 1, but I
keep the Fermi surface distortion to all orders. Although, the inclusion of the higher
order distortions won’t dramatically change the leading order
√
q behavior, which is
already shown above, it can still slightly modify the prefactor.
2.3.3 Superconductivity Instability
In this SOM state it is possible that the new spin wave mode could give rise to a
superconducting instability. The response function for this mode for small momentum
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and energy transfer is approximately given by:
χ ∼ 2N(0)
F a0 − F
a
1
2
ω2c
ω2 − ω2c
(2.16)
The structure resembles that of response function of a phonon, which makes it possi-
ble that the spin ﬂuctuation mediated interaction can cause the pairing of two quasi-
particles, and lead to superconductivity. Since this pairing is caused by spin ﬂuctuations,
I expect that the superconductivity is unconventional, in the sense that the pairing sym-
metry is diﬀerent from the normal s-wave phonon mediated superconductors. It’s actu-
ally p-wave, which is demonstrated below by the argument from the forward scattering
sum rule.
Within the framework of Landau Fermi liquid theory, based on the forward scattering
sum rule[5, 22], I can demonstrate the instability towards superconductivity and analyze
the pairing symmetry of it. In Fermi liquid theory, the scattering amplitude for small
momentum transfer can be expanded as [22]
N(0)aσσ
′
pp′ =
∑
l
(Asl +A
a
l σσ
′)Pl(pˆ · pˆ′) (2.17)
In the case of weak magnetic ordering the quasi-particle scattering amplitude, Aαl can
be expressed by Landau parameters as Aαl =
Fαl
1+Fαl /al
, where α = a, s and al has the
same deﬁnition as above [22]. The forward scattering sum rule states that the triplet
scattering of two quasi-particles with the same momenta must vanish. Therefore, to the
leading order of m1, I have
∑
l(A
s
l + A
a
l ) = 0. Since in our model, I only consider the
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interaction up to l = 1, I can truncate the equation up to l = 1, then
Aa0 +A
s
0 +A
a
1 +A
s
1 = 0 (2.18)
In my magnetically ordered state close to the phase transition, F a1 → −2−, and it
follows that Aa1 → +∞, which requires at least one of the ﬁrst three terms in Eq.( 2.18)
to diverge as −∞ when approaching the transition point. Firstly, the diverging of As1
implies the vanishing of the eﬀective mass, and since I assume a ﬁnite density of state on
the Fermi surface, it won’t occur in our system. Then only As0 and A
a
0 are left to satisfy
Eq.( 2.18). Taking As0 as an example, let A
s
0 → −Aa1 diverge to −∞, which indicates
instabilities in both spin and charge sectors respectively. This leads to phase separation
at the point of the magnetic phase transition. I can now look at the scattering amplitude
in both spin singlet and triplet channels, where the expansion is still truncated up to
l=1:
asingletpp′ = A
s
0 − 3Aa0 + (As1 − 3Aa1)(pˆ · pˆ′) (2.19)
atripletpp′ = A
s
0 +A
a
0 + (A
s
1 +A
a
1)(pˆ · pˆ′) (2.20)
In the magnetically ordered state close to the transition, consider the scattering of a
pair of quasi-particles with opposite momentum, the scattering amplitude becomes:
asinglet = 2Aa1 → +∞ (2.21)
atriplet = −2Aa1 → −∞ (2.22)
Obviously, we see a strong repulsion in the singlet channel and a strong attraction in the
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triplet channel, indicating an instability towards p-wave superconductivity. The same
scenario happens if I let Aa0 diverge.
2.4 Model In 3D
I also study the same model in a 3D system, where the Fermi surface distortion is very
diﬀerent from that in the 2D case. In the 2D system, since the quasi-particle momentum
p lives in the xy plane, the magnitude of mp is independent of the direction of p, which
means the Fermi surface distortion is isotropic and there is a constant gap between the
two branches of the Fermi surface with diﬀerent spin polarization which can be seen in
Fig.( 2.4). In a 3D system, however, the gap will depend on the direction of p and there
are nodes located at the north and south pole of the Fermi surface as seen in Fig.( 2.6)
which makes the particle-hole continuum very diﬀerent from that in the 2D case. The
particle-hole continuum is no longer gapped at zero momentum, instead, it sweeps a
ﬁnite region at zero momentum, which will Landau damp the
√
q mode and it will not
propagate at all. In order to avoid this problem, I introduce an additional ferromagnetic
order in our model, which will gap out the p-h continuum at zero momentum so that
a small window will be opened to let the collective mode propagate. So the new model
becomes:
m0p(r) = −
1
N(0)
∂n0p
∂ε0p
[m0zˆ+m1(zˆ× pˆ)] (2.23)
which deﬁnes a state with magnetization proportional to m0 and spin current propor-
tional to m1, similar to the 2D case except for the non-zero magnetization.
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(a)
(b)
Figure 2.6: (a)Quasi-particle spin distribution on the Fermi surface for 3D SOM.
The red arrow indicates the spin polarization of the quasi-particles. (b)Fermi surface
of 3D SOM cut by by a plane containing z-axes. Green and red correspond to the two
branches of the Fermi surface and the dashed line corresponds to the undistorted Fermi
surface.
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Similarly to what we do in the 2D case, I can also calculate the free energy change based
on this model:
δ(
Ω
V
) =
1 + F a0
N(0)
m20 +
2
3N(0)
(1 +
F a1
3
)m21 + o(m
2
0,m
2
1) (2.24)
which means that this ground state is also protected by generalized Pomeranchuck con-
ditons.
2.4.1 Competing of Two Phases
Since there are multiple order parameters, it is necessary to study the competition
between the diﬀerent order parameters. This is the leading order result and to study
the competition between these two order, I need to add higher order terms to the free
energy, so that I have
δ(
Ω
V
) =
1 + F a0
N(0)
m20 +
2
3N(0)
(1 +
F a1
3
)m21 +Bm
2
0m
2
1 + Cm
4
0 +Dm
4
1 + ... (2.25)
where B,C,D are phenomenological parameters and they satisfy C,D > 0, B >-2
√
CD.
By minimizing the free energy, I can get three kinds of phase diagrams for diﬀerent
values of B(-2
√
CD < B <0, 0 < B <
√
CD and B >
√
CD).
These three kinds of phase diagrams are similar and Fig. 2.7 shows the schematic phase
diagram in these cases. Taking the case B >
√
CD as an example, the boundary between
phase II and phase IV is described by the equation 1+
Fa1
3 =
D
B (1+F
a
0 ) and the boundary
between phase III and phase IV is described by the equation 1+
Fa1
3 =
B
4C (1+F
a
0 ). The
phase diagram consists of four diﬀerent phases as listed in Table. 2.1. Among the four
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m0 m1
phase I(PM) = 0 = 0
phase II(FM) > 0 = 0
phase III(SOM) = 0 > 0
phase IV(Mixed order) > 0 > 0
Table 2.1: four phases with diﬀerent values of order parameters
phases, phase I and II are paramagnetic and ferromagnetic phase; phase III is the SOM
phase we introduce above with net spin-current but no net magnetization and phase IV
can be regarded as the mixed order of phase II and III with both net magnetization
and net spin-current. The phase diagram indicates that by properly tuning the Landau
parameters F a0/1, phase III and IV can be realized.
2.4.2 Collective Modes
Using the same hydrodynamic-like approach as in the 2D case, I investigate the os-
cillation of the momentum dependent magnetization (δmp) and study the collective
excitations in these phases. I use the same equation as in 2D system(Eq.( 1.12)), plug
in the ground state distribution function in 3D Eq.( 2.23), and in 3D, the ﬂuctuation
of the spin polarization should be expanded in terms of spherical harmonics, so I set
δmp(q) =
∑
p(− 1N(0))
∂n0p
∂ε0p
νp(q) =
∑
l,m(− 1N(0))
∂n0p
∂ε0p
νl,m(q)Yl,m(pˆ). Going through sim-
ilar procedure as it is in 2D case, ﬁnally Eq.( 1.12) becomes:
∑
l,m
[ω − q · vp(1 + F
a
l
2l + 1
)]νl,m(q)Yl,m(pˆ) = 2i{m0
∑
l,m
(fa0 −
fal
2l + 1
)zˆ× νl,m(q)
+m1
∑
l,m
(
fa1
3
− f
a
l
2l + 1
)(zˆ× pˆ)× νl,m(q)}Yl,m(pˆ)
(2.26)
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(a)
(b)
Figure 2.7: Schematic phase diagram in the case B > CD (a) and in the case B < CD
(b)
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Then I project Eq.( 2.26) up to l = 1 spherical harmonics, and keep the expansion of νp
and F al only up to l = 1 term. The equations for the l = 0 and l = 1 moment are:
ων0,0 − 2
√
π
3
qvf (1 +
F a1
3
)
1∑
m=−1
Y1,m(q)ν1,m = 0 (2.27)
ων1,m − 2
√
π
3
qvf (1 + F
a
0 )Y
∗
1,m(q)ν0,0 =
2i(fa0 −
fa1
3
)[m0(zˆ× ν1,m)−m1(zˆ×Am)× ν0,0]
(2.28)
where, Am are complex vectors:
Am = (−
√
1
6
(δm,1 − δm,−1),
√
1
6
i(δm,1 + δm,−1),
√
1
3
δm,0)
Here, if we consider each component of the vectors, Eq.(2.27) stands for three equations
and Eq.(2.28) stands for nine equations since m can be -1,0,and 1. Solving these twelve
linear homogeneous equations, I get the dispersion relations of the collective modes. The
two modes I am interested in have the dispersion:
ω1,2 =
√√√√
2D20 +
A0A1q2
3
±
√
4D40 +
4A0A1D20q
2
3
+
4A21D
2
1q
2
⊥
9
(2.29)
where,
A0 = (1 + F
a
0 )vf , A1 = (1 +
F a1
3
)vf
D0 = m0(f
a
0 −
fa1
3
), D1 = m1(f
a
0 −
fa1
3
)
I also consider the particle-hole continuum which, in the 3D model, has the form:
ωph = q · vp ± 2
3
√
9(m0fa0 )
2 + (m1fa1 )
2 sin2(θp) (2.30)
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Then I can study the fate of the collective modes in diﬀerent phases.
2.4.2.1 Collective Modes In The FM Phase
In phase II, where m0 > 0,m1 = 0, for small momentum, the two modes lead to the
dispersions:
ω1 → 2D0 + A0A1
6D0
q2 (2.31)
ω2 → A0A1
6D0
q2 (2.32)
with the particle-hole continuum:
ωph = q · vp ± 2m0 |f0| (2.33)
In Fig. 2.8, I have shown these two modes(one gapless, the other gapped) together with
the particle-hole continuum, which are already studied before [7], and I reproduce them
here in phase II.
2.4.2.2 Collective Modes In The SOM Phase
In phase III, with m0 = 0,m1 > 0, for small momentum, the modes become:
ω1,2 =
√
1
3
A0A1q2 ± 2
3
|A1D1| q⊥ (2.34)
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Figure 2.8: Dispersions of the collective modes with the p-h continuum in phase II
The dashed line indicates that the collective modes merge inside the continuum. Here,
I take F a0 = −1.1, F a1 = 1, m1 = 0.15n and n is the particle density.
and the particle-hole continuum becomes:
ωph = q · vp ± 2
3
|m1fa1 sin θp| (2.35)
In Fig. 2.9, I have shown the two modes together with the particle-hole continuum, and I
ﬁnd that these two modes are always sitting inside the particle-hole continuum for small
momentum and become Landau damped, as I expected when I generalize the original
model to 3D system.
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Figure 2.9: Dispersions of the collective modes with the p-h continuum in phase III.
The dashed line indicates that the collective modes merge inside the continuum. Here,
the p-h continuum is so large that it totally encloses the two modes, and its boundary
is shown in the inset with the same axes. I take F a0 = −1.1, F a1 = −3.1, m1 = 0.15n
and n is the particle density.
2.4.2.3 Collective Mode In The Mixed Phase
I ﬁnd two modes in phase IV:
ω1 → 2D0 + (A0A1
6D0
+
A21D
2
1
36D30
)q2⊥ (2.36)
ω2 →
2 |A1|
√
q −
∣∣∣2D1A0
∣∣∣√
9A0D20+6A1D
2
1
D31
(2.37)
and the particle-hole continuum is:
ωph = q · vp ± 2
3
√
9(m0fa0 )
2 + (m1fa1 )
2 sin2(θp)
Here, since m0 > 0, the particle-hole continuum is gapped, which opens up a window
for the modes to propagate. I evaluate the collective modes and particle-hole continuum
with reasonable values of Landau parameters and order parameters, and the result is
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presented in Fig. 2.10.
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Figure 2.10: (a)Dispersions of the collective modes with the particle-hole continuum
in phase IV. The dashed line indicates that the collective modes merge inside the
continuum. (b)Zoom in version of mode ω2. Here, I take F
a
0 = −1.1, F a1 = −3.1,
m0 = 0.15n, m1 = 0.075n and n is the particle density.
In Fig. 2.10, I have shown the gapless and gapped modes outside the particle-hole con-
tinuum. Clearly, I can see that ω22 < 0 for small q, which is a very exotic feature. This
indicates a Lifshitz-like instability [44] of the ground state towards some inhomogeneous
magnetic state such as a spiral phase[45].
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2.5 Summary
In summary, using Landau Fermi liquid theory, I studied the collective modes in the
spin orbit order magnetic state in the fa1 channel, in both 2D and 3D systems. In both
cases, the
√
q dispersion is found in leading order. In the 2D system, I also calculate the
spin density response function, which gives a consistent result(
√
q dispersion) for the
collective mode, suggesting that the hydrodynamic description captures the essential
physics of the state. This exotic mode can play a role in the formation of cooper
pairs of two quasi-particles since it has similar structure to the phonon propagator, so
I expect an instability toward superconductivity close to the magnetic phase transition.
A further argument based on forward scattering sum rules conﬁrms the instability again
and strongly indicates a p-wave pairing symmetry. In a 2D system, the model describes
one general structure of spin-orbital coupling and it’s actually closely related to the
Rashba Hamiltonian[46] in the 2D semiconductor heterostructures. Therefore, I expect
that this model can describe 2D or quasi-2D systems with spin-orbital coupling. In 3D,
a ferromagnetic order is added to the ground state to avoid the Landau damping and the
collective mode leads to a Lifshitz-like instability towards an inhomogeneous magnetic
state in one of the phases. What’s more, this calculation can be equally applied to the
ordered states associated to l = 2 channel of the Pomeranchuck instability. Especially,
the Pomeranchuck instability in the F a2 channel is closely related to the nematic-spin-
nematic phase proposed by Kivelson et al.[29, 47].
Chapter 3
Higgs Mode in Itinerant
Ferromagnet
3.1 Motivation and Introduction
The emergence of low-energy excitations in systems with spontaneously broken symme-
try plays a very important role in our fundamental understanding of nature. There are
two types of fundamental excitations (particles) that may be present in the ﬁeld theo-
ry descriptions of these spontaneously broken symmetries: massless Nambu-Goldstone
modes (bosons) and massive Higgs bosons (amplitude modes). One of the simplest exam-
ples of an order parameter that describes a state with a spontaneously broken symmetry
that gives rise to both a Nambu-Goldstone boson and a Higgs boson is, ψ(x) = ρ(x)eiθ(x),
where θ(x) is the phase and ρ(x) is the amplitude of the order parameter. Within the
symmetry broken phase, the classical energy density has a Mexican hat shape (Fig. 3.1
41
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) and the order parameter takes on a nonzero magnitude in the minimum of this poten-
tial which corresponds to the degenerate ground state manifold. In other words, in the
ground state we have, < ψ(x) >= ρ0e
iθ0 , where ﬁnite values for θ0 and ρ0, correspond
to a broken U(1) symmetry. The two fundamental excitations are the Nambu-Goldstone
boson, which corresponds to ﬂuctuations of the phase of the order parameter with ﬁxed
amplitude, ρ0, and the Higgs boson, with ﬂuctuations of ρ(x) with the phase ﬁxed at
θ0.
Figure 3.1: Classical energy density V as a function of the order parameter ψ. Within
the symmetry broken phase, Nambu-Goldstone and Higgs modes arise from phase and
amplitude modulations (blue and red arrows ).[13]
The understanding of the amplitude mode is particularly important for the Standard
model of elementary particle physics[48]. Recent experiments from LHC[49, 50] which
detected Higgs-like particles has drawn much attention to this subject. This Higgs-
like mode was predicted theoretically and found experimentally in many condensed
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matter systems. This includes incommensurate charge-density-wave (CDW) states[51],
superconducting(SC) systems[14, 15, 52, 53], antiferromagnetic(AF) systems[16] and
lattice Boson systems with superﬂuid and Mott insulator transition[13, 54–57], which
can be realized by ultracold bosonic atoms on an optical lattice.
3.1.1 Higgs Mode in SC system
The ﬁrst signature of Higgs mode in SC was found by R. Sooryakumar and M. V.
Klein[14] in Raman scattering measurement in 2H − NbSe2. This material undergoes
a transition from a normal lattice to one with an incommensurate charge density wave
(CDW) at the onset temperature TCDWc = 33K[58]. The CDW is only a few percent
out of commensurability and remains so to at least 1.3K[59]. Below TSCc = 7.2K, 2H −
NbSe2 become superconducting[60]. R. Sooryakumar and M. V. Klein found that in this
CDW sample, the CDW amplitude mode can be seen in both A and E symmetry group
close to 40cm−1. When the temperature decreases below TSCc = 7.2K, new gapped
modes show up in both symmetries at frequencies close to 2Δ, the superconducting gap.
Furthermore, when the sample is suﬃciently doped with nonmagnetic impurities so that
the CDW order is suppressed leaving the SC unchanged, neither the CDW amplitude
mode nor the new gapped mode shows up. The experimental results are shown in Fig. 3.2
and Fig. 3.3. This is an important feature indicating that this new gapped mode is the
amplitude mode (Higgs mode) in SC.
One year later, P. B. Littlewood and C. M. Varma[15], showed that this new gapped
mode is really the Higgs mode in SC. They argued that the superconducting Higgs mode
is not directly observable in the normal superconductors or 3He − B because there is
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Figure 3.2: Raman spectra from undoped 2H−NbSe2 (samples B and M) at diﬀerent
temperatures 9 K and 2 K for E symmetries. C: CDW modes, G: new gapped modes,
I: interlayer mode.[14]
no coupling to the charge ﬂuctuation and in the 2H − NbSe2, there exists a coupling
between the amplitude of the CDW lattice distortion and the superconducting gap,
which makes the Higgs mode visible as the detected new gapped mode. This is also
consistent with the results that the Higgs mode disappears as the CDW is suppressed
as shown in Fig. 3.3. The Higgs mode appears as pole in the phonon self energy:
ν ≈ 2Δ[1− 2α
2
π2
ω20
ω20 − 4Δ2
] (3.1)
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Figure 3.3: E and A symmetry Raman spectra from suﬃciently doped 2H −NbSe2
(sample D) when immersed in superﬂuid helium. B: scattering from superﬂuid helium.
I: interlayer mode.[14]
For ν > 2Δ, one obtains a broad peak near the bare CDW amplitude mode ω0 as shown
in Fig. 3.4.
3.1.2 Higgs Mode at 2D Superﬂuid (SF)/Mott Insulator (MI) Transi-
tion
Higgs mode at 2D SF/MI transition is also discovered experimentally by M. Endres et
al.[13]. They experimentally ﬁnd and study a Higgs mode in a two-dimensional neutral
superﬂuid close to a quantum phase transition to a Mott insulating phase. They use
the ultra cold bosonic atoms of 87Rb in optical lattices to realize the 2D Boson-Hubbard
model, which is parameterized by a tunnelling amplitude J and an on-site interaction
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Figure 3.4: Phonon spectral weight of the CDW amplitude mode for three diﬀerent
values of the coupling constant α, for ω0 = 4.8Δ.[15]
energy U, where the coupling parameter j = J/U can be tuned via the lattice depth. For
commensurate ﬁlling, at a critical coupling jc, there exists a quantum phase transition
from a superﬂuid (ordered) to a Mott insulating (disordered) phase[61], which can be
described by an O(2) relativistic ﬁeld theory[55, 62]. They identify the Higgs mode by
observing the expected reduction in frequency of the onset of spectral response when
approaching the transition point. They also observe similar gapped responses in the
Mott insulating regime with the gap closing continuously when approaching the critical
point. Both the gap value of the Higgs mode νSF and the Mott gap they measure,
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are consistent with theoretical prediction [63], as shown in Fig. 3.5. Just as mentioned
above, the Higgs mode is only observable when the ﬂuctuation of the order parameter
amplitude is coupled to some measurable prob. Here, the coupling is achieved by a
periodic modulation of the coupling j, which amounts to a shaking of the classical energy
density potential which is realized by a modulation of the optical lattice potential.
hνSF /U = [(3
√
2− 4)(1 + j/jc)]1/2(j/jc − 1)1/2 (3.2)
hνMI/U = [1 + (12
√
(2)− 17)j/jc]1/2(1− j/jc)1/2 (3.3)
Figure 3.5: The ﬁtted gap values hν0/U (circles) show a characteristic softening close
to the critical point in quantitative agreement with analytic predictions for the Higgs
and the Mott gap (solid line and dashed line, respectively. The blue shading highlights
the superﬂuid.[13]
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3.1.3 Higgs Mode in Quantum Antiferromagnet
Higgs mode is also found in quantum antiferromagnetic material: T lCuCl3. As the
press increases, this material undergoes a quantum phase transition from a quantum
spin liquid state (disordered) to antiferromagnetic state (ordered) at the critical pressure
pc = 1.07kbar[64, 65], which is described in Fig. 3.6.
Figure 3.6: Pressure-induced quantum phase transition in T lCuCl3 between SL and
AFM phases. Singlet-triplet gap Δ(p) and Neel temperature TN (p).[16]
In the weakly ordered phase, Ch. Ru¨egg et.al.[16] observed a low-lying but massive ex-
citation corresponding to longitudinal ﬂuctuations of the magnetic moment, by neutron
scattering experiment, which is the Higgs mode in this quantum antiferromagnetic state.
Fig. 3.7 shows the measured modes across the quantum phase transition including the
Higgs mode.
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Figure 3.7: All collective modes through the quantum phase transition in both phases
and the Neel temperature for the quantum antiferromagnetism.[16]
3.1.4 Higgs Mode in Ferromagnet?
What about the Higgs mode in another well known spontaneous symmetry breaking
system: ferromagnetic system. All the study of Higgs mode both theoretically and
experimentally in all kinds of systems motivates me to search for the Higgs mode in the
ferromagnetic system. I have identiﬁed the amplitude mode in a ferromagnetic metal.
The Nambu-Goldstone mode (magnon) in ferromagnetic systems were ﬁrst predicted by
Bloch[66] and Slater[67], and observed in iron in a neutron scattering experiment[68].
Abrikosov and Dzyaloshinkii[3] ﬁrst predicted spin waves in ferromagnetic Fermi liquids
using FFLT for itinerant ferromagnets. This approach was put on a more microscopic
foundation in the work of Dzyaloshinskii and Kondratenko[4]. Moriya and Kawabata
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also developed a band theory (MK theory) to study the long wavelength spin ﬂuctuation
in itinerant ferromagnetic systems[69]. Bedell and Blagoev[7] generalized the FFLT and
they discovered a new collective mode of the system; they found a mode with a gap in
the excitation spectrum. I have identiﬁed this mode as the Higgs amplitude mode of a
ferromagnetic metal.
3.2 Collective Modes in Itinerant Ferromagnetic System
I begin by ﬁrst describing the FFLT approach used by Bedell and Blagoev[7], in the
small magnetic moment limit, to study the collective excitations in a ferromagnetic
metal. Here, I start from the ordered state, using a quasi-classical kinetic equation,
the Landau kinetic equation, to study the dynamics of the system. In order to make
some estimates for the collective mode frequencies I introduce a simple one-band model
with a spherical Fermi surface to describe the itinerant-electron ferromagnet MnSi. By
ﬁtting the model with the existing experimental results I can pin down some of the
Landau parameters and use them to calculate the dynamical response function and
from this I can determine the dynamical structure function, S+(q, ω). As we will see
there are two well-deﬁned peaks in S+(q, ω) corresponding to the two collective modes,
the well-known Nambu-Goldstone mode (sometimes referred to as the transverse spin
wave) and a gapped Higgs amplitude mode. From my estimates of the spectral weight
of the amplitude mode it should be observable in neutron scattering experiments.
I consider a three dimensional, weak ferromagnetic material below its Curie tempera-
ture. According to FFLT, in the weak moment limit, the system can be described by
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the quasi-particle distribution function npαα′ (r, t) and the quasi-particle energy func-
tion 	pαα′ (r, t)[3, 22] deﬁned in Eq.( 1.2) and Eq.( 1.3). Here, I set the spontaneous
magnetization in the z direction, so that the ferromagnetic ground state is described by
the quasi-particle magnetization distribution function:
m0p(r, t) = −
1
N(0)
∂n0p
∂ε0p
m0zˆ (3.4)
where m0 is the equilibrium magnetization. Again, the quasi-particle interaction can be
expanded in Legendre Polynomials, and in this weak moment limit, it can be treated as
spin rotation invariant[6], so that it can be separated into the spin symmetric (f sl ) and
spin anti-symmetric (fal ) parts. The result is
N(0)fσσ
′
pp′ =
∑
l
(F sl + F
a
l σ · σ′)Pl(pˆ · pˆ′) (3.5)
Here, N(0) is the average density of states over the two Fermi surfaces and in the
ferromagnetic phase, F a0 < −1. This state can be said to be protected by the generalized
Pomeranchuck stability condition[2, 70]. Then, I study the collective modes in this
weakly ordered ferromagnetic state using both hydrodynamic-like approach and response
function method.
3.2.1 Hydrodynamic-like Approach
In the hydro-dynamic like approach, I study the free oscillation of the momentum de-
pendent magnetization δmp, which can be determined from the linearized Landau ki-
netic equation in the spin channel (Eq. 2.8), where h0p = −B + 2
∑
p′ f
a
pp′m
′
p and
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δhp = −δB + 2
∑
p′ f
a
pp′δm
′
p are the eﬀective equilibrium ﬁeld and its ﬂuctuation, re-
spectively. Here, I introduce a small, transverse (to the equilibrium magnetization)
magnetic ﬁeld δB = δBxeˆx + δB
y eˆy, which induces a transverse ﬂuctuation in the
magnetization δmp = δm
x
peˆx + δm
y
peˆy. For the convenience of calculation, I deﬁne
δB± = δBx ± iδBy and δm±p = δmxp ± iδmyp. To study the free oscillations when B = 0
I set δB = 0. At low temperature the the collision integral I[mp] is negligible and it
can be ignored and the spin dynamics is dominated by spin precession and we call this
the quantum spin hydrodynamic (QSH) regime[7].
From Eq.( 2.8), we can derive the continuity equation for the magnetization m(r, t) and
the equation of motion for the spin current jσi (r, t):
∂m(r, t)
∂t
+
∂jσi (r, t)
∂xi
= 0 (3.6)
∂jσi (r, t)
∂t
+ c2s
∂m(r, t)
∂xi
= −2(fa0 −
fa1
3
)jσi (r, t)×m0 (3.7)
where c2s =
v2F
3 |1 + F a0 | (1 +
Fa1
3 ) and the spin current is given by
jσi (r, t) =
∑
p
vpim(r, t)(1 +
F a1
3
) (3.8)
To derive the dispersion relations, I do a Fourier transformation of Eq.( 2.8), and plug
in the ferromagnetic ground state Eq.( 3.4). Here I take q in z direction and consider
the azimuthally symmetric case where the ﬂuctuation can be expanded in Legendre
polynomials as
δmp(q) = (− 1
N(0)
)
∂n0p
∂ε0p
νp(q) =
∑
l
(− 1
N(0)
)
∂n0p
∂ε0p
νl(q)Pl(pˆ · zˆ) (3.9)
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and then
δhp = 2
∑
p′
fapp′δmp′ =
∑
l
fal
2l + 1
νlPl(pˆ · zˆ) (3.10)
Deﬁning
δm±p (q) =
∑
l
(− 1
N(0)
)
∂n0p
∂ε0p
ν±l (q)Pl(pˆ · zˆ) (3.11)
and
δh±p =
∑
l
fal
2l + 1
ν±l Pl(pˆ · zˆ) (3.12)
Eq.( 2.8) becomes:
(ω− q · vp ± 2m0fa0 )
∑
l
ν±l Pl(pˆ · zˆ) = (N(0)q · vp ± 2m0)
∑
l
fal
2l + 1
ν±l Pl(pˆ · zˆ) (3.13)
By projecting the kinetic equation on to the l = 0, 1 component of Pl(pˆ · zˆ) and keeping
the expansion of F al up to the l = 1 term, I get the equations for ν
±
0 and ν
±
1 moments:
ων±0 −
1
3
qvF (1 +
F a1
3
)ν±1 = 0 (3.14)
(ω ± 2m0(fa0 −
fa1
3
))ν±1 − qvF (1 + F a0 )ν±0 = 0 (3.15)
Solving these equations, I get the dispersion of the collective modes:
ω±1,2 = ∓m0(fa0 −
fa1
3
)±
√
m20(f
a
0 −
fa1
3
)2 +
1
3
(qvF )2(1 + F a0 )(1 +
F a1
3
) (3.16)
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For small momentum transfer, the dispersions reduce to
ω±1 (q) =
c2s
ω±
q2 (3.17)
ω±2 (q) = ω
± − c
2
s
ω±
q2 (3.18)
where ω± = ±2m0
∣∣∣fa0 − fa13 ∣∣∣, and c2s = 13 |1 + F a0 | (1 + Fa13 )v2F . If I include the l = 2
component of the equation, the hydro-dynamic like equations become:
ων±0 −
1
3
qvF (1 +
F a1
3
)ν±1 = 0 (3.19)
(ω ± 2m0(fa0 −
fa1
3
))ν±1 − qvF (1 + F a0 )ν±0 −
2
5
qvF (1 +
F a2
5
)ν±2 = 0 (3.20)
(ω ± 2m0(fa0 −
fa2
5
))ν±2 −
2
3
qvF (1 +
F a1
3
)ν±1 = 0 (3.21)
Solving these equations, we will see that the change of the order q2 in the dispersion
relations of the modes is only in ω±2 (q), which is
ω¯±2 = ω
± − c
2
s
ω±
q2 ± 2N(0)v
2
F
15m0
(
3
F aa
+ 1)q2 (3.22)
This is valid only for small momentum transfer.
Before I go to the full calculation, I can extract the basic physics from these results. The
Standard Model of a ferromagnetic metal is often referred to as the Stoner model and it
can best be characterized by its elementary excitations. To begin with, there are the spin
1/2 particle like excitations (sometimes referred to as quasi-particles), consisting of up
spins (σ =↑ ), majority spins, and down spins (σ =↓ ), minority spins. In the presence
of spontaneous long range ferromagnetic order there is as well gapless transverse spin
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waves (the Nambu-Goldstone mode). This mode has a total spin of +1, for δm+p (q)
, or −1 for δm−p (q). For simplicity, in what follows I will consider only the spin +1
excitations. If we think in terms of the order parameter for the ferromagnetic state
this would be a ﬂuctuation of the phase (rotation about the z axis in space) with the
magnitude of the order parameter ﬁxed at its equilibrium value, m0. There are other
spin +1 excitations in the Stoner model that correspond to ﬂuctuations in the magnitude
of the order parameter at a ﬁxed phase. At q = 0 these excitations have a gap in their
spectrum usually referred to as the Stoner gap. As I increase the momentum transfer
these spin +1 excitations have a range of frequencies with the same q value and these are
the incoherent particle-hole excitations: ω±p−h = ∓2m0fa0 +q ·vp. These excitations are
not collective, thus, there is no Higgs amplitude mode in the Stoner model. When the
momentum-transfer, q, is large enough the Goldstone mode decays into these incoherent
particle-hole excitations (Landau damping).
The FFLT description of Bedell and Blagoev[7] for small momentum transfers is quali-
tatively the same as the Stoner model if we set all Landau parameters, fal = 0, for all
l > 0, and keeping only fa0 . If I keep only the l = 0 and l = 1 moments of the spin
density distribution function, see Eqs.( 3.14 and 3.15), I get the two modes, Eqs.( 3.17
and 3.18). The ﬁrst mode is just the Nambu-Goldstone mode and the second mode has
a gap in its spectrum, where at q = 0, it is just the Stoner gap, ω+2 = 2 |fa0 |m0. This
excitation causes a change in the magnitude (amplitude) of the order parameter since
it is a spin ﬂip process. In the spin ﬂip process we take a down spin and ﬂip it to an up
spin causing an amplitude ﬂuctuation since we decreased the number of down spins while
increasing the number of up spins during this ﬂuctuation. This process is schematically
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shown in Fig. 3.8. These ﬂuctuations of the amplitude of the order parameter could
have been the Higgs amplitude mode, unfortunately this mode sits in the particle-hole
continuum and it is Landau damped; it is not a collective mode.
Figure 3.8: Spin ﬂip process corresponding to the ﬂuctuation of the amplitude of the
magnetization.
The Fermi liquid description of the collective modes of a Ferromagnetic metal[7] goes
beyond the Stoner model described above in a simple but most important way. As can be
seen from Eqs.( 3.17 and 3.18) there are two modes, the ﬁrst one is the Goldstone mode.
The second mode has a gap in its spectrum and it is given by ω+2 = 2m0
∣∣∣fa0 − fa13 ∣∣∣. The
introduction of the higher order Fermi liquid parameter, F a1 = N(0)f
a
1 , is responsible
for the propagation of the mode. This parameter couples the momentum of the quasi-
particle to its spin and it is responsible for pushing the mode out of the particle-hole
continuum. Most of the spectral weight in this propagating mode comes from the inco-
herent particle-hole continuum. As we noted earlier the particle-hole continuum is made
up from incoherent spin ﬂip (spin +1) excitations and they corresponds to an amplitude
ﬂuctuation. This mode can sit above the Stoner gap for positive F a1 and below the Stoner
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gap for negative F a1 , with the lower bound, F
a
1 > −3[70]. This mode propagates and it
is built out of ﬂuctuations that change the amplitude of the order parameter, thus, it is
the ferromagnetic metal example of the Higgs amplitude mode. Also since it couples to
the spin ﬂuctuations it can be seen in the transverse spin ﬂuctuation response function
that could be measured in a neutron scattering experiment, see Eq.( 3.31) below.
3.2.2 Dynamical Response Function
I can calculate dynamical spin-spin response function based on the Landau kinetic equa-
tion(Eq.( 2.8)). After the Fourier transformation, keeping δB in the equation, instead
of getting equations of ν±l (Eq.( 3.9)), I get equations of ν
±
p :
(ω−q ·vp ± 2m0fa0 )ν±p = [N(0)q ·vp ± 2m0][2
∑
p′
(− 1
N(0)
)
∂n0p′
∂ε0p′
fapp′ν
±
p′ − δB±] (3.23)
Here, the dynamical response function is deﬁned as
χ±(q, w) =
2
∑
p(− 1N(0))
∂n0
p′
∂ε0
p′
ν±p
δB±
=
ν±0 (q, w)
δB±
(3.24)
Since χ± are related to each other through: χ−(q, w) = χ+∗(q,−w), I only need to
calculate χ+. From Eq.( 3.23), keeping the expansion of Landau parameter up to l = 1,
we get
ν+p =
N(0)q · vp + 2m0
ω − q · vp + 2m0fa0
[fa0 ν
+
0 +
1
3
fa1 ν
+
1 P1(pˆ · zˆ)− δB+] (3.25)
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Considering the continuity equation in the presence of δB,
ων+0 −
1
3
qvF (1 +
F a1
3
)ν+1 + 2m0δB
+ = 0 (3.26)
the equation becomes:
ν+p =
N(0)q · vp + 2m0
ω − q · vp + 2m0fa0
[(fa0 +
ωfa1P1(pˆ · zˆ)
qvF (1 +
Fa1
3 )
)ν+0 + (
2m0f
a
1P1(pˆ · zˆ)
qvF (1 +
Fa1
3 )
− 1)δB+] (3.27)
Acting the operation 2δB
∑
p(− 1N(0))
∂n0p
∂ε0p
on both sides of Eq.( 3.27), I get two equations
for the response function:
χ+ = fa0χ
+
0 χ
+ − χ+0 +
ω
qvF
fa1
1 + F a1 /3
χ+1 χ
+ +
2m0f
a
1
qvF (1 + F a1 /3)
χ+1 (3.28)
where, χ+l are deﬁned as χ
+
l = 2
∑
p(− 1N(0))
∂n0p
∂ε0p
N(0)q·vp+2m0
ω−q·vp+2m0fa0 Pl(pˆ · zˆ). After the inte-
gration, I get
χ+0 (q, ω) = −N(0){1−
1
2qvF
[ω +
2m0
N(0)
(1 + F a0 )]ln(
ω + 2m0f
a
0 + qvF
ω + 2m0fa0 − qvF
)} (3.29)
χ+1 (q, ω) = −
N(0)
qvF
[ω +
2m0
N(0)
(1 + F a0 )][1−
1
2qvF
(ω + 2m0f
a
0 )ln(
ω + 2m0f
a
0 + qvF
ω + 2m0fa0 − qvF
)]
(3.30)
Finally, I solve for the dynamical response function:
χ+(q, ω) =
−χ+0 + 2m0f
a
1
qvF (1+F
a
1 /3)
χ+1
1− fa0χ+0 − ωqvF
fa1
1+Fa1 /3
χ+1
(3.31)
From the poles of the dynamical response function, I can also get the dispersion of the
collective modes.
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From the response function, I can obtain the dynamic structure function, S+(q, ω):
S+(q, ω) = − 1
π
Im(χ+(q, ω)) (3.32)
In the small q limit we have,
S+(q, ω) = 2m0δ(ω − ω+1 (q)) +
(1 + F a1 /3)
2(qvF )
2
6m0(fa0 − fa1 /3)2
δ(ω − ω¯+2 (q)) (3.33)
This is consistent with the result from the hydrodynamic-like approach including the
l = 2 ﬂuctuation. In Ref. [7] they noted that ν+2 was of the same order as ν
+
1 while
ν+l  ν+2 for all l ≥ 3. In my calculation I look for the pole of the response function,
which includes all ν+l s, and the agreement with [7] justiﬁes their keeping only up to
ν+2 , for small q. What we see here is that to order q
2, S+(q, ω) is dominated by the
Nambu-Goldstone mode and the Higgs amplitude mode. However, the full calculation
of S(q, ω) captures additional features, as, e.g., seen in Fig.(3.9) where the value of F a1
is varied to illustrate the building of the Higgs mode out of the particle-hole continuum.
As we noted earlier, all of the spectral strength for the Higgs mode comes from the p-h
continuum, making the continuum diﬃcult to observe in neutron scattering experiments.
Eq.( 3.33) only consider the contribution from the two collective modes and if I use this
expression to derive the f-sum rule, I get:
∫ +∞
0
ωS(q, ω)dω = (1 +
F a1
3
)
nq2
2m∗
+O(q4) (3.34)
which means that the f-sum rule is almost exhausted by the two collective modes rather
than just the magnon, and this can be further veriﬁed by calculating the contribution
Chapter 3. Higgs Mode in Itinerant Ferromagnet 60
from the particle-hole continuum:
∫ +∞
0
ωSph(q, ω)dω ∝ q4 (3.35)
This feature is signiﬁcant, since it indicates that the the spectrum weight of the particle-
hole continuum has been transferred to the gapped mode, which is an important feature
of the Higgs mode.
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Figure 3.9: Dynamic structure function for diﬀerent values of F a1 . As F
a
1 is switched
on, the Higgs builds out of the particle-hole continuum (the wider peak in the middle)
while the Goldstone mode remains approximately unchanged.
3.3 Apply to MnSi
I expect this Higgs amplitude mode to be found in weak ferromagnetic system and I
try to apply this model to some real material and the itinerant ferromagnetic material
Manganese Silicide (MnSi) turns out to be a good candidate. MnSi has a cubic B20
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lattice structure (see Fig. 3.10) which orders magnetically below 29.5K.[71–73] The spin
structure in magnetic ﬁelds has been studied by neutron small angle scattering,[74] and
it has been found that MnSi at zero ﬁeld has a helical spin structure with a long period of
180 A˚ in the [111] direction which is due to the lack of inversion symmetry in the lattice
structure. In magnetic ﬁelds, the helix transforms to a conical spin structure, and the
magnetization saturates as the cone closes. At about 6 KOe, the magnetization saturates
at 0.4μB/Mn which is much smaller compared to the eﬀective moment 2.2μB/Mn. So, in
relatively high magnetic ﬁeld, MnSi is metallic and behaves like a weak ferromagnet[71,
72, 75, 76]. This is why the material is classiﬁed as weak itinerant ferromagnet. The
phase diagram is shown in Fig. 3.11.
Figure 3.10: MnSi has B20 crystal structure with no inversion symmetry.[17]
Since this model is a phenomenological model, I need some experimental data to ﬁt
the parameters in the model. Firstly, the neutron scattering experiment leads to the
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Figure 3.11: Magnetic phase diagram of MnSi.[18]
magnon dispersion[18]:
ω(meV ) = 0.13 + 52q2(A˚) (3.36)
which can be used to compare with mode ω+1 (q). Secondly, from the speciﬁc heat
measurement [19, 73]:
(C/T )0 = 85 ∗ 10−4cal/(K2mole) (3.37)
I can get information about the density of state at Fermi level N(0). Lastly, the band
structure calculation[20] shows that there are 5 bands(mostly from the ﬁve 3d bands)
around Fermi level ﬁlled with 6/cell electrons. Then I use a one band model with the
quadratic dispersion E = 
2k2
2m∗ , which keeps the volume of the Fermi surface unchanged,
so that Luttingers theorem is still satisﬁed. By ﬁtting our model to the experimental
data, I get all the parameters I need and a relationship between two of the Landau
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Figure 3.12: Inelastic neutron scattering result of the magnon dispersion of MnSi.[18]
Figure 3.13: Speciﬁc heat measurement of MnSi.[19]
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parameters: F a1 = −375+321F
a
0
143+125Fa0
. Since the system is weakly ferromagnetic, F a0 should
be close to and smaller than −1, and F a1 depends on F a0 very sensitively in this region.
Since we don’t have extra experiment results to pin down the sign of F a1 , we take the
values of (F a0 , F
a
1 ) to be (-1.16, 1.32) and (-1.18,-0.84) as typical examples to show the
two collective modes in these two cases.
Figure 3.14: Calculated band structure of MnSi.[20]
From Fig. 3.15 we can see that, as long as F a1 dose not vanish, the amplitude mode can
always propagate for small momentum transfer, and it will merge into the p-h continuum
as the momentum increases and becomes Landau damped. If F a1 is positive/negative,
the amplitude mode will lie above/below the Stoner gap.
Fig. 3.16 shows the dynamic structure function in the two typical cases for diﬀerent
momentum transfer. We can clearly see the two well-deﬁned peaks contributed by the
two collective modes and the broad dome coming from the particle-hole continuum. The
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Figure 3.15: Collective modes together with the p-h continuum in the case (upper
panel) F a0 = −1.18, F a1 = −0.84 and (lower panel) F a0 = −1.16, F a1 = 1.32. Plots in
red represent the dispersion calculated in hydrodynamic approach: ω+1 (q) and ω¯
+
2 (q)
and plots in blue represent the dispersion calculated from the poles of the response
function. Both plots are got by taking the ﬁtted parameter: N(0) = 6.4×1029eV −1m−3,
kF = 1.23A˚
−1
, m∗ = 39.3me, EF = 0.147eV , vF = 3.63× 104ms−1
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peak corresponding to the amplitude mode will approach the particle-hole continuum as
the absolute value of F a1 decreases and it will eventually merge into the continuum when
F a1 vanishes. The density plot of S(q, ω) for the two typical cases is also provided, which
shows the relative spectrum weight of the Higgs mode and the particle-hole continuum,
and is directly accessible by the neutron scattering measurement.
Figure 3.16: Dynamical structure function showing both the collective modes and
the particle-hole continuum in the cases of F a0 = −1.18, F a1 = −0.84 (upper panel) and
F a0 = −1.16, F a1 = 1.32 (lower panel). Particle-hole excitations lead to the wider peak
in the central region. The Higgs mode (sharp peak at higher ω values) is gapped even
for q = 0, and merges into the particle-hole continuum before the Nambu-Goldstone
mode (which corresponds to the sharp peaks at the lower ω values)
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Figure 3.17: Density plot of the dynamic structure function S(q, ω), in the case
F a0 = −1.16 and F a1 = 1.32, showing the Higgs mode and the particle-hole continuum.
Figure 3.18: Density plot of the dynamic structure function S(q, ω), in the case
F a0 = −1.18 and F a1 = −0.84, showing the Higgs mode and the particle-hole continuum.
3.4 Finite Temperature Eﬀect
As I mentioned above, when the temperature is very low, the system is in QSH regime.
However, when the temperature increases, the quasiparticle mean free path decreases as
1/T 2, so the collision of the quasiparticles starts to play a role, which makes the quasi-
particles diﬀuse away during the collective oscillation and this leads to the damp of the
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collective modes and mathematically, it introduce an imaginary term to the dispersion
of the collective modes. Therefore, for ﬁnite temperature, the collision integral I[mp] is
no longer negligible and I need to evaluate this term to estimate the damp eﬀect caused
by the collision. In this thesis, I use a simply relaxation time approximation, where the
collision integral can be treated as:
I[mp] = −
(δmp − ∂n
0
p
∂ε0p
δhp)
l=1
τD
= −(1 + F
a
1
3
)
δmp
l=1
τD
(3.38)
with τD related to spin diﬀusion coeﬃcient by:
Dσ =
v2f
3
(1 + F a0 )τD (3.39)
Standard derivation of τD[22] leads to the formula:
τD
τ
=
2
π2
∑
νodd
2ν + 1
ν(ν + 1)[ν(ν + 1)− 2λD] (3.40)
where, τ is characteristic relaxation time deﬁned as:
τ =
8π46
m∗3 < W > (kBT )2
(3.41)
and
λD = 1− 1
< W >
∫
dΩ
4π
W↑↓(1− cos θ)(1− cosφ)
2 cos(θ/2)
(3.42)
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Now, the problem reduces to the evaluation of the transition probability Wσσ′ (θ, φ), and
it relates to the scattering amplitude as:
Wσ1σ2(θ, φ) =
2π

|aσ1σ2(θ, φ)|2 (3.43)
and W (θ, φ) is the average scattering probability for σ2 unpolarized with respect to σ1
deﬁned as:
W (θ, φ) =
1
4
W↑↑ +
1
2
W↑↓ (3.44)
Next, I need to determine the angular dependence of the scattering amplitude, and since
in Landau Fermi liquid theory, the forward scattering amplitude can be directly derived
from the Landau parameters through N(0)al = A
α
l =
Fαl
1+Fαl /(2l+1)
, I can use a simple
approximation for the angular dependence of the scattering amplitude[77]
as(θ, φ) 	 as(θ, 0) (3.45)
at(θ, φ) 	 at(θ, 0) cosφ (3.46)
Then I have
a↑↑(θ, φ) 	
∑
l
(asl + a
a
l )Pl(cos θ) cosφ (3.47)
a↑↓(θ, φ) 	
∑
l
1
2
[(asl − 3aal ) + (asl + aal ) cosφ]Pl(cos θ) (3.48)
I further use the so called S-P approximation, where I only keep the two summation
above up to l = 1, so then I can determine the ﬁnite temperature eﬀect as long as I
determined the Landau parameters up to l = 1. Here, I do the calculation for the two
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typical case mentioned above.
For the case, F a0 = −1.16, F a1 = 1.32, since
m∗
me
= 1 +
1
3
F s1 = 39.3
I get F s1 = 114.9, then I can get the three forward scattering amplitude:
Aa0 =
F a0
1 + F a0
= 7.25
Aa1 =
F a1
1 + F a1 /3
= 0.92
As1 =
F s1
1 + F s1 /3
= 2.92
and from forward scattering sum rule (Eq. 2.18), I get As0 = −11.09, and then if I keep
the summation in Eq. 3.42 up to l = 1, λD can be calculated to be -0.06. Then I can
calculate τD = (
4.09×10−6
T )
2s, so that the imaginary part of the frequency is
Γ =
1 + F a1 /3
τD
= 0.06T 2meV
which is the half width at half maximum (HWHM). It can be shown that, if the next
term in summation of Eq. 3.42 is included, the change to λD is quite small, which is
ΔτD
τD
= 0.068. The ﬁnite temperature eﬀect on the dynamical structure function S(q, ω)
is shown in Fig. 3.19.
For the case, F a0 = −1.18, F a1 = −0.84, the calculated forward scattering amplitudes
are: Aa0 = 6.56, A
a
1 = −1.17, As1 = 2.92, and As0 = −8.31. Then, λD is calculated to be
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Figure 3.19: Logplot of dynamical structure function at q = 0.04kF as a function of
ω, for four diﬀerent temperature in the case F a0 = −1.16, F a1 = 1.32. The red lines
indicate the full width at half maximum (FWHM).
-0.337, and τD = (
4.02×10−6
T )
2s, and the HWFM is calculated to be:
Γ =
1 + F a1 /3
τD
= 0.03T 2meV
as shown in Fig. 3.20.
We can see that, as the temperature increases, the peaks corresponding to the collective
modes becomes broad and the structure of the particle-hole continuum starts to smear
out. These peaks are still quite visible up to T = 9K. This can be seen more clearly in
the density plot of the S(q, ω) for ﬁnite temperature, as shown in Fig. 3.21 and Fig. 3.22.
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Figure 3.20: Logplot of dynamical structure function at q = 0.04kF as a function of
ω, for four diﬀerent temperature in the case F a0 = −1.18, F a1 = −0.84. The red lines
indicate the full width at half maximum (FWHM).
Figure 3.21: Density plot of the dynamic structure function S(q, ω), in the case
F a0 = −1.16 and F a1 = 1.32, T = 9K, showing the Higgs mode and the particle-hole
continuum.
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Figure 3.22: Density plot of the dynamic structure function S(q, ω), in the case
F a0 = −1.18 and F a1 = −0.84, T = 9K, showing the Higgs mode and the particle-hole
continuum.
3.5 Summary
In summary, following from the earlier work of Bedell and Blagoev[7], I used the fer-
romagnetic Fermi liquid theory to study the collective modes in a weak ferromagnetic
metal. In addition to the well-known magnon (the phase mode), a gapped mode was
also found[7]. I have shown here that this gapped mode corresponds to the Higgs am-
plitude mode. This mode sits close to the Stoner gap and is propagating at small q
and becomes Landau damped at larger q. We believe that this is the ﬁrst time that the
Higgs amplitude mode has been predicted in a weak ferromagnetic metal. We believe
the itinerant weak ferromagnet MnSi is a good candidate to search for this mode and
that it should be visible in inelastic neutron scattering experiments.
Chapter 4
Collective Modes In Itinerant
Spin Density Wave(SDW)
Materials
Spin density waves (SDW), an inhomogeneous spin structure, occur in many metallic
systems, including chromium and its dilute alloy (CrSi and CrAl, for example), vana-
dium sulﬁdes and selenides (V3S4, V3Se4, V5S8, V5Se, the helical magnet MnSi, and a
number of other metals. These itinerant magnets have a complex magnetic phase dia-
gram such as the phase diagram of MnSi shown in Fig. 3.11. The itinerant nature of
these magnetic phases can lead to SDW that are incommensurate with the underlying
lattice, which makes it diﬃcult to access theoretically. Moriya and his coworkers develop
a self-consistent renormalization theory[78] to explain the itinerant antiferromagnetism,
which is an extentsion of the MK theory mentioned in the previous chapter. In their
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theory, they ignore the topological features of the Fermi suface and postulate a choice
of ordered wave vector Q of the antiferromagnetic structure in accordance with a par-
ticular experimental situation. However, it is widely accepted that both the eﬀects due
to spin ﬂuctuations and the eﬀects due to the features of the band structure, i.e. the
topology of the Fermi surface play important roles in the formation of itinerant SDW.
The band theory based on the peculiar Fermi surface topology is reviewed by Kulikov
and Tugushev[79]. The itinerant property of these materials makes it possible to use the
Landau Fermi liquid theory to study them, and in this thesis, I try to use Fermi liquid
theory to study the collective modes of the itinerant SDW systems.
4.1 Itinerant Helimagnet (MnSi)
The ﬁrst SDW system, I study is the MnSi without magnetic ﬁeld, which is an itinerant
helimagnet with a spin structure shown in Fig. 4.1 below the ordered temperature. In
Fermi liquid theory, the ground state of the distribution function is derived by minimizing
the free energy. Therefore, in the case of an SDW material, some kind of coupling other
than an isotropic exchange such as the terms relating to the spacial derivative of the
order parameters must be included in the free energy, since isotropic exchange coupling
only leads to a homogeneous magnetic ground state. In the case of MnSi, due to the
lack of inversion symmetry, it is the Dzyaloshinskii-Moriya interaction[80, 81] in the free
energy, that gives rises to the helical spin structure. In this thesis, I will not focus on
the stability of the helical structure, but rather start from the helical spin ground state,
and employ the Landau kinetic equation, to study the collective modes of the ordered
state.
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Figure 4.1: Helical spin structure of MnSi.[21]
I start with the ground state quasiparticle polarization function:
m0p(r) = −
1
N(0)
∂n0p
∂ε0p
m(cosQ · rzˆ + sinQ · rxˆ) (4.1)
where, Q is in y direction, and this polarization function describes a helical SDW propa-
gating in y direction, with spin rotating in x-z plane, and in the limit Q → 0, it recovers
to the ferromagnetic ground state. Next, I use the Landau kinetic equation to study the
free oscillation modes. Similar to the previous chapter, I do a Fourier transformation
of the kinetic equation, Eq.( 2.8), and plug in the ground state polarization function
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Eq.( 4.1), and do the same expansion of the spin ﬂuctuation in terms of Legendre poly-
nomials, and then Eq.( 2.8) becomes:
∑
l
[ω − q · vp(1 + F
a
l
2l + 1
)]νl(q)Pl(pˆ · qˆ) =
mi
∑
l
(fa0 −
fal
2l + 1
)[νˆl(q−Q)× (zˆ − ixˆ) + νˆl(q+Q)× (zˆ + ixˆ)]Pl(pˆ · qˆ)
(4.2)
Considering the simplest case, q ‖ Q and projecting the equation up to l = 1 Legendre
Polynomials, I can get the equations for l = 0 and l = 1 moment:
ων0(q)− 1
3
qvF (1 +
F a1
3
)ν1(q) = 0 (4.3)
ων1(q)− (1 + F a0 )qvFν0(q)
+ im(fa0 −
fa1
3
){[ν1(q −Q) + ν1(q +Q)]× zˆ + [−ν1(q −Q) + ν1(q +Q)]× ixˆ} = 0
(4.4)
Here, we can see that, periodic helical spin structure introduces the scattering between
the spin ﬂuctuation νl(q) and νl(q±Q), and this makes the equations diﬃcult to solve. To
solve the equation exactly, one should include all the spin ﬂuctuations, including νl(q),
νl(q ± Q), νl(q ± 2Q) . . . , and due to the incommensurability of the Q, Eq.( 4.4) will
never close, and there are inﬁnite numbers of νs. So, here I make a simple approximation
by only considering the single scattering of Q, in the sense that, I only consider the
spin ﬂuctuation νl(q) and νl(q ± Q), which simpliﬁes the problem and captures the
fundamental feature of the SDW ground state. Then, letting q = q ± Q in Eq.( 4.4), I
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can get two more equations:
ων1(q −Q)− (1 + F a0 )(q −Q)vFν0(q −Q) + im(fa0 −
fa1
3
)ν1(q)× (zˆ + ixˆ) = 0 (4.5)
ων1(q +Q)− (1 + F a0 )(q +Q)vFν0(q +Q) + im(fa0 −
fa1
3
)ν1(q)× (zˆ − ixˆ) = 0 (4.6)
Doing the same thing to Eq.( 4.3), and considering all the components of the equations,
I can get 18 equations of the 18 spin ﬂuctuations corresponding to the components of
ν0(q −Q), ν0(q), ν0(q +Q), ν1(q −Q), ν1(q) and ν1(q +Q). Solving the 18 equations I
can get the dispersion of the collective modes:
ω1,2 = − A0A1qQ
3
√
1
3A0A1Q
2 + 2D20
+
2q2(A0A1D
2
0)
3(13A0A1Q
2 + 2D20)
3/2
(4.7)
ω3,4 =
√
1
3
A0A1Q2 + 2D20 +
A0A1qQ
3
√
1
3A0A1Q
2 + 2D20
(4.8)
where,
A0 = (1 + F
a
0 )vf , A1 = (1 +
F a1
3
)vf
D0 = m(f
a
0 −
fa1
3
)
From these expressions, we can see that, compared to the ferromagnetic case, in the
helical ordered state, the Goldstone mode becomes linear in q instead of quadratic in
q, and this is expected for the normal SDW state and the velocity of the Goldstone
mode is proportional to Q, and the mode recovers to quadratic dispersion as Q goes
to zero. All these features are consistent with the RPA calculation by Belitz et al.[82]
on the helimagnon MnSi. What’s more, our calculation also leads to a gapped mode,
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and compared to the Higgs mode in ferromagnetic case, the gap now not only depends
on the equilibrium magnetization but also depends on the ordered momentum Q and
the dispersion of the gapped mode on top the of gap also changes from quadratic in
q to linear in q. This gapped mode may be viewed as the Higgs mode in the helical
SDW system. Since I do not have all the phenomenological parameters for MnSi in the
helical state, I just use the values I got from the ferromagnetic phase with F a0 = −1.16,
F a1 = 1.32, so that I can plot these modes to see the diﬀerence, which is shown in
Fig. 4.2. The splitting of the modes can be seen from the zooming in version of the plot
in Fig. 4.3. This is just a crude approximation, and with more and more spin ﬂuctuation
terms included in the equations, we should expect the results to become more and more
accurate.
Figure 4.2: Collective modes of the helical spin state.
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Figure 4.3: The zooming in version of the plot of the Goldstone mode of the helical
spin state.
4.2 Itinerant Antiferromagnet
To test this method, I also apply this method to the itinerant antiferromagnet system.
This calculation is very similar, except that I choose a diﬀerent ground state, described
by the spin polarization function:
m0p(r) = −
1
N(0)
∂n0p
∂ε0p
m0e
iQ·rzˆ (4.9)
which deﬁnes a stager magnetization in z direction, with ordered momentum Q. Again,
I use the Landau kinetic equation to study the free oscillation modes. After a similar
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process, I get the equation:
∑
l
[ω − q · vp(1 + F
a
l
2l + 1
)]ν±l (q)Pl(pˆ · qˆ) = ∓2m0[
∑
l
(f0 − f
a
l
2l + 1
)ν±l (q−Q)Pl(pˆ · qˆ)]
(4.10)
Here, again I consider the case where q ‖ Q, and based on the fact that q − 2Q is
equivalent to q, projecting the equation up to l = 1, I can get a closed group of equations
of ν±0 (q), ν
±
0 (q −Q), ν±1 (q), ν±1 (q −Q):
ων±0 (q)−
1
3
qvF (1 +
F a1
3
)ν±1 (q) = 0 (4.11)
ων±0 (q −Q)−
1
3
(q −Q)vF (1 + F
a
1
3
)ν±1 (q −Q) = 0 (4.12)
ων±1 (q)− (1 + F a0 )qvF ν±0 (q)± 2m0(fa0 −
fa1
3
)ν±1 (q −Q) = 0 (4.13)
ων±1 (q −Q)− (1 + F a0 )(q −Q)vF ν±0 (q −Q)± 2m0(fa0 −
fa1
3
)ν±1 (q) = 0 (4.14)
Solving these equations, I get the dispersion of the physical collective modes:
ω1,2 = ±( A0A1Q
3
√
1
3A0A1Q
2 + 4D20
q − 4A0A1D
2
0
3(13A0A1Q
2 + 4D20)
3/2
q2) (4.15)
ω3,4 = ±(
√
1
3
A0A1Q2 + 4D20 −
A0A1Q
3
√
1
3A0A1Q
2 + 4D20
q +
4A0A1D
2
0
3(13A0A1Q
2 + 4D20)
3/2
q2)
(4.16)
where, A0, A1 and D0 still have the same deﬁnition as above. From the results, we
can see that, this method successfully predict the linear dispersion of the magnons in
antiferromagnetic system, and they recover to the ferromagnetic case as Q → 0. In
addition to this, this method also predicts a gapped mode, similar to the one got in
the helical ordered state, and this might be a Higgs mode in itinerant antiferromagnetic
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system.
Chapter 5
Conclusion and Future Work
In this thesis, I mainly present the results of the calculation of the collective modes in
two magnetically ordered systems. In the SOM systems, we ﬁnd an exotic collective
mode with
√
q dispersion in 2D system, close to the phase transition, this mode can
cause triplet pairing SC. In 3D, an FM order is added to avoid the Landau damping.
The collective modes in SOM phase are Landau damped and the collective mode in mix
phase leads to a Lifshitz-like instability towards an inhomogeneous magnetic state. In
the itinerant ferromagnetic system, I and ﬁnd a Higgs-type amplitude mode in addition
to the magnon. I use this model to describe the itinerant FM material MnSi, and
by ﬁtting the available data, I calculate the dynamic structure function which can be
veriﬁed in neutron scattering experiment. The ﬁnite temperature eﬀect to the modes is
also studied based on relaxation time approximation, which leads to the broadening of
the modes. I also develop a method based on Fermi liquid theory to deal with itinerant
SDW state, which successfully predicts the key features of the collective modes under a
crude approximation.
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In the future, more details of the SC state induced by the
√
q mode in SOM state should
be studied such as the critical temperature and the true paring symmetry. The method
used in SOM system can be extended to the state associated to the Pomeranchuck
instability in larger angular momentum channel, such as the electronic liquid crystal and
nematic spin nematic state. For the SDW state, better approximation in the method to
solve the large amount of equations still need to be developed.
Appendix A
Calculation of dynamical response
function in 2D SOM
I can calculate spin response function(i.e. spin-spin correlation function) based on the
Landau kinetic equation(Eq. 2.8). After the Fourier transformation, keeping δB in the
equation, instead of getting equations of νl(Eq. 2.9), I get equations of νp:
[(ω − q · vp)− im1fa1 (zˆ× pˆ)×]νp = [N(0)q · vp − 2im1(zˆ× pˆ)×][δhp − δB] (A.1)
Here, I let δhp = 2
∑
p′(− 1N(0))
∂n0
p′
∂ε0
p′
fapp′νp′ . Eq.( A.1) can be written in matrix form as:
M1 · νp = M2 · (δhp − δB) (A.2)
where,
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M1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
ω − q · vp 0 −im1fa1 pˆx
0 ω − q · vp −im1fa1 pˆy
im1f
a
1 pˆx im1f
a
1 pˆy ω − q · vp
⎞
⎟⎟⎟⎟⎟⎟⎠
,
M2 =
⎛
⎜⎜⎜⎜⎜⎜⎝
N(0)q · vp 0 −2im1pˆx
0 N(0)q · vp −2im1pˆy
2im1pˆx 2im1pˆy N(0)q · vp
⎞
⎟⎟⎟⎟⎟⎟⎠
Keeping the Landau parameters up to l = 1, I have δhp = f
a
0 ν0+
1
2f
a
1 e
iφpν1+
1
2f
a
1 e
−iφpν−1,
then the equation becomes:
νp = K · (fa0 ν0 +
1
2
fa1 e
iφpν1 +
1
2
fa1 e
−iφpν−1 − δB) (A.3)
where, K = M−11 · M2. Considering the continuity equation(Eq. 2.10), the equation
becomes:
νp =K{[qvf
2ω
(1 +
F a1
2
)fa0 e
iφp +
1
2
fa1 e
iφp ]ν1
+ [
qvf
2ω
(1 +
F a1
2
)fa0 e
−iφp +
1
2
fa1 e
−iφp ]ν−1 − δB}
(A.4)
I let the external ﬁeld in z direction, and act the operation 2δB
∑
p(− 1N(0))
∂n0p
∂ε0p
e±iφp on
Eq.( A.4), and I get two equations:
χj+ =[
qvf
2ω
(1 +
F a1
2
)fa0 e
iφqK1 +
1
2
fa1K2] · χj−
+ [
qvf
2ω
(1 +
F a1
2
)fa0 e
−iφqK1 +
1
2
fa1K0] · χj+ −K1 · zˆ
(A.5)
χj− =[
qvf
2ω
(1 +
F a1
2
)fa0 e
−iφqK−1 +
1
2
fa1K−2] · χj+
+ [
qvf
2ω
(1 +
F a1
2
)fa0 e
iφqK−1 +
1
2
fa1K0] · χj− −K−1 · zˆ
(A.6)
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where, χj± are spin-spin current correlation functions deﬁned as χj± =
ν∓1
δB and they are
related to the spin-spin correlation function χ = ν0δB through the continuity equation as:
ωχ− qvf
2
(1 +
F a1
2
)eiφqχj− −
qvf
2
(1 +
F a1
2
)e−iφqχj+ = 0 (A.7)
and these Kl matrices are deﬁned as Kl = 2
∑
p(− 1N(0))
∂n0p
∂ε0p
eilφpK
By solving Eq.( A.5)-( A.7) for the response functions and determining pole of them, I
get the dispersion of the collective mode:
ωc = ±1
2
4
√
1− f
a
0
2fa0 − fa1
√
|2 + F a1 | (2fa0 − fa1 )m1vfq (A.8)
Bibliography
[1] V.P. SILIN. Theory of a degenerate electron liquid. Soviet Physics Jetp-Ussr, 6(2):
387–391, 1958. ISSN 0038-5646.
[2] I.I Pomeranchuck. On the stability of a Fermi liquid. Soviet Physics Jetp-Ussr, 8
(2):361–362, 1959. ISSN 0038-5646.
[3] A.A. Abrikosov and I.E. Dzyaloshinskii. Spin waves in a ferromagnetic metal.
Zhurnal Eksperimental’noi i Teoreticheskoi Fiziki, 35:771–775, 1958.
[4] I.E. Dzyaloshinskii and P.S. Kondratenko. Theory of weak Ferromagnetism in a
Fermi liquid. Zhurnal Eksperimentalnoi I Teoreticheskoi Fiziki, 70(5):1987–2005,
1976. ISSN 0044-4510.
[5] K.B. Blagoev, J.R. Engelbrecht, and K. S. Bedell. S -wave superconductivity in
weak ferromagnetic metals. Philos. Mag. Lett., 78:169, 1998.
[6] K.B. Blagoev, J.R. Engelbrecht, and K. S. Bedell. Eﬀect of ferromagnetic spin
correlations on superconductivity in ferromagnetic metals. Phys. Rev. Lett., 82:
133–136, Jan 1999. doi: 10.1103/PhysRevLett.82.133.
88
Bibliography 89
[7] K.S. Bedell and K.B. Blagoev. Quantum spin hydrodynamics and a new spin-
current mode in ferromagnetic metals. Philos. Mag. Lett., 81:511, 2001.
[8] W. R. Abel, A. C. Anderson, and J. C. Wheatley. Propagation of zero sound in
liquid he3 at low temperatures. Phys. Rev. Lett., 17:74–78, Jul 1966.
[9] T. T. M. Palstra, A. A. Menovsky, J. van den Berg, A. J. Dirkmaat, P. H. Kes,
G. J. Nieuwenhuys, and J. A. Mydosh. Superconducting and magnetic transitions
in the heavy-fermion system uru2si2. Phys. Rev. Lett., 55:2727–2730, Dec 1985.
[10] M. B. Maple, J. W. Chen, Y. Dalichaouch, T. Kohara, C. Rossel, M. S. Torikachvili,
M. W. McElfresh, and J. D. Thompson. Partially gapped fermi surface in the heavy-
electron superconductor uru2si2. Phys. Rev. Lett., 56:185–188, Jan 1986.
[11] U. Walter, C.-K. Loong, M. Loewenhaupt, andW. Schlabitz. Evidence of a magnetic
gaplike excitation in uru2si2. Phys. Rev. B, 33:7875–7878, Jun 1986.
[12] E. Hassinger, G. Knebel, K. Izawa, P. Lejay, B. Salce, and J. Flouquet.
Temperature-pressure phase diagram of uru2si2 from resistivity measurements and
ac calorimetry: Hidden order and fermi-surface nesting. Phys. Rev. B, 77:115117,
Mar 2008.
[13] M. Endres, T. Fukuhara, D. Pekker, M. Cheneau, P. Schaub, C. Gross, S. Kuhr
E. Demler, and I. Bloch. The higgs amplitude mode at the two-dimensional super-
ﬂuid/mott insulator transition. Nature, 487:454, July 2012.
[14] R. Sooryakumar and M. V. Klein. Raman scattering by superconducting-gap ex-
citations and their coupling to charge-density waves. Phys. Rev. Lett., 45:660–662,
Aug 1980.
Bibliography 90
[15] P. B. Littlewood and C. M. Varma. Amplitude collective modes in superconductors
and their coupling to charge-density waves. Phys. Rev. B, 26:4883–4893, Nov 1982.
[16] Ch. Ru¨egg, B. Normand, M. Matsumoto, A. Furrer, D. F. McMorrow, K. W.
Kra¨mer, H. U. Gu¨del, S. N. Gvasaliya, H. Mutka, and M. Boehm. Quantum mag-
nets under pressure: Controlling elementary excitations in tlcucl3. Phys. Rev. Lett.,
100:205701, May 2008.
[17] S. R. Julian C. Pﬂeiderer and G. G. Lonzarich. Non-fermi-liquid nature of the
normal state of itinerant-electron ferromagnets. Nature, 414:427–430, Nov 2001.
[18] Y. Ishikawa, G. Shirane, J. A. Tarvin, and M. Kohgi. Magnetic excitations in the
weak itinerant ferromagnet mnsi. Phys. Rev. B, 16:4956–4970, Dec 1977.
[19] S M Stishov, A E Petrova, S Khasanov, G Kh Panova, A A Shikov, J C Lashley,
D Wu, and T A Lograsso. Heat capacity and thermal expansion of the itinerant
helimagnet mnsi. Journal of Physics: Condensed Matter, 20(23):235222, 2008.
[20] T. Jeong and W. E. Pickett. Implications of the b20 crystal structure for the
magnetoelectronic structure of mnsi. Phys. Rev. B, 70:075114, Aug 2004.
[21] John Delaney Feldmann. Novel itinerant transverse spin waves. PhD thesis, Boston
College, 2009.
[22] Gordon Baym and Christopher Pethick. Landau Fermi-Liquid Theory: Concepts
and Applications. John Wiley and Sons, Inc., 1991.
[23] Hari Prasad Dahal. Correlation eﬀects in dilute Fermi liquids: nonequilibrium spin
systems and graphene. PhD thesis, Boston College, 2008.
Bibliography 91
[24] Alexander Fetter and John Dirk Walecka. Quantum Theory of Many Particle Sys-
tems. Dover Publications, Inc., 2003.
[25] Philippe Nozieres. Theory of Interacting Fermi Systems. AddisonWesley Longman,
Inc., 1997.
[26] David Pines and Philippe Nozieres. Theory of Quantum Liquids. Perseus Books
Publishing, L. L. C., 1999.
[27] C. Kittel. Quantum Theory of Solids. Wiley Press, 1987.
[28] L. H. Thomas. The motion of the spinning electron. Nature, 117:514, 1926.
[29] Vadim Oganesyan, Steven A. Kivelson, and Eduardo Fradkin. Quantum theory of
a nematic fermi ﬂuid. Phys. Rev. B, 64:195109, Oct 2001.
[30] Markus Garst and Andrey V. Chubukov. Electron self-energy near a nematic quan-
tum critical point. Phys. Rev. B, 81:235105, Jun 2010.
[31] Max A. Metlitski and Subir Sachdev. Quantum phase transitions of metals in two
spatial dimensions. i. ising-nematic order. Phys. Rev. B, 82:075127, Aug 2010.
[32] P. Wo¨lﬂe and A. Rosch. Fermi liquid near a quantum critical point. Journal of Low
Temperature Physics, 147(3-4):165–177, 2007. ISSN 0022-2291.
[33] C. A. Lamas, D. C. Cabra, and N. Grandi. Generalized pomeranchuk instabilities
in graphene. Phys. Rev. B, 80:075108, Aug 2009.
[34] C. A. Lamas, D. C. Cabra, and N. E. Grandi. Pomeranchuk instabilities in multi-
component lattice systems at ﬁnite temperature. International Journal of Modern
Physics B, 25(27):3539–3554, 2011.
Bibliography 92
[35] Congjun Wu and Shou-Cheng Zhang. Dynamic generation of spin-orbit coupling.
Phys. Rev. Lett., 93:036403, Jul 2004.
[36] Congjun Wu, Kai Sun, Eduardo Fradkin, and Shou-Cheng Zhang. Fermi liquid
instabilities in the spin channel. Phys. Rev. B, 75:115103, Mar 2007.
[37] B. Andrei Bernevig, J. Orenstein, and Shou-Cheng Zhang. Exact su(2) symmetry
and persistent spin helix in a spin-orbit coupled system. Phys. Rev. Lett., 97:236601,
Dec 2006.
[38] C. M. Varma. Cure to the Landau-Pomeranchuk and associated long-wavelength
Fermi-surface instabilities on the lattice. Philosophical Magazine, 85(15):1657–1666,
May 21 2005.
[39] C. M. Varma and Lijun Zhu. Helicity order: hidden order parameter in uru2si2.
Phys. Rev. Lett., 96:036405, Jan 2006.
[40] C. Broholm, J. K. Kjems, W. J. L. Buyers, P. Matthews, T. T. M. Palstra, A. A.
Menovsky, and J. A. Mydosh. Magnetic excitations and ordering in the heavy-
electron superconductor uru2si2. Phys. Rev. Lett., 58:1467–1470, Apr 1987.
[41] D. S. Saraga and Daniel Loss. Fermi liquid parameters in two dimensions with
spin-orbit interaction. Phys. Rev. B, 72:195319, Nov 2005.
[42] Yi Li and Congjun Wu. Spin-orbit coupled fermi liquid theory of ultracold magnetic
dipolar fermions. Phys. Rev. B, 85:205126, May 2012.
[43] Toshimitsu Fujita and Khandker F. Quader. Spin-orbit coupling in fermi-liquid
theory. Phys. Rev. B, 36:5152–5159, Oct 1987.
Bibliography 93
[44] P.M. Chaikin and T.C. Lubensky. Principles of Condensed Matter Physics. Cam-
bridge University Press, 1995.
[45] S.A. Brazovskii. Phase-transition of an isotropic system to an inhomogeneous state.
Zhurnal Eksperimentalnoi I Teoreticheskoi Fiziki, 68(1):175–185, 1975.
[46] E.I. Rashba. Properties of semiconductors with an extremum loop .1. cyclotron and
combinational resonance in a magnetic ﬁeld perpendicular to the plane of the loop.
Soviet Physics-Solid State, 2(6):1109–1122, 1960.
[47] S. A. Kivelson, I. P. Bindloss, E. Fradkin, V. Oganesyan, J. M. Tranquada, A. Ka-
pitulnik, and C. Howald. How to detect ﬂuctuating stripes in the high-temperature
superconductors. Rev. Mod. Phys., 75:1201–1241, Oct 2003.
[48] S. Weinberg. The Quantum Theory of Fields Vol.2. Cambridge Univ. Press, 1991.
[49] ATLAS Collaboration. Observation of a new particle in the search for the standard
model higgs boson with the {ATLAS} detector at the {LHC}. Physics Letters B,
716(1):1 – 29, 2012.
[50] CMS Collaboration. Observation of a new boson at a mass of 125 gev with the
{CMS} experiment at the {LHC}. Physics Letters B, 716(1):30 – 61, 2012.
[51] P.A. Lee, T.M. Rice, and P.W. Anderson. Conductivity from charge or spin density
waves. Solid State Communications, 14(8):703 – 709, 1974.
[52] P. B. Littlewood and C. M. Varma. Gauge-invariant theory of the dynamical inter-
action of charge density waves and superconductivity. Phys. Rev. Lett., 47:811–814,
Sep 1981.
Bibliography 94
[53] CM Varma. Higgs boson in superconductors. Journal of Low Temperature Physics,
126(3-4):901–909, Feb 2002.
[54] Daniel Podolsky, Assa Auerbach, and Daniel P. Arovas. Visibility of the amplitude
(higgs) mode in condensed matter. Phys. Rev. B, 84:174522, Nov 2011.
[55] Ehud Altman and Assa Auerbach. Oscillating superﬂuidity of bosons in optical
lattices. Phys. Rev. Lett., 89:250404, Dec 2002.
[56] L. Pollet and N. Prokof’ev. Higgs mode in a two-dimensional superﬂuid. Phys. Rev.
Lett., 109:010401, Jul 2012.
[57] S. D. Huber, E. Altman, H. P. Bu¨chler, and G. Blatter. Dynamical properties of
ultracold bosons in an optical lattice. Phys. Rev. B, 75:085106, Feb 2007.
[58] D. E. Moncton, J. D. Axe, and F. J. DiSalvo. Neutron scattering study of the
charge-density wave transitions in 2h-tase2 and 2h-nbse2. Phys. Rev. B, 16:801–
819, Jul 1977.
[59] M. Barmatz, L. R. Testardi, and F. J. Di Salvo. Elasticity measurements in the
layered dichalcogenides tase2 and nbse2. Phys. Rev. B, 12:4367–4376, Nov 1975.
[60] J. P. Jan P. de Trey, Suso Gygax. Anisotropy of the ginzburg-landau parameter in
nbse2. J. Low Temp. Phys., 11:421–434, May 1973.
[61] Immanuel Bloch, Jean Dalibard, and Wilhelm Zwerger. Many-body physics with
ultracold gases. Rev. Mod. Phys., 80:885–964, Jul 2008.
[62] S. Sachdev. Quantum Phase Transitions 2nd edition. Cambridge Univ. Press, 2011.
Bibliography 95
[63] S. D. Huber, E. Altman, H. P. Bu¨chler, and G. Blatter. Dynamical properties of
ultracold bosons in an optical lattice. Phys. Rev. B, 75:085106, Feb 2007.
[64] Akira Oosawa, Masashi Fujisawa, Toyotaka Osakabe, Kazuhisa Kakurai, and
Hidekazu Tanaka. Neutron diﬀraction study of the pressure-induced magnetic or-
dering in the spin gap system tlcucl3. Journal of the Physical Society of Japan, 72
(5):1026–1029, 2003.
[65] Hidekazu Tanaka, Kenji Goto, Masashi Fujisawa, Toshio Ono, and Yoshiya Uwa-
toko. Magnetic ordering under high pressure in the quantum spin system tlcucl3.
Physica B: Condensed Matter, 329 C 333, Part 2(0):697 – 698, 2003. Proceedings
of the 23rd International Conference on Low Temperature Physics.
[66] F. Bloch. On the theory of ferromagnetism. Zeitschrift Fur Physik, 61(3-4):206–219,
Mar 1930.
[67] JC Slater. Cohesion in monovalent metals. Physical Review, 35(5):0509–0529, MAR
1930.
[68] RD Lowde. Spin ﬂuctuation scattering of neutrons and the ferromagnetic state
in iron. Proceedings of The Royal Society of London Series a-Methematical and
Physical Science, 235(1202):305–320, 1956.
[69] T Moriya and A Kawabata. Eﬀect of spin ﬂuctuations on itinerant electron ferro-
magnetism. Journal of The Physical Society of Japan, 34(3):639–651, 1973.
[70] Yi Zhang and Kevin S. Bedell. Spin orbit magnetism and unconventional super-
conductivity. Phys. Rev. B, 87:115134, Mar 2013.
Bibliography 96
[71] H.J. Williams, J.H. Wernick, R.C. Sherwood, and G.K. Wertheim. Magnetic proper-
ties of the monosilicides of some 3d transition elements. Journal of Applied Physics,
37:1256, 1966.
[72] D Shinoda and S Asanabe. Magentic properties of silicides of iron group transition
elements. Journal of The Physical Society of Japan, 21(3):555–&, 1966.
[73] E. Fawcett, J.P. Maita, and H.J. Wernick. Magnetoelastic and thermal properties
of MnSi. International Journal of Magnetism, 1:29–34, Oct. 1970.
[74] Y. Ishikawa, K. Tajima, D. Bloch, and M. Roth. Helical spin structure in manganese
silicide mnsi. Solid State Communications, 19(6):525 – 528, 1976.
[75] J.H. Wernick, G.K. Wertheim, and R.C. Sherwood. Magnetic behavior of monosili-
cides of 3d-transition elements. Materials Research Bulletin, 7(12):1431–1441, 1972.
[76] L.M. Levinson, G.H. Lander, and M.O. Steinitz. Anomalous magnetic behaviour
of MnSi. In AIP Conference Proceedings, pages 1138–42. IEEE; American Inst.
Phys, 1972 1972. 18th Annual Conference on Magnetism and Magnetic Materials,
28 Nov.-1 Dec. 1972, Denver, CO, USA.
[77] K.S. Dy and C.J. Pethick. Transport coeﬃcients of a normal Fermi liquid - Appli-
cation to liquid He3. Physical Review, 185(1):373–&, 1969.
[78] Hideo Hasegawa and Toˆru Moriya. Eﬀect of spin ﬂuctuations on itinerant electron
antiferromagnetism. Journal of the Physical Society of Japan, 36(6):1542–1553,
1974.
[79] N I Kulikov and V V Tugushev. Spin-density waves and itinerant antiferromag-
netism in metals. Soviet Physics Uspekhi, 27(12):954, 1984.
Bibliography 97
[80] I. Dzyaloshinsky. A thermodynamic theory of weak ferromagnetism of antiferro-
magnetics. Journal of Physics and Chemistry of Solids, 4(4):241 – 255, 1958.
[81] T Moriya. Anisotropic Superexchange Interaction andWeak Ferromagnetism. Phys-
ical Review, 120(1):91–98, 1960.
[82] D. Belitz, T. R. Kirkpatrick, and A. Rosch. Theory of helimagnons in itinerant
quantum systems. Phys. Rev. B, 73:054431, Feb 2006.
