Boundary conditions and phase transitions in neural networks. Simulation results.
This paper gives new simulation results on the asymptotic behaviour of theoretical neural networks on Z and Z(2) following an extended Hopfield law. It specifically focuses on the influence of fixed boundary conditions on such networks. First, we will generalise the theoretical results already obtained for attractive networks in one dimension to more complicated neural networks. Then, we will focus on two-dimensional neural networks. Theoretical results have already been found for the nearest neighbours Ising model in 2D with translation-invariant local isotropic interactions. We will detail what happens for this kind of interaction in neural networks and we will also focus on more complicated interactions, i.e., interactions that are not local, neither isotropic, nor translation-invariant. For all these kinds of interactions, we will show that fixed boundary conditions have significant impacts on the asymptotic behaviour of such networks. These impacts result in the emergence of phase transitions whose geometric shape will be numerically characterised.