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Résumé
La famille de modèles dite des ﬁltres de Kalman permet d’estimer les états
d’un système dynamique à partir d’une série demesures incomplètes ou bruitées.
Malgré leur relative simplicité de modélisation, ces ﬁltres sont utilisés dans un
large spectre scientiﬁque dont le radar, la vision, et les communications. Ce suc-
cès repose, pour l’essentiel, sur l’existence d’algorithmes de ﬁltrage et de lissage
exacts et rapides, i.e. linéaires au nombre d’observations, qui minimisent l’erreur
quadratique moyenne.
Dans cette thèse, nous nous sommes intéressés au ﬁltre de Kalman couple.
Celui-ci intègre, par rapport au modèle original, de nouvelles possibilités d’in-
teractions entre états cachés et observations, tout en conservant des algorithmes
exacts et rapides dans le cas linéaire et gaussien. Nous étudions plus partic-
ulièrement le problème de l’estimation non supervisée et robuste des paramè-
tres d’un ﬁltre de Kalman couple à partir d’observations en nombre limité. Le
manuscrit décrit ainsi plusieurs algorithmes d’apprentissage par estimation du
maximum de vraisemblance selon le principe EM (Expectation-Maximization). Ces
algorithmes originaux permettent d’intégrer des contraintes a priori sur les pa-
ramètres du système étudié, comme expressions de connaissances partielles sur
la physique de l’application ou sur le capteur. Ces systèmes contraints réduisent
l’ambiguïté liée au problème d’identiﬁabilité du ﬁltre de Kalman couple lors de
l’estimation des paramètres. Ils permettent également de limiter le nombre de
maxima locaux de la fonction de vraisemblance en réduisant la dimension de
l’espace de recherche, et ainsi évitent parfois le piégeage de l’algorithme EM.
Il est important de noter que l’ensemble des algorithmes proposés dans ce
manuscrit s’applique directement au ﬁltre de Kalman original, comme cas parti-
culier du ﬁltre de Kalman couple. Tous les algorithmes sont rendus robustes par
la propagation systématique de racines-carrés des matrices de covariance au lieu
des matrices de covariance elles-mêmes, permettant ainsi d’éviter les difﬁcultés
numériques bien connues liées à la perte de positivité et de symétrie de ces matri-
ces. Ces algorithmes robustes sont ﬁnalement évalués et comparés dans le cadre
d’une application de biométrie de l’iris à partir de vidéos. Le suivi de la pupille
est exploitée pour enrôler et identiﬁer en temps-réel une personne grâce à son
iris-code.
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Abstract
The family of Kalman ﬁlter model allows to estimate the states of a dynam-
ical system from a set of observations. Despite a simple model, these ﬁlters are
used in a large ﬁeld of applications : Radar, vision and communications. The suc-
cess is mainly based on the existence of exact smoothing or ﬁltering algorithms,
i.e. linear to the number of observations and which minimize the mean square
error.
In this thesis, we are concerned about the pairwise Kalman ﬁlter. This ﬁl-
ter adds from the orignal model, new interactions between hidden states and
obervations while keeping exact algorithms in the case of linear and Gaussian
models. We studied particularly the problem of the unsupervised and robust es-
timation of a pairwise Kalman ﬁlter parameters from a limited set of observa-
tions. The manuscript describes several learning algorithms by the estimation of
the likelihood maximum according to EM (Expectation-Maximization) principle.
These original algorithms allow to embed a-priori constraints on studied system
parameters, like a knowledge about physical or sensors. These constrained sys-
tems reduce the ambiguity, linked to identiﬁability issue of the pairwise Kalman
ﬁlter during the parameter estimation. They allow also to limit the number of lo-
cal maxima of likelihood function with the reduction of the dimension of search
space and avoid sometime the trapping of EM algorithm.
It is important to note that all proposed algorithm of this manuscrit can be
applied to the original Kalman ﬁlter, as a particular pairwise Kalman ﬁlter. All
algorithm are made robust by the propagation of square root matrices instead
of the covariance matrices, which allows to limit the numerical issues, linked to
the loses of symetry or positivity of these matrices. These algorithm are ﬁnally
evaluated and compared in the case of an iris biometry application from video
sequences. Pupil tracking is used to enroll and recognize in real-time a person
thanks to its iris-code.
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Introduction
Dans cette thèse, nous considérons le problème, inclus dans le ﬁltrage statis-
tique bayésien, qui consiste à estimer des états cachées x = {xn}n∈N à partir d’un
ensemble d’observations y = {yn}n=0:N . La famille de modèles dite des ﬁltres de
Kalman permet d’estimer les états d’un système dynamique linéaire gaussien à
partir d’une série de mesures incomplètes ou bruitées. Malgré leur relative sim-
plicité de modélisation, ces ﬁltres sont utilisés dans un large spectre scientiﬁque
dont
– la poursuite d’objets mobiles [58],
– la restauration de signaux bruités [61],
– l’analyse de marchés ﬁnanciers [56] etc
Ce succès repose, pour l’essentiel, sur l’existence d’algorithmes de ﬁltrage et de
lissage exacts et rapides, i.e linéaires au nombre d’observations, qui minimisent
l’erreur quadratique moyenne.
Pour s’affranchir des hypothèses parfois trop contraignantes de linéarité et/ou
de gaussiannité sous-jacentes au modèle original, des méthodes par approxima-
tions déterministes ou stochastiques ont ensuite été proposées, parmi lesquelles
on peut citer le ﬁltre de Kalman étendu, le ﬁltre de Kalman sans parfum ou bien
encore le ﬁltrage particulaire. La première section de cette introduction propose
une synthèse de ces différents modèles.
Le modèle de Kalman est un modèle paramétrique et la connaissance de ses
paramètres est requise pour restaurer les données. Or, il est parfois délicat de ré-
gler ces paramètres manuellement pour un problème ou une application donnée.
La seconde section de cette introduction décrit certains algorithmes d’apprentis-
sage non-supervisés des paramètres pour le ﬁltre de Kalman.
Dans cette thèse, nous nous sommes intéressés au modèle linéaire du ﬁltre
de Kalman couple qui conserve des équations de ﬁltrage et de lissage exacts et
pour lequel il est possible d’implémenter un algorithme d’apprentissage non-su-
pervisé. La troisième section de cette introduction expose la problématique de la
thèse et décrit nos principales contributions méthodologiques et numériques sur
ce ﬁltre.
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INTRODUCTION
1 Autours du ﬁltre de Kalman
Dans le cadre de la modélisation d’un signal naturel, le plus simple est de
considérer un bruit aléatoire additif entre observations yn (de dimension ny) et
états cachés xn (de dimension nx). Dès lors, chaque observation yn peut être
notée
yn = F
y,x
n xn + ω
y
n, (1)
où F y,xn est la matrice d’observation et ω
y
n un bruit. Dans le contexte probabiliste
de cette thèse, les états et observations sont modélisés par des variables aléatoires
(v.a). Dans le cas simple où le bruit est négligeable et où la matrice d’observation
F y,xn est connue, le ﬁltre inverse [52] ou le ﬁltre régularisé s’appliquent. Sinon,
le ﬁltre de Wiener [73] permet de restaurer les états cachés quand les densités
spectrales de puissance du bruit et des états cachés sont connues.
Or, ce modèle (1) ne tient pas compte des éventuelles dépendances entre états
cachés successifs, pouvant améliorer signiﬁcativement les résultats du ﬁltrage.
Le système, connu sous le nom de ﬁltre de Kalman [37], ajoute à (1) une équation
d’évolution markovienne des états cachés, aboutissant au système suivant�
xn = F
x,x
n xn−1 + ω
x
n
yn = F
y,x
n xn + ω
y
n
, (2)
où
– ωxn est le bruit de modèle, gaussien, centré, de matrice de covariance Q
x,x
n .
– ωyn le bruit de mesure, gaussien, centré, de matrice de covariance Q
y,y
n .
– F x,xn la matrice d’état de dimensions (nx × nx).
– les v.a ωxn sont supposées mutuellement indépendantes et indépendantes
de la v.a x0 qui suit une loi gaussienne de moyenne xˆ0 et de matrice de
covariance Qx,x0 .
– les v.a ωyn sont supposées elles-mêmes mutuellement indépendantes et
indépendantes des v.a ωxn et de la v.a x0 .
Remarque: Dans un tel modèle, le processus conjoint t = {tn}n=0:N , avec tn =
[xTn ,y
T
n−1]
T constitue une chaîne de Markov cachée [21], c.a.d la loi conjointe du
couple (x,y) s’écrit :
p (t) = p (x0)
N�
n=1
p (xn |xn−1 )
N�
n=0
p (yn |xn ) . (3)
Sous ces hypothèses, toutes les densités de probabilité (d.d.p) a posteriori des
états cachés connaissant les observations sont gaussiennes. Nous noterons dans
le suite du manuscrit xn|p la v.a xn| {yi}i=0:p. Depuis les travaux précurseurs de
R. Kalman datant de 1960, la restauration optimale des états, au sens de l’erreur
quadratique moyenne (EQM), se fait de manière exacte et rapide à partir des
2
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équations de ﬁltrage et de lissage et détermine à chaque instant n, la loi de xn|p ∼
N
�
xˆn|p,P n|p
�
. Le calcul de la densité de probabilité de xn|N est effectué en deux
passes séquentielles :
– Passe avant : Cette étape itérative propage, de proche en proche, les d.d.p a
posteriori des états cachés xn|n . Elle est composée d’une étape de prédic-
tion, suivie d’une étape de ﬁltrage :
1. Prédiction : la d.d.p de xn+1|n se calcule à partir de la d.d.p de xn|n
selon
xˆn+1|n = F
x,x
n+1xˆn|n,
P n+1|n = Q
x,x
n+1 + F
x,x
n+1P n|n
�
F
x,x
n+1
�T
. (4)
2. Filtrage : la d.d.p de xn+1|n+1 se calcule à partir de la d.d.p de celle de
xn+1|n .
D’abord, la d.d.p de yn+1|n est déterminée par
yˆn+1|n = F
y,x
n+1xˆn+1|n,
Sn+1|n = Q
y,y
n+1 + F
y,x
n+1P n+1|n
�
F
y,x
n+1
�T
, (5)
où yˆn+1|n et Sn+1|n représentent respectivement l’espérance et la covari-
ance de yn+1|n .
Puis, la d.d.p de xn+1|n+1 est obtenue grâce à
y˜n+1|n = yn+1 − yˆn+1|n,
Kn+1|n+1 = Q
x,x
n+1|n
�
F
y,x
n+1
�T
S−1
n+1|n,
xˆn+1|n+1 = xˆn+1|n +Kn+1|n+1y˜n+1|n,
P n+1|n+1 = P n+1|n −Kn+1|n+1Qy,yn+1|nKTn+1|n+1, (6)
où y˜n+1|n est l’innovation et Kn+1|n+1 le gain de ﬁltrage.
– Passe arrière : Cette étape, aussi dénommée lissage, propage de proche en
proche de manière rétrograde la d.d.p a posteriori de xn|N . La d.d.p de
xn|N se calcule en fonction de la d.d.p de xn+1|N selon
Kn|N = P n|n [F
x,x
n ]
T
P−1
n+1|n,
xˆn|N = xˆn|n −Kn|N
�
xˆn+1|N − xˆn+1|n
�
,
P n|N = P n|n +Kn|N
�
P n+1|N − P n+1|n
�
KTn|N , (7)
où Kn|N est le gain de lissage.
Remarque: La restauration des états cachés par xˆ =
�
xˆn|N
�
n∈N
est optimale au
sens de l’EQM,
EQM(x, xˆ) =
1
P
P−1�
i=0
[xi − xˆx]T [xi − xˆi] (8)
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et maximise la fonction de vraisemblance p (y |x) du modèle.
Bien que le ﬁltre de Kalman permette le calcul exact des d.d.p a posteriori des
états cachés, il est bien connu que la propagation des matrices de covariance peut
provoquer une divergence numérique du ﬁltre [24,55,63] : les matrices de covari-
ance, théoriquement positives et symétriques, peuvent perdre l’une ou/et l’autre
des propriétés au cours du déroulement des algorithmes séquentiels de ﬁltrage
ou de lissage. Ces erreurs proviennent de la précision limitée des ordinateurs. La
divergence numérique apparait principalement dans les cas où
1. les bruits de modèle et de mesure ne sont pas du même ordre de grandeur,
2. le signal à restaurer comporte un grand nombre N d’échantillons.
Deux techniques permettent de retarder la divergence numérique du ﬁltre : l’aug-
mentation du nombre de digits employés pour les calculs numériques (de 32 à 64
bits par exemple) ou la symétrisation forcée des matrices de covariance. Cepen-
dant, aucune de ces deux méthodes ne garantit formellement la positivité des
matrices de covariance, et n’empêche donc la divergence numérique. Aﬁn de
remédier à ce problème, deux familles de méthodes sont utilisées :
1. La première famille ajoute un bruit ﬁctif aux observations ou aux états
cachés. Cela permet de faire face au mauvais conditionnement des matrices
de covariance du bruit de mesure ou de modèle, et de garantir la positiv-
ité des matrices de covariance. Celle-ci sufﬁt à garantir la stabilité du ﬁltre,
mais l’ajout de bruit biaise l’estimation des états cachés.
2. La seconde famille propose de remplacer la propagation des matrices de
covariance dans l’algorithme séquentiel, par la propagation d’une de leur
racine-carrée [7], ou d’une matrice dérivée. Ainsi, si on garde les matrices
de covariance sous cette forme, on impose d’une part, la symétrie et d’autre
part, la positivité. Dès lors, la divergence numérique due à la perte d’une de
ces deux propriétés devient impossible. Deux types d’algorithmes rapides
ont été proposés pour propager ces matrices :
a. Les algorithmes basés sur des décompositions UD [6] 1 propagent une
matrice unitaire ainsi que les valeurs propres de la matrice de covariance.
b. Les algorithmes basés sur des décompositions QR [47] 2 propagent une
racine carrée triangulaire supérieure de la matrice de covariance.
Le ﬁltre de Kalman, tel qu’il a été déﬁni dans les équations (4− 7) n’est optimal
que dans le cadre de modèles linéaires et gaussiens, ce qui n’est pas le cas de la
plupart des modèles physiques. Dans un cas non-linéaire, l’équation d’état du
ﬁltre de Kalman est remplacée par une équation fonctionnelle de la forme
xn+1 = G
x,x(xn) + ω
x
n+1, (9)
1. Toute matrice symétrique positive S s’écrit S = UDUT , avec U , une matrice unitaire et
D , une matrice de valeurs propres positives.
2. Toute matrice M peut s’écrireM = UR, où U est une matrice unitaire et R , une matrice
triangulaire supérieure.
4
INTRODUCTION
où Gx,x est une fonction matricielle. Dès lors, le ﬁltre de Kalman ne peut plus
s’appliquer. Une première approche, le ﬁltre de Kalman non-linéaire ou ﬁltre de
Kalman étendu (EKF) [36], propose de réaliser une linéarisation de l’équation (9)
sous la forme
xn+1 =
∂Gx,x
∂x
(xn)� �� �
F
x,x
n+1
xn + ω
x
n+1. (10)
Les équations du ﬁltre de Kalman sont alors ré-utilisées en tenant compte de
cette approximation. Cependant, l’EKF n’est pas optimal selon les critères de la
vraisemblance et de l’erreur quadratique moyenne [8,44]. Une autre conséquence
est la tendance du ﬁltre à sous-estimer les matrices de covariance, et donc à sur-
estimer la conﬁance dans les estimations produites. La qualité de ﬁltrage peut
être améliorée de deux façons :
1. Il a été proposé d’ajouter un bruit ﬁctif aux mesures ou aux états cachés
pour corriger les covariances des états cachés estimés. Bien que cette solu-
tion puisse dans certains cas résoudre le problème, elle biaise l’estimation
et ne garantit pas la convergence.
2. Une autre approche [19] consiste à intégrer l’erreur d’approximation lors
de la linéarisation de (9) dans les matrices de covariance estimées. Cette
méthode est plus ﬁable que la précédente mais ne garantit pas non-plus
théoriquement la convergence du ﬁltre de Kalman étendu vers la solution
optimale.
À l’instar du ﬁltre de Kalman, le ﬁltre de Kalman étendu souffre lui aussi de
problème de stabilité numérique. Les algorithmes robustes proposés pour le ﬁltre
de Kalman sont eux-aussi applicables au ﬁltre de Kalman étendu.
Au lieu d’utiliser des méthodes de linéarisation de la matrice d’état, Julier
et al ont proposé de propager un ensemble de points pour approximer les den-
sités de probabilité des états cachés. Cette méthode est employée dans le ﬁltre de
Kalman sans-saveur (UKF) [71] qui utilise un ensemble déterministe de 2nx + 1
points sigma sélectionnés autours de l’espérance de l’état caché xˆUKFn|n selon
xσn,0 = xˆ
UKF
n|n ,
∀i ∈ [1, nx],xσn,i = xˆUKFn|n +
�wi
2
�
−1 �
P UKFn|n
� 1
2
i
∀i ∈ [1, nx],xσn,i+nx , = xˆUKFn|n −
�wi
2
�
−1 �
P UKFn|n
� 1
2
i
,
∀i ∈ [1, 2nx], wi = 1− w
0
2nx
, (11)
où
�
P UKFn|n
� 1
2
i
est la i-ième colonne d’une racine-carrée de la matrice de covariance
estimée P UKFn|n , et où w
0 est un poids pris entre 0 et 1. Les points sont ensuite
propagés via l’équation d’état (9) :
xˆ
σ,p
n+1,i = G
x,x(xσn,i). (12)
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L’espérance et la covariance de l’état prédit xn+1|n sont alors déterminées de
manière empirique grâce aux formules suivantes
xˆUKFn+1|n =
2nx�
i=0
wixσ,pn+1,i,
P UKFn+1|n =
2nx�
i=0
wi
�
x
σ,p
n+1,i − xˆUKFn+1|n
� �
x
σ,p
n+1,i − xˆUKFn+1|n
�T
+Qx,x. (13)
L’état ﬁltré xn+1|n+1 est ensuite estimé grâce aux équations de ﬁltrage du ﬁltre
de Kalman étendu, remplaçant xˆn+1|n et P n+1|n par xˆUKFn+1|n et P
UKF
n+1|n. Pour le lis-
sage, les auteurs ré-utilisent également les équations présentées dans le ﬁltre de
Kalman étendu. À l’instar du ﬁltre de Kalman, l’UKF souffre lui aussi de prob-
lème de stabilité numérique. Dans [62, 70], les auteurs proposent des méthodes
qui propagent les racines carrées des matrices de covariance. Cependant, il faut
souligner que l’UKF reste non optimal selon le critère de la vraisemblance et selon
le critère de l’erreur quadratique moyenne.
Les méthodes dites de Monte-Carlo [46] constituent une alternative à ces ﬁl-
tres dans le cas non-linéaire et/ou non-gaussien. Ces méthodes reposent sur l’es-
timation empirique des d.d.p des variables aléatoires par un grand nombre de
tirages aléatoires. Elles sont connues pour être asymptotiquement efﬁcaces selon
le critère de la vraisemblance, c.a.d que quand le nombre de tirages tend vers l’in-
ﬁni, la méthode tend à maximiser la fonction de vraisemblance p (y |x). Elles ont
été adaptées au ﬁltre de Kalman sous le nom de ﬁltre particulaire [27]. Les états
cachés sont tirés de proche en proche selon la d.d.p de transition Π
�
xn
��xjn−1 � ,
où j représente le numéro de la particule. À chaque instant n, toutes les particules
sont pondérées par un poids proportionnel à la vraisemblance du chemin suivi
par la particule soit
ω
j
n|p ∝ p
�
y0:p
��xj0:n � . (14)
Les d.d.p des états cachés sont ensuite déterminées demanière empirique. Cepen-
dant, il a été constaté par de nombreux auteurs que, après un grand nombre
d’itérations, seulement quelques particules pouvaient être représentatives (i.e. les
poids d’un grand nombre de particules devenait négligeable). Ce problème est
celui de la dégénérescence des méthodes de Monte-Carlo. L’article [18] propose
d’introduire un ré-échantillonnage des particules, nommé SIR (Sequential Impor-
tance Resampling) : à chaque itération n, la dispersion des particules est mesurée et
si elle est trop importante, les particules sont ré-échantillonnées, c.a.d que les par-
ticules de poids les plus faibles sont alors supprimées et les particules représen-
tatives sont dupliquées proportionnellement à leur poids. Il est à noter que les
méthodes de ré-échantillonnage combinent les particules entre elles et empêchent
donc toute parallélisation 3 pour le tirage des particules.
3. La parallélisation des particules dans les méthodes particulaires sans ré-échantillonnage est
réalisée par le tirage simultané de plusieurs particules.
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Notons ﬁnalement, que les méthodes de ﬁltre de Kalman sans-saveur, ou de
ﬁltre de Kalman à particules augmentent la complexité algorithmique, comparé à
l’algorithme original, d’un facteur proportionnel au nombre de particules ou de
points sigma. Aucun de ces modèles n’est optimal selon le critère de la vraisem-
blance, même si le ﬁltre particulaire l’est asymptotiquement.
2 Filtre de Kalman non-supervisé
Tous les modèles présentés ci-dessus requièrent la connaissance parfaite de
leurs paramètres, dont l’ensemble sera noté θ, pour restaurer ou prédire les états
cachés. Ces paramètres sont soit donnés par la connaissance physique du prob-
lème, soit réglés manuellement, ce qui s’avère souvent délicat. Il est donc néces-
saire d’apprendre les paramètres du modèle, c.a.d maximiser un critère en fonc-
tion de ces paramètres. Dans la littérature, très souvent, on cherche àmaximiser la
fonction de vraisemblance, dont on nomme l’argument du maximum, estimateur
du maximum de vraisemblance. Cet estimateur permet d’estimer les paramètres
dans le cadre de modèles simples, mais n’a plus nécessairement d’expression an-
alytique quand le modèle devient plus complexe.
Soit le logarithme népérien de la fonction de vraisemblance d’un ﬁltre de
Kalman
logL (y;θ) = log p (y |θ ),
=
N�
n=0
log
��Sn|n−1��+ y˜Tn|n−1S−1n|n−1y˜n|n−1. (15)
Il n’est pas possible de maximiser directement la vraisemblance. L’algorithme
d’espérance-maximisation (EM) [14] offre une solution itérative pour approcher
le maximum de vraisemblance. Chaque itération j de l’algorithme EM se décom-
pose en deux étapes :
1. l’étape d’espérance (E) :
Les d.d.p de x(j)
n|N = xn
���y0:N ,θ(j) sont estimées via les algorithmes de ﬁl-
trage et de lissage pour déterminer la fonction auxiliaire de vraisemblance
g(j) (θ) = E
�
log(L (x,y;θ))
���y,θ(j)� (16)
qui a le même sens de variation que la fonction de vraisemblance.
2. l’étape de maximisation (M) :
Les paramètres du modèle sont mis à jour en maximisant la fonction auxil-
iaire de vraisemblance par rapport à ceux-ci :
θ
(j+1) = argmax
θ
�
g(j) (θ)
�
. (17)
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Quand il n’est pas possible de trouver une expression analytique pour l’ar-
gument du maximum de la fonction auxiliaire de vraisemblance, on peut se
contenter d’en accroitre la valeur. Un tel algorithme converge lui-aussi vers
un maximum de la fonction de vraisemblance et se dénomme algorithme
EM généralisé (GEM).
Remarques:
– L’algorithme EM converge vers un maximum local de la fonction de vrai-
semblance et non global. Donc, si l’algorithme est initialisé trop loin de la
solution optimale, il peut rester piégé par l’un de ces maxima locaux.
– Une variante de l’algorithme EM permet de réduire les risques de conver-
gence vers les maxima locaux : l’algorithme EM stochastique (SEM) [10].
Celui-ci ajoute une étape stochastique (S) entre les étapes d’espérance et
de maximisation. L’étape S repose sur le tirage des états cachés x selon
la loi a posteriori p (xn |y0:N ) . Dans sa version initiale, l’algorithme EM est
arrêté quand la variation des états cachés est négligeable entre deux itéra-
tions. Cependant, la garantie de l’arrêt de l’algorithme SEM est impossible
à cause de sa nature stochastique.
– Le principe de l’algorithme EM a été appliqué dans le cadre du ﬁltre de
Kalman [66] pour l’apprentissage non-supervisé de ses paramètres.
Les algorithmes d’apprentissage non-supervisés sont aussi confrontés au prob-
lème de l’identiﬁabilité des modèles que l’on rencontre quand plusieurs jeux de
paramètres ont la même fonction de vraisemblance. On peut illustrer simple-
ment ce problème d’identiﬁabilité dans les modèles de mélange ﬁnis, où il est
possible d’intervertir deux classes sans modiﬁer la fonction de vraisemblance.
Dans le contexte de la classiﬁcation de données où il est utilisé, l’ordre des classes
n’a généralement pas d’importance. Par contre, le problème d’identiﬁabilité de-
vient nettement plus rédhibitoire dans le cadre du modèle de Kalman où, comme
nous le verrons en détails dans les prochains chapitres, toute homothétie des
états cachés donne exactement la même fonction de vraisemblance. Dès lors, ce
problème peut être dramatique pour l’algorithme EM car il existe ainsi plusieurs
jeux de paramètres optimaux aboutissant à des restaurations différentes ! Réduire
cette ambiguité lors de l’estimation EM est l’un des principaux objectifs de cette
thèse que nous détaillons maintenant.
3 Contributions de cette thèse
Cette thèse propose plusieurs contributions concernant une extension du ﬁltre
de Kalman, appelée ﬁltre de Kalman couple [17, 43]. Celui-ci intègre des dépen-
dances supplémentaires entre les observations et les états cachés et offre donc une
plus grande richesse de modélisation que le ﬁltre de Kalman, et par conséquence,
devrait permettre de traiter des signaux plus complexes.
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Notre étude soulève cinq problématiques distinctes :
1. Tout d’abord, les problèmes de stabilité numérique du ﬁltre de Kalman se
reportent-ils sur le ﬁltre de Kalman couple ?
2. Le modèle du ﬁltre de Kalman couple est-il identiﬁable ? Et si non, cela
a-t-il une inﬂuence sur la convergence de l’algorithme EM?
3. L’ajout d’informations a priori sur les paramètres provenant de connaissan-
ces partielles sur la physique du problème ou le capteur améliore-t-il leur
estimation ?
4. Le ﬁltre de Kalman couple est-il performant pour ﬁltrer des données sor-
tant de son cadre théorique ?
5. En particulier, dans le cadre d’une application de biométrie dynamique à
partir de l’iris, permet-il d’améliorer le suivi du mouvement de l’oeil, et
donc d’améliorer sa reconnaissance ?
Notre travail se décompose donc en cinq chapitres visant à apporter des élé-
ments de réponse aux différents points évoqués ci-dessus.
Chapitre 1
Ce chapitre est dédié à la présentation du ﬁltre de Kalman couple, de ses
algorithmes de ﬁltrage et lissage, ainsi que de son algorithme EM pour l’esti-
mation de l’ensemble des paramètres. Nous présentons à la fois son implémen-
tation originale, détaillée dans [4] et notre variante robuste, publiée dans [48].
Nous proposons une méthode qui adapte les algorithmes de type QR du ﬁltre de
Kalman au ﬁltre de Kalman couple. Ceux-ci ne calculent plus les matrices de co-
variance ou de corrélation directementmais une de leur racine-carrée triangulaire
supérieure.
Le chapitre 1 est donc organisé de la manière suivante :
– La section 1 est dédiée à la présentation de l’algorithme EM original du ﬁltre
de Kalman couple.
– La section 2 est dédiée à la présentation de sa version robuste.
– Dans la section 3, l’algorithme EM robuste est mis en valeur par une expéri-
encemal-conditionnée, quimet en valeur sa plus grande stabilité numérique.
Chapitre 2
Ce chapitre présente le problème d’identiﬁabilité du ﬁltre de Kalman couple,
du à l’existence de jeux de paramètres possédant exactement la même fonction de
vraisemblance. Il introduit l’utilisation de jeux de paramètres équivalents pour
contraindre la structure des paramètres du modèle du ﬁltre couple et restreindre
l’ambiguïté lors de l’estimation par l’algorithme EM.
Nous établissons 3 types de contraintes qui, à partir de l’estimation du ﬁltre
original, permettent d’estimer un jeu de paramètres avec exactement la même
fonction de vraisemblance et une structure particulière. De tels ﬁltres seront ap-
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pelés, dans la suite du manuscrit, ﬁltres équivalents. Dans le but d’illustrer l’in-
ﬂuence du problème d’identiﬁabilité sur l’algorithme EM et de mettre en valeur
l’intérêt de ces contraintes, nous avons mené plusieurs séries d’expériences qui
comparent systématiquement (i) le ﬁltre supervisé avec les paramètres optimaux,
(ii) le ﬁltre de Kalman couple original ou libre et (iii) un ﬁltre de Kalman couple
équivalent.
Le chapitre 2 est donc organisé de la manière suivante :
– La section 1 présente la principale propriété des jeux de paramètres équiva-
lents : si deux algorithmes EM sont initialisés, l’un sur le jeu de paramètres
θ et l’autre sur le jeu de paramètres équivalents θM , alors le chemin par-
couru sur la fonction de vraisemblance par les deux algorithmes EM sont
identiques.
– La section 2 propose de sélectionner des jeux de paramètres équivalents
qui imposent une structure particulière aux paramètres. Elle développe les
contraintes imposant une restauration unique des données dégradées par
un bruit additif.
– La dernière section montre le résultat de plusieurs séries d’expériences qui
mettent en valeur l’utilité du ﬁltre de Kalman couple équivalent vis-à-vis
du ﬁltre de Kalman couple libre.
Chapitre 3
Ce chapitre propose une approche différente de celle du chapitre 2 pour con-
traindre le jeu de paramètres du modèle du ﬁltre de Kalman couple lors de l’ap-
prentissage par un algorithme EM. Il est proposé de contraindre directement la
forme du jeu de paramètres lors de l’étape demaximisation de l’algorithme EM. Il
faut noter que l’algorithme EM requiert des formules de ré-estimation exactes des
paramètres, ce qui ne peut être garantit pour tout type de contraintes. Aussi, nous
avons établi des contraintes peu restrictives qui préservent l’existence d’un algo-
rithme EM. Nous proposons également une variante robuste de cet algorithme,
compatible avec l’étape d’espérance robuste présentée dans le chapitre 1.
Le chapitre 3 est donc organisé de la manière suivante :
– La section 1 présente les différentes contraintes que nous avons réussies à
imposer lors de l’étape de maximisation de l’algorithme EM.
– La section suivante propose une variante robuste de l’étape M contrainte,
qui est compatible avec l’étape d’espérance robuste présentée dans la sec-
tion 2 du chapitre 1.
– La section 3 montre le résultat de plusieurs séries d’expériences qui com-
parent les ﬁltres de Kalman couple libre, équivalent, contraint et optimal
sur des données suivant le modèle du ﬁltre de Kalman couple.
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Chapitre 4
Ce chapitre propose une analyse expérimentale qui compare les différents al-
gorithmes introduits dans les 3 premiers chapitres et le ﬁltre de Kalman non-su-
pervisé. Dans ces expériences, sélectionnées pour leur diversité, nous testons les
capacités du ﬁltre de Kalman couple (i) à restaurer des données adaptées au ﬁltre
de Kalman, (ii) à restaurer des données simulées dégradées par un bruit additif,
(iii) à estimer des états dans une problématique d’asservissement et, (iv) ﬁnale-
ment, à poursuivre le mouvement d’une pupille humaine dans une vidéo avec
l’aide d’un algorithme de segmentation.
Le chapitre 4 est donc organisé de la manière suivante :
– La première section montre les résultats d’une série d’expériences qui com-
pare les performances des ﬁltres de Kalman couples non-supervisés aux
ﬁltres de Kalman non-supervisés sur des données théoriques.
– La section 2 présente plusieurs séries d’expériences qui comparent les dif-
férents ﬁltres de Kalman et Kalman couple sur des données ne suivant pas
le modèle du ﬁltre de Kalman couple.
– La dernière section compare différents ﬁltres de Kalman non-supervisés
contraints pour suivre le mouvement de la pupille.
Chapitre 5
Le dernier chapitre propose d’intégrer les résultats sur le suivi de la pupille
obtenus dans le chapitre précédent dans une application complète de reconnais-
sance d’iris. En plus dumodèle demouvement estimé, nous proposons uneméth-
ode de segmentation robuste de la pupille, une sélection intelligente des images
à traiter, ainsi qu’une décomposition de la chaîne de traitements en plusieurs
tâches parallèles. Ces améliorations ont permis d’une part de traiter les vidéos
en temps-réel et, d’autre part, d’obtenir des résultats d’identiﬁcation légèrement
supérieurs à ceux de l’état de l’art sur la base MBGC [53].
Le chapitre 5 est organisé de la manière suivante :
– La première section 1 décrit les principes de la biométrie dynamique de
l’iris.
– La section 2 présente le processus qui transforme une image d’oeil en un
iris-code (i.e. code binaire caractéristique de l’individu).
– La troisième section décrit la méthode de suivi de la pupille, la sélection
intelligente des meilleures images dans la vidéo, ainsi que la parallélisation
permettant d’obtenir un traitement temps-réel.
– La dernière section montre les résultats de segmentation sur la base MBGC
et conclut sur les stratégies à adopter pour la haute-sécurité ou les applica-
tions tout-public de reconnaissance d’iris.
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Chapitre 1
Filtre de Kalman couple robuste
Ce chapitre décrit un algorithme d’apprentissage robuste des paramètres pour
le système linéaire gaussien homogène [17, 43] suivant :
�
xn+1
yn
�
� �� �
tn+1
=
�
F x,x F x,y
F y,x F y,y
�
� �� �
F
�
xn
yn−1
�
� �� �
tn
+
�
ωxn+1
ω
y
n+1
�
� �� �
ωn+1
, (1.1)
dans lequel ωn est un bruit gaussien centré de matrice de covariance
Q =
�
Qx,x Qx,y
[Qx,y]T Qy,y
�
,
et où les ωn sont mutuellement indépendants et indépendant de t0 qui suit la loi
gaussienne N (tˆ0,Q0).
Le processus t = {tn}n∈N est un processus de Markov couple [4], par analogie
aux processus couples à temps discret introduits dans [54] et évalués dans [16] en
segmentation d’images. Dans ce modèle, le processus x n’est plus markovien ;
cependant, il reste possible de construire des algorithmes de ﬁltrage et de lissage
exacts [2, proposition 3] sans avoir recours aux méthodes particulaires [35].
Remarques:
– Le ﬁltre de Kalman est un ﬁltre de Kalman couple simpliﬁé où F x,y = O et
F y,y = O.
– Le ﬁltre de Kalman couple peut s’écrire sous la forme d’un ﬁltre de Kalman
dégénéré 1 pour l’état augmenté zn =
�
tTn ,y
T
n
�T , pour la matrice de transi-
tion
F z,z =

F x,x F x,y Onx,nyF y,x F y,y Ony ,ny
F y,x F y,y Ony ,ny

 ,
1. Le ﬁltre est appelé dégénéré puisque la matrice de covariance du bruit Qz,z est singulière.
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et pour la matrice de covariance
Qz,z =

Qx,x Qx,y Qx,yQy,x Qy,y Qy,y
Qy,x Qy,y Qy,y

 .
Cependant, le ﬁltre de Kalman couple est décrit par un nombre plus grand de
paramètres que le ﬁltre de Kalman, il est donc plus difﬁcile à régler. Pour répon-
dre à ce problème, un algorithme EM a été proposé pour apprendre de manière
non-supervisée les paramètres [3]. Cependant, les équations proposées souffrent
d’instabilités numériques, dues à la perte de la symétrie ou de la positivité des
matrices de covariance, ce qui peut entrainer la divergence de la vraisemblance.
La principale contribution de ce chapitre concerne donc le développent d’un
algorithme robuste qui adapte la méthode de factorisation [38] au cas du ﬁltre de
Kalman couple, c.a.d qui propage des racines carrées des matrices de covariance à
la place de celles-ci. Les travaux présentés dans ce chapitre sont publiés dans [48].
Ce chapitre est divisé en trois sections. La première présente les étapes de pré-
diction, ﬁltrage et de lissage ainsi que l’algorithme EM pour le ﬁltre de Kalman
couple. La deuxième section décrit une implémentation numériquement robuste
de cet algorithme EM. La dernière section présente une illustration du bénéﬁce
obtenu par l’algorithme robuste par rapport à l’algorithme original.
1 Algorithme EM
La ﬁgure 1.1 schématise le principe de fonctionnement de l’algorithme EM
pour le FKC dans lequel se succède l’étape d’espérance et l’étape demaximisation
jusqu’à la convergence. Nous décrivons dans la suite le détail de chaque étape.
Nous omettons volontairement l’indice j de l’itération EM pour simpliﬁer les
écritures.
1.1 Étape E
L’étape E du ﬁltre de Kalman couple se décompose en trois phases succes-
sives, la passe-avant, la passe-arrière et le calcul de la fonction auxiliaire de vrai-
semblance. Pour les calculs, nous avons recours aux constantes suivantes :
F y,t =
�
F y,x, F y,y
�
,
F
x,x
2 = F
x,x −Qx,y [Qy,y]−1 F y,x,
F
x,y
2 = F
x,y −Qx,y [Qy,y]−1 F y,y,
F
x,t
2 =
�
F
x,x
2 , F
x,y
2
�
,
Q
x,x
2 = Q
x,x −Qx,y [Qy,y]−1 [Qx,y]T . (1.2)
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Lissage
Filtrage
Mise à jour
des paramètres
états cachés estimés
paramètres estimés
paramètres initiaux
observations,
Calcul des constantes
j < nbiter
non
oui
Étape M
Calcul de la somme
C˜
j = 0j = j + 1
Étape E
FIGURE 1.1: Algorithme EM pour le ﬁltre de Kalman couple.
Passe avant :
La passe-avant est analogue à celle du ﬁltre de Kalman. Il s’agit d’une étape
itérative qui propage de proche en proche les d.d.p a posteriori des états cachés
xn|n . Chaque itération est composée d’une phase de prédiction et d’une phase de
ﬁltrage :
1. Prédiction :
La d.d.p de xn+1|n se calcule à partir de la d.d.p de xn|n :
xˆn+1|n = F
x,x
2 xˆn|n +Q
x,y [Qy,y]−1 yn + F
x,y
2 yn−1,
P n+1|n = Q
x,x
2 + F
x,x
2 P n|n [F
x,x
2 ]
T . (1.3)
Remarque: La d.d.p de x1|0 est obtenue par
xˆ1|0 = F
x,t
2 tˆ0|0 +Q
x,y [Qy,y]−1 y0,
P 1|0 = Q
x,x
2 + F
x,t
2 Q0|0
�
F
x,t
2
�T
, (1.4)
où tˆ0|0 et Q0|0 sont respectivement l’espérance et la matrice de covariance
de la v.a. t0|0 = t0|y0.
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2. Filtrage :
La d.d.p de xn+1|n+1 se calcule à partir de la d.d.p de xn+1|n .
– La d.d.p de yn+1|n est requise et se calcule selon
yˆn+1|n = F
y,xxˆn+1|n − F y,yyn,
Sn+1|n = Q
y,y + F y,xP n+1|n [F
y,x]T , (1.5)
où yˆn+1|n , Sn+1|n désignent respectivement l’espérance et la covariance
de yn+1|n .
Remarque: La d.d.p de y0 est obtenue par
yˆ0 = F
y,ttˆ0,
S0 = Q
y,y + F y,tQ0
�
F y,t
�T
. (1.6)
– la d.d.p de xn+1|n+1 se calcule à partir des d.d.p de yn+1|n et xn+1|n
y˜n+1|n = yn+1 − yˆn+1|n,
Kn+1|n+1 = P n+1|n [F
y,x]T S−1
n+1|n,
xˆn+1|n+1 = xˆn+1|n +Kn+1|n+1y˜n+1|n,
P n+1|n+1 = P n+1|n −Kn+1|n+1Sn+1|nKTn+1|n+1, (1.7)
où y˜n+1|n est l’innovation et Kn+1|n+1 le gain de ﬁltrage.
Remarque: Pour n = 0, la d.d.p de t0|0 se calcule selon
K0|0 = Q0
�
F y,t
�T
S−10 ,
tˆ0|0 = tˆ0 +K0|0y˜0,
Q0|0 = Q0 −K0|0S0KT0|0.. (1.8)
Passe arrière :
L’étape de passe arrière est quasiment identique à celle décrite pour le ﬁltre
de Kalman (7). Les d.d.p de xn|N se calculent de proche à proche selon
Kn|N = P n|n [F
x,x
2 ]
T
P−1
n+1|n,
xˆn|N = xˆn|n +Kn|N
�
xˆn+1|N − xˆn+1|n
�
,
P n|N = P n|n +Kn|N
�
P n+1|N − P n+1|n
�
KTn|N , (1.9)
où Kn|N est le gain de lissage.
Remarques:
– Pour n = 0, la d.d.p de t0|N se calcule selon
K0|N = Q0|0
�
F
x,t
2
�T
P−11|0,
tˆ0|N = xˆ0|0 +K0|N
�
xˆ1|N − xˆ1|0
�
,
Q0|N = Q0|0 +K0|N
�
P 1|N − P 1|0
�
KT0|N . (1.10)
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– Pour l’algorithme EM, la covariance entre les états lissés successifs xn|N et
xn+1|N est requise et est calculée grace à
Cn,n+1|N =Kn|NP n+1|N . (1.11)
Fonction auxiliaire de vraisemblance :
Dans le modèle du ﬁltre de Kalman couple, la fonction auxiliaire de vraisem-
blance [3] s’écrit
g(tˆ0,Q0,F ,Q) = E
�
log(L (θ;x,y))
���y,θ(j)�
=
1
2
log
��Q−10 ��− 12 tr �Q−10 Q0|N�− �tˆ0|N − tˆ0�T Q−10 �tˆ0|N − tˆ0�� �� �
g0(tˆ0,Q0)
−1
2
[N + 1] log |Q|− 1
2
tr
�
Q−1
�
F T
−Int
�T
C˜
�
F T
−Int
��
� �� �
g
C˜
(Q,F )
−nt
2
[N + 1] log [2π] , (1.12)
où
C˜ =
�
C˜0,0 C˜0,1
C˜
T
0,1 C˜1,1‘
�
(1.13)
est la somme des corrélations des vecteurs
�
tTn|N , t
T
n+1|N
�
avec
C˜0,0 = Q0|N + tˆ0|N tˆ
T
0|N +
N�
n=1
�
P n|N Onx,ny
Ony ,nx Ony ,ny
�
+ tˆn|N tˆ
T
n|N ,
C˜0,1 =
�
C0,1|N Ont,ny
�
+ tˆ0|N tˆ
T
1|N +
N�
n=1
�
Cn,n+1|N Onx,ny
Ony ,nx Ony ,ny
�
+ tˆn|N tˆ
T
n+1|N ,
C˜1,1 =
N�
n=0
�
P n+1|N Onx,ny
Ony ,nx Ony ,ny
�
+ tˆn+1|N tˆ
T
n+1|N . (1.14)
Cette fonction (1.12) se décompose donc en une somme de deux fonctions in-
dépendantes et d’une constante. La première sous-fonction g0(tˆ0,Q0) dépend
uniquement de l’état initial et la seconde gC˜(Q,F ) dépend des matrices de co-
variance du bruit Q et de transition F .
1.2 Étape M
Les paramètres estimés à l’itération j sont obtenus en maximisant la fonction
auxiliaire de vraisemblance (1.12). Le jeu de paramètres θ(j) =
�
tˆ
(j)
0 ,Q
(j)
0 ,F
(j),Q(j)
�
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qui la maximise est donné par (cf. [3])
tˆ
(j)
0 = tˆ0|N ,
Q
(j)
0 = Q0|N ,
F (j) = C˜
T
0,1C˜
−1
0,0,
Q(j) =
1
N + 1
�
C˜1,1 − C˜T0,1C˜
−1
0,0C˜0,1
�
. (1.15)
Cependant, à l’instar du ﬁltre de Kalman, cette implémentation conduit à une
instabilité numérique à laquelle nous apporterons une solution dans la section 2.
2 Implémentation du ﬁltre robuste
Cette section est dédiée à la description de l’implémentation robuste du ﬁltre
de Kalman couple. Nous reprenons les algorithmes robustes développés pour le
ﬁltre de Kalman [47] et les étendons au cas du ﬁltre de Kalman couple. Ces méth-
odes garantissent la symétrie et la positivité des matrices de covariance ou de
corrélation par la propagation dans l’algorithme itératif, de leurs racines carrées.
En effet, toute matrice symétrique positive peut s’écrire S =NTN . Gardées sous
cette forme, les matrices de covariance ou de corrélation ne peuvent pas devenir
asymétriques ou non-positives. Parmi toutes les méthodes de factorisation, nous
avons retenu la méthode basée sur des décompositions QR qui a l’avantage d’être
rapide, et de doubler la précision des calculs.
Toutes les décompositions QR qui sont utilisées dans ce manuscrit sont basées
sur le calcul d’une racine carrée des matrices symétriques et positives de la forme
générale suivante :
M =

A+MT1BM 1 δ1MT1B Oδ1BM 1 δ1 �B + δ2MT2CM 2� δ1δ2δ3MT2C
O δ1δ2δ3CM 2 δ1δ2δ3C

 , (1.16)
où A, B et C sont des matrices symétriques positives et δ1, δ2 et δ3 des valeurs
booléennes. Une racine carrée triviale de la matriceM est donnée par
N input =

 A
1
2 O O
B
1
2M 1 δ1B
1
2 O
O δ1δ2C
1
2M 2 δ1δ2δ3C
1
2

 .
Avec l’aide d’une décomposition QR de la matrice N input, nous obtenons une
racine triangulaire supérieure par blocsN output deM de la forme
N output =

T 1,1 T 1,2 OO T 2,2 T 2,3
O O T 3,3

 .
Par identiﬁcation des termes deM (1.16) et deNToutput N output, nous obtenons
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– T 1,1 =
�
A+MT1BM 1
� 1
2 ,
– T 1,2 = δ1T−T1,1M
T
1B,
– T 2,2 = δ1
�
B −BM 1T−11,1T−T1,1MT1B + δ2MT2CM 2
� 1
2 ,
– T 2,3 = δ1δ2δ3T−T2,2M
T
2C et
– T 3,3 = δ1δ2δ3
�
C −CM 2T−12,2T−T2,2MT2C
� 1
2 .
Remarques:
– Si une colonne ou une ligne est nulle dans la matrice N input , alors il est
équivalent d’utiliser une matrice N ∗input où la ligne ou colonne nulle est
supprimée.
– L’algorithme robuste du ﬁltre de Kalman couplemodiﬁe les paramètres req-
uis pour l’estimation des états cachés : les matrices de covariance du bruit
Q0 et Q sont remplacées par une de leurs racines carrées respectives notées
Q
1
2
0 et Q
1
2 .
Dans la suite, nous décrivons les modiﬁcations à apporter à l’algorithme orig-
nal de la section 1 pour propager les racines carrées des matrices de covariance.
2.1 Étape E
Le calculs des espérances des états cachés xˆn|p , tˆn|p et des gains de Kalman
couple Kn|p restent ici identiques à ceux de l’algorithme original. Par contre,
les calculs des matrices de covariance sont remplacés par ceux de leurs racines
carrées respectives.
Remarque: Toutes matrices unitaires Z∗ introduites par les décompositions QR
ne sont jamais ré-utilisées.
Constantes :
Lors de la phase de calcul des constantes, les racines carrées des matrices de
covariance Qx,x2 et Q
y,y , utilisées dans (1.2), sont calculées à partir de la décom-
position QR suivante :
�
[Qy,y]
1
2 [Qy,y]−
1
2
Onx,ny [Q
x,x
2 ]
1
2
�
� �� �
Ncoutput
= Z∗


�
Qy,y − [Qx,y]T [Qx,x]−1Qx,y
� 1
2� �� �
Ey,y
Ony ,nx
[Qx,x]−
1
2 Qx,y� �� �
Ex,y
[Qx,x]
1
2� �� �
Ex,x


� �� �
Ncinput
(1.17)
et oùQ
1
2 =
�
Ex,x Ex,y
Ony ,nx E
y,y
�
. Ce résultat est obtenu en posantA = Qy,y − [Qx,y]T
[Qx,x]−1Qx,y,B = Qx,x,M 1 = Qx,y, δ1 = 1 et δ2 = δ3 = 0 dans l’équation (1.16).
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Prédiction :
Lors des phases de prédiction de l’état caché, les racines carrées de P n+1|n
(1.3) se déduisent de la décomposition QR suivante :�
P
1
2
n+1|n
O
�
� �� �
N
p
output
= Z∗
�
[Qx,x2 ]
1
2
P
1
2
n|n [F
x,x
2 ]
T
�
� �� �
N
p
input
. (1.18)
Ce résultat est obtenu en posant A = Qx,x2 , B = P n|n,M 1 = [F
x,x
2 ]
T , et δ1 = δ2 =
δ3 = 0 dans l’équation (1.16).
Remarque: Pour n = 1 (1.4), on remplace la seconde ligne de N pinput par Q
1
2
0|0�
F
x,t
2
�T
.
Filtrage :
Lors de la phase de ﬁltrage, les racines carrées de P n+1|n+1 et Sn+1|n , présen-
tées dans (1.5) et (1.7), se calculent à l’aide de la décomposition QR suivante :
S 12n+1|n S 12n+1|nKTn+1|n+1
Onx,ny P
1
2
n+1|n+1


� �� �
N
f
output
= Z∗
�
[Qy,y]
1
2 Ony ,nx
P
1
2
n|n−1 [F
y,x]T P
1
2
n|n−1
�
� �� �
N
f
input
. (1.19)
Ce résultat est obtenu en posant A = Qy,y, B = P n+1|n,M 1 = [F y,x]
T , δ1 = 1 et
δ2 = δ3 = 0 dans l’équation (1.16).
Remarque: Pour n = 0 (1.6), (1.8), nous remplaçons
– dans N finput , P
1
2
n+1|n , [F
y,x]T respectivement par Q
1
2
0 ,
�
F y,t
�T et
– dans N foutput , P
1
2
n|n par Q
1
2
0|0 .
Lissage :
Lors de la phase de lissage, une racine des matrices de covariance P n|N (1.9)
se calcule à l’aide de la décomposition QR suivante :

P
1
2
n+1|n P
1
2
n+1|nK
T
n|N
Onx,nx P
1
2
n|N
Onx,nx Onx,nx


� �� �
Nsoutput
= Z∗


[Qx,x2 ]
1
2 Onx,nx
P
1
2
n|n [F
x,x
2 ]
T
P
1
2
n|n
Onx,nx P
1
2
n+1|NK
T
n|N

 .
� �� �
Nsinput
. (1.20)
Ce résultat est obtenu en posantA = Qx,x2 ,B = P n|n,C = P n+1|N ,M 1 = [F
x,x
2 ]
T ,
M 2 =K
T
n|N , δ1 = δ2 = 1 et δ3 = 0 dans l’équation (1.16).
Remarque: Pour n = 0 (1.10), nous remplaçons
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– dans N sinput , P
1
2
n|n , [F
x,x
2 ]
T respectivement par Q
1
2
0|0 ,
�
F
x,t
2
�T
et
– dans N soutput , P
1
2
n|N par Q
1
2
0|N .
Dans le cadre d’un algorithme EM, le calcul deCn+1,n|N (1.11) n’est plus requis
et est remplacé par la quantité suivante
C∗n+1,n|N = P
1
2
n+1|nK
T
n|N . (1.21)
Somme des corrélations :
Le calcul de C˜
1
2 (1.13) s’effectue en quatre étapes, synthétisées par la ﬁg-
ure 1.2 :
1. La racine de la matrice de covariance du vecteur
�
xTn|N ,x
T
n+1|N
�T
, dénotée
Cxn,n+1|N , est requise et se calcule à l’aide de la décomposition QR suivante :

P 12n+1|n
�
P
1
2
n+1|nK
T
n|N , Onx,nx
�
O2nx,nx
�
Cxn,n+1|N
� 1
2


� �� �
Ncovoutput
= Z∗


[Qx,x2 ]
1
2 Onx,nx Onx,nx
P
1
2
n|n [F
x,x
2 ]
T
P
1
2
n|n Onx,nx
Onx,nx C
∗
n+1,n|N P
1
2
n+1|N


� �� �
Ncovinput
.
(1.22)
Remarque: Pour n = 0, nous devons calculer la racine carrée de la matrice de
covariance Ctxn,n+1|N du vecteur aléatoire
�
tT0|N ,x
T
1|N
�T
. Dans ce cas, il faut
remplacer
P
1
2
n|n , [F
x,x
2 ]
T et C∗n+1,n|N respectivement par Q
1
2
0|0 ,
�
F
x,t
2
�T
et C∗1,0|N .
Ce résultat est obtenu en posant A = Qx,x2 , B = P n|n, C = P n+1|N ,M 1 =
[F x,x2 ]
T ,M 2 =KTn|N , δ1 = δ2 = 1 et δ3 = 1 dans l’équation (1.16).
Pour la suite, nous décomposons en blocs la matrice
�
Cxn,n+1|N
� 1
2 =
�
Cx0,0 C
x
0,1
Onx,nx C
x
1,1
�
,
où chaque sous-matrice Cxi,j est de dimension (nx × nx).
2. La racine carrée de lamatrice de covariance du vecteur
�
tTn|N , t
T
n+1|N
�T
, Ctn,n+1|N
est requise et se calcule à partir de
�
Cxn,n+1|N
� 1
2 selon
�
Ctn,n+1|N
� 1
2 =


Cx0,0 Onx,ny C
x
0,1 Onx,ny
Ony ,nx Ony ,ny Ony ,nx Ony ,ny
Onx,nx Onx,ny C
x
1,1 Onx,ny
Ony ,nx Ony ,ny Ony ,nx Ony ,ny

 . (1.23)
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Moments des états lissés�
C∗n,n+1|N
�
n=0:N
Calcul de
�
Ctn,n+1|N
� 1
2
(1.23)
W
1
2 = O
p = N + 1
p = p− 1
Calcul de
�
Cxn,n+1|N
� 1
2
(1.22)
(1.25)
Calcul de
�
Γ
t
n,n+1|N
� 1
2
(1.27)
Mise à jour de W
1
2
p > 0 C˜
1
2
nonoui
FIGURE 1.2: Calcul de C˜
1
2 .
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Remarque: Pour n = 0, la racine de la matrice de covariance
�
Ct0,1|N
� 1
2 se
calcule différemment
�
Ct0,1|N
� 1
2 =

 Ctx0,0 Ctx0,1 Ont,nyOnx,nt Ctx1,1 Onx,ny
Ony ,nt Ony ,nx Ony ,ny

 , (1.24)
où les sous-matrices Ctx0,0 , C
tx
0,1 et C
tx
1,1 ont comme dimensions respectives
(nt × nt), (nt × nx) et (nx × nx).
3. La racine carrée de la matrice d’auto-corrélation du vecteur
�
tTn|N , t
T
n+1|N
�T
,
notée Γtn,n+1|N , se calcule à l’aide de la décomposition QR suivante :��
Γ
t
n,n+1|N
� 1
2
O1,nt
�
� �� �
NΓoutput
= Z∗

 �Ctn,n+1|N� 12�
tˆ
T
n|N , tˆ
T
n+1|N
�


� �� �
NΓinput
. (1.25)
Remarque: Pour tout n dans [1, N ], l’espérance tˆn|N est donnée par
tˆn|N =
�
xˆn|N
yn−1
�
. (1.26)
4. Finalement, les racines carrées des matrices Γtn,n+1|N sont réutilisées pour
calculer une racine carrée de la somme des corrélations C˜ =
�N
n=0 Γ
t
n,n+1|N .
Dans ce but, un algorithme itératif qui calcule récursivement la racine de
W p =
�N
n=p Γ
t
n,n+1|N est utilisé :
– Pour p = N ,W
1
2
N = O2nt,2nt .
– Pour p allant de N − 1 à 0, nous utilisons la décomposition QR suivante :�
W
1
2
p
O2nt,2nt
�
� �� �
NWoutput
= Z∗
�
W
1
2
p+1�
Γ
t
p,p+1|N
� 1
2
�
� �� �
NWinput
. (1.27)
– Finalement, pour p = 0, on obtient C˜
1
2 =W
1
2
0 .
2.2 Étape M
La ré-estimation robuste des matricesQ(j) etF (j) à l’itération j de l’algorithme
EM est obtenue directement à partir de C˜
1
2 car nous avons
C˜
1
2 =

 C˜ 120,0 C˜ 120,0[F (i)]T
Ont,nt
√
N + 1
�
Q(i)
� 1
2

 . (1.28)
Dans cette section, nous avons présenté l’implémentation robuste du ﬁltre de
Kalman couple. Dans la section 3, nous présentons une expérience qui illustre sa
robustesse vis-à-vis du ﬁltre original.
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FIGURE 1.3: Évolution de la plus petite valeur propre de Q au cours des itérations
de l’algorithme EM.
3 Illustration de la robustesse
Dans le but d’illustrer à la fois la perte de positivité de la matrice de covari-
ance Q de l’algorithme original et le bon comportement de l’algorithme robuste,
l’expérience suivante a été réalisée : un signal de 100 points a été simulé selon le
modèle du ﬁltre de Kalman couple suivant :
tˆ0 = O4,1,
Q0 =
�
I2 O2,2
O2,2 O2,2
�
,
F =


0.5 0.1 0.1 0.1
0.1 0.2 0.1 0.1
1 0 0 0
0 1 0 0

 ,
Q = 0.5I4.
Les paramètres ont ensuite été appris séparément par l’algorithme EM original et
par l’algorithme EM robuste, tous deux initialisés avec les paramètres suivants :
F (0) =


1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0

 ,
Q(0) = I4.
Pour mettre en évidence la perte de la positivité de Q dans l’algorithme original
du ﬁltre de Kalman couple, la plus petite valeur propre de Q a été calculée . La
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ﬁgure 1.3 met en valeur de graves instabilités de l’algorithme original après 50
itérations, contrairement à l’algorithme robuste.
4 Conclusion
Les instabilités numériques du ﬁltre de Kalman lors de la propagation des
matrices de covariance sont bien connues dans la littérature. La principale con-
tribution de ce chapitre a été de proposer un algorithme EM robuste (incluant les
algorithmes de prédiction, ﬁltrage et lissage) en étendant au modèle du ﬁltre de
Kalman couple, une méthode basée sur des décompositions QR, proposée dans
le cadre du ﬁltre de Kalman classique.
L’évaluation des performances de l’algorithme EM du ﬁltre de Kalman couple
sera réalisée dans les chapitres 2, 3 et 4 par comparaison avec d’autres algorithmes
que nous présenterons. En effet, nous montrons dans le chapitre suivant que le
modèle du ﬁltre de Kalman couple souffre d’un problème d’identiﬁabilité qui
doit être pris en compte pour restaurer correctement dans le cadre non-supervisé,
des données bruitées.
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Chapitre 2
Filtres de Kalman couple équivalents
Nous avons présenté dans le chapitre 1, un algorithme EM pour l’estima-
tion non-supervisée des paramètres d’un ﬁltre de Kalman couple quelconque.
Nous nous intéressons ici au problème de l’identiﬁabilité du modèle du ﬁltre de
Kalman couple. En effet, pour un jeu d’observations donné y , il existe une in-
ﬁnité de ﬁltres de Kalman couples qui partagent exactement la même fonction de
vraisemblance : si le ﬁltre original est paramétré par le jeu θ =
�
tˆ0,Q0,F ,Q
�
,
alors comme nous le démontrons ci-dessous, les paramètres de l’ensemble des
ﬁltres équivalents se déduisent exactement par
tˆ
M
0 = Mtˆ0,
QM0 = MQ0M
T ,
FM = MFM−1,
QM = MQMT , (2.1)
avec
M =
�
Mx,x Mx,y
Ony ,nx Iny
�
, (2.2)
unematrice inversible. De tels ﬁltres seront appelé ﬁltres de Kalman couple équiv-
alents (FKCE).
Remarques:
– L’inversibilité de Mx,x est sufﬁsante pour prouver l’inversibilité de M .
– Les termes Ony ,nx et Iny dans M permettent de conserver exactement le
même jeu d’observations avant et après transformation.
– Nous pouvons obtenir directement les racines carrées des matrices QM et
QM0 avec l’aide des décompositions QR suivantes�
QM
� 1
2 = Z∗Q
1
2MT ,�
QM0
� 1
2 = Z∗Q
1
2
0M
T .
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Démonstration:
– Nous cherchons à montrer d’abord que le processus tM suit le modèle du
ﬁltre de Kalman couple paramétré par θM .
Le processus t suit un modèle de Kalman couple, donc
t0 = tˆ0 + ω0,
Mt0 = Mtˆ0 +Mω0,
tM0 = tˆ
M
0 + ω
M
0 .
Donc, tM0 suit la loi Gaussienne N
�
tM0 ,MQ0M
T
�
. De même,
tn+1 = Ftn + ωn+1,
Mtn+1 = MFtn +Mωn+1.
La matrice M étant, par hypothèse, inversible, nous pouvons écrire :
tMn+1 = MFM
−1Mtn + ω
M
n+1,
tMn+1 = MFM
−1tMn + ω
M
n+1,
tMn+1 = F
MtMn + ω
M
n+1,
avec ωMn+1 une v.a. de loi gaussienne N
�
O,MQMT
�
.
– Nous cherchons à montrer que la transformation par M n’affecte pas la
vraisemblance.
Le logarithme de la vraisemblance s’écrit :
logL (y |θ ) =
N�
n=0
log
��Sn|n−1��+ y˜Tn|n−1S−1n|n−1y˜n|n−1.
Pour prouver l’invariance de la vraisemblance, il sufﬁt de prouver l’invari-
ance des moments de l’innovation : à partir de la relation (2.1), nous en
déduisons l’espérance et la covariance de la v.a. tn|p :
tˆ
M
n|p = Mtˆn|p,
QMn|p = MQn|pM
T .
La forme particulière de M permet de déduire que
yˆMn|p = yˆn|p,
SMn|p = Sn|p,
et donc
y˜Mn+1|n = y˜n+1|n,
SMn+1|n = Sn+1|n.
Donc la fonction de vraisemblance est invariante pour les jeux de paramè-
tres équivalents.
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La prédiction, le ﬁltrage et le lissage pour le modèle équivalent se déduisent
de ceux du modèle original car nous avons les relations suivantes :
tˆ
M
n|p = Mtˆn|p,
QMn|p = MQn|pM
T . (2.3)
Tous les jeux de paramètres équivalents se déduisent de la relation (2.1). Ainsi,
le seul critère de la vraisemblance ne permet pas de distinguer ces différents jeux
de paramètres. Par exemple, si nous prenons le jeu de paramètres équivalent
donné par la matrice de transformation
M opp =
�−Inx O
O Iny
�
, (2.4)
alors les états cachés équivalents restaurés seront exactement les opposés des
originaux ! Cela pose problème pour l’estimation non-supervisée des paramètres
et des états cachés.
Nous étudions ce problème en trois étapes. Dans un premier temps, nous dé-
montrons les propriétés des jeux de paramètres équivalents dans l’algorithme
EM. Puis, dans un second temps, nous proposons de choisir un jeu de paramè-
tres équivalent qui conserve une structure particulière pour les matrices F et
Q . Finalement, dans un dernier temps, nous évaluons l’utilisation d’un jeu de
paramètres équivalent particulier à la place du jeu de paramètres estimé par l’al-
gorithme EM original, et comparons les performances vis-à-vis du ﬁltre optimal.
1 Propriété
Une propriété importante des jeux de paramètres équivalents, analogue à une
propriété de l’estimateur du maximum de vraisemblance, est que si l’on initialise
deux algorithmes EM, l’un sur le jeu de paramètres θ(0) et l’autre sur un jeu de
paramètres équivalent [θ(0)]M , alors si le premier algorithme estime θ(j), alors le
second estime exactement [θ(j)]M à chaque itération j de l’algorithme EM.
Démonstration: Montrons cette propriété par récurrence.
– Pour j = 0, ce sont les hypothèses de départ.
– Si on suppose que cette propriété est vériﬁée à l’itération j − 1, alors la
relation (2.3) permet de déduire que à l’itération j, si le ﬁltre original calcule
la somme C˜ , le ﬁltre équivalent calculera la somme
C˜
M
=
�
M Ont,nt
Ont,nt M
�
C˜
�
M Ont,nt
Ont,nt M
�T
.
Alors, nous pouvons calculer, à l’itération j, les paramètres estimés par le
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second ﬁltre en fonction de ceux estimés par le premier ﬁltre :
�
tˆ
M
0
�(j)
= Mtˆ
(j)
0 ,�
QM0
�(j)
= MQ
(j)
0 M
T ,�
FM
�(j)
= MF (j)M−1,�
QM
�(j)
= MQ(j)MT .
Les paramètres estimés par le second ﬁltre sont donc les équivalents par la
matrice de transformation M de ceux estimés par le premier ﬁltre.
Cette propriété montre que si nous souhaitons remplacer le jeu de paramètres
estimé dans l’étape M de l’algorithme EM par un jeu de paramètres équivalent,
alors
1. d’une part, le chemin parcouru par l’algorithme EM dans la fonction de
vraisemblance est exactement le même pour tous les ﬁltres équivalents ;
2. et si, de plus, nous imposons une forme particulière au jeu de paramètres,
le faire à chaque étape de maximisation ou après l’estimation ﬁnale de l’al-
gorithme original, donnera exactement le même résultat.
La dernière remarque est très intéressante dans la pratique puisque si nous sou-
haitons imposer une forme particulière aux paramètres, nous pouvons le faire
après la ﬁn de l’algorithme EM original.
Nous proposons dans la section suivante d’étudier les contraintes possibles
sur F et Q qui préservent la fonction de vraisemblance.
2 Paramètres équivalents : 3 cas intéressants
Cette section est dédiée à l’utilisation des jeux de paramètres équivalents pour
imposer une structure particulière soit à la matrice de transition F , soit à la ma-
trice de covariance Q . Cependant, très peu de contraintes permettent d’imposer
à la fois les formes souhaitées aux matrices F et Q et de préserver la vraisem-
blance. En effet, pour toute matrice de transformation M de la forme
M =
�
Mx,x Mx,y
Ony ,nx Iny
�
=
�
Mx,t
M y,t
�
, (2.5)
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le jeu de paramètres équivalent associé s’écrit, à partir de (2.1),
�
FM
�x,x
= Mx,xF x,x [Mx,x]−1 +Mx,yF y,x [Mx,x]−1 ,�
FM
�x,y
= Mx,xF x,y +Mx,yF y,y,
−Mx,xF x,x [Mx,x]−1Mx,y −Mx,yF y,x [Mx,x]−1Mx,y,�
FM
�y,x
= F y,x [Mx,x]−1 ,�
FM
�y,y
= F y,y − F y,x [Mx,x]−1Mx,y,�
QM
�x,x
= Mx,xQx,x [Mx,x]T +Mx,xQx,y [Mx,y]T
+Mx,y [Qx,y]T [Mx,x]T +Mx,yQy,y [Mx,y]T ,�
QM
�x,y
= Mx,xQx,y +Mx,yQy,y,�
QM
�y,y
= Qy,y. (2.6)
Remarque: Il est impossible d’imposer tout type de contraintes puisque le nombre
de variables à déterminer est inférieur au nombre d’équations. Par exemple, dans
le cadre scalaire, il y a 7 équations pour 2 inconnues. De plus, la matrice Qy,y est
indépendante du ﬁltre équivalent.
Nous avons réussi à caractériser la matrice M dans trois cas particuliers.
Toutes les preuves relatives à ces contraintes sont reportées dans la partie annexe
du manuscrit section 1.
2.1 Cas α : contraintes sur la matrice de covariance du bruit
Il est possible d’imposer la covariance du bruit de modèle
�
QM
�x,x
, notée
alors
�
QM0
�x,x
, ainsi que sa décorrélation avec le bruit de mesure, c.a.d que QM
a la forme suivante
QM =
��
QM0
�x,x
Onx,ny
Ony ,nx Q
y,y
�
. (2.7)
Onmontre que les sous-matrices de la matrice M qui permettent de transformer
Q en QM sont données par (Annexes : démonstration 1)
Mx,y = −Mx,xQx,y [Qy,y]−1 ,
Mx,x =
��
QM0
�x,x�T
2 [Qx,x
∗
]−
T
2 , (2.8)
avec
Qx,x
∗
= Qx,x −Qx,y [Qy,y]−1 [Qx,y]T .
Remarques:
– Le jeu de paramètres trouvé est unique.
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– Dans le cadre de l’algorithme EM robuste, [Qx,x
∗
]
1
2 peut être calculé directe-
ment à partir de Q
1
2 :�
[Qx,x
∗
]
1
2 ∗
O ∗
�
= Z∗
�
I −Qx,y [Qy,y]−1
O I
�
Q
1
2 .
2.2 Cas β : contraintes sur les matrices d’états
Il est possible, sous certaines conditions, d’imposer la forme des équations
d’états, par le biais des matrices
�
FM
�x,x
et
�
FM
�x,y
. Pour trouver la matrice
M associée, nous devons résoudre le système linéaire (démonstration triviale) :
vec
��
Onx,nx ,
�
FM
�x,y��
=Kvec
�
Mx,t
�
, (2.9)
avec
K =
�
F T ⊗ Inx
�− �Int ⊗ �FM�x,x� , (2.10)
où la notation vec (A) représente le dé-pliement vectoriel de A et la notation
[A⊗B] représente le produit de Kronecker de A et B .
Sous condition que la matrice K soit inversible, nous obtenons
vec
�
Mx,t
�
=K−1vec
��
Onx,nx ,
�
FM
�x,y��
. (2.11)
Remarque: Le jeu de paramètres trouvé est unique.
2.3 Cas γ : contraintes sur les matrices d’observations
Quand la dimension des états cachés nx est supérieure ou égale à la dimension
des observations ny, il est possible d’imposer les valeurs des matrices d’observa-
tions
�
FM
�y,x
et
�
FM
�y,y
, dénotées
�
FM0
�y,x
et
�
FM0
�y,y
, avec seule condition
que les matrices
�
FM0
�y,x
et F y,x soient de rang plein. La matrice M qui permet
de transformer F en FM est calculée en deux étapes (Annexe : démonstration
2) :
A. Le bloc Mx,x de la matrice M est déterminé par l’algorithme suivant :
1. Nous effectuons les décompositions QR desmatrices [F y,x]T et
��
FM0
�y,x�T
(les matrices unitaires sont requises ici) :
[F y,x]T = Qo
�
T o
Onx−ny ,ny
�
,
��
FM0
�y,x�T
= Q+
�
T+
Onx−ny ,ny
�
. (2.12)
2. Ensuite, nous calculons
QoM = Q
o
�
T o Ony ,nx−ny
Onx−ny ,ny Inx−ny
�
,
Q+M = Q
+
�
T+ Ony ,nx−ny
Onx−ny ,ny Inx−ny
�
. (2.13)
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3. Nous obtenons
Mx,x =
�
Q+M
�
−T
[QoM ]
T . (2.14)
B. Ensuite, le bloc Mx,y se calculer selon
Mx,y =
�
Q+M
�
−T
�
F y,y − �FM0 �y,y
Onx−ny ,ny
�
. (2.15)
Remarque: Le jeu de paramètres trouvé n’est unique que lorsque les dimensions
des états cachés et des observations sont égales. Les blocs de la matrice de trans-
formation M sont alors donnés par
Mx,x =
��
FM
�y,x�−1
F y,x, (2.16)
Mx,y =
��
FM
�y,x�−1 �
F y,y − �FM�y,y� . (2.17)
Cas de la restauration de signaux dégradés par un bruit additif
Ce dernier type de contraintes devient particulièrement utile dans le cadre de
la restauration de signaux dégradés par un bruit additif gaussien. En effet, sous
ces hypothèses, nous pouvons noter l’observation comme
yn = F
y,zzn + ω
y
n+1, (2.18)
où z est le signal utile et ωy le bruit additif. Si l’on construit l’état xn =
�
zTn , r
T
n
�T
avec r un processus latent à valeur réelles, alors il est possible de construire un
ﬁltre de Kalman couple qui respecte cette hypothèse. En effet, il sufﬁt d’imposer
à la matrice FM la forme suivante
FM =

F z,z F z,r F z,yF r,z F r,r F r,y
F y,z Ony ,nr Ony ,ny

 . (2.19)
Nous remarquons que la forme de F est compatible avec les contraintes de type
γ et donc, permet de trouver la matrice M qui transforme F en FM . Une autre
propriété extrêmement importante est que le processus z ainsi trouvé est unique.
Démonstration:
– Lesmatrices M qui permettent de conserver la structure de F du type (2.19)
sont de forme
M =

 Iny Ony ,nr Ony ,nyM r,z M r,r M r,y
Ony ,ny Ony ,nr Iny

 .
– Les processus z et r équivalents sont donnés par
zMn = zn
rMn = M
r,zzn +M
r,rrn +M
r,yyn−1
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– Cela montre que le processus z est indépendant du processus latent r
choisi.
Dans cette section, nous avons proposé 3 types de contraintes qui préservent
la fonction de vraisemblance utilisée par l’algorithme EM. Dans la section suiv-
ante, nous proposons plusieurs séries d’expériences qui évaluent les ﬁltres équiv-
alents vis-à-vis du ﬁltre de Kalman couple original.
3 Évaluations
Cette section est dédiée aux tests des différents ﬁltres de Kalman couples
équivalents. Nous nous sommes placés dans les trois cas décrits dans la section 2.
Nous avons sélectionné l’erreur quadratique moyenne (EQM) comme mesure de
la qualité de la restauration du signal. Les résultats sont les moyennes de 1000
expériences indépendantes. Les tailles de signaux varient de 50 échantillons à 10
000 échantillons. Pour éviter des confusions, nous nommerons ﬁltre de Kalman
couple libre (FKCL), le ﬁltre sans contrainte sur ses paramètres, tel qu’il a été
déﬁni dans le chapitre 1.
3.1 Filtre équivalent de type α
Pour tester l’apport des ﬁltres de Kalman couples équivalents de type α par
rapport au ﬁltre de Kalman couple original dans l’estimation des paramètres,
nous avons simulé des signaux suivant le modèle du ﬁltre de Kalman couple,
avec une décorrélation entre bruits de mesure et de modèle (les paramètres sont
donnés dans la ligne 1 du tableau 2.1). Les signaux ont ensuite été restaurés par
0. le ﬁltre de Kalman couple optimal (FKCO - ﬁltre supervisé avec les para-
mètres de simulation),
1. un ﬁltre de Kalman couple libre (FKCL),
2. un ﬁltre de Kalman couple équivalent de type α (FKCE), avec
�
QM0
�x,x
=
0.5.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 2.1. Les estimations moyennes par les deux ﬁltres non-su-
pervisés sont reportées dans les lignes 3 et 4. Un exemple de signal généré est
représenté sur la ﬁgure 2.1a et ses restaurations par les différents ﬁltres sur les ﬁg-
ures 2.1b, 2.1c et 2.1d. La vraisemblancemoyenne pour les signaux de 1000 points
est reportée sur la ﬁgure 2.2. Finalement, l’EQMdes états lissés est représentée sur
la ﬁgure 2.3 pour des signaux variant de 50 échantillons à 10 000 échantillons.
Il convient d’analyser séparément les données expérimentales
– Concernant la restauration du signal par les différents ﬁltres, nous remar-
quons que le FKCE dégrade le signal, que le FKCL l’ampliﬁe légèrement et
que les performances de ces deux ﬁltres restent éloignées de celles du ﬁltre
optimal.
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TABLE 2.1: Paramètres de l’expérience de la section 3.1 ; Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 et 4 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal de 1
000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
1
−1
� �
1 0.5
0.5 1
� �
0.5 −0.5
1 −0.5
� �
0.5 0
0 0.5
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
1 0
0 1
�
θ
(100)
FKCL
�
1.433
−0.983
� �
0.013 0.025
0.025 0.141
� �
0.110 −0.296
0.904 −0.119
� �
0.452 −0.181
−0.181 0.699
�
θ
(100)
FKCE
�
0.247
−0.983
� �
0.047 0.011
0.011 0.141
� �
0.341 −0.071
0.104 −0.349
� �
0.5 0
0 0.699
�
Observations
États cachés
-4
-3
-2
-1
0
1
2
3
4
0 20 40 60 80 100
(a) Signal simulé.
États cachés
FKCO
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(b) Signal restauré par le FKCO.
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKCL
(c) Signal restauré par le FKCL.
États cachés
FKCE
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(d) Signal restauré par le FKCE.
FIGURE 2.1: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres pour l’expérience de la section 3.1.
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-2.46
-2.44
-2.42
-2.4
-2.38
-2.36
-2.34
0 20 40 60 80 100
FKCL
FKCE
FKCO
FIGURE 2.2: Vraisemblances moyennes des différents ﬁltres pour un signal de 1
000 échantillons (section 3.1).
0
1
2
3
4
5
100 1 000 10 000
FKCL
FKCE
FKCO
FIGURE 2.3: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 3.1).
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– Concernant la vraisemblance, les courbes du FKCE et du FKCL sont con-
fondues, ce qui est conforme aux hypothèses des ﬁltres équivalents.
– Concernant l’estimation des paramètres, le FKCE donne une meilleure esti-
mation de Q que le FKCL. Par contre, le FKCE donne une très mauvaise
estimation de F . On note aussi que l’estimation de F par le ﬁltre libre
reste éloignée des paramètres de simulation.
– Concernant les courbes d’EQM, nous remarquons que le FKCE donne une
EQM plus élévée que le FKCL et que les performances des deux ﬁltres non-
supervisés restent assez éloignées de celles du ﬁltre optimal, même pour un
grand nombre d’échantillons.
Nous pouvons tirer 2 conclusions de cette expérience :
1. les ﬁltres équivalents de type-α ne donnent pas les résultats escomptés sur
des signaux de moins de 10 000 points et dégradent même le signal.
2. si nous voulons imposer une contrainte conforme à la matrice de covariance
du bruit de modèle, ainsi que la décorrélation des bruits de mesure et de
modèle, nous devons utiliser une autre méthode que les ﬁltres équivalents.
3.2 Filtre équivalent de type β
Pour illustrer l’intérêt des ﬁltres de Kalman couples équivalents de type β
par rapport au ﬁltre de Kalman couple original, nous avons simulé des signaux
suivant le modèle du ﬁltre de Kalman couple, dont les paramètres sont donnés
dans la ligne 1 du tableau 2.2. Les signaux ont ensuite été restaurés par
0. le ﬁltre de Kalman couple optimal (FKCO),
1. un ﬁltre de Kalman couple libre (FKCL),
2. un ﬁltre de Kalman couple équivalent de type β (FKCE) oùF x,t =
�
0, −0.5�.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 2.2. Les estimations moyennes par les deux ﬁltres non-su-
pervisés sont reportées dans les lignes 3 et 4. Un exemple de signal généré est
représenté sur la ﬁgure 2.4a et ses restaurations par les différents ﬁltres respec-
tifs sur les ﬁgures 2.4b, 2.4c et 2.4d. Finalement, l’EQM des signaux lissés est
représentée sur la ﬁgure 2.5 pour des signaux variant de 50 échantillons à 10 000
échantillons.
Les courbes nous amènent aux commentaires suivants :
– Concernant l’exemple de restauration, nous remarquons que la restauration
du FKCL est très proche des observations et que les performances du FKCE
sont proches de celles du ﬁltre optimal.
– Concernant l’estimationmoyenne des paramètres, le FKCE donne unemeil-
leure estimation globale que le FKCL, qui est proche des paramètres de sim-
ulation. Néanmoins, la covariance de l’état initiale est très mal estimée par
tous les ﬁltres.
– Concernant les courbes d’EQM, l’EQM du FKCE est plus faible que celle du
FKCL et tend vers celle du FKCO quand le nombre d’échantillons devient
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TABLE 2.2: Paramètres de l’expérience de la section 3.2. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 et 4 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal de 1
000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
1
−1
� �
0.5 0.2
0.2 1
� �
0 −0.5
1 −0.5
� �
0.3 0.2
0.2 0.5
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
0 −0.5
1 0
� �
1 0
0 1
�
θ
(100)
FKCL
�
1.986
−0.863
� �
0.010 0.002
0.002 0.030
� �−0.335 −0.667
0.666 −0.164
� �
0.579 0.070
0.070 0.456
�
θ
(100)
FKCE
�
1.096
−0.863
� �
0.009 0.012
0.012 0.030
� �
0 −0.5
0.998 −0.499
� �
0.347 0.200
0.200 0.456
�
Observations
États cachés
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(a) Signal simulé.
États cachés
FKCO
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(b) Signal restauré par le FKCO.
États cachés
FKCL
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(c) Signal restauré par le FKCL.
États cachés
FKCE
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(d) Signal restauré par le FKCE.
FIGURE 2.4: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 3.2).
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FKCL
FKCE
FKCO
0
0.2
0.4
0.6
0.8
1.0
100 1 000 10 000
FIGURE 2.5: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 3.2).
important.
Finalement, nous pouvons tirer de cette expérience deux conclusions :
1. le FKCE améliore signiﬁcativement les estimations des paramètres et des
états cachés par rapport au FKCL ;
2. comme attendu, les performances du FKCE se rapprochent des performan-
ces du ﬁltre optimal quand le nombre d’échantillons devient important.
3.3 Filtre équivalent de type γ
Pour illustrer l’utilité des ﬁltres de Kalman couple équivalents de type-γ par
rapport au ﬁltre de Kalman couple original, nous avons choisi de simuler des
signaux suivant le modèle du ﬁltre de Kalman couple, dont les paramètres sont
répertoriés dans la ligne 1 du tableau 2.3. Nous avons ensuite restauré les signaux
par
0. le ﬁltre de Kalman couple optimal (FKCO),
1. un ﬁltre de Kalman couple libre (FKCL),
2. un ﬁltre de Kalman couple équivalent de type γ (FKCE) où F y,t =
�
1, 0
�
.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 2.3. Les estimations moyennes pour les signaux de 1000 échan-
tillons par les deux ﬁltres non-supervisés sont reportées dans les lignes 3 et 4. Un
exemple de signal généré est représenté sur la ﬁgure 2.6a, ses restaurations par les
différents ﬁltres sur les ﬁgures respectives 2.6b, 2.6c et 2.6d. Finalement, l’EQM
des signaux lissés est représentée sur la ﬁgure 2.7 pour des signaux variant de 50
échantillons à 10 000 échantillons.
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Observations
États cachés
-4
-3
-2
-1
0
1
2
3
4
0 20 40 60 80 100
(a) Signal simulé.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKCO
(b) Signal restauré par le FKCO.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKCL
(c) Signal restauré par le FKCL.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKCE
(d) Signal restauré par le FKCE.
FIGURE 2.6: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 3.3).
Il convient d’analyser ces résultats séparément :
– Concernant la restauration, nous remarquons que les performances du FKCE
et FKCL sont assez proches et restent éloignées de la restauration optimale.
– Concernant l’estimation moyenne des paramètres, le FKCE donne globale-
ment une meilleure estimation que le FKCL, qui est proche des paramètres
de simulation. Néanmoins, la covariance de l’état initial est très mal-estimée
par tous les ﬁltres non-supervisés.
– Concernant les courbes d’EQM, nous remarquons que les EQM du FKCE
sont plus faibles que celles du FKCL. Quand la taille des signaux dépasse
500 points, les EQM du FKCE et du FKCO sont presque confondues.
Finalement, nous pouvons tirer de cette expérience deux conclusions :
1. L’utilisation d’un ﬁltre équivalent améliore signiﬁcativement les estimations
des paramètres et des états cachés par rapport au ﬁltre de Kalman couple
original.
2. Comme attendu, les performances du ﬁltre équivalent se rapprochent de
celles du ﬁltre optimal quand le nombre d’échantillons devient important.
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TABLE 2.3: Paramètres de l’expérience de la section 3.3. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 et 4 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal de 1
000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
1
−1
� �
0.5 0.2
0.2 1
� �
1 −0.5
1 0
� �
0.3 0.2
0.2 1
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
1 0
0 1
�
θ
(100)
FKCL
�
1.501
−1.038
� �
0.009 0.004
0.004 0.059
� �
0.796 −0.441
0.771 0.197
� �
0.492 −0.085
−0.085 0.908
�
θ
(100)
FKCE
�
0.971
−1.038
� �
0.009 0.014
0.0144 0.059
� �
0.993 −0.497
1 0
� �
0.308 0.117
0.117 0.908
�
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
100 1 000 10 000
FKCL
FKCE
FKCO
FIGURE 2.7: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 3.3).
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4 Conclusion
Dans ce chapitre, nous avons illustré le problème de l’identiﬁabilité dumodèle
du ﬁltre de Kalman couple. Ce problème peut dégrader signiﬁcativement les per-
formances de l’algorithme EM original du ﬁltre de Kalman couple puisqu’il est
impossible de différencier deux jeux de paramètres équivalents selon le critère
de la vraisemblance. Nous avons alors proposé de sélectionner un jeu de para-
mètres équivalents qui impose une forme particulière à F et à Q . Néanmoins,
nous ne pouvons pas imposer n’importe quelle contrainte à ces matrices et trou-
ver un ﬁltre équivalent. Nous avons établis 3 cas où l’on peut toujours trouver
un jeu de paramètres équivalent qui a une structure particulière. Les trois ﬁltres
équivalents ainsi trouvés ont été testés via des expériences numériques. Or, mal-
heureusement, l’un de ces trois ﬁltres qui impose une structure particulière à la
matrice Q dégrade le signal comme le suggère la première expérience. On peut
nuancer que les deux autres ﬁltres équivalents qui imposent soit les matrices d’é-
tats F x,x et F x,y ou les matrices d’observations F y,x et F y,y donnent d’excellents
résultats vis à vis du ﬁltre de Kalman couple original, et que de plus, leurs per-
formances tendent vers celles du ﬁltre optimal quand le nombre d’échantillons
devient assez élevé.
Dans le chapitre suivant, nous proposons d’incorporer des connaissances a
priori sur les paramètres lors de l’étape de maximisation de l’algorithme EM,
ce qui permet de traiter un plus grand nombre de conﬁgurations que les ﬁltres
équivalents.
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Chapitre 3
Filtre de Kalman couple contraint
Ce chapitre poursuit l’étude de l’estimation des paramètres du modèle du ﬁl-
tre de Kalman couple par l’algorithme EM. Contrairement au chapitre précédent
où la fonction de vraisemblance est préservée, nous étudions ici les contraintes
possibles sur les matrices F et Q qui permettent d’inclure des connaissances
partielles (provenant de la physique) que l’on a sur le modèle et qui modiﬁe la
fonction de vraisemblance.
À titre d’exemple, considérons le système composé de deux capteurs iden-
tiques, mais indépendants. Dans cette conﬁguration, il est naturel de ﬁxer la
même matrice de covariance pour les bruits de mesure générés par les deux cap-
teurs, soit
Qy,y =
�
Qs O
O Qs
�
, (3.1)
où Q1 est la covariance des bruits générés par les deux capteurs. Or, un tel mod-
èle ne peut pas être en compte par les ﬁltres équivalents du chapitre précédent
car ces derniers préservent la matrice de covariance du bruit de mesure.
Dans ce chapitre, nous proposons d’étendre les travaux sur l’apprentissage
partiel des paramètres du ﬁltre de Kalman [20] au cas du ﬁltre de Kalman cou-
ple. Ce problème ne doit pas être confondu avec le choix d’un jeu de paramètres
équivalents puisqu’il modiﬁe l’étape de maximisation de l’algorithme EM origi-
nal. En effet, la fonction auxiliaire de vraisemblance (1.12) n’est plus maximisée
par rapport à F et Q directement, mais en tenant compte des éventuelles con-
traintes.
Cela est inclu dans le problème de l’estimation partiel. Seulement peu de
travaux sont dédiés à contraindre l’algorithme EM, e.g. [31, 72] pour les modèles
de mélange Gaussien, [59] pour les chaines de Markov cachées, and [20] pour le
ﬁltre de Kalman. Dans le cadre du ﬁltre de Kalman couple, le problème est parti-
culièrement complexe, ce qui est aux multiples intéractions entre les matrices F
et Q. Un point clé est qu’il n’est pas possible d’imposer n’importe quel type de
contraintes et de garder des formules de ré-estimation exactes des paramètres.
Les contraintes sur les matrices que nous considérons ne doivent pas être con-
fondues avec les contraintes sur les états cachés (par les moyens d’égalités ou
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inégalités algébriques), qui sont très étudiées dans la littérature [25,67]. Il ne faut
pas non-plus les confondre avec l’apprentissage supervisé partiel pour lequel un
sous-ensemble des états cachés est connu et est réutilisé pour l’estimation des
paramètres.
Ce chapitre est composé de trois sections. Nous présentons d’abord, l’ensem-
ble des contraintes retenues qui imposent une structure particulière à F et Q,
ainsi que les formules de ré-estimations des paramètres qui tiennent comptes de
ces contraintes. Puis, dans la seconde section, nous décrivons une variante ro-
buste des formules de ré-estimations, compatible avec l’étape E robuste, présen-
tée dans le chapitre 1 section 2. Finalement, dans la dernière section, nousmettons
en valeur le ﬁltre contraint par une série d’expériences.
1 Expression des contraintes
Dans cette section, nous proposons un algorithme EM permettant d’intro-
duire des contraintes sur les matrices F et Q tout en conservant des formules
de ré-estimation exactes des paramètres du modèle du ﬁltre de Kalman couple.
Comme nous le verrons après, ces contraintes gardent l’étape d’espérance de l’al-
gorithme EM original inchangée. Mais, l’étape de maximisation doit maintenant
tenir compte des contraintes sur les paramètres. Toutes les contraintes que nous
avons établies sont basées sur l’estimation séparée de blocs de lignes de la ma-
trice de transition F . Or, pour conserver des expressions analytiques pour les
formules de ré-estimation, nous devons imposer à Q d’être bloc-diagonale con-
jointement aux blocs de F . Par exemple, si nous souhaitons estimer séparément
F x,t et F y,t, alors, il faut imposer une décorrélation entre bruits de mesure et
de modèle, soit Qx,y = O. Dès lors, nous pourrons imposer des contraintes dif-
férentes et indépendantes sur les différents blocs de F et de Q. Pour la suite,
nous ne tiendrons compte que de la partie de la fonction auxiliaire de vraisem-
blance qui dépend de F et Q soit gC˜(Q,F ) (1.12). Notons dès à présent que
les formules de ré-estimation de tˆ0 et Q0 restent identiques à celles du ﬁltre
de Kalman couple libre ; elles ne seront pas traitées dans ce chapitre. Toutes les
démonstrations pour les formules de ré-estimations sont reportées dans la partie
annexe du manuscrit section 2.
En conséquence, la section est donc organisée en 3 sous-sections : la première
traite en détail de la décorrélation du bruit, le seconde des contraintes sur la ma-
trice F et la dernière sur les contraintes possibles sur les blocs diagonaux de
Q.
1.1 Décorrélation du bruit
Nous souhaitons pouvoir estimer chaque bloc de F indépendamment des
autres blocs. Pour obtenir une solution analytique lors de la ré-estimation des
paramètres, il faut que la matrice de covariance du bruit Q soit bloc-diagonale
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conjointement aux blocs de F . Sous ces hypothèses, F et Q s’écrivent :
Q =
nIN�
i=1
P Ti QiP i,
F =
nIN�
i=1
P Ti F i, (3.2)
où les {P i}i=1:nIN sont les projecteurs des blocs diagonaux de Q ou des blocs
de lignes de la matrice F .Nous rappelons que ces projecteurs sont mutuellement
orthogonaux (∀i �= j,P Ti P j = Ont,nt).
La fonction auxiliaire de vraisemblance (1.12) se décompose alors en nIN fonc-
tions indépendantes (Annexe : démonstration 3)
gC˜(Q,F ) =
nIN�
i=1
gC˜i(Qi,F i), (3.3)
où
C˜i =
�
Int Ont,ni
Ont,nt P i
�
C˜
�
Int Ont,ni
Ont,nt P i
�T
, (3.4)
qui peuvent être maximisées séparément.
1.2 Blocs de la matrice de transition
Nous cherchons àmaximiser chaque sous-fonction auxiliaire de vraisemblance
gC˜i(Qi,F i) par rapport au bloc F i. Toute sous-matrice F i peut s’écrire
F i = F
0
i + F
b
i , (3.5)
où F 0i est une matrice connue, et F
b
i , une matrice à estimer. Cale revient à
maximiser g
C˜
b
i
(Qi,F
b
i) par rapport à F
b
i (Annexe : démonstration 4), avec
C˜
b
i =
�
Int Ont,ni
−F 0i Ini
�
C˜i
�
Int Ont,ni
−F 0i Ini
�T
. (3.6)
Il est possible de trouver des expressions analytiques pour l’estimation de Fˆ i
pour quatre formes différentes de la sous-matrice F bi :
(0) F bi = Oni,nt , l’estimation est triviale.
(1) F bi = Gi où Gi est une matrice de taille (ni × nt) à estimer. Dans ce cas,
la matrice Fˆ
b
i qui maximise la sous-fonction auxiliaire de vraisemblance
g
C˜
b
i
(Qi,F
b
i) s’écrit (Annexe : démonstration 5 avecM i = Int)
Fˆ
b
i = C˜
b,[1,0]
i
�
C˜
b,[0,0]
i
�−1
, (3.7)
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où C˜
b,[0,0]
i et C˜
b,[1,0]
i correspondent aux sous-matrices de C˜
b
i de tailles
respectives (nt × nt) et (ni × nt), et telles que
C˜
b
i =
�
C˜
b,[0,0]
i C˜
b,[0,1]
i
C˜
b,[1,0]
i C˜
b,[1,1]
i
�
.
Remarque: Cette formule est analogue à la formule de ré-estimation de F
(1.15) de l’algorithme EM original.
(2) F bi = GiM i où Gi est une matrice de taille (ni × n
G
i ) à estimer et M i ,
une matrice de rang plein et de taille (nGi × nt), c.a.d rang(M i) = n
G
i . Dans
cette conﬁguration, la matrice Fˆ
b
i qui maximise la sous-fonction auxiliaire
de vraisemblance g
C˜
b
i
(Qi,F
b
i) est (Annexe : démonstration 5)
Fˆ
b
i = C˜
b,[1,0]
i M
T
i
�
M iC˜
b,[0,0]
i M
T
i
�−1
M i. (3.8)
Exemples:
– L’estimation de tous les paramètres du ﬁltre de Kalman couple est obtenue
en posant
G1 =
�
F x,x F x,y
F y,x F y,y
�
,M 1 = Int et F
0
1 = Ont,nt .
Dans ce cas, l’équation (3.2) s’écrit F = F 1 et C˜
b
i = C˜i. Donc, l’équa-
tion (3.8) est la même que (1.15).
– Le ﬁltre de Kalman original est un autre exemple de ﬁltre de Kalman
couple contraint, où
G1 =
�
F x,x
F y,x
�
,M 1 =
�
Inx , Onx,nt−nx
�
et F 01 = Ont,nt .
Dans ce cas, l’équation (3.8) est, aux notations prés, la même que celle
présentée dans [65, chapitre 6, page 343].
(3) F bi =
�nλi
m=1 λ
m
i U
m
i où {U
m
i }m=1:nλi
sont des matrices connues et indépen-
dantes, et λi = (λmi )m=1:nλi est un vecteur de paramètres à estimer. De plus,
la matrice Qi déﬁnie dans (3.2), doit être proportionnelle à une matrice
symétrique et déﬁnie positive Q0i . Dans ce cas, le vecteur λˆi qui maximise
la sous-fonction auxiliaire de vraisemblance g
C˜
b
i
(Qi,F
b
i) est (Annexe : dé-
monstration 6)
λˆi = A
−1
i bi, (3.9)
où
Ai =
nλi�
k=1
nλi�
l=1
tr
��
Q0i
�
−1
U ki C˜
b,[0,0]
i U
l
i
�
Ek,l, (3.10)
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avec Ek,l , le (k, l)ème élément canonique de l’espace des matrices de taille
(nλi × n
λ
i ), et où
bi =
nλi�
k=1
tr
��
Q0i
�
−1
U ki C˜
b,[0,1]
i
�
ek, (3.11)
avec ek , le kème élément canonique de l’espace des vecteurs de taille nλi .
Exemple: Considérons le ﬁltre de Kalman couple suivant qui permet d’es-
timer le gain entre observations et états cachés, quand la matrice de transi-
tion est partiellement connue :
– Pour F :
F x,x = 0.5,F x,y = 0.5,F y,y = 0 et F y,x = λ,
où λ doit être estimé. Dès lors,
F = [F T1 ,F
T
2 ]
T
avec F 1 = [F x,x,F x,y] = [0.5, 0.5] et F 2 = [F y,x,F y,y] = [λ, 0].
– Pour Q :
Qx,x = Q1 = σ
2,Qy,y = Q2 = γ
2 etQx,y = 0,
où γ et σ doivent être estimés.
Dans cet exemple, les blocs de F et Q ont comme projecteurs
P 1 = [1, 0] et P 2 = [0, 1].
Le block F 1 est de type-(0), et le bloc F 2 est de type-(3) avec
nλ2 = 1,F
0
2 = [0, 0], et U
1
2 = [1, 0].
Dès lors, l’estimation de F s’écrit
Fˆ =
nIN�
i=1
P Ti Fˆ i. (3.12)
Nous supposons maintenant que F est estimée, donc nous écrivons dans la suite
Fˆ à la place de F .
1.3 Blocs de la matrice de covariance
Nous rappelons que la matrice de bruit Q doit être bloc-diagonale pour per-
mettre l’estimation par blocs indépendants de la matrice de transition F . Nous
supposons alors que chaque bloc Qi (i = 1 : nIN) est unitairement équivalent
à une matrice bloc-diagonale QMi c.a.d Qi = M iQ
M
i M
T
i , avec M i une ma-
trice unitaire connue. Dès lors, il existe une relation d’équivalence unitaire entre
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la matrice de bruit Q et la matrice bloc-diagonale QM telle queQ =MQMMT ,
avec
M =
nIN�
i=1
M iP
T
i .
La fonction auxiliaire de vraisemblance peut s’exprimer en fonction de QM
et Fˆ
M
car gC˜(Q, Fˆ ) = gC˜M (Q
M , Fˆ
M
) avec
Fˆ
M
= MT Fˆ ,
C˜
M
=
�
Int Ont,nt
Ont,nt M
T
�
C˜
�
Int Ont,nt
Ont,nt M
�
. (3.13)
De plus, QM s’écrit
QM =
nQB�
i=1
�
PMi
�T
QMi P
M
i , (3.14)
où
�
PMi
�
i=1:nQB
sont les projecteurs des blocs diagonaux de QM de rang re-
spectif nMi . Dès lors, la fonction auxiliaire se décompose en nQB sous-fonctions
gC˜(Q, Fˆ ) =
nQB�
i=1
g
C˜
M
i
(QMi , Fˆ
M
i ), (3.15)
où
Fˆ
M
i = P
M
i Fˆ
M
,
C˜
M
i =
�
Int Ont,nt
OnMi ,nt P
M
i
�
C˜
M
�
Int Ont,nt
OnMi ,nt P
M
i
�T
. (3.16)
Les blocs sont supposés être indépendants, donc chaque sous-fonction peut être
maximisée individuellement. Des expressions analytiques ont été trouvées pour
quatre formes de la matrice QMi :
(O) QMi = Q
0
i , aucune estimation n’est requise.
(A) QMi doit être estimée. Dans ce cas, la matrice de covariance Qˆ
M
i qui max-
imise la fonction auxiliaire est donnée par (Annexe : démonstration 7)
Qˆ
M
i =
1
N + 1



�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi



 . (3.17)
(B) QMi = λiQ
0
i , où λi est un scalaire qui doit être estimé et Q
0
i , une matrice
connue. Dans ce cas, le scalaire λˆi qui maximise la fonction auxiliaire de
vraisemblance est donné par (Annexe : démonstration 8)
λˆi =
1
[N + 1]nMi
tr

�Q0i �−1



�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi





 . (3.18)
48
CHAPITRE 3. FILTRE DE KALMAN COUPLE CONTRAINT
(C) QMi =
�nBi
j=1
�
P
j
i
�T
M
j
iR
M
i
�
M
j
i
�T
P
j
i , où
�
M
j
i
�
j=1:nBi
sont des matrices con-
nues inversibles,
�
P
j
i
�
j=1:nBi
des projecteurs orthogonaux connus, et RMi
une matrice symétrique et déﬁnie positive à estimer. La matrice Rˆ
M
i qui
maximise la fonction auxiliaire de vraisemblance est donnée par (Annexe :
démonstration 9)
Rˆ
M
i =
1
[N + 1]nBi
nBi�
j=1
�
M
j
i
�−1
P
j
i

�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi

 �P ji �T �M ji �−T .
(3.19)
Exemple: Considérons un système où deux capteurs identiques mesurent
une grandeur physique. Il est légitime d’imposer la même matrice de co-
variance du bruit de mesure Qs pour les deux capteurs. Donc, dans ce cas,
la matrice de covariance du bruit de mesure est de type-(C) :
Qx,x = QM1
Qy,y = QM2 =
�
Qs O
O Qs
�
avec
P 11 =
�
I, O
�
,P 22 =
�
O, I
�
,M 12 =M
2
2 = I etR2 = Q
s.
Nous venons de présenter un algorithme EM pour l’estimation non-super-
visée des paramètres qui prend en compte certaines contraintes sur F et sur Q .
En dépit du fait que ces contraintes semblent restrictives, cet algorithme reste très
général comme nous serons amenés à l’illustrer dans la suite.
Remarque: En particulier, ces contraintes permettent de dégrader l’algorithme EM
du ﬁltre de Kalman couple pour le cas du ﬁltre de Kalman, comme nous le détail-
lons dans la partie annexe section 3.
Cependant l’implémentation en l’état de cet algorithme conduit à de fortes
instabilités numériques, comme celles constatées sur l’algorithme EM du ﬁltre de
Kalman couple présenté dans le chapitre 1. Nous présentons donc maintenant
une version robuste de cet algorithme.
2 Ré-estimation robuste
A l’instar du chapitre 1, l’instabilité numérique vient du fait que les matrices
de covariance ou corrélation censées être symétriques et positives peuvent perdre
leurs propriétés après un certain nombre d’itérations de l’algorithme EM. Nous
avons donc proposé de propager les matrices de covariances ou corrélation sous
la forme C = T TT , où T est une matrice triangulaire supérieure, pour qu’elles
ne puissent pas perdre l’une ou l’autre de ces deux propriétés. Notre méthode
reprend l’étape E présentée dans le chapitre 1.
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C˜
1
2
i > nIN
i = i+ 1
Fˆ
i = 0, Fˆ = O
Calcul de
�
C˜
b
i
� 1
2
Calcul de Fˆ
b
i
Fˆ i = Fˆ
b
i + F
0
i
Fˆ = Fˆ + P Ti Fˆ i
F 0, {P i}i=1:nIB , nIB
Calcul de
�
C˜
b
� 1
2
oui
non
FIGURE 3.1: Estimation robuste et partielle de F .
2.1 Calcul de la matrice de transition
F peut se calculer à partir de C˜
1
2 (1.13). Notre méthode, schématisée dans la
ﬁgure 3.1, se décompose en plusieurs étapes :
(1) Une racine carrée de la matrice
C˜
b
=
�
Int Ont,nt
−F 0 Int
�
C˜
�
Int Ont,nt
−F 0 Int
�T
(3.20)
est calculée à partir de la décomposition QR suivante :
�
C˜
b
� 1
2
= Z∗C˜
1
2
�
Int Ont,nt
−F 0 Int
�T
. (3.21)
(2) Chaque bloc de F est estimé en utilisant l’algorithme suivant :
(A) Une racine carrée de la matrice C˜
b
i (3.6) est calculée à partir de la
décomposition QR suivante
�
C˜
b
i
� 1
2
= Z∗
�
C˜
b
� 1
2
�
Int Ont,ni
Ont,nt P
T
i
�
. (3.22)
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(B) Fˆ
b
i est ensuite calculée selon le type de bloc de F i :
– Pour un bloc de type (1),
Fˆ
b
i =
�
D˜
b,[0,1]
i
�T �
D˜
b,[0,0]
i
�−1
, (3.23)
où D˜
b,[0,0]
i et D˜
b,[0,1]
i correspondent aux sous-matrices de
�
C˜
b
i
� 1
2
de
tailles respectives (nt × nt) and (nt × ni), selon
�
C˜
b
i
� 1
2
=
�
D˜
b,[0,0]
i D˜
b,[0,1]
i
Oni,nt D˜
b,[1,1]
i
�
.
– Pour un bloc de type (2),
a. Une racine carrée de la matrice
D˜
M
i =
�
M i OnGi ,nt
Ont,ni Int,nt
�
C˜
b
i
�
M i OnGi ,nt
Ont,ni Int,nt
�T
est calculée grâce à la décomposition QR suivante
�
D˜
M
i
� 1
2
= Z∗
�
C˜
b
i
� 1
2
�
M i OnGi ,nt
Ont,ni Int,nt
�T
.
b. Ce qui permet d’écrire
Fˆ
b
i =
�
E˜
M,[0,1]
i
�T �
E˜
M,[0,0]
i
�−1
M i, (3.24)
où E˜
M,[0,0]
i et E˜
M,[0,1]
i correspondent aux sous-matrices de
�
D˜
M
i
� 1
2
de tailles respectives (nGi × n
G
i ) and (n
G
i × nt), selon
�
D˜M i
� 1
2
=
�
E˜
M,[0,0]
i E˜
M,[0,1]
i
O E˜
M,[1,1]
i
�
.
– Pour un bloc de type (3), l’équation (3.9) est ré-utilisée pour l’estima-
tion.
(C) Nous obtenons Fˆ i selon Fˆ i = Fˆ
b
i + Fˆ
0
i .
(3) Finalement, Fˆ est reconstruite à partir des Fˆ i , en utilisant l’équation (3.12).
À ce stade, nous disposons d’un algorithme robuste pour estimer F selon toutes
les contraintes exprimées dans la section précédente.
2.2 Calcul de la matrice de covariance du bruit
Aﬁn de garantir la positivité et la symétrie de Q dans notre algorithme, nous
proposons d’estimer Q
1
2 à la place de celle-ci. Le calcul de Q
1
2 , cf. ﬁgure 3.2, est
réalise à partir de C˜
1
2 et se décompose en trois étapes :
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i > nQB
i = i+ 1
�
PMi
�
i=1:nQB
,M , etc...C˜
1
2 , Fˆ
Calcul de
�
C˜
M
� 1
2
et Fˆ
M
i = 0,
�
Qˆ
M
� 1
2
= O
Qˆ
1
2
�
Qˆ
+
� 1
2
=
�
Qˆ
M
� 1
2
MT
Calcul de
�
Qˆ
M
i
� 1
2
Calcul de
�
C˜
M
i
� 1
2
�
Qˆ
M
� 1
2
=
�
Qˆ
M
� 1
2
+
�
PMi
�T �
Qˆ
M
i
� 1
2
PMi
Décomposition QR
oui
non
FIGURE 3.2: Estimation robuste et partielle deQ.
(1) Une racine carrée de C˜
M
(3.13) est donnée par la décomposition QR :�
C˜
M
� 1
2
= Z∗C˜
1
2
�
Int Ont,nt
Ont,nt M
�
. (3.25)
(2) Chaque bloc QMi est estimé en utilisant l’algorithme suivant :
(a) Une racine carrée de C˜
M
i (3.16) est donnée par la décomposition QR
�
C˜
M
i
� 1
2
= Z∗
�
C˜
M
� 1
2
�
Int Ont,nMi
Ont,nt P
M
i
�T
. (3.26)
(b)
�
Qˆ
M
i
� 1
2
est ensuite calculée selon le type de bloc
– Pour un bloc de type (O),
�
Qˆ
M
i
� 1
2
=
�
Q0i
� 1
2 .
– Pour un bloc de type (A),
�
Qˆ
M
i
� 1
2
est calculée grâce à la décomposi-
tion QR suivante�
Qˆ
M
i
� 1
2
=
1√
N + 1
Z∗
�
C˜
M
i
� 1
2
�
Fˆ
M
i , −Ini
�T
. (3.27)
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– Pour un bloc de type (B),
�
Qˆ
M
i
� 1
2
est calculée en remplaçant λi etQ0i
respectivement par λ
1
2
i et
�
Q0i
� 1
2 dans l’équation (3.18).
– Pour un bloc de type (C),
�
Qˆ
M
i
� 1
2
est calculée grâce à la méthode
suivante
– Une racine carrée de la matrice RMi (3.19) est calculée grâce à
l’algorithme basé sur les décompositions QR suivantes :
�
RMi
� 1
2 =
1
[N + 1]nBi
�
W
nBi
i
� 1
2
,
où
W ki =
k�
j=1
�
M
j
i
�−T
P
j
i

�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi

 �P ji �T �M ji �−1.
(3.28)
Le calcul de
�
W ki
� 1
2 se conduit de la manière suivante :
(a) Pour k = 0,
�
W 0i
� 1
2 = OnBi ,nBi .
(b) Pour k = 1 à nBi ,
�
W ki
� 1
2 est calculé à partir de la décomposition
QR suivante :
��
W ki
� 1
2
OnBi ,nBi
�
= Z∗


�
W k−1i
� 1
2
C˜
M
i

�FˆMi �T
−InMi

 �P ji �T �M ji �−1

 . (3.29)
– Puis,
�
Qˆ
M
i
� 1
2
est obtenu par la décomposition QR
�
Qˆ
M
i
� 1
2
= Z∗
nBi�
j=1
�
P
j
i
�T �
RMi
� 1
2
�
M
j
i
�T
P
j
i . (3.30)
(3) Dès lors, nous obtenons une racine carrée de Qˆ
M
grâce à l’expression :
�
Qˆ
M
� 1
2
=
nQB�
i=1
�
PMi
�T �
Qˆ
M
i
� 1
2
PMi . (3.31)
(4) Finalement, une racine carrée de Qˆ est obtenue par la décomposition QR
Qˆ
1
2 = Z∗
�
Qˆ
M
� 1
2
MT� �� �
�
Qˆ
M
+
� 1
2
. (3.32)
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3 Évaluations
Cette section propose de comparer le ﬁltre de Kalman couple contraint avec le
ﬁltre de Kalman couple libre et le ﬁltre de Kalman couple équivalent. Nous pro-
posons 4 séries d’expériences qui comparent les performances des ﬁltres équiva-
lents et contraints dans les conditions décrites dans la section 2 du chapitre 2 et
des ﬁltres de plus en plus contraints. Tous les résultats sont la moyenne de 1000
expériences pour un nombre d’échantillons variant de 50 à 10 000. Nous avons
retenu comme critère de qualité de la restauration, l’erreur quadratique moyenne
(EQM) entre les états simulés et les états restaurés.
3.1 Comparaison avec le ﬁltre équivalent de type α
L’expérience 3.1 du chapitre 2 montre un comportement décevant des ﬁltres
équivalents de type α dans la mesure où la matrice F est très mal estimée. Or,
les contraintes que nous avons proposées dans ce chapitre permettent de prendre
en compte le même type d’hypothèses et une comparaison des deux ﬁltres est
intéressante.
Nous avons donc repris le même schéma expérimental que dans la section 3.1
du chapitre 2. Nous avons simulé des signaux suivant le modèle du ﬁltre de
Kalman couple, avec une décorrélation entre bruits de mesure et de modèle, dont
les paramètres sont donnés dans la ligne 1 du tableau 3.1. Les signaux ont ensuite
été restaurés par
0. le ﬁltre de Kalman couple optimal (FKCO),
1. un ﬁltre de Kalman couple libre (FKCL),
2. un ﬁltre de Kalman couple équivalent de type α (FKCE) où Qx,y = 0 et
Qx,x = 0.5.
3. un ﬁltre de Kalman couple contraint (FKC contraint) où
– nous avons imposéQx,y = 0 et donc estimé F x,t et F y,t séparément,
– nous avons imposé une contrainte de type-O surQx,x = 0.5
– et Qy,y est laissé libre.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 3.1. Les estimations moyennes par les trois ﬁltres non-super-
visés sont reportées dans les lignes 3 à 5. Les courbes de vraisemblance sont
représentées sur la ﬁgure 3.3. Un exemple de signal généré est reporté sur la
ﬁgure 3.4a, ses restaurations par les différents ﬁltres sur les ﬁgures 3.4b, 3.4c,
3.4d et 3.4e. Les EQM pour le FKCL, le FKCE, le FKC contraint et le FKCO sont
reportées sur la ﬁgure 3.5.
Il convient d’analyser séparément ces résultats :
– Concernant l’exemple de restauration d’un signal de 100 échantillons, le
FKCE ne restaure pas le signal, contrairement aux FKCL et FKC contraint
dont les performances sont proches. On note aussi que leurs performances
restent assez éloignées de celles du ﬁltre optimal.
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TABLE 3.1: Paramètres de l’expérience de la section 3.1. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 à 5 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal d’une
taille de 1 000 échantillons.
tˆ0 Q0 F Q
θ
�
1
−1
� �
0.5 0.1
0.1 1.5
� �
0.5 −0.2
1 0.5
� �
0.5 0
0 0.7
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
0.5 0
0 1
�
θ
(100)
FKCL
�
0.754
−0.788
� �
0.006 −0.006
−0.006 0.057
� �
0.763 −0.253
1.060 0.242
� �
0.485 0.137
0.137 0.666
�
θ
(100)
FKCE
�
0.727
−0.788
� �
0.012 −0.010
−0.010 0.057
� �
0.537 −0.127
0.586 0.468
� �
0.5 0
0 0.666
�
θ
(100)
FKC contraint
�
0.906
−0.703
� �
0.011 −0.006
−0.006 0.053
� �
0.564 −0.205
1.011 0.452
� �
0.5 0
0 0.595
�
-2.80
-2.75
-2.70
-2.65
-2.60
-2.55
-2.50
-2.45
0 20 40 60 80 100
FKCL
FKC contraint
FKCO
FIGURE 3.3: Vraisemblances moyennes des différents ﬁltres pour un signal de 1
000 échantillons (section 3.1).
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Observations
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(a) Signal simulé.
États cachés
FKCO
-3
-2
-1
0
1
2
3
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(b) Signal restauré par le FKCO.
États cachés
FKCL
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(c) Signal restauré par le FKCL.
États cachés
FKCE
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(d) Signal restauré par le FKCE.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKC contraint
(e) Signal restauré par le FKC contraint.
FIGURE 3.4: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 3.1).
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0
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FKCE
FKCO
(a) FKCE.
0.2
0.4
0.6
0.8
1.0
1.2
1.4
100 1 000 10 000
FKCL
FKC contraint
FKCO
(b) FKCL, FKC contraint.
FIGURE 3.5: Evolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 3.1).
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– Concernant la courbe de vraisemblance, on remarque que la vraisemblance
dans le modèle contraint croît moins vite que celle du modèle libre. Ce ré-
sultat était attendu puisque l’algortihme contraint l’étape de maximisation
de l’algorithme EM, ce qui n’est pas le cas des algorithmes libre ou équiva-
lent.
– Concernant l’estimation des paramètres, le FKC contraint donne une meil-
leure estimation que le FKCL pour l’estimation des paramètres. Par con-
tre, on peut nuancer ce bon résultat par le fait que l’estimation reste assez
éloignée des paramètres de simulation. On peut également ajouter qu’on
retrouve la mauvaise estimation du ﬁltre équivalent.
– Concernant les courbes d’EQM, on remarque que le FKC contraint donne
de meilleurs résultats que le FKCL quand le nombre d’échantillons dépasse
200 points. Cependant, ses performances restent éloignées de celles du ﬁltre
optimal.
Dans cette expérience, nous retenons une conclusion : les ﬁltres contraints per-
mettent d’estimer les paramètres et les états cachés quand Qx,x est connue et
Qx,y = O lorsque le nombre d’échantillons est sufﬁsant.
3.2 Comparaison avec le ﬁltre équivalent de type β
L’expérience de la section 3.2 du chapitre 2 montre un bon comportement des
ﬁltres équivalents de type β à la fois pour l’estimation des paramètres et des états
cachés. Or, les ﬁltres contraints permettent aussi d’imposer le même type de con-
traintes sur la matrice de transition F (avec la contrainte supplémentaire que
les bruits de mesure et de modèle soient décorrélés). Dès lors, il est intéressant de
comparer ces deux algorithmes d’apprentissage car l’un ne fait pas d’approxima-
tion et l’autre réduit l’espace de recherche des paramètres.
Nous avons donc simulé des signaux respectant les hypothèses du ﬁltre équiv-
alent de type-β dont les paramètres sont donnés dans la ligne 1 du tableau 3.2.
Les signaux ont ensuite été restaurés par
0. le ﬁltre de Kalman couple optimal (FKCO),
1. un ﬁltre de Kalman couple libre (FKCL),
2. un ﬁltre de Kalman couple équivalent de type β (FKCE), oùF x,t = [0.2,−0.4],
3. un ﬁltre de Kalman couple contraint (FKC contraint) où
– nous avons imposéQx,y = 0 et donc estimé F x,t et F y,t séparément,
– nous avons imposé une contrainte de type-O sur F x,t = [0.2,−0.4]
– et Qx,x , Qy,y et F y,t sont laissés libres.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 3.2. Les estimations moyennes par les trois ﬁltres non-supervi-
sés sont reportées dans les lignes 3 à 5. Un exemple de signal généré est représenté
sur la ﬁgure 3.6a et ses restaurations respectives sur les ﬁgures 3.6b, 3.6c, 3.6d
et 3.6e. L’EQM est représentée sur la ﬁgure 3.7.
Il convient d’analyser les résultats séparément :
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Observations
États cachés
(a) Signal simulé.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKCO
(b) Signal restauré par le FKCO.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKCL
(c) Signal restauré par le FKCL.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKCE
(d) Signal restauré par le FKCE.
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
États cachés
FKC contraint
(e) Signal restauré par le FKC contraint.
FIGURE 3.6: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 3.2).
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TABLE 3.2: Paramètres de l’expérience de la section 3.2. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 à 5 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal d’une
taille de 1 000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
1
−1
� �
0.5 0.2
0.2 1.0
� �
0.2 −0.4
2 −0.5
� �
0.2 0.1
0.1 1.0
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
0.2 −0.4
1 0
� �
0.5 0
0 1
�
θ
(100)
FKCL
�
1.222
−1.042
� �
0.006 0.007
0.007 0.034
� �
0.052 −0.406
1.768 −0.352
� �
0.107 0.041
0.041 1.416
�
θ
(100)
FKCE
�
1.003
−1.042
� �
0.006 0.010
0.010 0.034
� �
0.2 −0.4
1.999 −0.500
� �
0.097 0.141
0.141 1.416
�
θ
(100)
FKC contraint
�
1.125
−0.834
� �
0.006 0.009
0.009 0.035
� �
0.2 −0.4
1.946 −0.445
� �
0.210 0
0 0.938
�
0.10
0.11
0.12
0.13
0.14
0.15
0.16
0.17
0.18
100 1 000 10 000
FKCL
FKC contraint
FKCO
FKCE
FIGURE 3.7: Évolution des EQM pour le lissage en fonction du nombre d’échan-
tillons (section 3.2).
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– Concernant l’exemple de restauration, tous les ﬁltres donnent des résultats
assez similaires. On remarque aussi que le ﬁltre optimal procure une légère
amélioration de l’estimation des états cachés.
– Concernant l’estimation des paramètres, les ﬁltres équivalents et contraints
donnent tous les deux unemeilleure estimation de la matrice F que le ﬁltre
libre, et qui est proche des paramètres de simulation.
– Concernant les courbes d’EQM, on remarque que sur des petits signaux, le
FKCE donne des meilleurs résultats que le FKC contraint. Par contre, sur
de grands signaux, la tendance s’inverse. Il faut aussi noter que les résultats
de ces deux ﬁltres restent supérieures à celles du FKCL. On note ﬁnalement
que le FKCE et le FKCL sont très loins de la convergence vers l’EQM opti-
male dans cette expérience.
Nous pouvons tirer de cette expérience 2 conclusions principales :
1. Les ﬁltres équivalents ou contraints améliorent l’estimation des états cachés
et des paramètres du modèle.
2. Il semblerait que les ﬁltres équivalents soient légèrement plus sensibles aux
maxima locaux de la fonction de vraisemblance que les ﬁltres contraints.
3.3 Comparaison avec le ﬁltre équivalent de type γ
L’expérience de la section 3.3 du chapitre 2 montre un bon comportement des
ﬁltres équivalents de type γ dans l’estimation des paramètres et des états cachés.
Or, les ﬁltres contraints permettent d’imposer le même type de contraintes sur
la matrice de transition F (avec la contrainte supplémentaire que les bruits de
mesure et demodèle soient décorrélés). Dès lors, il est intéressant de comparer ces
deux algorithmes d’apprentissage car l’un ne fait pas d’approximation et l’autre
réduit l’espace de recherche des paramètres du ﬁltre.
Nous avons donc simulé des signaux respectant les hypothèses du ﬁltre équiv-
alent de type-γ dont les paramètres sont donnés dans la ligne 1 du tableau 3.3.
Les signaux ont ensuite été restaurés par
0. le ﬁltre de Kalman couple optimal (FKCO),
1. un ﬁltre de Kalman couple libre (FKCL),
2. un ﬁltre de Kalman couple équivalent de type γ (FKCE), où F y,t = [1, 0],
3. un ﬁltre de Kalman couple contraint (FKC contraint) où
– nous avons imposéQx,y = 0 et donc estimé F x,t et F y,t séparément,
– nous avons imposé une contrainte de type-O sur F y,t = [1, 0],
– et Qx,x , Qy,y et F x,t sont laissés libres.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 3.3. Les estimations moyennes par les trois ﬁltres non-supervi-
sés sont reportées dans les lignes 3 à 5. Un exemple de signal généré est représenté
sur la ﬁgure 3.8a et ses restaurations respectives sur les ﬁgures 3.8b, 3.8c, 3.8d
et 3.8e. L’EQM des états lissés est représentées sur la ﬁgure 3.9.
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(b) Signal restauré par le FKCO.
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(c) Signal restauré par le FKCL.
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(d) Signal restauré par le FKCE.
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(e) Signal restauré par le FKC contraint.
FIGURE 3.8: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 3.3).
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TABLE 3.3: Paramètres de l’expérience de la section 3.3. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 à 5 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal d’une
taille de 1 000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
1
−1
� �
0.5 0.1
0.1 1.5
� �
0.8 −0.4
1 0
� �
0.1 0.2
0.2 1
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
1 0
0 1
�
θ
(100)
FKCL
�
1.648
−1.171
� �
0.010 0.006
0.006 0.067
� �
0.662 −0.463
0.673 0.133
� �
0.445 −0.146
−0.146 0.748
�
θ
(100)
FKCL
�
0.975
−1.171
� �
0.007 0.013
0.013 0.067
� �
0.796 −0.399
1 0
� �
0.193 0.004
0.004 0.748
�
θ
(100)
FKC contraint
�
1.012
−1.383
� �
0.007 0.011
0.011 0.068
� �
0.767 −0.399
1 0
� �
0.218 0
0 0.728
�
FKCL
FKCE
FKC contraint
FKCO
0
0.2
0.4
0.6
0.8
1.0
100 1 000 10 000
FIGURE 3.9: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 3.3).
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Ces expériences conduisent aux commentaires suivants :
– Concernant l’exemple de restauration, nous remarquons que le ﬁltre con-
traint donne une meilleure estimation que le ﬁltre équivalent, qui lui-même
donne une meilleure que celle du ﬁltre libre. On peut nuancer ces résultats
par le fait que les performances du ﬁltre contraint restent assez éloignées de
celles du ﬁltre optimal.
– Concernant l’estimation des paramètres, les ﬁltres équivalents et contraints
donnent tous les deux unemeilleure estimation de la matrice F que le ﬁltre
libre, et qui est proche des paramètres de simulation.
– Concernant les courbes d’EQM, on remarque que pour un faible nombre
d’échantillons, le ﬁltre contraint donne de meilleures performances que le
ﬁltre équivalent. Par contre, pour un grand nombre d’échantillons, le FKCE
devient plus performant que le FKC contraint. Ces deux ﬁltres donnent
signiﬁcativement de meilleures performances que le FKCL et qui se rap-
prochent de celles du ﬁltre optimal quand le nombre d’échantillons devient
assez grand.
Cette expérience conduit à des conclusions similaires à celle de l’expérience précé-
dente :
1. Les ﬁltres équivalents ou contraints améliorent l’estimation des états cachés
et des paramètres du modèle par rapport au ﬁltre libre.
2. Pour un grand nombre d’échantillons, les performances du ﬁltre équivalent
se rapprochent de celles du ﬁltre optimal. Par contre, les performances du
ﬁltre contraint ne convergent pas vers celle du ﬁltre optimal.
On peut conclure que quand les hypothèses sont similaires, il est préférable d’u-
tiliser un ﬁltre contraint plutôt qu’un ﬁltre équivalent. Cependant, le résultat est
plus mitigé quand on doit faire des approximations pour utiliser le ﬁltre con-
traint à la place du ﬁltre équivalent. Finalement, on doit faire attention que les hy-
pothèses du ﬁltre contraint ne soit pas trop éloignées du modèle sinon on risque
de dégrader signiﬁcativement l’estimation des paramètres et la restauration du
signal.
3.4 Comparaison entre ﬁltres contraints
Dans cette dernière expérience, nous avons choisi d’illustrer l’apport des con-
naissances a-priori sur l’estimation des paramètres du ﬁltre de Kalman couple.
Pour cela, nous avons utilisé des ﬁltres de plus en plus contraints pour estimer
ces paramètres et restaurer les états cachés. Nous avons donc simulé des signaux
respectant les hypothèses du ﬁltre de Kalman dont les paramètres sont donnés
dans la ligne 1 du tableau 3.4. Les signaux ont ensuite été restaurés par
0. le ﬁltre de Kalman couple optimal (FKCO),
1. un ﬁltre de Kalman couple libre (FKCL),
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TABLE 3.4: Paramètres de l’expérience de la section 3.4. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 à 6 :
estimation moyenne des paramètres par les différents ﬁltres pour des signaux
d’une taille de 100 échantillons ; Lignes 7 à 10 : estimation moyenne des paramè-
tres pour des signaux d’une taille de 1 000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
0
0
� �
0.5 0.5
0.5 0.7
� �
0.2 −0.4
0.8 0.4
� �
0.5 0
0 1.5
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
1 0
0 3
�
100 échantillons
θ
(100)
FKCL
�−0.156
0.130
� �
0.025 −0.037
−0.037 0.140
� �
0.357 −0.338
0.909 0.241
� �
0.955 −0.005
−0.005 0.849
�
θ
(100)
FKC contraint 1
�−0.155
−0.030
� �
0.039 −0.054
−0.054 0.141
� �
0.187 −0.373
0.820 0.361
� �
1.076 0
0 1.047
�
θ
(100)
FKC contraint 2
�−0.167
0.044
� �
0.038 −0.043
−0.043 0.119
� �
0.194 −0.389
0.810 0.389
� �
0.493 0
0 1.478
�
θ
(100)
FKC contraint 3
�−0.169
0.051
� �
0.037 −0.042
−0.042 0.119
� �
0.195 −0.391
0.805 0.391
� �
0.5 0
0 1.5
�
1 000 échantillons
θ
(100)
FKCL
�−0.070
0.281
� �
0.025 −0.042
−0.042 0.110
� �
0.335 −0.372
0.842 0.264
� �
0.780 0.146
0.146 1.255
�
θ
(100)
FKC contraint 1
�−0.110
0.278
� �
0.036 −0.042
−0.042 0.108
� �
0.199 −0.398
0.809 0.382
� �
0.774 0
0 1.301
�
θ
(100)
FKC contraint 2
�−0.110
0.266
� �
0.038 −0.041
−0.041 0.105
� �
0.200 −0.400
0.800 0.400
� �
0.498 0
0 1.495
�
θ
(100)
FKC contraint 3
�−0.106
0.262
� �
0.038 −0.040
−0.040 0.104
� �
0.200 −0.400
0.800 0.400
� �
0.5 0
0 1.5
�
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hidden states
FKC contraint 1
-4
-3
-2
-1
0
1
2
3
0 20 40 60 80 100
(d) Signal restauré par le FKC contraint 1.
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(e) Signal restauré par le FKC contraint 2.
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(f) Signal restauré par le FKC contraint 3.
FIGURE 3.10: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 3.4).
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FIGURE 3.11: Vraisemblances moyennes des différents ﬁltres (section 3.4).
FKCL
FKC contraint 1
FKC contraint 2
FKC contraint 3
FKCO
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
100 1 000 10 000
FIGURE 3.12: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 3.4).
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2. un ﬁltre de Kalman couple contraint (FKC contraint 1) où
– nous avons imposéQx,y = 0 et donc estimé F x,t et F y,t séparément,
– nous avons imposé une contrainte de type-2 sur
F x,t = Gx
�
1, −2� ,
où Gx est un scalaire à estimer,
– une contrainte de type-2 sur
F y,t =
�
1, 0
�
+Gy
�−1, 2� ,
où Gy est un scalaire à estimer,
– et Qx,x , Qy,y sont laissés libres.
3. un ﬁltre de Kalman couple contraint (FKC contraint 2) où
– nous avons imposé une contrainte de type-3 sur
F =
�
0 0
1 0
�
+ λ
�
1 −2
−1 2
�
,
où λ est un scalaire à estimer,
– et imposé conjointement une contrainte de type B sur la matrice
Q = γ
�
1 0
0 3
�
,
où γ est un scalaire à estimer.
4. un ﬁltre de Kalman couple contraint (FKC contraint 3) où
– nous avons imposé une contrainte de type-3
F =
�
0 0
1 0
�
+ λ
�
1 −2
−1 2
�
,
où λ est un scalaire à estimer,
– et la matrice Q est connue.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 3.4. Les estimations moyennes par les quatre ﬁltres non-su-
pervisés sont reportées dans les lignes 3 à 6 pour des signaux de 100 points et 7 à
10 pour des signaux de 1000 points. Un exemple de signal généré est représenté
sur la ﬁgure 3.10a et ses restaurations respectives sur les ﬁgures 3.10b, 3.10c,
3.10d, 3.10e et 3.10f. Les courbes de vraisemblances moyennes pour les différents
ﬁltres sont reportées sur les ﬁgures 3.11a et 3.11b pour des tailles de signaux re-
spectives de 100 et 1000 échantillons. L’EQM des signaux lissés est représentée
sur la ﬁgure 3.12.
Il convient d’analyser ces résultats séparément :
– Concernant la restauration, plus le ﬁltre est contraint, plus la restauration
s’approche des vraies valeurs des états cachés. On note aussi que les ﬁltres
contraints 2 et 3 ont des performances très proches.
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– Concernant les courbes de vraisemblances, plus le ﬁltre est contraint, plus
il a tendance à converger rapidement. Cela se remarque particulièrement
sur la courbe de vraisemblance moyenne pour 100 échantillons. De plus, on
remarque que le ﬁltre libre n’a pas ﬁni de converger pour 100 échantillons
contrairement aux deux autres ﬁltres. On peut nuancer que plus le modèle
est contraint, plus la vraisemblance ﬁnale est faible.
– Concernant les estimations moyennes des paramètres, nous remarquons
que les ﬁltres contraints sont proches des paramètres de simulation. En
particulier, les ﬁltres contraints 2 et 3 ont presque convergé vers les vraies
valeurs, même pour le cas difﬁcile de 100 échantillons.
– Concernant les courbes d’EQM, on remarque que plus le ﬁltre est contraint,
plus l’EQM est faible. De plus, les ﬁltres contraints 2 et 3 ont des performan-
ces presques similaires. Tous les ﬁltres semblent converger vers l’EQM de
la solution optimale quand le nombre d’échantillons devient important.
Nous pouvons tirer 2 conclusions de cette expérience :
– L’ajout de contraintes sur les paramètres permet d’une part, d’améliorer
leur estimation et d’autre part, d’améliorer la restauration des états cachés,
et cela même dans le cas difﬁcile des petits signaux.
– Par contre, on peut nuancer que plus les paramètres sont contraints, moins
bonne est la vraisemblance ﬁnale. Donc, on peut s’attendre à ce que l’algo-
rithme contraint puisse rester piéger par des maxima locaux de la vraisem-
blance différents de ceux des algorithmes original et équivalent.
4 Conclusion
Dans ce chapitre, nous avons établi des contraintes sur les paramètres du ﬁl-
tre de Kalman couple qui permettent des formules de ré-estimation exacte. Con-
trairement à celles présentées dans le chapitre précédent, ces contraintes modi-
ﬁent le chemin parcouru par la vraisemblance. Nous avons également comparé
les ﬁltres équivalents aux ﬁltres contraints. Mis à part pour le ﬁltre équivalent
de type α, les ﬁltres équivalents et contraints ont montré des performances sim-
ilaires quand les hypothèses des modèles équivalents étaient respectées. Nous
avons également comparé plusieurs ﬁltres contraints pour mesurer l’inﬂuence
des connaissances a-priori sur les paramètres et sur l’estimation de l’algorithme
EM. Nous avons illustré que les contraintes améliorent l’estimation et la restau-
ration. Mais, on peut nuancer que plus le système est contraint, moins la vrai-
semblance croit rapidement. Donc, le fait de contraindre le système peut amener
l’algorithme EM à rester piéger sur un maximum local de la vraisemblance.
Dans le chapitre suivant, nous proposons de comparer nos algorithmes d’ap-
prentissage aux deux algorithmes EM du ﬁltre de Kalman sur des données qui ne
sont plus forcément adaptées au ﬁltre de Kalman couple. De plus, il est envisage-
able de contraindre l’étape de maximisation de l’algorithme EM et d’utiliser un
jeu de paramètres équivalents, comme nous le faisons pour le ﬁltre de Kalman.
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Chapitre 4
Discussion
Ce chapitre propose une discussion sur l’apport du ﬁltre de Kalman couple
vis-à-vis du ﬁltre de Kalman. Même si le premier modèle est strictement plus
général que le second, le nombre de paramètres inconnus est plus important. Cela
rend la tâche des algorithmes EM plus difﬁcile puisque l’estimation est réalisée
dans des espaces de plus grandes dimensions. Il est alors intéressant de compren-
dre si la présence de contraintes sur le modèle couple –réduisant la dimension de
l’espace de recherche–, peut apporter des gains en termes de restauration de sig-
naux par rapport à un ﬁltre de Kalman à nombre de paramètres identique.
Aussi, ce chapitre reporte t’il les résultats d’expériences comparatives dans
trois situations distinctes, permettant d’apprécier le comportement des modèles
et des algorithmes d’estimation. La première section se concentre sur des don-
nées simulées, issues des modèles que nous souhaitons évaluer. La seconde sec-
tion évalue les algorithmes sur des données simulées, mais ne suivant pas les
modèles. La dernière section reporte les résultats comparatifs du ﬁltre de Kalman
et du ﬁltre de Kalman couple sur des données réelles issues de l’application de
biométrie dynamique d’iris présentée dans le chapitre 5.
1 Données théoriques
Dans ces premières séries d’expériences, nous avons choisi d’illustrer les per-
formances du ﬁltre de Kalman couple sur des données théoriques par rapport au
ﬁltre de Kalman. Nous avons réalisé deux séries d’expériences, l’une comparant
différents ﬁltres de Kalman couple avec deux ﬁltres de Kalman sur des données
adaptées au ﬁltre de Kalman, et l’autre comparant encore ces ﬁltres sur des don-
nées adaptées au ﬁltre de Kalman couple. Tous les résultats sont la moyenne de
1 000 expériences et nous avons mesuré la qualité de la restauration par l’erreur
quadratique moyenne (EQM). La taille des signaux varie de 50 à 10 000 échantil-
lons.
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TABLE 4.1: Paramètres de l’expérience de la section 1.1. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 à 6 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal d’une
taille de 1 000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
1
0
� �
0.5 0
0 0
� �
0.8 0
1 0
� �
0.5 0
0 0
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
1 0
0 1
�
θ
(100)
FKE
�
0.843
∗
� �
0.008 ∗
∗ ∗
� �
0.797 0
1 0
� �
0.508 0
0 1.507
�
θ
(100)
FK contraint
�
0.881
∗
� �
0.009 ∗
∗ ∗
� �
0.791 0
1 0
� �
0.521 0
0 1.497
�
θ
(100)
FKCE
�
0.863
0.090
� �
0.007 0.000
0.000 0.931
� �
0.740 0.031
1 0
� �
0.678 −0.217
−0.217 1.187
�
θ
(100)
FKC contraint
�
0.904
0.200
� �
0.009 −0.013
−0.013 0.881
� �
0.735 0.031
1 0
� �
0.525 0
0 1.437
�
1.1 Données suivant le modèle du ﬁltre de Kalman
Il est intéressant de vériﬁer que le ﬁltre de Kalman couple non-supervisé ob-
tient des performances de restauration similaire à celles du ﬁltre de Kalman non-
supervisé sur des signaux adaptés au ﬁltre de Kalman. Pour cela, nous avons
simulé des signaux avec les paramètres donnés dans la ligne 1 du tableau 4.1.
Ces données ont ensuite été restaurées par
0. le ﬁltre de Kalman optimal (FKO),
1. un ﬁltre de Kalman équivalent (FKE cf. Annexe 3.1) où F y,x = 1,
2. un ﬁltre de Kalman contraint (FK contraint cf. Annexe 3.2) où F y,x = 1,
3. un ﬁltre de Kalman couple équivalent (FKCE) où F y,t = [1, 0],
4. un ﬁltre de Kalman couple contraint (FKC contraint) où
– nous avons imposé Qx,y = 0 et donc une estimation séparée de F x,t et
F y,t ,
– nous avons imposé une contrainte de type 0 sur F y,t = [1, 0] et
– nous avons laissé F x,y , Qx,x et Qy,y , libres.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 4.1. Les estimations moyennes par les quatre ﬁltres non-su-
pervisés sont reportées dans les lignes 3 à 6. Un exemple de signal généré est
représenté sur la ﬁgure 4.2a et ses restaurations respectives sur les ﬁgures 4.2b,
4.2c, 4.2d, 4.2e et 4.2f. L’EQM est représentée sur la ﬁgure 4.1.
Il est intéressant d’analyser ces résultats séparément :
– Concernant la restauration, les performances des ﬁltres de Kalman non-su-
pervisés sont très proches de celles du ﬁltre de Kalman optimal. Par contre,
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FKE
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FIGURE 4.1: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 1.1).
les ﬁltres de Kalman couples intègrent une partie des observations dans le
signal restauré, ce qui dégrade légèrement leur performance.
– Concernant les estimations moyennes des paramètres, nous remarquons
que plus le modèle est contraint, meilleure est l’estimation. De plus, les pa-
ramètres estimés sont très proches des paramètres de simulation pour tous
les ﬁltres.
– Concernant les courbes d’EQM, nous remarquons que plus le modèle est
contraint, meilleures sont les performances. Nous pouvons aussi ajouter
que le ﬁltre de Kalman couple contraint donne des résultats similaires à
ceux des ﬁltres de Kalman non-supervisés. Quand le nombre d’échantillons
dépasse 1000, les performances des ﬁltres de Kalman et du ﬁltre de Kalman
couple contraint se confondent avec celles du ﬁltre optimal.
Ces résultats conduisent à deux conclusions principales :
– Comme prévu, les ﬁltres de Kalman non-supervisés donnent de meilleurs
résultats que ceux de Kalman couple. Cependant, les différences de perfor-
mances ne sont pas signiﬁcatives.
– Le grand nombre de paramètres du ﬁltre de Kalman couple ne l’empêche
pas d’être optimal quand le nombre d’échantillons tend vers l’inﬁni.
1.2 Données suivant le modèle du ﬁltre de Kalman couple
Il est maintenant intéressant de vériﬁer que le ﬁltre de Kalman ne peut pas
restaurer correctement des signaux suivant le modèle du ﬁltre de Kalman couple.
Nous avons simulé des signaux dont les paramètres sont donnés dans la ligne 1
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(a) Signal simulé.
États cachés
FKCO
-6
-4
-2
0
2
4
0 20 40 60 80 100
(b) Signal restauré par le FKO.
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(c) Signal restauré par le FKE.
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(d) Signal restauré par le FK contraint.
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(e) Signal restauré par le FKCE.
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(f) Signal restauré par le FKC contraint.
FIGURE 4.2: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 1.1).
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TABLE 4.2: Paramètres de l’expérience de la section 1.2. Ligne 1 : paramètres de
simulation ; Ligne 2 : valeurs d’initialisation de l’algorithme EM ; Lignes 3 à 6 :
estimation moyenne des paramètres par les différents ﬁltres pour un signal d’une
taille de 1 000 échantillons (100 itérations EM).
tˆ0 Q0 F Q
θ
�
1
0
� �
0.5 0
0 0
� �
0.8 −0.4
1 0
� �
0.5 0
0 1.5
�
θ
(0)
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
1 0
0 1
�
θ
(100)
FKE
�
1.133
∗
� �
0.006 ∗
∗ ∗
� �
0.284 0
1 0
� �
2.265 0
0 0.377
�
θ
(100)
FK contraint
�
1.113
∗
� �
0.007 ∗
∗ ∗
� �
0.287 0
1 0
� �
2.207 0
0 0.436
�
θ
(100)
FKCE
�
1.046
−0.136
� �
0.012 0.024
0.024 0.133
� �
0.792 −0.401
1 0
� �
0.557 −0.104
−0.104 1.362
�
θ
(100)
FKC contraint
�
1.069
−0.176
� �
0.013 0.023
0.023 0.134
� �
0.779 −0.401
1 0
� �
0.538 0
0 1.473
�
du tableau 4.2. Les données ont ensuite été restaurées par
0. le ﬁltre de Kalman couple optimal (FKCO),
1. un ﬁltre de Kalman équivalent (FKE) où F y,x = 1,
2. un ﬁltre de Kalman contraint (FK contraint) où F y,x = 1,
3. un ﬁltre de Kalman couple équivalent (FKCE) où F y,t = [1, 0],
4. un ﬁltre de Kalman couple contraint (FKC contraint) où
– nous avons imposé Qx,y = 0 et donc une estimation séparée de F x,t et
F y,t ,
– nous avons imposé une contrainte de type 0 sur F y,t = [1, 0] et
– nous avons laissé F x,y , Qx,x et Qy,y libres.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 2 du tableau 4.2. Les estimations moyennes par les quatre ﬁltres non-su-
pervisés sont reportées dans les lignes 3 à 6. Un exemple de signal généré est
représenté sur la ﬁgure 4.4a et ses restaurations respectives sur les ﬁgures 4.4b,
4.4c, 4.4d, 4.4e et 4.4f. L’EQM est représentée sur la ﬁgure 4.3.
Ces résultats sont analysés séparément :
– Concernant la restauration, nous remarquons que le FK contraint donne des
résultats très proches de ceux du ﬁltre optimal, que le FKCE est relativement
proche et que les deux ﬁltres de Kalman recopient seulement les observa-
tions (aucun ﬁltrage).
– Concernant les estimations moyennes des paramètres, nous remarquons
que le FKC contraint donne une estimation très proche des paramètres de
simulation, que le FKCE en donne relativement une bonne estimation et
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FIGURE 4.3: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 1.2).
que les ﬁltres de Kalman restent très éloignés des paramètres optimaux.
– Concernant les courbes d’EQM, nous remarquons que l’EQM du FKC con-
traint est très proche de celle du ﬁltre optimal, et que les performances du
FKCE tendent vers celles du FKCO quand le nombre d’échantillons devient
important. Par contre, les EQM des ﬁltres de Kalman sont plus élevées que
celles des autres ﬁltres et surtout ne convergent pas vers celle du ﬁltre opti-
mal.
De ces résultats, nous pouvons conclure que
1. Comme attendu, le ﬁltre de Kalman non-supervisé n’est pas adapté à la
restauration de données suivant le modèle du ﬁltre de Kalman couple.
2. Les FKCE et FKC contraint montrent encore une fois des performances in-
téressantes sur des données qui leur sont adaptées et s’avèrent être asymp-
totiquement efﬁcaces quand le nombre d’échantillons tend vers l’inﬁni.
2 Données simulées
Dans cette seconde série d’expériences, nous travaillons sur des données si-
mulées ne suivant plus le modèle du ﬁltre de Kalman couple. Nous souhaitons
montrer l’intérêt du ﬁltre de Kalman couple par rapport au ﬁltre de Kalman clas-
sique dans ce contexte. Comme pour les expériences précédentes, nous avons
mesuré la qualité de la restauration par l’EQM. Tous les résultats sont la moyenne
de 100 expériences pour des tailles de signaux différentes.
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(c) Signal restauré par le FKE.
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(d) Signal restauré par le FK contraint.
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(e) Signal restauré par le FKCE.
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(f) Signal restauré par le FKC contraint.
FIGURE 4.4: Exemple d’un signal de 100 échantillons simulé et de ses restaura-
tions par les différents ﬁltres (section 1.2).
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FIGURE 4.5: Exemple de signal généré (section 2.1).
2.1 Signal sinusoïdal
Dans cette première expérience, nous avons considéré le problème de la restau-
ration d’un signal sinusoïdal x(t) = cos(10πt), échantillonné entre les dates t1 = 0
et t2 = 1−TE où TE = 1/N est la période d’échantillonnage. Les signaux échantil-
lonnés x sont dégradés par des bruits gaussiens centrés de covarianceQy,y = 0.1.
Ils sont ensuite restaurés par
1. un ﬁltre de Kalman équivalent (FKE) où F y,x = 1,
2. un ﬁltre de Kalman couple équivalent (FKCE) où F y,t =
�
1, 0
�
,
3. un ﬁltre de Kalman augmenté (nx = 2) équivalent (FKAE) oùF y,x =
�
1, 0
�
,
4. un ﬁltre de Kalman augmenté (nx = 2) contraint (FKA contraint) où
– nous avons imposé F y,x =
�
1, 0
�
et
– nous avons laissé F x,x libre.
5. un ﬁltre de Kalman couple augmenté (nx = 2) équivalent(FKCAE) oùF y,t =�
1, 0, 0
�
,
6. un ﬁltre de Kalman couple augmenté (nx = 2) contraint (FKCA contraint)
où
– nous avons imposé une estimation séparée de F x,t et F y,t et une décor-
rélation des bruits de mesure et de modèle,
– nous avons imposé F y,t =
�
1, 0, 0
�
et
– nous avons laissé F x,t libre.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans les
lignes 1 et 2 du tableau 4.3. Les estimations moyennes des ﬁltres non-supervisés
sont reportées dans les lignes 3 à 8 pour 100 échantillons et 9 à 14 pour 1000 échan-
tillons. Un exemple de signal généré est représenté sur la ﬁgure 4.5. Les EQM in-
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TABLE 4.3: Paramètres de l’expérience de la section 2.1. Lignes 1 et 2 : valeurs
d’initialisation de l’algorithme EM ; Lignes 4 à 9 : estimation moyenne des para-
mètres par les différents ﬁltres pour un signal de 100 échantillons ; Lignes 10 à
15 : estimation moyenne des paramètres par les différents ﬁltres pour un signal
de 1 000 échantillons (100 ou 600 itérations EM).
tˆ0 Q0 F Q
Initialisation
θ
(0) O2,1 I2
�
1 0
1 0
�
I2
θ
(0)
AF O3,1 I3

1 0 01 0 0
1 0 0

 I3
100 échantillons
θ
(100)
FKE
�
0.030
∗
� �
0.001 ∗
∗ ∗
� �
0.683 0
1 0
� �
0.321 0
0 0.006
�
θ
(100)
FKCE
�
0.009
−0.725
� �
0.001 0.002
0.002 0.003
� �
1.485 −0.835
1 0
� �
0.026 0.053
0.053 0.134
�
θ
(600)
FKAE

 0.008−4.263
∗



0.001 0.000 ∗0.000 0.001 ∗
∗ ∗ ∗



1.106 −0.140 03.143 0.512 0
1 0 0



0.001 0.000 00.000 0.002 0
0 0 0.096


θ
(600)
FKAc.

 0.008−2.782
∗



0.001 0.000 ∗0.000 0.001 ∗
∗ ∗ ∗



0.944 −0.215 01.698 0.673 0
1 0 0



0.001 0.000 00.000 0.001 0
0 0 0.096


θ
(600)
FKCAE

 0.016−0.145
−1.228



 0.001 0.000 −0.0000.000 0.100 −0.029
−0.000 −0.029 0.009



1.435 −0.152 −0.4242.253 0.132 0.598
1 0 0



 0.003 0.034 −0.0090.034 1.280 −0.325
−0.009 −0.325 0.084


θ
(600)
FKCAc.

 0.030−2.052
−0.765



 0.001 0.000 −0.0000.000 0.005 −0.002
−0.000 −0.002 0.002



0.975 −0.199 −0.0201.558 0.555 0.431
1 0 0



0.006 0.040 00.040 0.313 0
0 0 0.082


1 000 échantillons
θ
(100)
FKE
�
0.099
∗
� �
0.001 ∗
∗ ∗
� �
0.981 0
1 0
� �
0.019 0
0 0.086
�
θ
(100)
FKCE
�
0.016
0.825
� �
0.001 −0.003
−0.003 0.052
� �
0.852 0.125
1 0
� �
0.022 0.007
0.007 0.097
�
θ
(600)
FKAE

−0.0190.812
∗



0.001 0.001 ∗0.001 0.008 ∗
∗ ∗ ∗



0.599 0.147 01.830 0.192 0
1 0 0



 0.063 −0.159 0−0.159 1.306 0
0 0 0.032


θ
(600)
FKAc.

−0.0101.258
∗



0.001 0.001 ∗0.001 0.008 ∗
∗ ∗ ∗



0.755 0.157 01.364 0.033 0
1 0 0



 0.058 −0.240 0−0.240 1.927 0
0 0 0.035


θ
(600)
FKCAE

 0.094−13.684
−2.175



 0.001 0.000 −0.0000.000 0.042 0.015
−0.000 0.015 0.018



0.995 −0.014 0.0241.753 0.846 −0.123
1 0 0



 0.004 0.008 −0.0010.008 0.242 −0.008
−0.001 −0.008 0.096


θ
(600)
FKCAc.

−0.0339.202
−1.299



 0.001 0.000 −0.0000.000 0.076 −0.029
−0.000 −0.029 0.015



 0.937 0.017 0.042−1.704 0.853 0.940
1 0 0



 0.005 −0.003 0−0.003 0.250 0
0 0 0.097


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FIGURE 4.6: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 2.1).
stantannées de restauration sont respectivement représentées sur les ﬁgures 4.7a
pour les signaux de 100 échantillons, 4.7b pour les signaux de 400 échantillons et
4.7c pour les signaux de 800 échantillons. L’EQM est reportée sur la ﬁgure 4.6.
Il convient d’analyser ces résultats séparément :
– Concernant l’estimation des paramètres, on remarque que les valeurs pour
100 ou 1000 échantillons sont très différentes. Pour 100 points, tous les mod-
èles, excepté le FKE, ont une covariance de bruit de modèle faible, ce qui
montre leur bonne adéquation aux données. Pour 1000 points, on remarque
une covariance de bruit de modèle plus élevée pour les ﬁltres de Kalman
augmenté vis-à-vis des autres ﬁltres.
– Concernant les courbes d’EQM, on remarque que pour un faible nombre
d’échantillons, les modèles augmentés donnent de meilleurs résultats. On
peut noter aussi que les modèles de Kalman augmentés subissent deux dé-
crochages plus importants que ceux que subissent les ﬁltres de Kalman cou-
ples augmentés. De plus, il est intéressant de remarquer que les décrochages
des modèles contraints sont plus importants que ceux des modèles équiva-
lents !
Nous pouvons tirer 3 conclusions de cette expérience :
1. Les ﬁltres équivalents ou contraints sont très performants sur des signaux
sinusoïdaux.
2. Par contre, le fait de contraindre peut introduire de nouveaux maxima lo-
caux sur la fonction de vraisemblance, et ainsi piéger l’algorithme EM comme
le montre cette expérience.
3. Finalement, sur des signaux sinusoïdaux, les ﬁltres équivalents augmen-
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FIGURE 4.7: EQM instantanée pour les différents ﬁltres (section 2.1).
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TABLE 4.4: Paramètres de l’expérience de la section 2.2. Lignes 1 à 3 : valeurs
d’initialisation de l’algorithme EM ; Lignes 4 à 6 : estimation moyenne des para-
mètres par les différents ﬁltres pour un signal d’une taille de 1 000 échantillons
(100 itérations EM).
tˆ0 Q0 F Q
θ
(0)
FK
�
0
0
� �
1 0
0 1
� �
1 0
1 0
� �
1 0
0 1
�
θ
(0)
FKC contraint1
�
0
0
� �
1 0
0 1
� �
1 0
0.5 0.5
� �
1 0
0 1
�
θ
(0)
FKC contraint2
�
0
0
� �
1 0
0 1
� �
0.999 0
0.5 0.5
� �
1 0
0 1
�
θ
(100)
FK / /
�
0.998 0
1 0
� �
0.001 0
0 0.098
�
θ
(100)
FKC contraint1 / /
�
0.997 0
0.5 0.5
� �
0.003 0
0 0.138
�
θ
(100)
FKC contraint2 / /
�
0.999 0
0.5 0.5
� �
0.002 0
0 0.127
�
tés semblent plus stables que les ﬁltres contraints pour un grand nombre
d’échantillons.
2.2 Signal asservi
Dans cette seconde expérience, nous avons considéré le problème de l’estima-
tion d’un signal dont l’observation est solution de l’équation différentielle
∂y
∂t
(t) +Dy,yy(t) = x(t) + ωy(t). (4.1)
Cemodèle est analogue à un capteur qui ne réagit pas instannément à la quan-
tité observée (capteur de force). Si nous imposons Dy,y = O, alors nous retrou-
vons un système de mesure parfait. Par contre, plus le terme Dy,y est important,
moins les états cachés ont d’inﬂuence sur les observations.
Nous avons choisi l’estimation d’un signal pris entre les dates t = 0 et t =
1 avec différents échantillonnages. Nous notons N , le nombre d’échantillons.
Dans le cadre de ces hypothèses, l’équation (4.1) est compatible avec un ﬁltre
de Kalman couple dont la matrice de transition est de la forme
F =
�
F x,x O
I − ν ν
�
(4.2)
avec
ν = N [I +NDy,y]−1Dy,y.
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FIGURE 4.8: Évolution de l’EQM en fonction du nombre d’échantillons (sec-
tion 2.2).
Il faut noter que le terme ν dépend du nombre d’observations N . Aﬁn de rester
dans un cadre simple, nous avons pris le signal exponentiel à restaurer x(t) =
exp
�− [Dx,x]−1 t�. Avec ce signal, l’observation "parfaite" y(t) s’écrit
y(t) = A exp
�− [Dx,x]−1 t�+ (1− A) exp �− [Dy,y]−1 t�
avec
A =
1
1 + [Dx,x]−1 ×Dy,y
.
Remarques:
– Le signal x(t) est compatible avec les ﬁltres de Kalman ou de Kalman couple
dont l’équation d’état est de la forme
δ = F x,x = [1 +N/Dx,x]−1 ×N/Dx,x. (4.3)
– Quand le termeDy,y est nul, nous retrouvons le modèle du ﬁltre de Kalman
avec le jeu de paramètres
F =
�
δ 0
1 0
�
Q =
�
Qx,x 0
0 Qy,y
�
– Quand le nombre d’échantillons devient trop important (>2000), alors les
états cachés ont une inﬂuence tellement faible sur les observations que l’al-
gorithme EM du ﬁltre de Kalman couple reste piégé sur une solution sous-
optimale.
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Nous avons ensuite dégradé l’observation "parfaite" par l’ajout d’un bruit ad-
ditif gaussien centré de variance 0.1. Nous avons ensuite restauré le signal par
1. un ﬁltre de Kalman contraint (FK contraint) où F y,x = 1,
2. un ﬁltre de Kalman couple contraint (FKC contraint 1) où Qx,y = 0, F y,t =�
I − ν ν� et F x,y = 0.
3. un ﬁltre de Kalman couple contraint (FKC contraint 2) où Qx,y = 0, F y,t =�
I − ν ν� et F x,t = �δ, O�
Les paramètres d’initialisation des ﬁltres sont reportés dans les lignes 1 à 3 du
tableau 4.4. Les estimations moyennes sont données dans les lignes 4 à 6 pour
les signaux de 1 000 points. Un exemple de signal généré est représenté sur la
ﬁgure 4.9a et ses restaurations sur la ﬁgure 4.9b. L’EQM en fonction du nombre
d’échantillons est reportée sur la ﬁgure 4.8.
Il convient d’analyser séparément ces courbes
– Concernant l’exemple de restauration, on remarque que les performances
des ﬁltres non-supervisés sont assez proches.
– Concernant l’estimation des paramètres, on remarque que, pour les deux
ﬁltres de Kalman couple, le bruit de modèle estimé est faible. On peut aussi
noter que tous les ﬁltres donnent presque la même estimation de F x,x .
– Concernant les courbes d’EQM, on remarque que le ﬁltre de Kalman couple
contraint 2 donne les meilleurs résultats. Les résulats du FKC contraint 1
sont assez proches du FKC contraint 2, ce qui n’est pas le cas du FK con-
traint.
Cette expérience montre une conclusion intéressante : le ﬁltre de Kalman cou-
ple permet de réaliser l’estimation dans des modèles où l’observation n’est pas
l’état caché dégradé par un bruit additif. Ici, le ﬁltre de Kalman couple a permis
de restaurer un signal qui est une réponse retardée des états cachés.
3 Suivi de la pupille dans une séquence vidéo
Pour illustrer l’intérêt des ﬁltres contraints, nous avons choisi le problème du
suivi de la pupille dans une vidéo. Des travaux précédents [40] proposent d’u-
tiliser un ﬁltre de Kalman avec un état augmenté pour estimer à la fois, position
et vitesse de la pupille. Nous souhaitons donc afﬁner le suivi de la pupille grâce à
un algorithme d’apprentissage des paramètres. Les positions xpupille, ypupille de la
pupille sont obtenues par l’algorithme de segmentation présenté dans le chapitre
suivant. Nous mesurons les performances de l’estimation par l’EQM sur la pré-
diction qui est principalement utilisée dans les algorithmes de suivi. Nous déﬁnis-
sons les observations
yn =
�
xpupillen
ypupillen
�
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FIGURE 4.9: Signal simulé et restaurations (section 2.2).
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TABLE 4.5: Valeurs d’initialisation des paramètres de l’expérience de la section 3
tˆ0 Q0 F Q
θ
(0) O6,1 50I6

 I2 I2 O2,2O2,2 O2,2 O2,2
I2 O2,2 O2,2

 I6
et les états augmentés
xn =


x¯pupillen
y¯pupillen
r1n
r2n


�
zn�
rn
,
où zn et rn correspondent respectivement à l’état caché (position de la pupille)
et aux processus latents (dérivée de la position).
Nous avons testé les algorithmes d’apprentissage sur 15 vidéos issues de 3 in-
dividus différents et de la base de données MBGC. Les paramètres ont été appris
par
1. un ﬁltre de Kalman modélisant un mouvement brownien (FKMB), c.a.d que
– nous avons imposé F x,x =
�
I2 TEI2
O2,2 O2,2
�
où TE représente la fréquence
d’échantillonnage,
– nous avons imposé F y,x =
�
I2, O2,2
�
,
– Qx,x et Qy,y restent libres.
2. un ﬁltre de Kalman augmenté contraint (FKA contraint 1) où
– nous avons estimé F x,t et F y,t séparément et imposé Qx,y = O4,2 ,
– nous avons imposé F y,t =
�
I2, O2,2, O2,2
�
,
– F x,t , Qx,x et Qy,y restent libres.
3. un ﬁltre de Kalman augmenté contraint (FKA contraint 2) où
– nous avons estimé F x,t et F y,t séparément et imposé Qx,y = O4,2 ,
– nous avons imposé F y,t =
�
I2, O2,2, O2,2
�
,
– F x,t , Qx,x et Qy,y restent libres.
Remarque: L e ﬁltre de Kalman couple ne s’est pas avéré performant pour restaurer
ce type de données, il n’a dont pas été utilisé lors de cette expérience.
Les paramètres d’initialisation des ﬁltres non-supervisés sont donnés dans la
ligne 1 du tableau 4.5. Les estimations et les erreurs de prédiction après 1000
itérations EM sont reportées dans les tableaux 4.6 pour le premier ﬁltre, 4.7 pour
le second ﬁltre et 4.8 pour le dernier ﬁltre.
Il convient d’analyser ces résultats séparément :
– Concernant l’estimation des paramètres par le premier ﬁltre, on remarque
une grande variabilité de la matrice de covariance. De plus, les covariances
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TABLE 4.6: Paramètres estimés par le premier ﬁltre non-supervisé pour les dif-
férentes vidéos et EQM de prédiction (section 3).
Vidéo Qz,z Qr,r Qy,y EQM
02463d1980
�
2.18 0.27
0.27 1.69
� �
4.31 0.24
0.24 2.55
� �
0.01 0.00
0.00 0.00
�
9392.20
02463d1981
�
13.72 −4.29
−4.29 1.99
� �
4.09 6.92
6.92 14.53
� �
25.77 −11.90
−11.90 5.54
�
1861.69
02463d1982
�
126.76 4.87
4.87 1.81
� �
0.80 −0.14
−0.14 4.20
� �
395.57 13.02
13.02 0.43
�
8811.61
02463d1983
�
3.75 −0.45
−0.45 2.95
� �
11.98 −1.11
−1.11 8.99
� �
0.01 −0.00
−0.00 0.01
�
1805.03
02463d1984
�
384.17 25.54
25.54 71.52
� �
2.74 −0.23
−0.23 2.66
� �
953.22 96.77
96.77 57.98
�
19808.95
04327d1357
�
9.52 −20.94
−20.94 54.43
� �
10.78 1.52
1.52 0.74
� �
17.83 −58.55
−58.55 192.36
�
4629.67
04327d1358
�
43.42 6.12
6.12 9.17
� �
0.65 0.03
0.03 0.41
� �
86.13 10.74
10.74 1.35
�
5169.98
04327d1359
�
55.13 22.58
22.58 24.18
� �
7.96 −2.52
−2.52 1.36
� �
64.56 105.20
105.20 329.39
�
3711.57
04327d1360
�
1.17 0.15
0.15 1.94
� �
2.44 1.27
1.27 7.90
� �
0.00 0.00
0.00 0.01
�
2403.09
04327d1361
�
5.51 −4.54
−4.54 9.77
� �
13.89 3.18
3.18 4.50
� �
0.05 −0.01
−0.01 0.02
�
4984.76
04394d1613
�
5.61 0.20
0.20 2.65
� �
23.19 1.06
1.06 4.45
� �
0.02 0.00
0.00 0.01
�
1869.89
04394v1420
�
2.25 −0.16
−0.16 7.35
� �
14.97 1.19
1.19 3.42
� �
0.01 0.00
0.00 0.01
�
2676.12
04394v1421
�
3.52 0.07
0.07 1.02
� �
12.72 −0.22
−0.22 1.90
� �
0.05 −0.00
−0.00 0.00
�
1434.23
04394v1422
�
0.86 0.01
0.01 0.54
� �
0.87 −0.01
−0.01 0.59
� �
0.00 0.00
0.00 0.00
�
1757.13
04394v1423
�
196.06 −1.62
−1.62 0.56
� �
1.16 0.15
0.15 1.24
� �
530.00 −10.83
−10.83 0.22
�
3628.49
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TABLE 4.7: Paramètres estimés par le second ﬁltre non-supervisé pour les dif-
férentes vidéos et EQM de prédiction (section 3).
Vidéo F r,z F r,r Qz,z Qr,r Qy,y EQM
02463d1980
�
0.00 0.00
0.00 0.00
� �
0.83 −0.04
0.00 0.84
� �
0.01 0.00
0.00 0.00
� �
2.03 0.29
0.29 1.16
� �
0.05 0.02
0.02 0.01
�
9367.48
02463d1981
�
0.00 0.00
0.00 0.00
� �
0.34 −0.01
0.60 0.71
� �
16.54 −1.18
−1.18 0.09
� �
5.39 2.47
2.47 1.17
� �
20.51 −1.89
−1.89 0.18
�
1822.06
02463d1982
�
0.00 0.00
0.00 0.00
� �
0.82 −0.06
0.02 0.77
� �
0.03 0.00
0.00 0.05
� �
2.37 0.37
0.37 2.15
� �
0.75 −0.04
−0.04 0.13
�
8446.61
02463d1983
�
0.00 0.00
0.00 0.00
� �
0.80 −0.05
0.01 0.83
� �
0.04 −0.00
−0.00 0.03
� �
5.44 −0.05
−0.05 3.62
� �
0.01 −0.00
−0.00 0.01
�
1733.60
02463d1984
�
0.00 0.00
0.00 0.00
� �
0.92 0.18
−0.17 0.80
� �
324.60 16.66
16.66 1.04
� �
3.01 −5.82
−5.82 12.55
� �
966.31 84.05
84.05 11.98
�
19480.28
04327d1357
�
0.00 0.00
0.00 0.00
� �
0.88 −0.10
−0.06 0.88
� �
0.01 0.00
0.00 0.01
� �
4.42 −1.58
−1.58 5.27
� �
0.00 0.00
0.00 0.00
�
4338.61
04327d1358
�
0.00 0.00
0.00 0.00
� �
0.72 −0.14
−0.02 0.68
� �
0.08 0.05
0.05 0.05
� �
8.93 0.52
0.52 3.47
� �
12.76 9.35
9.35 6.85
�
5110.55
04327d1359
�
0.00 0.00
0.00 0.00
� �
0.55 0.59
−0.29 0.51
� �
9.09 13.72
13.72 21.75
� �
18.62 6.91
6.91 2.71
� �
66.24 114.34
114.34 307.31
�
3667.81
04327d1360
�
0.00 0.00
0.00 0.00
� �
0.58 0.05
−0.08 0.71
� �
0.03 0.00
0.00 0.21
� �
2.27 0.81
0.81 4.15
� �
0.02 −0.05
−0.05 0.69
�
2385.61
04327d1361
�
0.00 0.00
0.00 0.00
� �
0.76 −0.06
0.00 0.69
� �
0.24 0.06
0.06 0.12
� �
5.76 0.67
0.67 6.60
� �
2.58 −0.55
−0.55 0.35
�
4897.54
04394d1613
�
0.00 0.00
0.00 0.00
� �
0.93 −0.33
0.08 0.90
� �
0.11 0.18
0.18 0.52
� �
3.87 −0.24
−0.24 0.82
� �
0.57 0.18
0.18 0.34
�
1853.89
04394v1420
�
0.00 0.00
0.00 0.00
� �
0.90 −0.00
−0.01 0.96
� �
0.01 0.00
0.00 0.00
� �
3.37 0.47
0.47 2.18
� �
0.00 −0.00
−0.00 0.00
�
2637.17
04394v1421
�
0.00 0.00
0.00 0.00
� �
0.88 −0.02
−0.02 0.78
� �
0.03 −0.01
−0.01 0.02
� �
3.47 0.35
0.35 0.92
� �
0.62 −0.31
−0.31 0.21
�
1393.13
04394v1422
�
0.00 0.00
0.00 0.00
� �
0.49 −0.14
−0.06 0.74
� �
0.02 0.00
0.00 0.02
� �
1.14 0.15
0.15 0.47
� �
0.03 −0.01
−0.01 0.03
�
1754.03
04394v1423
�
0.00 0.00
0.00 0.00
� �
0.71 −0.26
−0.03 0.74
� �
42.65 1.83
1.83 0.09
� �
7.68 1.87
1.87 0.46
� �
523.50 −32.20
−32.20 1.99
�
3574.08
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TABLE 4.8: Paramètres estimés par le troisième ﬁltre non-supervisé pour les dif-
férentes vidéos et EQM de prédiction (section 3).
Vidéo F r,r Qz,z Qr,r Qy,y EQM
02463d1980
�
0.85 0.00
0.00 0.85
� �
0.05 0.02
0.02 0.01
� �
1.40 0.00
0.00 1.40
� �
0.11 0.04
0.04 0.02
�
9368.22
02463d1981
�
0.86 0.00
0.00 0.86
� �
0.11 −0.03
−0.03 0.01
� �
3.41 0.00
0.00 3.41
� �
31.38 −8.21
−8.21 2.15
�
1767.68
02463d1982
�
0.80 0.00
0.00 0.80
� �
0.04 0.02
0.02 0.05
� �
2.27 0.00
0.00 2.27
� �
0.77 0.01
0.01 0.12
�
8446.58
02463d1983
�
0.82 0.00
0.00 0.82
� �
0.32 −0.01
−0.01 0.01
� �
4.28 0.00
0.00 4.28
� �
0.03 0.00
0.00 0.00
�
1730.59
02463d1984
�
0.79 0.00
0.00 0.79
� �
275.68 14.62
14.62 0.94
� �
15.57 0.00
0.00 15.57
� �
961.98 81.02
81.02 10.80
�
19469.10
04327d1357
�
0.89 0.00
0.00 0.89
� �
0.01 −0.00
−0.00 0.01
� �
4.95 0.00
0.00 4.95
� �
0.00 −0.00
−0.00 0.00
�
4345.80
04327d1358
�
0.72 0.00
0.00 0.72
� �
0.25 0.12
0.12 0.07
� �
5.45 0.00
0.00 5.45
� �
17.37 11.17
11.17 7.19
�
5087.66
04327d1359
�
0.65 0.00
0.00 0.65
� �
50.16 17.75
17.75 7.08
� �
2.46 0.00
0.00 2.46
� �
60.30 105.55
105.55 347.66
�
3675.18
04327d1360
�
0.70 0.00
0.00 0.70
� �
0.10 0.49
0.49 2.95
� �
2.33 0.00
0.00 2.33
� �
0.03 −0.06
−0.06 0.18
�
2385.85
04327d1361
�
0.72 0.00
0.00 0.72
� �
0.28 0.13
0.13 0.17
� �
6.31 0.00
0.00 6.31
� �
2.45 −0.45
−0.45 0.39
�
4901.69
04394d1613
�
0.89 0.00
0.00 0.89
� �
0.10 0.02
0.02 0.03
� �
3.56 0.00
0.00 3.56
� �
0.58 0.18
0.18 0.17
�
1760.62
04394v1420
�
0.93 0.00
0.00 0.93
� �
0.09 0.02
0.02 0.01
� �
2.70 0.00
0.00 2.70
� �
0.01 0.00
0.00 0.00
�
2632.55
04394v1421
�
0.86 0.00
0.00 0.86
� �
0.09 −0.01
−0.01 0.01
� �
2.06 0.00
0.00 2.06
� �
0.86 −0.28
−0.28 0.11
�
1392.62
04394v1422
�
0.62 0.00
0.00 0.62
� �
0.36 0.06
0.06 0.02
� �
0.67 0.00
0.00 0.67
� �
0.03 0.00
0.00 0.00
�
1753.85
04394v1423
�
0.71 0.00
0.00 0.71
� �
119.51 3.34
3.34 0.12
� �
0.50 0.00
0.00 0.50
� �
522.19 −23.54
−23.54 1.06
�
3558.04
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estimées sont très importantes ce qui montre une mauvaise adéquation en-
tre le modèle et les données.
– Concernant l’estimation des paramètres par le second ﬁltre, on remarque
que les matrices de covariances sont encore très variable. Par contre, les
matrices de transition F sont assez proches entre deux vidéos du même
individu.
– Concernant l’estimation des paramètres par le dernier ﬁltre, on remarque
que la matrice F varie pour les vidéos d’un même individu.
– Concernant les EQM de prédiction, on remarque que le deuxième et troi-
sième ﬁltre donnent à peu près les mêmes résultats qui, de toute façon,
restent supérieurs à ceux du premier ﬁltre.
Remarque: L ’EQM est fortement déterminée par les images où la segmentation de
l’iris a échouée, comme nous le verrons dans le chapitre suivant. En effet, comme
l’erreur initiale est très forte, la perte d’une position de l’oeil au cours d’une vidéo
augmentera considérablement l’erreur moyenne.
Nous pouvons conclure de cette expérience que la matrice de transition F
semble caractéristique de l’individu. Cependant, puisque les paramètres sont liés
à l’individu, alors il est impossible de les ré-utiliser pour poursuivre l’oeil dans
une vidéo inconnue.
4 Conclusion
L’intérêt principal du ﬁltre de Kalman couple réside dans la possibilité pour
l’utilisateur d’afﬁner les interactions entre observations successives et états cachés.
En contre-partie, cela augmente le nombre de paramètres que nous avons à es-
timer si aucune connaissance a priori est disponible. En pratique, grâce à la phy-
sique sous-jaccente du modèle, les paramètres sont souvent partiellement connus
ou dépendent des autres paramètres.
Dans ce contexte, nous avons étudié le comportement du ﬁltre de Kalman
couple sur des données qui ne sont pas adaptées. Dans le cadre de restauration
de signaux dégradés par un bruit additif, ce ﬁltre est moins performant que le
ﬁltre de Kalman. Par contre, dans une problématique d’asservissement, le ﬁltre
de Kalman couple permet d’une part, de débruiter les données, et d’autre part,
d’estimer l’équation d’état des états cachés.
Finalement, nous avons appliqué les algorithmes EM contraints pour suivre le
mouvement de la pupille dans une vidéo par un ﬁltre de Kalman. Les performan-
ces ainsi obtenues ont dépassé celles du modèle classique qui revient à supposer
un mouvement brownien pour la pupille. Les résultats ont même montré que les
paramètres appris sont caractéristiques de l’individu.
On peut aussi noter que les résultats obtenus n’auraient pas été possible sans
l’utilisation d’algorithmes robustes numériquement.
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Chapitre 5
Biométrie dynamique de l’iris
Ce chapitre intègre les résultats de poursuite obtenus dans la dernière expéri-
ence du chapitre précédent dans une application de biométrie dynamique de
l’iris. Il s’agit ici de fusionner les meilleures images d’iris extraites d’une vidéo
pour améliorer l’identiﬁcation d’une personne par rapport à un système plus
classique, basé sur des images photographiques.
Le chapitre est organisé en quatre sections. Les principes sur lesquels reposent
la biométrie par l’iris sont exposés dans la section 1. Les algorithmes d’enrôle-
ment 1 de l’iris et de fusion d’informations, que nous avons proposés, sont présen-
tés dans la section 2. Toutes les techniques mises en œuvre pour atteindre des
traitements temps-réels sont décrites dans la section 3. Les résultats des expéri-
ences sur la base de données MBGC (Multiple Biometric Grand Challenge) [53] sont
ﬁnalement reportés et analysés dans la section 4.
1 Principe
La biométrie l’iris est généralement acceptée comme l’une des méthodes les
plus ﬁables pour la reconnaissance d’êtres humains, grâce à la grande variabilité
des textures de l’iris et à sa stabilité au cours de la vie [32]. L’iris est un anneau
situé au centre de l’œil, cf. Figure 5.1, entre la pupille (zone sombre), la sclère et les
paupières. Sa texture contient de nombreuses informations : les crêtes, les sillons,
les cryptes, les nævus et les tâches, cf. Figure 5.2.
L’iris possède des qualités indéniables pour la biométrie : chaque individu
possède deux iris uniques différents (un par œil), il est difﬁcilement falsiﬁable ou
altérable et ﬁnalement, il possède de très nombreux points de comparaisons. Il
est donc considéré comme très efﬁcace pour les applications haute-sécurité.
Néanmoins, l’acquisition de l’image d’un iris reste très contraignant pour l’u-
tilisateur. En effet, celui-ci doit se trouver à une distance proche du capteur (env-
iron 30cm) pour permettre, d’une part, une résolution sufﬁsante et, d’autre part,
une bonne focalisation de l’image. L’iris peut aussi être occulté par les paupières,
1. L’enrôlement est l’étape qui transforme un œil en un code caractéristique de l’individu
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FIGURE 5.1: Schéma de l’œil (source : www.infovisual.com).
FIGURE 5.2: Texture de l’iris [9].
les cils et les reﬂets, ce qui peut entraver le processus de reconnaissance.
La biométrie de l’iris transforme cet iris en un code caractéristique de l’indi-
vidu, appelé iris-code [13].
1.1 Identiﬁcation et critères d’évaluation
Les systèmes biométriques reposent sur le calcul d’une distance entre deux
codes issus de deux individus différents. La distance ainsi calculée est ensuite
comparée à seuil de décision λ : si elle est inférieure au seuil, l’individu est au-
thentiﬁé. Ce seuil se régle à partir de la distribution des distances entre impos-
teurs et authentiques, cf. Figure 5.3. Par exemple, ﬁxer une faible valeur pour
ce seuil entrainera un taux de faux rejets (TFR) très important, mais garantira
un taux de fausses acceptations (TFA) très faible. Au contraire, ﬁxer une valeur
élevée donnera un TFR faible avec un TFA élevé. En biométrie, 3 critères d’éval-
uation de performances sont basés sur ces taux :
(i) Courbe de caractéristique de fonctionnement du récepteur (ROC).
Cette courbe trace l’évolution du TFA en fonction du TFR pour chaque
valeur du seuil de décision λ. Elle permet de caractériser les champs d’ap-
plications du système. En effet, une application haute-sécurité doit imposer
un TFA très faible alors qu’une application grand-public devra imposer un
TFR faible.
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FIGURE 5.3: Répartition des authentiques et des imposteurs.
(ii) Taux d’égale erreur (TEE).
Ce taux correspond au point de la courbe ROC pour lequel TFA = TFR. Il
est très souvent utilisé pour mesurer les performances des systèmes biomé-
triques.
(iii) Taux de faux rejets pour un taux de fausses acceptations de 10−6
( TFR@TFA=10−6 ).
Ce taux correspond au point de la courbe ROC pour lequel TFA = 10−6. Il
permet de mesurer les performances haute-sécurité du dispositif.
Un autre critère permet aussi de mesurer les performances d’un système bio-
métrique : l’histogramme top-rank. Celui-ci trace les fréquences du classement
de la vraie classe de l’individu inconnu selon les distances calculées.
1.2 Modalité vidéo
Les travaux actuels de recherche en biométrie de l’iris s’intéressent main-
tenant à concevoir des environnements moins contraints et des systèmes capa-
bles d’acquérir l’iris en mouvement et à distance. Cela pourra aider, d’une part,
à simpliﬁer l’identiﬁcation de l’utilisateur [33] et, d’autre part, à réduire les prob-
lèmes d’occlusion de l’iris. On utilise pour cela non plus des images ﬁxes mais
des séquences vidéos provenant de caméras proches infra-rouge.
En plus des problèmes rencontrés par les systèmes d’acquisition d’images
photographiques, les systèmes basés sur des vidéos souffrent de problèmes de
ﬂou de bouger et d’un manque de résolution. Une première approche consiste
à adapter des méthodes de segmentation de l’iris dans le cadre d’images partic-
ulièrement dégradées [26,60]. Or, ces méthodes sont coûteuses en temps, et donc
peu compatibles avec la cadence du ﬂux de la vidéo qui est généralement de l’or-
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dre de 25 images par seconde (IPS).
L’intérêt principal des systèmes vidéo est d’exploiter les nombreuses vues
d’un même iris pour obtenir un iris-code caractéristique de la vidéo, qui serait
plus ﬁable pour la reconnaissance d’iris, que celui obtenu grâce à la meilleure
image de la séquence vidéo. Dans la littérature, on peut classer les méthodes dy-
namiques de fusion en deux grandes familles :
1. La première famille étudie la fusion directe de la texture de l’iris dans le
plan polaire pour obtenir une texture super-résolue sur laquelle l’iris-code
est calculé [64]. Cette idée est ré-exploitée et évaluée par Nguyen et al [50]
qui introduit une fusion pondérée par les scores de qualité des différentes
textures. Les images doivent être recalées de manière précise pour résoudre
d’une part, le problème d’échelle et, d’autre part, les rotations de la tête et
de l’oeil. Sinon, d’importantes caractéristiques hautes fréquences de l’iris
comme les sillons ou les cryptes sont ﬂouées.
2. La seconde famille de méthodes propose de fusionner les iris-codes obtenus
à partir des images d’un même iris pour obtenir un iris-code unique. Dans
leur travaux, Hollingsworth et al ont montré l’existence de bits fragiles dans
l’iris-code, c.a.d les bits qui changent régulièrement de valeurs entre deux
iris-codes. Ces bits pouvant dégrader les performances de la reconnaissance
d’iris, ils proposent dans [30] d’utiliser une distance qui tient compte des
bits fragiles mutuels des deux iris-codes comparés. Cette famille de méth-
odes semble plus prometteuse que la première, puisqu’elle ne souffre pas
du mauvais alignement dans le recalage des iris de la première famille.
Dans la suite du chapitre, nous présentons notre algorithme d’enrôlement
temps-réel de la vidéo ainsi que son évaluation sur la base de données MBGC.
2 Enrôlement et fusion des iris-codes
Cette section reprend le schéma d’enrôlement de vidéos que nous avons pro-
posé dans [49], synthétisé sur la ﬁgure 5.4. La méthode d’enrôlement proposée
a été évaluée dans le cadre du concours sur la biométrie de l’iris [22]. Celle-ci se
décompose en deux étapes : la première est dédiée à l’enrôlement de l’iris et la
seconde est relative à la sélection et la fusion des meilleurs iris-codes depuis une
vidéo de l’oeil.
2.1 Enrôlement
L’enrôlement de l’iris est réalisé par une chaîne de traitements assez classique :
on cherche d’abord à localiser la pupille, ensuite à segmenter l’iris et enﬁn à cal-
culer l’iris-code.
94
CHAPITRE 5. BIOMÉTRIE DYNAMIQUE DE L’IRIS
Acquisition
Fusion des iris-codes
Mise en mémoire
Fin du ﬂux ?
non
oui
iris-code
Localisation de l’iris et
des paupières
Calcul de l’iris-code
Détection de la pupille
FIGURE 5.4: Schéma d’enrôlement d’une vidéo.
Détection de la pupille
La pupille est généralement considérée comme étant une région sombre et
homogène de l’image (outre le spot spéculaire lié à la source lumineuse). Pour
réaliser sa segmentation et rejeter les faux candidats, la méthode suivante est
appliquée sur une région d’intérêt de l’image (ROI), déﬁnie par l’algorithme de
suivi de la pupille (voir section 3.1) :
– Comme proposé dans [42], les différents modes de l’histogramme sont dé-
tectés en utilisant ses minima locaux, dénotés si. De plus, les régions ho-
mogènes sont détectées en utilisant une méthode de seuillage adaptatif.
– Pour les 4 minima les plus sombres, s1, s2, s3, s4, on réalise les traitements
suivants. L’image est binarisée selon si. Le masque est alors combiné avec
celui des régions homogènes. Dès lors, les objets les plus petits sont sup-
primés, et les régions étroitement reliées sont séparées par des opérations
morphologiques. Chaque composante connexe du masque restante est in-
dexée comme un candidat potentiel de la pupille et leur contour est ré-
échantillonné à 64 points. Suivant [23], un algorithme RANSAC est utilisé
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(a) Image originale. (b) Segmentation de la pupille, de l’iris et
des paupières.
(c) Texture polaire de l’iris. (d) Iris-code
FIGURE 5.5: Illustration des différentes étapes lors de l’enrôlement de l’iris.
pour trouver l’ellipse de paramètres (xpupille, ypupille, apupille, bpupille, θpupille) qui
lisse le mieux le contour externe à partir des paramètres suivants : des sous-
échantillons de 32 points, 50 itérations de l’algorithme, un seuil sur les dis-
tances donné par dseuil = 0.2rpupille 2 et un seuil de 16 points restants pour
que l’ellipse soit considérée comme valide.
– Si elle existe, la meilleure région est sélectionnée comme le dernier candidat
potentiel pour la pupille. Si la distance moyenne entre l’ellipse et le contour
est trop importante (d�seuil > 0.1r
pupille), alors la segmentation de la pupille
est considérée comme un échec.
Détection de l’iris et des paupières
Pour trouver le cercle de l’iris, nous utilisons l’opérateur intégro-différentiel
de J. Daugman [13] dont le résultat est illustré par le cercle bleu dans la ﬁg-
ure 5.5b. Dans le but de segmenter les paupières ou les bords de l’iris, nous util-
isons un opérateur intégro-différentiel parabolique, décrit dans [34], qui utilise
l’équation paramétrique
�
x(t) = xi + t cos θ + (a(t− xi)2 + y0) sin θ
y(t) = yi − t sin θ + (a(t− xi)2 + y0) cos θ
(5.1)
où xi, yi, ri sont les coordonnées et le rayon de l’iris, θ varie de −15◦ à 15◦ et de
165◦ à 195◦, a évolue de 0 à (2ri)−1 et y0 évolue de rpupille à ri pour les paupières
2. rpupille =
��
a
pupille
�2
+
�
b
pupille
�2� 12
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Iris−code fusion
(b) 4 highest−quality images and their respective iris−codes
(c) Merged iris−code (d) Fragility map
(a) 04233d1773 video
Iris enrollment and quality assessment
#250 #251 #136 #138
Q = 62% Q = 62% Q = 61% Q = 61%
FIGURE 5.6: Schéma de fusion des iris-codes.
supérieure et inférieure. Les cils sont ﬁnalement détectés en utilisant le même
seuil que celui utilisé pour la détection de la pupille.
Calcul de l’iris code
Finalement, l’iris-code est construit en s’inspirant pour l’essentiel de l’algo-
rithme de Masek [45]. Premièrement, la texture de l’iris (c.a.d la région annulaire
entre la pupille et la limite extérieure de l’iris) est dépliée dans le domaine polaire
avec une correction de l’ellipticité de la pupille. Nous avons choisi une résolu-
tion classique de 200 directions angulaires et de 20 rayons cf. Figure 5.5c. Ensuite,
chaque ligne de la texture polaire est ﬁltrée par des ondelettes 1D dites log-Gabor.
En suivant le schéma de Daugman, les données complexes ainsi obtenues sont
ensuite quantiﬁées selon le quadrant dans lequel se trouve la phase pour obtenir
l’iris-code. Un exemple d’iris-code est donné sur la ﬁgure 5.5d (les régions rouges
sont les zones occluses par les paupières, spots ou cils ).
2.2 Fusion
Nous décrivons ici comment la fusion des iris-codes extraits à partir des dif-
férentes images de la vidéo est réalisée et comment les bits fragiles sont détectés.
La technique de fusion utilisée dans ce travail, inspirée de [29], prends plusieurs
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images d’iris et leurs iris-codes comme entrées. Elle se décompose en deux étapes
principales :
1. Sélection des images : Pour chaque image qui passe l’enrôlement avec suc-
cès, un score de focalisationQfocus est calculé en utilisant la mesure de Kang
et Park [39]. Ce score est ensuite multiplié par le ratio entre la zone utilisable
de la texture de l’iris et la surface totale de la texture(cf. [69]), ce qui procure
le score Qscore. La fusion est réalisée sur les P iris-codes les mieux classés
selon Qscore. La ﬁgure 5.6b montre la sélection des images obtenues sur une
vidéo de la base MBGC.
2. Fusion des iris-codes et détection des bits fragiles Les iris-codes sont d’a-
bord recalés avec l’iris-code le mieux classé pour tenir compte d’une éven-
tuelle rotation de la tête et la moyenne pondérée par les scores de qualité
des iris-codes sélectionnés est ensuite calculée. Nous obtenons un iris-code
ﬂou, avec des valeurs ﬂottantes Iˆ(r, θ). Finalement, un iris-code classique
est obtenu après un seuillage de Iˆ(r, θ) par 0.5, et sa carte de fragilité asso-
ciée est calculée selon
f(r, θ) = 1− 2×
���Iˆ(r, θ)− 0.5��� (5.2)
L’iris-code et la carte de fragilité pour la vidéo MBGC #04233d1773 sont
respectivement représentés sur les ﬁgures 5.6c et 5.6d.
3 Enrôlement de l’iris temps-réel
Cette section décrit une version temps-réel de l’algorithme d’enrôlement d’iris
décrit dans la section précédente. Trois techniques sont associées pour remplir ce
but. Premièrement, un algorithme de poursuite permet de suivre le mouvement
de la pupille. Deuxièmement, une sélection intelligente des images permet de
réduire le nombre d’images à enrôler. Troisièmement, la parallélisation des dif-
férentes tâches permet une réduction du temps de calcul.
3.1 Suivi de la pupille
Cette section est dédiée à l’utilisation du ﬁltre de Kalman couple pour prédire
une zone d’intérêt dans laquelle la pupille a une probabilité élevée de se trouver,
pour, d’une part, améliorer la détection de la pupille et, d’autre part, réduire son
temps de segmentation. Dans notre modèle de poursuite, nous avons considéré
comme entrée, la position de la pupille par rapport au centre de l’image. Notons
l’observation yn à l’instant n,
yn =
�
xpupillen
ypupillen
�
, (5.3)
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FIGURE 5.7: Exemple de la prédiction de la zone d’intérêt (rectangle).
et un état caché de la forme
xn =
�
zn
rn
�
, (5.4)
où zn désigne les paramètres exacts de la pupille à l’instant n, et rn un processus
latent. Dès lors, pour imposer la même espérance entre zn et yn , nous imposons
dans le modèle du ﬁltre de Kalman couple, la structure suivante à la matrice de
transition :
F =

F z,z F z,r O3,3F r,z F r,r O3,3
I3 O3,nr O3,3

 . (5.5)
Les paramètres de ce ﬁltre sont soit réglés manuellement, comme pour les ﬁl-
tres de Kalman utilisés pour suivre les mouvements browniens, soit appris par un
algorithme EM robuste, détaillé dans le chapitre 1. Pour prédire la zone d’intérêt,
nous utilisons la prédiction du ﬁltre de Kalman couple décrite dans le chapitre 1,
section 1 et 2 en notant
zn|n−1 =
�
xˆpupille
n|n−1
yˆpupille
n|n−1
�
.
La zone d’intérêt, décrite par son centre (xROI , yROI) et ses dimensions (wROI , hROI)
est alors calculée selon

xROI = xˆ
pupille
n|n−1 − wROI2
yROI = yˆ
pupille
n|n−1 − hROI2
wROI = 2rˆ
pupille
n−1 +N
�
σn|n−1(x
pupille)
�
hROI = 2rˆ
pupille
n−1 +N
�
σn|n−1(y
pupille)
�
, (5.6)
où N est une constante ﬁxée à 4 dans toutes nos expériences.
Lors de l’enrôlement de la base de vidéos, nous avons utilisé un ﬁltre de
Kalman supervisé adapté à la poursuite de mouvements browniens c.a.d tel que
F =

I3 TEI3 O3O3 O3 O3
O3 O3 O3

 ,
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(a) Tâche dédiée à la segmentation de la pupille.
Dépliement de la texture
et calcul de l’iris-code
Calcul du score de qualité
Segmentation de l’iris, des
paupières et des cils
iris-code, score
Iris
Mise en mémoire
Lecture des données à partir
de la mémoire "pupille"
(b) Tâche dédiée à l’enrôlement de
l’iris.
FIGURE 5.8: Organigramme des tâches dédiées à l’enrôlement de l’iris.
où TE = 40ms est la période entre deux trames.
Cependant, la dernière expérience du chapitre précédent semble montrer que
le mouvement de la pupille est caractéristique de l’individu et que le ﬁltre brown-
ien n’est pas forcément le ﬁltre le plus adapté. Or, puisque le mouvement est car-
actéristique, il est impossible d’utiliser le ﬁltre optimal estimé pour une vidéo sur
l’ensemble des vidéos de la base MBGC.
3.2 Sélection à la volée des meilleures images
L’algorithme décrit dans la section 1 peut être parallélisé en 4 tâches :
1. Acquisition des images : La première tâche acquiert l’image à partir du
ﬂux vidéo, ou d’une caméra infra-rouge, et calcule son score de focalisa-
tion Qfocus (2.2). Les images acquises sont stockées dans une mémoire tam-
pon pour une exploitation ultérieure dans la seconde tâche. Cette tâche est
bridée à 25 images par seconde (IPS).
2. Segmentation de la pupille : La seconde tâche, décrite dans la ﬁgure 5.8a,
récupère l’image mise en mémoire pour segmenter et suivre la pupille. Si la
segmentation réussit, l’image et les caractéristiques de la pupille sont stock-
ées pour une exploitation ultérieure dans la troisième tâche.
3. Enrôlement de l’iris : La troisième tâche, représentée dans la ﬁgure 5.8b,
récupère l’image et les données mises en mémoire pour localiser l’iris, les
paupières, les cils, les spots, et ﬁnalement pour construire l’iris-code. Si le
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Récupération des données
les mieux classées
La mémoire est bloquée ?
Suppression de ces données
de la mémoire
Blocage de la mémoire
Libération de la mémoire
oui
La mémoire est vide ?
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données
oui
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(a) Lecture.
La mémoire est bloquée ?
Blocage de la mémoire
Suppression des données
les moins bien classées
Copie des données entrantes
Libération de la mémoire
score > min(score)
La mémoire est pleine ?
oui
oui
non
non
données, score
Écriture
(b) Écriture.
FIGURE 5.9: Différents modes de fonctionnement des mémoires tampons.
score de qualité Qscore est sufﬁsant, alors l’iris-code est stocké pour son ex-
ploitation par la tâche 4.
4. Fusion des iris-codes : La quatrième tâche réalise la fusion des iris-codes
de meilleures qualités dans le but d’obtenir la carte de fragilité 5.6c et l’iris-
code 5.6d de la vidéo.
Pour les tâches d’acquisition et de segmentation de la pupille, les tampons de
mémoire sont triés au fur à mesure du ﬂux selon le score de focalisation Qfocus,
tandis que le tampon en sortie de la tâche 3, dédiée à la segmentation de l’iris,
est trié selon le score de qualité. Cette stratégie est limitée par la capacité des
mémoires tampons : chaque nouvelle entrée est triée selon son score et seulement
les meilleures images sont sélectionnées et enrôlées. La ﬁgure 5.9 représente les
modes de lecture et d’écriture des différentes mémoires-tampons.
Nous avons enregistré les taux d’enrôlement des pupilles et des iris de toute la
base de données MBGC (décrite ci-dessous). Quand nous imposons 25 IPS, 75%
des pupilles sont détectées et environ 15% des iris sont enrôlés. Si nous utilisons
101
CHAPITRE 5. BIOMÉTRIE DYNAMIQUE DE L’IRIS
une méthode séquentielle, seulement 13% des pupilles et des iris sont enrôlés,
indépendamment de leur qualité.
4 Évaluation des performances sur la base MBGC
Pour évaluer l’application complète de reconnaissance d’iris, nous avons con-
duit une série d’expériences sur la base de données MBGC [53]. Cette base de
données contient 986 vidéos infra-rouges et 8589 images infra-rouges d’œil is-
sues de 137 individus. Les vidéos et les images ont été segmentées et fusionnées
par les algorithme des sections 1 et 2. La base d’images est utilisée pour enrôler
et classer chaque individu tandis que la base de vidéos est utilisée pour tester les
performances de reconnaissance de la méthode proposée sur la base d’images.
Le taux de réussite d’enrôlement atteint 99.8% sur les vidéos 3 et 100% sur les
classes d’iris 4. À propos de la base d’images, 96.7% des images ont été enrôlées
avec succès. Nous avons vériﬁé que les autres images sont trop sévèrement al-
térées pour pouvoir être exploitées (occlusion, ﬂou, . . .).
Une fois les deux bases de données enrôlées, nous avons comparé les iris-
codes de la base des vidéos à ceux de la base des images en utilisant la distance
de Hamming 5. Les résultats de ces expériences sont synthétisés sous la forme de
critères de performance utilisés classiquement dans le domaine de la biométrie
(TEE, TFR@TFA=10−6 , courbes ROC et histogrammes top-rank). Étant donné
que dans cette base, nous connaissons la vérité terrain, il est possible de calculer
les différents critères de performances.
Deux expériences sont réalisées pour estimer l’inﬂuence du nombre d’iris-
codes fusionnés et pour déterminer l’intérêt de masquer partiellement les bits
fragiles sur les taux de reconnaissance. Finalement, ces résultats sont comparés
avec 4 méthodes de l’état de l’art : deux basées sur la fusion des textures d’iris et
les deux autres sur la fusion des iris-codes.
4.1 Inﬂuence du nombre d’iris-codes fusionnés
La première expérience a été conduite pour déterminer (1) si il est intéressant
de fusionner des iris-codes, et si oui, (2) s’il existe un nombre optimum d’iris-
codes à fusionner avant que les performances commencent à se détériorer. En ef-
fet, l’ajout d’un nombre de plus en plus important d’iris-codes (avec des scores de
qualité de plus en plus faibles) peut détériorer l’iris-code résultant de la fusion.
Pour vériﬁer ces points, nous avons appliqué les techniques de fusion avec un
3. Seules les vidéos #05344v27 and #05416v25 n’ont pas passé l’enrôlement.
4. Chaque classe d’iris contient au moins un représentant, mais la plupart des classes en con-
tienne plus de 10.
5. La distance de Hamming est le ratio du nombre de bits différents des deux iris-codes sur le
nombre total de bits.
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(a) Meilleur iris-code.
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(c) 10 iris-codes.
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FIGURE 5.10: Répartition des distances pour l’image de plus grande qualité (a),
la fusion des 5 (b), des 10 (c) et des 30 (d) meilleurs iris-codes. Les distances
des imposteurs sont en rouge, celle des authentiques en vert. η, σ et d� désig-
nent la moyenne, l’écart-type et la distance statistique entre les deux densités
d� = |ηg−ηi|√
0.5(σ2i+σ
2
g)
.
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FIGURE 5.11: Courbes ROC : inﬂuence du nombre d’iris-codes fusionnés sur les
performances de reconnaissance.
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(c) 10 iris-codes.
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(d) 30 iris-codes.
FIGURE 5.12: Rang de la vraie classe quand la classiﬁcation a échoué pour le
meilleur iris-code (a), la fusion des 5 (b), des 10 (c) et des 30 (d) meilleurs iris-
codes.
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FIGURE 5.13: Évolution du TEE et du TFR@TFA=10−6 en fonction du nombre
d’iris-codes fusionnés.
nombre d’iris-codes variant de 1 à 30. La répartition des distances entre authen-
tiques et imposteurs est représentée sur la ﬁgure 5.10 pour 1, 5, 10 et 30 iris-codes
fusionnés. Les courbes top-rank sont données dans la ﬁgure 5.12, la courbe ROC
sur la ﬁgure 5.11 et les évolutions du TEE et TFR@TFA=10−6 dans la ﬁgure 5.13.
Si on observe les répartitions des distances, cf. Figure 5.10, la séparation en-
tre authentiques et imposteurs augmente quand le nombre d’iris-codes fusionnés
augmente. Comme le montre l’histogramme top-rank, les iris sont de mieux en
mieux classés au fur à mesure que le nombre d’iris-codes fusionnés augmente.
De plus, le TFR@TFA=10−6 continue de décroitre au delà de 10 iris-codes. Finale-
ment, la fusion de plusieurs iris-codes dépasse les performances du meilleur iris-
code : le TEE décroit de 1.58% à 0.2% ( 12 images), et le TFR@TFA=10−6 décroit
de 40% à 0.8% (22 images).
Pour conclure sur cette expérience, le point clé est que tous ces indicateurs
conﬁrment une amélioration des performances de la reconnaissance quand le
nombre d’iris-codes fusionnés va de 1 à 10. De plus, la fusion d’un grand nom-
bre d’iris-codes trouve son intérêt dans le domaine de la reconnaissance haute-
sécurité.
4.2 Inﬂuence des bits fragiles
La seconde expérience a été conduite pour déterminer si le masquage des bits
fragiles pouvait améliorer les performances. Ainsi, nous pouvons examiner les
critères de performances lorsque P% des bits les plus fragiles sont ignorés lors
du calcul de la distance de Hamming. L’intérêt de masquer les bits fragiles est de
ne pas tenir compte d’une information peu sûre, mais masquer de plus en plus
de bits réduit néanmoins l’information sur la texture de l’iris et peut, à terme,
détériorer les performances d’identiﬁcation. La répartition des distances pour des
taux de bits fragiles de 0%, 15%, 30% et 45% est représentée sur la ﬁgure 5.14
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FIGURE 5.14: Répartition des distances entre authentiques et imposteurs pour des
taux de bits fragiles différents et pour la fusion des 10 meilleurs iris-codes.
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FIGURE 5.15: Évolution du TEE (a) et du TFR@TFA=10−6 (b) en fonction du taux
de bits fragiles.
lors de la fusion de 10 iris-codes. L’évolution du TEE et du TFR@TFA=10−6 est
représentée sur la ﬁgure 5.15 pour différents nombres d’iris-codes fusionnés.
Globalement, la fusion des 10 meilleurs iris-codes donne toujours le meilleur
TEE quelque soit le taux de bits fragiles. Le TEE optimal (0.2%) est obtenu quand
nous fusionnons 10 iris-codes avec un taux de bits fragiles de 20%, ou quand nous
fusionnons 20 iris-codes avec un taux de bits fragiles de 30%. Comme l’expérience
précédente, plus nous fusionnons d’iris-codes, plus le TFR@TFA=10−6 diminue
quelque soit le taux de bits fragiles. On peut aussi remarquer que le meilleur
TFR@TFA=10−6 est obtenu quand nous fusionnons plus de 20 iris-codes pour un
taux de bits fragiles de 20%. Si on analyse la répartition des distances entre au-
thentiques et imposteurs, masquer de plus en plus de bits a tendance à réduire la
moyenne et l’écart-type des distances entre authentiques, et à augmenter l’écart-
type des distances entre imposteurs.
Donc, deux conclusions peuvent être tirées de cette expérience sur la base de
données MBGC :
1. Pour les applications tout public, il est conseillé de fusionner environ 10
iris-codes avec un taux de bits fragiles de 20%.
2. Pour les applications haute-sécurité, il est recommandé de fusionner plus
de 20 iris-codes avec un taux de bits fragiles de l’ordre de 20%.
4.3 Comparaison avec d’autres méthodes de fusion
La méthode présentée dans ce chapitre a été comparée à quatre autres études
(1) La première [50] décrit une méthode de super-résolution de la texture de
l’iris pour améliorer les performances de reconnaissance.
(2) La seconde [51] propose une méthode de super-résolution sur la transfor-
mée de l’iris par les ondelettes de Gabor 2D.
(3) La troisième [29] propose de fusionner les iris-codes et d’éliminer les bits
fragiles comme nous l’avons fait.
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TABLE 5.1: Comparaison du TEE obtenu avec d’autres méthodes sur la base de
données MBGC.
(1) (2) (3) (20 rayons) (4) (10 rayons) Nous (20 rayons)
∼ 0.75% ∼ 0.87% ∼ 0.80% ∼ 0.29% 0.20%
(4) La quatrième [30] utilise une distance qui prend en compte la fragilité des
bits et qui améliore les résultats de la 3e méthode.
Le tableau 5.1 reporte les TEE pour les meilleurs résultats obtenus par les 4 méth-
odes ci-dessus et notre algorithme. Ce dernier montre une réduction signiﬁcative
du TEE et s’avère être plus performante que l’état de l’art. De plus, notre méthode
est capable de traiter les vidéos en temps-réel, ce qui n’est pas le cas des autres
méthodes qui ne reportent pas leur temps de calcul.
5 Conclusion
Dans ce chapitre, nous avons proposé un algorithme temps-réel de fusion
d’iris-codes basée sur la qualité des images pour améliorer la reconnaissance
d’iris à partir de vidéos centrées sur l’œil. Le traitement temps-réel est obtenu
grâce à la décomposition multi-tâches de la chaîne de traitement et à la sélec-
tion intelligente des images. Une carte de fragilité a aussi été associée à chaque
iris-code, qui donne une mesure de la conﬁance de chaque bits à être soit 0 ou 1.
L’algorithme a été systématiquement évalué sur la base de donnéesMBGC [53]
en fonction du nombre d’iris-codes fusionnés et de l’inﬂuence du nombre de bits
fragiles dans le calcul de la distance de Hamming. La fusion proposée améliore
signiﬁcativement les performances. De plus, les paramètres optimaux pour des
applications tout-publics ou haute-sécurité ont été identiﬁés. Les performances
ont aussi été comparées avec quatres méthodes compétitives et notre algorithmes
divise le TEE par 1.5.
Les ondelettes log-Gabor 1D ont été choisies pour leur bonne performance et
leur faible complexité. Néanmoins, de meilleures performances pourraient être
obtenue en utilisant les ondelettes bi-orthogonales [1, 68]. De plus, la distance de
Hamming pourrait avantageusement être remplacée par un autre critère, comme
celui proposé dans [12]. L’algorithme de type RANSAC utilisé pour segmenter
la pupille semble être très efﬁcace ; une comparaison avec la méthode publiée
récemment [41] serait intéressante.
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Tout au long de cette thèse, nous avons abordé le problème de l’estimation des
paramètres par maximum de vraisemblance du modèle de ﬁltre de Kalman cou-
ple (FKC) [17]. Ce dernier étend le modèle classique en apportant de nouvelles
possibilités d’interactions entre états cachés et observations. Les algorithmes por-
tent soit sur l’estimation de l’ensemble des paramètres, soit sur l’estimation d’une
partie de ces paramètres, l’autre étant supposée connue ou liée à un paramètre
à estimer. Ce manuscrit présente les différents algorithmes originaux d’estima-
tion issus du principe EM (Expectation-Maximization) que nous avons construits
et évalués à cet effet.
Dans un premier temps, nous avons proposé une variante robuste de l’algo-
rithme EM, proposé dans [5], pour l’estimation de la totalité des paramètres dans
un FKC [48]. Cette variante, qui s’inspire de travaux antérieurs sur le ﬁltre de
Kalman [47], utilise des décompositions QR pour propager des racines-carrées
des matrices de covariance au lieu des matrices de covariance elles-mêmes. L’ap-
port de cette technique robuste est illustrée au travers d’une expérience sur un
modèle couple particulièrement mal-conditionné.
Le chapitre 2 s’est intéressé au problème de l’identiﬁabilité du FKC selon le
critère de la vraisemblance. Nous avons pu montré, qu’à un jeu d’observations
donné, il existait une inﬁnité de jeux de paramètres de même fonction de vrai-
semblance. Cela se révèle particulièrement problématique pour l’algorithme EM
qui converge vers un maximum local de la vraisemblance. Aﬁn de réduire l’am-
biguïté, nous avons établi 3 types de jeux de paramètres équivalents qui imposent
une structure particulière aux paramètres lors de leur estimation, sans modiﬁer la
fonction de vraisemblance. L’utilisation de chacune de ces contraintes est illustrée
dans le cadre de la restauration de signaux bruités.
Dans le troisième chapitre, nous avons proposé d’intégrer des contraintes sur
la structure des paramètres du FKC dans l’étape de maximisation de l’algorithme
EM, sans rechercher à préserver la fonction de vraisemblance comme dans le
chapitre précédent. Cependant, n’importe quel type de contrainte ne permet pas
de conserver des équations de ré-estimation exactes lors de l’étapeM. Aussi, nous
avons proposé des contraintes particulières qui s’avèrent pourtant utiles dans la
pratique car elles permettent de traiter un grand nombre de problèmes (cas de
capteurs identiques par exemple) et généralisent des travaux récents sur le ﬁl-
tre de Kalman [20]. Tous les algorithmes de maximisation issus de nos travaux
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sont également proposés en version robuste compatible avec l’étape d’espérance
robuste, présentée dans le chapitre 1. L’intérêt de contraindre les paramètres est
illustré par des séries d’expériences qui comparent systématiquement les ﬁltres
équivalents du chapitre précédent aux ﬁltres contraints.
Le chapitre 4 a permis d’exposer les résultats de comparaisons systématiques
entre les différents algorithmes non-supervisés proposés dans cette thèse sur des
données théoriques et sur des données ne suivant pas le modèle du FKC. Ces
comparaisons ont permis d’établir que
– le FKC permet de restaurer des données suivant le modèle du ﬁltre de
Kalman malgré son plus grand nombre de paramètres. Par contre, comme
attendu, nous avons vériﬁé que le ﬁltre de Kalman ne restaure pas correcte-
ment des données issues d’un modèle de FKC.
– sur données non-issues de ces deux modèles (signaux sinusoïdaux), le FKC
a donné des performances équivalentes de restauration à celles du ﬁltre de
Kalman. Par contre, le FKC a montré un réel intérêt sur un signal retardé,
i.e. où l’acquisition des observations par le capteur n’est pas instantanée.
Dans le dernier chapitre, les résultats de ﬁltrage robuste optimal obtenus dans
les chapitres précédents sont exploités pour suivre le mouvement de la pupille
dans une application de reconnaissance dynamique de l’iris. La qualité de suivi,
ajouté à une sélection intelligente des meilleures images d’iris, et à la paralléli-
sation des différents étapes de segmentation de l’iris, nous a permis, d’une part,
d’atteindre des traitements temps-réel sur les vidéos (i.e. 25 images par seconde)
et, d’autre part, d’obtenir des taux de reconnaissance supérieurs à ceux de l’état
de l’art sur la base biométrique MBGC [53].
Nous avons dissocié dans ce manuscrit les jeux de paramètres équivalents
et les contraintes sur l’étape de maximisation de l’algorithme EM du FKC. On
peut penser combiner ces deux idées pour construire un FKC équivalent et con-
traint, ce qui permettrait d’élargir l’ensemble des contraintes possibles et donc de
s’adapter à un plus large champs d’applications.
Une autre perspective consisterait à imposer, lors de l’estimation, que le signal
à restaurer soit stationnaire. Imposer la stationnarité au modèle du FKC revient
à contraindre les matrices de transition et de covariance du bruit simultanément,
ce qui n’est pas compatible avec les contraintes étudiées dans cette thèse. Sans
une étude approfondie, il n’est pas possible d’afﬁrmer qu’il existe un algorithme
EM dans ce cas de ﬁgure.
Finalement, en ce qui concerne l’application de biométrie dynamique de l’iris,
il semble que les paramètres appris par les ﬁltres de Kalman non-supervisés
soient propres à chaque individu, c.a.d caractéristique du mouvement propre de
chaque œil. Aussi, utiliser un jeu de paramètres unique pour un grand nombre
d’individus n’a pas été concluant. Il serait donc intéressant de développer une
version « en ligne » de ces algorithmes d’apprentissage non-supervisés, en éten-
dant les algorithmes développés récemment dans [11] au FKC contraint pour une
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poursuite optimale individualisée de la pupille. D’ailleurs, la dynamique d’un
œil serait-elle caractéristique d’un comportement particulier ou d’un individu ?
Et les paramètres du FKC seraient-ils des signatures de cet état ou individu ? La
question de l’étude du mouvement de l’œil comme trait biométrique fait l’objet
d’un travail de recherche depuis quelques années [15, 28, 57].
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1 Preuves du chapitre 2
1.1 Démonstration 1
Nous cherchons à montrer que la matrice M déﬁne par (2.8) transforme la
matrice de covariance Q en une matrice de la forme (2.7) :
– Prouvons d’abord que
�
QM
�x,y
= O :
�
QM
�x,y
= Mx,xQx,y +Mx,yQy,y,
= Mx,xQx,y −Mx,xQx,y,
= Onx,ny .
– Prouvons ensuite que
�
QM
�x,x
=
�
QM0
�x,x
:
�
QM
�x,x
= Mx,xQx,x [Mx,x]T +Mx,xQx,y [Mx,y]T
+Mx,y [Qx,y]T [Mx,x]T +Mx,yQy,y [Mx,y]T ,
= Mx,x
�
Qx,x −Qx,y [Qy,y]−1 [Qx,y]T −Qx,y [Qy,y]−1 [Qx,y]T
+Qx,y [Qy,y]−1 [Qx,y]T
�
[Mx,x]T ,
= Mx,x
�
Qx,x −Qx,y [Qy,y]−1 [Qx,y]T� �� �
Q
x,x
∗
] [Mx,x]T ,
=
�
QM0
�x,x
.
1.2 Démonstration 2
Nous cherchons à montrer que la transformation de la matrice de transition
F par la matrice M déﬁnie par (2.15) permet d’imposer les valeurs de
�
FM
�y,x
et
�
FM
�y,y
:
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– Prouvons d’abord que
�
FM
�y,x
=
�
FM0
�y,x
:
�
FM
�y,x
= F y,x [Mx,x]−1
=
�
[T o]T , O
�
[Qo]T [QoM ]
−T
�
Q+M
�T
=
�
[T o]T , O
�
[Qo]T Qo
�
[T o]−T O
O I
���
T+
�T
O
O I
� �
Q+
�T
=
�
I, O
� ��T+�T O
O I
� �
Q+
�T
=
��
T+
�T
, O
� �
Q+
�T
=
�
FM0
�y,x
– Prouvons ensuite que
�
FM
�y,y
=
�
FM0
�y,y
:
�
FM
�y,y
= F y,y − F y,x [Mx,x]−1Mx,y
= F y,y −
��
T+
�T
, O
� �
Q+
�T �
Q+M
�
−T
�
F y,y − �FM0 �y,y
O
�
= F y,y −
��
T+
�T
, O
� �
Q+
�T
Q+
��
T+
�
−T
O
O I
� �
F y,y − �FM0 �y,y
O
�
= F y,y − �I, O� �F y,y − �FM0 �y,y
O
�
=
�
FM0
�y,y
2 Preuves du chapitre 3
2.1 Démonstration 3
Nous cherchons à montrer la relation (3.3) :
– Q est bloc-diagonale, donc son inverse et le logarithme de son déterminant
s’écrivent respectivement
Q−1 =
nIN�
i=1
P Ti Q
−1
i P i,
log |Q| =
nIN�
i=1
log |Qi|.
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– Exprimons la fonction auxiliaire de vraisemblance en fonction de Qi et F i :
gC˜(Q,F ) = − [N + 1] log |Q|− tr
�
Q−1
�
F T
−Int
�T
C˜
�
F T
−Int
��
= − [N + 1]
nIN�
i=1
log |Qi|− tr
�
nIN�
i=1
P iQ
−1
i P
T
i
��
F T
−Int
�T
C˜
�
F T
−Int
���
= −
nIN�
i=1
�
[N + 1] log |Qi|+ tr
�
Q−1i
�
F Ti
−P Ti
�T
C˜
�
F Ti
−P Ti
���
= −
nIN�
i=1
�
[N + 1] log |Qi|
+tr
�
Q−1i
�
F Ti
−Int
�T �
Int Ont,ni
Ont,nt P i
�
C˜
�
I O
O P i
� �
F Ti
−Int
�T� �
=
nIN�
i=1
gC˜i(Qi,F i).
2.2 Démonstration 4
Nous cherchons à montrer la relation (3.6) :
gC˜i(Qi,F i) = − [N + 1] log |Qi|− tr
�
Q−1i
�
F Ti
−Int
�T
C˜i
�
F Ti
−Int
��
= − [N + 1] log |Qi|− tr

Q−1i
��
F bi
�T
+
�
F 0i
�T
−Int
�T
C˜i
��
F bi
�T
+
�
F 0i
�T
−Int
�
= − [N + 1] log |Qi|− tr

Q−1i
��
F bi
�T
−Int
�T
C˜
b
i
��
F bi
�T
−Int
�
= g
C˜
b
i
(Qi,F i).
2.3 Démonstration 5
Nous cherchons à montrer les relations (3.7) et (3.8) :
– Dérivons d’abord la sous-fonction auxiliaire de vraisemblance g
C˜
b
i
(Qi,F
b
i)
par rapport à Gi :
∂g
C˜
b
i
(Qi,F
b
i)
∂Gi
= −
∂tr

Q−1i
��
F bi
�T
−Int
�T
C˜
b
i
��
F bi
�T
−Int
�
∂Gi
= −2Q−1i
�
MTi
Ont,nt
�T
C˜
b
i
�
MTi G
T
i
−Int
�
= −2Q−1i
�
M iC˜
b,[0,0]
i M
T
i G
T
i −M iC˜
b,[0,1]
i
�
.
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– Un extremun est trouvé en résolvant
∂g
C˜
b
i
(Qi,F
b
i )
∂Gi
= Oni,nGi . La matrice
Gˆi = C˜
b,[1,0]
i M
T
i
�
M iC˜
b,[0,0]
i M
T
i
�−1
est un extremum trivial de la fonction auxiliaire. Cependant, M i doit être
de rang plein pour pouvoir inverserMTi C˜
b,[0,0]
i M i. L’extremum trouvé est
aussi un maximum global, puisque la fonction g
C˜
b
i
(Qi,F
b
i) est parabolique
selon la variable F .
2.4 Démonstration 6
Nous cherchons à montrer la relation (3.9) et l’existence de la solution
– Dérivons la fonction auxiliaire de vraisemblance g
C˜
b
i
(Qi,F
b
i(λi)) par rap-
port à λji :
∂g
C˜
b
i
(Qi,F
b
i(λi))
∂λ
j
i
= −
∂tr

Q−1i
��
F bi
�T
−Ini
�T
C˜
b
i
��
F bi
�T
−Ini
�
∂λ
j
i
= −2tr

Q−1i
� �
U
j
i
�T
−Oni,ni
�T
C˜
b
i
��nλi
k=1 λ
k
i
�
U ki
�T
−Ini
�
= −2tr

Q−1i

 nλi�
k=1
λkiU
j
i C˜
b,[0,0]
i
�
U ki
�T −U ji C˜b,[0,1]i




– Les extremums sont trouvés en annulant toutes les dérivées par rapport à
λ
j
i simultanément :
nλi�
k=1
λki tr
��
Q0i
�
−1
U
j
i C˜
b,[0,0]
i
�
U ki
�T�� �� �
Ai(j,k)
= tr
��
Q0i
�
−1
U
j
i C˜
b,[0,1]
i
�
� �� �
bi(j)
.
Donc,Aiλi = b et λi = A−1i b. Si, un tel extremum existe, il est automatique-
ment unmaximumpuisque la sous-fonction g
C˜
b
i
(Qi,F
b
i(λi)) est parabolique
pour la variable F bi .
– Prouvonsmaintenant l’inversibilité de Ai . Il est sufﬁsant demontrer qu’elle
est déﬁnie positive. Selon les résultats classiques de l’algèbre linéaire, une
matrice symétrique est déﬁnie positive si et seulement si
∀(j, k),M (j, j)M (k, k) > [M (j, k)]2 . (7)
– Donc, f(U ,V ) = tr
��
Q0i
�
−1
UC˜
b,[0,0]
i V
T
�
est un produit scalaire sur l’es-
pace des matrices réelles de taille (ni × nt). Puisque la matrice C˜
b,[0,0]
i est
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déﬁnie positive, et symétrique, alorsg(U ,V ) = tr
�
UC˜
b,[0,0]
i V
T
�
est un pro-
duit scalaire. On en déduit donc que
f(U ,V ) = tr
���
Q0i
�
−1
�
−
T
2
UC˜
b,[0,0]
i V
T
�
[Q0i]
−1�− 12�
est un produit scalaire. Par application de l’inégalité de Cauchy-Schwarz
dans le cadre d’une famille de matrices indépendantes, nous obtenons :
�
tr
��
Q0i
�
−1
U
j
i C˜
b,[0,0]
i
�
U ki
�T��2
< tr
��
Q0i
�
−1
U
j
i C˜
b,[0,0]
i
�
U
j
i
�T�
tr
��
Q0i
�
−1
U ki C˜
b,[0,0]
i
�
U ki
�T�
.
– Donc, l’inégalité (7) est prouvée. Ai est déﬁnie positive et donc inversible.
2.5 Démonstration 7
Nous cherchons à montrer la relation (3.17) :
– Dérivons la fonction auxiliaire de vraisemblance g
C˜
M
i
(QMi , Fˆ
M
i ) par Q
M
i :
∂g
C˜
M
i
(QMi , Fˆ
M
i )
∂QMi
= [N + 1]
�
QMi
�−1 − �QMi �−1

�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi


�
QMi
�−1
– La matrice Qˆ
M
i qui maximise la fonction auxiliaire de vraisemblance est
donc donnée par l’équation (3.17).
2.6 Démonstration 8
Cherchons à montrer la relation (3.18) :
– Dérivons la fonction auxiliaire de vraisemblance g
C˜
M
i
(QMi (λi), Fˆ
M
i ) par λi :
∂g
C˜
M
i
(QMi (λi), Fˆ
M
i )
∂λi
= [N + 1]nMi λ
−1
i − λ−2i
tr

�Q0i �−1

�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi



 .
– Le scalaire λˆi qui maximise la fonction auxiliaire de vraisemblance est donc
donné par l’équation (3.18).
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2.7 Démonstration 9
Nous cherchons à montrer la relation (3.19) :
– Nous cherchons dans un premier temps, à exprimer la fonction auxiliaire
de vraisemblance g
C˜
M
i
(QMi , Fˆ
M
i ) en fonction de Fˆ
M
i , C˜
M
i et R
M
i .
Puisque QMi est semblable à une matrice bloc-diagonale, son inverse et le
logarithme de son déterminant s’écrivent respectivement
�
QMi
�−1
=
nBi�
j=1
�
P
j
i
�T �
M
j
i
�−T �
RMi
�−1 �
M
j
i
�−1
P
j
i ,
log
��QMi �� = n
B
i�
j=1
log
��RMi ��+ 2 log ��M ji ��.
– Donc,
g
C˜
M
i
(QMi , Fˆ
M
i ) = [N + 1]
nBi�
j=1
log
��RMi ��+ 2 log ��M ji ��
+
nBi�
j=1
tr
� �
RMi
�−1 �
M
j
i
�−1
P
j
i

�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi

 �P ji �T �M ji �−T �.
– Dérivons maintenant la fonction auxiliaire de vraisemblance par rapport à
RMi
∂g
C˜
M
i
(QMi , Fˆ
M
i )
∂RMi
= [N + 1]nBi
�
RMi
�−1
− �RMi �−1 �M ji �−1P ji

�FˆMi �T
−InMi

T C˜Mi

�FˆMi �T
−InMi

 �P ji �T �M ji �−T �RMi �−1 .
– La matrice Rˆ
M
i qui maximise la fonction auxiliaire de vraisemblance est
donc bien donnée par l’équation (3.19).
3 Filtres de Kalman particuliers
Cette section est dédiée à la construction de ﬁltres de Kalman particuliers ex-
ploités dans le chapitre 4. Nous proposons d’imposer la valeur de la matrice d’ob-
servation F y,x , notée F y,x0 , soit par le choix d’un ﬁltre équivalent, soit par des
contraintes lors de l’étape de maximisation.
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3.1 Filtre de Kalman équivalent
Le premier ﬁltre particulier est le ﬁltre de Kalman équivalent (FKE) qui permet
d’imposer la valeur de la matrice d’observation [F y,x]M . Son algorithme EM est
obtenu par dérivation de l’algorithme EM du ﬁltre de Kalman couple.
L’estimation de F est séparée en deux blocs F x,t et F y,t , donc Qx,y = O.
Sur chacun des blocs de F , une contrainte de type-2 avecM = M 1 = M 2 est
imposée, ce qui donne
F x,t =
�
F x,x
�� �� �
G1
�
I O
�� �� �
M
F y,t =
�
F y,x
�� �� �
G2
�
I O
�� �� �
M
. (8)
Les blocs diagonaux de Q , Qx,x et Qy,y sont laissés libres. Finalement, nous
utilisons le ﬁltre équivalent de type γ pour imposer la valeur de la matrice d’ob-
servation
�
FM
�y,x
= F y,x0 .
Remarque: L e ﬁltre obtenu est bien un ﬁltre de Kalman puisqueMx,y = O.
3.2 Filtre de Kalman contraint
Le second ﬁltre particulier est le ﬁltre de Kalman contraint (FK contraint) qui
permet aussi d’imposer la valeur de la matrice d’observation [F y,x]M . Son algo-
rithme EM est également obtenu par dérivation de l’algorithme EM du ﬁltre de
Kalman couple.
L’estimation de F est également séparée en deux blocs F x,t et F y,t , donc
Qx,y = 0. Sur le bloc F x,t , une contrainte de type-2 avecM = M 1 est imposée,
ce qui donne
F x,t =
�
F x,x
�� �� �
G1
�
I O
�� �� �
M
. (9)
Au bloc F y,t , il sufﬁt d’imposer une contrainte de type-0 : F y,t =
�
F
y,x
0 O
�
.
Remarque: C e ﬁltre ne doit pas être confondu avec le ﬁltre précédent puisque la
maximisation de la vraisemblance est réalisée différemment.
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Liste des symboles
d.d.p densité de probabilité
EM Expectation-Maximisation
EQM erreur quadratique moyenne
FK ﬁltre de Kalman
FKC ﬁltre de Kalman couple
FKCE ﬁltre de Kalman couple équivalent
FKCO ﬁltre de Kalman couple optimal
FKE ﬁltre de Kalman équivalent
FKO ﬁltre de Kalman optimal
TEE taux d’égale erreur
TFA taux de fausses acceptations
TFR taux de faux rejets
TFR@TFA=10−6 TFR pour un TFA= 10−6
v.a variable aléatoire
a un vecteur a
na dimension du vecteur a
A une matriceA
AT transposée de la matriceA
A−T inverse de la transposée de la matriceA
A
1
2 racine-carré triangulaire supérieure de A
A−
1
2 inverse de A
1
2
A
T
2 transposée de A
1
2
A−
T
2 inverse de la transposée de A
1
2
In matrice identité de dimension n
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LISTE DES SYMBOLES
On,m matrice nulle de dimensions (n×m)
vec (A) dé-pliement vectoriel de A
[A⊗B] produit de Kronecker de A et B
Z∗ matrice unitaire inutilisée
y0:p ensemble des yi pour i allant de 0 à p
aˆ espérance de la v.a a
xn état caché n
yn observation n
tn vecteur aléatoire tn =
�
xn,yn−1
�T
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RÉSUMÉ
La famille de modèles dite des ﬁltres de Kalman permet d’estimer les états d’un
système dynamique à partir d’une série de mesures incomplètes ou bruitées. Malgré leur
relative simplicité de modélisation, ces ﬁltres sont utilisés dans un large spectre scien-
tiﬁque dont le radar, la vision, et les communications. Ce succès repose, pour l’essentiel,
sur l’existence d’algorithmes de ﬁltrage et de lissage exacts et rapides, i.e. linéaires au
nombre d’observations, qui minimisent l’erreur quadratique moyenne.
Dans cette thèse, nous nous sommes intéressés au ﬁltre de Kalman couple. Celui-ci in-
tègre, par rapport au modèle original, de nouvelles possibilités d’interactions entre états
cachés et observations, tout en conservant des algorithmes exacts et rapides dans le cas
linéaire et gaussien. Nous étudions plus particulièrement le problème de l’estimation non
supervisée et robuste des paramètres d’un ﬁltre de Kalman couple à partir d’observations
en nombre limité. Le manuscrit décrit ainsi plusieurs algorithmes d’apprentissage par es-
timation dumaximum de vraisemblance selon le principe EM (Expectation-Maximization).
Ces algorithmes originaux permettent d’intégrer des contraintes a priori sur les paramè-
tres du système étudié, comme expressions de connaissances partielles sur la physique
de l’application ou sur le capteur. Ces systèmes contraints réduisent l’ambiguïté liée au
problème d’identiﬁabilité du ﬁltre de Kalman couple lors de l’estimation des paramètres.
Ils permettent également de limiter le nombre de maxima locaux de la fonction de vrai-
semblance en réduisant la dimension de l’espace de recherche, et ainsi évitent parfois le
piégeage de l’algorithme EM.
Il est important de noter que l’ensemble des algorithmes proposés dans ce manuscrit
s’applique directement au ﬁltre de Kalman original, comme cas particulier du ﬁltre de
Kalman couple. Tous les algorithmes sont rendus robustes par la propagation systéma-
tique de racines-carrés des matrices de covariance au lieu des matrices de covariance
elles-mêmes, permettant ainsi d’éviter les difﬁcultés numériques bien connues liées à la
perte de positivité et de symétrie de ces matrices. Ces algorithmes robustes sont ﬁnale-
ment évalués et comparés dans le cadre d’une application de biométrie de l’iris à partir
de vidéos. Le suivi de la pupille est exploitée pour enrôler et identiﬁer en temps-réel une
personne grâce à son iris-code.
