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Einleitung
Die Mikroelektronik h

alt zunehmend Einzug in Bereiche unseres t

aglichen Lebens Die Abh

angigkeit des
Menschen von der Technik w

achst st

andig und damit kommt der Frage nach deren Zuverl

assigkeit eine
steigende Bedeutung zu
Diese Frage nach der Zuverl

assigkeit stellt sich insbesondere bei der Fertigung hochintegrierter Schalt
kreise Leider ist die Chipfertigung sich immer an der Grenze des technisch machbaren bewegend sehr
fehleranf

allig Defektraten von

uber   sind im VLSI	Bereich keine Seltenheit
Man ben

otigt darum unbedingt leistungsf

ahige Verfahren die gefertigte Chips auf ihre Korrektheit

uber
pr

ufen sie also testen Welche Bedeutung der Fertigungstest in der Chipfertigung einnimmt zeigt eine
Sch

atzung von Milne 
Mil nach der heute mehr als   der Produktkosten im VLSI	Bereich auf den
Testvorgang entfallen
Um den Anwender bei der Erstellung von Fertigungstests zu unterst

utzen wurden im Sonderforschungs
bereich  Teilprojekt B verschiedene Testwerkzeuge entwickelt Im Rahmen von Diplomarbeiten
entstanden dabei ein Fehlersimulator 
HSS Sch ein Testmustergenerator 
Nik sowie eine gra
phische Ober

ache zur Steuerung dieser Tools 
BHHK Kra Alle diese Testwerkzeuge wurden in
das Entwurfssystem CADIC 
BHKM integriert
In der Konzeption von Fehlersimulator Testmustergenerator und der zugeh

origen graphischen Ober

ache
spiegelt sich eine

ubergeordnete Zielsetzung wider Bei allen drei Sytemen lag das Schwergewicht auf
folgenden beiden Punkten
a Es sollte eine exible bibliotheksbasierte Fehlermodellierung unterst

utzt werden Erlaubt
wird hierbei die Beschreibung beliebiger kombinatorischer Fehlerverhaltens auch bei komplexeren
Grundzellen Volladdierer Multiplexer ExorGatter  des Schaltkreises
Diese Flexibilit

at in der Fehlermodellierung ist von groer Bedeutung da die in der Praxis auf
tretenden Defekte von vielen Faktoren wie zB der Technologie dem Fertigungsproze oder dem
Layout der Grundzellen abh

angen Sie erlaubt es das Fehlermodell jeweils genau auf eine gegebene
Anwendung zuzuschneiden
b Ein weiteres einigendes Konzept bildete die Unterst

utzung einer interaktiven Testmusterge
nerierung Die Grundidee besteht hierbei darin dem Schaltungsdesigner bzw Testingenieur ein
System zur Verf

ugung zu stellen das es ihm erm

oglicht sein

HighLevelWissen

uber die Schalt
kreisstruktur zur Verbesserung der Resultate automatischer Testmustergenerierungsalgorithmen zu
nutzen Hierzu m

ussen diese Algorithmen um einfach handhabbare eektive Mechanismen zur
Steuerung durch Entwerferwissen erweitert werden
Mit Hilfe der durch die graphische Benutzerober

ache 
Bur des VLSIEntwurfssystems CADIC

BHKM gegebenen hierarchischen Schaltkreisdarstellung k

onnen die Ergebnisse der automati
schen Testmustergenerierungsalgorithmen visualisiert und Steuerungsinformationen eingelesen wer
den
Der vorliegende Bericht im wesentlichen identisch mit der Diplomarbeit von Ulrich Nikolaus 
Nik
beschreibt die Realisierung des im Rahmen des oben genannten Projektes entwickelten Testmustergene
rators COAT Cell Oriented Akers	logic	based Test pattern generator

Die Automatische Testmustergenerierung engl Automatic Test Pattern Generation kurz ATPG ist
ein intensiv untersuchtes Forschungsgebiet und es gibt heute bereits eine ganze Reihe leistungsf

ahiger
ATPG	Systeme vgl zB 
Roth Goel Fuji STS GMOD KP HWA Gem

a der oben
angegebenen allgemeinen Zielsetzung lag das Schwergewicht bei der Entwicklung des ATPG	ToolsCOAT
im Vergleich zu den bekannten Ans

atzen vor allem auf den folgenden Punkten
 Flexible Fehlermodellierung Wie schon oben erw

ahnt sollte ein bibliotheksorientiertes Fehlermodell
eine m

oglichst komfortable Anpassung des ATPG	Algorithmus an die jeweilige Fertigungstechnolo
gie erlauben In dieser Arbeit wird geschildert wie dieses bereits im Fehlersimulator COFS 
HSS
verwandte Fehlermodell zur automatischen Testmustergenerierung genutzt werden kann
 Unterst

utzung komplexer Basiszellen Im Testmustergenerator COAT k

onnen neben den

ublichen
elementaren Gattern AND OR auch komplexere Zellen wie zB Volladdierer oder Multiplexer
als Basiszellen deniert werden
Diese Flexibilisierung bei den Grundbausteinen ist gerade in Verbindung mit dem oben genannten
Fehlermodell sinnvoll hat sich doch gerade bei Komplexgattern gezeigt da sich an ihnen h

aug
Fertigungsdefekte mit dem

ublichen stuck at	Fehlermodell nur unvollkommen beschreiben lassen
 Was die Zielsetzung der interaktiven Testmustergenerierung betrit untersucht die vorliegende
Arbeit welche M

oglichkeiten es bei der ATPG konkret gibt um Wissen des Schaltkreisentwerfers
zur Ezienzsteigerung einzusetzen
Dazu ein Beispiel F

ur den Schaltkreisentwerfer ist es aus seiner high	level	Sicht h

aug leicht zu ent
scheiden wie eine Testeingabe zu einem bestimmten Teilmodul der Gesamtschaltung weitergeleitet
werden kann F

ur den ATPG	Algorithmus der auf Gatterebene arbeitet und dem aufgrund dessen
der Gesamt

uberblick

uber die Schaltung fehlt kann dieselbe Propagation hingegen ein schwieriges
Problem darstellen K

onnte man dieses Wissen dem gate	level	Algorithmus zur Verf

ugung stellen
so die

Uberlegung dann m

ute es m

oglich sein ihn wesentlich zu beschleunigen
Besonders wichtig ist bei der Testmustergenerierung ganz allgemein eine exakte Darstellung des Schalt
kreiszustandes Schaltkreisbelegungen spielen bei der automatischen Testmustergenerierung eine zentrale
Rolle Sie beschreiben die aktuelle Berechnungssituation und dienen dem ATPG	Algorithmus bei dem
es sich in der Regel um ein branch  boundVerfahren handelt im branch	Schritt als Entscheidungs
grundlage
Die 	wertige Logik nach Roth 
Roth die den Schaltkreisbelegungen der meisten Testmustergenera
toren zugrundeliegt ist hier recht ungenau Aus diesem Grund ndet in COAT die exaktere 	wertige
AkersLogik 
Ake Verwendung Ein weiterer Schwerpunkt dieser Arbeit war es daher zu untersuchen
wie sich die bekannten ATPG	Vorgehensweisen f

ur RothLogik auf die AkersLogik

ubertragen lassen
Eine praktische Erprobung des Testmustergenerators COAT erlaubte die Kooperation mit dem Lehr
stuhl von Prof Dr W J Paul im Rahmen des SB	PRAM SaarBr

ucker Parallel Random Access
Machine Projektes 
ADKP COAT wurde dort von Robert Knuth bei der Testmustergenerierung
und 	validierung f

ur den PRAM	Prozessorchip erfolgreich eingesetzt 
Knu
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 Praktische Ergebnisse 
 Zusammenfassung 
Literaturverzeichnis 

Kapitel 
Grundlagen
Einleitung
Im ersten Kapitel beschreibe ich einige Begrie aus den Gebieten der Schaltkreistheorie und des VLSI	
Entwurfes die f

ur das Verst

andnis meiner Arbeit notwendig sind Danach werde ich Grundlegendes aus
dem Bereich der ATPG Automatic Test Pattern Generation	 vorstellen Aufgaben und Ziele der Automa
tischen Testmustergenerierung beschreiben   und mich mit dem Problem der Fehlermodellierung
besch

aftigen  
Wo sich meine Begrisbildungen von den aus bekannten ATPG	Systemen wie PODEM 
Goel oder
FAN 
Fuji gewohnten unterscheiden werde ich darauf besonders hinweisen die Unterschiede betreen
insbesondere das 
exible kombinatorische Zellenfehlermodell 
vgl Abschnitt  sowie das von mir
verwendete leistungsf

ahigere Verfahren zur Darstellung von Schaltkreisbelegungen 
vgl Kapitel  welches
auf einer von Sheldon B Akers im Jahre  vorgestellten Logik 
Ake basiert
 Schaltkreise
F

ur die Begrie gerichteter Graph kombinatorischer Schaltkreis und Zelltyp werde ich in meiner Arbeit
folgende Formalisierungen verwenden
Denition 
G ! V E heit gerichteter Graph wenn gilt
 VE sind disjunkte und endliche Mengen
 E  V  V 
V wird auch als Menge der Knoten E als Menge der Kanten von G bezeichnet Die Richtung der Kanten
e ! u v  E ist gegeben durch QZ  E  V mit
 Qe ! u heit Quelle von e
 Ze ! v heit Ziel von e
Schreibweise Sei v  V
indegv	 ! cardfe  E j Ze ! vg heit Eingangsgrad von v
outdegv	 ! cardfe  E j Qe ! vg heit Ausgangsgrad von v
Denition 
Ein Zelltyp ist ein Tripel T ! ig og   mit ig og  IN

und   f g
ig
 f g
og

ig heit auch Anzahl der Eing

ange og Anzahl der Ausg

ange des Zelltyps  berechnet die sogenannte
Gatterfunktion

 Grundlagen  Schaltkreise
Beispiel
Das Tripel   AND

 mit
AND

i

 i

 !

  falls i

!   i

! 
  sonst
ist der Zelltyp eines ANDGatters mit  Inputs
Im Gegensatz zu anderen Schaltkreismodellen werde ich auch die prim

aren Ein	 und Ausg

ange einer
Schaltung als Zelltypen beschreiben Es sei
PI !   undefiniert und
PO !   undefiniert
Um den Begri Schaltkreis zu denieren gibt es verschiedene M

oglichkeiten Ich werde das folgende Mo
dell w

ahlen welches sich auf die Darstellung der f

ur meine Arbeit wesentlichen Schaltkreiseigenschaften
beschr

ankt
Denition 
Ein Tupel C ! GF  heit kombinatorischer Schaltkreis falls gilt
 G ! VE zykelfreier gerichteter Graph mit
 V ! Z  S Z  S ! 	
Z ist die Menge der Zellknoten und korrespondiert zu den im Schaltkreis vorkommenden Gat
tern
S ist die Menge der Signalknoten sie entspricht den Signalnetzen welche die Gatter des
Schaltkreises miteinander verbinden
 E  Z  S  S  Z dh C bipartit in Z und S
 
 s  S  indegs ! 
 
 z  Z mit typz ! ig og   indegz ! ig  outdegz ! og
 F ! fpi po in outg Menge von Funktionen
Dabei sind pi po bijektive Abbildungen die die prim

aren Eing

ange Ausg

ange	 der Schaltung
durchnumerieren
 pi  f "Z
PI
g  Z
PI
 wobei Z
PI
! fz  Z j typz ! PIg
 po  f "Z
PO
g  Z
PO
 wobei Z
PO
! fz  Z j typz ! POg
Die Funktionen in und out geben an welche Signalknoten mit den IOPins einer Zelle z verbunden
sind
 inz i ! s bedeutet da der ite Input von Zelle z mit dem Signalknoten s verbunden ist
s z  E
 outz i ! s bedeutet da der ite Output von Zelle z mit dem Signalknoten s verbunden ist
z s  E

 Grundlagen  Fehlermodelle
 Fehlermodelle
 Flexible Fehlermodellierung
Bei der Schaltkreisdenition im letzten Kapitel handelt es sich um ein Modell auf Gatterebene In ihm
wird die logische Struktur der Schaltung nicht aber deren physikalische Realisierung beschrieben
Viele Testmustergeneratoren arbeiten auf dieser Abstraktionsebene zum Beispiel deshalb weil zum Ent
wurfszeitpunkt noch gar nicht feststeht in welcher Technologie ein Chip sp

ater gefertigt wird Damit
untersuchen die Testmustergeneratoren also nicht die eigentlichen physikalischen Defekte sondern die
aus diesen resultierenden Ver

anderungen des Schaltverhaltens
Die Abstraktion von der Transistor	 auf die Gatterebene hat Vorteile Unter anderem gibt es viele Tran
sistorfehler die # obwohl physikalisch verschieden # zum selben logischen Fehlverhalten f

uhren Be
trachtet man von vorneherein logische Auswirkungen so reduziert man die Anzahl der Fehler und erh

alt
einen ezienteren Algorithmus
Das klassische Fehlermodell der ATPG ist das Einzel	 stuck at oder Haftfehlermodell  Es ist leitungs
orientiert und beschreibt vor allem einfache Defekte wie zB Leitungsbr

uche Im stuck atModell wird
angenommen da
 genau eine Leitung des Schaltkreises defekt ist


 der Fehler sich so auswirkt da die Leitung entweder fest auf logisch  oder logisch  liegt man
bezeichnet den Fehler je nachdem mit stuck at  s a 	 bzw stuck at  s a 		
Die bei der Fertigung eines Chips auftretenden Defekte variieren stark mit der verwendeten Fertigungs
technologie Dies bedeutet da man das verwendete Fehlermodell immer wieder neu auf seine Eignung
zum Modellieren der auftretenden Defekte untersuchen mu
W

ahrend das stuck	at	Fehlermodell f

ur die Fertigung in TTL	Logik durchaus geeignet war stellte die
Entwicklung neuer Technologien NMOS und insbesondere CMOS seine Eignung zur Beschreibung der
real auftretenden Fehler zunehmend in Frage
Auch durch die Verwendung komplexer Gattertypen beim Layout ergaben sich Probleme mit dem stuck	
at	Modell Gatter die # wie zB der Volladdierer # intern eine nichttriviale Schaltlogik aber nur eine
kleine Schnittstelle nach auen besitzen Volladdierer  Gattereing

ange  Ausg

ange zeigen bei Defekt
oft Fehlfunktionen welche Haftfehler nur unvollkommen beschreiben k

onnen

Ublicherweise wird dieses Problem durch Au

osung des Komplexgatters in elementare Komponenten und
anschlieende stuck	at	Betrachtung auf sogenannten internen Leitungen gel

ost Da es f

ur jede komplexe
Schaltung mehrere verschiedene Elementarrealisierungen gibt ist jedoch fraglich ob die zur Au

osung
gew

ahlte Darstellung die tats

achliche Realisierung auf Transistorebene widerspiegelt
Generell sind Fertigungsfehler und damit auch das Fehlermodell von verschiedenen Faktoren abh

angig
Von der verwendeten Technologie vom Layout vom Fertigungsproze Bei jeder Ver

anderung einer Kom
ponente mu das Fehlermodell geeignet angepat werden will man die Qualit

at der generierten Tests
sichern Dies wiederum f

uhrt zu permanenten Modikation am Testalgorithmus sofern das Fehlermodell
fest in diesen hineincodiert ist


Solche Beobachtungen motivierten die Entwicklung eines exiblen m

achtigeren Fehlermodelles im Rah
men des SFB   VLSIEntwurfsmethoden und Parallelit

at Auf zwei Punkte wurde dabei besonderer
Wert gelegt Erstens ein beliebiges kombinatorisches Fehlverhalten beschreiben zu k

onnen zweitens eine
exible Schnittstelle # eine sogenannte Fehlerbibliothek # zur Verf

ugung zu stellen die einen m

oglichst
einfachen Wechsel zwischen verschiedenen Fehlermodellen erm

oglicht



Man geht in diesem Fall von einer single fault assumption aus dh man unterstellt da sich stets nur ein Fehler auf
einmal im Schaltkreis bendet Diese Einzelfehlerannahme ist allgemein

ublich
Der Grund f

ur den Verzicht auf Mehrfachfehlermodellierung liegt zum einen begr

undet in der stark wachsenden Kom
plexit

at des Testproblems bei multiple fault assumption zum anderen in der praktischen Beobachtung da Tests

atze f

ur
Einfachfehler auch die

uberwiegende Zahl der Mehrfachfehler testen

Ein wichtiges Prinzip zur Minimierung solcher Modikationen am Testalgorithmus besteht in der klaren Trennung von
fehlermodellabh

angigen und unabh

angigen Aufgaben bei der Testmustergenerierung HWA	


Um allgemeinere Fehlermodelle bem

uht man sich auch an anderer Stelle  so besitzt zB auch der Fehlersimulator
COMSIM MA
 die M

oglichkeit zu exibler Fehlermodellierung

 Grundlagen  Fehlermodelle
Jenes Fehlermodell wurde bereits praktisch erprobt und hat sich bei der Fehlersimulation 
HSS
bew

ahrt Aufgabe der vorliegenden Arbeit war es unter anderem die bibliotheksorientierte Fehlermo
dellierung von beliebigem kombinatorischem Fehlverhalten der Grundzellen in einen Testmustergenerator
zu integrieren
 Das kombinatorische EinzelZellenfehlermodell
Das beliebige kombinatorische Zellenfehlermodell beschreibt Zellen	Fehler # wie schon erw

ahnt #

uber
sogenannte Fehlerbibliotheken In diesen k

onnen f

ur jeden Zelltyp beliebige Ver

anderungen der Gatter
funktion modelliert werden solange die Zelle kombinatorisch bleibt Die Spezikation dieses logischen
Fehlverhaltens geschieht

uber ceps
Denition 
Ein ConditionEect Pair cep zu einem Zelltyp t ! ig og  und einem Fehler F
t
ist ein Tupel
ib ob mit ib  f g
ig
und ob  f g
og

Es beschreibt eine InputOutputBelegung bei der sich das Verhalten einer korrekten Zelle vom typ t von
einer F
t
fehlerbehafteten Zelle unterscheidet
Man bezeichnet die Eingangsbelegung ib auch als condition und die Ausgangsbelegung ob als eect des
ceps
Ein cep beschreibt folglich genau einen inkorrekten Schaltzustand des defekten Gatters Physikalischen
Fehlern die sich auf verschiedene Schaltzust

ande auswirken sind mehrere ceps zugeordnet
Beispiel
Ein stuck at 	Fehler am Ausgang eines AND	Gatters l

at sich im Zellenfehlermodell durch die folgende
Menge von ceps beschreiben
f        g
Eine Fehlfunktion in einem beliebigen Schaltkreis l

at sich somit durch die Angabe des von dem Fehler
betroenen Gatters sowie eines ceps der die Fehlfunktion beschreibt eindeutig beschreiben Ich werde
ein solches Paar im folgenden als elementaren Zellenfehler bezeichnen
Denition 
Ein elementarer Zellenfehler ist ein Paar f ! z
f
 c
f
 wobei z
f
eine Basiszelle und c
f
ein zugeh

origer
cep ist
Man

uberlegt sich leicht da sich jedes beliebige kombinatorische Fehlverhalten einer Basiszelle durch eine
Menge elementarer Zellenfehler darstellen l

at Jeder cep entspricht der Ver

anderung eines Eintrags in der
Logiktabelle von z
f
 durch Angabe mehrerer Zellenfehler l

at sich jede Ver

anderung der Schaltfunktion
beschreiben
Man kann sich bei der Testmustergenerierung daher auf elementare Zellenfehler beschr

anken Ich werde
deshalb im folgenden den Begri Zellenfehler als Synonym zum elementaren Zellenfehler verwenden
Zellenfehler in ihrer allgemeinen Form werde ich explizit als allgemeine Zellenfehler bezeichnen
Interessant ist nat

urlich der Zusammenhang zwischen Zellenfehler	 und stuck	at	Fehlermodell Ein di
rekter Vergleich wird zun

achst dadurch erschwert da das stuck	at	Modell leitungsorientiert das Zel
lenfehlermodell jedoch gatterorientiert arbeitet
Da aber jede Signalleitung der Schaltung jede Kante e des bipartiten Graphen laut Denition mit genau
einem eindeutig bestimmten Gatter g verbunden ist

 kann man den stuck	at	Fehler F
s a
als Defekt eines
Pins von g interpretieren und so durch einen Zellenfehler simulieren Damit ist das stuck	at	Modell ein
Spezialfall des Zellenfehlermodelles siehe auch obiges Beispiel
Ein Nachteil des Zellenfehlermodelles scheint auf den ersten Blick ein h

oherer Rechenaufwand zu sein
denn es sind eventuell mehrere elementare Zellenfehler n

otig um einen stuck	at	Fehler zu beschreiben
Da die Verwendung des Zellenfehler	Modelles trotzdem zu einer Ezienzsteigerung f

uhren kann zeigt
das folgende Beispiel

Wegen der bipartiten Eigenschaft des Schaltkreisgraphen vgl Abschnitt 


 Grundlagen  Fehlermodelle
Beispiel
s_a_1
s_a_1
s_a_1
0
1
0
1
1
0
1
0
1
1
0
0
0
1
0
1
0
0
s_a_0
s_a_0
s_a_0
1
1
0
1
0
1
0
0
0
1
0
1
1
1
1
0
0
1
a) Aufzählung aller stuck_at_Fehler des 
EXOR-Makros samt der fehleraktivieren- 
den Schaltkonfigurationen. 
b) Basiszellenauflösung des EXOR 
mit verbleibenden nichtäquiva- 
lenten stuck-at-Fehlern
s_a_0
s_a_1
s_a_0
s_a_1
s_a_1
s_a_1
s_a_1
s_a_1
s_a_0
s_a_1
s_a_0
s_a_1
s_a_1
s_a_1
s_a_1
s_a_1
i1 i2
n1 n2
n3
n4 n5
n6 n7
n8 n9
o1
Abbildung  Vorteil des Zellen gegen

uber dem stuckatFehlermodell
Das EXOR	Gatter in Abbildung  sei ersch

opfend zu testen Unter dem stuck	at	Fehlermodell gibt es
 m

ogliche Fehler n

amlich jeweils s a  $ s a  an den Inputs i

 i

sowie dem Ausgang o In Abbildung
 a sind diese Fehler zusammen mit den ceps welche die zugeh

origen fehlerhaften Schaltzust

ande
beschreiben aufgef

uhrt
Wie die Abbildung zeigt reichen schon drei Inputbelegungen am EXOR f

ur einen vollst

andigen stuck	
at	Testsatz aus zB die Elemente der Menge f     g Damit ist zwar eine  	ige Feh
ler

uberdeckung im Modell erreicht nicht aber in der Realit

at W

are das EXOR	Gatter intern beispiels
weise so realisiert wie in Abbildung  b gezeigt

 so bliebe ein s a 	Fehler an der internen Leitung n

ungetestet da er nur durch die Eingabebelegung  zu testen ist Fazit Selbst eine 	ige stuck	
at	Fehler

uberdeckung am EXOR w

are in der Praxis nicht ausreichend
Dieses Dilemma l

ost man # sofern man auf das stuck	at	Modell festgelegt ist #

ublicherweise durch
Au


osung des EXOR	Makros Durch die internen Leitungen steigt jedoch die Gesamtanzahl der stuck
at	Fehler stark an

 beim betrachteten EXOR beispielsweise von  auf  Nutzt man lokale Feh
ler

aquivalenzen

aus so verbleiben immer noch  zu untersuchende Fehler
Ein stuck	at	Testmustergenerator w

urde also  Testgenerierungsl

aufe durchf

uhren Das EXOR als Gan
zes besitzt jedoch nur vier m

ogliche Schaltkongurationen Als fehlerhafte Input	Output	Belegungen
kommen daher nur die vier ceps          und    in Frage

Diese Realisierung des EXOR wird in den ISCASBenchmarkschaltungen BF	
 verwendet

Als Leitungsabschnitt z

ahlen die Abschnitte zwischen einem Gatterpin und einem Signalknoten also die Kanten des
bipartiten Graphen Zu jedem Leitungsabschnitt m

ussen zwei Haftfehler betrachtet werden

Zwei unterschiedliche Defekte die nach auen hin dieselben Auswirkungen haben bezeichnet man als

aquivalent 

Aquivalent ist beispielsweise in Abbildung  b der Fehler s a  an n

mit dem s a  an o



 Grundlagen  Aufgaben der ATPG
Bei Verwendung des Zellenfehlermodelles reduziert sich so die Anzahl der Programml

aufe von  auf 
also auf ein Viertel Die dadurch erreichte Laufzeitersparnis wiegt den h

oheren Initialisierungsaufwand
bei Verwendung des Zellenfehlermodelles auf
 Aufgaben und Ziele der ATPG
Ist das Fehlermodell bestimmt kann das Testen beginnen Zun

achst auch hier eine formale Denition
Denition 
Ein Eingabemuster m f

ur eine Schaltung C heit Test eines elementaren Zellenfehlers f ! z
f
 c
f

wenn m angelegt an die Prim

aren Eing

ange PI	 der Schaltung C
f
in der das Gatter z
f
das durch c
f
beschriebene Fehlverhalten zeigt	 zu einer fehlerhaften Ausgabe an mindestens einem Prim

aren Ausgang
PO von C
f
f

uhrt
Nicht jedes Eingabemuster ist als Test f

ur einen cep c geeignet Viele Input	Belegungen f

uhren zu einer
Fehlermaskierung bei der die Schaltung trotz Defekt eine korrekte Ausgabe liefert Eine Fehlermaskierung
tritt auf wenn
 das gew

ahlte Eingabemuster keine Fehlfunktion am Fehlergatter z
f
bewirkt zB weil es eine
stuck	at		Leitung auf logisch  legt  keine Aktivierung des Fehlers
 das Muster zwar einen logischen Fehler an der Fehlerstelle erzeugt welcher sich aber auf die
prim

aren Ausg

ange nicht auswirkt  keine Propagation des Fehlers
Um Aktivierung und Propagation eines Fehlers zu erreichen # und damit einen Test zu generieren# wird
in der Praxis ein iteratives Vorgehen gew

ahlt Ausgangspunkt ist ein unspezizierter Schaltkreiszustand
dh die prim

aren Eing

ange sind logisch noch nicht festgelegt  oder  # beides ist m

oglich

Uber einen branch  boundAlgorithmus werden nacheinander PIs auf feste Werte gesetzt und das Einga
bemuster schrittweise zu einem Test verfeinert
	
 Da das Problem der Testgenerierung f

ur kombinatorische
Schaltungen NP	schwer ist werden in jedem Schritt zur Auswahl von PI und logischem Wert Heuristiken
verwendet Fehlentscheidungen sind dadurch m

oglich
Um die Gesamtlaufzeit des Algorithmus zu begrenzen wird f

ur jeden Fehler eine Laufzeitschranke ange
geben Kann in dem durch die Laufzeitschranke gegebenen Zeitrahmen kein Test gefunden werden wird
die Berechnung abgebrochen und der n

achste Fehler untersucht
Manche Fehler sind

uberhaupt nicht testbar man bezeichnet sie als Redundanzen Redundanzen entste
hen bei Schaltkreisdesigns die die Schaltm

oglichkeiten der verwendeten Gatter nur zum Teil ausnutzen
Dadurch bleiben Fehler die nur mit einem ganz bestimmten bei diesem Entwurf aber nicht genutzten
Eingabemuster am fehlerhaften Gatter getestet werden k

onnen unentdeckt Ein redundanter Fehler hat
keine Auswirkungen auf das logische Verhalten der Schaltung
H

aug sind Redundanzen Folge von inezientem Design Der Nachweis von Redundanzen stellt das
laufzeitintensivste Problem der ATPG dar
Zusammenfassend kann man sagen da jeder allgemeine%elementare Zellenfehler nach Ablauf der Test
mustergenerierung einem der drei folgenden Zust

ande zugeordnet werden kann
 Status unbekannt Zu dem entsprechenden allgemeinen%elementaren Zellenfehler wurde noch kein
Testmuster gefunden Der Fehler wurde entweder noch gar nicht bearbeitet oder die Berechnung
wurde beim Erreichen der Laufzeitschranke abgebrochen
 Status getestet Ein elementarer Zellenfehler ist getestet wenn f

ur ihn ein Testmuster angegeben
werden kann Ein allgemeiner Zellenfehler ist getestet wenn mindestens einer der elementaren
Zellenfehler die seine Fehlfunktion beschreiben getestet ist
 Status redundant Ein elementarer Zellenfehler ist redundant wenn kein Eingabemuster zu einer
fehlerhafte Ausgabe f

uhrt Ein allgemeiner Zellenfehler ist redundant wenn alle seine elementaren
Zellenfehler redundant sind

Es gibt auch Testmustergeneratoren die neben PIs auch interne Leitungen setzen vgl Kapitel 

Kapitel 
Beschreibungen des
Schaltkreiszustandes
W

ahrend der automatischen Testmustergenerierung ist es wichtig stets Informationen

uber den aktuellen
Zustand des Schaltkreises zu besitzen # dar

uber ob der zu testende Fehler schon aktiviert ist wie weit
die Propagation fortgeschritten ist etc
Datenstrukturen in denen Informationen dieser Art gespeichert werden bezeichnet man als Schaltkreis
belegungen Ich werde in diesem Kapitel erkl

aren wie Schaltkreisbelegungen aussehen k

onnen in welcher
Weise sie die oben genannten Informationen darstellen und welche Probleme dabei auftreten
 Die wertige RothLogik
Es liegt in der Natur der Sache da bei der Testmustergenerierung neben dem fehlerhaften Schaltkreis
auch der korrekte Schaltkreis betrachtet werden mu Aktivierung eines Fehlers bedeutet da sich der
logische Wert an mindestens einer Leitung des fehlerhaften Schaltkreises von dem in der korrekt arbeiten
den Schaltung unterscheidet Vollst

andige Propagation ist gleichbedeutend mit der Existenz eines Pfades
von der Fehlerstelle zu einem prim

aren Ausgang PO auf dem sich die logischen Werte im korrekten
und inkorrekten Falle an jeder Stelle voneinander unterscheiden Es ist also eine Art Parallelbetrachtung
von korrektem und fehlerhaftem Schaltkreis notwendig
Ein von J P Roth entwickeltes Verfahren 
Roth welches eine parallele Darstellung erlaubt und
l

angst zu einer Standardtechnik geworden ist zeigt die Abbildung 
Die beiden Schaltkreise werden gedanklich gesehen

ubereinandergelegt und gleichzeitig betrachtet Zwei
einander entsprechende Signalleitungen in korrektem und fehlerhaftem Schaltkreis werden in der par
allelen Darstellung zu einer Leitung verschmolzen Zu jedem Signal der parallelen Darstellung geh

ort
damit statt einem logischen Wert ein Paar Der Wert im korrekten Schaltkreis und der im inkorrekten

ublicherweise getrennt durch einen Schr

agstrich
Beispiel
Betrachte Abbildung  Die Signalleitung S liegt im korrekten Schaltkreis auf logisch  im inkorrekten
hingegen auf logisch  # in der parallelen Darstellung modelliert durch %
Da die Ausgangs	Schaltungen auf einer Bin

arlogik basieren k

onnen in der parallelen Darstellung vier ver
schiedene Wertepaare auftreten % % % und % In der Regel werden diese Grundwerte abk

urzend
wie folgt bezeichnet
 ! %
 ! %
D ! %
D ! %

 Schaltkreiszustande  Die  wertige Roth Logik
korrekter Schaltkreis
0
1
0
0
1
0
parallele 
Schaltkreisdarstellung
0/0
0/0
1/1
s_a_1
0/1
(D)
1/0 (D)
0/1
(D)
fehlerhafter Schaltkreis
1
0
0
0
1
1
s_a_1 s
s
s
Abbildung  Darstellung von korrektem und fehlerhaftem Schaltkreis
0 X1
s_a_0
D
X
X
Abbildung  Beispiel einer partiellen Schaltkreisbeschreibung

 Schaltkreiszustande  Die  wertige Akers Logik
Um auch partielle Berechnungssituationen modellieren zu k

onnen bei denen die logischen Werte an
einigen PIs noch unspeziziert sind erweiterte J P Roth in seinem sogenannten DAlgorithmus die
Menge der logischen Grundwerte um den dont careWert X
Total spezizierte Leitungen also solche deren logisches Verhalten bereits feststeht werden mit den
Werten   D und D belegt Alle anderen Signale werden mit X beschriftet vgl dazu Abbildung 
Damit war es Roth m

oglich beliebige Berechnungssituationen mittels der 	wertigen Logik
L
R
! fDDXg darzustellen
Zur Unterscheidung von partiellen Schaltkreisbelegungen bezeichnet man Darstellungen eindeutig spezi
zierter Berechnungssituationen die ohne den Wert X auskommen als totale Schaltkreisbelegungen
 Die wertige AkersLogik
 Schw
	
achen der herk
	
ommlichen Beschreibungen
Die Roth	Logik ist die Standardlogik der ATPG schlechthin Viele wichtige Arbeiten 
Roth 
Goel

Fuji 
STS etc basieren auf ihr Doch die Roth	Logik hat ihre Grenzen
Ein Beispiel soll dies verdeutlichen Gegeben sei der EXOR	Baum in Abbildung  Durch einen Defekt
sei die Leitung s stuck at  Die einzige M

oglichkeit diesen Fehler zu aktivieren besteht darin Leitung
s wie im Bild gezeigt mit D zu belegen # Alle anderen prim

aren Eing

ange des EXOR	Baumes seien
zun

achst unspeziziert
Wertet man die Gatterfunktion des EXOR E

f

ur
X
XD X X
X
X X
X
X X XX
X X
Leitung s
s_a_0
E1
oE1
o
primärer
Eingang
primärer
Ausgang
Abbildung  Keine Fehlerpropagation im
EXORBaum bei Standarddarstellung
die beiden m

oglichen Eingangsbelegungen D 
bzw D  aus so stellt man fest da am Aus
gang o
E
nur noch die Signalwerte D oder D
m

oglich sind Damit ist der Signalwert an o
E

in jedem Fall fehlerabh

angig und die Propagation

uber E

damit sichergestellt
Analog kann man f

ur die anderen Gatter entlang
des Pfades zum Ausgang o schlieen da der Feh
lereekt im EXOR	Baum stets propagiert wird
unabh

angig davon welcher von den mit X mar
kierten Schaltkreiseing

angen auf  bzw  gesetzt
wird
Unter Roth	Logik ist jedoch weder die Infor
mation nur noch  oder  m

oglich noch ent
weder D oder D darstellbar Zur Beschreibung
nicht vollst

andig spezizierter Zust

ande steht bei
Roth	Logik einzig der dontcareWert X zur
Verf

ugung Folge Auer Leitung s m

ussen alle
anderen Leitungen der Schaltung mit X markiert
werden
Diese Modellierungsungenauigkeit hat zur Folge
da die Information

uber die bereits sichergestell
te Fehlerpropagation verloren geht Ein auf der
Roth	Logik basierender Testmustergenerator ist dadurch gezwungen s

amtliche Eing

ange der Baum	
Schaltung auf feste Werte zu setzen um die in Wirklichkeit l

angst gesicherte Propagation auch im
Modell garantieren zu k

onnen # ein inezientes Vorgehen
Abgesehen davon da die Laufzeit des Algorithmus unn

otig erh

oht wird verschlechtert sich auch die
Qualit

at der erzeugten Testmuster Im Anschlu an die ATPG erfolgt n

amlich h

aug eine Testmen
genreduzierung bei der versucht wird die berechneten Testmuster soweit wie m

oglich miteinander zu
verschmelzen Dies gelingt umso besser je geringer die Anzahl der spezizierten PIs je Testmuster ist
Die hier genannten Nachteile legen die Verwendung einer pr

aziseren Logik zur Modellierung des Berech
nungszustands nahe
	
 Schaltkreiszustande  Die  wertige Akers Logik
 Partielle Darstellung unter AkersLogik
Ein vielversprechender Versuch in diese Richtung wurde  von Sheldon B Akers Jr 
Ake un
ternommen Seine 	wertige Logik ist der 	wertigen Logik von Roth in der Darstellungsgenauigkeit
deutlich

uberlegen Sie ist insbesondere in der Lage die Fehlereekt	Propagation im Beispiel aus Abbil
dung  richtig darzustellen
Der grundlegende Unterschied zwischen Roth	
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Abbildung  Propagation im EXORBaum in
AkersDarstellung
und Akers	Logik zeigt sich in der Behandlung
von nicht vollst

andig spezizierten Signalbelegun
gen W

ahrend in Roth	Logik alle diese Signale mit
X markiert werden dierenziert die Akers	Logik
Die entsprechende Leitung wird mit einer Wer
temenge beschriftet die all jene Grundwerte aus
f  DDg enth

alt die zum gegenw

artigen Zeit
punkt noch nicht eindeutig ausgeschlossen werden
k

onnen
Abbildung  zeigt dieselbe Berechnungssituati
on wie sie in Abb  in Roth	Logik dargestellt
war unter Akers	Logik Die noch unspezizierten
aber fehlerunabh

angigen Signale sind hier mit der
Menge f g markiert sicher fehlerpropagierende
Signale wie zB das an o
E

hingegen mit fDDg
fg beschreibt unter Akers	Logik ein auf den lo
gischen Wert false festgelegtes f  DDg ein
v

ollig unspeziziertes Signal Fat man alle auf
diese Art bildbaren Teilmengen der logischen
Grundmenge f  DDg zusammen so erh

alt
man als Grundwertemenge zur Beschreibung ei
nes Schaltkreiszustandes unter Akerslogik
L
A
! f DDg ! f fgfg fDgfDg f g fDgfDg fDg
fDg fDDg f Dg f Dg fDDg fDDg f DDg
Wie man in Abbildung  erkennen kann ist die Akers	Logik im Gegensatz zum Ansatz von Roth in
der Lage die im EXOR	Baum stattndende Fehlerpropagation korrekt darzustellen

 Vergleich von Roth und AkersLogik
Es ist sicherlich eine Tatsache da das Rechnen mit Akers	Logik einen h

oheren Berechnungsaufwand
pro Gatter erfordert als unter Roth	Logik Die Anzahl der Input	Belegungen an einem AND	Gatter
dh der Eintr

age in seiner Logiktabelle erh

oht sich beispielsweise von 

!  unter Roth	Logik auf


!  bei Akers Auf den ersten Blick scheint es also als w

urde man die gr

oere Genauigkeit der
	wertigen Logik mit einen merklichen Laufzeit	Overhead erkaufen
Diesem scheinbaren Nachteil stehen aber die groen Vorteile gegen

uber die aus der exakteren Belegungs
darstellung resultieren Die Schaltkreisbelegung ist n

amlich von groer Bedeutung f

ur den Testmusterge
nerierungsproze denn sie dient dem branch  boundAlgorithmus als Entscheidungsbasis daf

ur welches
PI%Wert	Paar als n

achstes zur Untersuchung ausgew

ahlt wird
Eine pr

azisere Belegungsdarstellung erlaubt daher eine bessere Auswahl im branch	Schritt und damit ein
gezielteres Vorgehen des Algorithmus Sie kann die Testsuche bzw die Identizierung von Redundanzen
beschleunigen und obendrein zu qualitativ besseren Testmustern f

uhren wenn eine Input	Belegung eher
als Test identiziert werden kann vgl Abb 
Der Testingenieur mu sich somit zwischen h

oherer Rechengeschwindigkeit je Gatter und einem in
telligenten Algorithmus entscheiden Aufgrund der immer komplexer werdenden Problemstellungen im
Bereich der ATPG scheint auf lange Sicht die zweite Alternative erfolgversprechender

 Schaltkreiszustande  Belegung und Konsistenz
AkersLogik RothLogik AkersLogik RothLogik
	 	 f Dg
fg  f Dg
fg  fDDg
fDg D f  Dg
fDg D f  Dg
X
f g f DDg
f Dg X f DDg
f Dg f  DDg
Tabelle  Zusammenhang zwischen Signalmarkierungen in Roth	 und Akers	Logik
Diese

Uberlegung motivierte unsere Entscheidung die im Zusammenhang mit der Testmustergenerierung
einige Zeit weniger beachtete Akers	Logik neu zu untersuchen Dabei stieen wir auf eine F

ulle neuer
Heuristiken und Algorithmen die nach Akers urspr

unglicher Ver

oentlichung von  entstanden waren
und bisher noch nicht unter der 	wertigen Logik eingesetzt worden waren Es war ein wesentliches
Ziel meiner Arbeit die Testmustergenerierung unter Akers	Logik dem aktuellen Stand der Forschung
anzupassen
 Belegung und Konsistenz
Die Verwendung der Akers	Logik macht bei einigen Begrisbildungen der ATPG Modizierungen n

otig
Dies betrit insbesondere die Denition der Belegung und der Konsistenz  Ich werde beide Begrie daher
f

ur den Akers	Zusammenhang neu denieren Der nun folgende Abschnitt mag vielleicht etwas technisch
wirken er wird mir aber die Ausf

uhrungen in den folgenden Kapiteln erleichtern
Als erstes werde ich denieren was ich von nun an unter einer Belegung eines Schaltkreises eines Gatters
bzw eines Signals verstehe
Denition 
Sei C ! GF  Schaltkreis mit G ! VE V ! Z  S L Logik
Eine Funktion b  S  L bezeichnet man als Belegung des Schaltkreises C
Zu s  S heit bs die aktuelle Belegung des Signals s
Die aktuelle Belegung eines Gatters z z  Z typz ! ig og  ist deniert als das ig  og	
Tupel
binz   binz ig boutz  boutz og
Abbildung  erl

autert den Belegungsbegri an mehreren Beispielen Abb  a zeigt die Schaltkreis
belegung b  S  L
A
 die ich am Schaltungsgraphen G ! Z  S E dadurch visualisiert habe da
jedes Signal s  S mit seinem Bild aus L
A
markiert wird Abb  b und c zeigen in

ahnlicher Weise
eine Signal	 bzw eine Gatterbelegung
In neuem Licht erscheinen unter 	wertiger Logik die totalen und partiellen Schaltkreisbelegungen Unter
Roth	Logik waren partielle Beschreibungen daran zu erkennen da sie mindestens ein X enthielten so
Den Akers	Begri f

ur totale und partielle Belegungen erh

alt man indem man dieses Roth	Kriterium
anhand der Tabelle  auf die 	wertige Logik

ubertr

agt
Denition 
Eine Schaltkreisbelegung heit total falls s

amtliche Signalbelegungen einelementig sind also

 Schaltkreiszustande  Belegung und Konsistenz
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a) Schaltkreisbelegung unter Akers- Logik.
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Abbildung  Beispiel f

ur Schaltkreis Signal und Gatterbelegung
bs !  
 s  S
Eine Schaltkreisbelegung heit partiell falls mindestens eine mehrelementige Signalbelegung existiert
also
 s  S mit bs  
Schaltkreisbelegungen

andern sich im Verlauf der automatischen Testmustergenerierung Wird beispiels
weise vom ATPG	Algorithmus ein PI auf einen festen Wert gesetzt so werden dadurch Wertemengen
eingeschr

ankt Es entsteht eine neue Belegung die der Ausgangsbelegung

ahnelt in der einige Signalmen
gen jetzt aber weniger Werte enthalten Man k

onnte sagen da die erste Belegung die zweite umfat da
die Zahl der Freiheitsgrade dh die Auswahlm

oglichkeiten in den Belegungswertemengen bei ihr gr

oer
ist
Es gibt also gewisse

Ahnlichkeiten und Zusammenh

ange zwischen den Schaltkreisbelegungen Zwei be
sonders wichtige beschreibe ich formal so vgl auch Abbildung 
Denition 
Eine Schaltkreisbelegung b

heit Einschrnkung einer partiellen	 Belegung b

in Zeichen b

 b


falls gilt

 s  S  b

s  b

s
Eine Schaltkreisbelegung b

heit totale Einschrnkung einer partiellen	 Belegung b

in Zeichen
b


b

 falls b

 b

und b

total

 Schaltkreiszustande  Belegung und Konsistenz
Eine partielle	 Belegung b
p
heit Vereinigung einer Menge von Belegungen fb

 b

  b
n
g in Zeichen
b
p
! Vb

b

 b
n
	 falls gilt

 s  S  b
p
s ! b

s  b

   b
n
s
Die Begrie der Einschr

ankung und Vereinigung einer Signal bzw Gatterbelegung ergeben sich analog


Der Begri der Einschr

ankung beschreibt den

Ubergang zu st

arker spezizierten Berechnungssituationen
wie es w

ahrend der Testmustergenerierung zB durch Setzen neuer PIs auf feste Werte geschieht Man
kann gewisse Phasen der Testsuche daher auch als Folge von Belegungseinschr

ankungen interpretieren
 Abschnitt  Der Begri deniert implizit eine partielle Ordnung auf der Menge der Belegungen
Es gibt sowohl partielle als auch totale Einschr

ankungen vgl Abbildung 
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Abbildung  Einschr

ankung und Vereinigung
Der Begri der Vereinigung beschreibt eine Zusammenfassung verschiedener Berechnungszust

ande zu
einer neuen partiellen Beschreibung Die resultierende Belegung kann man als Repr

asentation aller ihrer
Ausgangsbeschreibungen begreifen Insbesondere kann man so jede partielle Belegung b
p
als abk

urzende
Darstellung aller ihrer totalen Unterbelegungen aller b
t
mit b
t
&
b
p
gem

a Denition interpretieren
Umkehrbar ist der Vereinigungsproze

ubrigens nicht zumindest nicht eindeutig Wie Abbildung 
zeigt lassen sich aus der resultierenden Schaltkreisbeschreibung die urspr

unglichen Belegungen nicht
mehr ohne weiteres rekonstruieren

Bei Signalbelegungen gelten die beiden obigen Bedingungen f

ur das betreende Signal Zur Denition f

ur Gatter
belegungen ersetze man in der angegebenen Denition  s  S durch  s  fs  S j  e  E mit Ze  z
Qe  s  Qe  z  Ze  sg wobei z  Z das betrachtete Gatter ist

 Schaltkreiszustande  Belegung und Konsistenz
Abb  zeigt auch da beim Einschr

anken Schaltkreisbelegungen entstehen k

onnen denen keine realen
Berechnungssituationen entsprechen Die in der Abbildung als inkonsistente Einschr

ankung bezeichnete
Belegung ist zwar formal korrekt

 sie beschreibt jedoch einen unzul

assigen Schaltkreiszustand da die
durch sie gegebene Signalbelegung den Schaltfunktionen der angeschlossenen Gatter widerspricht


Belegungen die sinnvolle Schaltkreiszust

ande modellieren bezeichnet man als konsistent Dabei ist mit
sinnvoll gemeint da alle Basiszellen des Schaltkreises sich ihrer Schaltfunktion gem

a verhalten
In diesem Zusammenhang eine kurze Bemerkung zur Anpassung des Begris der Schaltfunktion  war
bisher zwar f

ur bin

are Logik deniert nicht aber f

ur Paralleldarstellungen von korrektem und fehlerhaftem
Schaltkreis
Zur Anpassung an den Belegungsbegri gen

ugt es aber die

ubliche Schaltfunktion 
bin
auf beiden Schalt
kreisen dem korrekten und dem fehlerhaften einzeln auswerten und die resultierenden Teilbelegungen
wieder in die Paralleldarstellung

uberf

uhren Am Beispiel eines AND

	Gatters sei illustriert wie sich die
Schaltfunktion  der parallelen Darstellung aus der zugeh

origen bin

aren Funktion 
bin
ergibt
 D !  !

bin

bin
  !  ! D
Da ich mich im folgenden fast ausschlielich mit parallelen Schaltkreisbelegungen besch

aftigen werde wird
mit der Schaltfunktion  eines Gatters von nun an stets die Funktion in Paralleldarstellung gemeint sein
Nach diesem Exkurs

uber Schaltfunktionen werde ich nun den Begri der Konsistenz den ich oben als
der Schaltfunktion gem

aes Verhalten charakterisiert hatte f

ur die 	wertige Logik formal denieren
Zur Erl

auterung dient auch hier die Abbildung 
Denition 	
Sei C ! GF  Schaltkreis mit G ! VE V ! Z  S b Belegung von C
Sei ferner z  Z mit typz ! ig og 
 Eine totale Gatterbelegung binz   binz ig boutz  boutz og heit konsi
stent wenn gilt
binz   binz ig ! boutz   boutz og
 Eine totale Schaltkreisbelegung b
t
heit konsistent falls b
t
z konsistent 
 z  Z
 Eine partielle Schaltkreisbelegung b
p
heit konsistent falls mindestens eine ihrer totalen Ein
schr

ankungen b
t
&
b
p
konsistent ist f

ur partielle Gatterbelegungen analog	
Ich will den Begri der Konsistenz noch ein wenig erweitern indem ich eine Verbindung zwischen Bele
gungen und elementaren Zellenfehlern herstelle Der Begri der fKonsistenz wird es mir erlauben eine
Charakterisierung der testenden Belegung also einer Zielbelegung der ATPG anzugeben
Denition 
Sei C Schaltkreis b Belegung von C und f ! z
f
 c
f
 mit c
f
! ib ob ein elementarer Zellenfehler Die
Belegung b heit fkonsistent wenn gilt
 die Gatterbelegung am fehlerhaften Gatter z
f
ist gegeben durch den cep c
f
 ib beschreibt die Input
belegung von z
f
und ob die Outputbelegung des fehlerhaften Schaltkreises Die Outputbelegung des
fehlerfreien Schaltkreis ist korrekt
 b
t
konsistent f

ur mindestens ein b
t
&
b

Laut Denition wird nur gefordert da sich die Belegung durch eine Funktion b  S  L
A
darstellen l

at

AND

     D und die Gatterbelegung des OR

Gatters mit s a Fehler am Output m

ute statt   
richtig lauten  D


 Schaltkreiszustande  Belegung und Konsistenz
Eine Belegung b heit testende Belegung zu f falls gilt
 b ist fkonsistent und
  mindestens ein propagierender Pfad

von z
f
zu einem PO
Der Begri der Konsistenz hat f

ur die automatische Testmustergenerierung zentrale Bedeutung denn

uber einen Konsistenzcheck kann man entscheiden ob ein Test gefunden ist also eine testende Belegung
vorliegt so ob die Testsuche fortgesetzt werden mu oder ob es sich bei dem zu testenden Fehler um
eine Redundanz handelt
Umso bedauerlicher ist es daher da der obigen denierte Konsistenzbegri praktisch nur von begrenztem
Nutzen ist Es ist n

amlich ein NP	hartes Problem f

ur eine partielle Belegung zu entscheiden ob sie
konsistent ist oder nicht


Um wenigstens grundlegende Konsistenzpr

ufungen durchf

uhren zu k

onnen behilft man sich mit einem
abgeschw

achten aber in Linearzeit berechenbaren Konsistenzkriterium
Denition 
Eine partielle Schaltkreisbelegung b heit lokal konsistent falls bz konsistent 
 z  Z
Satz  Jede konsistente Belegung ist auch lokal konsistent Die Umkehrung gilt nicht
Beweis
 klar nach Denition
 durch Gegenbeispiel
{0,1}
{0,1}
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Abbildung  lokal aber nicht global konsistente Belegung
Die Abbildung  zeigt eine lokal aber nicht global konsistente Belegung Obwohl an jedem einzel
nen Gatter noch konsistente Einschr

ankungen der Gatterbelegung m

oglich sind gibt es doch keine
totale Schaltkreisbelegung mehr die an allen Gattern gleichzeitig konsistent ist



Ein Pfad p im Schaltungsgraphen heit propagierend wenn an seinen Signalknoten nur noch fehlerabh

angige Wertebe
legungen m

oglich sind also wenn s  S s auf p  bs 	 fDDg

Zum Beweis betrachte man einen beliebigen kombinatorischen Schaltkreis mit einem PO und eine partielle Belegung
mit bpi  f g unspeziziert  prim

aren Eing

ange pi sowie bpo   f

ur den prim

aren Ausgang Ein Nachweis der
Konsistenz dieser Belegung entspr

ache der L

osung des Erf

ullbarkeitsproblems

Die globale Inkonsistenz ergibt sich aus folgendem Zusammenhang zwischen den Signalleitungen x

und x

 x

 

x

  und x

 
 x

  Folglich gilt stets x

 x

 w

ahrend die  am Ausgang des EXOR x

 x

fordert

Kapitel 
Grundlagen der Automatischen
Testmustergenerierung
 Historischer

Uberblick
Die durch immer gr

oere Schaltungen st

andig wachsende Komplexit

at des Testproblems besch

aftigt die
Forschung seit den er Jahren Inzwischen gibt es so viele Algorithmen zur automatischen Testmuster
generierung vgl 
Roth 
Goel Fuji STS GMOD KP HWA da es sehr aufwendig
w

are hier eine vollst

andige

Ubersicht zu geben Ich werde daher Schwerpunkte setzen und mich auf einige
zentrale Punkte beschr

anken die f

ur meine Arbeit von besonderer Bedeutung sind F

ur ausf

uhrlichere
Informationen zum Thema vgl 
Wun ABF Schu
Als Urvater aller modernen ATPG	Algorithmen gilt der DAlgorithmus von J P Roth 
Roth Nicht
nur die schon mehrfach erw

ahnte Logik sondern auch die grundlegende Struktur des branch  bound
Algorithmus su nden sich in Roths Arbeit Anders als seine Nachfolger macht der D	Algorithmus
w

ahrend des Aufz

ahlungsprozesses nicht nur feste Wertzuweisungen an PIs sondern auch an beliebigen
internen Leitungen Die Laufzeit des Algorithmus war damit worst case exponentiell in der Anzahl der
Schaltungssignale 
Wun
Im Gegensatz zum D	Algorithmus werden im System PODEM von P Goel nur PIs auf feste logische
Werte gesetzt Die Laufzeit ist deshalb nur noch exponentiell in der Anzahl der prim

aren Eing

ange
Wird an einer internen Leitung l ein bestimmter logischer Wert w gefordert sind allerdings sogenannte
BacktraceRoutinen   n

otig um aus der Forderung an l eine logische Ver

anderung an einem PI zu
folgern die hilft w m

oglichst schnell an l zu erzeugen PODEM steuert den Backtrace heuristisch durch
Testbarkeitsmae
Bei der Weiterentwicklung von PODEM war ein zentraler Aspekt die Verbesserung der Implikation 
Abschnitt  Die Aufgabe der Implikation besteht darin zu einer gegebenen Berechnungssituation ei
ne Schaltkreisbelegung zu bestimmen die diese Berechnungssituation m

oglichst genau beschreibt Man
unterscheidet dabei zwischen direkten Implikationen die sich lokal aus der Funktion einzelner Gatter
ergeben und indirekten Implikationen die weitergehende Schl

usse aus der globalen Schaltkreisstruktur
ziehen
Im System FAN von H Fujiwara und T Shimono 
Fuji stellte die Ausnutzung von Dominatoren
 Abschnitt  einen ersten Schritt zur Berechnung indirekter Implikationen dar Dominatoren sind
Kreuzungspunkte aller Pfade von der Fehlerstelle zu prim

aren Ausg

angen An diesen mu ein Fehlereekt
beobachtbar sein wenn es einen Test f

ur den gerade betrachteten Fehler gibt
Ein entscheidender Fortschritt bei den Implikationsalgorithmen war auch die Einf

uhrung des Lernens
entwickelt und im Programmsystem SOKRATES implementiert von M Schulz et al 
STS 
SA
Beim Lernen wird versucht nichtlokale Zusammenh

ange im Schaltkreis durch eine Vorberechnung zu
erkennen und sp

ater bei der eigentlichen Berechnung auszunutzen  Kapitel 
Der in dieser Arbeit beschriebene Testmustergenerator COAT C ell	Oriented Akers	logic	based Test
pattern generator ist ein auf PODEM basierendes System mit Erweiterungen aus FAN und SOKRATES

 Grundlagen der ATPG  ATPG als Suchproblem
Die oben explizit genannten Verfahren wurden in COAT integriert und f

ur eine Verwendung unter Akers	
Logik angepat Der genaueren Beschreibung des Systems und der Unterschiede zu seinen Vorg

angern
dienen die folgenden Kapitel
 Testmustergenerierung als Suchproblem
Bevor ich den Testmustergenerator COAT selbst vorstelle m

ochte ich kurz auf eine Interpretation des
Testproblems eingehen die auf einen Vorschlag von Goel 
Goel zur

uckgeht und das im folgenden
beschriebene Vorgehen motivieren soll
Nach Goel ist Testmustergenerierung im
i1
i2
i3*
0
0
0
1
[1] [2]
[3]
[4]
1
1
[1]:      schon bearbeiteter
[2]:      aktuell bearbeiteter 
[3],[4]: noch zu bearbeitender
Teil des
Suchraumes}
Abbildung  Beispiel eines Entscheidungsbaumes
decision tree
Grunde eine bin

are Suche in einem endli
chen Suchraum Der Suchraum wird gebil
det von der Menge aller Eingabemuster der
Schaltung Ziel der Suche ist es m

oglichst
schnell einen Test zu nden bzw nach
zuweisen da der Suchraum keinen Test
enth

alt  Redundanz vgl Abschnitt 
Das Durchsuchen

ubernimmt ein branch 
boundVerfahren durch welches alle Ein
gabekombinationen implizit

uberpr

uft wer
den Durch Belegen prim

arer Eing

ange mit
den logischen Werten  oder  branch	
und durch Verwerfen falscher Entscheidun
gen bound	 entsteht ein Entscheidungs
baum decision tree	 wie er in Abbildung
 graphisch dargestellt ist
Welche Eingabemuster zu den verschiede
nen Teilb

aumen korrespondieren l

at sich
an den Knoten	 und Kantenmarkierungen
entlang des Pfades von der Wurzel des Gesamtbaumes zu der Wurzel des betreenden Unterbaumes
ablesen Der Unterbaum 
 in Abbildung  repr

asentiert zB alle Eingabemuster mit der Eigenschaft
i

!  i

!  i

! 
alle anderen PIs unspeziziert
Durch den Entscheidungsbaum wird dargestellt welche Teile des Suchraumes schon untersucht wurden
in Abbildung  Teilbaum 
 wo aktuell gesucht wird Teilbaum 
 und welche Bereiche noch zu
untersuchen sind B

aume 
 und 
 Die Suchreihenfolge ist durch den Baum vorgegebenWird zB beim
Bearbeiten von 
 festgestellt da in diesem Teil des Suchraumes kein Test existiert so wird die Suche
in 
 fortgesetzt
Die Struktur des Baumes also die Reihenfolge in der die PIs beim Aufbau desselben ausgew

ahlt werden
ist nat

urlich entscheidend f

ur die Ezienz des Verfahrens Die Auswahl der prim

aren Eing

ange und der
zugeh

origen Wertebelegungen sollte daher m

oglichst zielgerichtet erfolgen  Backtrace Abschnitt 
Der aktuelle Suchraum selbst und die Information dar

uber welche Teile des Gesamtraumes schon unter
sucht wurden bzw noch zu untersuchen sind wird auf einem Stack verwaltet der immer den aktuellen
Suchpfad im Bin

arbaum beschreibt Ein Stackeintrag besteht jeweils aus gew

ahltem PI aktuellem Wert
an diesem PI und der Information ob der komplement

are Wert am PI schon betrachtet wurde
Beispiel
Der Stack zum Entscheidungsbaum in Abbildung  w

urde wie folgt aussehen der Pfad ist im Bild fett
gedruckt

i

k b 
i

k n b 
i

k n b Stackende
Die oben verwendeten Abk

urzungen k b bzw k n b entsprechen dabei Knotenmarkierungen im Such
baum graphisch werden diese

ublicherweise so dargestellt da k n b 	Knoten mit einem ' markiert
werden vgl Abbildung  Die K

urzelMarkierungen haben folgende Bedeutung

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k n b Komplement nicht bearbeitet der andere Teilbaum
dieses Knotens wurde noch nicht durchsucht
k b Komplement bearbeitet der andere Teilbaum dieses
Knotens wurde bereits durchsucht
Die Knoten des Entscheidungsbaums und die Eingabemuster der untersuchten Schaltung entsprechen sich
nat

urlich wechselseitig Die Wurzel des Suchbaumes korrespondiert zur Menge aller m

oglichen Belegungen
Eingabemuster beliebig die Bl

atter des Baumes entsprechen totalen Belegungen Das Absteigen im
Baum ist gleichbedeutend mit einer fortschreitenden Spezikation der PI	Belegungen
Nichtlösungsgebiet (non-solution-area)
Erkannte Nichtlösungsgebiete
Vollst. Lösung (complete-solution-area)
Lösungsgebiet (partial-solution-area)
Abbildung  Aufteilung des Suchraumes in solution  nonsolutionareas
Genau so wie man die Menge aller Schaltkreiseingaben in disjunkte Teilmengen testender und fehlermas
kierender Eingaben aufteilen kann lassen sich auch Teilb

aume des decision tree klassizieren 
Wun
Teilb

aume in denen sich kein Test bendet bezeichnet man als Nichtl

osungsgebiete bzw nonsolution
areas Alle anderen Teilb

aume geh

oren zum L

osungsgebiet solutionarea	 welches man in eine complete
solutionarea und eine partialsolutionarea unterteilen kann
Ein Baum ist eine complete	solution	area wenn alle seine Bl

atter Tests sind Enth

alt er sowohl Tests als
auch fehlermaskierende Muster so liegt eine partial	solution	area vor
Abbildung  veranschaulicht diese Begrisbildungen Dabei werden als erkannte non	solution	areas
jene Unterb

aume bezeichnet bei denen der verwendete Testgenerierungsalgorithmus schon an derWurzel
feststellen kann da sie keinen Test enthalten
Zwei Dinge sind f

ur die Ezienz eines Testmustergenerators entscheidend
 Existiert ein Test im aktuellen Unterbaum so sollte sich die Suche schnell auf diesen zube
wegen durch geeignete Wahl von PI und logischem Wert  branching
 Ist der aktuelle Teilbaum eine non	solution	area dann sollte dieser m

oglichst schnell erkannt
und verlassen werden  bounding

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Die praktische Bedeutung von Punkt  m

ochte ich kurz erl

autern # Zun

achst ist nat

urlich alle Rechen
zeit die zur Untersuchung einer non	solution	area verbraucht wird unproduktiv und damit Ressourcen	
Verschwendung Wenn sich der Eintritt in ein Nichtl

osungsgebiet schon nicht vermeiden l

at sollte we
nigstens die zum Verlassen desselben boundSchritt	 ben

otigte Laufzeit m

oglichst gering sein
Steigt man in eine non	solution area hinab und speziziert n PIs obwohl schon die PI	Entscheidung an
der Wurzel des Unterbaumes einen Test unm

oglich machte denn gerade das zeichnet eine non	solution	
area aus so wird eine Aufz

ahlung aller Wertekombinationen an den n PIs n

otig Mu diese Untersuchung
explizit erfolgen # was in der Praxis keine Seltenheit ist # so ergibt sich bei 
n
Kombinationsm

oglich
keiten von n bin

aren Variablen ein exponentielles Verhalten
Gerade beim Aunden von Redundanzen kann dieser Laufzeit	Overhead daf

ur sorgen da die Gesamt
dauer der Testgenerierung das praktisch vertretbare Ma

uberschreitet und die Testsuche abgebrochen
werden mu
 Das System COAT
Der Saarbr

ucker Testmustergenerator COAT ist ein PODEM	basiertes System mit Erweiterungen aus
FAN und SOKRATES Er ist nicht auf elementare Grundzellen und ein festes Fehlermodell festgelegt
stattdessen k

onnen auch komplexe Basiszellen verwendet und beliebiges kombinatorisches Fehlverhalten
an diesen Zellen vom Benutzer selbst in einer Fehlerbibliothek beschrieben werden  Abschnitt 
Ferner benutzt das Programm statt der Roth	 die exaktere Akers	Logik
Ein Programmablaufplan des Testmustergenerators COAT bendet sich in Abbildung  Den dar
in beschriebenen Algorithmus m

ochte ich hier n

aher erl

autern Ich stelle die wesentlichen prozeduralen
Komponenten vor und beschreibe ihr Zusammenwirken Eine detaillierte Betrachtung der Unterprozedu
ren folgt dann ab Kapitel 
Grobablauf der Berechnung
Die Testmustergenerierung beginnt im System COAT mit dem Einlesen eines Schaltkreises C sowie
einer zugeh

origen Fehlerliste In dieser sind alle sich aus dem verwendeten Fehlermodell  Abschnitt
 ergebenden Defekte verzeichnet
Aus dieser Fehlerliste wird ein elementarer Zellenfehler f ! z
f
 c
f
 ausgew

ahlt Der cep c
f
! ib ob
beschreibt dabei ein Fehlverhalten am fehlerhaften Gatter z
f
 
Es folgt die Initialisierung des Schaltkreises Die partielle Ausgangsbelegung ist dabei abh

angig von f  Als
Startkonguration wird eine partielle Belegung gew

ahlt die alle Signalknoten unterhalb der Fehlerstelle
mit f  DDg initialisiert und alle anderen mit f g

 Die Belegung am fehlerhaften Gatter z
f
ist durch
den cep c
f
gegeben ib beschreibt die Inputbelegung an z
f
und ob die Ausgangsbelegung im fehlerhaften
Schaltkreis die Outputbelegung im fehlerfreien Schaltkreis ergibt sich durch z
f
 s Gatterfunktion
Als n

achstes werden Testbarkeitsmae berechnet   die im branch	Schritt zu bestimmen helfen
welcher PI auf welchen Wert gesetzt werden soll Sie beeinussen so die Durchmusterung des Suchraumes
Nach dieser Initialisierungsphase beginnt die eigentliche Berechnung Die Suche nach einem Test geschieht
durch systematisches Durchmustern des des Suchraumes mittels eine branch  boundAlgorithmus Vor
jedem branch	Schritt sind folgende vier Arbeitsschritte n

otig
 Implikation Jede Ver

anderung logischer Werte an einem Signalknoten kann Auswirkungen auf an
dere Signale des Schaltkreises haben Die Aufgabe der Implikation ist es aus der aktuellen Belegung
der prim

aren Pins und aus der Tatsache da das aktuelle Eingabemuster zu einem Test f

ur f fort
gesetzt werden soll m

oglichst viele Folgerungen

uber die Belegung interner Leitungen zu ziehen
Eine Implikation wird nach jedem Entscheidungsschritt im Suchbaum durchgef

uhrt  Implikation
Abschnitt 

Damit sind insbesondere alle prim

aren Eing

ange logisch unspeziziert von Sonderf

allen zB Defekten an den PIs
selbst einmal abgesehen
	
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Backtrack
wähle elementaren
Zellenfehler f
Anfangsbelegung
initialisieren
berechne
Testbarkeitsmaße
Implikation
Test
gefun-
den?
Laufzeit-
schranke über-
schritten?
Inkon-
sistenz
?
PI setzen (push)
breche aktuelle
Berechnung ab;
status von f:
unbekannt
markiere f
in Fehlerliste
als getestet &
gib Test aus
markiere f
in Fehlerliste
als redundant
Backtrace
Cep-Klassifizierung
ja
ja
ja
nein
Berechnungssituation
vor Setzen des zuletzt
gesetzten primären
Eingangs i wieder-
herstellen
(pop)
Ent-
scheidungs-
stack leer
?
ja
kom-
plementärer
Wert an i bereits
untersucht
?
Wert an i
komplementieren
(push)
ja
nein
nein
nein
nein
Einlesen von
Schaltkreis
und Fehlerliste
Start
ja
nein
Stop
noch
elementare 
Zellenfehler zu 
bearbeiten
?
Abbildung  Fludiagramm des Testmustergenerators COAT
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 Inkonsistenz Die sich nach der Implikation ergebende Belegung ist darauf zu

uberpr

ufen ob sie
noch eine f	konsistente totale Einschr

ankung besitzt ob sie also noch zu einem Test fortgesetzt
werden kann Ist dies nicht der Fall mu ein Backtrack durchgef

uhrt werden um die non	solution	
area in die man geraten ist schnellstm

oglich zu verlassen wie dies genau geschieht wird weiter
unten beschrieben
 Test Eine Analyse zeigt ob Aktivierung und Propagation des Fehlers f schon sichergestellt sind
dh ob alle dem aktuellen Knoten des Suchbaumes zugeordneten Eingabemuster die Kriterien
f

ur einen Test erf

ullen In diesem Fall ist das Testmuster bzw die Testmenge falls es sich um
einen inneren Baumknoten handelt auszugeben der cep entsprechend zu klassizieren und die
Testgenerierung falls n

otig an einem anderen cep fortzusetzen
 Laufzeitschranke Bei

Uberschreiten der schon erw

ahnten Laufzeitschranke die den Berechnungs
aufwand pro Fehler begrenzt   ist die Testsuche ebenfalls abzubrechen Der untersuchte cep
bleibt in diesem Fall unklassiziert dh sein Status ist unbekannt  Klassizierung von elemen
taren Zellenfehlern Abschnitt  Die Berechnung wird am n

achsten elementaren Zellenfehler der
Fehlerliste fortgesetzt sofern vorhanden
Der Backtrace
Falls keiner der letzten drei Punkte erf

ullt ist so ndet an dieser Stelle ein neuer branchSchritt statt
Dazu mu zun

achst ein geeigneter PI  (! Knoten im Entscheidungsbaum ausgew

ahlt werden der bis
jetzt unspeziziert ist und nun auf einen festen Wert gesetzt werden soll Die Prozedur die ein f

ur die
Testsuche m

oglichst sinnvolles PI%Wert	Paar ausw

ahlt wird als Backtrace bezeichnet
Nach welchen Kriterien geht der Backtrace dabei vor) # Ausgangspunkt ist stets eine initial objective
genannte sich aus dem Testalgorithmus ergebende Forderung an einer internen Leitung Initial objectives
k

onnen entweder der Aktivierung dienen um den Fehler zu aktivieren mu Leitung l auf Wert w gesetzt
werden	 oder aber eine Propagation des Fehlereektes zum Ziel haben um den Fehlereekt

uber Gatter
z zu propagieren mu dessen Pin p
z
auf w

gesetzt werden 
Aus diesem initial objective entwickelt der Backtrace nun ein nal objective der Form setze PI i
x
auf
Wert y Zur Entwicklung des nal aus dem initial objective bedient sich der Backtrace des auf der
n

achsten Seite beschriebenen Verfahrens
 initial objective ! Signal s auf Wert w 
z ! sources
 sei z das s treibende Gatter 
while typz ! PI
do
suche wahrscheinlichste Eingabebelegung b
i
z aus welche Wert w an s erzeugt
 Intuition den einfachsten Weg zum Erreichen des Zieles w

ahlen 
suche den Pin p von z dessen Belegung w
p
! b
i
p sich am schwersten erzeugen l

at
 Intuition das schwierigste Teilproblem als erstes l

osen 
s ! p
z ! sourcep
w ! w
p

 new objective Signal p auf Wert w
p
 
od
Das Verfahren terminiert wenn der Backtrace einen prim

aren Eingang erreicht hat Das Gatter z
p
und
der zugeh

orige Wert w
p
bilden dann das nal objective
Testbarkeitsmae
Zur Bewertung welche Signal	 bzw Gatterbelegungen einfacher zu erzeugen sind als andere ben

otigt
man sogenannte Testbarkeitsmae Die Testbarkeitsmae in COAT basieren auf der Sch

atzung von Si
gnalwahrscheinlichkeiten

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Solche Strategien sind zwar bekannt vgl dazu 
BPH allerdings waren auch hier einige Anpassungen
an das erweiterte ATPG	Konzept von COAT n

otig Da die Testbarkeitsmae f

ur meine Ausf

uhrungen
nur untergeordnete Bedeutung haben werde ich dieses Thema hier nicht weiter vertiefen Einen

Uberblick

uber verschiedene Testbarkeitsmae und ihre Vor	 und Nachteile ndet man zB in 
BPH
Bisher habe ich lediglich den Ablauf der ATPG beschrieben solange keine Inkonsistenz auftritt dh die
Berechnung nicht in eine erkannte non	solution	area ger

at Dieser noch fehlende Programmteil ist in
Abbildung  im grau markierten und mit Backtrack gekennzeichneten Bereich beschrieben Der n

achste
Abschnitt wird diese Skizze genauer erl

autern
Verhalten bei Inkonsistenz der Backtrack
Die folgende Situation macht einen Backtrack n

otig Eine non	solution	area wird erkannt aus der ak
tuelle Belegung ist kein Test mehr ableitbar dh unter seinen konsistenten totalen Einschr

ankungen
bendet sich kein Test Der Algorithmus mu den aktuellen Suchbereich verlassen und in einen noch
nicht untersuchten Teilabschnitt wechseln

 Das weitere Vorgehen h

angt von der Baumstruktur ab
 Entscheidungsstack leer Der in Abschnitt  erw

ahnte Entscheidungsstack verwaltet den aktuellen
Pfad im Suchbaum Ist er leer so ist der gesamte Suchraum erfolglos durchmustert worden und der
Fehler ist redundant Andernfalls ist das weitere Vorgehen wie folgt
 Berechnungssituation wiederherstellen pop	 Der oberste Eintrag SE ! 
i
x
 w flag des
Entscheidungsstacks

wird gepopt Desweiteren mu die Berechnungssituation wiederhergestellt
werden die vor dem Setzen von i
x
auf w bestand Alle aus der Wertzuweisung an i
x
abgeleiteten
Implikationen und alle Ver

anderungen an internen Datenstrukturen werden r

uckg

angig gemacht
Dann wird der Entscheidungsstack ver

andert
 Komplement untersucht Ist flag ! k b Komplement bearbeitet so bedeutet dies da beide
Teilb

aume von K erfolglos durchsucht wurden K selbst wird damit zur Wurzel einer erkannten
non	solution	area eines vollst

andig durchsuchten Unterbaumes Das Ausgangsproblem stellt sich
damit # auf einer h

oheren Baumebene # erneut Der Backtrack geht in die Rekursion
 Wert komplementieren push	 Ist der vom Backtrack betroene Knoten K unmarkiert 
ag auf
k n b Knoten nicht bearbeitet so wurde der zweite Teilbaum von K noch nicht durchsucht Um
in diesen hinabzusteigen mu der am zu K korrespondierenden PI anliegende Wert w durch sein
Komplement ersetzt werden Dazu wird der Stackeintrag SE wie folgt ver

andert Der logische Wert
w wird durch sein Komplement w ersetzt und 
ag wechselt von k n b auf k b SE wird wieder
gepusht und die Belegung des PI dementsprechend angepat
Die vorgenommenen

Anderungen am Schaltkreiszustand machen eine neue Implikation n

otig Die Be
rechnung kehrt in den in Abschnitt  beschriebenen Grobablauf zur

uck
Erl

auterndes Beispiel
Ein Fallbeispiel soll den Ablauf des Backtrack verdeutlichen Ich lege meinen Ausf

uhrungen den Entschei
dungsbaum in Abbildung  zugrunde und beschreibe wie sich bei einem Backtrack der Entscheidungs
stack ver

andert

Ubergang von Unterbaum  zu  Man betrachte Abbildung  Soeben sei Teilbaum 
 als
non	solution	area identiziert worden Der n

achste zu bearbeitende Suchraumabschnitt ist Unterbaum


Die letzte Wertzuweisung vor Bearbeitung von 
 war i

!  Diese Zuweisung mu r

uckg

angig gemacht
werden Da der zugeh

orige Baumknoten mit k b  markiert ist wird rekursiv i

auf  gesetzt und der
zugeh

orige Knoten markiert

Eigentlich handelt es sich bei dem nun folgenden Aufz

ahlungsproze um nichts anderes als eine ausprogrammierte
Rekursion Die Verwaltung der aktuellen Baumposition kann entweder durch rekursive Programmierung oder explizit durch
einen Stack verwaltet werden Beschrieben wird hier die zweite Alternative

Dabei sei i
x
der zuletzt gesetzte PI w der zugeh

orige logische Wert und flag die Markierung am korrespondierenden
Knoten K im Entscheidungsbaum
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Abbildung  Darstellung eines Backtrack auf dem Entscheidungsstack
Der Stack

andert sich dabei wie folgt
 Startzustand

i

k b 
i

k n b 
i

k n b Stackende
 pop 
i

k b Knoten markiert  Rekursion
 pop 
i

k n b Knoten nicht markiert  Modikation
 push 
i

k b
 Endzustand

i

k b 
i

k n b Stackende

Kapitel 
Direkte Implikation
Im letzten Kapitel habe ich die Grundz

uge des ATPG	Algorithmus im

Uberblick beschrieben Nun will
ich mir aus der Vielzahl der Unterprozeduren eine herausgreifen um an dieser exemplarisch zu zeigen
wie sich die ATPG	Algorithmen und 	Heuristiken unter dem verallgemeinerten Konzept von COAT
ver

andert haben welche Modikationen ich vorgenommen habe und wie sich diese auf den Testmu
stergenerierungsalgorithmus auswirken Ich habe zu diesem Zweck das Herzst

uck des COAT 	Systems
ausgew

ahlt die Implikation
Aufgabe der Implikation ist es aus lokalen Ver

anderungen der Schaltkreisbelegung zB Wertemengen
einschr

ankungen durch das Setzen von PIs Folgerungen

uber die Belegung an den anderen Signalknoten
zu ziehen Sie sorgt also daf

ur da die aktuelle Berechnungssituation m

oglichst exakt in einer partiellen
Schaltkreisbelegung dargestellt wird
Diese partiellen Belegungen spielen bei der ATPG eine zentrale Rolle Sie bilden nicht nur die Entschei
dungsgrundlage f

ur den branch $ bound	Algorithmus also die Basis auf der entschieden wird welcher
PI als n

achstes auf welchen Wert gesetzt wird sondern von ihnen genauer von ihrer Konsistenz  h

angt
es auch ab wie schnell non	solution areas verlassen werden k

onnen Die Frage ob ein Test m

oglich ist
oder evtl eine Redundanz vorliegt wird ebenfalls anhand der implizierten Belegungen entschieden
Durch das verallgemeinerte ATPG	Konzept von COAT haben sich die Implikationsalgorithmen in zahl
reichen Punkten ver

andert In einigen F

allen wurde der Algorithmus durch die einfache

Ubertragung
auf die 	wertige Logik leistungsf

ahiger zB die direkte Implikation   in anderen erweiterte sich
zus

atzlich das Einsatzgebiet der Heuristiken dies gilt insbesondere f

ur die Dominatorberechnung  
und das Lernen unter der Fehlerstelle  
Es gibt eine Unzahl verschiedener Implikationsverfahren Die Verfahren die ich bei der Betrachtung
des Systems COAT vorstellen m

ochte habe ich in zwei Gruppen unterteilt in direkte und indirekte
Implikationsverfahren
Nach einigen theoretischen Vorbemerkungen werde ich mich zun

achst mit den direkten Implikationsver
fahren besch

aftigen Den indirekten Verfahren die den direkten

uberlegen dadurch aber auch komplexer
sind widme ich mich in Kapitel 
	 Theoretische Vorbemerkungen
Ich m

ochte meine Ausf

uhrungen beginnen mit der Betrachtung des folgenden sich nach jeder Spezizie
rung eines PI neu stellenden Problems
Gegeben sei die aktuelle Inputbelegung der Schaltung sowie die Information da ein Test f

ur den cep
c
f
gesucht wird Gesucht wird eine m

oglichst genaue Aussage dar

uber welche Belegungen an internen
Schaltkreissignalen noch m

oglich sind

	 Direkte Implikation 	 Implikationsverfahren
Denition 	
Sei C ! Z  S E F  Schaltkreis M

M

 M
n
seien Mengen totaler Belegungen von C Zu M
i
sei

i
 fb j b  S  L
A
g  f g die charakteristische Funktion dh 
i
!   b  M
i
 
i
!  sonst
Dann ist
Imp
C


 

 
n
! V
n
T
i

M
i
 die vollst

andige Implikation aus 

 

 
n


F

ur die weiteren Betrachtungen

uber die Implikation werden zwei charakteristische Funktionen bzw die
von ihnen beschriebenen Mengen besonders wichtig sein Sei dazu b
a
die aktuelle Schaltkreisbelegung
von C und f ! z
f
 c
f
 der momentan untersuchte Zellenfehler Dann ist



b
a
b !

 falls b  b
a
 b total
 sonst

f
b !



  falls b total f	konsistent und
Test f

ur Fehler f ! z
f
 c
f

  sonst
In 


b
a
und 
f
sind zwei wichtige Belegungseigenschaften codiert 


b
a
beschreibt b
a
und damit implizit
die aktuelle PI	Belegung w

ahrend 
f
die Konsistenz zum betrachteten Fehler f formalisiert Die Im
plikation Imp
C


b
a
 
f
 bildet gem

a obiger Denition also eine partielle Belegung welche durch die
Vereinigung aller totaler Belegungen die sowohl eine Einschr

ankung von b
a
als auch ein Test f

ur f sind
also sowohl die aktuelle PI	Belegung als auch den zu testenden Fehler respektieren entsteht
Satz 	 Das Problem der Berechnung von Imp
C


b
a
 
f
 ist NPhart
Beweis
Sei f
C
die Schaltfunktion eines kombinatorischen Schaltkreises C ! Z  S E F  mit n prim

aren
Inputs einem prim

aren Ausgang o und der Schaltkreisfunktion  Sei f der stuck	at		Fehler an o f ist
genau dann testbar wenn es ein Eingabemuster t gibt mit t !  Oder anders gesagt
f testbar   ist erf

ullbar 
Man betrachte nun die Belegung b
a
mit 
s  S  b
a
s ! f g Oensichtlich ist jede testende Belegung
f

ur f auch eine Einschr

ankung von b
a
 Es gilt also
Imp
C


b
a
 
f
 ! VM

b
a
M
f
 ! VM
f
 ! Imp
C

f

Die vollst

andige Implikation berechnet folglich die Vereinigung aller Testbelegungen F

ur jede testende
Belegung b
t
von f mu aber gelten da b
t
o ! fg Damit gilt
f testbar  Imp
C


b
a
 
f
o !  
Wegen  w

are dies aber zugleich eine L

osung des Erf

ullbarkeitsproblems
 das Problem der vollst

andigen Implikation ist NP	hart
	 Implikationsverfahren
Es ist damit gezeigt da vollst

andige Implikation sehr schwer ist in der Praxis wird man sich mit
N

aherungsl

osungen behelfen m

ussen Man kann die verschiedenen Implikationsverfahren in zwei Gruppen
einteilen
 Direkte Implikation Die direkte Implikation betrachtet die Gatter der Schaltung isoliert um durch
diese Beschr

ankung Berechnungsaufwand je Rechenschritt gering zu halten Konkret wird dabei an jedem
Gatter versucht m

oglichst viele Folgerungen aus seiner Gatterfunktion zu ziehen
Eine Implikation heit direkt wenn sie sich als eine Folge lokaler	 Gatterimplikationen darstellen
l

at

Zur Denition der Vereinigung von Belegungen V vgl Abschnitt 

	 Direkte Implikation 	 Gatterimplikation
 Indirekte Implikation Indirekte Implikationsverfahren werden dort verwendet wo das direkte
Verfahren versagt Sie ziehen Schl

usse aus globaleren Zusammenh

angen die sich nicht direkt aus den
Logiktabellen der Gatter ergeben sondern zB aus der Schaltkreisstruktur oder aus dem Wissen da die
Propagation des Fehlereektes sichergestellt werden mu
Alle nicht direkten Implikationen heien indirekt
Zwei wichtige indirekte Verfahren die in das System COAT integriert wurden sind die sogenannte
Dominatorenberechnung und das Lernen
Ich werde nun einige Implikationsverfahren n

aher beschreiben und dabei schrittweise vom kleineren zum
gr

oeren Kontext

ubergehen Ich beginne mit der direkten Implikation an einem einzelnen Gatter und
beschreibe danach das direkte Vorgehen schaltkreisweit Den Abschlu werden die indirekten Verfahren
bilden
	 Gatterimplikation

 Historisches
Das nat

urliche Implikationsverfahren in kombinatorischen Schaltkreisen scheint auf den ersten Blick die
sogenannte Vorw

artsimplikation zu sein Aus der Belegung der Gatterinputs ermittelt man die zul

assi
gen Werte an den Gatteroutputs Ver

anderungen des Schaltkreiszustands panzen sich so kontinuierlich
von den prim

aren Eing

angen zu den prim

aren Ausg

angen fort Reine Vorw

artsimplikation ndet man
beispielsweise im PODEM	Algorithmus von 
Weniger oensichtlich ist da auch Schlufolgerungen in umgekehrter Richtung m

oglich sind Solche
sogenannten R

uckw

artsimplikationen k

onnen sich zB aus dem Einpanzen des ceps an der Fehlerstelle
ergeben
Solch ein Fall ist in Abbildung 

skizziert Der Fehler am unteren
1*
? ?
1
s1
s2
1
1
s_a_0
1* unjustified
line
fehler-
haftes
Gatter 
mit cep
Rückwärts-
implikation
Abbildung  R

uckw

arts
implikation
AND

ist nur durch einen einzigen cep testbar Dieser cep fordert eine
 an beiden Gattereing

angen Das Signal s

am linken Gatterinput wird
selbst durch ein AND

getrieben Da bs

 ! fg eine Voraussetzung
zum Generieren eines Tests mit dem gegebenen cep ist m

ussen auch die
Inputs des zweiten AND

auf  gesetzt werden Diese Folgerung ist eine
R

uckw

artsimplikation
Da R

uckw

artsimplikationen nicht in jedem Fall m

oglich sind zeigt die
Situation an Signal s

 Da es mehrere M

oglichkeiten gibt eine  am
Ausgang des OR

	Gatters zu erzeugen sind keine eindeutigen R

uck
schl

usse auf die Inputbelegung des OR	Gatters m

oglich Dies bedeutet
aber da die Belegung an s

nicht unbedingt mit der Inputbelegung des
OR	Gatters korresponiert W

aren seine beiden Inputpins mit f g be
legt so w

urde eine reine Vorw

artsimplikation an s

ebenfalls f g also
eine Obermenge der tats

achlichen Belegung bestimmen
Ein Signal dessen Wertebelegung nicht durch die Inputbelegung seines
treibenden Gatters gerechtfertigt ist bezeichnet man als unjustied li
ne Unjustied lines kennzeichnet man

ublicherweise mit einem   ein
Beispiel daf

ur ist die Leitung s

in Abbildung 
W

ahrend der Berechnung werden diese Signale in einer sogenannten
unjustiedliste verwaltet Ein Test ist erst dann gefunden wenn keine unjustied lines mehr existie
ren
Auch Gatterimplikationsroutinen die sowohl Vorw

arts	 als auch R

uckw

artsimplikation beherrschen ha
ben in der Regel gewisse Schw

achen Sie sind zum einen auf die Roth	Logik festgelegt und zum anderen
oft nur f

ur spezielle Gattertypen geeignet wie zB AND NAND OR NOR INV nicht aber f

ur EXOR
MUX FA oder HA
Diese Einschr

ankungen gelten f

ur den Testmustergenerator COAT nicht Ich werde nun den Ablauf einer
Gatterimplikation unter Akers	Logik beschreiben Vorw

arts	 und R

uckw

artsimplikation werde ich dabei

Aus Gr

unden der

Ubersichtlichkeit werde ich in den Illustrationen Signalknoten nicht mehr mit ihren Wertemengen
sondern nur noch mit deren Elementen beschriften

	 Direkte Implikation 	 Gatterimplikation
nicht voneinander trennen sondern eine gemeinsame Darstellung f

ur beide nden Die Beschreibung ist
auf beliebige Gattertypen anwendbar
Zun

achst jedoch ein kurzer Blick auf die Problemstellung Die Wertebelegung an einem Gatter g wird
durch zwei Faktoren bestimmt


Auere Umst

ande Die Frage ob das Gatter ober	 oder unterhalb der Fehlerstelle liegt ob die
logische Fixierung irgendeines PI Auswirkungen auf seine Schaltm

oglichkeiten hat und

ahnliches
bestimmen welche Belegungen an g noch m

oglich sind Diese Faktoren nden sich in der partiellen
Belegung des Gatters vor Implikationsbeginn wieder
 Durch die Schaltfunktion Diese bzw die durch sie induzierte Logiktabelle	 legt f

ur jeden Gattertyp
fest welche Schaltkongurationen an einem Gatter dieses Typs logisch korrekt konsistent	 sind
Aus der Kombination von Schaltfunktion und gegebener Belegung ergibt sich die Zielbelegung der Impli
kation

 Ablauf einer Gatterimplikation
Formal kann man die Implikation an einem Gatter wie folgt beschreiben
Denition 	
Sei z Gatter und b
z
a
eine partielle Gatterbelegung an z Es sei M

b
z
a
die Menge aller totalen Einschr

ankun
gen von b
z
a
und M
K
die Menge aller an z konsistenten Belegungen 

b
z
a
und 
K
seien die zugeh

origen
charakteristischen Funktionen Dann ist
Imp
z



b
z
a
 
K
 ! VM


b
z
a
M
K


die Gatterimplikation aus 


b
z
a
und 
K
an Gatter z
Abbildung  zeigt ein Beispiel f

ur eine lokale Implikation an einem Gatter Es sei angenommen da die
Wertemenge am selectEingang des MUX durch

auere Ein

usse zB eine PI	Entscheidung von f g
auf fg verkleinert wurde
Um die Auswirkungen dieser Ver

anderung zu errechnen bildet man zun

achst die Menge aller totalen
Einschr

ankungen der partiellen Ausgangsbelegung indem man alle m

oglichen Kombinationen aus den
Elementen der gegebenen Wertemengen bildet Man erh

alt die MengeM

b
z
a
 die in diesem Fall  Elemente
umfat
Von diesen sechs sind jedoch nur zwei konsistent korrespondieren also zu einem korrekten Schaltzustand
des Multiplexers Diese beiden in Abbildung  mit konsistent markierten Belegungen bilden die
Elemente der Menge M


b
z
a
M
K
 Aus der Vereinigung VM


b
z
a
M
K
 vgl Abschnitt   ergibt sich
die resultierende partielle Gatterbelegung
Das gerade beschriebene Verfahren ist f

ur eine direkte algorithmische Umsetzung nat

urlich zu inezient
Bei der Realisierung von COAT wurde es daher ein wenig modiziert um den Programmablauf zu be
schleunigen Insbesondere erfolgt die Aufz

ahlung der totalen Einschr

ankungen nicht explizit stattdessen
werden die neuen Wertebelegungen

uber vorberechnete pinspezische Implikationsformeln bestimmt Der
K

urze halber will ich auf eine ausf

uhrlichere Beschreibung dieser Implementierungsdetails hier verzichten
Das Ergebnis einer Gatterimplikation kann auch eine Inkonsistenz sein W

are beispielsweise durch eine
R

uckw

artsimplikation eine  am Ausgang des MUX in Abbildung  gefordert worden w

are die re
sultierende Wertemenge dort leer gewesen Die sich aus der R

uckw

artsimplikation ergebende Forderung
h

atte der Eingangsbelegung des Gatters widersprochen Das Auftreten einer Inkonsistenz entspricht der
Identizierung einer non	solution area und hat einen Backtrack zur Folge

Die hier gew

ahlte Denition der Gatterimplikation

ahnelt stark der Denition der vollst

andigen Implikation so
Im Unterschied zu dieser ist die Gatterimplikation fehlerunabh

angig Man kann sich bei der Gatterimplikation auf den
fehlerfreien Fall beschr

anken da am fehlerhaften Gatter nie impliziert wird die Belegung am fehlerhaften Gatter ist durch
den gew

ahlten cep eindeutig gegeben somit total und nicht weiter einschr

ankbar

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Abbildung  Beispiel einer Gatterimplikation
		 Schaltkreisweite Implikation
Ver

andert eine Gatterimplikation die Wertebelegung eines Signalknotens s so wirkt sich dies zun

achst
auf jene Gatter aus die direkt mit Signal s verbunden sind Folglich ist es sinnvoll auch diese einer
Gatterimplikation zu unterziehen
Die Hintereinanderausf

uhrung mehrerer Gatterimplikationen an allen Zellen deren Belegung durch vor
angegangene Implikationen ge

andert wurden bezeichnet man als schaltkreisweite	 direkte Implikation
vgl n

achste Seite

	 Direkte Implikation 		 Schaltkreisweite Implikation
neue Events
in Eventliste
einfügen
Lies Gatter g aus
Eventliste aus
Gatterimpli-
kation an g
ja
ja
ja
nein
nein
nein
Beginn
Ende
Gatter-
belegung an g
geändert
?
resul-
tierende Bele-
gung inkon-
sistent
?
Event-
liste leer
?
 Schaltkreisweite direkte
Implikation
Die direkte Implikation graphisch darge
stellt in nebenstehender Abbildung verl

auft
folgendermaen Die Verwaltung der zur Im
plikation anstehenden Gatter

ubernimmt ei
ne sogenannte Eventliste Vor Beginn der Im
plikation benden sich darin # als sogenann
te Startevents # Zellen wie zB neu gesetzte
PIs die zum fehlerhaften Gatter adjazenten
Zellen nach Einpanzen des ceps zu Beginn
der Berechnung oder Dominatoren  
Von dieser Ausgangssituation aus entwickelt
sich die Implikation so
 Eventliste leer Zu Beginn der Be
rechnung wird die Eventliste nat

urlich
nicht leer sein da ohne Startevents die
Implikation gar nicht erst aufgerufen
wird Im weiteren Verlauf der Berech
nung zeigt eine leere Eventliste aber an
da alle durch direkte Implikation m

og
lichen Schlufolgerungen gezogen wur
den Weitere Zusammenh

ange k

onnen
# so sie existieren # h

ochstens noch
von globalen Verfahren erkannt werden
 Kapitel 
 Gatter auslesen Ist die Eventliste nicht
leer wird ihr das den Listenkopf bil
dende Gatter g entnommen
 Gatterimplikation F

ur das Gatter g
wird eine Gatterimplikation durchge
f

uhrt wie sie in Abschnitt  beschrie
ben wurde
 Belegung ge

andert Bei unver

anderter
Gatterbelegung ist die Berechnungssi
tuation an g stabil # ein neuer Event
kann bearbeitet werden Andernfalls
ist mindestens eine Wertemenge an den
mit g verbundenen Signalknoten ver
kleinert worden Zun

achst mu

uber
pr

uft werden ob die
 resultierende Belegung inkonsistent ist
ob also eine der ver

anderten Werte
mengen jetzt leer ist Falls ja so ist
auch die Menge der noch erlaubten
Schaltkreisbelegungen leer und es gibt
keinen Test im aktuell bearbeiteten
Teil des Suchraumes Die Implikation
kann in diesem Fall sofort abgebrochen
und ein Backtrack durchgef

uhrt wer
den
	
	 Direkte Implikation 		 Schaltkreisweite Implikation
 Gatter einf

ugen Wurde keine Inkonsistenz festgestellt so wird die Eventliste um jene zu g adja
zenten Gatter erweitert deren Gatterbelegung sich durch Implikation an g ge

andert hat Danach
wird die Implikation am n

achsten Element der Eventliste fortgesetzt
0,1
1*
0,1,D,D
D
0,1
1
D
unjustified
line
0,1,D,D
0,D
D
0,1,D,D
0,D
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0
Abbildung  Beispiel einer Implikation
Beispiel
Zur Verdeutlichung auch hier ein Beispiel Im Teilschaltkreis in Abbildung  seien die Wertemengen am
mittleren Prim

areingang von f  DDg auf fDg und die am Prim

arausgang durch vorangegangene
Implikationen

von f  DDg auf fg eingeschr

ankt worden Die Eventliste besteht daher zun

achst nur
aus diesen beiden Startevents An den numerierten Pfeilen der Abbildung l

at sich nachverfolgen wie
sich die logischen Ver

anderungen

uber den Schaltkreis ausbreiten und an welchen Gattern eine lokale
Implikation durchgef

uhrt wird

 Dabei nden sowohl Vorw

arts	 als auch R

uckw

artsimplikationen statt
Schritt  ist eine R

uckw

artsimplikation Die sich schrittweise verkleinernden Wertemengen an den
Signalknoten sind in der Abbildung untereinander dargestellt
Aus dem Beispiel ist ersichtlich da im Verlaufe einer lokalen Schaltkreisimplikation dasselbe Gatter
mehrfach betrachtet werden kann vgl Schritt  und  in Abbildung  Trotzdem steht die Anzahl der
Gatterimplikationen im Verlaufe einer direkten Implikation in einer linearen Abh

angigkeit zur Schalt
kreisgr

oe
Zum Beweis vergegenw

artige man sich da nur dann ein Startevent f

ur eine weitere Gatterimplikation
entsteht wenn die Belegungsmenge an mindestens einem Signal des Schaltkreises um mindestens ein
Element verkleinert wird Da jede dieser Mengen maximal  Elemente enth

alt # n

amlich   D und D
# und jede Menge mindestens ein Element enthalten mu # weil die Implikation sonst wegen Inkonsi
stenz abgebrochen w

urde # kann die Anzahl der lokalen Gatterimplikationen maximal  "S ! O"S
betragen wobei S die Menge der Signalknoten der Schaltung ist

Wie man sieht ist die  am Ausgang des OR

anfangs noch nicht durch die Inputbelegung gerechtfertigt Der zugeh

orige
Signalknoten ist also eine unjustied line

In der Abbildung sind nur die Implikationen erfat die tats

achlich zu einer Ver

anderung der Schaltkreisbelegung f

uhren
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Durch die gr

oere Au

osung der Akers	Logik sind Zusammenh

ange lokal erkennbar die die Roth	Logik
bestenfalls durch globale Betrachtungen gefunden h

atte Man kann sich beispielsweise leicht

uberlegen
da unter 	wertiger Logik in Abbildung  auer am Inverter keine Schlufolgerung m

oglich gewesen
w

are
Unter Akers	Logik hingegen sind zahlreiche teilweise sogar eindeutige Einschr

ankungen m

oglich eine
unjustied line konnte gerechtfertigt justied	 werden und auch die Belegung am rechten Eingang der
Teilschaltung konnte eindeutig bestimmt werden # alles Folgerungen die f

ur die Testmustergenerierung
auf dem Gesamtschaltkreis wesentlich sein k

onnen

Kapitel 
Indirekte Implikation
 Theoretische Vorbemerkungen
Das direkte Implikationsverfahren kann f

ur bestimmte Klassen von Schaltkreisen durchaus ausreichend
sein So ist zB allgemein bekannt da die direkte Implikation auf korrekt arbeitenden Baumschaltkreisen
vollst

andig ist 
Fuji
Leider l

at sich diese Aussage nicht auf beliebige Schaltkreise verallgemeinern Das folgende Beispiel
aus 
SA zeigt da es bei nicht baumartigen Schaltkreisen Zusammenh

ange gibt an denen direkte
Implikationsverfahren versagen
indirekte
Implika-
tion
direkte
Implikation
y = 0    b = 0
b = 1    y = 1
a
b
c
d
e
y
Abbildung  Indirekte Implikation
Beispiel
Man betrachte die Schaltung C in Abbildung  Die von ihr berechnete Funktion ist 
C
 y ! bac
Es besteht oensichtlich folgender logischer Zusammenhang
b !  y !  
Wird also in einer Schaltkreisbelegung die Wertemenge an Signal b auf  eingeschr

ankt kann man eine
ebensolche Einschr

ankung an Leitung y implizieren Diese Folgerung stellt f

ur die Implikationsroutinen
aus Abschnitt  keine Schwierigkeit dar drei Gatterimplikationen gen

ugen um eine  an b nach y zu
propagieren Bei  handelt es sich folglich um eine direkte Implikation
Anders die Situation im folgenden Fall Nach dem Gesetz der Umkehrung A  B  B  A ist
folgende Aussage zwar zu 

aquivalent
y !  b !  
Direkte Implikationsverfahren sind jedoch leider nicht in der Lage Zusammenhang  zu erkennen
Warum dies so ist zeigt folgende n

ahere Betrachtung

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 Dominatoren
Zur Schaltung in Abbildung  sei folgende Startsituation gegeben Die Belegung an y sei durch
R

uckw

artsimplikation auf fg eingeschr

ankt worden alle anderen Signale seien mit f g markiert Auf
grund von  w

are auch eine Einschr

ankung an Signal b auf fg m

oglich
Kann dies die direkte Implikation aus Abschnitt  implizieren ) # Die Ver

anderung an y ist ihr Star
tevent das direkte Implikationsverfahren beginnt also mit einer Gatterimplikation an dem dieses Signal
treibenden AND

 Aus y !  l

at sich direkt jedoch keine Ver

anderung an den Gatterinputs folgern Da
die Gatterbelegung des AND

unver

andert bleibt gibt es keine Events f

ur weitere Gatterimplikationen
an den beiden OR

 und die direkte Implikation terminiert Der Zusammenhang  bleibt unentdeckt
Es gibt also nicht	direkte logische Zusammenh

ange die direkte Implikationsverfahren nicht oder nicht
vollst

andig in Wertemengeneinschr

ankungen umsetzen k

onnen Um Folgerungen dieser Art entdecken zu
k

onnen ben

otigt man spezielle sogenannte indirekte Implikationsverfahren In den folgenden Abschnitten
werde ich zwei wichtige Vertreter dieser Gattung vorstellen
 Dominatoren
Ein wichtiges in Polynomialzeit berechenbares Verfahren zum Erkennen globaler Zusammenh

ange ist die
Dominatorenberechnung Ich m

ochte den Begri des Dominators den ich in Abschnitt  schon kurz
angesprochen habe nun exakt denieren
Ich unterscheide dabei zwei Typen von Dominatoren Statische Dominatoren die dem Dominatorbegri
aus FAN 
Fuji entsprechen und dynamische Dominatoren die eine Verallgemeinerung des ersten Typs
darstellen und in SOKRATES 
SA verwendet werden
Denition 
Sei C ! GF  mit G ! Z  S Schaltkreis f ! z
f
 c
f
 elementarer Zellenfehler an Zelle z
f
 Z c
f
cep zu f  Sei b  S  L
A
die aktuelle Belegung
 Eine Zelle d  Z heit statischer Dominator bez

uglich f  wenn jeder Pfad von z
f
zu einem
prim

aren Output d enth

alt
 Ein Pfad in G von z
f
zu einem Prim

aren Ausgang heit potentieller Propagationspfad wenn
f

ur alle Signale s des Pfades gilt bs  fDDg ! 	
 Eine Zelle d  Z heit dynamischer Dominator bez

uglich f  wenn jeder potentielle Propaga
tionspfad von z
f
zu einem prim

aren Output d enth

alt
Beispiel
Ein Beispiel soll den Begri des Dominators erl

autern und den Unterschied zwischen statischen und
dynamischen Dominatoren verdeutlichen
Statischer Dominator Abbildung  a zeigt einen statischen Dominator Wie die Skizze zeigt f

uhren
s

amtliche Pfade vom fehlerhaften Gatter z
f
zu den prim

aren Ausg

angen

uber die Zelle d Der Verlauf
dieser Pfade ist allein von der Schaltkreisstruktur abh

angig # daher die Bezeichnung statisch  Statische
Dominatoren k

onnen schon vor Beginn der eigentlichen Testmustergenerierung durch eine Vorberechnung
ermittelt werden
Dynamischer Dominator Im Gegensatz zu den statischen sind dynamische Dominatoren von der
aktuellen Berechnungssituation abh

angig so da sie w

ahrend der Testmustergenerierung bei fortschrei
tender Spezizierung der Schaltkreisbelegung entstehen
In Abbildung  b ist das Gatter d kein statischer Dominator denn der Pfad p f

uhrt vom fehlerhaften
Gatter z
f
zu einem PO ohne d zu enthalten Andererseits gilt aber f

ur das auf p liegende Signal s da
bs  fDDg ! fg  fDDg ! 	 Die Belegung von Signal s ist damit in jedem Fall fehlerunabh

angig
und p somit kein potentieller Propagationspfad mehr Alle verbleibenden potentiell fehlerpropagierenden
Pfade f

uhren damit

uber d  d wird so zum dynamischer Dominator

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a) statischer Dominator b) dynamischer Dominator
zf
d
D
D
0
g
s 0
zf
d
D
fehlerhaftes
Gatter
fehlerhaftes
Gatter
statischer
Dominator
dynamischer
Dominator
potentielle
Propagations-
pfade
potentielle
Propaga-
tionspfade
Pfad p
Abbildung  Dominatorvarianten
Ausnutzung von Dominatoren
Welche f

ur direkte Implikationsroutinen nicht erkennbaren Schlufolgerungen lassen sich nun aus der
Existenz von Dominatoren ziehen ) # Dominatoren haben die besondere Eigenschaft sicher Propagati
onspunkte zu sein da sich alle potentiell fehlerpropagierenden Pfade an ihnen treen
Ein Fehler wird an einem Signal jedoch nur dann sicher propagiert wenn fehlerunabh

angige Signalwerte
also  und  dort ausgeschlossen werden k

onnen Die Existenz eines Dominators erlaubt daher folgenden
Schlu
Die Wertemenge bd am Gatteroutput eines Dominators d kann sofern d nur einen Output besitzt	
unabh

angig von der Belegung seiner Inputs auf bd  fDDg eingeschr

ankt werden Der Output
von d wird durch diese Einschr

ankung falls es sich um eine echte Einschr

ankung handelt	 zu einer
unjustied line
F

ur multi	output	gates bei denen der Fehlereekt

uber mehrere Ausg

ange propagiert werden kann gilt
diese Aussage nicht weil die Propagation dann an keinem dieser Outputs unmittelbar zwingend ist
Die Einschr

ankung der aktuellen Belegung am Ausgang eines Dominators wird in der Regel direkte
Implikationen nach sich ziehen wie die folgenden Beispiele beweisen
Betrachte Abbildung  Sowohl das AND

in Bild a als auch der Multiplexer in b seien als Dominato
ren identiziert worden Die Wertemengen mit denen die Signalknoten in der Abbildung markiert sind
geben zun

achst den Zustand vor dem Erkennen der Dominatoreigenschaft wieder Die durchgestrichenen
Werte verdeutlichen welche Einschr

ankungen die Entdeckung des Dominators erm

oglicht
Das Bild zeigt zwei verschiedene Arten von Einschr

ankungen Die Einschr

ankung der Wertemenge am
Ausgang des Dominators auf fDDg folgt direkt aus dem oben genannten Kriterium und wird in der
Abbildung als Dominatorimplikation bezeichnet Alle anderen Zustandsver

anderungen sind daraus durch
R

uckw

artsimplikation lokal ableitbare Folgerungen
In Abbildung  a folgert die R

uckw

artsimplikation aus der Dominatoreigenschaft da auch der rechte
Input des AND

sicher fehlerpropagierend sein mu w

ahrend der linke Input auf den sogenannten non
controlling value festgelegt werden kann der ein Weiterleiten des am anderen Pin anliegenden logischen
Wertes erm

oglicht bei AND	Gattern ist dies die  bei OR	Gattern beispielsweise die 

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01DD
01 DD01
R
ü
ck
w
ärts-
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p
lik
ation
noncon-
trolling
value
a) Standardzelle
Dominator-
implikation
Dominator-
implikation
b) komplexere Basiszelle
R
ü
ck
w
ärts-
im
p
lik
ation
01
01DD
010DD
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Abbildung  R

uckw

artsimplikation an Dominatoren
Beim Multiplexer in Abbildung  b folgen analog Werteeinschr

ankungen am linken Dateneingang des
MUX und am selectSignal
Dominatoren unter Roth und AkersLogik
Was sich unter Akers	Logik so einfach und nat

urlich ergibt ist unter Roth	Logik wesentlich schwieri
ger darzustellen Zwar gibt es den Dominatorenbegri auch dort das Ausnutzen desselben ist jedoch
komplizierter und zudem mit h

oherem Programmieraufwand verbunden
Das Akers	Kriterium Einschr

anken der Wertemenge am Dominatorausgang auf fDDg ist unter Roth	
Logik nicht m

oglich Mehrelementige Wertemengen wie fDDg lassen sich lediglich als X darstellen
wodurch die entscheidende Information zwingende Fehlerpropagation an diesem Signal keine fehlerun
abh

angigen logischen Werte mehr m

oglich verloren geht
Roth	Testmustergeneratoren m

ussen daher andere Wege suchen um die Dominatoreigenschaft auszunut
zen Verwendet wird

ublicherweise das folgende Kriterium
Fehlerunabh

angige Inputs eines Dominators d k

onnen auf den noncontrolling value zB  bei
ANDNAND  bei ORNOR	 eingeschr

ankt werden sofern ein solcher f

ur typd existiert
An diesem Kriterium fallen zwei Dinge besonders auf
Erstens ist das Kriterium auf spezielle Gattertypen zugeschnitten Noncontrolling values gibt es zwar
bei den AND%NAND OR%NOR	Standardgattern f

ur komplexe Gattertypen wie den MUX vgl  b
hingegen existieren sie nicht Folge Unter Roth	Logik mu f

ur jeden komplexen Datentyp eine eigene
Dominator	Routine geschrieben werden
Anders bei Verwendung der 	wertigen Logik so Das Akers	Kriterium betrit direkt nur die Out
putbelegung des Dominators alle weiteren Folgerungen ergeben sich automatisch und unmittelbar aus
der Gatterimplikation Gattertypabh

angige Zusatzuntersuchungen sind nicht n

otig
Der zweite Punkt betrit die Fehlerab

angigkeit von Signalen Ein Beispiel Um den select	Eingang des
MUX in Abbildung  b fehlerpropagierend schalten zu k

onnen mu bekannt sein welcher der beiden
Dateninputs den Fehlereekt transportiert Da die Roth	Logik aber sowohl f DDg als auch f g
als X codiert l

at sich das bei ihr nicht ohne weiteres feststellen Auch hier braucht man daher eine
Zusatzroutine einen sogenannten x path test um die fehlerabh

angigen Pfade von den 	unabh

angigen
zu unterscheiden
Unter 	wertiger Logik stellt sich dieses Problem wie die R

uckw

artsimplikation in Abbildung  b
zeigt nicht
Fazit Zwar ist das Roth	Kriterium zur Auswertung von Dominatoren f

ur gewisse Situationen geeig
net vgl Abbildung  a komplexere F

alle k

onnen jedoch nur mit einem erheblichen Zusatzaufwand
	
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bew

altigt werden Das in COAT verwendete Kriterium hingegen ist f

ur beide in Abb  dargestellten
Situationen gleichermaen geeignet einfach zu handhaben und bietet zudem die konzeptionell sch

onere
Darstellung
 Lernen
Das indirekte Implikationsverfahren das ich jetzt beschreiben werde verdankt seine Entstehung einer
Beobachtung aus der Praxis Bei der Untersuchung redundanter also nicht testbarer Fehler  Abschnitt
 stellte man fest da die Ursachen f

ur Redundanzen h

aug lokaler Art waren Zu ihrer Aundung
reichte oft schon die Betrachtung eines Teilschaltkreises aus
Genauere Untersuchungen zeigten da derselbe Eekt bei indirekten Zusammenh

angen beobachtbar
ist Auch zur Erkennung solcher Abh

angigkeiten gen

ugt oft die Untersuchung eines kleinen Teiles des
Gesamtschaltkreises Aus Ezienzgr

unden war es daher naheliegend die Suche nach indirekten Zusam
menh

angen wenn m

oglich auf Teilschaltkreise zu konzentrieren
Doch wie untersucht man Teilschaltungen die mitten im Schaltungsgraphen liegen) Die Belegung innerer
Signalknoten l

at sich im normalen Testablauf nur schwer kontrollieren der Aufz

ahlungsproze des
branch  boundAlgorithmus beschr

ankt sich auf PIs und Signale in Teilschaltkreisen lassen sich nur
indirekt beeinussen
01
01
01
01
01
01
f
mögliche Input-
konfigurationen
0  1  1
1  0  1
x1
x2
z
indirekte
Einschrän-
kung: 0   b(y)
1. Aufzählschritt - b
1
01
0
01
01
f
x1
x2
y=1!z
Belegung nach direkter Implikation: b
01
1
1
01
01
f
x1
x2
y=1!z
f=0
a 2. Aufzählschritt - bf=1a
a
Abbildung  Indirekte Einschr

ankung
Aus diesem Problem heraus entstand die Idee zur Aundung indirekter Zusammenh

ange den
Aufz

ahlungsproze zu lokalisieren das heit ihn auf interne Schaltsignale auszuweiten M Schulz pr

agte
f

ur Algorithmen die auf dieser Idee basieren den Begri Lernen 
STS
In den folgenden Kapiteln werde ich diese Technik genauer beschreiben Meine Beschreibung wird sich
etwas von Schulz Originalarbeit unterscheiden da ich hier eine auf die Akers	Logik zugeschnittene Form
	
 Indirekte Implikation  Lernen
des Lernens darstellen werde Neu ist zudem das Lernen unter der Fehlerstelle  

 Lernen indirekter Einschr
	
ankungen
Ich beginne meine Ausf

uhrungen

uber das Lernen mit der Betrachtung indirekter Einschr

ankungen Ich
will diesen Begri an einem Beispiel erl

autern und zugleich ein passendes Lernverfahren f

ur diese Klasse
indirekter Zusammenh

ange angeben
Beispiel
Der Teilschaltkreis in Abbildung  sei ein Ausschnitt aus einer gr

oeren Schaltung Alle Signale seien
fehlerunabh

angig ansonsten aber unspeziziert dh die Belegung aller Signalknoten ist f g Die
Anfangsbelegung sei b
a

Durch direkte Implikationen ist keine Einschr

ankung von b
a
m

oglich # die Belegung aller Inputsignale
der drei Gatter in der Teilschaltung ist f g also unspeziziert und folglich kann eine Gatterimplikation
auch keine Einschr

ankungen am Gatterausgang implizieren
Ich betrachte nun das OR	Gatter z Obwohl f

ur seine Gatterbelegung gilt b
a
x

 ! b
a
x

 ! b
a
y !
f g ist hier doch eine Einschr

ankung m

oglich Betrachtet man n

amlich die an Gatter z m

oglichen
Eingabekombinationen so stellt man fest da lediglich die 	Tupel   und  erzeugbar sind
Die Eingabe   hingegen l

at sich # aufgrund der Schaltungsstruktur # an z nicht anlegen  
w

are aber die einzige Belegung die eine  an Signal y erzeugen kann Somit gilt also   by und damit
by ! fg
Der direkten Implikation bleibt diese Tatsache verschlossen weil sie von der Unabh

angigkeit der Ein
gangssignale von z ausgeht # obwohl zwischen diesen ausgel

ost durch den FanOut f  eine Abh

angigkeit
besteht Da jede Einschr

ankung die von der direkten Implikation nicht gefunden wird per Denition
indirekt ist gilt dies auch f

ur den oben gefundenen Zusammenhang an y
Die Frage ist nun wie man diese Information algorithmisch gewinnen kann Durch Ausweitung des
Aufz

ahlungsprozesses wie ich es oben schon angesprochen habe gelingt das wie folgt
Ich schr

anke die partielle Belegung von f auf eindeutige Werte ein und untersuche welche Schlufol
gerungen sich aus dieser Einschr

ankung ziehen lassen Dies tue ich f

ur alle an f m

oglichen logischen
Grundwerte und z

ahle damit explizit alle Belegungsm

oglichkeiten an f auf
Da b
a
f ! f g gilt kommen an f als totale Einschr

ankungen die Wertemengen fg und fg in Frage
Ich schr

anke b
a
f zun

achst auf die eine dann auf die andere Menge ein und f

uhre eine direkte Implikation
durch Ich erhalte zwei Einschr

ankungen von b
a
 b
f

a
und b
f

a
 Beide Belegungen sind in Abbildung
 gezeigt
Die beiden Einschr

ankungen machen zusammengenommen den bisher unentdeckten Zusammenhang
zwischen den Signalen x

und x

sichtbar denn es gilt am Gatterausgang von z b
f

a
y ! b
f

a
y ! fg
Welche Belegung man an f auch w

ahlt die Wertemenge an Signal y ist stets fg Die Aufz

ahlung erkennt
# im Gegensatz zur direkten Implikation # die Korreleation die der Fan	Out f zwischen den Inputs
der OR	Gatters erzeugt Resultat Eine Einschr

ankung der Ausgangsbelegung b
a
y ! f g ist m

oglich
Man sagt by ist indirekt einschr

ankbar auf fg
Das Lernprinzip f

ur indirekte Einschr

ankungen
Aus obigem Beispiel l

at sich folgende allgemeine Strategie zum Aufsp

uren indirekter Zusammenh

ange
ableiten die auf Arbeiten von M Schulz et al 
STS zur

uckgeht und im Testmustergenerator SOKRA
TES erstmals implementiert wurde Die Grundidee des Schulz schen Verfahrens kann man im folgenden
Lernprinzip f

ur indirekte Einschr

ankungen zusammenfassen



Eine naheliegende Verallgemeinerung ist es statt an einzelnen Signalen an ganzen Signalgruppen aufzuz

ahlen Solch
ein Vorgehen wird ua in KP
 vorgeschlagen und ist auch in COAT implementiert  	  Das prinzipielle Vorgehen

andert sich dadurch jedoch nicht Um die Beschreibung des Lernalgorithmus nicht unn

otig zu komplizieren konzentriere
ich mich zun

achst auf die einfachste Variante
	
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 Lernen
Sei b
a
eine partielle Schaltkreisbelegung F

uhre zum Lernen indirekter Ein
schr

ankungen an jedem fehlerunabh

angigen Signal s des Schaltkreises einzeln
folgende Aktionen durch
 Schr

anke b
a
s zun

achst auf fg dann auf fg ein Impliziere direkt Es
entstehen die Belegungen b
s

a
und b
s

a

 Gibt es in der Ausgangsbelegung b
a
eines Signals s

einen Wert w der
weder in b
s

a
noch in b
s

a
an s

angelegt werden kann dann kann b
a
s


um w eingeschr

ankt werden Die Aussage w  b
a
s

 bezeichnet man als
indirekte Einschr

ankung

 Lernen logischer Schl
	
usse
Implikationen nden im Verlauf der ATPG in groer Zahl statt Jede von ihnen sollte m

oglichst vollst

andig
sein und daher so viele indirekte Zusammenh

ange wie m

oglich erkennen Daher w

are es prinzipiell sinnvoll
an jede direkte Implikation ein Lernen indirekter Einschr

ankungen anzuschlieen
Der Laufzeitaufwand einer solchen regelm

aigen Untersuchung kann jedoch so gro werden da er jegli
chen aus dem Lernen resultierenden Laufzeitvorteil zunichte macht Aus Ezienzgr

unden ist man daher
bem

uht den Lernalgorithmus zum einen m

oglichst selten anzuwenden beispielsweise nur beim Auftre
ten einer Inkonsistenz um non	solution	areas m

oglichst schnell verlassen zu k

onnen 
SA und zum
anderen aus jedem Lernproze m

oglichst viele Informationen zu gewinnen # auch wenn einige von ihnen
nicht unmittelbar zu indirekten Einschr

ankungen f

uhren
Wie ein solcher indirekter Zusammenhang der nicht direkt zu einer logischen Einschr

ankung f

uhrt aus
sehen kann und warum es dennoch sinnvoll sein kann sich diesen Zusammenhang zu merken m

ochte ich
am folgenden Beispiel erl

autern
Beispiel
Gegeben sei die Teilschaltung in Abbildung  Die An
x1
x2
a
b
c
d
f
y
z
01
01
Aufzählschritt für b
01
01
01
01
01
01
0   b(x2)    0   b(f)
f=0
a
Abbildung  Lernen logischer Schl

usse
fangsbelegung b
a
beschreibe einen fehlerunabh

angigen
sonst aber unspezizierten Teilschaltkreis
Man beginne einen Lernproze an Signal f mit der to
talen Wertzuweisung b
a
f ! fg Die aus der direkten
Implikation resultierende Belegung sei b
f

a

Die Einschr

ankungen von b
a
nach b
f

a
ist in Abbildung
 so dargestellt da alle logischen Werte die in b
a

nicht aber in b
f

a
liegen durchgestrichen werden
Von Interesse ist nun die Wertemengeneinschr

ankung an
Signal x

 Zun

achst ist festzustellen da das Lernen ei
ner indirekten Einschr

ankung nach dem oben angegebe
nen Verfahren an x

nicht m

oglich ist Grund Der zwei
te Lernschritt also die Betrachtung von b
f

a
 b
a
mit
b
f

a
f ! fg liefert keine Einschr

ankung an x


Da trotzdem ein lernenswerter indirekter Zusammenhang existiert zeigt eine genauere Betrachtung des
ersten Lernschritts bzw seiner resultierenden Belegung b
f

a

b
f

a
umfat alle totalen konsistenten Einschr

ankungen b
t
&
b
a
von b
a
mit b
t
f ! fgWegen b
f

a
x

 !
fg folgt damit aber f

ur alle b
t
&
b
a

b
t
f ! fg  b
t
x

 ! fg 
Durch Anwendung des Gesetzes der Umkehrung 
A  B  B  A gewinnt man daraus die
logisch

aquivalente Aussage
b
t
x

 ! fg  b
t
f ! fg 
	
 Indirekte Implikation  Lernen
Daraus wiederum folgt f

ur alle partiellen Belegungen b
p
 b
a
 da die Wertemenge an f genau dann um
 eingeschr

ankt werden kann wenn auch die Signalbelegung von x

keine  mehr enth

alt
  b
p
x

   b
p
f 
Man

uberzeugt sich leicht da der Schlu  indirekt ist Dazu schr

anke man in Belegung b
a
die Werte
menge des Signals x

auf fg ein und impliziere direkt Nach  ist die Einschr

ankung b
x



a
f ! fg
m

oglich Sie wird von der direkten Implikation jedoch nicht gefunden
Der logische Schlu in  ist ein sch

ones Beispiel f

ur einen indirekten Zusammenhang der zwar nicht
unmittelbar zu einer Wertemengeneinschr

ankung f

uhrt im Laufe der Berechnung aber einen erneuten
Aufruf der Lernprozedur ersparen kann Sobald an Signal x

eine Einschr

ankung stattndet bei der der
Wert  entfernt wird kann auch die Wertemenge an f verkleinert werden ohne da nochmal ein expliziter
Lernvorgang durchgef

uhrt werden mu
Dazu mu der Schlu  lediglich zwischengespeichert eben gelernt werden Von diesem Lernen logischer
Schl

usse erhielt der gesamte Algorithmus des lokalen Aufz

ahlens seinen Namen


 Verallgemeinertes Lernen im ATPGSystem COAT
Was ich bisher beschrieben habe ist das Prinzip des Lernens nach Schulz 
STS Bevor ich auf Er
weiterungen dieses Verfahrens eingehe m

ochte ich die bisherigen Ergebnisse kurz zusammenfassen Das
Lernen besch

aftigt sich mit zwei Arten indirekter Implikationen
 Indirekte Einschr

ankungen Gemeint sind damit Signalbelegungen die logisch bereits st

arker fest
gelegt sind als die direkte Implikation dies feststellen kann Wissen

uber indirekte Einschr

ankungen
kann sofort zu einer Anpassung der Signalbelegung genutzt werden Ein Beispiel f

ur eine indirekte
Einschr

ankung ist die Folgerung   by in Abbildung 
 Logische Schl

usse sind Aussagen der Form w

 bs

  w

 bs

  Logische Schl

usse f

uhren
nicht unmittelbar zu einer Einschr

ankung der Signalbelegung werden jedoch in geeigneter Weise
zwischengespeichert um sp

ater zur Unterst

utzung der direkten Implikation herangezogen werden zu
k

onnen Ein Beispiel f

ur einen indirekten logischen Schlu ist die Folgerung   bx

   bf 
in Abb 
Nat

urlich ist das Lernen eines logischen Schlusses nur dann sinnvoll wenn er nicht ohnehin von der
direkten Implikation gefunden wird
Schulz erzielte mit dem von ihm vorgestellten Lernverfahren beachtliche praktische Erfolge 
SA
Durch Einsatz des Lernens gelang es erstmals auf jedem der bekannten kombinatorischen ISCAS	
Benchmarkschaltungen 
BF eine Fehler

uberdeckung von   zu erreichen
Trotzdem gibt es auch im Schulz schen Lernalgorithmus noch einige oene Punkte bzw Potential f

ur
Verallgemeinerungen

 Lernen unterhalb der Fehlerstelle
Einen Ansatzpunkt zur Verallgemeinerung stellt das Lernen unterhalb der Fehlerstelle dar Im Testmu
stergenerator SOKRATES sind vom Lernen alle die Signale s ausgenommen zu denen es einen gerich
teten Pfad von der Fehlerstelle aus gibt
Dies ist zun

achst erstaunlich da die Grundidee des Lernens allgemeing

ultig ist Das Aufz

ahlverfahren
kann im Prinzip an jedem Signal durchgef

uhrt werden # nur da an fehlerhaften Signalen auer den
Belegungen fg und fg zus

atzlich die Wertemengen fDg und fDg ber

ucksichtigt werden m

ussen Warum
also diese Beschr

ankung)
Ein Problem liegt sicherlich wieder in der Unsch

arfe der Roth	Logik # Oberhalb der Fehlerstelle ist deren
Codierung eindeutig    bzw X entsprechen den Wertemengen fg fg bzw f g Unterhalb
der Fehlerstelle wird die Roth	Codierung dagegen mehrdeutig da Wertemengen wie zB f g und
f  DDg gleichermaen durch X codiert werden vgl Tabelle 
Soll unter der Fehlerstelle an einem mit X beschrifteten Signal ein Lernproze gestartet werden dann
mu im Zweifelsfall die maximale Menge f  DDg aufgez

ahlt werden Folge Es werden eventuell mehr
Werte aufgez

ahlt als n

otig das Lernen wird dadurch nicht nur aufwendiger sondern auch ungenauer
		
 Indirekte Implikation  Lernen
Der entscheidende zweite Nachteil der Roth	Logik liegt in der Tatsache da die w

ahrend des Aufz

ahlungs
prozesses gelernte Information teilweise nicht darstellbar ist Zur Erl

auterung folgendes Beispiel
DD
0
DD 1
b
x1x2
z
01
1
DD 0
b
x1x2
z
Lernschritt 2: bLernschritt 1: b
d d
a a cc
f=0
a
f=1
a
indirekte Einschränkung
0D1D
01DD
DD 01
b
d
a c
01
x1x2
z
Ausgangsbelegung ba
Abbildung  Lernvorgang unterhalb der Fehlerstelle
Beispiel
Abbildung  zeigt einen fehlerabh

angigen Teilschaltkreis Ich erl

autere zun

achst anhand der Akers	
Logik welche lernenswerte Information sich in ihm verbirgt und erkl

are dann warum die Roth	Logik in
dieser Situation versagt
Die Ausgangsbelegung unter Akers	Logik sei b
a
 In ihr ist an den Signalen a und c ein Fehlereekt
beobachtbar Eine direkte Implikation oberes Bild impliziert am Ausgangsignal d des EXOR	Gatters z
die Belegung f  DDg also keine Einschr

ankung der Ausgangsbelegung
Nun starte ich einen Lernproze an Signal b Da b
a
b ! f g ist sind zu einer vollst

andigen Aufz

ahlung
hier zwei Lernschritte erforderlich auch die resultierenden Belegungen b
b

a
und b
b

a
habe ich in Abbil
dung  dargestellt
Wie man sieht ndet an Signal d eine Wertemengeneinschr

ankung von f  DDg auf f g statt Diese
indirekte Einschr

ankung liefert die Information da keine Fehlerpropagation

uber Signal d mehr m

oglich
ist # sicherlich eine wesentliche Aussage*
Was gesch

ahe nun mit diesem Wissen unter Roth	Logik) # Antwort Die 	wertige Logik repr

asentiert
die Belegung vor f  DDg und nach dem Lernen f g beide durch X und da kein Unterschied
darstellbar ist l

at sich die durch das Lernen gewonnene Information auch nicht nutzen*
Bezeichnenderweise spricht man beim Lernen unter Roth von uniquely dened values statt von indirekten
Einschr

ankungen  Nur indirekte Einschr

ankungen auf totale Belegungen und damit auf Wertemengen
mit einem eindeutig bestimmten Signalwert sind darstellbar Die Schw

achen der Logik schlagen sich in
der Begrisbildung nieder
Das Beispiel zeigt zweierlei Erstens Es gibt auch unterhalb der Fehlerstelle lernenswerte indirekte Zu
sammenh

ange Zweitens Die Unsch

arfe der Roth	Logik macht es sehr schwierig und teilweise sogar
	
 Indirekte Implikation  Lernen
unm

oglich dieses Zusatzwissen zu gewinnen Deswegen wird in Roth	Testmustergeneratoren auf ein Ler
nen unterhalb der Fehlerstelle verzichtet
Das Lernverfahren unter AkersLogik Zusammenfassung
Bei Verwendung der Akers	Logik ist Lernen unterhalb der Fehlerstelle nicht nur m

oglich es ergibt sich
auch ganz nat

urlich aus dem f

ur den Bereich oberhalb der Fehlerstelle beschriebenen Verfahren An dem
Vorgehen nach Schulz sind nur wenige kleine

Anderungen n

otig
 Eine Fallunterscheidung zwischen fehlerab	 und unabh

angigen Signalen ist nicht mehr erforderlich
da jetzt an allen Signalen gelernt wird
 Statt sich auf uniquely dened values also auf totale Einschr

ankungen beschr

anken zu m

ussen
k

onnen unter Akers	Logik beliebige indirekte Einschr

ankungen gelernt werden
 Oberhalb der Fehlerstelle bleibt der Lernproze unver

andert Unterhalb der Fehlerstelle werden in
die Aufz

ahlprozedur zus

atzlich zu den totalen Belegungen fg und fg noch die fehlerabh

angigen
Belegungen fDg und fDg miteinbezogen
Das Lernen logischer Schl

usse l

at sich analog zu dem beschriebenen Vorgehen f

ur indirekte Ein
schr

ankungen auf den fehlerabh

angigen Fall

ubertragen



 Der Lernvorgang
In den vorangegangenen Abschnitten habe ich die Aufgabenstellung und den grunds

atzlichen Ablauf des
Lernens vorgestellt Abschlieend werde ich nun den Lernalgorithmus des Testmustergenerators COAT
beschreiben Zur graphischen Veranschaulichung dient das Fludiagramm in Abbildung 
 Algorithmische Darstellung des Lernprozesses 
aktuelle Belegung b
a

forall s  S 
do
forall w  b
a
s 
do
w an s einp
anzen Modizierung der Ausgangsbelegung b
a
durch die totale
Einschr

ankung b
a
s ! fwg
direkte Implikation Anwendung des in Kapitel  beschriebenen Algorithmus
Die resultierende Belegung sei b
s
w
a

Lernkriterium erf

ullt Analyse der Belegung b
s
w
a
 An jeder Grundzelle z an
der eine Gatterimplikation stattgefunden hat wird das Lernkriterium

uberpr

uft Dabei wird getestet ob eine Implikation an z durch
gef

uhrt wurde die die Wertebelegung eines Signals s

auf w

eingeschr

ankt hat und deren Umkehrimplikation indirekt ist
Zusammenhang lernen War das Lernkriterium f

ur w

an s

erf

ullt so wird
der indirekte Zusammenhang w

 b
a
s

 w  b
a
s gelernt
Belegung wiederherstellen Entspricht einer Wiederherstellung der Ausgangs	
belegung b
a
 Auf ihr kann der n

achste Schritt des Aufz

ahlprozesses
durchgef

uhrt werden
od
Indirekte Einschr

ankung m

oglich Ist an einem Signal s

in allen Lernschritten dieselbe
Einschr

ankung um Wert w

m

oglich so ist die Wertemenge an s

indirekt einschr

ankbar

Die Bestimmung der Umkehraussage beim Lernen logischer Schl

usse wurde von Schulz in einer Weise dargestellt die
sich nicht ohne weiteres auf AkersLogik und das Lernen unterhalb der Fehlerstelle

ubertragen lie Ich habe die Schulzsche
Darstellung daher in Abschnitt 	 stillschweigend verallgemeinert In dieser Form ist das Verfahren jetzt unmittelbar auf
den AkersFall

ubertragbar
	
 Indirekte Implikation  Lernen
Beginn
Signal-
wert
für alle logischen
Grundwerte w    b(s)
Signal-
knoten
für alle Signalknoten s
im Schaltkreis
nein
ja
Ende
Signal-
knoten
Bele-
gung an Signal s’
in jedem Lernschritt um
w’ einschränk-
bar ?
indirekte
Einschränkung
an s durchführen
Signal-
wert
Lernen logischer
Schlußfolgerungen
L
er
n
en
 l
o
g
is
ch
er
 S
ch
lu
ß
fo
lg
er
u
n
g
en
w an s
einpflanzen
direkte Implikation
nein
Belegung vor dem
Einpflanzen von w
wiederherstellen
ja
Zusammenhang lernen:
w’   b(s’)      w   b(s)
Lern-
kriterium für
Wert w’ an einem 
Signal s’ erfüllt
?
Abbildung  Fludiagramm des Lernens
	
 Indirekte Implikation  Lernen
Indirekte Einschr

ankung durchf

uhren Modizierung von b
a
durch die totale
Einschr

ankung w

 b
a
s

 Damit steht die gelernte Implikation der
Testmustergenerierung zur Verf

ugung
od

 Erweiterungen
An dem im letzten Abschnitt beschriebenen Grundalgorithmus sind Erweiterungen m

oglich die ich bisher
noch nicht besprochen habe Auch gibt es einige Implementierungseinzelheiten die ich der Einfachheit
halber weggelassen habe Aus dieser Menge zus

atzlicher Details m

ochte ich kurz ein paar interessante
Punkte herausgreifen
Statisches und dynamisches Lernen
Man kann das Lernen in einer Vorberechnung einsetzen statisches Lernen oder es mit dem direkten
Implikationsverfahren kombinieren und so in die eigentliche Testmustergenerierung integrieren dynami
sches Lernen Da das dynamische Lernen zus

atzliche Informationen

uber die aktuelle Belegung nutzen
kann ist es naturgem

a m

achtiger als die statische Variante Der Laufzeitaufwand ist bei dynamischer
Anwendung allerdings auch betr

achtlich h

oher
Lernen an mehreren Signalknoten
Das Schulz sche Verfahren l

at sich erweitern indem der Aufz

ahlungsproze auf Signalgruppen ausge
dehnt wird # dh man z

ahlt nicht nur totale Belegungen an einem einzigen Signal auf sondern auch
Belegungskombinationen an einer Gruppe von Signalen 
KP vgl auch Abschnitt 
Ein Extremfall dieser Erweiterung w

are es alle totalen Schaltkreisbelegungen aufzuz

ahlen Dies ent
spr

ache im Prinzip einer vollst

andigen Implikation und w

urde da dieses Problem NP	hart ist  Satz
 zu exponentiellen Laufzeiten f

uhren Hier mu ein Kompromi zwischen m

oglichst hoher Genauig
keit und vertretbarem Zeitaufwand gefunden werden
Einschr

ankung des Aufz

ahlraumes
Um den gerade beim dynamischen Lernen erheblichen Laufzeitaufwand zu verringern gibt es Ans

atze
den Lernproze nur an Signalen durchzuf

uhren an denen die Wahrscheinlichkeit indirekte Implikatio
nen zu nden besonders gro ist Kandidaten daf

ur sind FanOutPunkte also Signalknoten mit Aus
gangsgrad   siehe Beispiel in Abbildung  oder Rekonvergenzgatter an denen sich zwei an einem
Fan	Out	Punkt auseinandergehende Pfade wieder treen wie im Beispiel in Abbildung  Genaueres

uber dieses Verfahren des orientierten Lernens ndet man in 
KP
	
Kapitel 
Vorgaben Ausnutzung von
Entwerferwissen
Obwohl sich die bisher vorgestellten ATPG	Verfahren sowohl bei der Testgenerierung als auch bei der
Redundanzidentizierung bew

ahrt haben 
SA l

at sich mit ihnen bei sehr groen Schaltungen h

aug
nicht die gew

unschte Fehler

uberdeckung erzielen
So erreichte zB das ATPG	System SOKRATES 
STS dem immerhin eine 	ige Fehler

uber
deckung auf allen ISCAS	Benchmarkschaltungen 
BF gelang bei der Untersuchung eines Schaltkreis
entwurfs f

ur einen 	Bit Gleitkommamultiplizierer nach einer Laufzeit von

uber  Tagen lediglich eine
Fehler

uberdeckung von   
Spa
Die Praxis zeigt da es in Entw

urfen von der Gr

oe des genannten Multiplizierers meist eine kleine Zahl
extrem schwer testbarer Fehler gibt Die Generierung eines Tests f

ur diese letzten  bis   aller Fehler
stellt besondere Anforderungen an das Testgenerierungssystem

Ahnliche Probleme ergeben sich beim
Redundanznachweis f

ur nicht testbare Fehler
Auf der Suche nach neuen Verfahren die eine erfolgreiche Testmustergenerierung auch in Extremsitua
tionen erm

oglichen wurde die Idee geboren dem Testmustergenerator COAT Zusatzwissen des Schalt
kreisentwerfers zur Verf

ugung zu stellen
Der Schaltkreisentwerfer verf

ugt n

amlich gerade bei sehr groen Schaltungen

uber highlevel	
Informationen die dem auf Gatterebene operierenden ATPG	Algorithmus nicht ohne weiteres zur
Verf

ugung stehen Der Entwerfer kennt beispielsweise an Bussen geltende Wertebereichseinschr

ankun
gen oder entwickelt spontan aussichtsreiche Teststrategien zB eine einfache Vorgehensweise um einen
Fehlereekt von einem eingebetteten Modul der Schaltung zu den POs zu propagieren W

are dieses Wis
sen f

ur das ATPG	System COAT nutzbar so die Idee dann w

urde es die Testgenerierung deutlich
vereinfachen
Das zentrale Problem dabei ist nat

urlich die L

osung der Frage wie man dieses menschliche Wissen einem
Testalgorithmus zur Verf

ugung stellen kann Im Testmustergenerator COAT werden dazu sogenannte
Vorgaben constraints	 verwendet die es erlauben die Menge der m

oglichen Belegungen an beliebigen
internen Leitungen und Bussen der Schaltung zu beschr

anken
Ein

ahnliche Vorgehensweise wird mit der Verwendung sogenannter Restriktoren in 
KLG verfolgt Das
dort vorgestellte System basiert jedoch auf dem PODEM	Algorithmus  Abschnitt  und erlaubt
daher nur Beschr

ankungen an den prim

aren Eing

angen also eine partielle Vordenition des erwarteten
Testmusters Wie ich im folgenden zeigen werde k

onnen aber gerade mit Vorgaben an inneren Signalen
auf die Restriktoren keinen unmittelbaren Einu haben interessante Ergebnisse erzielt werden
Genutzt werden die Vorgaben des Testmustergenerators COAT in einem System zur interaktiven Test
mustergenerierung welches voll in das CADIC	Entwurfssystem vgl 
Hotz 
BHKM und 
Bur
integriert und  auf der International Test Conference 
BHHK vorgestellt wurde
Eine graphische Ober

ache zur Steuerung der Testalgorithmen stellt die Testshell von M Krallmann

Kra dar Die Testshell erlaubt nicht nur einen bequemen und einheitlichen Aufruf aller Testwerk
zeuge von der graphischen Ober

ache aus sondern dient dar

uber hinaus zur Visualisierung diverser

 Vorgaben  Einfuhrende Beispiele
Datenstrukturen bzw Endergebnisse des Testvorgangs Schaltkreisbelegungen Fehler

uberdeckung
Sie erm

oglicht insbesondere eine graphische Eingabe der Vorgaben # eine f

ur den Testingenieur sehr
komfortable Art der Spezikation
 Einf

uhrende Beispiele
Zwei Beispiele sollen den Einsatz von Vorgaben motivieren und zugleich deren Wirkungsweise erl

autern
(expa > expb)?
|expa - expb|
norm_shift
rund_shift
Betrag- und Vorzeichenaddierer
Vertauschung
Denormalisierer
Normalisierer
Rundung
1**...*
000...0
mandatorische 
Vorgabe:
/27/
/27/
/5/
/5/
/23/
/23/
/26/
/23/
/23/ /23/
signa
signs
signbmanta
mants
mantb
B
u
s 
B
Abbildung  Mandatorische Vorgabe an Bit Gleitkommaaddierer
Beispiel
Abbildung  zeigt den Mantissenteil eines Gleitkommaaddierers Zum besseren Verst

andnis will ich die
Funktion der Schaltung kurz skizzieren
Die prim

are Schaltkreiseingabe stellen zwei vorzeichenbehaftete Mantissen also sign
a
mant
a
 und
sign
b
mant
b
 dar Das VertauschungModul vertauscht diese beiden Operanden falls f

ur die zugeh

ori
gen Exponenten

gilt exp
a
 exp
b
 Dies soll sicherstellen da zur Denormalisierung stets die Mantisse
mit dem kleineren Exponenten ausgew

ahlt wird Beim Denormalisierungsshift wird die betroene Man

Die Kommunikation mit dem Exponententeil des Gleitkommaaddierers geschieht

uber die in Abbildung  am linken
Bildrand dargestellten Leitungen

 Vorgaben  Einfuhrende Beispiele
tisse um +
ex
! jexp
a
 exp
b
j nach rechts geshiftet die herausgeshifteten Bits werden abgeschnitten und
die links freiwerdenden Bitpositionen mit Nullen aufgef

ullt
Nachdem die Exponenten durch Denormalisierung angeglichen wurden werden die beiden Operanden
im Betrag und Vorzeichenaddierer addiert Das Ergebnis wird vom NormalisiererModul durch Links
shift in die normalisierte Darstellung

uberf

uhrt Die Rundung reduziert das Ergebnis auf die durch die
Eingabeoperanden vorgegebene Mantissenl

ange
Der Schaltkreisentwerfer mit dem Aufbau des Schaltkreises vertraut verf

ugt

uber die high	level	
Information da die Signalbelegung am Ausgang des Normalisierers Bus B im korrekten Schaltkreis
der Darstellung einer noch ungerundeten normalisierten Mantisse entspricht
Diese Normalisierung hat eingeschr

ankte Belegungsm

oglichkeiten an Bus B zur Folge denn in normali
sierter Darstellung ist das f

uhrende Bit der Mantisse stets  # auer bei der Darstellung der Zahl  die
als  deniert ist
An B sind im korrekten Schaltkreis folglich nur Belegungen aus folgenden beiden Mengen erlaubt
fg  f g f g  f g
oder
fg  fg  fg   fg
wobei die Menge der Busbelegungen als Kreuzprodukt der an den Einzelleitungen erlaubten Belegun
gen beschrieben ist Aus Gr

unden der einfacheren Darstellung f

uhre ich zur Vorgabenspezikation eine
abk

urzende Schreibweise ein
Schreibweise
Bei der Angabe von Busbelegungen wird statt der Mengen fg fg bzw f g kurz   bzw  geschrieben
Das Kartesische Produkt dieser Mengen wird durch eine Konkatenation der neuen Symbole ersetzt
Die abk

urzende Darstellung f

ur die beiden oben genannten Belegungsmuster ist damit
   statt fg  f g f g   f g
bzw
   statt fg  fg  fg   fg
Die auf diese Weise spezizierten Muster beschreiben alle am Bus B im korrekten Schaltkreis m

oglichen
Belegungen Fehler die mit diesen Mustern an B nicht getestet werden k

onnen sind damit von vorneherein
redundant
Dem Entwerfer erscheint diese Tatsache aus seiner high	level	Sicht oensichtlich Der Testgenerierungsal
gorithmus mu dieses Wissen jedoch aus der Schaltkreisdarstellung auf Gatterebene extrahieren was ein
schwieriges Problem darstellt # man bedenke nur die riesige Zahl von Schaltm

oglichkeiten im oberhalb
von B gelegenen Teil der Schaltung
Die Information da an B nur noch diesen Mustern entsprechende Belegungen zugelassen sind bezeichne
ich als Vorgabe constraint	 Wie diese Vorgabe an den ATPG	Algorithmus

ubergeben bzw von diesem
verarbeitet wird erkl

are ich sp

ater zun

achst geht es mir um die Motivation des Konzeptes Graphisch
repr

asentiere ich Vorgaben vorl

aug durch die zugeh

origen Belegungsmuster vgl Abbildung 
Die obige Vorgabe ist

ubrigens von praktischer Bedeutung Mit ihr ist es dem TestmustergeneratorCOAT
m

oglich schwierige Redundanzen im Rundungsmodul des Addierers die bei automatischer Vorgehens
weise selbst mit erheblichem Laufzeitaufwand nicht zu klassizieren waren innerhalb von einer Minute
zu identizieren 
BHHK
Zusammenfassend sind folgende Bemerkungen zu obigem Beispiel festzuhalten
 Die im Beispiel betrachtete Vorgabe ist verbindlich mandatorisch	 dh an Bus B sind nur Bele
gungen erlaubt die den obigen Mustern entsprechen

 Vorgaben  Einfuhrende Beispiele
 Durch die Einschr

ankung der Belegungsm

oglichkeiten am betroenen Bus verkleinern verbindli
che Vorgaben insbesondere auch den Suchraum denn man kann die Suche nach einem Test auf
die Belegungen bzw die zugeh

origen Eingabemuster der Schaltung beschr

anken die die Vorgabe
respektieren Dadurch sind verbindliche Vorgaben besonders n

utzlich beim Aunden von Redun
danzen
Neben den mandatorischen Vorgaben zur Identizierung von Redundanzen gibt es noch einen weiteren
wichtigen Vorgaben	Typ die optionalen Vorgaben Diese sind insbesondere daf

ur geeignet den Such
proze zu steuern und zu helfen einen Test zu nden sofern ein solcher existiert Auch dazu gebe ich
ein Beispiel
Modul M
000...0
optionale 
Vorgabe:
’+’
Selektor
Fehler-
propagation 
über linken
Operanden
B
u
s 
BBus A
ALU
(arithmetic logic unit)
0
1
0
Abbildung  Optionale Vorgabe an einer ALU
Beispiel
Man betrachte Abbildung  Es sei angenommen da im Rahmen der ATPG ein Defekt im Modul M
untersucht wird Am Ausgang von M sei ein Fehlereekt bereits beobachtbar die Aufgabe besteht nun
darin die Propagation

uber die ALU arithmetic logic unit	 sicherzustellen
Oensichtlich gibt es daf

ur verschiedene M

oglichkeiten die je nachdem welche Operation an der ALU
ausgew

ahlt wird unterschiedlich erfolgversprechend sein k

onnen
W

ahlt man beispielsweise die bitweise AND	Funktion so kann es zu einer Fehlermaskierung kommen
wenn das den Fehlereekt tragende Signal des linken Busses A mit einer am rechten Operanden an
liegenden  verundet wird

Ahnliches gilt f

ur das bitweise OR und auf  gesetzte Signale am rechten
Operanden
Stellt man die ALU auf  ein ist eine Fehlerpropagation in fast jedem Fall sichergestellt addiert man
zwei positive sich auf mindestens einer Bitposition unterscheidende Bin

arzahlen a und a

zu demselben
Wert b so unterscheiden sich auch die Ergebnisse c und c

 Lediglich beim Auftreten eines Overow w

are
noch eine Maskierung denkbar in dem Fall da der Fehler sich nur auf das vorderste Bit von a

auswirkt
und dieses bei der Addition dadurch abgeschnitten wird da die ALU keinen Overow darstellt Ein
Overow kann jedoch vermieden werden indem man den rechten Operanden auf  setzt

 Vorgaben  Begrisbildung
Der Schaltkreisentwerfer besitzt in diesem Fall also das Wissen da sich eine Fehlerpropagation von Bus
A zu den POs f

ur jede beliebige Belegung von A erreichen l

at wenn zB der rechte Operand auf  
und der Selektor f

ur das Rechenwerk der ALU auf  eingestellt wird Diese Wahl stellt nicht die einzige
Propagationsm

oglichkeit dar aber eine sehr aussichtsreiche # und erleichtert die Testgenerierung damit
erheblich
Im Vergleich zum Beispiel des Mantissenaddierers ergeben sich am Beispiel der ALU folgende neue Ge
sichtspunke
 Die ALU	Vorgabe ist optional denn es gibt auch andere M

oglichkeiten eine Propagation des linken
Operanden zu erreichen zB Setzen des rechten Operanden auf  bei Selektion der bitweisen
AND	Funktion Ein Test ist auch mit anderen als den durch die Vorgabe festgelegten Belegungen
denkbar F

uhrt eine optionale Vorgabe zu einer Inkonsistenz kann also nicht ohne weiteres auf
Redundanz geschlossen werden
 Die Vorgabe sollte mit einer Fehlerbereichsselektion kombiniert werden da die Vorgabe auf Fehler
eekte im Modul M zugeschnitten und in anderen Situationen zB dann wenn eine Fehlerpropa
gation

uber den rechten Operanden erfolgen soll eventuell nicht sinnvoll ist
 Die Vorgabe erleichtert die Propagation des Fehlereektes Damit unterst

utzt sie die ATPG bei der
Generierung eines Tests
Man beachte da die Constraint	Belegungen am rechten Operanden und am Selektor der ALU eine
Einheit bilden dh ihre Wirkung ergibt sich erst durch Kombination der Einschr

ankung an beiden Stel
len Die bei der Spezikation von Vorgaben zusammengeh

orenden Leitungsstr

ange m

ussen also nicht
notwendigerweise mit Bussen in der technischen Realisierung des Schaltkreises

ubereinstimmen
 Begri
sbildung
In den vorangegangenen Beispielen habe ich das Vorgabenkonzept von COAT vorgestellt und zugleich
motiviert Ich will die dabei informal eingef

uhrten Begrie nun genauer denieren
Zuvor m

ochte ich noch kurz darauf hinweisen da es n

otig ist zwischen Belegungen des korrekten Schalt
kreises auf die sich die Vorgaben beziehen und den parallelen Darstellungen von korrektem und inkor
rektem Schaltkreis die die Berechnungsgrundlage des ATPG	Algorithmus bilden zu unterscheiden
Parallele Belegungen unter Akers	Logik habe ich in Abschnitt  als Abbildungen der Form b  S  L
A
deniert Belegungen des korrekten Schaltkreises k

onnen analog # da die fehlerabh

angigen Grundwerte
D und D entfallen # durch Abbildungen der Form   S  ffg fg f gg dargestellt werden
Um dem Leser die Unterscheidung zwischen Belegungen des korrekten Schaltkreises und der Paralleldar
stellung zu erleichtern werde ich Belegungen des korrekten Schaltkreises in der Folge mit  und Akers	
Belegungen wie gewohnt mit b bezeichnen
Ich deniere nun die Begrie Bus und Menge erlaubter Busbelegungen 
Denition 
Sei C ein korrekter	 Schaltkreis S die Menge seiner Signale
 Ein nTupel von Signalen B ! s

 s

  s
n
 s
i
 S 
 i heit Bus der Breite n Es mu nicht
notwendigerweise zu einem Bus in der technischen Realisierung korrespondieren
 Eine Vorgabe Constraint v
B
an Bus B beschreibt eine Menge erlaubter BusbelegungenM
v
B
an Bus B
 Eine totale Belegung   S  ffg fgg des korrekten	 Schaltkreises C heit konsistent zu einer
Vorgabe v
B
 wenn die durch  gegebene Belegung des Busses B in der Menge erlaubter Busbelegungen
M
v
B
enthalten ist

 Vorgaben  Spezikation von Vorgaben
Ich habe in den obigen Beispielen den mandatorischen und den optionalen Vorgabentyp schon vorgestellt
Den Unterschied zwischen beiden beschreibt folgende Denition
Denition 
 Eine Vorgabe v
m
B
heit mandatorisch verbindlich wenn sie eine zwingende Beschr

ankung
des Testsuchraumes beschreibt Kann der Testmustergenerator in dem durch v
m
B
gegebenen Teil des
ATPGSuchraumes keinen Test zu einem elementaren Zellenfehler f nden so markiert er f als
redundant


 Eine Vorgabe v
o
B
heit optional wenn sie eine nicht zwingende Einschr

ankung des Testsuchraumes
beschreibt Kann der Testmustergenerator in dem durch v
o
B
vorgegebenen Teil des Suchraumes keinen
Test zu einem elementaren Zellenfehler f nden so markiert er f als unklassiziert
Sinn der Unterscheidung zwischen mandatorischen und optionalen Vorgaben ist es Entwerferwissen un
terschiedlicher Auspr

agung ad

aquat beschreiben zu k

onnen
Verbindliche Vorgaben setzen ein exaktes Wissen

uber den Schaltkreis voraus denn der Testingenieur
garantiert ja mit der Eingabe mandatorischer Constraints da auerhalb des durch die Vorgabe beschrie
benen Teilsuchraumes keine Tests m

oglich sind
Optionale Vorgaben hingegen dienen dazu vages Wissen zu beschreiben zB Schaltkreisbelegungen die
nach Ansicht des Testingenieurs das Finden eines Tests vereinfachen vgl dazu das ALU	Beispiel im
vorangegangenen Abschnitt Optionale Vorgaben garantieren nicht da auerhalb des von ihnen vorge
gebenen Suchteilraumes keine Tests existieren Eine Redundanzerkennung ist mit optionalen Vorgaben
nicht m

oglich
Die Unterscheidung soll es dem Testingenieur erm

oglichen sein high	level	Wissen m

oglichst exibel in
Vorgaben umsetzen zu k

onnen
Der Einfachheit halber will ich im folgenden annehmen da entweder nur mandatorische oder nur optio
nale Vorgaben verwendet werden


 Spezikation von Vorgaben
Im Abschnitt  habe ich eine Vorgabe abstrakt als Menge von Busbelegungen deniert Nicht gesagt
habe ich bisher wie diese Menge vom Testingenieur tats

achlich angegeben also speziziert	 werden soll
An eine gute Vorgaben	Spezikation werden verschiedene Anforderungen gestellt Sie sollte kurz und

ubersichtlich sein dh den Eingabeaufwand klein halten und von der Datenmenge her

uberschaubar
bleiben und zugleich m

achtig in dem Sinne da sich jede beliebige Wertemengeneinschr

ankung durch
sie beschreiben l

at
Im Testmustergenerator COAT wurde ein Mittelweg zwischen komfortaber Eingabem

oglichkeit f

ur den
Benutzer und algorithmusgerechter Spezikation gew

ahltDas System stellt dazu verschiedene Spezika
tionstechniken zur Verf

ugung die ich jetzt vorstellen will

Als redundant bezeichnet man Fehler f

ur die es keine Tests gibt weil der Defekt das Schaltverhalten des Gesamtschalt
kreises nicht beeinut  Abschnitt 

Die gleichzeitige Verwendung von optionalen und mandatorischen Vorgaben bringt insofern keine Vorteile als sich eine
Testmustergenerierung mit mandatorischen und optionalen Vorgaben stets durch mehrere reine Programml

aufe simulieren
l

at
	
 Vorgaben  Spezikation von Vorgaben

 Vorgaben und Vorgabevektoren
Eine triviale M

oglichkeit der Spezikation w

are es alle erlaubten oder alternativ untersagten totalen
Busbelegungen explizit aufzuz

ahlen Da deren Anzahl jedoch exponentiell mit der Busbreite w

achst ist
dieses Verfahren f

ur den Benutzer zu aufwendig
Darum werden in COAT Belegungsmuster verwendet um Wertemengen kompakt beschreiben zu k

onnen
diese Vorgehensweise wurde ja schon implizit auf Seite  vorgestellt Ich bezeichne solche Belegungs
muster von nun an als Vorgabevektoren
Denition 
Sei B ! s

  s
n
 ein Bus der L

ange n
Ein Vorgabevektor  ist ein nTupel  ! x
s

  x
s
n
 mit x
s
i
 f  g 
 i
Die Menge der von  spezizierten Belegungen M

ist wie folgt gegeben Sei 
B
!
s

  s
n
 eine totale Belegung von B Dann gilt

B
M

 
 i mit x
s
i
!     
B
s
i
 ! fx
s
i
g
Beispiel
Sei B ein Bus der L

ange  Die folgende Menge erlaubter Busbelegungen
M ! f                       g
l

at sich kompakt durch die beiden Vorgabevektoren


!     und 

!    
darstellen
Im System COAT werden Vorgaben

uber drei Mengen von Vorgabevektoren speziziert
Denition 
Sei B ! s

  s
k
 ein Bus der L

ange k Eine Vorgabe Constraint v
B
an B ist gegeben durch
v
B
! fv
f
B
 v
r
B
 v
e
B
g mit
v
f
B
! f
f
g die Menge des xed	Vektors
v
r
B
! f
r

 
r
m
g die Menge der restrict	Vektoren sowie
v
e
B
! f
e

 
e
n
g die Menge der exclude	Vektoren
v
f
B
 v
r
B
und v
e
B
beschreiben folgende Belegungsmengen
M
v
f
B
!

f g
k
 falls v
f
B
! 	
M

f
 sonst
M
v
r
B
!



f g
k
 falls v
r
B
! 	
m
S
i

M

r
i
 sonst
M
v
e
B
!



f g
k
 falls v
e
B
! 	
f g
k
n
n
S
i

M

e
i
 sonst
Die zu v
B
geh

orende Belegungsmenge M
v
B
ist M
v
B
!M
v
f
B
M
v
r
B
M
v
e
B

Um die Unterschiede zwischen den einzelnen Vektortypen zu verdeutlichen werde ich xed	 restrict	
und exclude	Vektoren jetzt im einzelnen betrachten ihre jeweiligen Vorteile und Einsatzgebiete nennen
und sie an Beispielen erl

autern

 Vorgaben  Spezikation von Vorgaben
FixedVorgaben
Die xed	Vorgabenmenge v
f
B
! f
f
g enth

alt nur einen einzigen Vorgabevektor Die M

oglichkeiten
Busbelegungen in M
v
f
B
zu spezizieren sind damit zwar beschr

ankt daf

ur lassen sich xed	Vorgaben
vom ATPG	Algorithmus besonders ezient auswerten  Abschnitt 
Fixed	Constraints werden verwendet wenn Teile des betrachteten Busses auf eine ganz bestimmte Be
legung xiert werden sollen Sie k

onnen die Vorgabenspezikation an sehr breiten Bussen bei denen an
bestimmten Leitungen immer das gleiche Muster auftaucht erleichtern
Um Fixed	Vorgaben von den anderen beiden Typen unterscheiden zu k

onnen werde ich den Vorgaben
vektor 
f
im folgenden durch die Markierung f kennzeichnen
Beispiel
Der Constraint an der ALU in Abbildung  Seite  ist eine optionale xed	Vorgabe Sie wird
speziziert durch den Vorgabevektor
f   
RestrictVorgaben
Die restrict	Vorgabenmenge v
r
B
! f
r

 
r
m
g ist # im Gegensatz zu v
f
B
# mehrelementig In M
v
r
B
lassen sich damit beliebige Belegungsmengen beschreiben
Restrict	Vorgaben beschreiben genau wie xed aber im Gegensatz zu exclude su erlaubte Busbele
gungen Die 
r
i
	Vorgabevektoren von restrict	Constraints markiere ich im folgenden mit r 
Beispiel
Die mandatorische Vorgabe in Abbildung  Seite  ist vom Typ restrict denn ihre Belegungsmenge
wird durch zwei Vorgabevektoren beschrieben
r    
r  
ExcludeVorgaben
geben # im Gegensatz zu den beiden vorangegangenen Typen # nicht erlaubte Busbelegungen an M
v
e
B
beschreibt das Komplement der von den exclude	Vorgabevektoren beschriebenen Belegungsmengen so
Sie sind besonders dann hilfreich wenn sich die Einschr

ankung einer Busbelegung durch restrict	Vorgaben
nur mit groem Aufwand realisieren liee
Die 
e
i
	Vorgabevektoren von exclude	Constraints markiere ich im folgenden mit e 
Beispiel
Will man an einem Bus der Breite n alle Belegungen auer  zulassen so w

aren bei reiner Ver
wendung von restrict	Vorgaben n Vorgabevektoren zu ihrer Spezikation n

otig
r      
r      
r      

r    
r      
Bei Verwendung von exclude	Vorgaben reicht jedoch ein einziger Vektor aus
e  

 Vorgaben 	 Realisierung des Constraint Konzeptes
	 Realisierung des ConstraintKonzeptes
Ich habe den Begri der Vorgabe bisher aus Benutzersicht gesehen habe also geschildert wie high	level	
Wissen des Entwerfers aussehen kann und wie man es in eine Vorgabendarstellung

ubersetzt Nun wende
ich mich der Frage zu wie das ATPG	System die ihm so zug

anglich gemachten Informationen verarbeitet
Es w

are nat

urlich sch

on wenn man die in den Vorgaben

ubergebene high	level	Information optimal
nutzen k

onnte wenn man also aus den Vorgabevektoren die Menge der zu ihnen konsistenten totalen
Busbelegungen tats

achlich exakt bestimmen k

onnte Leider erweist sich dies als sehr schwierig
Lemma 	
Sei wieder B ! s

  s
k
 ein Bus der Breite k An B sei die Vorgabe v
B
! fv
f
B
 v
r
B
 v
e
B
g speziziert

uber
folgende Mengen von Vorgabenvektoren
v
f
B
! f
f
g
v
r
B
! f
r

 
r
m
g sowie
v
e
B
! f
e

 
e
n
g
Das Problem ob es eine zu v
B
konsistente Busbelegung von B gibt M
v
B
! 	 )	 ist
NPhart
Beweis
Obige Aussage l

at sich leicht durch Reduktion von SAT auf das gegebene Problem beweisen Ich konzen
triere mich auf die exclude	Vorgabe v
e
B
und bilde die charakteristische Funktion der von ihr beschriebenen
Belegungsmenge M
v
e
B
 Man betrachte dazu folgendes Beispiel
Beispiel An dem Bus B ! fs

 s

 s

 s

 s

g sei die exclude	Vorgabe v
e
B
wie folgt gegeben
v
e
B



e 
e 
e 
s

s

s

s

s

    
    
    
Die charakteristische Funktion von M
v
e
B
ist eine boolesche Funktion in  Variablen die sich
wie folgt ergibt
	M
v
e
B
 ! x

x

x

  x

x

x

  x

x

x


! x

 x

 x

  x

 x

 x

  x

 x

 x


was oensichtlich eine boolesche Formel in konjunktiver Normalform KNF mit Terml

ange
  Literalen ist
Umgekehrt l

at sich nun in dieser Weise zu jeder booleschen Formel 	 in KNF eine exclude	Vorgabe an
einem Bus geeigneter L

ange konstruieren zu der es genau dann eine konsistente Busbelegung gibt wenn
	 erf

ullbar ist
Damit ist das Erf

ullbarkeitsproblem f

ur boolesche Formeln in KNF SAT auf das Problem reduziert ob
die exclude	Vorgabevektoren aus v
e
B
die leere Menge beschreiben
Da eine vollst

andige algorithmische Ausnutzung des in einer Vorgabe v
B
enthaltenen high	level	Wissens
aufgrund des Lemmas nicht realisierbar erscheint mu man sich notgedrungen auf Teill

osungen mit
vertretbarem Laufzeitaufwand beschr

anken Die in COAT eingesetzten Heuristiken werde ich in den nun
folgenden Abschnitten vorstellen Zuvor aber noch ein paar Worte zu einem technischen Problem

 Vorgaben 	 Realisierung des Constraint Konzeptes
 Vorgaben und AkersLogik
Ein Problem welches es vor der algorithmischen Nutzung von noch Vorgaben zu l

osen gilt ist das
der Schaltkreisbelegung Wie schon in Abschnitt  erl

autert wurde beschreiben Vorgaben Belegungen
des korrekten Schaltkreises Der ATPG	Algorithmus arbeitet aber auf parallelen Beschreibungen der 	
wertiger Logik  Kapitel  Bei der Auswertung der Vorgaben mu daher die eine Belegungsdarstellung
in die andere

ubertragen werden
Diese Konvertierung ist leicht wenn man sich in Erinnerung ruft wie in den parallelen Belegungen
korrekter und fehlerhafter Schaltkreis codiert wurden
 ! %
 ! %
D ! %
D ! %
wobei der Wert vor dem Querstrich die Belegung des korrekten und der danach die des fehlerhaften
Schaltkreises beschreibt Man konvertiert eine Belegung  des korrekten Schaltkreis also in die Akers	
Darstellung b

 indem man sich auf die erste Komponente der obigen Codierung konzentriert
Belegung 	 des
korrekten Schaltkreises
fg
fg
f g
wird konvertiert in

Belegung b

in wertiger Logik
f Dg
f Dg
f  DDg
Formal l

at sich Zusammenhang zwischen Vorgaben und Belegungen unter Akers	Logik so beschreiben
Denition 	
Sei B ein Bus v
B
eine Vorgabe an B und M
v
B
! f

B  
m
Bg die zugeh

orige Menge erlaubter
totaler Belegungen des korrekten Schaltkreises
 Die zu einem 
i
 M
v
B
durch Konversion so	 gewonnene AkersBelegung b

i
heit das

Aqui
valent zu 
i
unter wertiger Logik
 M

v
B
! fb


  b

m
g heit die Menge der unter AkersLogik erlaubten totalen Busbele
gungen von v
B

 b
v
B
B ! VM

v
B
 heit die von v
B
induzierte Busbelegung unter wertiger Logik an B
Mit folgendem Beispiel will ich den Zusammenhang zwischen Vorgaben und Belegungen des korrekten
Schaltkreises sowie den Akers	Belegungen aus Kapitel  illustrieren
Beispiel
Sei dazu v
B
! f	 f
r

 
r

g 	g mit

r

!  

r

!   
eine Vorgabe an einem Bus B der Breite  v
B
besteht nur aus zwei restrict	Vektoren denen folgende
zwei partiellen Belegungen des korrekten Schaltkreises entsprechen


B ! fg fg fg f g


B ! fg f g fg fg
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Das 	wertige

Aquivalent zu den beiden genannten Restrict	Vektoren erh

alt man durch die oben be
schriebene Art der Konvertierung
b


B ! f Dg f Dg f Dg f  DDg
b


B ! f Dg f  DDg f Dg f Dg
 und die Menge der unter Akers	Logik erlaubten totalen Busbelegungen sowie die von v
B
induzierte
Gesamtbelegung ergeben sich zu
M

v
B
! fb
t
j b
t
&
b


  b
t
&
b


g
b
v
B
B ! VM

v
B
 ! ff Dg f  DDg f  DDg f  DDg
Mit Hilfe der in diesem Abschnitt eingef

uhrten Begrie werde ich als n

achstes die Implementierung
des Vorgabenkonzeptes in COAT beschreiben Ich beginne mit den xed	Vorgaben deren Auswertung
einfacher ist als die von restrict	 und exclude	Constraints
Fixed	Vorgaben werden in der Initialisierungsphase der ATPG ausgewertet Sie ver

andern dadurch die
Startbelegung der Berechnung ver

andern den eigentlichen ATPG	Algorithmus jedoch nicht
Dadurch k

onnen xed	Vorgaben ezienter ausgewertet werden als restricts und excludes die eine dyna
mische Verarbeitung und so einen gr

oeren Aufwand erfordern
Der Auswertungsalgorithmus f

ur xed	Vorgaben ist graphisch auf der n

achsten Seite dargestellt
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Beginn
Bus
für alle Busse 
B := (s1, ... ,sn)
fixed-
Vorgabe vB
f := {ϕf} 
vorhanden
?
aktuelle
Belegung: ba
Signal-
leitung
für alle Signalleitungen 
si (1 <= i <= n)
nein
ja
bestimme b    (si)
nein
ja
markiere ba(si )
als unjustified
Signal-
leitung
Ende
Bus
ba(si) :=b   (si)   ba(si)
b   (si)   ba(si)?
vfB
vfB
vfB
Auswertung von xedVorgaben
Die Auswertung von xed	Vorgaben erfolgt in
COAT im Rahmen der Initialisierung  S

Es handelt sich damit um eine einmalige Ak
tion dynamisch also innerhalb des eigentli
chen ATPG	Algorithmus wird keine Rechen
zeit ben

otigtDer nebenstehende Programmab
laufplan beschreibt den Algorithmus graphisch
Der Algorithmus betrachtet an jedem Bus B mit
einer xed	Vorgabe v
f
B
die zugeh

origen Signal
leitungen einzeln vgl Schleife Signalleitung in
der Abbildung links
Fixed	Vorgaben beschreiben feste Einschr

an
kungen dh an jedem s
i
sind nur solche Si
gnalwerte zugelassen die b
v
f
B
 die von der xed	
Vorgabe induzierte Belegung beschreibt
Es wird daher an jedem s
i
der Schnitt aus ak
tueller Belegung b
a
s
i
 und der induzierten Be
legung b
v
f
B
s
i
 gebildet und die alte Signalbele
gung durch den Schnitt ersetzt
Es ist zu beachten da sich die daraus re
sultierende Einschr

ankung aus der Vorgabe er
gibt und im allgemeinen noch nicht durch die
PI	Belegung gerechtfertigt ist Um dies anzu
zeigen wird das Signal s
i
als unjustied line
markiert zum Begri unjustied line vgl Ab
schnitt 

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 Vorgaben im Suchproze
Ich habe schon erw

ahnt da die Auswertung von restrict	 und exclude	Vorgaben etwas aufwendiger ist
als die der xed	Constraints Warum ist das so)
Wie in Abschnitt  erl

autert untersucht der ATPG	Algorithmus schrittweise einzelne Teilbereiche des
Gesamtsuchraumes In einer gegebenen Berechnungssituation k

onnen einige Vorgabenvektoren dadurch
irrelevant werden wenn sie Beschr

ankungen in Belegungsbereichen beschreiben die zu diesem Zeitpunkt
nicht untersucht werden Bei einem Backtrack   und dem anschlieenden Wechsel des Teilsuchrau
mes k

onnen diese desaktiven Vorgabenvektoren ihre Bedeutung aber wiedergewinnen
Vorgaben sind damit demselben Mechanismus unterworfen der auch die Schaltkreisbelegung und interne
Listenstrukturen an den gerade bearbeiteten Suchraum anpat und diese

Anderungen im Falle eines
Backtracks wieder r

uckg

angig macht wie in Abschnitt  unter Berechnungssituation wiederherstellen
beschrieben
Wie unterscheidet man nun auf den verschiedenen Berechnungsebenen ezient zwischen relevanten und
irrelevanten Vorgabevektoren) Um die restrict	 und exclude	Constraints nicht bei jedem

Ubergang zu
einer neuen Berechnungsebene kopieren zu m

ussen werden in COAT alle Vorgabevektoren mit Mar
kierungen versehen die anzeigen ob der Vektor auf der jetzigen Berechnungsstufe aktiv oder desaktiv
ist
Nur diese Markierungen werden bei jedem branchSchritt gesichert und bei einem nachfolgenden bound
wieder rekonstruiert Die Vorgabevektoren selbst sind nur einmal vorhanden
Auswertung von restrict und excludeVorgaben
Nun zu den eigentlichen Auswertungsalgorithmen Abbildung  zeigt sowohl den Ablauf der restrict	
als auch der exclude	Auswertung in COAT 
Bei restrictVorgaben werden zun

achst alle aktiven Vorgabevektoren bestimmt Schleife Restrict
Vektoren in der Abbildung Ein Vorgabevektor 
r
i
ist desaktiv wenn er eine Belegungsmenge beschreibt
die derzeit nicht betrachtet wird wenn also die von ihm beschriebene BelegungsmengeM


r
i
und die durch
die aktuelle Belegung b
a
gegebene Menge totaler Einschr

ankungen M

b
a
keine gemeinsamen Elemente
besitzen
Ist der Aktivit

atsstatus aller 
r
i
gekl

art folgen zwei Auswertungsschritte
 sind alle 
r
i
aus v
r
B
desaktiv dh keines der von der restrict	Vorgabe erlaubten Belegungsmuster
pat auf die aktuelle Belegung b
a
 so liegt eine Inkonsistenz vor die zu einem Backtrack oder
falls kein Backtrack mehr m

oglich zum Abbruch der Berechnung f

uhrt
 fordern alle aktiven 
r
i
dieselbe Einschr

ankung an einem s
i
dh gleich welches Belegungsmuster
gew

ahlt wird Die Einschr

ankung an s
i
ist dieselbe so kann die Belegung an s
i
auf b
a
s
i
 b
v
r
B
s
i

eingeschr

ankt werden # analog zur Wertemengeneinschr

ankung bei xed	Vorgaben
Zur Auswertung von exclude	Vorgaben wird in COAT eine recht einfache Heuristik verwendet Als
Kriterium beschrieben l

at sie sich etwa wie folgt zusammenfassen auch hier bendet sich wieder eine
graphische Darstellung in Abbildung 
Sei 
e
i
ein excludeVektor b
a
aktuelle Schaltkreisbelegung Ist M


e
i
eine echte Obermenge von
M

b
a
 dh wird b
a
voll von einem 
e
i

uberdeckt
 Inkonsistenz
Das Kriterium erkennt genau dann auf Inkonsistenz wenn alle gem

a b
a
noch zul

assigen Busbelegungen
an B von 
e
i
als verboten klassiziert werden Dadurch werden exclude	Vorgaben in COAT vornehmlich
zum Aufsp

uren von non	solution	areas eingesetzt
Auch exclude	Vorgaben k

onnen im Verlauf der Berechnung des	 und wieder reaktiviert werden das
Aktivit

atskriterium sowie die Verwaltung der Aktivierungs	%Desaktivierungsinformation sind dieselben
wie bei den restrict	Vorgaben
Zusammengenommen stellen xed	 restrict	 und exclude	Vektoren eine komfortable und leicht zu hand
habende Technik zur Spezikation und Auswertung von Vorgaben dar

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Beginn
Bus
für alle Busse 
B := (s1, ... ,sn)
nein
ja
ja
Inkonsi-
stenz
Exclude-
vektoren
für alle aktiven 
exlude-Vektoren   .
nein
markiere ϕ
als desaktiv
.
Exclude-
vektoren
Ende
Bus
Obermenge 
von M    
?
.
ex
cl
u
d
e
ϕei
ba
.
Beginn
Bus
für alle Busse 
B := (s1, ... ,sn)
Restrict-
vektoren
für alle aktiven
restrict-Vektoren   .
Inkonsi-
stenz
markiere ϕri
als desaktiv
Belegung an si
einschränken
Ende
Bus
fordern
alle aktiven
dieselbe Einschrän-
kung an einem
si ?
.
nein
nein
nein
ja
ja
alle
desaktiv 
?
.
ja
Restrict-
vektoren
restrict
ϕri
ϕri
ϕri
M*     M   = 0
?
ϕri ba.
M*     M   = 0
?
ϕei ba.
ϕeiM*
e
i
Abbildung  Auswertung von restrict und excludeVorgaben

Kapitel 
Praktische Ergebnisse
Aus den Erfahrungen die im praktischen Einsatz mit COAT gemacht wurden m

ochte ich zum Abschlu
zwei Resultate herausgreifen die im Hinblick auf die Zielsetzung meiner Arbeit von besonderem Interesse
sind
COAT und das SBPRAMProjekt
Der Testmustergenerator COAT wurde am Lehrstuhl von Prof W J Paul Fachbereich Informatik Uni
versit

at des Saarlandes zur Testmustergenerierung auf einem realen Chipentwurf eingesetzt Es handelte
sich dabei um den Prozessorchip der SB	PRAM 
ADKP
F

ur diese Aufgabe erwies sich der Testmustergenerator COAT aufgrund seiner komplexen Basiszellen
und der Verwendung des Zellenfehlermodells als besonders geeignet
 Beim Entwurf des Prozessorchips waren in der Tat Gattertypen wie zB Voll	 und Halbaddierer
verwendet worden also solche deren Komplexit

at die der 	Input	Standardgatter AND%NAND
OR%NOR

uberschreitet und die deshalb von vielen ATPG	Systemen nicht unterst

utzt werden
 Bei der Fehlermodellierung hatte man sich bewut f

ur das Zellenfehlermodell entschieden da ein
reiner stuck at	Test des Prozessorchips von der PRAM	Gruppe als nicht ausreichend betrachtet
wurde
Mit Unterst

utzung des TestmustergeneratorsCOAT und des Fehlersimulators COFS 
HSS sowie unter
Ausnutzung der Resultate aus 
Spa gelang es Robert Knuth 
Knu f

ur den Prozessorchip der SB	
PRAM eine Fehler

uberdeckung von   auf der Basis des Zellenfehlermodelles zu erreichen
COAT im HITSystem
Zur Untersuchung des in Kapitel  beschriebenen Vorgabenkonzepts wurde der Testmustergenerator
COATmit dem Fehlersimulator COFS und der graphischen Ober

acheTestshell 
Kra zum integrierten
Testwerkzeug HIT 
BHHK zusammengefat Die Testshell erm

oglichte so ein steuerndes Eingreifen
sowohl in den Fehlersimulations	 als auch in den Testmustergenerierungsproze
Am Beispiel einer 	Bit Gleitkommaarithmetik Mantissenteil eines Gleitkommaadierers wurde unter
sucht wie sich der Einsatz von Vorgaben auf den Testgenerierungsablauf auswirkt
Zun

achst wurde ein rein automatischer Programmlauf durchgef

uhrt die Ergebnisse dieser Untersuchung
sind in Tabelle  dargestellt Wie man sieht waren die rein automatischen Verfahren auch nach 
Stunden Laufzeit nicht in der Lage eine Fehler

uberdeckung von

uber   zu erreichen
Problematisch an den Ergebnissen in der Tabelle ist jedoch vor allem der exponentielle Anstieg der
Rechenzeit Beim Anheben der Laufzeitschranke beschrieben durch die Anzahl der Backtracks von 
auf  stieg die Fehler

uberdeckung nur noch um   w

ahrend sich die Laufzeit fast verzehnfachte*
Aufgrund dieser Entwicklung ist auch bei einer weiteren Anhebung der Laufzeitschranke und Laufzeiten
von mehreren Tagen oder sogar Wochen keine wesentliche Ergebnisverbesserung mehr zu erwarten was
experimentelle Ergebnisse im

ubrigen best

atigen

 Praktische Ergebnisse  Praktische Ergebnisse
eingesetztes Anzahl erreichte Fehler ben

otigte
Programmodul Backtracks

uberdeckung Laufzeit
COFS #    min
COAT     min
COAT     min
COAT     h  min
COAT     h
Tabelle  Laufzeitergebnisse ohne Steuervorgaben
Ganz anders die Situation beim Einsatz der interaktiven Steuerm

oglichkeiten des HIT	Systems Um einen
direkten Vergleich zum Einsatz der automatischen Verfahren so zu erm

oglichen wurden die HIT	Tools
auf dasselbe Ausgangsproblem angesetzt gleicher Schaltkreis gleiche Fehlerliste
Ich will auf die Einzelheiten dieser Untersuchung hier nicht n

aher eingehen Vorgehen und Meergebnis
se sind detailliert in 
BHHK beschrieben Ich beschr

anke mich auf das wesentliche Resultat Schon
durch einfache Steuervorgaben an den Testgenerierungsprozess war es m

oglich eine  ige Fehler

uber
deckung bei weniger als einer Stunde Rechenzeit des Algorithmus zu erzielen
Bei diesem Ergebnis gilt es nat

urlich zu ber

ucksichtigen da der Gesamtzeitaufwand f

ur diesen Test
vorgang

uber die reine Rechenzeit hinausgeht Der Testingenieur ben

otigt zB zus

atzliche Zeit um die
Ergebnisse des ATPG	Prozesses zu analysieren Strategien zur Benutzersteuerung zu entwickeln und
diese in Vorgaben umzusetzen
Es zeigte sich aber da sich diese Arbeiten von einem im Umgang mit den HIT	Tools erfahrenen Testin
genieur ohne weiteres innerhalb eines Tages durchf

uhren lassen Damit ben

otigt das interaktive Verfahren
wesentlich weniger Zeit als das rein automatische Verfahren
Insgesamt gesehen kann mit steuernden Vorgaben eine wesentliche Beschleunigung des Testgenerierungs
prozesses erreicht werden
	
Kapitel 
Zusammenfassung
Ich habe in der vorliegenden Arbeit den Testmustergenerator COAT beschrieben Die zentralen Punkte
meiner Arbeit fasse ich im folgenden kurz zusammen
Bei der Entwicklung des Testmustergenerators COAT war ein vordringliches Ziel die Verallgemeine
rung des ATPGKonzeptes Ich setzte dabei folgende Schwerpunkte
 Das beliebige kombinatorische Zellenfehlermodell wurde auf seine Eignung zur automatischen Test
mustergenerierung untersucht Die

Uberlegenheit des Zellen	 gegen

uber dem stuck at	Fehlermodell
wurde gezeigt Ferner wurde erl

autert da die Verwendung des Zellenfehlermodelles nicht
zwangsl

aug zu einem h

oheren Laufzeitaufwand f

uhren mu
 COAT unterst

utzt komplexe Basiszellen Auch komplexere Gattertypen wie etwa Multiplexer oder
Volladdierer lassen sich als Basiszellen denieren und in den ATPG	Ablauf einbinden Man erspart
sich dadurch die Konvertierung des Schaltung in Standardgatter	Darstellung deren Nachteile dis
kutiert wurden
 Zur Darstellung von Schaltkreisbelegungen wurde in COAT die wertige Logik nach Sheldon
B Akers verwendet Ihre Vorteile gegen

uber der

ublicherweise verwendeten 	wertigen Roth	Logik
wurden eingehend besprochen Ausf

uhrlich wurde dargestellt welche Auswirkungen die Verwendung
der Akers	Logik auf den ATPG	Algorithmus hat
Durch das ver

anderte Konzept von COAT wurde eine Anpassung der ATPGAlgorithmen an die
andere Logik das Zellenfehlermodell usw n

otig Folgende Punkte sind dabei zu nennen
 Ein Groteil der ATPG	Heuristiken und Prozeduren aus bekannten Testmustergeneratoren wie
PODEM 
Goel FAN 
Fuji oder SOKRATES 
STS wurden an das verallgemeinerte ATPG	
Konzept angepat und in COAT integriert
 Am Beispiel der Implikationsalgorithmen wurde ausf

uhrlich gezeigt wie sich Algorithmen durch
obige Anpassung ver

andern und welche Auswirkungen das auf den ATPG	Proze hat Es wurde
gezeigt da insbesondere die Verwendung der Akers	Logik Ezienzsteigerungen erm

oglicht ei
ne harmonischere Darstellung der Theorie erlaubt und teilweise sogar die Leistungsf

ahigkeit der
Algorithmen steigert Letzteres gilt insbesondere f

ur die Prozeduren zur Gatterimplikation zum
Aunden vor allem dynamischer Dominatoren und zum Lernen unterhalb der Fehlerstelle
Der dritte Schwerpunkt meiner Ausf

uhrungen lag auf der Ausnutzung von highlevelWissen des
Schaltkreisentwerfers An mehreren Beispielen habe ich gezeigt warum die Ausnutzung dieses Wissen
f

ur die Testmustergenerierung von Vorteil sein kann
Ausf

uhrlich habe ich erl

autert wie das high	level	Wissen des Schaltkreisentwerfers mittels Vorgaben an
den ATPG	Algorithmus

ubergeben werden kann Das Vorgabenkonzept von COAT wurde beschrieben
und durch mehrerer Anwendungsbeispiele verdeutlicht Verschiedene Spezikationsm

oglichkeiten und de
ren Implementierung wurden beschrieben # Anhand von Laufzeitmessungen wurde erl

autert in welcher
Weise Vorgaben den ATPG	Proze beschleunigen
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