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Preface
Die Regeln des Endlichen gelten im Unendlichen weiter.
(G. W. Leibniz, 1702)
Classical, real finite-dimensional differential geometry and Lie theory can be
generalized in several directions. For instance, it is interesting to look for an infinite
dimensional theory, or for a theory which works over other base fields, such as the
p-adic numbers or other topological fields. The present work aims at both directions
at the same time. Even more radically, we will develop the theory over certain base
rings so that, in general, there is no dimension at all. Thus, instead of opposing
“finite” and “infinite-dimensional” or “real” and “p-adic” theories, we will simply
speak of “general” Lie theory or differential geometry. Certainly, this is a daring
venture, and therefore I should first explain the origins and the aims of the project
and say what can be done and what can not be done.
Preliminary versions of the present text have appeared as a series of five
preprints during the years 2003 – 2005 at the Institut Elie Cartan, Nancy (still
available on the web-server http://www.iecn.u-nancy.fr/Preprint/). The ti-
tle of this work is, of course, a reference to Helgason’s by now classical monograph
[Hel78] from which I first learned the theory of differential geometry, Lie groups and
symmetric spaces. Later I became interested in the more algebraic aspects of the
theory, related to the interplay between Lie- and Jordan-theory (see [Be00]). How-
ever, rather soon I began to regret that differential geometric methods seemed to
be limited to the case of the base field of real or complex numbers and to the case of
“well-behaved” topological vector spaces as model spaces, such as finite-dimensional
or Banach spaces (cf. the remark in [Be00, Ch.XIII] on “other base fields”). Rather
surprisingly (at least for me), these limitations were entirely overcome by the joint
paper [BGN04] with Helge Glo¨ckner and Karl-Hermann Neeb where differential
calculus, manifolds and Lie groups have been introduced in a very general setting,
including the case of manifolds modelled on arbitrary topological vector spaces over
any non-discrete topological field, and even over topological modules over certain
topological base rings. In the joint paper [BeNe05] with Karl-Hermann Neeb, a good
deal of the results from [Be00] could be generalized to this very general framework,
leading, for example, to a rich supply of infinite-dimensional symmetric spaces.
As to differential geometry on infinite dimensional manifolds, I used to have
the impression that its special flavor is due to its, sometimes rather sophisticated,
functional analytic methods. On the other hand, it seemed obvious that the “purely
differential” aspects of differential geometry are algebraic in nature and thus should
be understandable without all the functional analytic flesh around it. In other
words, one should be able to formalize the fundamental differentiation process such
that its general algebraic structure becomes visible. This is indeed possible, and
one possibility is opened by the general differential calculus mentioned above: for
me, the most striking result of this calculus is the one presented in Chapter 6 of
this work (Theorem 6.2), saying that the usual “tangent functor” T of differential
geometry can, in this context, be interpreted as a functor of scalar extension from
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the base field or ring K to the tangent ring TK = K ⊕ εK with relation ε2 = 0,
sometimes also called the dual numbers over K . Even though the result itself may
not seem surprising (for instance, in algebraic geometry it is currently used), it
seems that the proof in our context is the most natural one that one may imagine.
In some sense, all the rest of the text can be seen as a try to exploit the consequences
of this theorem.
I would like to add a remark on terminology. Classical “calculus” has two
faces, namely differential calculus and integral calculus. In spite of its name, clas-
sical “differential geometry” also has these two faces. However, in order to avoid
misunderstandings, I propose to clearly distinguish between “differential” and “in-
tegral” geometry, the former being the topic of the present work, the latter being
restricted to special contexts where various kinds of integration theories can be im-
plemented (cf. Appendix L). In a nutshell, differential geometry in this sense is the
theory of k -th order Taylor expansions, for any k ∈ N , of objects such as manifolds,
vector bundles or Lie groups, without requiring convergence of the Taylor series.
In the French literature, this approach is named by the somewhat better adapted
term “de´veloppement limite´” (cf., e.g., [Ca71]), which could be translated by “lim-
ited expansion”. Certainly, to a mathematician used to differential geometry in
real life, such a rigorous distinction between “differential” and “integral” geometry
may seem pedantic and purely formal – probably, most readers would prefer to call
“formal differential geometry” what remains when integration is forbidden. How-
ever, the only “formal” construction that we use is the one of the tangent bundle,
and hence the choice of terminology depends on wether one considers the tangent
bundle as a genuine object of differential geometry or not. Only in the very last
chapter (Chapter 32) we pass the frontier separating true manifolds from formal
objects by taking the projective limit k →∞ of our k -th order Taylor expansions,
thus making the link with approaches by formal power series.
The present text is completely self-contained, but by no means it is an ex-
haustive treatise on the topics mentioned in the title. Rather, I wanted to present a
first approximation of a new theory that, in my opinion, is well-adapted to capture
some very general aspects of differential calculus and differential geometry and thus
might be interesting for mathematicians and physicists working on topics that are
related to these aspects.
Acknowledgements. I would not have dared to tackle this work if I had not had
teachers who, at a very early stage, attracted my interest to foundational questions
of calculus. In particular, although I do not follow the lines of thought of non-
standard analysis, I am indebted to Detlef Laugwitz from whose reflections on the
foundations of analysis I learned a lot. (For the adherents of non-standard analysis,
I add the remark that the field ∗R of non-standard numbers is of course admitted
as a possible base field of our theory.)
I would also like to thank Harald Lo¨we for his careful proofreading of the first
part of the text, and all future readers for indicating to me errors that, possibly,
have remained.
Nancy, february 2005.
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Abstract. The aim of this work is to lay the foundations of differential geometry
and Lie theory over the general class of topological base fields and -rings for which
a differential calculus has been developed in [BGN04], without any restriction
on the dimension or on the characteristic. Two basic features distinguish our
approach from the classical real (finite or infinite dimensional) theory, namely the
interpretation of tangent- and jet functors as functors of scalar extensions and the
introduction of multilinear bundles and multilinear connections which generalize the
concept of vector bundles and linear connections.
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INTRODUCTION 1
0. Introduction
The classical setting of differential geometry is the framework of finite-dimen-
sional real manifolds. Later, parts of the theory have been generalized to various
kinds of infinite dimensional manifolds (cf. [La99]), to analytic manifolds over ultra-
metric fields (finite-dimensional or Banach, cf. [Bou67] or [Se65]) or to more formal
concepts going beyond the notion of manifolds such as “synthetic differential geom-
etry” and its models, the so-called “smooth toposes” (cf. [Ko81] or [MR91]). The
purpose of the present work is to unify and generalize some aspects of differential
geometry in the context of manifolds over very general base fields and even -rings,
featuring fundamental structures which presumably will persist even in further gen-
eralizations beyond the manifold context. We have divided the text into seven main
parts of which we now give a more detailed description.
I. Basic Notions
0.1. Differential calculus. Differential geometry may be seen as the “invariant
theory of differential calculus”, and differential calculus deals, in one way or another,
with the “infinitesimally small”, either in the language of limits or in the language
of infinitesimals – in the words of G.W. Leibniz: “Die Regeln des Endlichen gelten
im Unendlichen weiter”1 (quoted from [Lau86, p. 88]). In order to formalize this
idea, take a topological commutative unital ring K (such as K = R or any other
model of the continuum that you prefer) and let “das Endliche” (“the finite”) be
represented by the invertible scalars t ∈ K× and “das unendlich (Kleine)” (“the
infinitely (small)”) by the non-invertible scalars. Then “Leibniz principle” may be
interpreted by the assumption that K× is dense in K : the behaviour of a continuous
mapping at the infinitely small is determined by its behavior on the “finite universe”.
For instance, if f : V ⊃ U →W is a map defined on an open subset of a topological
K -module, then for all invertible scalars t in some neighborhood of 0, the “slope”
(at x ∈ U in direction v ∈ V with parameter t)
f [1](x, v, t) :=
f(x+ tv)− f(x)
t
(0.1)
is defined. We say that f is of class C1 (on U ) if the slope extends to a continuous
map f [1] : U [1] → W , where U [1] = {(x, v, t)|x + tv ∈ U} . By Leibniz’ principle,
this extension is unique if it exists. Put another way, the fundamental relation
f(x+ tv)− f(x) = t · f [1](x, v, t) (0.2)
continues to hold for all (x, v, t) ∈ U [1] . The derivative of f at x (in direction v )
is the continuation of the slope to the most singular of all infinitesimal elements,
namely to t = 0:
df(x)v := f [1](x, v, 0). (0.3)
1 “The rules of the finite continue to hold in the infinite.”
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Now all the basic rules of differential calculus are easily proved, from the Chain
Rule via Schwarz’ Lemma up to Taylor’s formula (see Chapter 1 and [BGN04]) –
the reader who compares the proofs with the “classical” ones will find that our
approach at the same time simplifies and generalizes this part of calculus.
0.2. Differential geometry versus integral geometry. The other half of Newton’s
and Leibniz’ “calculus” is integral calculus. For the time being, the simple equation
(0.2) has no integral analog – in other words, we cannot reverse the process of
differentiation over general topological fields or rings (not even over the real numbers
if we go too far beyond the Banach-space set-up). Thus in general we will not even
be able to determine the space of all solutions of a “trivial” differential equation such
as df = 0, and therefore no integration will appear in our approach to differential
geometry: there will be no existence theorems for flows, for geodesics, or for parallel
transports, no exponential map, no Poincare´ lemma, no Frobenius theorem... what
remains is really differential geometry, in contrast to the mixture of integration and
differentiation that we are used to from the finite-dimensional real theory. At a
first glance, the remaining structure may look very poor; but we will find that it
is in fact still tremendously complicated and rich. In fact, we will see that many
classical notions and results that usually are formulated on the global or local level
or at least on the level of germs, continue to make sense on the level of jets (of
arbitrary order), and although we have in general no notion of convergence, we can
take some sort of a limit of these objects, namely a projective limit.
II. Interpretation of tangent objects via scalar extensions
0.3. Justification of infinitesimals. We define manifolds and tangent bundles in
the classical way using charts and atlasses (Ch. 2 and 3); then, intuitively, we
may think of the tangent space TpM of M at p as a “(first order) infinitesimal
neighborhood” of p . This idea may be formalized by writing, with respect to some
fixed chart of M , a tangent vector at the point p in the form p + εv , where
ε is a “very small” quantity (say, Planck’s constant), thus expressing that the
tangent vector is “infinitesimally small” compared to elements of M (in a chart).
The property of being “very small” can mathematically be expressed by requiring
that ε2 is zero, compared with all “space quantities”. This suggests that, if M
is a manifold modelled on the K -module V , then the tangent bundle should be
modelled on the space V ⊕ εV := V × V , which is considered as a module over
the ring K[ε] = K ⊕ εK of dual numbers over K (it is constructed from K in a
similar way as the complex numbers are constructed from R , replacing the condition
i2 = −1 by ε2 = 0). All this would be really meaningful if TM were a manifold not
only over K , but also over the extended ring K[ε] . In Chapter 6 we prove that this
is indeed true: the “tangent functor” T can be seen as a functor of scalar extension
by dual numbers (Theorem 6.2). Hence one may use the “dual number unit” ε
when dealing with tangent bundles with the same right as the imaginary unit i
when dealing with complex manifolds. The proof of Theorem 6.2 is conceptual and
allows to understand why dual numbers naturally appear in this context: the basic
idea is that one can “differentiate the definition of differentiability” – we write (0.2)
as a commutative diagram, apply the tangent functor to this diagram and get a
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diagram of the same form, but taken over the tangent ring TK of K . The upshot
is now that TK is nothing but K[ε] .
Theorem 6.2 may be seen as a bridge from differential geometry to algebraic
geometry where the use of dual numbers for modelizing tangent objects is a standard
technique (cf. [GD71], p. 11), and also to classical geometry (see article of Veldkamp
in [Bue95]). It is all the more surprising that in most textbooks on differential
geometry no trace of the dual number unit ε can be found – although it clearly
leaves a trace which is well visible already in the usual real framework: in the same
way as a complex structure induces an almost complex structure on the underlying
real manifold, a dual number structure induces a tensor field of endomorphisms
having the property that its square is zero; let us call this an “almost dual structure”.
Now, there is a canonical almost dual structure on every tangent bundle (the almost
trivial proof of this is given in Section 4.6). This canonical almost dual structure is
“integrable” in the sense that its kernel is a distribution of subspaces that admits
integral submanifolds – namely the fibers of the bundle TM . Therefore Theorem 6.2
may be seen as an analog of the well-known theorem of Newlander and Nirenberg:
our integrable almost dual structure induces on TM the structure of a manifold
over the ring K[ε] .
Some readers may wish to avoid the use of rings which are not fields, or even
to stay in the context of the real base field. In principle, all our results that do
not directly involve dual numbers can be proved in a “purely real” way, i.e., by
interpreting ε just as a formal (and very useful !) label which helps to distinguish
two copies of V which play different roˆles (fiber and base). But in the end, just
as the “imaginary unit” i got its well-deserved place in mathematics, so will the
“infinitesimal unit” ε .
0.4. Further scalar extensions. The suggestion to use dual numbers in differential
geometry is not new – one of the earliest steps in this direction was by A. Weil
([W53]); one of the most recent is [Gio03]. However, most of the proposed con-
structions are so complicated that one is discouraged to iterate them. But this is
exactly what makes the dual number formalism so useful: for instance, if TM is the
scalar extension of M by K[ε1] , then the double tangent bundle T
2M := T (TM)
is simply the scalar extension of M by the ring
TTK := T (TK) = K[ε1][ε2] ∼= K⊕ ε1K⊕ ε2K⊕ ε1ε2K, (0.4)
and so on for all higher tangent bundles T kM . As a matter of fact, most of the im-
portant notions of differential geometry deal, in one way or another, with the second
order tangent bundle T 2M (e.g. Lie bracket, exterior derivative, connections) or
with T 3M (e.g. curvature) or even higher order tangent bundles (e.g. covariant de-
riviate of curvature). Therefore second and third order differential geometry really
is the central part of all differential geometry, and finding a good notation concern-
ing second and third order tangent bundles becomes a necessity. Most textbooks,
if at all TTM is considered, use a component notation in order to describe objects
related to this bundle. In this situation, the use of different symbols ε1, ε2, . . . for
the infinitesimal units of the various scalar extensions is a great notational progress,
combining algebraic rigour and transparency. It becomes clear that many structural
features of T kM are simple consequences of corresponding structural features of
the rings T kK = K[ε1, . . . , εk] (cf. Chapter 7). For instance, on both objects there
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is a canonical action of the permutation group Σk ; the subring J
kK of T kK fixed
under this action is called a jet ring (Chapter 8) – in the case of characteristic zero
this is a truncated polynomial ring K[x]/(xk+1). Therefore the subbundle JkM of
T kM fixed under the action of Σk can be seen as the scalar extension of M by the
jet ring JkK ; it can be interpreted as the bundle of k -jets of (curves in) M . The
bundles T kM and JkM are the stage on which higher order differential geometry
is played.
III. Second order differential geometry
0.5. Bilinear bundles and connections. The theory of linear connections and their
curvature is a chief object of general differential geometry in our sense. When
studying higher tangent bundles T 2M,T 3M, . . . or tangent bundles TF, T 2F, . . . of
linear (i.e. vector-) bundles p : F → M , one immediately encounters the problem
that these bundles are not linear bundles over M . One may ask, naively: “if it is
not a linear bundle, so what is it then ?” The answer can be found, implicitly, in
all textbooks where the structure of TTM (or of TF ) is discussed in some detail
(e.g. [Bes78], [La99], [MR91]), but it seems that so far no attempt has been made
to separate clearly linear algebra from differential calculus. Doing this, one is lead
to a purely algebraic concept which we call bilinear space (cf. Appendix Multilinear
Geometry). A bilinear bundle is simply a bundle whose fibers carry a structure
of bilinear space which is preserved under change of bundle charts (Chapter 9).
For instance, TTM and TF are bilinear bundles. Basically, a bilinear space E is
given by a whole collection of linear (i.e., K -module-) structures, parametrized by
some other space E′ , satisfying some purely algebraic axioms. We then say that
these linear structures are bilinearly related. A linear connection is simply given by
singling out, in a fiberwise smooth way, in each fiber one linear structure among all
the bilinearly related linear structures.
Of course, in the classical case our definition of a linear connection coincides
with the usual ones – in fact, in the literature one finds many different definitions
of a connection, and, being aware of the danger that we would be exposed to1 ,
it was not our aim to add a new item to this long list. Rather, we hope to have
found the central item around which one can organize the spider’s web of related
notions such as sprays, connectors, connection one-forms and covariant derivatives
(Chapters 10, 11, 12). We resisted the temptation to start with general Ehresmann
connections on general fiber bundles. In our approach, principal bundles play a
much less important roˆle than in the usual framework – a simple reason for this is
that the general (continuous) linear automorphism group GlK(V ) of a topological
K -module is in general no longer a Lie group, and hence the prime example of a
principal bundle, the frame bundle, is not at our disposition.
1 [Sp79, p. 605]: “I personally feel that the next person to propose a new
definition of a connection should be summarily executed.”
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IV. Third and higher order differential geometry
0.6. Multilinear bundles and multilinear connections. The step from second order
to third order geometry is important and conceptually not easy since it is at this
stage that non-commutativity enters the picture: just as TTM is a bilinear bundle,
the higher order tangent bundles T kM carry the structure of a multilinear bundle
over M . The fibers aremultilinear spaces (Chapter MA), which again are defined to
be a set E with a whole collection of linear structures (called multilinearly related),
parametrized by some space E′ , and a multilinear connection is given by fixing one
of these multilinearly related structures (Chapters 15 and 16). In case k = 2, E′
is an abelian (in fact, vector) group, and therefore the space of linear connections
is an affine space over K . For k > 2, the space E′ is a non-abelian group, called
the special multilinear group Gm1,k(E).
0.7. Curvature. Our strategy of analyzing the higher order tangent bundle T kM is
by trying to define, in a most canonical way, a sequence of multilinear connections on
TTM, T 3M, . . . , starting with a linear connection in the sense explained above. In
other words, we want to define vector bundle structures over M on TTM, T 3M, . . . ,
in such a way that they define, by restriction, also vector bundle structures over M
on the jet bundles J1M,J2M, . . . which are compatible with taking the projective
limit J∞M . Thus on the filtered, non-linear bundles T kM and JkM we wish to
define a sequence of graded and linear structures.
It turns out that there is a rather canonical procedure how to define such a
sequence of linear structures: we start with a linear connection L and define suit-
able derivatives DL,D2L, . . . (Chapter 17). Unfortunately, since second covariant
derivatives do in general not commute, the multilinear connection DkL on T k+1M
is in general not invariant under the canonical action of the permutation group
Σk+1 . Thus, in the worst case, we get (k + 1)! different multilinear connections in
this way. Remarkably enough, they all can be restricted to the jet bundle Jk+1M
(Theorem 19.2), but in general define still k! different linear structures there. Thus,
for k = 2, we get 2 linear structures on TTM : their difference is the torsion of
L . For k = 3, we get 6 linear structures on T 3M , but their number reduces to 2
if L was already chosen to be torsionfree. In this case, their “difference” is a ten-
sor field of type (2, 1), agreeing with the classical curvature tensor of L (Theorem
18.3). The induced linear structure on J3M is then unique, which is reflected by
Bianchi’s identity (Chapter 18 and Section SA.10). For general k ≥ 3, we get a
whole bunch of curvature operators, whose combinatorial structure seems to be an
interesting topic for further work.
If L is flat (i.e, it has vanishing torsion and curvature tensors), then the
sequence DL,D2L, . . . is indeed invariant under permutations and under the so-
called shift operators (Chapter 20), which are necessary conditions for integrating
them to a “canonical chart” associated to a connection (Theorem 20.7). For general
connections, the problem of defining a permutation and shift-invariant sequence of
multilinear connections is far more difficult (see Section 0.16, below).
0.8. Differential operators, duality and “representation theory.” A complete theory
of differential geometry should not exclude the cotangent-“functor” T ∗ , which in
6 DIFFERENTIAL GEMETRY OVER GENERAL BASE FIELDS AND RINGS
some sense plays a more important roˆle in most modern theories than the tangent
functor T . In fact, the duality between T and T ∗ corresponds to a duality between
curves γ : K→M and (scalar) functions f :M → K . If the theory is rather based
on curves, then the tangent functor will play a dominant role since γ′(t) is a tangent
vector, and if the theory is rather based on functions, then T ∗ will play a dominant
role since df(x) is a cotangent vector. Under the influence of contemporary algebraic
geometry, most modern theories adopt the second point of view. By choosing the
first one, we do not want to take a decision on “correctness” of one point of view
or the other, but, being interested in the “covariant theory”, we just simplify our
life and avoid technical problems such as double dualization and topologies on dual
spaces which inevitably arise if one tries to develop a theory of the tangent functor
in an approach based on scalar functions. This allows to drop almost all restrictions
on the model space in infinite dimension and opens the theory for the use of base
fields of positive characteristic and even of base rings (giving the whole strength to
the point of view of scalar extensions).
However, although we do not define, e.g., tangent vectors as differential op-
erators acting on functions, they may be represented by such operators. Similarly,
connections may be represented by covariant derivatives of sections, and so on. In
other words, one can develop a representation theory, representing geometric ob-
jects from the “covariant setting”, in a contravariant way, by operators on functions
and sections – some sketchy remarks on the outline of such a theory are given in
Chapter 20, the theory itself remains to be worked out. In Chapter 21, we define a
particularly important differential operator, namely the exterior derivative of forms.
V. Lie Theory
0.9. The Lie algebra of a Lie group. By definition, Lie groups are manifolds with
a smooth group structure (Chapter 5). Then, as in the classical real case, the Lie
algebra of a Lie group can be defined in various ways:
(a) one may define the Lie bracket via the bracket of (left or right) invariant vector
fields (as is done in most textbooks), or
(b) one may express it by a “Taylor expansion” of the group commutator [g, h] =
ghg−1h−1 (as is done in [Bou72] and [Se65]; the definition by deriving the
adjoint representation Ad : G→ Gl(g) is just another version of this).
For convenience of the reader, we start with the first definition (Chapter 5), and
show (Theorem 23.2) that it agrees with the following version of the second defi-
nition: as in the classical theory, the tangent bundle TG of a Lie group G carries
again a canonical Lie group structure, and by induction, all higher order tangent
bundles T kG are then Lie groups. The projection T kG→ G is a Lie group homo-
morphism, giving rise to an exact sequence of Lie groups
1 → (T kG)e → T kG → G → 1 . (0.5)
For k = 1, the group g := TeG is simply the tangent space at the origin with
vector addition. For k = 2, the group (T 2G)e is no longer abelian, but it is two-
step nilpotent, looking like a Heisenberg group: there are three abelian subgroups
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ε1g, ε2g, ε1ε2g , all canonically isomorphic to (g,+), such that the commutator of
elements from the first two of these subgroups can be expressed by the Lie bracket
in g via the relation
ε1X · ε2Y · (ε1X)−1 · (ε2Y )−1 = ε1ε2[X,Y ]. (0.6)
0.10. The Lie bracket of vector fields. Definition (a) of the Lie bracket in g
requires a foregoing definition of the Lie bracket of vector fields. In our general
framework, this is more complicated than in the classical context because we do
not have a faithful representation of the space X(M) of vector fields on M by
differential operators acting on functions (cf. Section 0.8). It turns out (Chapter
14) that a conceptual definition of the Lie bracket of vector fields is completely
analogous to Equation (0.6), where g is replaced by X(M) and (T 2G)e by the
space X2(M) of smooth sections of the projection TTM →M . The space X2(M)
carries a canonical group structure, again looking like a Heisenberg group (Theorem
14.3). Strictly speaking, for our approach to Lie groups, Definition (a) of the Lie
bracket is not necessary. The main use of left- or right-invariant vector fields in the
classical theory is to be integrated to a flow which gives the exponential map. In
our approach, this is not possible, and we have to use rather different strategies.
0.11. Left and right trivializations and analog of the Campbell-Hausdorff formula.
Following our general philosophy of multilinear connections, we try to linearize
(T kG)e by introducing a suitable “canonical chart” and to describe its group
structure by a multilinear formula. This is possible in two canonical ways: via
the zero section, the exact sequences (0.5) split, and hence we may write T kG as a
semidirect product by letting act G from the right or from the left. By induction,
one sees in this way that (T kG)e can be written via left- or right trivialization as an
iterated semidirect product involving 2k − 1 copies of g . Relation (0.6) generalizes
to a general “commutation relation” for this group, so that we may give an explicit
formula for the group structure on the space (T kg)0 which is just a certain direct
sum of 2k − 1 copies of g . The result (Theorem 24.7) may be considered as a
rather primitive version of the Campbell-Hausdorff formula. It has the advantage
that its combinatorial structure is fairly transparent and that it works in arbitrary
characteristic, and it has the drawback that inversion is more complicated than
just taking the negative (as in the Campbell-Hausdorff group chunk). It should
be interesting to study the combinatorial aspects of this formula in more detail,
especially for the theory of Lie groups in positive characteristic.
0.12. The exponential map. As already mentioned, one cannot construct an
exponential mapping exp : g → G in our general context. However, the groups
(T kG)e have a nilpotent Lie algebra (T
kg)0 , and thus one would expect that a
polynomial exponential map expk : (T
kg)0 → (T kG)e (with polynomial inverse
logk ) should exist. This is indeed true, provided that K is a field of characteristic
zero (Theorem 25.2). Our proof of this fact is purely algebraic (Appendix PG,
Theorem PG.6) and uses only the fact that the above mentioned analog of the
Campbell-Hausdorff formula defines on (T kG)e the structure of a polynomial group
(see Section 0.18 below). By restriction to the jet bundle JkG , we get an exponential
map expk for the nilpotent groups (J
kG)e , which form of projective system so that,
as projective limit, we get an exponential map exp∞ of (J
∞G)e (Chapter 32). If
there is a notion of convergence such that exp∞ and log∞ define convergent series,
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then they can indeed be used to define a “canonical chart” and thus a “canonical
atlas” of G .
0.13. Symmetric spaces. The definition and basic theory of symmetric spaces
follows the one given by O. Loos in [Lo69] (see also [BeNe05], where examples
are constructed): a symmetric space is a manifold M equipped with a family
of symmetries σx : M → M , x ∈ M , such that the map (x, y) 7→ µ(x, y) :=
σx(y) is smooth and satisfies certain natural axioms (Chapter 5). In [Lo69], the
higher order theory of symmetric spaces is developed by using the linear bundles
T (k)M whose sections are k -th order differential operators. Again following our
general philosophy, we replace these bundles by the iterated tangent bundles T kM
which are not linear, but have the advantage to be themselves symmetric spaces
in a natural way. In particular, we construct the canonical connection of M in
terms of the symmetric space TTM (Chapter 26) and express its curvature by the
symmetric space structure on T 3M (Chapter 27). The construction of a family
expk : (T
k(ToM))0 → (T kM)o of exponential mappings (whose projective limit
exp∞ can again be seen as a formal power series version of the missing exponential
map Exp : ToM → M ) uses some general results to be given in Part VI (below)
and is achieved in Chapter 30.
VI. Groups of diffeomorphisms and the exponential jet
0.14. The group Diff(M) . If M is a manifold, then the group G := Diff(M) of
all diffeomorphisms of M is in general not a Lie group. However, quite often it
is useful to think of G as a Lie group with Lie algebra X(M), the Lie algebra of
vector fields on M , and exponential map associating to a vector field X the flow
FlXt ∈ G at time t = 1 (whenever possible). Then, according to our approach
to Lie theory, we would like to analyze the group G by studying the higher order
tangent group T kG and its fiber (T kG)e over the origin e ∈ G . It turns out that
this approach makes perfectly sense for any manifold M over a general base field
or -ring K : we prove that the group DiffTkK(T
kM) of all diffeomorphisms of T kM
which are smooth over the iterated tangent ring T kK , behaves in all respects like
the k -th order tangent group of G . More precisely, there is an exact sequence of
groups
1 → Xk(M) → DiffTkK(T kM) → Diff(M) → 1 (0.7)
which is the precise analog of (0.5). In particular, Xk(M), the space of smooth
sections of the projection T kM → M , carries a canonical group structure which
turns it into a polynomial group (Theorem 28.3). For K = R and M finite-
dimensional, it is known that Xk(M) carries a natural group structure (this result
is due to Kainz and Michor, [KM87, Theorem 4.6], see also [KMS93, Theorem 37.7]),
but the interpretation via the sequence (0.7) seems to be entirely new. A splitting
of the exact sequence (0.7) is simply given by Diff(M)→ DiffTkK(T kM), g 7→ T kg ,
and thus DiffTkK(T
kM) is a semidirect product of Diff(M) and Xk(M). As for Lie
groups, we can now define left- and right-trivializations and have an analog of the
Campbell-Hausdorff formula for the group structure on Xk(M) (Theorem 29.2).
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0.15. Flow of a vector field. Even in the classical situation, not every vector field
X ∈ X(M) can be integrated to a global flow FlXt : M → M , t ∈ R . In our
general set-up, this cannot be done even locally. But to some extent, the following
construction can be seen as an analog of the flow of a vector field: as remarked above,
Xk(M) carries the structure of a polynomial group, and thus by Theorem PG.6, if K
is a field of characteristic zero, there is a bijective exponential map expk associated
to this group. Since Xk(M) plays the roˆle of (T kG)e for G = Diff(M), the “Lie
algebra” of Xk(M) should be (T kg)0 , for g = X(M). As a K -module, this is simply
the space of section of the axes-bundle AkM which, by definition, is a certain direct
sum over M of 2k − 1 copies of TM . Thus expk will be a bijection from the
space of sections of AkM to the space of sections of T kM . But using a canonical
diagonal imbedding TM → AkM , every vector field X gives rise to a section δX of
AkM , then via the exponential map to a section expk(δX) of T
kM which finally
corresponds to a diffeomorphism Φ : T kM → T kM . On the other hand, if X
admits a flow FlXt : M → M in the classical sense (e.g., if X is a complete vector
field on a finite-dimensional real manifold), then T k(FlX1 ) : T
kM → T kM also
defines a diffeomorphism of T kM . These two diffeomorphisms are closely related
to each other (see Chapter 29). Summing up, we have constructed an algebraic
substitute of the “missing exponential map” X(M)→ Diff(M).
0.16. The exponential jet of a connection. In this final part we come back to the
problem left open in Part IV, namely to the definition of a canonical sequence of
permutation- and shift-invariant multilinear connections (Section 0.7).
In order to motivate our approach, assume M is a real finite-dimensional
(or Banach) manifold equipped with an affine connection on the tangent bundle
TM . Then, for every x ∈ M , the exponential map Expx : Ux → M of the
connection is a local diffeomorphism from an open neighborhood of the origin in
TxM onto its image in M . Applying the k -th order tangent functor, we get
T k Expx : T
k(Ux)→ T kM , inducing bijections of fibers over 0x and x ,
(T k Expx)0x : (A
kM)x := (T
k(TxM))0x → (T kM)x. (0.8)
As above, (AkM)x is a certain direct sum of copies of TxM , the fiber of the
(k -th order) axes-bundle of M . The bijections of fibers fit together to a smooth
bundle isomorphism T k Exp : AkM → T kM , which we call the exponential jet of
the connection. In fact, this isomorphism is a multilinear connection in the sense
explained in Section 0.6, and has the desired properties of shift invariance and
total symmetry under the permutation group. Therefore it is of basic interest to
construct the exponential jet Expk : AkM → T kM in a “synthetic” way, starting
with a connection on TM and without ever using the map Expx itself, which
doesn’t exist in our general framework. In Chapters 30 and 31, we describe such a
construction for Lie groups and symmetric spaces, and then outline its definition for
a general (torsionfree) connection. Finally, in Chapter 32 we explain the problem
of integrating jets to germs: given an infinity jet (a projective limit of k -jets, such
as Exp∞ := lim← Exp
k ), one would like to define a corresponding germ of a map,
such as, for example, the germ of a “true” exponential map. But this is of course
a problem belonging to integral geometry and not to differential geometry in our
sense.
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VII. Multilinear geometry
The appendix on “Multilinear geometry” gathers all purely algebraic results that
are used in the main text. Two topics are treated:
(1) We introduce the concept of a multilinear space (over a commutative base ring
K); this is the algebraic model for the fibers of higher order tangent bundles
T kM over the base M or, slightly more general, for the fibers of T k−1F ,
where F is a vector bundle over M .
(2) We introduce polynomial groups; these are essentially formal groups (in the
power-series approach, cf. [Haz78]) whose power series are finite, i.e. polyno-
mial.
The link between (1) and (2) comes from the fact that the transition functions of
bundles like T kF over M are not linear but multilinear (Chapter 15), and they
belong to a group which can be defined in a purely algebraic way, called the general
multilinear group. Now, it turns out that this group is a polynomial group, and
hence we can apply Lie theory in a purely algebraic set-up. Conversely, much of
the structure of a multilinear space is encoded in the general multilinear group. We
now describe the concepts (1) and (2) in some more detail.
0.17. Multilinear spaces. The ingredients of the purely algebraic setting are:
a family (Vα)α∈Ik of K -modules (called a cube of K-modules), where Ik is the
lattice of all subsets of the finite set Nk = {1, . . . , k} (k ∈ N), the total space
E := ⊕α∈Ik\ØVα on which the special multilinear group Gm1,k(E) acts in a non-
linear way (essentially, by multilinear maps in the components Vα of E ). We say
that a structure on E is intrinsic if it is invariant under the action of the general
multilinear group. There is no intrinsic linear structure on E , but the collection
of all linear structures obtained by pushing around the initial linear structure on
⊕αVα is an intrinsic object. Thus a multilinear space is not a K -module but rather
a collection of many different K -module structures on a given set – this point of
view has already turned out to be very useful in relation with Jordan theory and
geometry ([Be02] and [Be04], which somewhat was at the origin of the approach
developed here). In case k = 2, the theory is particularly simple, and therefore we
first give an independent treatment of bilinear spaces (Chapter BA): in this case,
one can easily give explicit formulae for the various K -module structures (Section
BA.1), thanks to the fact that in this case (and only in this case) the special linear
group is abelian. The algebraically trained reader may start directly by reading
Chapter MA. In the case of general k ≥ 2, one should think of Gm1,k(E) as a
nilpotent Lie group (cf. Chapter PG).
We say that a multilinear space is of tangent type if all K -modules Vα are
canonically isomorphic to some fixed space V and hence are canonically isomorphic
among each other – the terminology is motivated by the fact that the fibers of
higher order tangent bundle T kM have this property. Then the symmetric group
Σk acts on the total space E , where the action is induced by the canonical action
of permutations on the set Nk . This action is “horizontal” in the sense that it
preserves the cardinality of subsets of Nk . There is also another class of symmetry
operators acting rather “diagonally” on the lattice of subsets of Nk and called
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shift operators. Invariance properties under these two kinds of operators and their
interplay are investigated in Chapter SA.
Let us add some words on the relation of our concepts with tensor products. By
their universal property, tensor products transform multilinear algebra into linear
algebra. In a way, our concept has the same purpose, but, whereas the tensor
product produces a new underlying set in order to reduce everything to one linear
structure, we work with one underlying set and produce a new supply of linear
structures. Thus, in principle, it is possible to reduce our set-up into the linear
algebra of one linear structure by introducing some big tensor product space in a
functorial way such that the action of the general multilinear group becomes linear
– we made some effort to provide the necessary formulas by introducing a suitable
“matrix calculus” for Gm1,k(E). However, the definition of the “big” tensor space is
combinatorially rather complicated and destroys the “geometric flavor” of the non-
linear picture; instead of simplifying the theory, it causes unnecessary problems.
This becomes clearly visible if the reader compares our non-linear picture with the
concept of an osculating bundle of a vector bundle introduced by F.W. Pohl in [P62]:
with great technical effort, he constructs a linear bundle which corresponds to T kF
in the same way as the big tensor space corresponds to a multilinear space, and
finally admits (loc. cit. p. 180): “In spite of several attempts, we have not been
able to reduce even the [construction of the first osculating bundle] to something
familiar.”
Another advantage of our concept is that it behaves nicely with respect to
topology: since we do not change the underlying set E , we have no problem in
defining a suitable topology on E if K is a topological ring and the Vα are topolog-
ical K -modules. For tensor products, the situation is much worse: in general, topo-
logical tensor products of topological K -modules have very bad properties which
make them practically useless (general topological tensor products are not even
associative, even over K = R , see [Gl04b]).
0.18. Polynomial groups. The general multilinear group Gm1,k(E) is a special
instance of a polynomial group: it is at the same a group and a K -module such
that the group multiplication is polynomial, and there is a common bound on the
degree of all iterated product maps. One should think of a polynomial group as a
nilpotent Lie group together with some global chart in which the group operations
are polynomial. To such groups we may apply all results on formal (power series)
groups (see, e.g., [D73], [Haz78] or [Se65]), but since we are in a polynomial setting,
everything converges globally, and thus our results have a direct interpretation in
terms of mappings. In particular, we can associate a Lie algebra to a polynomial
group and define (of K is a field of characteristic zero) an exponential map and a
logarithm (Theorem PG.6). Our proof of this result is much more elementary and
closer to “usual” analysis on Lie groups than the proofs given for general formal
groups in [Bou72] or [Se65] – we work with one-parameter subgroups essentially as
in the differentiable case and do not need to invoke the Campbell-Hausdorff group
chunk nor the universal enveloping algebra. Viewing formal power series groups as
projective limits of polynomial groups, our result also implies corresponding results
for general formal groups.
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Limitations, Generalizations
0.19. Limitations. The purpose of the short Appendix L is to illustrate our
distinction between “differential” and “integral” geometry by a list of results and
notions that can not be treated in a purely differential context. On the other hand,
a good deal of these items can be generalized from the finite-dimensional real set-up
to surprisingly general situations (i.e., for rather big classes of topological base fields
and of topological vector spaces) – many of these very recent results are due to H.
Glo¨ckner (see references).
0.20. Generalizations. Our methods apply to more general situations than just to
manifolds over topological fields and rings. Some of these possibilities of general-
ization are discussed in Appendix G.
Related literature
It is impossible to take account of all relevant literature on such a vast area
as Differential Geometry and Lie Theory, and I apologize for possibly omitting to
give reference where it would have been due.
Real, finite and infinite dimensional differential geometry. For geometry on
manifolds modelled on Banach-spaces, [La99] is my basic reference (the treatment
of the second order tangent bundle and the Dombrowski Splitting Theorem 10.5 are
motivated by the corresponding section of [La99]). From work of K.-H. Neeb (cf.
[Ne02b] and [Ne06]) I learned that many notions of infinite-dimensional differential
geometry from [La99] can be generalized to manifolds modelled on general locally
convex vector spaces which need not even be complete. Finally, although it treats
only the finite-dimensional case, the monograph “Natural Operations in Differential
Geometry” by I. Kola´rˇ, P. Michor and J. Slova´k [KMS93] turned out to be most
closely related to the spirit of the present work. The reason for this is that an
operation, if it is really “natural”, is robust and vital enough to survive in most
general contexts. In particular, Chapter VIII on “Product Preserving Functors” of
[KMS93] had an important influence on my work. That chapter, in turn, goes
back to the very influential paper “The´orie des points proches sur les varie´te´s
diffe´rentiables” by A. Weil [W53].
“Synthetic differential geometry” and “smooth toposes”. These theories
spring, in one way or another, from Weil’s above mentioned paper. They propose a
unification of differential geometry and algebraic geometry in very general categories
which contain objects like Diff(M) and permit to use dual numbers as a means to
modelize “tangent” objects (see [Ko81], [Lav87] or [MR91]). A similar approach
is developed by the russian school of A. M. Vinogradov (cf. [ALV91], [Nes03]). It
would be interesting to investigate the relations between those approaches and the
one presented here. It seems that these theories are “dual” to ours in the sense
explained in Section 0.8: whereas we base our approach on the covariant tangent
functor T , those approaches are based on functions and thus are contravariant in
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nature. In principle, it seems conceivable to represent (in the sense of Section 0.8)
our geometric objects in “smooth toposes over K” (cf. Appendix G).
Formal groups and other “formal” theories. Our version of Lie theory has
much in common with the theory of formal (power series) groups (see [Haz78]),
and our version of differential geometry is related to “formal” concepts such as
formal geometry (see [CFT01]). As above, this may also be considered from a
“contravariant” point of view, and then corresponds to the approach to formal
groups via Hopf algebras (see [D73]). Again, it should be interesting to interprete
the second approach as a “representation” of the first one.
Leitfaden
The chapters on Lie theory can be read without having to go through all the
differential geometric parts, and conversely. The reader who is mainly interested
in Lie groups may read Chapters 5 – 9 – 23 – 15 – 24 – PG – 25, and the reader
interested in symmetric spaces could read Chapters 5 – 9 – 26 – 15 – 27 – 28 – 29
– 30. For such a reading, the interpretation of the tangent functor as a functor of
scalar extension is not indispensable, provided one gives a proof of Theorem 7.5 not
making use of dual numbers (which is possible).
Notation
Throughout the text, K denotes a commutative ring with unit 1. In certain
contexts (e.g., symmetric spaces) we will assume that 2 is invertible in K or that
K is a field (Section PG) or even that K a field of characteristic zero (when talking
about exponential mappings). Some more specific notation concerning the following
topics is explained in the corresponding subsections:
– differential calculus: 1.3
– dual numbers, iterated dual numbers, jet rings: 6.1, 7.3, 7.4, 8.1
– partitions (set theory): 7.4, MA.1, MA.3, MA.4
– bilinear maps, bilinear groups: BA.1, BA.2
– multilinear maps, multilinear groups: MA.5
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I. Basic notions
This part contains the “conventional” aspects of the theory: having recalled
the basic facts on differential calculus, we define manifolds and bundles in the
usual way by charts and atlasses and we define the Lie bracket of vector fields in
the old-fashioned way via its chart representation (the reader who prefers a more
sophisticated definition is referred to Chapter 14). This is used in order to define,
in Chapter 5, the Lie functor assigning a Lie algebra to a Lie group and a Lie triple
system to a symmetric space.
1. Differential calculus
1.1. Topological rings and modules. By topological ring we mean a ring K with unit
1 together with a topology (assumed to be Hausdorff) such that the ring operations
+ : K × K → K and · : K × K → K are continuous and such that the set K× of
invertible elements is open in K and the inversion map i : K× → K is continuous.
If K is an addition a field, it will be called a topological field. In the sequel we
will always assume that K is a topological ring such that the set K× of invertible
elements is dense in K . (If K is a field, this means that K is not discrete.)
A module V over a topological ring K is called a topological K-module if the
structure maps V × V → V and K× V → V are continuous. We will assume that
all our topological modules are Hausdorff.
1.2. The class C0 and the “Determination Principle”. For topological K -modules
V , W and an open set U ⊂ V , we denote by C0(U,W ) := C(U,W ) the space of
continuous maps f : U →W . Since K× is assumed to be dense in K , the value at
zero of a continuous map f : I →W , defined on an open neighborhood I of zero in
K , is already determined by the values of f at invertible elements, i.e., on I ∩K× .
We call this the determination principle.
1.3. The class C1 and the differential. We say that f : U → W is C1(U,W ) or
just of class C1 if there exists a C0 -map
f [1] : U × V ×K ⊃ U [1] := {(x, v, t)|x ∈ U, x+ tv ∈ U} →W,
such that
f(x+ tv)− f(x) = t · f [1](x, v, t) (1.1)
whenever (x, v, t) ∈ U [1] . (It is an easy exercise in calculus that, for K = R ,
V = Rn and W = Rm this coincides with the usual definition of the class C1 ;
see [Be07] for a very elementary discussion of these topics, and [BGN04] for more
general results, including the infinite-dimensional situation.) The differential of f
at x is defined by
df(x) : V →W, v 7→ df(x)v := f [1](x, v, 0).
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Note that, by the Determination Principle, the map f [1] is uniquely determined by
f and hence df(x) is well-defined. The differential
df : U × V → W, (x, v) 7→ df(x)v = f [1](x, v, 0);
is of class C0 since so is f [1] , and for all v ∈ V , the directional derivative in
direction v
∂vf : U →W, x 7→ ∂vf(x) := df(x)v (1.2)
is also of class C0 . We define a C0 -map Tf , called the tangent map, by
Tf : TU = U × V →W ×W, (x, v) 7→ (f(x), df(x)v) (1.3)
and a C0 -map, called the extended tangent map, by
T̂ f : U [1] →W ×W ×K, (x, v, t) 7→ (f(x), f [1](x, v, t), t). (1.4)
The following first order differentiation rules are easily proved.
Lemma 1.4. For all x ∈ U , df(x) : V →W is a K-linear C0 -map.
Proof. We have already remarked that df and hence also df(x) are C0 . Let us
prove additivity of df(x). For s ∈ K sufficiently close to 0, we have
sf [1](x, v + w, s) = f(x+ s(v + w)) − f(x)
= f(x+ sv + sw)− f(x+ sv) + f(x+ sv)− f(x)
= sf [1](x+ sv, w, s) + sf [1](x, v, s).
For s ∈ K× , we divide by s and get
f [1](x, v + w, s) = f [1](x+ sv, w, s) + f [1](x, v, s).
By the Determination Principle, this equality holds for all s in a neighborhood of 0,
hence in particular for s = 0, whence df(x)(v+w) = df(x)w+df(x)v . Homogeneity
of df(x) is proved in the same way.
Lemma 1.5. If f and g are composable and of class C1 , then g ◦ f is C1 , and
T (g ◦ f) = Tg ◦ Tf .
Proof. Let (x, y, t) ∈ U [1] . Then f(x+ ty) = f(x) + tf [1](x, y, t), hence
g(f(x+ty))−g(f(x)) = g(f(x)+tf [1](x, y, t))−g(f(x)) = t·g[1](f(x), f [1](x, y, t), t),
where (x, y, t) → g[1](f(x), f [1](x, y, t), t) is C0 since it is a composition of C0 -
maps. Thus g ◦ f is C1 , with (g ◦ f)[1] given by
(g ◦ f)[1](x, y, t) = g[1](f(x), f [1](x, y, t), t) .
In particular, d(g ◦ f)(x) = dg(f(x)) ◦ df(x) for all x ∈ U , implying our claim.
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Lemma 1.6.
(i) Multilinear maps of class C0 are C1 and are differentiated as usual. In
particular, if f, g : U → K are C1 , then the product f · g is C1 , and
∂v(fg) = (∂vf)g+f∂vg . Polynomial maps K
n → Km are always C1 and are
differentiated as usual.
(ii) Inversion i : K× → K is C1 , and di(x)v = −x−2v . It follows that rational
maps Kn ⊃ U → Km are always C1 and are differentiated as usual.
(iii) The direct product of two C1 -maps is C1 , and
T (f × g) = Tf × Tg,
where we use the convention to identify, for a map f : V × W → Z , the
tangent map Tf : V ×W × V ×W → Z × Z with the corresponding map
V × V ×W ×W → Z × Z (and similarly for maps defined on open subsets
of V × W ). Using this convention, the tangent map of a diagonal map
δV : V → V × V , x 7→ (x, x) is the diagonal map δV×V .
(iv) If f : V1 × V2 ⊃ U →W is C1 , then the rule on partial derivatives holds:
df(x1, x2)(v1, v2) = d1f(x1, x2)v1 + d2f(x1, x2)v2.
Proof. One uses the same arguments as in usual differential calculus (cf. [BGN04,
Section 2]).
The rule on partial derivatives may also be written, by introducing for (x1, x2) ∈ U ,
the “left” and “right translations”,
lx1(x2) := rx2(x1) := f(x1, x2).
Then
df(x1, x2)(v1, v2) = d(rx2 )(x1)v1 + d(lx1)(x2)v2.
The converse of the rule on partial derivatives holds if K is a field (but we won’t
need it): if f is C1 withe respect to the first and with respect to the second variable
(in a suitable sense), then f is of class C1 (see [BGN04, Lemma 3.9]).
1.7. The classes Ck and C∞ . Let f : V ⊃ U → F be of class C1 . We
say that f is C2(U,F ) or of class C2 if f [1] is C1 , in which case we define
f [2] := (f [1])[1] : U [2] → F , where U [2] := (U [1])[1] . Inductively, we say that f is
Ck+1(U,F ) or of class Ck+1 if f is of class Ck and f [k] : U [k] → F is of class C1 ,
in which case we define f [k+1] := (f [k])[1] : U [k+1] → F with U [k+1] := (U [k])[1] .
The map f is called smooth or of class C∞ if it is of class Ck for each k ∈ N0 .
Note that U [k+1] = (U [1])[k] for each k ∈ N0 , and that f is of class Ck+1 if and
only if f is of class C1 and f [1] is of class Ck ; in this case, f [k+1] = (f [1])[k] . Next
we prove the basic higher order differentiation rules.
Lemma 1.8. If f and g are composable and of class Ck , then g ◦ f is of class
Ck , and the generalized chain rule
T̂ k(g ◦ f) = T̂ kg ◦ T̂ kf
holds.
Proof. For k = 1, this is Lemma 1.5, and the general case is proved in the same
spirit by induction on k (cf. [BGN04, Prop. 4.5]).
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Lemma 1.9. If f is of class C2 , then for all x ∈ U , v, w ∈ V ,
∂v∂wf(x) = ∂w∂vf(x).
Proof. First of all, note that
∂w∂vf(x) = lim
t→0
∂vf(x+ tw) − ∂vf(x)
t
= lim
t→0
(
lim
s→0
f(x+ tw + sv)− f(x+ tw)− f(x+ sv) + f(x)
ts
)
where, for t, s ∈ K× ,
f(x+ sv + tw) − f(x+ tw)− f(x+ sv) + f(x)
ts
=
1
t
(
f [1](x+ tw, v, s)− f [1](x, v, s)
)
= f [2]
(
(x, v, s), (w, 0, 0), t
)
,
whence, by continuity of f [2] , ∂w∂vf(x) = f
[2]
(
(x, v, 0), (w, 0, 0), 0
)
. Of course, we
have also, by the same calculation as above, for t, s ∈ K× ,
f(x+ sv + tw)− f(x+ sv)− f(x+ tw) + f(x)
ts
=
1
s
(
f [1](x+ sv, w, t)− f [1](x,w, t)
)
= f [2]
(
(x,w, t), (v, 0, 0), s
)
,
and hence
f [2]
(
(x, v, s), (w, 0, 0), t
)
= f [2]
(
(x,w, t), (v, 0, 0), s
)
.
By continuity of f [2] , this equality holds also for t = s = 0, and this means that
∂w∂vf(x) = ∂v∂wf(x).
Corollary 1.10. If f is of class Ck and x ∈ U , then the map
dkf(x) : V k →W, (v1, . . . , vk) 7→ ∂v1 . . . ∂vkf(x)
is a symmetric multilinear C0 -map.
Proof. The maps dk are partial maps of f [k] and hence are C0 ; for instance, we
have seen above that d2f(x)(v, w) = f [2]((x,w, 0), (v, 0, 0), 0). Symmetry follows
from Lemma 1.9, and multilinearity now follows from Lemma 1.4.
Theorem 1.11. (The second order Taylor expansion.) Assume f : U → W is
of class C2 . Then for all (x, h, t) ∈ U [1] , f has an expansion
f(x+ th) = f(x) + t df(x)h+ t2 a2(x, h) + t
2R2(x, h, t), (1.5)
where the remainder term R2(x, h, t) is O(t) , i.e., it is of class C
0 and takes the
value 0 for t = 0 . The coefficient a2(x, h) is of class C
0 jointly in both variables
and, in the variable h , is a vector-valued homogeneous form of degree 2 , i.e., a2(x, ·)
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is homogeneous of degree 2 , and the map (v, w) 7→ a2(x, v+w)−a2(x, v)−a2(x,w)
is bilinear. More precisely, we have
a2(x, v + w) − a2(x, v)− a2(x,w) = d2f(x)(v, w). (1.6)
In particular 2 a2(x, h) = d
2f(x)(h, h) . Therefore, if 2 is invertible in K , the
second order Taylor expansion (1.5) may also be written
f(x+ th) = f(x) + t df(x)h +
t2
2
d2f(x)(h, h) + t2R2(x, h, t). (1.7)
Proof. Since f is of class C2 , applying the fundamental relation (1.1) first to f
and then to f [1] , we get
f(x+ th) = f(x) + tf [1](x, h, t)
= f(x) + tdf(x)h+ t(f [1](x, h, t)− f [1](x, h, 0))
= f(x) + tdf(x)h+ t2f [2]((x, h, 0), (0, 0, 1), t)
= f(x) + tdf(x)h+ t2f [2]((x, h, 0), (0, 0, 1), 0)
+ t2
(
f [2]((x, h, 0), (0, 0, 1), t)− f [2]((x, h, 0), (0, 0, 1), 0)
)
.
We let a2(x, h) := f
[2]((x, h, 0), (0, 0, 1), 0) and
R2(x, h, t) := f
[2]((x, h, 0), (0, 0, 1), t)− f [2]((x, h, 0), (0, 0, 1), 0).
These maps are all C0 since so is f [2] , and R2(x, h, t) takes the value 0 at t = 0.
One shows, as in usual differential calculus, that an expansion with these properties
(“de´veloppement limite´” in French) is unique (cf. [BGN04, Lemma 5.2]), and then
deduces that a2(x, ·) is homogeneous of degree 2. Let us prove (1.6). From (1.5),
together with linearity of df(x), we get
f(x+ t(h1 + h2))− f(x+ th1)− f(x+ th2) + f(x)
= t2(a2(x, h1 + h2)− a2(x, h1)− a2(x, h2)) + t2O(t).
Thus, for t ∈ K× ,
f(x+ t(h1 + h2))− f(x+ th1)− f(x+ th2) + f(x)
t2
= a2(x, h1 + h2)− a2(x, h1)− a2(x, h2) +O(t).
For t = 0, the C0 -extension of the left hand side equals d2f(x)(h1, h2) (cf. proof
of Lemma 1.9), and this implies (1.6). Finally, since we already know that a2(x, h)
is homogeneous quadratic in h , we get for h1 = h2 = h the relation 2 a2(x, h) =
d2f(x)(h, h), which implies (1.7).
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Corollary 1.12. If U is an open neighborhood of the origin in V and f : U →W
is of class C2 and homogeneous of degree 2 (i.e., f(rx) = r2 f(x) whenever this
makes sense), then f is a W -valued quadratic form.
Proof. Clearly, f(0) = 0. Using the expansion (1.5) at x = 0, we get
t2f(h) = f(th) = tdf(0)h+ t2(a2(0, h) +R2(0, h, t)).
Dividing, for t ∈ K× , by t , we get an identity whose both sides are C0 -functions
of t . Letting t = 0, we deduce that df(0)h = 0. Dividing again, for t ∈ K× , by t2 ,
we get f(h) = a2(0, h) + R2(x, h, t). Both sides are C
0 -functions of t , and hence
for t = 0 we get f(h) = a2(0, h). According to (1.6), f is then a vector-valued
quadratic form.
It is fairly obvious that the arguments given in the proof of Theorem 1.11 can be
iterated in order to prove the general expansions, for f of class Ck ,
f(x+ th) = f(x) +
k∑
j=1
tjaj(x, h) + t
kRk(x, h, t),
= f(x) +
k∑
j=1
tj
j!
djf(x)(h, . . . , h) + tkRk(x, h, t)
the latter provided the integers are invertible in K – see [BGN04, Chapter 5] for
the details. In this work we will use only the second order Taylor expansion. Thus
the present summary of basic results on differential calculus is sufficient for our
purposes. For more information, we refer to [BGN04]; see also Appendix L, Section
L.3, for examples of some important categories of topological fields and vector spaces
and their main properties, and Appendix G, Section G.1, for the generalization of
the preceding set-up to general “C0 -concepts”, as introduced in [BGN04].
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2. Manifolds
2.1. Manifolds and manifolds with atlas. We fix a topological K -module V as
“model space” of our manifold. A Ck -manifold with atlas is a topological space
M together with a V -atlas A = (ϕi, Ui)i∈I . This means that Ui , i ∈ I is a
covering of M by open sets, and ϕi : M ⊃ Ui → ϕi(Ui) ⊂ V is a chart, i.e. a
homeomorphisms of the open set Ui ⊂ M onto an open set ϕi(Ui) ⊂ V , and any
two charts (ϕi, Ui), (ϕj , Uj) are C
k -compatible in the sense that
ϕij := ϕi ◦ ϕ−1j |ϕj(Ui∩Uj) : ϕj(Ui ∩ Uj)→ ϕi(Ui ∩ Uj)
and its inverse ϕji are of class C
k . If M is Ck for all k , we say that M is a
smooth or C∞ -manifold. We see no reason to assume that the topology of M is
Hausdorff (compare [La99, p. 23] for this issue). Also, we see no reason to assume
that the atlas A is maximal. Of course, any atlas can be completed to a maximal
one, if one wishes to do so. (See, however, Section 2.4 below, for a word of warning
concerning maximal atlasses.) A manifold over K is a manifold together with a
maximal atlas.
Sometimes it may be useful to consider also the disjoint union of two manifolds
(possibly modelled on non-ismorphic topological modules) as a manifold; then one
should call V -manifolds the class of manifolds defined before.
Let M,N be Ck -manifolds with atlas. A map f :M → N is of class Ck if,
for all choices of charts (ϕ,U) of M and (ψ,W ) of N ,
ψ ◦ f ◦ ϕ−1 : ϕ(U ∩ f−1(W ))→ ψ(W )
is of class Ck . From the chain rule (Lemma 1.8) it follows that Ck -manifolds with
atlas form a category. We denote by Diff(M) or DiffK(M) the automorphism group
of M in this category, also called the group of diffeomorphisms.
In particular, all topological K -modules are C∞ -manifolds and we can define
smooth functions on M to be smooth maps f : M → K . The space C∞(M)
of smooth functions on M may be reduced to the constants, and it may also
happen that C∞(Ui) is reduced to the constants for all chart domains Ui (e.g.
case of topological vector spaces that admit no non-zero continuous linear forms,
cf. [BGN04, Example 8.2]). Therefore it is no longer possible to define differential
geometric objects via their action on smooth functions.
2.2. Direct products. In the category of smooth manifolds over K one can form
direct products: given two Ck -manifolds with atlas (M,A), (N,B), endow M ×N
with the product topology, and the charts are given by the maps ϕi × ψj . These
charts are again Ck -compatible and define an atlas A× B .
2.3. Submanifolds. For our purposes, the following strong definition of submani-
folds will be convenient (of course, one may consider also weaker conditions): if E
is a submodule of a topological K -module V , then we say that E is admissible if
there exists a complementary submodule F such that the bijection
E × F → V, (e, f) 7→ e+ f
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is a homeomorphism. Thus E and F are closed and complemented submodules
of V . Now a submanifold is defined as usual to be a subset N ⊂ M such that
there exists a subatlas of A having the property that Ui ∩ N is either empty or
corresponds to an admissible submodule of V .
2.4. Locality. For classical real manifolds, any topological refinement of the open
chart domain cover (Ui)i∈I of M defines a new and equivalent atlas of M . In
particular, a maximal atlas of M contains, for any point x ∈M , a system of open
neighborhoods of x as possible chart domains. This fact remains true if K is a field,
because of the following Locality Lemma ([BGN04, Lemma 4.9]): If K is a field and
if f is Ck on each open set Uj of an open cover (Uj)j∈J of the open set U ⊂ V ,
f is also of class Ck on U . For general base rings, this may become false. In
this case, one should rather think of a maximal atlas as something like a “maximal
bundle atlas” of a fiber bundle, with fibers corresponding to ideals of non-invertible
elements of K . As long as one minds this remark, the theory of manifolds over rings
is not really different from the theory of manifolds over fields.
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3. Tangent bundle and general fiber bundles
3.1. An equivalence relation describing M . Assume M is a manifold with atlas
modelled on V . A point p ∈M is described in the form p = ϕ−1i (x) with x ∈ ϕi(Ui)
and i ∈ I . In a different chart it is given by p = ϕ−1j (y). In other words, M is the
set of equivalence classes S/ ∼ , where
S := {(i, x)|x ∈ ϕi(Ui)} ⊂ I × V,
and (i, x) ∼ (j, y) iff ϕ−1i (x) = ϕ−1j (y) iff ϕji(x) = y . We write p = [i, x] ∈ M =
S/ ∼ .
3.2. An equivalence relation describing TM . Next we define an equivalence relation
on the set
TS := S × V ⊂ I × V × V
by:
(i, x, v) ∼ (j, y, w) :⇔ ϕj ◦ ϕ−1i (x) = y, d(ϕj ◦ ϕ−1i )(x)v = w
⇔ ϕji(x) = y, dϕji(x)v = w.
Since ϕii = id, ϕijϕjk = ϕik , the chain rule implies that this is an equivalence
relation. Again we denote equivalence classes by [i, x, v] , and we let
TM := TS/ ∼ .
If [i, x, v] = [j, y, w] , then [i, x] = [j, y] , and hence the map
π : TM →M, [i, x, v] 7→ [i, x]
is well-defined. For p = [i, x] ∈M , we let
TpM := π
−1(p) = {[i, x, v] ∈ TM | v ∈ V }.
The map
Txϕ
−1
i : V → TpM, v 7→ [i, x, v]
is a bijection (it is surjective by definition and injective since the differentials are
bijections), and we can use it to define the structure of a topological K -module on
TpM which actually does not depend on (i, x) because Tyϕ
−1
j = Txϕ
−1
i ◦ dϕij(y).
The K -module TpM is called the tangent space of M at x .
We define an atlas TA := (Tϕi)i∈I on TM by:
TUi := π
−1(Ui), Tϕi : TUi → V × V, [i, x, v] 7→ (x, v)
Change of charts is now given by
Tϕij : (x, v) 7→ (ϕij(x), dϕij(x)v)
which is Ck−1 if ϕij is C
k . Thus (TM, TA) is a manifold with atlas.
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If f :M → N is Ck we define its tangent map by
Tf : TM → TN, [i, x, v] 7→ [j, fij(x), dfij(x)v]
where fij = ψj ◦ f ◦ ϕ−1i (supposed to be defined on a non-empty open set). In
other words,
Tf = (Tψj)
−1 ◦ (fij , dfij) ◦ Tϕi = (Tψj)−1 ◦ Tfij ◦ Tϕi
with Tfij as defined in (1.3). This is well-defined, linear in fibers and C
k−1 .
Clearly the functorial rules hold, i.e. we have defined a covariant functor T from
the category of smooth manifolds over K into itself.
Using the product atlas from 2.2 on the direct product M ×N , we see that
there is a natural isomorphism
T (M ×N) ∼= TM × TN
which is directly constructed by using the equivalence relation defining TM .
If f : M → K is a smooth function, then Txf : TxM → Tf(x)K = K gives
rise to a function TM → K , linear in fibers, which we denote by df . The product
rule (Lemma 1.6 (i)) implies that d(fg) = f dg + g df .
3.3. General fiber bundles. General fiber bundles over M are defined following the
same pattern as above for the tangent bundle: assume M is modelled on V and
let N some manifold modelled on a topological K -module W . Assume that, for
all triples (i, j, x) ∈ I × I × V such that ϕ−1i (x) ∈ ϕ−1j (Uj), an element
gji(x) ∈ Diff(N)
of the diffeomorphism group of N is given such that the cocycle relations
gik(x) = gij(ϕjk(x)) ◦ gjk(x), gii(x) = idN
are satisfied and such that
(x,w) 7→ gij(x,w) := gij(x)w
is smooth wherever defined. Then we define an equivalence relation on S ×N by
(i, x, v) ∼ (j, y, w) :⇔ ϕji(x) = y, gji(x)v = w.
By the cocycle relations, this is indeed an equivalence relation, and by the smooth-
ness assumption, F := S × N/ ∼ can be turned into a manifold modelled on
V ×W and locally isomorphic to Ui×N and such that the projection p : F →M ,
[i, x, w] 7→ [i, x] is a well-defined smooth map whose fibers are all diffeomorphic to
N . When we speak of a “chart” of a bundle, we always mean a bundle chart, and
we never consider maximal atlasses on bundles.
Homomorphisms or bundle maps are pairs f˜ : F → F ′ , f : M → M ′ of
smooth maps such that p′ ◦ f˜ = f ◦ p . Using charts, it is seen that fibers of bundles
are submanifolds, and bundle maps induce by restriction smooth maps on fibers.
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3.4. Vector bundles. If N carries an additional structure (K -module, affine space,
projective space...) and the gij(x) respect this structure, then each fiber also carries
this structure. In particular, if N is a K -module and the transition maps respect
this structure, then F is called a vector bundle. In this case, the bundle atlas is of
the form A˜ = (p−1(Ui), ϕ˜i)i∈I with
ϕ˜i : p
−1(Ui)→ V ×W, [i, x, w] 7→ (x,w).
Change of charts is given by the transition functions
g˜ij(x,w) = (ϕij(x), gij(x)w).
Homomorphisms are required to respect the extra structure on the fibers. Thus
homomorphisms of vector bundles are such that restriction to fibers induces K -
linear maps.
If F is a vector bundle over M , then there is a well defined map
z :M → F, [i, x] 7→ [i, x, 0],
called the zero section, and if (f˜ , f) is a homomorphism of vector bundles, then f
can be recovered from f˜ via f = p ◦ f˜ ◦ z .
3.5. Direct sum of vector bundles. If F and E are fiber bundles over M , then,
by definition, F ×M E is the fiber bundle over M whose fiber over x is Fx × Ex .
The transition functions are given by gij(x) × fij(x). If E and F are in addition
vector bundles, then E ×M F is also a vector bundle, denoted by E ⊕M F , with
transition functions, in matrix form,
gij(x)⊕ fij(x) =
(
gij(x) 0
0 fij(x)
)
.
We do not define tensor products, dual or hom-bundles of vector bundles in our
general context – see Appendix L, Sections L1 and L2 for expla
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4. The Lie bracket of vector fields
4.1. Vector fields and derivations. A section of a vector bundle F over M is a
smooth map X :M → F such that p ◦X = idM . If F is a vector bundle, then the
sections of F form a module, denoted by Γ∞(F ) or simply by Γ(F ), over the ring
C∞(M). Sections of TM are also called vector fields, and we also use the classical
notation X(M) for Γ(TM). In a chart (Ui, ϕi), vector fields can be identified with
smooth maps Xi : V ⊃ ϕi(Ui)→ V , given by
Xi := pr2 ◦Tϕi ◦X ◦ ϕ−1i : ϕ−1i (Ui)→ Ui → TUi ∼= Ui × V → V.
Similarly, sections of an arbitrary vector bundle are locally represented by smooth
maps
Xi : V ⊃ ϕ−1i (Ui)→W.
If the chart (Ui, ϕi) is fixed, for brevity of notation we will often suppress the index
i and write the chart representation of X in the form
U → U ×W, x 7→ x+X(x) or (x,X(x)).
For a vector field X : M → TM and a smooth function f : M → K , recall
that the differential df : TM → K is smooth and hence we can define a smooth
function LXf by LXf := df ◦X . Then we have the Leibniz rule:
LX(fg) = d(fg) ◦X = (fdg + gdf) ◦X = gLXf + fLXg.
Thus the map X 7→ LX is a K -linear map into the space of derivations of C∞(M).
However, it will in general neither be injective nor surjective, not even when re-
stricted to suitable open subsets (cf. [BGN04, Examples 8.2 and 8.3]). Therefore
it cannot be used to define the Lie algebra structure on X(M). In the following
theorem, we define the Lie bracket by using its expression in a chart; an intrinsic
definition of the Lie bracket needs a closer look at the second tangent bundle TTM
and is postponed to Chapter 14.
Theorem 4.2. There is a unique structure of a Lie algebra over K on X(M)
such that for all X,Y ∈ X(M) and (i, x) ∈ S ,
[X,Y ]i(x) = dXi(x)Yi(x)− dYi(x)Xi(x).
Proof. Uniqueness is clear. Let us show that, on the intersection of two
chart domains, the bracket [X,Y ] is independent of the choice of chart: assume
(i, x) ∼ (j, y), i.e. y = ϕjϕ−1i x = ϕji(x); then Xj(y) = dϕji(x)Xi(x) or
Xj ◦ ϕji = Tϕji ◦Xi. (4.1)
We have to show that [X,Y ] has the same transformation property under changes
of charts. For simplicity, we let ϕ := ϕji and calculate:
dYj(ϕ(x))Xj(ϕ(x)) = d(Tϕ ◦ Yi)(x)Tϕ ◦Xi(x)
= d2ϕ(x)(Xi(x), Yi(x)) + dϕ(x)dYi(x)Xi(x).
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We exchange the roˆles of X and Y and take the difference of the two equations
thus obtained: we get, using Schwarz’ lemma (Lemma 1.9),
dYj(ϕ(x))Xj(ϕ(x)) − dXj(ϕ(x))Yj(ϕ(x)) = dϕ(x)(dYi(x)Xi(x)− dXi(x)Yi(x))
which had to be shown. Summing up, the bracket operation X(M)×X(M)→ X(M)
is well-defined, and it clearly is K -bilinear and antisymmetric in X and Y . For
the case that 2 is not invertible in K , note that we clearly also have the identity
[X,X ] = 0.
All that remains to be proved is the Jacobi identity. This is done by a direct
computation which involves only the composition rule and Schwarz’ lemma: define
a (chart dependent) “product” of Xi and Yi by
(Xi · Yi)(x) := dYi(x)Xi(x).
(Later this will be interpreted as ∇XiYi , the canonical flat connection of the chart
Ui , see Chapter 10.) Then, by a direct calculation, one shows that this product is
a left symmetric or Vinberg algebra (cf., e.g., [Koe69]), i.e. it satisfies the identity
Xi · (Yi · Zi)− (Xi · Yi) · Zi = Yi · (Xi · Zi)− (Yi ·Xi) · Zi.
But it is immediately checked that for every left symmetric algebra, the commutator
[Xi, Yi] = Xi · Yi − Yi ·Xi satisfies the Jacobi identity.
The Lie bracket is natural in the following sense: assume ϕ : M → N is a
smooth map and X ∈ X(M), Y ∈ X(N). We say that the pair (X,Y ) is ϕ-related
if
Y ◦ ϕ = Tϕ ◦X.
Lemma 4.3. If (X,Y ) and (X ′, Y ′) are ϕ-related, then so is ([X,X ′], [Y, Y ′]) .
In particular, the diffeomorphism group of M acts by automorphisms of the Lie
algebra X(M) .
Proof. This is the same calculation as the one given in the preceding proof after
Eqn. (4.1).
Moreover, from the definitions it follows easily that
X(M)→ Der(C∞(M)), X 7→ −LX
is a homomorphism of Lie algebras. (The sign in the definition of the Lie bracket
is a matter of convention.)
4.4. Infinitesimal automorphisms. If X is a vector field on M , then an integral
curve is a smooth map ϕ : K ⊃ I → M such that Ttϕ · 1 = X(ϕ(t)). In a chart,
this is equivalent to the usual differential equation ϕ′(t) = X(ϕ(t)). In our general
set-up, we have no existence or uniqueness statements for solutions of ordinary
differential equations, and hence we will never work with integral curves or flows.
However, a very rough infinitesimal version of the flow of a vector field can be
defined (for more refined versions see Chapter 29): we say that a diffeomorphism
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f : TM → TM is an infinitesimal automorphism if f preserves fibers, and in each
fiber f acts by translations. Clearly, this defines a group, denoted by
InfAut(M) :=
{
f ∈ Diff(TM)| ∀p ∈M : ∃vp ∈ TpM : ∀v ∈ TpM : f(v) = v + vp
}
.
Clearly, X(p) := vp = f(0p) defines a map X :M → TM that can also be written
X = f ◦ z , where z : M → TM is the zero section, whence is a smooth section of
TM , i.e., it is a vector field on M . Conversely, if X : M → TM is a vector field
on M , we define a map
X˜ : TM → TM, v 7→ v +X(π(v))).
In each fiber, X˜ acts by translations, and using charts, we see that X˜ is smooth.
The inverse of X˜ is −˜X ; more generally, we have X˜ + Y = X˜ ◦ Y˜ , and hence X˜ is
an infinitesimal automorphism. Summing up, we have defined a group isomorphism
(X(M),+) ∼= InfAut(M). Note that the same notions could be defined by replacing
TM by an arbitrary vector bundle F over M . In Chapter 28, “higher order
versions” of the group InfAut(M) will be defined.
4.5. Tensor fields, forms. Let E and F be vector bundles over M . An E -
valued k -multilinear form on F is a smooth map A : F ×M . . . ×M F → E (k
factors) such that pE ◦A = p×k
M
F , i.e., A maps fibers over x to fibers over x , and
Ax : Fx × . . .× Fx → Ex is K -linear in all k variables. If F = TM , then we speak
also of E -valued forms; if F = TM and E =M ×K is the trivial line bundle, then
A is called a tensor field of type (k, 0), and if F = E = TM , then A is called tensor
field of type (k, 1). Differential forms of degree k are skew-symmetric tensor fields
of type (k, 0). (We don’t define tensor fields of type (r, s) with s > 1 since we have
not defined the tensor product bundles; cf. Appendix L2.) Note that we do not
interprete forms as sections of a vector bundle over M ; for instance, one-forms are
defined as maps ω : TM → K , but T ∗M is not defined as a bundle (cf. Appendix
L1).
4.6. Almost (para-) complex and dual structures. A tensor field J of type (1, 1),
i.e., a smooth map J : TM → TM acting linearly on all fibers, such that J2 = −1
will be called an almost complex structure (even if the base field is not real), and
if J2 = 1 , J will be called a polarization (or a para-complex structure in case 2 is
invertible in K and both eigenspaces of Jx are isomorphic as submodules of TxM
for all x ∈ M ). If J2 = 0 and ker(Jx) = im(Jx) for all x ∈ M , then J will be
called an almost dual structure.
4.7. The canonical almost dual structure on the tangent bundle. The tangent
bundle TM of a manifold M carries a natural almost dual structure. This can be
seen as follows: recall that the transition maps of the bundle atlas of TM are given
by Tϕij(x; v) = (ϕij(x), dϕij(x)v). Therefore, using the rule on partial derivatives,
the transition maps of the bundle atlas of TTM = T (TM) are given by
TTϕij(x, v;x
′, v′) = (Tϕij(x, v), d(Tϕij)(x, v)(x
′, v′))
= (ϕij(x), dϕij(x)v, dϕij(x)x
′, dϕij(x)v
′ + d2ϕij(x)(v, x
′))
= (ϕij(x), dϕij(x)v,
(
dϕij(x) 0
d2ϕij(x)(v, ·) dϕij(x)
)(
x′
v′
)
).
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The matrix in the last line describes the differential d(Tϕij)(x, v). It is clear that
this matrix commutes with the matrix
Q :=
(
0 0
1V 0
)
.
Therefore, if p = [i, x] ∈M and u = [i, x, v] ∈ TpM , and we identify Tu(TM) with
V × V via the chart TTϕi , then the endomorphism εu of Tu(TM) defined by Q
does not depend on the chart. Hence
ε := (εu)u∈TM
defines a tensor field of type (1, 1) on TM such that ε2 = 0 and the kernel of
εu is exactly TpM ∼= Tu(TpM) ⊂ Tu(TM). This tensor field is natural in the
sense that it is invariant under all diffeomorphisms of the kind Tf where f is a
diffeomorphism of M : this is proved by the above calculation, with ϕij replaced
by f . (In [Bes78, p. 20/21] this tensor field, in a slightly different presentation, is
called the “vertical endomorphism”.)
The tensor field ε is integrable in the following sense: the distribution of
subspaces given by ker ε admits integral submanifolds which are simply the fibers
of the bundle TM . Comparing with the situation of an almost complex structure
(replace the condition ε2 = 0 by ε2 = −1), one might conjecture that in analogy
with the theorem of Newlander and Nirenberg from the complex case, also in this
case it may be true that indeed TM is already a manifold defined over the ring
K⊕ εK with relation ε2 = 0, i.e. over the dual numbers. In Chapter 6 we will show
that this is indeed true.
4.8. Remarks on differential operators of degree zero. In the real finite-dimensional
case, tensor fields can be interpreted as (multi-)differential operators of degree
zero. This is in general no longer possible in our set-up. By definition, a (multi-)
differential operator of degree zero between vector bundles E,F over M is given by
a collection of maps from sections to sections, for all open sets U ⊂M , or at least
for all chart domains U ,
A˜U : Γ(F |U )× . . .× Γ(F |U )→ Γ(F |U ), (ξ1, . . . , ξk) 7→ A˜U (ξ1, . . . , ξk) (4.2)
(k factors) such that
(1) A˜U is C∞(U)-multilinear,
(2) for x ∈ U , the value A˜U (ξ1, . . . , ξk)(x) depends only on the values of the
sections ξ1, . . . , ξk at the point x .
If A : F ×M . . .×M F → E is a tensor field as in Section 4.5, then clearly we obtain
a multidifferential operator of degree zero by letting
(A˜U (ξ1, . . . , ξk))(x) := Ax(ξ1(x), . . . , ξk(x)).
Conversely, given a collection of mappings A˜U having Properties (1) and (2), we
can define a map A : F ×M . . . ×M F → E , multilinear in fibers and depending
smoothly on the base M , in the following way: let x ∈M , choose a chart U around
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x , extend elements v1, . . . , vk ∈ Fx to constant sections v˜1, . . . , v˜k of F over U (i.e.
(v˜i)(x) = vi ) and let
Ax(v1, . . . , vk) := (A˜U (v˜1, . . . , v˜k))(x). (4.3)
(This is well-defined: independence from U and from the extension of elements
in the fiber to local sections follows from (2).) However, we cannot guarantee
smooth dependence on v1, . . . , vk ; this has to be checked case by case in application
situations. For instance, a one-form A : TM → K corresponds to ω := A˜M :
X(M)→ C∞(M), and for vector fields X,Y , we let
(LXω)(Y ) := LX(ω(Y ))− ω([X,Y ]). (4.4)
Then LXω satisfies Properties (1) and (2); smooth dependence on v = Y (x) is
easily checked in a chart, and hence LXω defines, via (4.3), a tensor field which we
denote by LXA . Similarly we could define the Lie derivative of an arbitrary (k, 0)-
or (k, 1)-form, and using this, the exterior derivative of a differential form could
be defined in the usual way. We will, however, give a more intrinsic definition of
the exterior derivative later on (Chapters 13 and 22). Finally, let us remark that in
some situations, Condition (2) is automatically satisfied: it is automatic in case K
is a field and the fibers of F are finite-dimensional (essentially, the proof of [La99,
Lemma VIII.2.3] applies to this situation). Moreover, if cutoff functions in the sense
of [La99] exist, then it suffices to work with A˜M instead of the whole collection of
the A˜U ’s. See Chapter 21 for more general remarks on differential operators.
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5. Lie groups and symmetric spaces: basic facts
5.1. Manifolds with multiplication. A product or multiplication map on a man-
ifold M is a smooth binary map m : M × M → M , and homomorphisms of
manifolds with multiplication are smooth maps that are compatible with the re-
spective multiplication maps. Left and right multiplication operators, defined by
lx(y) = m(x, y) = ry(x), are partial maps of m and hence smooth self maps of M .
Applying the tangent functor to this situation, we see that (TM, Tm) is again a
manifold with multiplication, and tangent maps of homomorphisms are homomor-
phisms of the respective tangent bundles. The tangent map Tm is given by the
formula
T(x,y)m(v, w) = T(x,y)m((v, 0y) + (0x, w)) = Tx(ry)v + Ty(lx)w. (5.1)
Formula (5.1) is nothing but the rule on partial derivatives (Lemma 1.5 (iv)), written
in the language of manifolds. In particular, (5.1) shows that the canonical projection
and the zero section,
π : TM →M, v → π(v), z :M → TM, p 7→ 0p (5.2)
are homomorphisms of manifolds with multiplication. We will always identify M
with the subspace z(M) of TM . Then (5.1) implies that the operator of left
multiplication by p = 0p in TM is nothing but T (lp) : TM → TM , and similarly
for right multiplications.
5.2. Lie groups. A Lie group over K is a smooth K -manifold G carrying a group
structure such that multiplication m : G × G → G and inversion i : G → G are
smooth. Homomorphisms of Lie groups are smooth group homomorphisms. Clearly,
Lie groups and their homomorphisms form a category in which direct products exist.
Applying the tangent functor to the defining identities of the group structure
(G,m, i, e), it is immediately seen that then (TG, Tm, T i, 0TeG) is again a Lie group
such that π : TG→ G becomes a homomorphism of Lie groups and such that the
zero section z : G→ TG also is a homomorphism of Lie groups.
5.3. The Lie algebra of a Lie group. A vector field X ∈ X(G) is called left invariant
if, for all g ∈ G , X ◦ lg = T lg ◦X , and similarly we define right invariant vector
fields. If X is right invariant, then X(g) = X(rg(e)) = Terg · X(e); thus X is
uniquely determined by the value X(e), and thus the map
X(G)rG → TeG, X 7→ X(e) (5.3)
from the space of right invariant vector fields into TeG is injective. It is also
surjective: if v ∈ TeG , then left multiplication with v in TG , lv : TG → TG ,
preserves fibers (because π is a homomorphism) and hence defines a vector field
vR := lv ◦ z : G→ TG, g 7→ lv(0g) = v · 0g = Tm(v, 0g) = Terg(v)
which is right invariant since right multiplications commute with left multiplica-
tions. Now, the space X(G)rG is a Lie subalgebra of X(M); this follows immedi-
ately from Lemma 4.3 because X is right invariant iff the pair (X,X) is rg -related
for all g ∈ G . The space g := TeG with the Lie bracket defined by
[v, w] := [vR, wR]e
is called the Lie algebra of G .
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Theorem 5.4.
(i) The Lie bracket g× g → g is of class C0 .
(ii) For every homomorphism f : G → H , the tangent map f˙ := Tef : g → h is
a homomorphism of Lie algebras.
Proof. (i) Pick a chart ϕ : U → V of G such that ϕ(e) = 0. Since wR(x) =
Tm(w, x) depends smoothly on (x,w), it is represented in the chart by a smooth
map (which again will be denoted by wR(x)). But this implies that [vR, wR](x) =
d(vR)(x)wR(x)−d(wR)(x)vR(x) depends smoothly on v, w and x and hence [v, w]
depends smoothly on v, w .
(ii) First one checks that the pair of vector fields (vR, (f˙v)R) is f -related,
and then one applies Lemma 4.3 in order to conclude that f˙ [v, w] = [f˙ v, f˙w] .
The functor from Lie groups over K to C0 -Lie algebras over K will be called
the Lie functor (for K-Lie groups and K-Lie algebras). We say that a C0 -Lie
algebra over K is integrable if there is a Lie group over K such that g = Lie(G).
The following is the integrability problem for K-Lie algebras:
IP1. Which K -Lie algebras are integrable ?
IP2. If a K -Lie algebra is integrable, how can we describe all equivalence classes
of Lie groups belonging to this Lie algebra ?
These are difficult problems which fall out of the scope of the present work. Let us
just mention that all full matrix groups Gl(n,K) are Lie groups (with atlas given
by the natural chart), as well as all orthogonal groups O(b,Kn) corresponding to
non-degenerate forms b : Kn × Kn → K – in these cases the manifold structure
can be defined by “Cayley’s rational chart”, cf. [Be00] and [BeNe05]. For SL(n,K)
one can define an atlas via the Bruhat decomposition; thus all “classical groups
over K” are Lie groups, and their Lie algebras are calculated in the usual way,
namely, they are subalgebras of some matrix algebra gl(V ) with the usual Lie
bracket [X,Y ] = XY −Y X , and V ∼= Km . In fact, for X ∈ gl(V ), the value of the
right invariant vector field XR at g ∈ Gl(V ) is XR(g) = Xg (product in End(V )),
and hence the Lie bracket can be calculated in the natural chart End(V ):
[X,Y ] = [XR, Y R]e = d(X
R)(e) · Y R(e)− d(Y R)(e) ·XR(e) = XY − Y X.
(This explains our choice of defining the Lie algebra via right invariant vector fields;
the other choice would have given the opposite Lie algebra structure on gl(V ). Since
we do not invoke any contravariant constructions, we can avoid the well-known “sign
dilemma”, cf. [Be00, p. 32/33], [Hel78, p. 122].) If V is not isomorphic to some Km ,
then in general there is no Lie group structure on Gl(V ) – but a good substitute of
general linear groups is given by unit groups of “continuous inverse algebras” (cf.
Section 25.6). See [Gl04e] for these and more general constructions of Lie groups
over topological fields.
5.5. Symmetric spaces. A reflection space (over K) is a smooth manifold with a
multiplication map m : M ×M → M such that, for all x, y, z ∈ M , and writing
σx(y) = m(x, y) instead of lx(y),
(M1) m(x, x) = x
(M2) m(x,m(x, y)) = y , i.e. σ2x = idM ,
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(M3) m(x,m(y, z)) = m(m(x, y),m(x, z)), i.e. σx ∈ Aut(M,m).
(Reflection spaces – “Spiegelungsra¨ume” in German – have been introduced by O.
Loos in [Lo67] in the finite dimensional real case.) The left multiplication operator
σx is, by (M1)–(M3), an automorphism of order two fixing x ; it is called the
symmetry around x . The “trivial reflection space” σx = idM for all x is not
excluded by the axioms (M1)–(M3). We say that (M,m) is a symmetric space
(over K) if (M,m) is a reflection space such that 2 is invertible in K and the
property
(M4) for all x ∈M , Tx(σx) = − idTxM
holds. The assumption that 2 is invertible in K guarantess that 0 is the only fixed
point of the differential Tx(σx) : TxM → TxM , and without this assumption (M4)
would be useless. In the finite dimensional case over K = R , or, more generally, in
any context where we have an implicit function theorem at out disposition, (M4)
implies that x is an isolated fixed point of σx and hence our definition contains the
one from [Lo69] as a special case (see [Ne02a, Lemma 3.2] for the case of Banach
symmetric spaces). The group G(M) generated by all σxσy is a (normal) subgroup
of Aut(M,m), called the group of displacements. A distinguished point o ∈ M
is called a base point. With respect to a base point, one defines the quadratic
representation
Q := Qo :M → G(M), x 7→ Q(x) := σxσo (5.4)
and the powers (for n ∈ Z)
x−1 := σo(x), x
2n := Q(x)n.o, x2n+1 := Q(x)n.x. (5.5)
By a straightforward calculation, one proves then the fundamental formula
Q(Q(x)y) = Q(x)Q(y)Q(x) (5.6)
and the power associativity rules (cf. [Lo69] or [Be00, Lemma I.5.6])
m(xn, xm) = x2n−m, (xm)n = xmn. (5.7)
A symmetric space is called abelian or commutative if the group G(M) is commu-
tative. For instance, any topological K -module with the product
m(u, v) = u− v + u = 2u− v (5.8)
is a commutative symmetric space. See Section 26.1 for some more basic facts on
commutative symmetric spaces.
Proposition 5.6. Assume (M,m) is a symmetric space over K .
(i) The tangent bundle (TM, Tm) of a reflection space is again a reflection space.
(ii) The tangent bundle (TM, Tm) of a symmetric space is again a symmetric
space.
Proof. (i) We express the identities (M1)–(M3) by commutative diagrams to
which we apply the tangent functor T . Since T commutes with direct products,
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we get the same diagrams and hence the laws (M1)–(M3) for Tm (cf. [Lo69] for
the explicit form of the diagrams).
(ii) We have to prove that (M4) holds for (TM, Tm). First of all, note
that the fibers of π : TM → M (i.e. the tangent spaces) are stable under Tm
because π is a homomorphism. We claim that for v, w ∈ TpM the explicit formula
Tm(v, w) = 2v − w holds (i.e. the structure induced on tangent spaces is the
canonical “flat” symmetric structure (5.8) of an affine space). In fact, from (M1) for
Tm we get v = Tm(v, v) = Tp(σp)v+Tp(rp)v = −v+Tp(rp)v , whence Tp(rp)v = 2v
and
Tm(v, w) = Tp(σp)w + Tp(rp)v = 2v − w.
Now fix o ∈ M and v ∈ ToM . We choose 0o as base point in TM . Then
Q(v) = σvσ0o is, by (M3), an automorphism of (TM, Tm) such that Q(v)0o =
σv(0o) = 2v . But multiplication by
1
2 ,
1
2
: TM → TM, u 7→ 1
2
u
also is an automorphism of (TM, Tm), as shows Formula (5.1). Therefore the
automorphism group of TM acts transitively on fibers, and after conjugation of σv
with (12Q(v))
−1 we may assume that v = 0o . But in this case the proof of our claim
is easy: we have σ0o = Tσo , and since Toσo = − idToM , the canonical identification
T0o(TM)
∼= ToM ⊕ ToM yields T0o(σ0o) = (− idToM ) × (− idToM ) = − idT0oTM ,
whence (M4).
The alert reader may have noticed that the preceding proof of (M4) already
contains the construction of a canonical connection on TM : in fact, the argument
of the proof shows that the “vertical space” Vv := Tv(TpM) ⊂ Tv(TM) has a
canonical complement Hv =
1
2Q(v)H0 , where H0 is one of the factors of the
canonical decomposition T0p(TM)
∼= TpM ⊕ TpM – see Chapter 26 for the further
theory concerning this.
5.7. The algebra of derivations of M . A vector field X : M → TM on a symmetric
space M is called a derivation if X is also a homomorphism of symmetric spaces.
This can be rephrased by saying that (X×X,X) is m-related. Lemma 4.3 therefore
implies that the space g ⊂ X(M) of derivations is stable under the Lie bracket. It
is also easily checked that it is a K -submodule of X(M), and hence g ⊂ X(M) is
a Lie subalgebra.
5.8. The Lie triple system of a symmetric space with base point. We fix a base
point o ∈M . The map X 7→ Tσo ◦X ◦ σo is a Lie algebra automorphism of X(M)
of order 2 which stabilizes g . We let
g = g+ ⊕ g−, g± = {X ∈ g|Tσo ◦X ◦ σo = ±X}
be its associated eigenspace decomposition (recall our assumption on K !). The
space g+ is a Lie subalgebra of X(M), whereas g− is only closed under the triple
bracket
(X,Y, Z) 7→ [X,Y, Z] := [[X,Y ], Z].
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Proposition 5.9.
(i) The space g+ is the kernel of the evaluation map evo : g → ToM , X 7→ X(o) .
(ii) Restriction of evo yields a bijection g
− → ToM , X 7→ X(o) .
Proof. (i) Assume X ∈ g+ . Then ToσX(o) = X(σo(o)) = X(o) implies
−X(o) = X(o) and hence X(o) = 0. On the other hand, if X(o) = 0, then
X(σo(p)) = X(m(o, p)) = Tm(X(o), X(p)) = Tm(0o, X(p)) = TσoX(p), whence
X ∈ g+ .
(ii) By (i), g− ∩ ker(evo) = g− ∩ g+ = 0, and hence evo : g− → ToM is
injective. It is also surjective: let v ∈ ToM . Consider the map
v˜ =
1
2
Q(v) ◦ z : M → TM, p 7→ 1
2
Q(v)0p =
1
2
Tm(v, Tm(0o, 0p)). (5.9)
It is a composition of homomorphisms and hence is itself a homomorphism from M
into TM . Moreover, as seen in the proof of Proposition 5.6, v˜(o) = v . Thus we
will be done if can show that v˜ ∈ g− . First of all, v˜ is a vector field since, for all
p ∈M and w ∈ TpM , Q(v)w ∈ Tm(o,m(o,p))M = TpM . Finally,
Tσo ◦ v˜ ◦ σo = 1
2
Tσo ◦Q(v) ◦ z ◦ σo
=
1
2
Q(Tσov) ◦ z = 1
2
Q(−v) ◦ z = −v˜.
(The notation v˜ is taken from [Lo69]. In later chapters and in [Be00] we use also
the notation l(v) := v˜ and consider l(v) as a “vector field extension of v”.)
The space m := ToM with triple bracket given by
[u, v, w] := [[u˜, v˜], w˜](o)
is called the Lie triple system (Lts) associated to (M, o). It satisfies the identities
of an abstract Lie triple system over K (cf. [Lo69, p. 78/79] or [Be00]): for all
u, v, w ∈ m ,
(LT1) [u, u, v] = 0,
(LT2) [u, v, w] + [v, w, u] + [w, u, v] = 0,
(LT3) the operator R(u, v) := [u, v, ·] is a derivation of the trilinear product [·, ·, ·] .
In fact, these identities are easy consequences of the defining identities of a Lie
algebra: they hold in g and hence also in the subspace g− of g which is stable
under taking triple Lie brackets.
Theorem 5.10. Let M be a symmetric space over K with base point o .
(i) The triple Lie bracket of the Lts m associated to (M, o) is of class C0 .
(ii) If ϕ :M →M ′ is a homomorphism of symmetric spaces such that ϕ(o) = o′ ,
then ϕ˙ := Toϕ : m → m′ is a homomorphism of associated Lts.
Proof. One uses the same arguments as in the proof of Theorem 5.4.
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5.11. Lie functor, group case, and the classical spaces. The functor described
by the preceding theorem will be called the Lie functor for symmetric spaces and
Lie triple systems (defined over K), and the same integrability problem as for Lie
groups arises. It generalizes the integrability problem for Lie groups because every
Lie group can be turned into a symmetric space by letting
µ : G×G→ G, (x, y) 7→ xy−1x;
then (G,µ) is a symmetric space, called of group type (Properties (M1)–(M3) are
immediate; for (M4) one proves as usual in Lie group theory that Tej = − idTeG
for the inversion map j : G→ G); the Lie triple system of (G,µ, e) is then g with
the triple bracket
[X,Y, Z] =
1
4
[[X,Y ], Z]
– for proving this, one can use the same arguments as in [Lo69, p. 81]. Note
that, in the group case, Aut(G,µ) acts transitively on the space since all left
and right translations are automorphisms; however, the action of the transvection
group G(G,µ) is in general not transitive – e.g., take the Lie group Gl(n,K); we
have σxσy = lxrxly−1ry−1 in terms of left and right translations, and hence the
determinant of σxσy(z) is congruent to the determinant of z modulo a square in
K . This shows that the orbit structure of G = Gl(n,K) under the action of G(G,µ)
is at least as complicated as the structure of K×/(K×)2 .
The “classical spaces” can all be constructed in the following way: assume G
is a Lie group and σ an involution of G ; we assume moreover that the space of
symmetric elements
M := {g ∈ G|σ(g) = g−1} (5.11)
is a submanifold of G in the sense of 2.3. (The last assumption is not automatically
satisfied since we do not have an exponential map at our disposition; however, in all
“classical cases” mentioned below, it is easily checked either directly or by remarking
that in “Jordan coordinates” it is indeed automatic, cf. [Be00].) Then M is a
subsymmetric space of (G,µ) in the obvious sense. If g = h⊕q is the decomposition
of g = Lie(G) into +1- and −1-eigenspaces of Teσ , then, as in [Lo69, p. 82], it is
seen that the Lie triple system of (M,µ, e) is q with [X,Y, Z] = [[X,Y ], Z] . For an
arbitrary base point g ∈ M , the Lie triple system structure on TgM is described
in the same way as for g = e , but replacing σ by the involution Ig ◦ σ where
Ig(x) = gxg
−1 is conjugation by g . In contrast to the group case, here the action
of the automorphism group Aut(M) is in general no longer transitive on M . For
instance, if G = Gl(n,K) and σ = id, then the orbits in M = {g ∈ G| g2 = 1}
are described by the matrices Ip,q =
(
1p
0
0
−1q
)
, p + q = n . Similarly, taking for
G a classical matrix group (in the sense explained after Theorem 5.4) and for σ a
“classical involution” (see [Be00, Chapter I.6] for a fairly exhaustive list in the real
case) we get analogs of all matrix series from Berger’s classification of irreducible
real symmetric spaces [B57], but where the number of non-isomorphic types may be
considerably bigger in case of base-fields or rings different from R or C . All these
symmetric spaces are “Jordan symmetric spaces” in the sense of [BeNe05] where a
very general construction of symmetric spaces (of classical or non-classical type) is
described.
36 DIFFERENTIAL GEMETRY OVER GENERAL BASE FIELDS AND RINGS
II. Interpretation of tangent objects via scalar extensions
6. Scalar extensions. I: Tangent functor and dual numbers
6.1. The ring of dual numbers over K . The ring of dual numbers over K is the
truncated polynomial ring K[x]/(x2); it can also be defined in a similar way as
complex numbers, replacing the condition i2 = −1 by ε2 = 0:
K[ε] := K⊕ εK, (a+ εb)(a′ + εb′) = aa′ + ε(ab′ + ba′). (6.1)
In analogy with the terminology for complex numbers, let us call z = x + εy a
dual number, x its spacial part, y its infinitesimal part and ε the infinitesimal or
dual number unit. A dual number is invertible iff its spacial part is invertible, and
inversion is given by
(x+ εy)−1 =
x− εy
x2
. (6.2)
It follows that K[ε] is again a topological ring with dense group of invertible
elements. Taking the spacial part is a ring homomorphism K[ε] → K , and its
kernel is the ideal εK of “purely infinitesimal” numbers. If K is a field, then this
is the unique maximal ideal of K[ε] . A matrix realization of K[ε] in the algebra of
2× 2-matrices over K is given by
K[ε] ∼= K
(
1 0
0 1
)
⊕K
(
0 0
1 0
)
. (6.3)
For any topological K -module V , the scalar extension
V ⊗K K[ε] = V ⊗K (K ⊕ εK) = V ⊕ εV
(with K[ε] -action given by (a + εb)(v + εw) = ab + ε(aw + bv)) is a topological
K[ε] -module. In particular, it is a smooth manifold over K[ε] . More generally, for
every open set U ⊂ V , the set TU := U ⊕ εV is open in V ⊕ εV and hence is a
manifold over K[ε] .
Theorem 6.2. If M is a manifold of class Ck+1 over K , modelled on V , then
TM is, in a canonical way, a manifold of class Ck over K[ε] , modelled on the
scalar extended K[ε]-module V ⊕ εV . If f : M → N is of class Ck+1 over K ,
then Tf : TM → TN is of class Ck over K[ε] . Thus the tangent functor can
be characterized as the “functor of scalar extension” from manifolds over K into
manifolds over K[ε] agreeing on open submanifolds of K-modules with the algebraic
scalar extension functor.
Proof. Change of charts on TM is described by the transition maps Tϕij(x, v) =
(ϕij(x), dϕij(x)v). Therefore the theorem follows from the following claim:
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Theorem 6.3. Assume V and W are topological K-modules, U open in V
and f : V ⊃ U → W is of class Ck+1 over K . Then Tf : V ⊕ εV ⊃ U × V →
W ×W = W ⊕ εW is of class Ck over K[ε] . More precisely, the “higher order
difference quotient maps” defined in Section 1.7 are related by
(Tf)[k] = T (f [k]),
where the difference quotient map on the left hand side is taken with respect to K[ε] .
Proof. It suffices to prove the claim for k = 1, i.e. that
(Tf)[1] = T (f [1]),
the general case then follows by a straightforward induction. Assume f : V ⊃ U →
W is a map of class C2 . We are going to apply the tangent functor T to the
defining identity
t · f [1](x, v, t) = f(x+ tv)− f(x) (!)
of f [1] . Let us write (!) in the form of a commutative diagram:
U [1]
β→ U [1] × U γ→ U × U
α ↓ ↓ f × f
K× U [1] W ×W
idK×f [1] ↓ ↓ ϕ
K×W mW→ W = W
where α(x, v, t) = (t, x, v, t), β(x, v, t) = (x, v, t, x), γ(x, v, t, y) = (x + tv, y) and
ϕ(u, v) = u− v , i.e.
(x, v, t) 7→ (x, v, t, x) 7→ (x+ tv, x)
↓ ↓
(t, x, v, t) (f(x+ tv), f(x))
↓ ↓
(t, f [1](x, v, t)) 7→ tf [1](x, v, t) = f(x+ tv)− f(x)
Applying the tangent functor T to this diagram, we get a diagram of the same
type, where all maps are replaced by their tangent maps. (Note that this is the
same argument as in the proof that the tangent group TG of G is a Lie group, resp.
the analog for symmetric spaces, cf. Chapter 5; it only uses that T is a covariant
functor commuting with direct products and diagonal imbeddings.) Let us describe
the tangent map Tm : TK× TK→ TK of m : K×K→ K : for t ∈ K× ,
m[1]((x1, x2), (v1, v2), t) =
1
t
(m(x1+tv1, x2+tv2)−m(x1, x2)) = v1x2+x1v2+tv1v2,
and letting t = 0, we get Tm((x1, x2), (v1, v2)) = (x1x2, v1x2 + x1v2). Comparing
with (6.1), we see that (TK, Tm) is isomorphic to the ring K[ε] of dual numbers
over K . For this reason, K[ε] will also be called the tangent ring of K . In a similar
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way, we calculate the tangent maps of the structural maps mV : K × V → V and
a : V × V → V of the topological K -module V are C1 and find that
TmV ((r, s), (x, v)) = (rx, rv + sx),
T a((x, v), (x′, v′)) = (x + x′, v + v′)
which is also obtained by writing r+εs for (r, s) and x+εv for (x, v) and calculating
in the scalar extended module V ⊕εV . Hence TV ∼= V ⊕εV as modules over the ring
TK ∼= K[ε] , and we call V ⊕ εV also the tangent module of V . Summing up, when
applying the tangent functor to (!), all structural maps for V,W are replaced by the
corresponding structural maps for the corresponding scalar extended modules, and
f and f [1] are replaced by Tf and T (f [1]). This in turn means that the identity
t · T (f [1])(x, v, t) = Tf(x+ tv)− Tf(x) (!!)
holds for all (x, v, t) ∈ TU × TV × TK with x+ tv ∈ TU , and this means that Tf
is of class C1 over the ring TK , and that (Tf)[1] = T (f [1]).
6.4. Application to Lie groups and symmetric spaces. For any K -Lie algebra g ,
the scalar extended algebra g⊗K K[ε] can be described as
g⊕ εg, [X + εY,X ′ + εY ′] = [X,X ′] + ε([X,Y ′] + [X ′, Y ]),
i.e. one simply takes the ε -bilinear bracket on g ⊕ εg and takes account of the
relation ε2 = 0. Similarly, the scalar extended Lie triple system m⊗KK[ε] ∼= m⊕εm
of a K -Lie triple system m can be described.
Theorem 6.5. If G is a Lie group over K , then TG is a Lie group over K[ε]
with Lie algebra g⊕ εg , and if M is a symmetric space over K with base point o
and associated Lie triple system m , then TM is a symmetric space over K[ε] with
base point 0o and associated Lie triple system m⊕ εm .
Proof. If M is a manifold with product map m : M × M → M , then, by
Theorem 6.2, Tm : TM × TM → TM is smooth over K[ε] . Thus, if G is a
Lie group over K , then TG is a Lie group, not only over K , but also over K[ε] .
Moreover, all constructions used to define the Lie bracket of G naturally commute
with the functor of scalar extension by K[ε] , and hence the Lie algebra of TG is the
scalar extended Lie algebra g⊗K K[ε] of g . Similar arguments apply to symmetric
spaces.
6.6. Comparison of the structures of TK and of TM . The fiber over 0 in the ring
TK is the ideal εK ; it is the kernel of the canonical projection TK→ K , which is a
ring homomorphism. In other words, we have an exact sequence of non-unital rings
0→ εK→ TK→ K→ 0. (6.4)
On the level of manifolds, this corresponds to the inclusion of the tangent space
ToM at a base point o ∈M , followed by the canonical projection:
ToM → TM →M.
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By a direct computation, one checks that for any λ ∈ K , the map
lλ : K[ε]→ K[ε], r + εs 7→ r + ελs
is a ring homomorphism and that
l : K× TK→ TK, (λ, z) 7→ lλ(z)
is an action of K on TK . If λ = −1, we may call l−1 the “spatial conjugation”;
if λ = 0, l0 corresponds to the projection onto K . On the level of manifolds, we
have corresponding smooth maps
lλ : TM → TM, v 7→ λv, l : K× TM → TM
where the product is taken in the K -module Tπ(v)M . Finally, there is also an
inclusion map K→ K[ε] , which corresponds to the zero section
zTM :M → TM, x 7→ 0x.
6.7. The trivial scalar extension functor. Not every manifold over K[ε] is (isomor-
phic to) a tangent bundle, not even locally. In fact, since εK is an ideal in TK , every
K -module is also a K[ε] -module, just by letting act ε trivially (composition of the
action of K and the ring homomorphism K[ε]→ K , r+ εs 7→ r ). In a similar way,
every manifold over K is also a manifold over K[ε] , just by letting act ε trivially
everywhere; we call this the trivial scalar extension functor. Therefore, in order to
characterize the K[ε] -manifold structure in Theorem 6.2, it was necessary to state
explicitly that, on chart domains, it coincides with the algebraic scalar extension.
Occasionally, it may be useful to consider K -manifolds M as K[ε] -manifolds in the
trivial way. For instance, the projection π : TM →M is then smooth over K[ε] –
indeed, in a chart the projection V ⊕ εV → V is then K[ε] -linear, whence smooth
over K[ε] .
Theorem 6.2 implies that DiffK(M)→ DiffTK(TM), g 7→ Tg is a well-defined
imbedding. In fact, it is not too difficult to determine now the full group of TK -
diffeomorphisms of TM :
Theorem 6.8. Assume M and N are manifolds over K .
(1) For any vector field X : M → TM , the infinitesimal automorphism X˜ :
TM → TM , v 7→ v +X(π(v)) (cf. Section 4.4) is smooth over K[ε] .
(2) Assume F : TM → TN is smooth over TK . Then F maps fibers to fibers
(i.e., there is a smooth f : M → N with πN ◦ F = f ◦ πM ) and F acts
K-affinely from fibers to fibers.
(3) The following is an exact and splitting sequence of groups:
0 → X(M) X 7→X˜→ DiffTK(TM) F 7→f→ DiffK(M) → 1.
In particular, any TK-smooth diffeomorphism F : TM → TM may be written
in a unique way as F = X˜ ◦ Tf for some X ∈ X(M) and f ∈ Diff(M) .
Proof. (1) We use the following simple lemma:
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Lemma 6.9. Assume F : V ⊕ εV ⊃ U ⊕ εV → W ⊕ εW is of the form
F (a + εb) = εg(a) with g : U → W of class C∞ over K . Then F is of class
C∞ over TK .
Proof. The claim can be checked by a direct computation. Here is a computation-
free argument: scalar multiplication by ε ,
lε :W ⊕ εW →W ⊕ εW, x+ εv 7→ εx,
is K[ε] -linear and continuous, whence of class C∞ over K[ε] . Now, we may write
F (a + εb) = ε(g(a) + εdg(a)b) = lε ◦ Tg(a + εb), and thus F is seen to be a
composition of K[ε] -smooth maps.
Coming back to the proof of the theorem, in a bundle chart we write X˜(x+ εv) =
x+εv+εX(x) = id(x+εv)+εX(x), and hence X˜ is represented by the sum of the
identity map and a map having the form given in the preceding lemma. It follows
that X˜ is smooth over K[ε] .
(2) We represent F with respect to charts and write again F : TU → TU ′
for the chart representation. Since F is smooth over TK , we have the following
second order Taylor expansion of F at the point x = x+ ε0 ∈ TU (Theorem 1.11):
F (x+ εv) = F (x) + εdF (x)v + ε2a2(x, v) + ε
2R2(x, v, ε) = F (x) + εdF (x)v. (6.5)
Since εdF (x)v ∈ εW , this shows that F maps fibers to fibers. Next, we decompose
F (x + εv) = F1(x + εv) + εF2(x + εv) into its “spacial” and “infinitesimal part”
Fi : TU → W . We let also f := F1|U : U → W , which is the chart representation
of the map f := πN ◦F ◦zM : M → N . Over K , we may write dF = d(F1+εF2) =
dF1 + εdF2 , and hence we get from (6.5)
F (x+ εv) = F (x) + εdF (x)v = F1(x) + ε(dF1(x)v + F2(x))
= f(x) + εdf(x)v + εF2(x) = Tf(x)v + εF2(x).
Thus F acts affinely on fibers (the linear part is df(x) and the translation part is
translation by F2(x)).
(3) The first map is well-defined by (1); clearly, it is an injective group
homomorphism. The second map is surjective since it admits the section g 7→
Tg . Clearly X(M) belongs to the kernel of the second map. Conversely, assume
F ∈ DiffTK(TM) is such that f = idM . In a chart representation as in the proof
of Part (2), this means that F1(x) = x . But as seen above, then the linear part of
F |TxM is the identity, hence F |TxM acts as a translation for all x , and thus F is
an infinitesimal automorphism. This proves exactness of the given sequence.
Finally, as for any split exact sequence, the middle group DiffTK(TM) can
now be written as a semidirect product of X(M) and Diff(M), implying the last
statement.
In fact, the proof of Part (2) of the theorem shows a bit more than anounced,
namely that any TK -smooth map F : TM → TN can be written in the form
F (u) = Tf(u) + Y (πM (u)) where Y : M → TN is a “vector field over f ”
(represented in a chart by F2|U : U → W ), i.e., πN ◦ Y = f . – In Chapter
28 these facts will be generalized, and we will show that the sequence from the
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preceding theorem is the precise analog of the sequence 0→ g → TG→ G→ 1 of
a Lie group G .
6.10. Remark on the interpretation of the tangent functor as a contraction of the
direct product functor. Intuitively, the tangent bundle may be seen in the following
way: take the direct product M ×M , realize M as the diagonal in M ×M , take
the vertical fiber over the point x = (x, x) and enlarge it more and more (with fixed
center (x, x)) until you only see the “infinitesimal neighborhood of x”, and finally
forget the rest. What you get is the tangent bundle, seen as a “contraction of the
direct product”. This intuitive picture can be put on a completely rigorous footing:
look at the family of rings K[x]/(x2 − tx) with t ∈ K ; taking the classes of 1 and
x as a K -basis, this ring is described by the product
(a+ bx)(c+ dx) = ac+ (ad+ bc+ tbd)x. (6.6)
A matrix realization of this ring in the algebra of 2× 2-matrices over K is given by
K[x]/(x2 − tx) ∼= K
(
1 0
0 1
)
⊕K
(
t 0
1 0
)
.
If t is invertible in K (in particular, for t = 1), this ring is isomorphic to the
direct product of rings K × K : take, in the ring K × K with pointwise product
(x, y)(x′, y′) = (xx′, yy′), the new basis e = (1, 1), f = (0, t); e is the unit
element in K × K , and f2 = tf ; hence the product in K × K is described by
(x1e+v1f)(x2e+v2f) = x1x2e+(x1v2+v1x2+ tv1v2)f , which is the same as (6.6).
If t = 0 we get the dual numbers over K ; they appear here as a “contraction for
t→ 0” of the rings K×K ∼= K[x]/(x2 − tx). In a similar way, differential calculus
can be seen as a contraction of difference calculus. Namely, recall from Equation
(1.4) the definition of the extended tangent map T̂ f(x, v, t) = (f(x), f [1](x, v, t), t).
Since the functorial rule T̂ (f ◦ g) = T̂ f ◦ T̂ g holds, all arguments used in the proof
of Theorem 6.3 can be adapted to the case of the functor T̂ (−−, t). (Note that,
for invertible t , this functor is, by a change of variables, isomorphic to the direct
product functor.) In particular, applying this functor to the ring K itself, we get
T̂ (m)((x1, x2), (v1, v2), t)) = (x1x2, v1x2 + x1v2 + tv1v2, t).
Fixing and suppressing the last variable, this leads to a product (K×K)×(K×K)→
K×K defined by
(x1, v1) · (x2, v2) := T̂m((x1, x2), (v1, v2), t) = (x1x2, v1x2 + x1v2 + tv1v2).
As in the case t = 0, this defines on K × K the structure of a topological ring;
comparing with (6.5), we see that this is nothing but the ring K[x]/(x2 − tx).
Applying our functor T̂ (−−, t) to (!), we thus see that for all t ∈ K , T̂ f(−−, t) is
of class Ck over the ring K/(x2 − tx).
For invertible t , and in particular for t = 1, the preceding claims can all be
checked by direct and elementary calculations. Taking the “limit case t → 0”, we
may again deduce Theorem 6.3, thus giving another proof of it. However, proving
the limit case Theorem 6.3 by checking the definition of differentiability over K[ε]
directly, leads to fairly long and involved calculations. (The reader may try this as
an exercise, to get accustomed to the definitions.)
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7. Scalar extensions. II: Higher order tangent functors
7.1. Higher order tangent bundles. For any manifold M , the second order tangent
bundle is T 2M := T (TM), and the k -th order tangent bundle is inductively defined
by T kM := T (T k−1M). A repeated application of Theorem 6.2 shows:
Theorem 7.2. The k -th order tangent bundle T kM is, in a canonical way,
a manifold over the ring of iterated dual numbers T kK = K[ε1] . . . [εk] , and if
f :M → N is smooth over K , then T kf : T kM → T kN is smooth over T kK .
Thus the higher order tangent functor T k can be seen as the functor of scalar
extension by the ring T kK . We will add the index εi to the tangent functor symbol
T if we want to indicate that we mean scalar extension with “new infinitesimal unit”
εi . Psychologically, we associate ε1 to the “first” scalar extension and εk to the
“last” scalar extension; but we will see below that all orders are equivalent, i.e.,
there is an action of the permutation group Σk by automorphisms of the whole
structure. – When working with chart representations, we may use, for bundle
chart domains of TM over U ⊂ M , resp. of TTM over U , the following two
equivalent notations
TU = {(x, v)|x ∈ U, v ∈ V } = {x+ εv|x ∈ U, v ∈ V },
TTU = {(x, v1, v2, v12)|x ∈ U, v1, v2, v12 ∈ V }
= {x+ ε1v1 + ε2v2 + ε1ε2v12|x ∈ U, v1, v2, v12 ∈ V }
but the more classical component notation will be gradually abandoned in favor
of the “algebraic notation” which turns out to be more suitable (the component
notation corresponds to the one used in [La99] and in most other references where
TTM is treated).
7.3. Structure of TTK and of TTM . First of all, one should note that TTM is a
fiber bundle over M , but it is not a vector bundle – the transition maps, calculated
in Section 4.7, are not linear in fibers. The “algebraic structure” of TTM will be
discussed in Chapter 9. Here we focus on properties that are directly related to
properties of the ring
TTK ∼= (K[ε1])[ε2] = K⊕ ε1K⊕ ε2K⊕ ε1ε2K,
(relations: ε21 = 0 = ε
2
2 and ε1ε2 = ε2ε1 ). We are going to discuss the following
features of TTK : projections; injections; ideal structure; canonical automorphisms
and endomorphisms.
(A) Projections. The projections onto the “spacial part” corresponding to the
various extensions fit together to a commutative diagram
K[ε1][ε2]
ւ ց
K[ε1] K[ε2]
ց ւ
K
. (7.1)
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For every K -module V , we get by scalar extension a TTK -module TTV and a
diagram of K -modules corresponding to (7.1), which, on the level of manifolds,
corresponds to the diagram of vector bundle projections
TTM
ւ ց
Tε1M Tε2M
ց ւ
M
. (7.2)
In a bundle chart, (7.2) is represented by
x+ ε1v1 + ε2v2 + ε1ε2v12
ւ ց
x+ ε1v1 x+ ε2v2
ց ւ
x
. (7.3)
(B) Injections. There is a diagram of inclusions of rings
K[ε1][ε2]
ր տ
K[ε1] K[ε2]
տ ր
K
(7.4)
which corresponds to a diagram of zero sections of vector bundles
TTM
ր տ
Tε1M Tε2M
տ ր
M
. (7.5)
(C) Ideal structure. In the following, we abbreviate R := TTK . The following
are inclusions of ideals:
ε1R = ε1K⊕ ε1ε2K = ε1K[ε2]
ր ց
ε1ε2R = ε1ε2K R
ց ր
ε2R = ε2K⊕ ε1ε2K = ε2K[ε1]
. (7.6)
Here, also the composed inclusion ε1ε2K ⊂ R is an ideal. The three ideals from (7.6)
are kernels of three projections appearing in the following three exact sequences of
(non-unital) rings.
0 → ε2R → R p1−→ K[ε1] → 0,
0 → ε1R → R p2−→ K[ε2] → 0,
0 → ε1ε2R → R p1×p2−→ K[ε1]×K[ε2] → 0.
(7.7)
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The first two sequences correspond to the two versions of the vector bundle projec-
tion TTM → TM that appear in (7.2), where the kernel describes just the fibers.
The third sequence corresponds to a sequence of smooth maps
TM → TTM → TM ×M TM. (7.8)
The first map in (7.8) is the injection given in a chart by x+ εv 7→ x + ε1ε2v and
the second map in (7.8) is the surjection given by
x+ ε1v1 + ε2v2 + ε1ε2v12 7→ (x+ ε1v1, x+ ε2v2);
it is just the vector bundle direct sum of the two projections TTM → TM from
(7.7). The injection from (7.8) may intrinsically be defined as ε2 ◦Tε1z = ε1 ◦Tε2z ,
where z : M → TM is the zero section and εi : TTM → TTM is the almost dual
structure corresponding to εi (cf. Section 4.7). The image of this map is called the
vertical bundle,
VM := ε1ε2TM := ε1Tε2z(TM) = ε2Tε1z(TM); (7.9)
it is a subbundle of TTM that carries the structure of a vector bundle over M
isomorphic to TM .
(D) Automorphisms, endomorphisms. An important feature of TTK is the
“exchange” or “flip automorphism” κ exchanging ε1 and ε2 ,
κ : TTK→ TTK,
x0 + x1ε1 + x2ε2 + x12ε1ε2 7→ x0 + x2ε1 + x1ε2 + x12ε1ε2.
It induces a K -linear automorphism of TTV and a canonical diffeomorphism (over
K) of TTM , given in a chart by
κ : TTU → TTU,
x+ ε1v1 + ε2v2 + ε1ε2v12 7→ x+ ε1v2 + ε2v1 + ε1ε2v12.
(7.10)
This map is chart independent: the transition functions of TTM are calculated
in Section 4.7; they are given by T 2ϕij , and because of the symmetry of d
2ϕij(x)
(Schwarz’ lemma), they commute with κ . Thus κ : TTM → TTM does not depend
on the chart.
Recall from Section 6.6 that the ring K acts by endomorphisms on TK :
l : K× TK→ TK, (λ, a+ εb) 7→ a+ ελb
which corresponds to the action l : K × TM → TM by scalar multiplication
in tangent spaces. By taking the tangent map T l , we get two actions Tεi l :
TK× TTK→ TTK , i = 1, 2, corresponding to two actions TK × TTM → TTM
coming from the two TK -vector bundle structures of TTM over TM . Both actions
are interchanged by the flip κ . The combined action
l(2) : TK× TTM → TTM, (λ, u) 7→ Tε1 l(λ, Tε2 l(λ, u)) (7.11)
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commutes with κ . In a chart, for r, s ∈ K and u = x+ ε1v1 + ε2v2 + ε1ε2v12 ,
Tε2 l(r + ε2s, u) = x+ ε1v1 + ε2rv2 + ε1ε2(rv12 + sv1),
l(2)(r + ε2, u) = x+ rε1v1 + rε2v2 + ε1ε2(r
2v12 + rsv1 + rsv2).
7.4. Structure of T kK and of T kM . The structure of the ring T kK = K[ε1, . . . , εk]
can be analyzed in a similar way as we did above for k = 2. In the following, we
focus on the case k = 3,
T 3K = K⊕ ε1K⊕ ε2K⊕ ε3K⊕ ε1ε2K⊕ ε1ε3K ⊕ ε2ε3K⊕ ε1ε2ε3K,
with the obvious relations.
(A) Projections. There is a commutative cube of ring projections:
K[ε1, ε2]

??
??
K[ε1, ε2, ε3]
??
??
??
K[ε1]


??
??
??
K[ε1, ε3]

??
??
??
K[ε2]


K[ε2, ε3]
K


K[ε3]

(7.12)
On the level of manifolds, the corresponding diagram of vector bundle projections
will be written
Tε0M





??
??
M
??????
T 2ε0ε2M










?????
Tε2M




?????
T 2ε0ε1M




Tε1M
T 3ε0ε1ε2M










T 2ε1ε2M





(B) Injections. The diagrams written above can also be read, from the base
to the top, as inclusions of subrings; on the level of manifolds, this corresponds to a
diagram of zero sections of vector bundles. For general k , we have similar diagrams
of projections and injections which could be represented by k -dimensional cubes.
(C) Ideal structure. There is also a cube of inclusions of ideals of the ring
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R = T 3K :
ε1R

??
??
R
??
??
??
ε1ε2R



??
??
??
ε2R






??
??
??
ε1ε3R


ε3R
ε1ε2ε3R



ε2ε3R

(7.13)
which on the level of manifolds corresponds to a cube of inclusions of various “ver-
tical bundles”; but only the last and smallest of these vertical bundles, ε1ε2ε3TM ,
is a vector bundle over M . For general k , the first two exact sequences of (7.7)
generalize, for j = 1, . . . , k , to
0 → εjR → R pj→ K[ε1, . . . , ε̂j , . . . , εk] → 0 (7.14)
where a “hat” means “omit this coefficient”. The general form of the third sequence
from (7.7) is, for any choice 1 ≤ j1 < . . . < jℓ ≤ k ,
0 → ⋂ℓi=1 εjiR → R
∏
pji−→ ∏ℓi=1K[ε1, . . . , ε̂ji , . . . , εk] → 0. (7.15)
In particular, for the “maximal choice” ji = i , i = 1, 2, . . . , k , we get
0 → ε1 . . . εkR → R →
∏k
i=1K[ε1, . . . , ε̂j, . . . , εk] → 0. (7.16)
On the level of manifolds, (7.16) corresponds to the “most vertical” bundle
ε1 . . . εkTM → T kM →
∏k
i=1 T
k−1M.
There are also various projections T kK→ T ℓK for all ℓ = 0, . . . , k−1; their kernels
are certain sums of the ideals considered so far. On the level of manifolds, this
corresponds to an iterated fibration associated to the projections T kM → T ℓM .
In particular, for ℓ = 0, we obtain the “augmentation ideal” of T kK containing all
linear combinations of the εi “without constant term”. It corresponds to the fibers
of T kM over M .
(D) Automorphisms, endomorphisms. According to Diagram (7.12), T 3M
can be seen in three different ways as the second order tangent bundle of TM .
Thus we have three different versions of the canonical flip κ (Section 7.3 (D)),
corresponding to the canonical action of the three transpositions (12), (13) and
(23) on T 3M . The action of (12) may also be interpeted as Tε3κ with κ :
TTM → TTM as in 7.3 (D). Altogether this gives us a canonical action of the
permutation group Σ3 by K -diffeomorphisms of T
3M . In a chart, this action is
given by permuting the symbols ε1, ε2, ε3 . Similarly, for general k we have an
action of the permutation group Σk on T
kM .
The action l : K×TM → TM gives rise to an action T kl : T kK×T k+1M →
T k+1M which is not invariant under the Σk -action, but as for k = 2 one can put
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these actions together to define some invariant action – see Section 20.4 for more
details.
7.4. Transition functions and chart representation of higher order tangent maps.
For a good understanding of the structure of T kM we will need to know the struc-
ture of the transition functions T kϕij of T
kM , and more generally, the structure
of higher order tangent maps T kf . For k = 1, recall that, for a smooth map
f : V ⊃ U →W (which represents a smooth map M → N with respect to charts),
we have
Tf(x+ εv) = f(x) + εdf(x)v. (7.17)
Using the rule on partial derivatives (Lemma 1.6 (iv)), we may calculate d(Tf) and
hence TTf . One gets
T 2f(x+ ε1v1 + ε2v2 + ε1ε2v12) = f(x) + ε1df(x)v1 + ε2df(x)v2+
ε1ε2
(
df(x)v12 + d
2f(x)(v1, v2)
)
.
(7.18)
Iterating this procedure once more, we get
T 3f(x+ ε1v1 + ε2v2 + ε3v3 + ε1ε2v12 + ε3ε1v13 + ε3ε2v23 + ε1ε2ε3v123)
= f(x) +
∑
j=1,2,3
εjdf(x)vj +
∑
1≤i<j≤3
εiεj(df(x)vij + d
2f(x)(vi, vj))+
ε1ε2ε3 ·
(
df(x)v123 + d
2f(x)(v1, v23) + d
2f(x)(v2, v13)+
d2f(x)(v3, v12) + d
3f(x)(v1, v2, v3)
)
.
In order to state the general result, we introduce a multi-index notation (cf. also
Appendix MA, Sections MA.1 and MA.3). For multi-indices α, β ∈ Ik := {0, 1}k
we define
εα := εα11 · · · εαkk , |α| :=
∑
i
αi.
Moreover, we fix a total ordering on our index set Ik ; for the moment, any ordering
would do the job, but for later purposes, we agree to take the usual lexicographic
ordering on Ik = {0, 1}k . Then a general element in the fiber over x can be written
in the form x +
∑
α>0 ε
αvα with vα ∈ V , i.e., our chart domain is written in the
form
T kU = {x+
∑
α∈Ik
α>0
εαvα|x ∈ U, ∀α : vα ∈ V }.
A partition of α ∈ Ik is an ℓ -tuple Λ = (Λ1, . . . ,Λℓ) with Λi ∈ Ik such that
0 < Λ1 < . . . < Λℓ and
∑
i Λ
i = α ; the integer ℓ = ℓ(Λ) is called the length of the
partition. The set of all partitions (of length ℓ) of α is denoted by P(α) (resp. by
Pℓ(α)).
Theorem 7.5. The higher order tangent maps T kf : T kU → T kW of a
Ck -map f : U → W are expressed in terms of the usual higher differentials
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djf : U × V j →W via the following formula:
T kf(x+
∑
α>0
εαvα) = f(x) +
∑
α∈Ik
α>0
εα
( |α|∑
ℓ=1
∑
Λ∈Pℓ(α)
dℓf(x)(vΛ1 , . . . , vΛℓ)
)
= f(x) +
k∑
j=1
∑
α∈I
|α|=j
εα
( j∑
ℓ=1
∑
Λ1+...+Λℓ=α
Λ1<...<Λℓ
dℓf(x)(vΛ1 , . . . , vΛℓ)
)
.
Proof. The claim is proved by induction on k . For k = 1, this is simply formula
(7.17). Assume now that the formula holds for k ∈ N . We know that the iterated
tangent map f˜ := T kf : T kU → T kW is smooth over T kK and that f˜ |U coincides,
via the zero sections, with f , i.e., f˜(x) = f(x) ∈W for all x ∈ U . In the following
proof we will use only these properties of f˜ . As in the proof of Theorem 6.8 (2), a
second order Taylor expansion gives, for ε being one the εi ,
f˜(x + εv) = f(x) + εdf˜(x)v + ε2a2(x, v) + ε
2R2(x, v, ε) = f(x) + ε∂vf(x),
which, of course, is again (7.17). Note that we used df˜(x)v = ∂v f˜(x) = ∂vf(x) =
df(x)v , which holds since x, v ∈ V and f˜ |U = f . Now we are going to repeat this
argument, using that, if f˜ is C3 over TTK , then all maps ∂uf , u ∈ TTU , are C2
over TTK and hence also over TK :
f˜(x+ ε1v1 + ε2v2 + ε1ε2v12) = f˜(x+ ε1v1 + ε2(v2 + ε1v12))
= f˜(x+ ε1v1) + ε2(∂v2+ε1v12 f˜)(x+ ε1v1)
= f(x) + ε1∂v1f(x) + ε2∂v2+ε1v12 f˜(x) + ε1ε2∂v1∂v2+ε1v12 f˜(x)
= f(x) + ε1∂v1f(x) + ε2∂v2f(x) + ε1ε2(∂v12 + ∂v1∂v2)f(x).
The proves again (7.18), and again the resulting expression depends only on f |U .
Now, for the general induction step, we let u = x + v = x +
∑
α∈Ik+1
εαvα ∈
T k+1U = T (T kU) and decompose u = x + v′ + εk+1v
′′ correspondingly. We let
also ω = (0, . . . , 0, 1) ∈ Ik+1 and identify Ik with the subset of α ∈ Ik+1 such that
αk+1 = 0. Then ε
ω = εk+1 , and Ik+1 is the disjoint union of Ik and Ik + ω . By
induction,
f˜(x+ v) = f˜
(
x+ εωvω +
∑
α∈Ik
α>0
εα(vα + ε
ωvα+ω)
)
= f˜(x+ εωvω) +
∑
α∈Ik
α>0
εα
|α|∑
ℓ=1
∑
Λ∈Pℓ(α)
(∂vΛ1+εωvΛ1+ω · · · ∂vΛℓ+εωvΛℓ+ω f˜)(x+ εωvω)
= f(x) + εω∂vωf(x) +
∑
α∈Ik
α>0
εα
|α|∑
ℓ=1
∑
Λ∈Pℓ(α)
(∂vΛ1+εωvΛ1+ω · · · ∂vΛℓ+εωvΛℓ+ω f˜)(x)
+ εω
(
∂vω
∑
α∈Ik
α>0
εα
|α|∑
ℓ=1
∑
Λ∈Pℓ(α)
(∂vΛ1+εωvΛ1+ω · · · ∂vΛℓ+εωvΛℓ+ω f˜)
)
(x).
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Next, we use linearity of the map y 7→ ∂yf in order to expand the whole expression.
Fortunately, due to the relation (εω)2 = ε2k+1 = 0, many terms vanish, and the
remaining sum is a sum over partitions Ω of elements β ∈ Ik+1 of the following
three types:
(a) Ω is a partition Λ of some α ∈ Ik ,
(b) Ω is obtained from a partition Λ of α ∈ Ik by adjoining ω as last component
(then ℓ(Ω) = ℓ(Λ) + 1),
(c) Ω is obtained from a partition Λ of α ∈ Ik by adding ω to some component
of Λ (then ℓ(Ω) = ℓ(Λ)).
But it is clear that every partition Ω of any element β ∈ Ik+1 is exactly of one of
the preceding three types, and therefore T k+1f(x + v) is of the form given in the
claim.
As a consequence of the theorem, one can get another proof of the existence of a
canonical action of the permutation group Σk on T
kM : in a chart, Σk acts via
its canonical action on {0, 1}k , and the chart formula shows that T k commutes
with this action because of the symmetry of the higher differentials. – Another
consequence of the preceding proof is the following uniqueness result on the “scalar
extension of f by T kf ”:
Theorem 7.6. Assume f : M → N is smooth over K and f˜ : T kM → T kN is
a T kK-smooth extension of f in the sense that f˜ ◦ zTkM = zTkN ◦ f :
T kM
f˜→ T kN
↑ ↑
M
f→ N
Then f˜ = T kf .
Proof. The preceding proof has shown that f˜ agrees with T kf in any chart
representation, whence f˜ = T kf .
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8. Scalar extensions. III: Jet functor and truncated polynomial rings
8.1. Jet rings and truncated polynomial rings. Recall the canonical action of
the permutation group Σk by automorphisms of the higher order tangent ring
T kK = K[ε1, . . . , εk] . The subring fixed under this action will be called the (k -
th order) jet ring of K , denoted by JkK . For k = 0, 1 we have J0K = K ,
J1K = TK = K[ε] = K[x]/(x2), and for k = 2, 3,
J2K = {a0 + ε1a1 + ε2a1 + ε1ε2a2| a0, a1, a2 ∈ K} = K⊕K(ε1 + ε2)⊕Kε1ε2,
J3K = K⊕K(ε1 + ε2 + ε3)⊕K(ε1ε2 + ε2ε3 + ε1ε3)⊕Kε1ε2ε3.
For general k , we introduce the notation
δ := δk :=
k∑
i=1
εi, δ
(2) :=
∑
1≤i<j≤k
εiεj , δ
(j) := δ
(j)
k :=
∑
1≤i1<...<ij≤k
εi1 · · · εij
(8.1)
(the j -th elementary symmetric polynomial in the variables ε1, . . . , εk ) which de-
fines a basis of the K -module JkK :
JkK = K⊕Kδ ⊕Kδ(2) ⊕ . . .⊕Kδ(k). (8.2)
An element of T kK and of JkK is invertible iff its lowest coefficient is invertible;
therefore JkK has a dense unit group if K has a dense unit group. The powers of
δ are
δ2 = (
∑
i
εi)
2 =
∑
i,j
εiεj = 2
∑
i<j
εiεj = 2δ
(2), . . .
δj = j!δ(j), . . . , δk = k!ε1 · · · εk, δk+1 = 0.
More generally, we have the multiplication rule
δ(i) · δ(j) =
(
i+ j
i
)
δ(i+j).
If the integers 2, . . . , k are invertible in K , we can take 1, δ, δ2, . . . , δk as a new
K -basis in JkK :
JkK = K⊕Kδ ⊕Kδ2 ⊕Kδ3 . . .⊕Kδk.
For any K , the ring
K[δk] := K[x]/(x
k+1)
is called a truncated polynomial ring (over K). A K -basis of K[x]/(xk+1) is given
by the classes of the polynomials 1, x, x2, . . . , xk . We denote these classes by
δ0, δ, δ2, . . . , δk ; then we have the relation δk+1 = 0, and elements are multiplied
by the rule
k∑
i=0
aiδ
i ·
k∑
j=0
bjδ
j =
k∑
ℓ=0
(
∑
i+j=ℓ
aibj)δ
ℓ.
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These relations show that, if 2, . . . , k are invertible in K , then the jet ring JkK
and the truncated polynomial ring K[δk] are isomorphic. For general K , the unit
element of K[δk] is 1 = δ
0 , and, given a =
∑
i aiδ
i , the condition ab = 1 for
b =
∑
j bjδ
j is a triangular system of linear equations whose matrix has a diagonal
of coefficients all equal to a0 ; this system can be solved if and only if a0 is invertible.
In other words, the unit group of the ring JkK is the set of truncated polynomials
having an invertible lowest coefficient. Clearly, this group is dense in JkK if the
unit group of K is dense in K .
Theorem 8.2. If M is a manifold over K , we denote by
JkM := (T kM)Σk
the fixed point set of the canonical action of the permutation group Σk on T
kM .
Then JkM is a subbundle of the bundle T kM over M , and it is a smooth manifold
over the k -th order jet ring JkK . If f : M → N is smooth over K , then the
restriction Jkf : JkM → JkN is well-defined and is smooth over JkK . Summing
up, Jk can be seen as the functor of scalar extension from K to JkK . If the integers
2, . . . , k are invertible in K , then the corresponding statements are true with respect
to the truncated polynomial ring K[x]/(xk+1) instead of JkK .
Proof. First of all we prove that JkM is a subbundle of T kM . In a bundle
chart over U ⊂M , the fiber over x is represented by
(JkU)x = {x+
k∑
i=1
εiv1 +
∑
i<j
εiεjv2 + . . .+ ε1 · · · εkvk | v1, . . . , vk ∈ V }. (8.3)
This is a K -submodule and corresponds to the chart representation of a submanifold
provided we can find a complementary submodule. In case k = 2, this amounts to
find a complementary submodule of the diagonal in V × V : for instance, we may
take 0 × V (if 2 in invertible in K , we may also take the antidiagonal); similarly
for general k . Thus JkM is a submanifold of T kM in the sense of 2.3; from
(8.3) it is then seen to be a subbundle. If f : M → M is a smooth map, then
T kf : T kM → T kN is, due to the symmetry of higher differentials, compatible
with the action of the permutation group Σk , and hence gives rise to a well-defined
and K -smooth map
Jkf : JkM → JkN, u 7→ T kf(u)
such that we have the functorial rules Jk(f ◦ g) = Jkf ◦ Jkg , Jk idM = idJkM .
Smoothness of Jkf over JkK follows simply by restriction: we know that T kf :
T kU → T kW is smooth over T kK (Theorem 7.2); we write Condition (1.1) for
differentiability over T kK and restrict to Σk -invariants and thus get Condition
(1.1) for differentiability ofer JkK . By induction, we see that Jkf is of class Cℓ
over JkK for all ℓ .
Finally, the last statement follows from the isomorphism of topological rings
JkK ∼= K[x]/(xk+1) explained in Section 8.1.
The bundle JkM over M is called the k -th order jet bundle of M – see Section
8.8 below for a discussion with more conventional definitions of jets.
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Theorem 8.3. If G is a Lie group over K , then, for k ∈ N , T kG , resp. JkG
are Lie groups over the rings T kK , resp. over JkK , and the corresponding Lie
algebra is the scalar extension of the Lie algebra g of G by the ring T kK , resp. by
JkK . Similarly, if M is a symmetric space over K with base point o , then, for
k ∈ N , T kM , resp. JkM , are symmetric spaces over T kK , resp. over JkK , with
base point being the origin in the fiber over o . The associated Lie triple system is
the scalar extension of the Lie triple system associated to (M, o) by the ring T kK ,
resp. by JkK . The various natural projections and inclusions are homomorphisms
of Lie groups, resp. of symmetric spaces.
Proof. This is the generalization of Theorem 6.5, and its version for T kK follows
by induction from that theorem. The version for JkK then follows by restriction
to Σk -invariants.
8.4. The structure of JkK and of JkM . Not all properties of the ring T kK are
invariant under the permutation group, and hence the structure of JkK is somewhat
poorer than the structure of T kK .
(A) Projections. The various exact sequences 0 → εT k−1K → T kK →
T k−1K → 0 which are all of the form 0 → εR → R[ε] → R → 0 (where ε is
one of the εi ) induce, by restriction to invariants under permutations, an exact
sequence
0→ δ(k)K→ JkK p→Jk−1K→ 0, p(
k∑
i=0
δ(i)vi) =
k−1∑
i=0
δ(i)vi. (8.4)
More generally, for all ℓ ≤ k we have projections
πℓ,k : J
kK→ JℓK,
k∑
i=0
δ(i)vi 7→
ℓ∑
i=0
δ(i)vi (8.5)
which all come from the various projections T kK → T ℓK . On the space level,
πk,k+1 corresponds to the jet bundle projection
Jk+1M ⊂ T k+1M
↓ ↓
JkM ⊂ T kM
(8.6)
and the projections πℓ,k : J
kM → JℓM are given in a chart by
JkM → JℓM, x+
k∑
j=1
δ(j)vj 7→ x+
ℓ∑
j=1
δ(j)vj . (8.7)
(B) Non-existence of injections. The “zero-sections” zj : εjT
kM → T k+1M
of the vector bundles pj : T
k+1M → T kM are, for k ≥ 1, not compatible with the
action of the symmetric group: for instance, in a chart we have
zk+1(x+ ε1v1 + . . .+ εkvk) = x+ ε1v1 + . . .+ εkvk + 0,
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hence the image of zk+1 does not belong to J
k+1M . Therefore, when restricting the
vector bundle T k+1M → T kM to invariants under the symmetric group, we obtain
a “vector bundle without zero section”, that is, an affine bundle Jk+1M → JkM .
Thus the fiber over u ∈ JkM ,
(V k+1,1M)u = (J
k+1M)
x+
∑
k
j=1
δ(j)vj
= {x+
k+1∑
j=1
δ(j)vj | vk+1 ∈ V } (8.8)
carries a canonical structure of an affine space over K , but not of a K -module.
(C) Ideal structure. The kernel of the projection prk,ℓ : J
kK→ JℓK ,
Jk,ℓ = {
k∑
i=ℓ+1
δ(i)ri|∀i : ri ∈ K}, (8.9)
is an ideal of JkK , and instead of a cube of ideals as for T kK , now we have a chain
of ideals. For ℓ = 0 we get the “augmentation ideal”, i.e., the set of elements having
lowest coefficient equal to zero; if K is a field, this is the unique maximal ideal of
JkK . For ℓ = k − 1 we get the ideal Kδ(k) which, on the space level, corresponds
to fibers of the affine bundle JkM → Jk−1M .
(D) Automorphisms, endomorphisms. The only automorphisms or endomor-
phisms from T kK that suvive in a non-trivial way come from the action (which has
been defined in Section 7.3 (D)) l(k) : T kK × T k+1M → T k+1M . In particular,
there is a well-defined action K× JkM → JkM . In a chart, it is given by
r.(x+
k∑
i=1
δ(i)vi) = x+
k∑
i=1
riδ(i)vi. (8.10)
8.5. Chart representation of Jkf . Let f : M → N be a smooth map. Using
charts, JkM and JkN are represented in the form (8.3), and we may ask for the
chart expression of Jkf . For k = 2, letting v1 = v2 =: w , we get from (7.18):
J2f(x+ δv + δ(2)w) = f(x) + δdf(x)v + δ(2)
(
df(x)w + d2f(x)(v, v)
)
, (8.11)
which implies, with δ2 = 2δ(2) , if 2 is invertible in K ,
J2f(x+ δv1 + δ
2v2) = f(x) + δdf(x)v1 + δ
2
(
df(x)v2 +
1
2
d2f(x)(v1, v1)
)
.
For k = 3 we get by restriction from the formula for T 3f
J3f(x+ δv1+δ
(2)v2 + δ
(3)v3) =
f(x) + δdf(x)v1 + δ
(2)
(
df(x)v2 + d
2f(x)(v1, v1)
)
+
δ(3)
(
df(x)v3 + 3d
2f(x)(v1, v2) + d
3f(x)(v1, v1, v1)
)
.
In particular, if 3 is invertible in K , we have
J3f(x+ δv) = f(x) + δdf(x)v +
1
2
δ2 df(x)v +
1
3!
δ3 d3f(x)(v, v, v).
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Theorem 8.6. If f : U → W is smooth over K , then Jkf : JkU → JkW is
described in terms of the usual higher order differentials dℓf : U × V ℓ →W by
Jkf(x+
k∑
j=1
δ(j)vj) = f(x) +
k∑
j=1
δ(j)
( j∑
ℓ=1
∑
i1+...+iℓ=j
i1≤...≤iℓ
Cji1,...,iℓd
ℓf(x)(vi1 , . . . , viℓ)
)
,
where Cji1,...,iℓ is the number of decompositions of a set of j elements into ℓ disjoint
subsets containing i1, i2, . . . , iℓ elements. If the integers are invertible in K , then
this can also be written
Jkf(x+
k∑
j=1
δ(j)vj) = f(x) +
k∑
j=1
δ(j)(
j∑
ℓ=1
∑
i1+...+iℓ=j
j!
i1! . . . iℓ!ℓ!
dℓf(x)(vi1 , . . . , viℓ)).
In particular,
Jkf(x+ δv) = f(x) +
k∑
j=1
δ(j)df(x)(v, . . . , v)
= f(x) +
k∑
j=1
1
j!
δjdf(x)(v, . . . , v),
the latter provided the integers are invertible in K .
Proof. We restrict the formula from Theorem 7.5 to Σk -invariants: two multi-
indices α , β ∈ {0, 1}k are conjugate under Σk if and only if |α| = |β| ; therefore
we have to take the special case of Theorem 7.5 where, for all α with |α| = j , the
arguments vα are equal to a given element vj ∈ V . Recall also that, by definition,
δ(j) =
∑
|α|=j ε
α . Then the claim follows by counting the number of terms that are
equal.
Note that, by definition, the numbers Cji1,...,iℓ are integers, and hence the
claim is valid in arbitrary characteristic. See [Mac79, p. 22] for another formula
and some remarks on these combinatorial coefficients. They are partition numbers,
and there is no “explicit formula” for these constants. But the index set of the
sum in the first formula of the theorem also is a set of partitions, and these two
combinatorial difficulties cancel out if we take the sum over all decompositions
i1 + . . . + iℓ = j (with repetitions!) – instead of counting partitions of {1, . . . , j}
we count ℓ -tuples of subsets, the m-th set having im elements (so the number of
such ℓ -tuples is j!
i1!···iℓ!
), and then divide by ℓ! (provided the integers are invertible
in K) which gives the second formula of the claim.
One should note that for practical computations the first formula of the theorem is
much more efficient since it has less terms.
8.7. The composition rule for higher differentials. Assume f and g are smooth
mappings of K -modules such that the composition g ◦ f is defined on a non-empty
open set. As an interesting consequence of the explicit formulae from Theorem
8.6 for the k -jets of f and g we get the following explicit formula for the higher
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differentials of g ◦ f in terms of those of f and g :
dj(g ◦ f)(x)(v, . . . , v)
=
j∑
ℓ=1
∑
i1+...+iℓ=j
i1≤...≤iℓ
Cji1,...,iℓd
ℓg(f(x))
(
di1f(x)(vi1 ), . . . , d
iℓf(x)(viℓ )
)
=
j∑
ℓ=1
∑
i1+...+iℓ=j
j!
i1! . . . iℓ!ℓ!
dℓg(f(x))
(
di1f(x)(vi1 ), . . . , d
iℓf(x)(viℓ )
)
,
where for simplicity we wrote dimf(x)(vim ) instead of d
imf(x)(v, . . . , v). In order
to prove this formula, we write the explicit formulae for both sides of the equality
Jk(g ◦ f)(x + δv) = Jkg(Jkf(x + δv)) and compare terms having coefficient δ(j) .
The second version of the composition rule (8.19) (in the finite-dimensional real
case) can be found in [Chap03, p. 172, “formule de Faa de Bruno”] and [Ho01,
Satz 60.16]; the proofs given there are different, using Taylor expansions in the
classical sense. See also [Mac79, p. 23, Ex. 12] for the one-dimensional version of
this formula.
8.8. Relation with classical definitions of jets. Usually, jets are defined via an
equivalence relation (cf., e.g., [KMS93, Ch. IV] or [ALV91, p. 132]): one says that
two maps f, g :M → N have the same k -jet at x ∈M if, in a chart, all derivatives
djf(x) and djg(x), j = 0, 1, . . . , k , coincide. Then we write f ∼kx g . We have the
following relation with our concepts of T kf(x) and Jkf(x):
f ∼kx g ⇔ (T kf)x = (T kg)x ⇒ (Jkf)x = (Jkg)x,
and the last implication becomes an equivalence if the integers are invertible in K .
In fact, it is clear that the first two properties are equivalent since Theorem 7.5
permits to calculate T kf(x) from the higher order derivatives and vice versa. If
Jkf(x) = Jkg(x), it follows from Theorem 8.5 that we can recover the values
of djf(x)(v, . . . , v) (for j = 0, 1, . . . , k ), and thus, if 2, . . . , k are invertible in
K , it follows by polarisation that the differentials up to order k at x agree, i.e.
T kf(x) = T kg(x) and f ∼kx g . In particular, in the real case our definition coincides
with the classical one. (For the case k = 2, cf. also [Bes78, p. 20].) Another
possible interpretation of the bundles JkM is via k -jets of curves: if α : I → M
is a curve defined on an open neighborhood I of 0 in K such that α(0) = x , then
(Jkα)0(δ1) is an element of (J
kM)x , and if the integers are invertible in K , then
every element u ∈ (JkM)x is obtained in this way: in fact, writing, in a chart,
u = u0 + δu1 + . . . + δ
(k)uk ∈ (JkM)x , we let α(t) =
∑k
ℓ=0
1
ℓ! t
ℓuℓ . According to
Theorem 8.6, we then have Jkα(0+ δ1) = u . Summing up, in case of characteristic
zero, both functors T k and Jk may then be seen as “faithful representations of
the abstract jet functor”, and hence are equivalent. However, in practice there are
important differences:
(a) At a first glance, the functor Jk seems preferable, since we get rid of the big
amount of redundant information contained in T k : the number of variables
is reduced from 2k to k .
(b) For a fixed pair k ≥ ℓ , there is just one jet projection πℓ,k : JkM → JℓM ,
and thus J, J2, J3, . . . forms a projective system so that we can pass to the
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projective limit J∞ (see Chapter 32). The ring J∞K is essentially the ring of
formal power series over K . For T k , there is no nice projective limit because
of the more complicated cube structure of the projections.
(c) On the other hand, the functor T k behaves well with respect to induction
procedures because T k+1 = T ◦ T k , whereas Jk+1 and J1 ◦ Jk yield quite
different results.
(d) The non-existence of zero-sections makes the functors Jk conceptually more
difficult than the functors T k .
(e) Finally, in positive characteristic, T k may contain strictly more information
than Jk .
For all of these reasons, in the sequel we will work, as long as we can, with T k , and
restrict only at the very last stage to Σk -invariants, before we take the projective
limit – see Chapter 32.
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III. Second order differential geometry
This part, although strongly motivated by Section 7.3 on the second order
tangent bundle TTM , is independent of Part II. In particular, it can be read
without having to bother about manifolds over rings, for readers who prefer fields
to rings. Then notation like V ⊕ εV or V ⊕ δV should simply be interpreted as
another way of writing V ⊕ V , with a formal label added in order to distinguish
both copies of V .
9. The structure of the tangent bundle of a vector bundle
9.1. Transition functions of the tangent bundle of a vector bundle. Recall from
Section 4.7 the transition maps for TTM . Let us make a similar calculation
for TM replaced by a general vector bundle p : F → M . In order to keep
notation simple, we use similar conventions as in [La99]: a bundle chart domain
of F is denoted by U × W ⊂ V × W and a bundle chart domain of TF by
T (U ×W ) = U ×W × V ×W ⊂ V ×W × V ×W with typical element denoted by
(x,w;x′, w′) or x+w+ε(x′+w′). The transition maps of F are, with the notation
of Section 3.3,
g˜ij(x,w) = (ϕij(x), gij(x)w) = (ϕij(x), gij(x,w)).
Using the rule on partial derivatives (Lemma 1.6 (iv)), it follows that the transition
maps of TF are
T g˜ij(x,w;x
′, w′) = (g˜ij(x,w), d(g˜ij)(x,w)(x
′, w′))
= (ϕij(x), gij(x)w, dϕij (x)x
′, gij(x)w
′ + d1(gij)(x,w)x
′)
(9.1)
which may also be written
T g˜ij(x+ w + ε(x
′ + w′)) = ϕij(x) + gij(x)w+
ε(dϕij(x)x
′ + gij(x)w
′ + d1(gij)(x,w)x
′).
9.2. TF as a fiber bundle over M . Let p : F → M be as above. Denote by
Tp : TF → TM its tangent map and by π : TF → F the canonical projection. In
bundle charts, these projections are given by
Tp(x+ w + ε(x′ + w′)) = x+ εx′, π(x+ w + ε(x′ + w′)) = x+ w.
The projections p ◦ π and πTM ◦ Tp : TF → M agree: we have the following
commutative diagram of vector bundle projections:
TF
ւ ց
F TM
ց ւ
M
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9.3. TF as a bilinear bundle. The fiber (TF )x over x ∈ M does not carry a
canonical K -module structure: in a chart, (TF )x is represented by E :=W × V ×
W , and the transition maps, calculated above, are non-linear in (w, x′, w′) (the last
term in (9.1) depends bilinearly on (w, x′) and not linearly). Hence TF → M is
not a vector bundle – so the question arises: what is it then? Formula (9.1) contains
the answer: for fixed x , the transition functions can be written in the form
f(w, x′, w′) = (h1(w), h2(x
′), h3(w
′ + b(w, x′))), (9.2)
with (continuous) invertible linear maps
h1 = h3 = gij(x) ∈ Gl(W ), h2 = dϕij(x) ∈ Gl(V ),
and a (continuous) bilinear map
b := bx :W × V →W, (w, x′) 7→ gij(x)−1 (d1(gij)(x,w)x′). (9.3)
In the terminology of Appendix BA, Section BA.2, this means that the transition
functions for fixed x ∈ M belong to the general bilinear group Gm0,2(E) of
E = V1×V2×V3 (where V1 = V3 =W , V2 = V ). Every pair of bundle charts (say,
corresponding to indices i, j ∈ I ) defined at x identifies the fiber (TF )x with E ,
in two different ways, such that transition is given by f :
(TF )x
(i)
ւ
(j)
ց
E
f−→ E
The K -module structure on (TF )x induced from the chart indexed by (i) is not
an intrinsic feature since it is different from the one induced from the chart (j).
But the class of all K -module structures induced from all possible bundle charts
is an intrinsic feature of the fiber (TF )x . As we have seen, the transition map
f belongs to the group Gm0,2(E), and hence the orbit under this group of the
K -module structure induced by chart (i) contains the one induced by chart (j).
Therefore this orbit is an intrinsic structure of the fiber (TF )x . In the terminology
of Appendix BA, this can be rephrased by saying that the set of linear structures
on (TF )x that are bilinearly related to linear structures induced from charts is an
intrinsic feature. These structures can all be described in a very explicit way: the
linear part h = (h1, h2, h3) of the map f preserves the linear structure of E ,
and therefore we may forget this linear part. Only the bilinear part (9.3) really
is responsible for non-linearity of the action. In other words, all linear structures
Lb that are bilinearly related to the linear structure L0 coming from the “original
chart” are given by push-forward of L0 via a map of the form
fb :W × V ×W →W × V ×W, (w, x′, w′) 7→ (w, x′, w′ + b(w, x′)) (9.4)
with bilinear b = bx . Addition and multiplication by scalars in the K -module
(E,Lb) are then given by the explicit Formulae (BA.1). Using the terminology of
Appendix BA, we may summarize:
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Proposition 9.4. If F is a vector bundle over M , then any two K-module
structures on the fibers of TF over M induced by bundle charts are bilinearly
related to each other (via continuous bilinear maps). If F = TM , then they are
related to each other via continuous symmetric bilinear maps.
Proof. Only the claim on TM remains to be proved. In this case, (9.3) gives
bx(w, x
′) = dϕij(x)
−1 d2ϕij(x)(w, x
′), (9.5)
which is a symmetric bilinear map.
9.5. “Dictionary” between bilinear geometry and differential geometry. It follows
from the preceding proposition that any intrinsic object of bilinear geometry (in
the sense of Section BA.2) on the “standard fiber” W ×V ×W of TF over M has
an intrinsic interpretation on the fiber bundle TF over M . In the following, we
present a table of such structures together with their differential geometric, chart-
independent definition. Here, zF : M → F denotes the zero section of F and
zTF : F → TF the zero section of TF , and
P : π ⊕ Tp : TF → F ⊕ TM
the vector bundle direct sum of the two projections π : TF → F and Tp : TF →
TM . A typical element u ∈ F will be represented in a chart by (x,w), w ∈W , and
0x denotes the zero vector in Fx . Notation concerning bilinear algebra is explained
in Appendix BA.
bilinear algebra differential geometry
W × V ×W , bilinear space (TF )x , fiber over x ∈M
axes:
W × 0× 0 (first axis) zTF (Fx) ⊂ (TF )x
0× V × 0 (second axis) T (zf)(TxM) ⊂ (TF )x
0× 0×W (third axis) T0x(Fx) ⊂ (TF )x
projections:
pr1 :W × V ×W →W πx : (TF )x → Fx
pr2 :W × V ×W → V (Tp)x : (TF )x → TxM
pr12 : W × V ×W →W × V Px = πx ⊕ (Tp)x : (TF )x → Fx ⊕ TxM
fibrations:
{w} × V ×W = pr−11 (w) π−1x (u)
W × {v} ×W = pr−12 (v) (Tp)−1(v)
{w} × {v} ×W = pr−112 (w, v) P−1x (u, v)
special endomorphisms:
ε :W × V ×W →W × V ×W , K[ε] -module structure on T (Fx) (fiber of Tp)
(w, v, z) 7→ (0, v, w)
if V =W : case of tangent bundle, F = TM :
κ : (w, v, z) 7→ (v, w, z) the “canonical flip” κ : TTM → TTM
Later (Section 10.7) this table will be continued to a table of non-intrinsic struc-
tures, i.e. structures that depend on the choice of one linear structure among all
the bilinearly related structures (linear connection).
60 DIFFERENTIAL GEMETRY OVER GENERAL BASE FIELDS AND RINGS
9.6. Bilinear bundles. A bilinear bundle is a fiber bundle F over M such that each
fiber is a bilinear space in the sense of Appendix BA. This means that vector bundles
F1, F2, F3 over M together with bundle injections Fi → F (i = 1, 2, 3) are fixed
(called axes of F ) such that the axes are linear subbundles of F (i.e., subbundles
on which transition functions act linearly); in all chart representations of F , the
fiber Fx over x ∈M is assumed to be a direct sum E = (F1)x⊕ (F2)x⊕ (F3)x , and
transition maps in the fiber over x are assumed to belong to the general bilinear
group Gm0,2(E). Proposition 9.4 says that the tangent bundle of a vector bundle
is a bilinear bundle. One may construct also bilinear bundles that are not of this
type. Many definitions and statements of the subsequent sections generalize to this
framework; however, we will rather stay in the framework of tangent bundles of
vector bundles. – Let us just add the remark that one can characterize bilinear
bundles intrinsically, without referring to chart conditions. We leave this is an
exercise to the interested reader.
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10. Linear connections. I: Linear structures on bilinear bundles
10.1. Linear structures on fiber bundles. A linear structure L = (a,m) on a fiber
bundle p : E →M is given by smooth bundle maps
a : E ×M E → E, m : K× E → E
such that, for all x ∈ M , the fiber Ex is turned into a K -module with linear
structure Lx given by addition ax : Ex × Ex → Ex and multiplication by scalars
mx : K×Ex → Ex . Morphisms of fiber bundles with linear structure are morphisms
of fiber bundles that are fiberwise linear (w.r.t. the given linear structures L,L′ ).
10.2. Definition of linear connections and their morphisms. As in Section 9.1, we
assume that F is a vector bundle over M with projection p : F → M . A (linear)
connection on F is a linear structure L on the fiber bundle TF over M such that,
for all x ∈M and for every bundle chart (say, with index j) around x , the structure
Lx is bilinearly related to the linear structure L
(j)
x induced on (TF )x by the bundle
chart of TF with index j . (This is well-defined: if Lx is bilinearly related to
one structure induced from a bundle chart, then Proposition 9.4 implies that it
is bilinear related to all structures induced from bundle charts because “bilinearly
related” is an equivalence relation.) A morphism of vector bundles F, F ′ with linear
connections L,L′ is a smooth bundle map f˜ : F → F ′ such that T f˜ : TF → TF ′
is fiberwise linear with respect to L and L′ ; following the usual convention, we
will call them also affine (with respect to the given connections) (although the term
linear would be more appropriate).
10.3. Connections on the tangent bundle. In case F = TM , we say that a
connection L on TM is torsionfree or symmetric if Lx is bilinearly related via a
symmetric bilinear map to Lϕj . (As above, using the last assertion of Proposition
9.4, it is seen that this condition is well-defined.) This means that the action of the
canonical flip κ : TTM → TTM is linear with respect to L (cf. Section BA.5). A
smooth map ϕ :M →M ′ is called affine (with respect to linear connections on TM
and on TM ′ ) if Tϕ : TM → TM ′ is L − L′ -affine; i.e. if TTϕ : TTM → TTM ′
is fiberwise linear with respect to L and L′ . In case ϕ is an affine curve, i.e.
M = I ⊂ K is open and equipped with the connection induced by this chart,
ϕ : I →M ′ is also called a geodesic.
10.4. Chart representations and existence questions. Recall that the space of all
bilinearly related structures on a product of three K -modules is an affine space
over K (Section BA.2). Applying this fiberwisely, we see that the space of all
affine connections on F , denoted by Conn(F ), also is an affine space over K . More
precisely, assume L,L′ ∈ Conn(F ). Then, for all x ∈M , Lx and L′x are bilinearily
related to each other, which means that their difference is a well-defined bilinear
map
bx : V1 × V2 → V3, (u, v) 7→ bx(u, v) = prL3 (u+L′ v)
(Section BA.1), where the three axes are canonically given by V1 = Fx , V2 = TxM ,
V3 = εFx (cf. Table 9.4). In other words, b = L − L′ is a tensor field whose value
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at x is a bilinear map Fx × TxM → Fx . Conversely, adding such a tensor field b
to a linear connection L we get another linear connection L′ .
Thus Conn(F ) is an affine space over K (and over the ring C∞(M,K)).
Unfortunately, this affine space may be empty. However, the space of connections
of the bundle over a chart domain is never empty because, by the very definition
of a connection, every chart induces a connection over the chart domain. More
precisely, fix a bundle chart g˜i = (ϕi, gi); this chart induces a linear structure L
i
x
on the fiber (TF )x , given by the bundle chart (TF )x ∼=W × V × εW . Then, if L
is any other connection on F defined over Ui , the difference L − Li corresponds
to a tensor field b := bi : U ×W × V → W , (x,w, v) 7→ bx(w, v), which we call
the Christoffel tensor (of the connection in the given chart). The linear structure
Lx is then explicitly given by +Lx = +bx with +bx given by Equation (BA.1), and
similarly for multiplication by scalars:
(x, u, v, w) +Lx (x, u
′, v′, w′) = (x, u+ u′, v + v′, w + w′ + bx(u, v
′) + bx(u
′, v)),
rLx(x, v, w) = (x, ru, rv, rw + (r
2 − r)bx(u, v)).
(10.1)
The calculation from Sections 9.1 and 9.2 gives us the relation between Christoffel
symbols bi , bj belonging to different bundle charts:
bj
ϕij(x)
(gij(x)u, dϕij(x)v) = gij(x)b
i
x(u, v) + ∂vgij(x, u). (10.2)
In the sequel we will mainly work with connections over a chart domain. Global
connections, if they exist, can be constructed in various ways: a family of tensor
fields (bi)i∈I satisfying (10.2) defines a linear connection L ; or, if our manifold M
has a partition of unity subordinate to a cover by charts, then the usual arguments
show that the chart connections can be patched together to define a global con-
nection on M . Finally, connections on Lie groups and symmetric spaces will be
constructed in an intrinsic way without using chart arguments (see Chapters 23 and
26). – The following result generalizes a result due to Dombrowki, cf. [La99, Th.
X.4.3]:
Theorem 10.5. (The Dombrowski Splitting Theorem.) A linear connection L
on a vector bundle F induces on TF a unique structure of a vector bundle over M
such that
Φ : F ⊕M TM ⊕M F → TF, (wx, δx, w′x) 7→ z(wx) + z(δx) + ε(z(w′x))
becomes an isomorphism of vector bundles over M , where the sum is taken with
respect to the linear structure Lx on the fiber (TF )x . Conversely, given an iso-
morphism of bilinear bundles Φ : F ⊕M TM ⊕M F → TF whose restriction to the
axes F , TM is just inclusion of axes, one recovers a linear connection L simply
by push-forward of the canonical linear structure L0 on F ⊕M TM ⊕M F by Φ .
Proof. Choose a bundle chart gj and let (bx)x∈U be the corresponding “Christof-
fel symbols”. Then Φ is represented in the chart by
Φ(x,w, x′, w′) = (x,w, 0, 0)+bx (x, 0, x
′, 0)+bx (x, 0, 0, w
′) = (x,w, x′, w′+bx(w, x
′)),
that is, in each fiber Φ is given by fbx (with fb as in Section BA.1). Hence Φ
is invertible (the inverse being given in each fiber by f−bx ) and smooth in both
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directions. It is fiberwise linear (by construction), hence an isomorphism of linear
bundles.
Conversely, if Φ is an isomorphism of bilinear bundles (in the sense of Section
9.6), then it follows directly from the definitions that the push-forward Φ∗(L0) is a
linear connection on F .
If a connection is fixed, then the isomorphism Φ from the Dombrowski splitting
will often be considered as an identification, also by denoted by
TF
L∼= F ⊕ TM ⊕ εF (10.3)
(where εF is just a copy of F , the prefix ε being added in order to distinguish
the first and the third factor). In the following two sections we explain the relation
with several classically well-known concepts that are related to connections.
10.6. Structures defined by a connection: horizontal subspace and horizontal lift.
Assume L is a linear connection on a vector bundle p : F → M . Fix x ∈ M
and u ∈ Fx ; in a chart we write u = (x,w). Recall from the table in Section
9.5 the following intrinsic subspaces: the tangent space TuF = {w} × V ×W , the
axis TxM = z(TxM) = 0 × V × 0, and the vertical subspace Vu = {w} × 0 ×W .
The parallel to the axis 0× V × 0 in (TF )x through u = (w, 0, 0) depends on the
linear structure Lx ; it is called the horizontal subspace Hu and is given in a chart
representation by (cf. Equation (BA.15))
Hu = {
(
w, v, bx(w, v)
)| v ∈ V } = pr−113 (w, 0). (10.4)
It is a subspace of the tangent space TuF such that
TuF = Vu ⊕Hu, (10.5)
and Tp : TF → TM induces a linear isomorphism Hu → TxM with inverse called
the horizontal lift and denoted by
hu : TxM → Hu ⊂ TuF. (10.6)
10.7. Structures defined by a connection: connector and connection one-form.
The isomorphism (10.3) from the Dombrowski splitting gives rise to three bundle
projectors over M :
prF : TF → F, prTM : TF → TM, prεF : TF → εF.
The first one is just πTF , the second one is Tp , and the third one really depends
on the connection; it is called the connector and in the literature is often denoted
by K : TF → F . We prefer the notation
K = prεF : TF → εF
which permits to distinguish K from the first projection. In a bundle chart, the
third projection is given by
K(x, u, v, w) = (x,w − bx(u, v)).
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The connector K has the usual properties known from real finite-dimensional
differential geometry (cf. e.g. [KMS93, p. 110], [Bes78, p. 38]): for all x ∈M ,
(1) Kx : (TF )x → εFx is (intrinsically) bilinear in the sense explained in Prop.
BA.7,
(2) Kx(z) = z for all z belonging to the third axis εFx (vertical space) of (TF )x .
One can show that these properties characterize the third projection. Instead with
the connector K , we could also work with the projector pr13 = pr1× pr3 , i.e. with
the bundle projector over M
Ψ := prF ⊕ prεF : TF → F ⊕ εF
which is called the connection one-form, given in a chart by
Ψ(x, u, v, w) = (x, u, w − bx(u, v)).
Its kernel is the horizontal bundle, and its image can be seen as the vertical bundle.
The map Ψ can be seen as a fiber bundle map over M or as a vector bundle map
over F which is linear in fibers and hence can be interpreted as a one-form over
F . Moreover, composing with the canonical injection F ⊕ εF → TF (vertical
bundle), we get Ψ in the version of a projector Ψ˜ : TF → TF having as image the
vertical bundle (version used in [KMS93]). Using these maps, the (inverse of the)
isomorphism from the Dombrowski splitting theorem can be written
Φ−1 = π ⊕ Tp⊕K = Tp⊕Ψ : TF → F ⊕ TM ⊕ εF. (10.7)
The “dictionary” between bilinear algebra and differential geometry from Section
9.5 can now be continued – this part concerns “non-intrinsic structures”:
bilinear algebra differential geometry
fixing Lb , b ∈ Bil(W × V,W ) fixing a connection L
fb :W × V ×W →W ⊕b V ⊕b W Φ : F ⊕ TM ⊕ εF → TF (Dombrowski)
projectors:
pr13 :W ⊕b V ⊕bW →W ×W Ψ : TF → F ⊕ εF (connection one-form)
pr3 :W ⊕b V ⊕b W →W K : TF → εF (connector)
pr23 :W ⊕b V ⊕bW → V ×W pr23 : TF → TM ⊕ εF (no name)
spaces, decompositions:
Hw = {(w, v, b(w, v))| v ∈ V } horizontal space Hu = Ψ−1((u, 0))
Vw = {(w, 0, z)| z ∈W} (intrinsic) vertical space Vu (intrinsic)
{w} × V ×W = Vw ⊕b Hw TuF = Vu ⊕Hu
V → Hw , v 7→ (w, v, b(w, v)) horizontal lift hu : TxM → Hu ⊂ TuF
non-intrinsic exact sequences:
W ⊕b V ⊕b 0→W × V ×W pr3→W F ⊕ TM → TF K−→εF
V →W × V ×W pr13→W ×W TM → TF Ψ−→F ⊕ εF
Case V =W : Case F = TM :
torsion of Lb (= Lb − Lκ.b ) torsion tensor of the connection
diagonal map V → (V × V )× V S : TM → TTM (spray, cf. Section 11.3.)
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10.8. Connections on bilinear bundles. The preceding definitions and facts can be
generalized in a straightforward way for arbitrary bilinear bundles (cf. Section 9.6):
a linear connection on a bilinear bundle F is given by a linear structure L on F
over M which is bilinearily related to structures induced by bundle charts. The
Dombrowski Spitting Theorem and the notions of connector, connection one-form,
and so on, immediately carry over to this context; details are left to the reader.
10.9. Direct sum of connections. From the classical linear algebra constructions of
connections (tensor products, hom-bundles, dual connection...), only the direct sum
of connections survives in our general context. In order to give an intrinsic definition
of the direct sum, we first describe some canonical isomorphisms of bundles. For
this, assume given three vector bundles F1, F2, F3 over M , with fibers modelled on
K -modules W1,W2,W3 .
First of all, there is a canonical isomorphism
T (F1 ×M F2) ∼= TF1 ×TM TF2. (10.8)
In a bundle chart with base domain U , this amounts to the canonical identification
T (U ×W1 ×W2) ∼= TU × TW1 × TW2
which is a special case of the general isomorphism T (M × N) ∼= TM × TN for
manifolds M,N .
Next, F1 ×M F2 is a vector bundle over M , but it may also be considered
as a vector bundle over F2 : the fiber over g ∈ (F2)x with x ∈ M is {(f, g)| f ∈
(F1)x} ⊂ (F1)x × (F2)x . Then
(F1 ×M F2)×F2 (F3 ×M F2)
is a vector bundle over F2 , whereas over M , a priori, it is just a fiber bundle. But
F1×M F2×M F3 → (F1 ×M F2)×F2 (F3 ×M F2), (x; f, g, h) 7→ (x, g; f, h) (10.9)
is a bijection of bundles over M – in a chart, this amounts to the canonical
identification
U × (W1 ×W2 ×W3) ∼= (U ×W2)×W1 ×W3.
Now, the left hand side in (10.9) is a vector bundle over M , and hence, via the
isomorphism (10.9), also the right hand side carries a canonical vector bundle
structure over M .
Next, assume that F,G are vector bundles over M with connections Li , i =
1, 2. Then, using the canonical isomorphisms described above and the Dombrowski
splittings (10.3) corresponding to L1 and L2 , the following isomorphism defines a
linear structure on T (F ⊕M G):
T (F ⊕M G) ∼= TF ⊕TM TG
∼= (F ⊕M TM ⊕M εTF )⊕TM (G⊕M TM ⊕M εTG)
∼= F ⊕M εF ⊕M TM ⊕M G⊕M εG.
(10.10)
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In a chart, this isomorphism is described, if bx and ax are the Christoffel tensors
on F , resp. G ,
(x; εv, u, w, εu′, εw′) 7→ (x; εv, u, w, ε(u′ + bx(v, u)), ε(w′ + ax(v, w)),
i.e. by the Christoffel tensor cx(v, (u,w)) = bx(v, w) + ax(v, w).
10.10. Connections and the tensor bundle. Recall from Section BA.10 that to a
bilinear space E = V1 × V2 × V3 we can associate in an intrinsic way the linear
space Z := V1 ⊗ V2 ⊕ V3 . Doing this construction pointwise, we can associate to
every bilinear bundle F an “algebraic linear bundle”
Z := Z(F ) := F1 ⊗ F2 ⊕ F3 (10.11)
i.e., Z is defined as a set, but without topology and hence without manifold
structure (cf. Appendix L.2). Nevertheless we may speak about “bundle charts”,
which are just transition functions without specified smoothness properties. As
with tensor products in ordinary finite dimensional real differential geometry, it is
seen that there is a canonical projection Z(F ) → M such that the fibers carry a
well-defined K -module structure, and hence Z is a well-defined “algebraic linear
bundle”. The map
TF → Z(F ), (x,w, v, w′) 7→ (x,w ⊗ v + w′)
does not depend on the chart and defines a bundle map from a bilinear bundle to a
linear bundle; this map is fiberwise intrinsically bilinear in the sense of Prop. BA.7.
The sequence F3 → F → F1 ×M F2 gives rise to an exact sequence of algebraic
linear bundles over M
0→ F3 → Z(F )→ F1 ⊗ F2 → 0. (10.12)
Linear connections now give rise to linear splittings of the sequence (10.12):
L : F1 ⊗ F2 → Z(F ) (10.13)
If F = TM , then (10.12) reads 0 → TM → Z(TM) → TM ⊗ TM → 0, and
restricting to Σ2 -invariants, we get an exact sequence 0 → TM → Z(TM)κ →
S2(TM) → 0. Torsionfree connections give rise to cross-sections Γ : S2(TM) →
Z(TM)κ of this sequence. In the finite-dimensional real case, there is a one-to-one
correspondence between such cross-sections and connections – this is the point of
view on connections used in [Lo69]. See also [P62] and the remarks on differential
operators and symbols in Chapter 21.
10.11. Comments on definitions of a linear connection. As mentioned in the
introduction, one finds many different definitions of connections in the literature,
and it was not our aim to add a new item to this long list, but rather to propose
a way how to organize it: both the axiomatics based on the connector (see, e.g.,
[Bes78], [KMS93]) and the axiomatics based on the connection one-form (see, e.g.,
[BGV92], [KMS93], [KoNo69]) focus on specific aspects (projectors) of the linear
structure L and are equivalent to ours. Similarly, the definition in [La99, p. 104]
takes some features of the injection F ×M TM → TF as axiomatics and again is
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equivalent to ours. Using our concept of bilinear algebra, it is fairly easy to prove
that all the aforementioned definitions of a connection are equivalent, or even to
give yet other axiomatic characterizations. For instance, a connection defines an
isomorphism of the fibers of (Tp)x : (TF )x → TxM with Fx⊕ εFx ∼= Fx⊕Fx , and
hence we have a whole 2 × 2-matrix algebra M(2, 2;K) acting by bundle maps of
TF over TM , this action depending only on the connection L :
εu =
(
0 0
1 0
)
, Ju =
(
0W
1W
)
, Hu =
(
1W
−1W
)
, Qu =
(
0 1
0 0
)
where W ∼= Fx and u = x+εv ∈ TM . We propose to call this algebra the connector
algebra. Here, the first operator is independent of L (the intrinsic ε -tensor), whereas
the other operators do depend on L (except on the fiber of TF over the zero vector
0x ∈ TxM ). The operator Q seems to be particularly interesting – it is in a
sense opposed to ε : when ε is seen as sort of “annihilator” (making an object
“infinitesimally small”), Q is a sort of “creator” (magnifying an “infinitesimally
small” object by an “infinitely large” factor). – Finally, the relation with the
definition of connections via sprays and covariant derivatives is discussed in the
following two chapters.
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11. Linear connections. II: Sprays
11.1. Second order vector fields. This chapter concerns linear connections on the
tangent bundle: let F = TM . Recall that the second order jet bundle J2M is
the subbundle of TF = TTM fixed under the action of the permutation group
Σ2 , and that the two projections pj : TTM → TM give rise to one jet projection
π1,2 : J
2M → J1M = TM :
J2M ⊂ TTM
↓ π1,2 ↓ pj
J1M = TM.
(11.1)
As we have seen in 8.4 (B), the jet bundle J2M → TM does not have a canonical
“zero-section” since the zero-sections of pj are not compatible with the canonical
flip. Thus π1,2 : J
2M → J1M is an affine bundle and not a vector bundle. We
define a second order vector field on M to be a cross-section X : J1M → J2M
of the jet projection J2M → J1M . This defines a vector bundle structure on
J2M over J1M , simply by considering X as zero-section. One may also say that
X : TM → J2M ⊂ TTM is a vector field on TM , taking values in the space of
Σ2 -invariants. Thus a vector field X : TM → TTM is a second order vector field
if and only if in a bundle chart it is given by
X(x+ εv) = x+ (ε1 + ε2)v + ε1ε2ξ(x, v) (11.2)
with some smooth map ξ : U × V → V .
11.2. The second order vector field defined by a linear connection. If L is a linear
connection on TM and
ε1TM×M ε2TM×M ε1ε2TM → TTM, (x; ε1u, ε2v, ε1ε2v) 7→ ε1u+Lε2v+Lε1ε2v
its corresponding Dombrowski splitting, then the diagonal imbedding
S : TM → TM ×M TM ×M TM
L∼= TTM, v 7→ (v, v, 0) = ε1v +L ε2v
is a second-order vector field. In a chart, it is given by
S(x+ εv) = x+ (ε1 + ε2)v + ε1ε2bx(v, v) (11.3)
where b is the Christoffel tensor of L . (Note that S depends only on the quadratic
map determined by b , and hence, if 2 is invertible in K , we may w.l.o.g. b assume
to be symmetric, i.e. L to be torsionfree.) For instance, if M is open in the
topological K -module V and L is the canonical chart connection (b = 0), then
S(x, v) = (x, v, v, 0) is the corresponding second order vector field.
11.3. Sprays. Not every second order vector field comes from a linear connection on
TM because the smooth map ξ from (11.2) can be chosen arbitrarily. Maps of the
special form ξ(x, v) = bx(v, v) can be characterized intrinsically by the following
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spray condition: let r ∈ K and recall from Section 7.3 (D) the intrinsically defined
action l(2) : K × TTM → TTM which is given in a chart by r2(x, u, v, w) =
(x, ru, rv, r2w) (and which can also be defined in the purely algebraic context of
bilinear spaces, see remark after Prop. BA.3). Then, if S comes from a linear
connection L , we have, in a chart
S(x+ εrv) = x+ (ε1 + ε2)rv + ε1ε2bx(rv, rv)
= x+ r(ε1 + ε2)v + r
2ε1ε2bx(v, v) = l
(2)
r ◦ S(x+ εv).
By definition, a spray is a second order vector field satisfying the “homogenity
condition” X ◦ rTM = l(2)r ◦X , for all r ∈ K .
Theorem 11.4. Assume 2 is invertible in K . Then there is a canonical bijection
between torsionfree connections L on TM and sprays S : TM → J2M .
Proof. We have just seen that the second order vector field S associated to
a connection is a spray. Conversely, if S is a spray, then, writing S(x + εv) =
x+ε1v+ε2v+ε1ε2qx(v), we deduce that qx is smooth and homogeneous quadratic
with respect to scalars and hence is, by Cor. 1.12, a vector valued quadratic form.
If 2 is invertible in K , then the symmetric bilinear map bx can be recovered from
qx by polarisation. Clearly, both constructions are inverse to each other.
The preceding result generalizes a theorem of Ambrose, Palais and Singer, cf.
[MR91, 7.3]. In the case of general characteristic, the spray is equivalent to what
one might call the “connection on the quadratic bundle TTM ” (cf. Section BA.9).
11.5. Second order differential equations and geodesics. If X : TM → J2M is a
second order vector field, then, by definition, a geodesic with respect to X is a curve
α : K→M such that α′ : K→ TM is an integral curve of S , i.e. α′′(t) = S(α′(t)).
Here, α′(t) = Ttα · 1 = Tα(t+ ε1) and α′′(t) = (α′)′(t) = TTα(t+ δ1+ δ(2)1). In a
chart representation (11.2), the condition α′′(t) = S(α′(t)) amounts to the second
order differential equation α′′(t) = ξ(α(t), α′(t)) (cf. [La99, p. 99]).
On the other hand, if X = S is the spray of a connection L , the notion of
geodesic has already been defined in Section 10.3: it is an affine map α : K→ M ,
i.e., J2α : J2K → J2M is fiberwise linear. This is equivalent to saying that the
following diagram commutes:
J2K
J2α→ J2M
SK ↑ ↑ S
J1K
J1α→ J1M,
where SK : TK→ J2K is the spray corresponding to the canonical chart connection
of K . In a bundle chart, we have, with ξ as in (11.2), using the spray property,
S ◦ J1α(x + εv) = α(t) + δα′(t)v + δ(2)ξ(α(t), α′(t)v)
= α(t) + δα′(t)v + δ(2)v2ξ(α(t), α′(t)),
J2α ◦ SK(t+ εv) = α(t) + δα′(t)v + δ(2)α′′(t)v2,
and hence the condition J2α◦SK = S ◦J1α reads in a chart α′′(t) = ξ(α(t), α′(t)).
This is the same condition as above, and hence both notions of geodesic agree.
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For v ∈ TxM , we say that S(v) ∈ (J2M)x is the geodesic 2-jet of v . Note that
in general we have no existence or uniqueness statements on geodesics; but the
preceding arguments show that, if a geodesic αv with αv(0) = x and α
′
v(0) = v
exists, then J2α(0) = S(v).
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12. Linear connections. III: Covariant derivative
12.1. The covariant derivative associated to a connection. We return to the case
of a general vector bundle F with linear connection L . Assume X : M → TM
is a vector field on M and Y : M → F a section of F . If K : TF → εF is the
connector associated to a connection L on F , we define
∇Y := K ◦ TY : TM → εF,
∇XY := K ◦ TY ◦X : M → εF.
Lemma 12.2. Let (bx)x∈U be the Christoffel tensor of the connection L in the
chart U . Then
(∇XY )(x) = dY (x)X(x) + bx(Y (x), X(x)).
Proof. In a bundle chart, by some abuse of notation, X(x) = x + εX(x),
Y (x) = (x, Y (x)), TY (x+ εv) = (x, Y (x))+ ε(v, dY (x)v)), K((x,w)+ ε(x′, w′)) =
x+ ε(w′ + bx(w, x
′)), and thus
(∇XY )(x) = x+ εK
(
(x, Y (x)) + ε(X(x), dY (x)X(x))
)
= x+ ε(dY (x)X(x) + bx(Y (x), X(x))).
Corollary 12.3. If L is a torsionfree connection on TM , then for all vector
fields X,Y ,
[X,Y ](x) = (∇YX −∇XY )(x).
Proof. In a chart, the preceding lemma gives for the right hand side, due to the
symmetry of bx , the expression dX(x)Y (x) − dY (x)X(x) which is precisely the
definition of the Lie bracket.
12.4. General covariant derivatives. A (general) covariant derivative is a K -bilinear
map from sections to sections,
∇ : Γ(TM)× Γ(F )→ Γ(F )
such that, for all smooth functions f and all sections X,Y ,
∇fXY = f∇XY, ∇X(fX) = Xf · Y + f∇XY.
It is easily proved that the covariant derivative associated to a connection L has
these properties. The converse is not true: not every general covariant derivative
is associated to a linear connection – see [La99, p. 202 ff and p. 279/80] for a
discussion (which can, mutatis mutandis, be applied to our situation) of the infinite
dimensional real case. In particular, if one wants to define the curvature tensor
in terms of covariant derivatives, it is not sufficient to use just the properties of a
general covariant derivative (see [La99, p. 231 ff]). Therefore, in Chapter 18, we
will define the curvature tensor in a different way.
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12.5. Covariant derivative of a tensor field. For a tensor field of type (k, 0), say
ω : TM ×M . . . ×M TM → K , the covariant derivative ∇ω can be defined along
the lines of Remark 4.8. E.g., for a one-form ω : TM → K we define
(∇ω)(X,Y ) := LX(ω(Y ))− ω(∇XY ); (12.1)
we then have to check that the value at x depends only on the value of X and Y at
x and that the result depends smoothly on x , X(x) and Y (x). Then, by Remark
4.8, ∇ω can be identified with a well-defined tensor field TM ×M TM → K . In
the sequel we will not use this construction, but see Section 13.4 for an analog of
Corollary 12.3.
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13. Natural operations. I: Exterior derivative of a one-form
13.1. Bilinear maps defined on TF . If p : F → M is a vector bundle over M , a
smooth bundle map f˜ : TF → E , f :M → N into a vector bundle E over N will
be called (intrinsically) bilinear if it is linear in fibers both over F and over TM .
This is equivalent to saying that, for all x ∈M , f˜x : (TF )x → Ef(x) is intrinsically
bilinear in the sense of Proposition BA.7. From that proposition it follows that f˜
is bilinear if, and only if, f˜ has a chart representation of the form
f˜(x,w, v, w′) = (f(x), gx(w, v) + λx(w
′)) (13.1)
with bilinear gx and linear λx . A bilinear map f˜ is called homogeneous if it is
constant on the vertical bundle (fibers of π×MTp), and this is the case iff λ = 0 (see
Cor. BA.8). Thus the homogeneous bilinear maps are in one-to-one correspondence
with the fiberwise bilinear maps g : F ×M TM → E via f˜ = g ◦ (Tp× π):
TF
f˜−→ E
↓
g
ր
TM ×M F
13.2. The exterior derivative of a one-form. Recall that a tensor field of type (k, 0)
is a smooth map ω : ×kMTM → K , multilinear in fibers over M . If ω is alternating
in fibers, it is called a k -form. A one-form on a vector bundle E is a smooth map
ω : E → K such that ωx : Ex → K is linear for all x ∈M . Then
pr2 Tω : TE → TK→ εK
is (intrinsic) bilinear in the sense of 13.1: in fact, Tω is linear on fibers over E
since it is a tangent map, and pr2 Tω is linear in fibers over TM since already ω
was linear in fibers over M . Equivalently, the bilinearity of pr2 Tω follows from
the chart representation
Tω : TF → TK, (x, εv, w, εw′) 7→ ω(x, v) + ε(∂vω(x,w) + ω(x,w′)).
Comparing with (13.1) we see that pr2 Tω is bilinear, but non-homogeneous (the
term λx(w
′) corresponds to ω(x,w′)). For a general vector bundle F we cannot
extract a homogeneous bilinear map from this. However, if F = TM , then we have
the alternation map from intrinsic bilinear maps TTM → K to homogeneous ones:
alt(pr2 Tω)(x+ ε1v1 + ε2v2 + ε1ε2v12)
= (pr2 Tω)(x+ ε1v1 + ε2v2 + ε1ε2v12)− (pr2 Tω)(x+ ε1v2 + ε2v1 + ε1ε2v12)
= ∂v1ω(x, v2)− ∂v2ω(x, v1)
is homogeneous (the value does not depend on v12 ). As explained in 13.1, homo-
geneous bilinear maps f˜ correspond to tensor fields g of type (2, 0), and if f˜ is
skew-symmetric, then so is g . Hence we end up with 2-form denoted by
dω : TM ×M TM → K, (x; v1, v2) 7→ alt(pr2 Tω)(x+ ε1v1 + ε2v2). (13.2)
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In other terms, the diagram
TTM
pr2 Tω−→ K
↓
TM ×M TM
can in general not be completed to a commutative triangle, but
TTM
alt pr2 Tω−→ K
↓
TM ×M TM
can, namely by dω . The chart representation
dω(x; v1, v2) = ∂v1ω(x, v2)− ∂v2ω(x, v1) (13.3)
shows that dω coincides with the usual exterior derivative of a one-form. It is clear
that in the preceding arguments the target space K can be replaced by any other
fixed topological K -module W , i.e. we can define dω for any 1-form ω : TM →W .
13.3. If ω = df , i.e. ω(x, v) = Txf · v , then from (13.3) we get dω = ddf = 0
because the ordinary second differential d2f(x) is symmetric.
13.4. Exterior derivative and connections. The chart formula (13.3) has the
following generalization: if ∇ is the covariant derivative of an arbitrary torsionfree
connection on M and ω a one-form on M , then for all x ∈ M and u, v ∈ TxM ,
we have
dω(x;u, v) = (∇ω)(x;u, v)− (∇ω)(x; v, u). (13.4)
In fact, by definition of the covariant derivative of a one-form (Section 12.5),
∇ω(X,Y )−∇ω(Y,X) = Xω(Y )− Y ω(X)− ω(∇XY ) + ω(∇YX)
= Xω(Y )− Y ω(X)− ω([X,Y ])
since ∇ is torsionfree (Cor. 12.3). Now fix x ∈ M and v, w ∈ TxM ; extend, in a
chart, v and w to constant vector fields X,Y on the chart domain U ⊂ M ; then
[X,Y ] = 0 and hence from (13.3) we get
∇ω(x; v, w) −∇ω(x;w, v) = ∂vω(x,w) − ∂wω(x, v) = dω(x; v, w).
13.5. Exterior derivative of a vector bundle valued one-form. If we replace ω by
a bundle-valued one-form ω : TM → E , then in presence of a connection on E
with connector KE : TE → εE we can define dω := alt(KE ◦ Tω) which is skew-
symmetric TM × TM → εE . Note that the preceding definition in the scalar or
vector valued case is a special case of this, where pr2 is just the connector of the
canonical flat connection on K , resp. on X . An exterior derivative of bundle valued
forms, in presence of a connection, has also been defined in [Lav87, p. 165 ff].
13.6. Remark on the infinitesimal Stoke’s theorem. In the context of synthetic
differential geometry, one can prove a purely infinitesimal version of Stoke’s theorem,
cf. [Lav87, p. 114 ff] or [MR91, p. 134 ff]. It should be possible to state and prove
such a version also in the present context – this will be taken up elsewhere.
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14. Natural operations. II: The Lie bracket revisited
14.1. Subgroups of the group of diffeomorphisms of TTM . The group Γ :=
Diff(TTM) of diffeomorphisms (over K) of TTM contains several subgroups which
are defined via the behaviour with respect to the projections pi : TTM → TM ,
i = 1, 2 and p : TTM →M :
(1) Let Γ+ be the subgroup preserving fibers of the projection p : TTM → M
and permuting the fibers of p1 and those of p2 . In a chart, f ∈ Γ+ is
represented by
f(x+ε1v1+ε2v2+ε1ε2v12) = x+ε1f1(x, v1)+ε2f2(x, v2)+ε1ε2f12(x, v1, v2, v12)
(2) Let Γ1 be the subgroup of Γ+ preserving all fibers of the projection p1 . In a
chart:
f(x+ ε1v1 + ε2v2 + ε1ε2v12) = x+ ε1v1 + ε2f2(x, v2) + ε1ε2f12(x, v1, v2, v12)
(3) Let Γ2 be the subgroup of Γ+ preserving fibers of p2 . In a chart,
f(x+ ε1v1 + ε2v2 + ε1ε2v12) = x+ ε1f1(x, v1) + ε2v2 + ε1ε2f12(x, v1, v2, v12)
(4) Let Γ12 = Γ1 ∩ Γ2 be the subgroup preserving all vertical spaces; in a chart,
f(x+ ε1v1 + ε2v2 + ε1ε2v12) = x+ ε1v1 + ε2v2 + ε1ε2f12(x, v1, v2, v12).
It is clear that Γ1 and Γ2 are normal subgroups in Γ+ . Therefore, if g ∈ Γ1 and
h ∈ Γ2 , it follows that the group commutator [g, h] = (ghg−1)h−1 = g(hg−1h−1)
belongs both to Γ1 and to Γ2 and hence belongs to Γ12 . In Theorem 14.4 we will
express the Lie bracket of vector fields in terms of this commutator.
14.2. Sections of the second order tangent bundle. We denote by X2(M) :=
Γ(M,T 2M) the space of smooth sections of the second tangent bundle T 2M →M .
In a chart with chart domain U ⊂ M , we write T 2U ∼= U × ε1V × ε2V × ε1ε2V ,
and a section X : U → T 2U is written in the form
X(p) = p+ ε1X1(p) + ε2X2(p) + ε1ε2X12(p) (14.1)
with (chart-dependent) vector fields Xα : U → V . In this notation, X is a second-
order vector field (cf. Section 11.1) if, and only if, in any chart representation
we have X1(p) = X2(p) for all p ∈ U . There are three canonical injections
of the space of vector fields X(M) into X2(M) which simply correspond to the
three canonical inclusions of axes ια : TM → TTM , α = 01, 10, 11, by letting
εαY := ια ◦ Y : M → TTM for a vector field Y : M → TM . In the notation
(14.1), these are the sections X having just one non-trivial component, i.e., with
Xα = Y and Xβ = 0 for β 6= α .
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Theorem 14.3.
(1) There is a natural group structure on the space X2(M) , given in a chart
representation as above, by the formula
(X · Y )(x) = x+ ε1(X1(x) + Y1(x)) + ε2(X2(x) + Y2(x))+
ε1ε2(X12(x) + Y12(x) + dX1(x)Y2(x) + dX2(x)Y1(x)).
The space Γ(M,J2M) of sections of J2M is a subgroup of X2(M) , and the
three canonical injections X(M)→ X2(M) are group homomorphisms (where
X(M) is equipped with addition of vector fields).
(2) Every X ∈ X2(M) gives rise, in a natural way, to a diffeomorphism X˜ :
T 2M → T 2M , which, in a chart representation as above, is described by
X˜(x + ε1v1 + ε2v2 + ε1ε2v12) = x+ ε1(v1 +X1(x)) + ε2(v2 +X2(x))+
ε1ε2(v12 +X12(x) + dX1(x)v2 + dX2(x)v1).
(3) The map X2(M) → Diff(TTM) , X 7→ X˜ is an injective group homomor-
phism.
Proof. (2) We fix a point p ∈ M and define X˜ on a chart neighborhood T 2U
of p by the formula given in the claim. We then have to show that this definition
is independent of the chosen chart. This, in turn, amounts to proving that the
map X 7→ X˜ is natural in the following sense: for all local diffeomorphisms f
defined on a neighborhood of x , we have f∗X˜ = (˜f∗X), where f∗ is the natural
action of f on Diff(TTM), resp. on X2(M) by f∗h = T
2f ◦ h ◦ (T 2f)−1 , resp. by
f∗X = T
2f ◦X ◦ f−1 . In order to get rid of the inverse, we show, more generally,
that, if X,Y ∈ X2(M) are f -related (i.e. T 2f ◦ X = Y ◦ f ) for a smooth map
f : U →M , then T 2f ◦ X˜ = Y˜ ◦ T 2f . Now,
T 2f(X˜ (x+ ε1v1 + ε2v2 + ε1ε2v12)) =
f(x) + ε1(df(x)(v1 +X1(x))) + ε2(df(x)(v2 +X2(x)))+
ε1ε2 ·
(
df(x)(v12 +X12(x) + dX1(x)v2 + dX2(x)v1)+
d2f(x)(v1 +X1(x), v2 +X2(x))
)
,
Y˜ (T 2f(x+ ε1v1 + ε2v2 + ε1ε2v12)) =
f(x) + ε1(df(x)v1 + Y1(f(x))) + ε2(df(x)v2 + Y2(f(x)))+
ε1ε2 ·
(
d2f(x)(v1, v2) + df(x)v12 + dY1(f(x))df(x)v2 + dY2(f(x))df(x)v1
)
,
and both expressions are equal if X and Y are f -related. Thus the map X˜ :
TTM → TTM is well-defined, and the construction is natural in the sense explained
above. Let us prove that X˜ is a diffeomorphism. In fact, a direct check shows that
its inverse is X˜−1 with a section X−1 :M → TTM defined by
X−1(x) = x− ε1X1(x)− ε2X2(x)−
ε1ε2
(
X12(x)− (dX1(x)X2(x) + dX2(x)X1(x))
)
.
(14.2)
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(1) By comparing the formulas from parts (1) and (2) of the claim, we
see that the product is defined by (X · Y )(x) = X˜(Y (x)), and hence is chart-
independent. By a straightforward computation, one shows that the product is
associative: ((X · Y ) · Z)(x) = (X · (Y · Z))(x), and that X−1 as in (14.2) is an
inverse of X as in (14.1). Moreover, it is clear from the explicit formula that, if
X,Y are sections of J2M , i.e., X1 = X2 and Y1 = Y2 , then X ·Y is again a section
of J2M over U , and similarly for the inverse, hence the sections of J2M form a
subgroup of X2(M). Finally, the explicit formula also shows that, if X and Y are
vector fields, seen as elements of X2(M) in one of the three canonical ways, then
X · Y simply corresponds to the sum X + Y of vector fields.
(3) Choosing Z such that Z(x) = v , we get
X˜Y (v) = ((XY )Z)(x) = (X(Y Z))(x) = X˜ ◦ Y˜ (v).
Clearly, 0˜ = idTTM , and hence we have a group action. The action is faithful since,
if X˜(x) = x for all x ∈ U , then X1(x) = 0 = X2(x) and thus also X12(x) = 0 for
all x ∈ U .
For a conceptual, chart-independent definition of the group structure on the space
Γ(M,T kM) of sections of T kM over M , see Theorem 28.2.
Theorem 14.4. The group commutator in the group X2(M) and the Lie bracket
in X(M) are related via
[ε1X, ε2Y ]X2(M) = ε1ε2[X,Y ]
for all X,Y ∈ X(M) . Equivalently, the group commutator in the group Diff(TTM)
and the Lie bracket in X(M) are related via
[ε˜1X, ε˜2Y ] = ˜ε1ε2[X,Y ].
Proof. We fix x ∈M . Let X :M → TM be a vector field. It gives rise, via the
three imbeddings X(M)→ X2(M), to three diffeomorphisms of TTM . Specialising
the chart formula from Theorem 14.3 (2), these three diffeomorphisms are described
by their values at the point u = x+ ε1v1 + ε2v2 + ε1ε2v12 :
ε˜1X(u) = x+ ε1(v1 +X(x)) + ε2v2 + ε1ε2(v12 + dX(x)v2)
ε˜2X(u) = x+ ε1v1 + ε2(v2 +X(x)) + ε1ε2(v12 + dX(x)v1)
ε˜1ε2X(u) = x+ ε1v1 + ε2v2 + ε1ε2(v12 +X(x)).
(14.3)
We observe that these diffeomorphisms belong to the groups Γ2,Γ1 resp. Γ12 defined
in Section 14.1. (Without using Theorem 14.3, these diffeomorphisms may be
defined as follows: the first two maps may also be seen as the tangent maps TεiX˜
of the infinitesimal automorphism X˜ : TM → TM , and the third map is defined by
translation in direction of the vertical bundle VM ⊂ TTM , and such translations
are canonical in the bilinear space (TTM)x , cf. Section BA.2.) Thus, if X and Y
are vector fields, both diffeomorphisms ε˜1X and ε˜2Y preserve the fiber (TTM)x
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and are represented in a chart V ×V ×V of this fiber by bijections g and h of the
fiber given by
g(v, x′, v′) = (v + a, x′, v′ + α(x′)), h(v, x′, v′) = (v, x′ + b, v′ + β(v))
with a = X(x), b = Y (x), α = dX(x), β = dY (x). Then we obtain for the
commutator
[g, h](v, x′, v′) = gh(v − a, x′ − b, v′ − α(x′ − b)− β(v))
= g(v − a, x′, v′ − α(x′ − b)β(v) + β(v − a))
= g(v, x′, v′ − α(x′) + α(b)− β(a) + α(x′))
= (v, x′, v′ + α(b)− β(a)).
The value at 0x is therefore
[g, h](0, 0, 0) = (0, 0, α(b)− β(a)) = (0, 0, dX(x)Y (x) − dY (x)X(x))
= (0, 0, [X,Y ](x)) = ε1ε2[X,Y ](x)
by definition of the Lie bracket in Theorem 4.2.
14.5. Remark on definition of the Lie bracket and the Jacobi identity. The
definition of the Lie bracket via Theorem 4.2 is not very conceptual. Theorem
14.4 offers a more conceptual way of defining it: for two vector fields X,Y ∈ X(M) ,
there exists a unique vector field [X,Y ] ∈ X(M) such that the group commutator
[ε˜1X, ε˜2Y ] agrees with ˜ε1ε2[X,Y ] . It is then easily seen that [X,Y ] depends K -
bilinearly on X and Y and that [X,X ] = 0. One would like, then, to prove the
Jacobi identity by intrinsic arguments not involving chart computations. For this, it
is necessary to invoke the third order tangent bundle T 3M and the natural group
structure on the space X3(M) of its sections (Theorem 28.2). Then the Jacobi
identity can be proved in the same way as will be done for the Lie algebra of a Lie
group in Section 24.4.
Essentially, this strategy of defining the Lie bracket and proving the Jacobi
identity is the one used in synthetic differential geometry, and it also corresponds
to the definition of the Lie algebra of a formal group (see [Se65]). In the framework
of formal groups, the Jacobi identity is obtained by a third order computation from
Hall’s identity for iterated group commutators,
[[u, v], wu][[w, u], vw][[v, w], uv] = 1,
(here, xy = yxy−1 ) which is valid in any group (cf. [Se65, p. LG 4.18]). Compared
to our framework, this proof rather corresponds to using the bundle J3M which
is more complicated than T 3M since it does not have “axes”. Similar arguments
are used for the proof of the Jacobi identity in synthetic differential geometry, cf.
[Lav87, p. 74 ff] and [MR91, p. 187/88].
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IV. Third and higher order differential geometry
Having linearized the bundle TF over M by means of a linear connection, our plan
of attack is to linearize in a similar way all higher tangent bundles T kF over M .
It will turn out that there is an essentially canonical procedure to do so, starting
with a connection on F and one on TM . The procedure is canonical up to a
permutation acting on T kF ; in particular, for k = 2, we get two versions of this
procedure. Their difference can be interpreted as the curvature of L .
15. The structure of T kF : Multilinear bundles
15.1. Higher order models of F : projection and injection cube. For a vector
bundle p : F → M , we consider the fiber bundle T kF → M as a “k -th order
model of F .” The case F = TM deserves special attention: T kF = T k+1M may
be seen as the model of order k + 1 of M . The bundle T kF comes with a natural
“k+1-dimensional cube of projections”: e.g., for TTF , resp. for T 3M , this is the
commutative diagram of projections
F





???
??
M
??????
ε2TF











??????
ε2TM






??????
ε1TF




ε1TM
TTF











TTM






ε0TM





??
??
M
??????
ε0ε2T
2M








??????
ε2TM






??????
ε0ε1T
2M




ε1TM
ε0ε1ε2T
3M








ε1ε2T
2M



(15.1)
where the notation εiTM and εiTF has the same meaning as TεiM and TεiF
in Section 7.4. In case F = TM we write also F = ε0TM . Each vertice of the
cube is the projection of a vector bundle onto its base, but the composition of more
than one of such projections is just the projection of a fiber bundle onto its base. In
particular, T kF is a fiber bundle over M . The fiber over x ∈M will be denoted by
(T kF )x . For general k , the cube for T
k+1M will have vertices εαT |α|M (notation
for multi-indices α ∈ {0, 1}k+1 being as in Section 7.4, resp. MA.1), and the cube
for T kF will have vertices εαT |α|M and εαT |α|F with α ∈ {0, 1}k ; it contains the
k -dimensional cube for T kM as a sub-cube. Diagram (15.1) can also be interpreted
as a diagram of zero sections, just by reading the vertices as upward arrows. In
particular, inclusion of spaces of the second row from below in the top space defines
k + 1 injections
εiTM → T kF (i = 1, . . . , k), F → T kF (15.2)
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which, for x ∈M fixed, define k+1 “basic axes” in (T kF )x which will be denoted
by εiTxM , Fx . Altogether there are 2
k+1 − 1 “axes in (T kF )x” whose definition
will be given below.
15.2. The axes-bundle. For a multi-index α = (α0, α1, . . . , αk) ∈ Ik+1 = {0, 1}k+1 ,
we denote by
Fα :=
{
εαF if α0 = 1
εαTM if α0 = 0
(15.3)
a copy of F , resp. of TM (for the moment, εα is just a label to distinguish the
various copies of F and of TM ) and we define the axes-bundle to be the direct sum
(over M ) of all of these copies of F and of TM :
AkF :=
⊕
α∈Ik+1
α>0
Fα (15.4)
We let also
Ak+1M :=
⊕
α∈Ik+1
α>0
εαTM. (15.5)
These are direct sums of vector bundles over M and hence are itself a vector bundles
over M , in contrast to T kF and to T k+1M which do not carry a canonical vector
bundle structure.
15.3. Isomorphism T kF ∼= AkF over a chart domain. Assume ϕi : M ⊃ Ui → V
is a chart such that ϕi(x) = 0. Then T
kϕi : T
kM ⊃ T kUi → T kV is a bundle
chart of T kM defining a bijection of fibers
(Φi)x := (T
kϕi)x : (T
kM)x → (T kV )0.
Taking another chart ϕj with ϕj(x) = 0, we have the following commutative
diagram of bijections, describing the transition functions of the atlas of T kM
induced from the one of M :
(T kM)x
(Tkϕj)x
ւ
(Tkϕi)x
ց
(T kV )0
(Tkϕij)0−→ (T kV )0
(15.6)
The transition functions of T kM ,
(Φij)0 := (T
kϕij)0 : (T
kV )0 = ⊕α>0εαVα → ⊕α>0εαVα
are not linear: they are given by the Tangent Map Formula (Theorem 7.5), with
f = ϕij , f(0) = 0,
T kf(0 +
∑
α
εαvα) =
∑
α
εα
|α|∑
ℓ=1
∑
λ∈Pℓ(α)
bλ(vλ1 , . . . vλℓ)
where, for a partition λ of α of length ℓ , we have written bλ for the multilinear
map dℓf(0). This shows that (Φij)0 is a multilinear map in the sense of Section
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MA.5. Thus transition functions of T kM are multilinear maps, and T kM is a
multilinear bundle in the following sense:
15.4. Multilinear bundles. A multilinear bundle (with base M , of degree k ) is a
fiber bundle E over M together with a family (Eα)α∈Ik of vector bundles and a
bundle atlas such that, in a bundle chart around x ∈ M , the fiber Ex carries a
structure of a multilinear space over K whose axes are given by natural inclusions
Eα → E , and change of charts, restricted to fibers, is by isomorphisms of multilinear
spaces. For k = 1, a multilinear bundle is simply a vector bundle, and for k = 2 it
is bilinear bundle in the sense of Section 9.6.
Theorem 15.5. If F is a vector bundle over M , then the iterated tangent bundle
T kF carries a canonical structure of a multilinear bundle over M . In particular,
for all p ∈ M , the general multilinear group Gm0,k+1((T kF )p) of the fiber over p
is intrinsically defined, and there are canonical inclusions of axes Fα ⊂ T kF .
Proof. The arguments are essentially the same as the ones used above in the
special case F = TM : bundle charts of F are of the form g˜i : F ⊃ U˜i → V ×W ,
with transition functions g˜ij(x,w) = (ϕij(x), gij(x)w), where gij(x) : W → W is
a linear map. We assume ϕi(p) = ϕj(p) = 0, whence ϕij(0) = 0. Bundle charts
of T kF are of the form T kg˜ij , and as an analog of (15.6) we have the following
commutative diagram of bijections:
(T kF )p
(Tkg˜j)p
ւ
(Tkg˜i)p
ց
(T kV )0 × T kW (T
kg˜ij)0−→ (T kV )0 × T kW.
(15.7)
For k = 1, the chart expression has been calculated in Section 9.1. In order to
give the general chart expression, let U˜ ⊂ F be a bundle chart domain with base
U ⊂M and let W be the model space for the fibers of F . Then T k(U˜) ⊂ T kF is
a bundle chart domain for T kF , and elements of T kFp are represented in the form
u =
∑
α>0
εαvα ε
αvα ∈ Vα =
{
εαW if α0 = 1
εαV if α0 = 0.
(15.8)
For k = 2, we may also use the following two equivalent notations (cf. Chapter 7):
u = ε001w001 + ε
010v010 + ε
011w011 + ε
100v100 + ε
101w101 + ε
110v110 + ε
111w111
= ε0w0 + ε1v1 + ε0ε1w01 + ε2v2 + ε0ε2w02 + ε1ε2v12 + ε0ε1ε2w012
(15.9)
where we replaced the letter v by w whenever the argument belongs to W . Now,
the general formula for the transition functions is gotten from Theorem 7.5: we let
cmx := d
mϕij(x),
bm+1x (w, v1, . . . , vm) := . . . := b
m+1
x (v1, . . . , vm, w) := ∂v1 · · ·∂vmgij(x,w).
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For x = p , we get
T kg˜ij(
∑
α0=1
εαwα +
∑
α0=0
εαvα) =
∑
α0=1
εαgij(0)wα +
∑
α0=0
εαdϕij(0)vα
+
k+1∑
m=2
( ∑
α0=1
|α|=m
εα
m∑
ℓ=2
∑
β1+...+βℓ=α
β1<...<βℓ
bℓ0(wβ0 , vβ1 , . . . , vβℓ)
+
∑
α0=0
|α|=m
εα
m∑
ℓ=2
∑
β1+...+βℓ=α
β1<...<βℓ
cℓ0(vβ1 , . . . , vβℓ)
)
(15.10)
(For m = k+1, only terms of the first sum over α actually appear, and if V = TM ,
then this is the expression for T k+1ϕij , with ε0 being an additional infinitesimal
unit.) Since gij(0) and dϕij(0) are invertible linear maps, comparing with Section
MA.5, we see that T kg˜ij belongs to the general multilinear group Gm
0,k+1(E) of
the fiber E =
∑
α>0 Vα . From this our claim follows in the way already described
in Section 9.3.
As for any multilinear space, the special multilinear group Gm1,k+1(E) of the fiber
E is now well-defined. In terms of the preceding proof this means that, for a
fixed point p ∈ M , we may, “without loss of generality”, reduce to the case where
gij(0) = idW and dϕij(0) = idV . The special multilinear group will play the most
important roˆle in the sequel since it is the group acting simply transitively on the
space of multilinearly related linear structures (cf. Section MA.7, MA.9). More
generally, all the groups Gmj,k+1((T k)x) with j = 0, 1, . . . , k+1 (see Section MA.5
and Theorem MA.6) are well-defined.
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16. The structure of T kF : Multilinear connections
16.1. Definition of multilinear connections and their homomorphisms. Recall that
a linear structure L on T kF over M is simply given by two smooth structure maps,
T kF×M T kF → T kF and K×T kF → T kF , defining a K -module structure on each
fiber of T kF over M . A multilinear connection on T kF is a linear structure L that
is multilinearly related (i.e. conjugate under Gm0,k(T kF )x ) to all linear structures
induced from charts. (As in case k = 2 it is clear from Theorem 15.4 that this
notation is well-defined.) Assume K is a multilinear connection on T kF and L a
multilinear connection on T kG and f : F → G a vector bundle homomorphism.
We say that f is a K -L homomorphism if T kf : T kF → T kG is fiberwise linear
(with respect to Kx and Lf(x) ). Clearly, the usual functorial rules hold, and thus
vector bundles with multilinear connections (of a fixed order k ) form a category.
For k = 0 this is just the category of vector bundles, and for k = 1 it is the category
of vector bundles with linear connection.
Theorem 16.2. (The generalized Dombrowski Splitting Theorem.) For any
vector bundle F over M , the following objects are in bijection to each other:
(1) multilinear connections L on T kF
(2) isomorphisms Φ : AkF → T kF of multilinear bundles over M such that the
restriction of Φ to each axis Fα is the identity map on this axis (here and
in the sequel, the corresponding axes Fα of AkF and of T kF are identified
with each other).
The bijection is described as follows: given Φ , the linear structure L = LΦ is just
the push-forward of the canonical linear structure L0 on A
kF by Φ . Given L , we
let
Φ := ΦL : AkF =
⊕
α>0
Fα → T kF, (x; vα)α>0 7→
∑
α>0
vα.
In this formula, the sum on the right hand side is taken in the fiber (T kF )x with
respect to the linear structure Lx .
Proof. Assume first that Φ : AkF → T kF is any isomorphism of multilinear
bundles over M . By definition of an isomorphism, the push-forward LΦ of L0 is
then a multilinear connection on T kF .
Conversely, assume a multilinear connection L on T kF be given and define
Φ = ΦL as in the claim. In order to prove that Φ is a diffeomorphism, we need
the chart representation of multilinearly related linear structures: with respect to
a fixed chart, both the fiber E := (T kF )x and the fiber (A
kF )x are represented in
the form E = ⊕α>0Vα with Vα as in Equation (15.8), V being the model space for
the manifold M and W the one for the fiber Fx . Since A
kF is a vector bundle,
the linear structure of the fiber agrees with the one induced from the chart, and
the linear structure induced by L is multilinearly related to this linear structure: it
is obtained by push-forward via a map fb which is the chart representation of Φ,
where fb is defined as in Section MA.5: b = (bλ)λ∈Part(I) is a family of multilinear
maps
bλ := bλx : Vλ(1) × . . .× Vλℓ(λ) → Vα, (16.1)
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λ is a partition of α , and Vβ = ε
βV if β0 = 0, Vβ = ε
βW if β0 = 1, and for
v =
∑
α>0 vα ,
fb(v) = v +
∑
|α|≥2
∑
λ∈P(α)
ℓ(λ)≥2
bλ(vλ(1) , . . . , vλℓ(λ)). (16.2)
(The map fb = fbx , resp. their components (b
λ) = (bλx), will be called the Christoffel
tensors of L in the given chart; for k = 1, there is just one component, and it agrees
with the classical Christoffel symbols of a connection, cf. Section 10.4.) We claim
that the linear structure L is smooth if and only if, for all bundle charts, the
Christoffel tensors b depend smoothly on x in the sense that
x 7→ bλx(vλ(1) , . . . , vλℓ(λ))
is smooth for all choices of the vλ(i) . In fact, it is clear that the linear structure is
smooth if it is related to chart structures via smooth fb ’s, and conversely, fb and
hence b can be recovered from the vector addition: in a chart, addition of elements
from the axes is given by
∑(b)
α>0 vα = fb(v), where the supersript (b) in the first
sum means “addition with respect to the linear structure given by bx”. Hence the
map fb defined by a smooth linear structure is also smooth. We have proved that
Φ is smooth. It is bijective with smooth inverse: in fact, fbx belongs to the group
Gm1,k(E) and hence is invertible (Theorem MA.6), and its inverse is of the form
fcx with another multilinear map cx which can be calculated by the algorithm
used in the proof of Theorem MA.6. Since this algorithm consists of a sequence of
compositions of multilinear maps and multiplications by −1, cx(v) depends again
smoothly on x , and hence Φ−1 is smooth.
Finally, it is immediate from the definitions that the constructions L 7→ ΦL
and Φ 7→ LΦ are inverse of each other.
The isomorphism Φ = ΦL is called the linearization map of L . In case F = TM
is the tangent bundle, we have Fα = εαTM for all α , and the linearization map
can be written
ΦLk :
⊕
α∈Ik,α>0
εαTM → T kM.
16.3. Multilinear differential calculus on manifolds with multilinear connection.
We can define a “matrix calculus” for multilinear maps between higher order tan-
gent bundles T kM , T kN equipped with multilinear connections, simply by using
fiberwise the purely algebraic “matrix calculus” from Section MA.12. Basically, the
choice of a multilinear connection on T kM is the analog of the choice of a basis
in a (say, n-dimensional) vector space E ; the splitting map ΦL : AkF → T kF
corresponds to the induced isomorphism Kn → E , the “matrix” is the induced
homorphism Kn → Km , individual “matrix coefficients” are defined by composing
with the various base-depending projections Km → K and injections K→ Kn , and
finally there is a “matrix multiplication rule” describing the matrix coefficients of
the matrix of a composition.
Let us describe these concepts in more detail. Assume K is a multilinear
connection on T kM and L a multilinear connection on T kN (the case of general
vector bundles is treated similarly), and f : M → N is an arbitrary smooth
map. We define its multilinear higher differentials (with respect to K and L)
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by dLKf := (Φ
L)−1 ◦ T kf ◦ ΦK : AkM → AkN , i.e., by the following commuting
diagram:
T kM
ΦK← AkM =⊕α>0 εαTM
T kf ↓ ↓ dLKf
T kN
ΦL← AkN =⊕α>0 εαTN
. (16.3)
As for matrices of linear maps, we have the functorial rules
dL3L2g ◦ dL2L1f = dL3L1(g ◦ f), dLL(id) = id (16.4)
which are immediate from the definitions. In each fiber, the maps
(dLK)xf : (A
kM)x → (AkN)f(x)
are homomorphisms of multilinear spaces (in the sense of MA.5) – in fact, with
respect to chart structures, this is true by Theorem 7.5, and hence it is true with
respect to any other structure that is multilinearly related to chart structures. It
follows that the “matrix coefficients”, indexed by partitions Λ and Ω,
dΛx f := (d
L
Kf)
Λ
x := prα ◦T kf ◦ ιΛ :
ℓ(Λ)⊕
i=1
εΛ
i
TM → εαTM
(dLKf)
Ω|Λ
x := prΩ ◦dLKf ◦ ιΛ :
ℓ(Λ)⊕
i=1
εΛ
i
TM →
ℓ(Ω)⊕
i=1
εΩ
i
TN
(16.5)
are fiberwise multilinear maps in the usual sense; here pr and ι denote the canonical
projections and injections in the direct sum bundle AkN defined by
prΩ : A
kN →
ℓ(Ω)⊕
i=1
εΩ
i
TN, ιΛ :
ℓ(Λ)⊕
i=1
εΛ
i
TM → T kM.
The whole map is recovered from the matrix entries via
T kf(x+
∑
α
εαvα) = f(x) +
∑
α
εα
∑
Λ∈P(α)
(dΛf)x(vΛ1 , . . . , vΛℓ), (16.6)
where the sum on the left-hand side is taken with respect to the linear structure K ,
and on the right-hand side with respect to L . Homomorphisms of multilinear con-
nections in the sense of 16.1 are characterized by the property that the linearization
maps commute with the natural action f∗ : A
kM → AkN , ∑α vα 7→∑α Tf(vα):
T kM
ΦK← AkM =⊕α>0 εαTM
T kf ↓ ↓ f∗
T kN
ΦL← AkN =⊕α>0 εαTN
. (16.7)
This, in turn, means that the matrix dLKf is a “diagonal matrix”, i.e. all components
(dLKf)
Λ
x for ℓ(Λ) > 1 vanish, and for ℓ(Λ) = 1 they agree with Tf .
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16.4. Composition rules and “Matrix multiplication”. Let us return to Equation
(16.5). Assume g : M1 → M2 and f : M2 → M3 are smooth maps and Li , for
i = 1, 2, 3, are multilinear connections on T kMi . The “matrix coefficients” of f ◦ g
with respect to L3 and L1 can be calculated from those of f with respect to L3 , L2
and those of g with respect to L2, L1 by using the composition rule for multilinear
maps (MA.19), resp. Prop. MA.11:
(dL1L3(f ◦ g))Λ =
∑
ΩΛ
(dL1L2f)
Ω ◦ (dL2L3g)Ω|Λ. (16.8)
The notation dΛ generalizes the usual differential d since, taking M = V with the
flat connection of a linear space, the matrix coefficient dΛf as defined here coincides
with the usual higher differential dℓf with ℓ being the length of Λ, cf. Theorem
7.5.
16.5. On existence of multilinear connections. For k > 1, the space of all
multilinear connections on T kF is no longer an affine space over K in any natural
way (since Gm1,k(E) is no longer a vector group), and hence it is more difficult
to construct multilinear connections than to construct linear ones. They may be
defined in charts by brute force by choosing arbitrary “Christoffel symbols” bΛ
which then have to behave under chart changes according to the composition rule
in the general multilinear group (16.8). In the sequel we will see that there are
canonical procedures to construct multilinear connections out of linear ones.
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17. Construction of multilinear connections
17.1. Deriving linear structures. Assume L = (a,m) is a linear structure on a
fiber bundle E over M , with structural maps a : E ×M E → E , m : K× E → E .
Then TL = (Ta, Tm) defines a linear structure on TE over TM , called the derived
linear structure (this is even a linear structure with respect to TK , but we will only
consider it as a linear structure with respect to K). However, in general there is no
canonical way to see the derived linear structure TL as a linear structure on the
bundle TE over the smaller base space M .
17.2. Deriving multilinear connections. Assume we are given the following data: a
multilinear connection L on T kF with corresponding isomorphism of linear bundles
Φ : AkF =
⊕
α>0 F
α → T kF , as well as linear connections L′ on TM and L′′ on
F . Then we can construct, in a canonical way, an isomorphism T k+1F ∼= Ak+1F .
This is obtained in two steps:
(a) T k+1F ∼= T (AkF ). This obtained by deriving Φ, which gives a bundle
isomorphism
TΦ : T (
⊕
α>0
Fα) = T (AkF )→ T (T kF ) = T k+1F.
(a) T (AkF ) ∼= Ak+1F . Since AkF is a direct sum of certain copies of F and
of TM , we can equip AkF with the direct sum of the connections L′ (on
the copies of TM ) and L′′ (on the copies of F ) – see Section 10.10. This
gives us a linear structure on T (AkF ) and an isomorphism of linear bundles
T (AkF ) ∼= Ak+1F .
Putting (a) and (b) together, we end up with a bundle isomorphism T k+1F ∼=
Ak+1F which, by transport of structure, can be used to define a linear structure on
T k+1F . Let us make this isomorphism more explicit: in the following equalities, we
use first the isomorphism TΦ, then the canonical isomorphism (10.8) T (A⊕MB) ∼=
TA⊕TM TB , the isomorphisms Φ1 corresponding to L′ and to L′′ and finally the
canonical isomorphism (10.9) (A⊕M TM)⊕TM (B ⊕M TM) ∼= A⊕M TM ⊕M B .
By ⊕TM we denote the direct sum of vector bundles over TM and by ⊕ = ⊕M
the direct sum of vector bundles over M , and e1, . . . , ek is the canonical basis of
Ik = {0, 1}k :
T k+1F
TΦ∼= T (
⊕
α∈Ik
α>0
Fα)
(10.8)∼=
TM⊕
α∈Ik
α>0
TFα
Φ1∼=
TM⊕
α∈Ik
α>0
(Fα ⊕ εk+1TM ⊕ εk+1Fα)
(10.9)∼= εk+1TM ⊕
⊕
α∈Ik
α>0
Fα ⊕
⊕
α∈Ik
α>0
εk+1F
α
def.∼=
⊕
α∈Ik+1
α>0
Fα.
(17.1)
88 DIFFERENTIAL GEMETRY OVER GENERAL BASE FIELDS AND RINGS
Let us write DΦ for the isomorphism (17.1) of bundles over M . Suppressing the
canonical isomorphisms (10.8) and (10.9), we may write
DΦ = TΦ ◦ (×α∈IkΦek+1,α1 ) :
⊕
α∈Ik+1
α>0
Fα → T k+1F, (17.2)
where Φ
ek+1,α
1 is the splitting isomorphism Φ1 for TF
α . By transport of structure,
DΦ defines on T k+1F the structure of a linear bundle over M which we denote by
DL .
Theorem 17.3. The linear structure DL defined on T k+1F by DΦ is a multi-
linear connection on T k+1F .
Proof. As seen in the proof of the Generalized Dombrowski Splitting Theorem
16.2, in a chart, Φ is given by (with v =
∑
α∈Ik
α>0
εαvα )
Φ(x+ v) = x+ v +
∑
α∈Ik
α>0
εα
∑
λ∈P(α)
ℓ(λ)≥2
bλx(vλ1 , . . . , vλℓ(λ))
= x+
∑
α∈Ik
α>0
εα
∑
λ∈P(α)
bλx(vλ1 , . . . , vλℓ(λ))
with multilinear maps bλx , depending smoothly on x , and b
λ
x(u) = u if ℓ(λ) = 1.
The tangent map TΦ is calculated by taking εk+1 as new infinitesimal unit:
TΦ(x+
∑
α∈Ik+1
α>0
εαvα) = Φ(x+
∑
α∈Ik
α>0
εαvα)+
εk+1
(
dΦ(x+
∑
α∈Ik
α>0
εαvα) ·
∑
α∈Ik
εαvα+ek+1
)
= x+
∑
α∈Ik
α>0
εα
∑
λ∈P(α)
bλx(vλ1 , . . . , vλℓ(λ)) +
∑
α∈Ik
α>0
εα+ek+1
∑
λ∈P(α)
(ℓ(λ)∑
i=1
bλx(vλ1 , . . . , vλi+ek+1 , . . . , vλℓ(λ))
+ ∂vek+1 b
λ
x(vλ1 , . . . , vλℓ(λ))
)
(the partial derivative in the last term is with respect to x ; the dependence on the
other variables is linear and hence deriving amounts to replace the argument vλi
by the direction vector vλi+ek+1 ). Next, we have to insert the chart representation
of the isomorphisms Φ1 : we have to replace, for all β ∈ Ik , vβ+ek+1 by vβ+ek+1 +
dx(vβ , vek+1) where, if β0 = 0, dx is the Christoffel tensor of the connection L
′ on
TM , and, if β0 = 1, dx is the Christoffel tensor of the connection L
′′ on F . The
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resulting formula for DΦ is:
DΦ(x +
∑
α∈Ik+1
α>0
εαvα) = x+
∑
α∈Ik
α>0
εα
∑
λ∈P(α)
bλx(vλ1 , . . . , vλℓ(λ))+
∑
α∈Ik
α>0
εα+ek+1
∑
λ∈P(α)
(ℓ(λ)∑
i=1
bλx(vλ1 , . . . , vλi+ek+1 , . . . , vλℓ(λ))+
bλx(vλ1 , . . . , dx(vλi , vek+1), . . . , vλℓ(λ)) + ∂vek+1 b
λ
x(vλ1 , . . . , vλℓ(λ))
)
(17.3)
This expression is again a sum of multilinear terms and hence defines a new multi-
linear map fB = fBx where Bx depends smoothly on x . Thus DL is a multilinear
connection on T k+1F .
For later use, let us spell out the formula in case k = 2, writing bx(w, v) for the
Christoffel tensor of L and cx(u, v) for the one of L
′ in the chart, und using the more
traditional notation v = ε0w0+ε1v1+ε2v2+ε0ε1w01+ε0ε2w02+ε1ε2v12+ε0ε1ε2w012
(see Eqn. (15.9)) for elements in the fiber (TTF )x :
DΦ1(x, v) = v + ε0ε1bx(w0, v1) + ε0ε2bx(w0, v2) + ε1ε2cx(v1, v2)+
ε0ε1ε2
(
bx(w0, v12) + bx(w01, v2) + bx(w02, v1)+
bx(w0, cx(v1, v2)) + bx(bx(w0, v2), v1) + ∂v2bx(w0, v1)
)
.
(17.4)
If F = TM , then this formula describes a linear structure on T 3M , depending on
two linear connections L,L′ on TM . In this case, unless otherwise stated, we will
choose L = L′ , i.e. bx = cx .
17.4. The preceding construction has the property that the zero section z : T kF →
T k+1F = Tεk+1T
kF is a L -DL -linear homomorphism of linear bundles over M ;
more precisely, by construction L and DL agree on the image of the zero section:
T kF
z→ T k+1F
Φ ↑ ↑ DΦ
AkF ⊂ Ak+1F
(this may also be seen from the chart representation (17.4), where the image of the
zero section corresponds to points v with vβ+ek+1 = 0 for all β .)
17.5. The sequence of derived linear structures. Assume L is a linear connection on
the vector bundle p : F →M and L′ a linear connection on TM . Then, using the
preceding construction, we can derive L and construct a connection L2 := DL on
TTF over M , and so on: we get a sequence of derived linear structures Lk = D
k−1L
on T kF over M , k = 2, 3, . . . with corresponding isomorphisms Φk = D
k−1Φ of
linear bundles over M . In case of tangent bundles, F = TM , then (unless otherwise
stated) we will take L = L′ in this construction, and the construction is functorial in
the following sense: if f :M → N is affine for given connections L on TM , L′ on
TN , then T kf : T kM → T kN is an Lk -L′k homomorphism in the sense of 16.1 (and
conversely). This is seen by an easy induction using that the construction involves
only natural isomorphisms and the tangent functor. For instance, γ : K → M
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is a geodesic if and only if, for some k > 1, T kγ : T kK → T kM is a Lk -L′k
homomorphism, where Lk is the natural connection on K given by the canonical
identification T kK = AkK .
However, the “operator D of covariant derivative” has not the property of
the usual derivative d that higher derivatives are independent of the order of the
εi : in general, Φk and Lk will depend on the order ε1, ε2, . . . , εk of the subsequent
scalar extensions leading from F to T kF , and we denote by Lσk , σ ∈ Σk , the linear
structure obtained with respect to the order εσ(1), . . . , εσ(k) . Then the push-forward
of Lk by the canonical action of σ on T
kF is given by
σ · Lk = Lσk . (17.5)
These remarks make it necessary to study in more detail the behavior of the linear
structures Lk with respect to the action of the symmetric group (see next chapter).
17.6. Example: trivializable tangent bundles. We will see later that the tangent
bundle of a Lie group is always trivializable, and thus the following example can
be applied to the case of an arbitrary Lie group: assume that the tangent bundle
TM is trivializable over M , i.e. that there is a diffeomorphism Φ0 :M ×V → TM
which is fiber-preserving and linear in fibers over M . We define a diffeomorphism
Ψ1 : (M × V )× (V × V )→ TTM by the following diagram:
M × V × V × V Ψ1→ TTM
↓ ↑ TΦ0
M × V × TV Φ0×id→ TM × TV
Then Ψ1 is a trivialization of the bundle TTM over M . We can continue in this
way and trivialize all higher tangent bundles T kM over M via
Ψk+1 := T
kΦ0 ◦ (Ψk × id) = TΨk ◦ (Φ0 × id) : M ×
⊕
α∈Ik+1
α>0
εαV → T k+1M.
Via push-forward, this defines linear structures Lk on all higher order tangent
bundles T kM . By our assumption on Φ0 , L1 is just the vector bundle structure
on TM .
Lemma 17.7. Assume the tangent bundle TM is trivializable, and retain nota-
tion from Section 17.6. Then the linear structure L2 is a connection on the tangent
bundle TM , and Lk = D
k−2L2 for k > 2 , i.e., the linear structures Lk agree with
the derived connections of L2 defined in the preceding section.
Proof. In order to prove that L2 is a connection, in a bundle chart, Φ0 is
represented by Φ0(x,w) = (x, gx(w)) = (x, g(x,w)); then
TΦ0((x,w) + ε(x
′, w′)) = (x, gx(w)) + ε
(
gx(w
′), d1g(x,w)x
′
)
(cf. Section 9.1) where the last term depends bilinearly on (w, x′), proving that
L2 is a connection. Explicitly, the Christoffel tensor of this connection is given by
Equation (9.3):
bx(w, x
′) = g−1x d1g(x,w)x
′
(Note that the bilinear map bx is in general not symmetric.) Next, it follows that
L3 = DL2 since both L3 and DL2 are constructed by deriving L2 and composing
with Ψ2 , resp. with Φ2 , and Ψ2 and Φ2 induce the same linear structure L2 on
TTM . By induction, this argument shows that Lk = D
k−1L2 .
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18. Curvature
18.1. Totally symmetric multilinear connections. The symmetric group Σk acts on
T kF ; in the notation (15.8) this action is by permuting the last k coordinates of
{0, 1}k+1 . If F = TM , then T kF = T k+1M , and ε0 may be considered as another
infinitesimal unit, and the permutation group Σk+1 acts on all k + 1 coordinates.
We say that a multilinear connection L is totally or very symmetric if it is invariant
under the action of Σk , resp. of Σk+1 . Equivalently, this means that Σk acts
linearly with respect to L , or that L is fiberwise conjugate to all chart-structures
under the action of very symmetric group Vsm1,k((T kF )x) = (Gm
1,k(T kF ))Σk
defined in Section SA.2. In terms of the Dombrowski Splitting Map Φ : AkF →
T kF , the condition is equivalent to saying that Φ is equivariant with respect to the
natural Σk -actions on both sides.
18.2. Curvature operators and curvature forms. Curvature is the obstruction for
a multilinear connection L to be very symmetric, or, in other words, it measures
the difference between L and the linear structure Lσ = σ.L obtained by push-
forward via σ ∈ Σk . In order to formalize this idea, let us denote the canonical
linear structure on the axes-bundle AkF by L0 ; it is Σk -invariant. The linear
structure L is obtained as push-forward of L0 via Φ, i.e. L = Φ.L0 . It follows
that σ.L = σ.Φ.L0 = σΦσ−1.L0 , and hence the linear structure Lσ is given by
push-forward via Φσ = σ ◦ Φ ◦ σ−1 . It is proved in Prop. SA.3 that Φσ is again a
multilinear map, and thus we see that σ.L is again a multilinear connection. Now
we define the curvature operator R := Rσ := Rσ,L by
Rσ,L := Φσ ◦ Φ−1 = σ ◦ Φ ◦ σ−1 ◦Φ−1 : T kF → T kF, (18.1)
respectively its action on the axes-bundle R˜ := R˜σ := R˜σ,L given by
R˜σ,L := Φ−1 ◦R ◦ Φ = Φ−1 ◦ σ ◦ Φ ◦ σ−1 = Φ−1 ◦ Φσ−1 : AkF → AkF (18.2)
Both operators are compositions of multilinear maps and hence are multilinear auto-
morphisms of T kF , resp. of AkF . The curvature operator R can be characterized
as the unique element of Gm1,k(T kF ) relating the linear structures L and Lσ :
R · L = Lσ. (18.3)
In fact, R · L = σ ◦ Φ ◦ σ−1 ◦ Φ−1 · L = σ ◦ Φ ◦ σ−1 ◦ L0 = σ ◦ Φ · L0 = σ · L .
Immediately from the definition we get the following “cocycle relations” : for fixed
L and for all σ, τ ∈ Σk ,
Rid = id, Rστ = σRτσ−1 ◦Rσ. (18.4)
In fact, it is also possible to interprete the curvature operators as higher differentials
(“matrices”) in the sense of Section 16.3, and then the cocycle relations are seen as
a special case of the matrix multiplication rule (16.5): from (18.2) it follows that
T kF
Φσ
−1
← AkF
T k idF ↓ ↓ R˜
T kF
Φ← AkF
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commutes, which shows that
R˜σ = dLσ−1.L(idF ) (18.5)
is a higher differential in the sense of 16.3. The matrix coefficients of the curvature
operators are called the curvature forms,
R˜Ω|Λ := prΩ ◦R˜ ◦ ιΛ : FΛ1 ⊕M . . .⊕M FΛl → FΩ1 ⊕M . . .⊕M FΩr . (18.6)
Of particular interest are the elementary curvature forms
R˜Λ := R˜Λ|Λ : FΛ1 ⊕M . . .⊕M FΛl → FΛ
which are ordinary tensor fields, i.e. fiberwise multilinear maps in the usual sense.
For the longest partition Λ = (e1, . . . , ek) we get the top curvature form. In
particular, for k = 3 one finds the classically known curvature tensor as a top
curvature form:
Theorem 18.3. Assume L is a linear connection on the vector bundle F over
M and L′ a torsionfree connection on TM . Let k = 2 and R = Rκ,DL where
κ : T 2F → T 2F is the canonical flip and DL is the connection derived from
L as described in Theorem 17.3. Then R does not depend on the choice of L′ .
Moreover, R belongs to the subgroup Gm2,3(TTF ) , i.e. R˜x has only one non-trivial
component, namely the top curvature form
R˜Λ : ε1TM × ε2TM × ε0F → ε0ε1ε2.F
where Λ = (e1, e2, e3) . In other words, for v = (vα) ∈ (A2F )x ,
R˜x(v) = v + R˜
Λ
x (ε1v1, ε2v2)ε0v0.
In a chart, with Christoffel tensor bx of L , the top curvature form R˜
Λ
x is given by
R˜Λx (v1, v2)w0 = bx(bx(w0, v2), v1)−bx(bx(w0, v1), v2)+∂v2bx(w0, v1)−∂v1bx(w0, v2).
Proof. We use the chart representation (17.4) of the map Φ2 = DΦ for L2 =
DL : the chart formula for Lκ2 is obtained from this formula by exchanging ε1 ↔ ε2 ,
v1 ↔ v2 , w01 ↔ w02 . Note that the resulting formula differs from the one of Φ2
only in the ε0ε1ε2 -component and in the ε1ε2 -component, and the difference in
the ε1ε2 -component vanishes if c(v1, v2) = c(v2, v1), i.e. if L
′ is torsionfree. Let us
assume that this is the case. Then from Formula (17.4) we get the following chart
formula for the difference between L2 and L
κ
2 :
Φ2(v) − Φκ2 (v) = ε0ε1ε2·(
bx(bx(w0, v2), v1)− bx(bx(w0, v1), v2) + ∂v2bx(w0, v1)− ∂v1bx(w0, v2)
) (18.7)
since cx is assumed to be symmetric. This formula proves all claims of the theorem:
if we denote by Ax(v1, v2)w0 the right-hand side of (18.7) and by fA the multilinear
map given by fA(v) = v+A(v1, v2)w0 , then from the composition rule of multilinear
maps it follows that fA · L2 = Lκ2 ; thus (18.3) is satisfied, and by uniqueness in
(18.3) we get R = fA , and A is the only non-trivial component of the curvature
maps R , resp. R˜ . Formula (18.7) shows that it is indeed independent of c and
hence of L′ .
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The chart representation (18.7) of the top curvature form coincides with the usual
expression of the curvature tensor of a connection in a chart by its Christoffel tensor
(cf. e.g. [La99, p. 232]), thus showing that our interpretation of the curvature agrees
with all other known concepts.
18.4. Case of the tangent bundle. Assume we are in the case of the tangent bundle:
F = TM ; then we usually choose L = L′ . If L has torsion, then also L′ has torsion,
and the assumptions of Theorem 18.3 are not satisfied. However, Formula (17.4)
still can be used to establish a relation between the classical curvature tensor and
the curvature forms of L ; we will not go into the details and leave apart the topic of
connections with torsion. Let us just add the remark that in this case the Σ3 -orbit
of the linear structure L3 on T
3M has 6 elements which we may represent by a
hexagon. None of the 6 structures is invariant under a transposition, thus we may
represent the three transpositions by symmetries with respect to three axes that do
not pass through the vertices.
18.5. Bianchi’s identity. Now assume that F = TM is the tangent bundle and
that L is torsionfree. Then, by torsionfreeness, L andDL are invariant under the
transposition (12), and the usual curvature tensor is the top curvature form of
R = R(23) . Let us look at the Σ3 -orbit of the linear structure K := DL on T
3M .
This orbit contains at most 3 elements since K is stabilized by the transposition
(12). We denote these elements by K1 := K = K id = K(12) , K2 := K(23) = K(132)
and K3 := K(13) = K(123) . From the “matrix multiplication rule” (16.5), we get
id = dK
1
K1 id = d
K1
K2 id ◦dK
2
K3 id ◦dK
3
K1 id .
Taking the top curvature forms, we get the Bianchi identity for the curvature form
R = R(23)
R+R(132) +R(123) = 0.
In a similar way, we get the usual skew-symmetry of the curvature form R = R(23) .
More generally, one can show that the top degree curvature forms R(23),D
kL for the
derived linear structures Lk+1 agree with the covariant derivatives of the curvature
tensor in the usual sense, and under suitable assumptions one can prove algebraic
relations for these.
The following result is included for the sake of completeness. It relates the
curvature as defined here to the usual definition in terms of covariant derivatives:
Theorem 18.6. Assume ∇ is the covariant derivative associated to the linear
connection L on the vector bundle F . Then, for all sections X,Y of TM and Z
of F and all x ∈M , the curvature is given by
Rx(X(x), Y (x))Z(x) = ([∇X ,∇Y ]Z −∇[X,Y ]Z)(x).
In particular, the right hand side depends only on the values of X,Y, Z at x.
Proof. The right hand side has the following chart expression (the calculation
given in [La99, p. 232] can be repeated verbatim):
bx(bx(Z, Y ), X)− bx(bx(Z,X), Y ) + ∂Y bx(Z,X)− ∂Xbx(Z, Y ) (18.8)
where bx is the Christoffel tensor of L . This coincides with the chart expression
for the curvature R given by Eqn. (18.7).
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18.7. Structure equations. Assume L,L′ are two connections on F with covariant
derivatives ∇,∇′ and curvature tensors R,R′ ; let A := L′ − L = ∇′ − ∇ (tensor
field of type (2, 1)). For X,Y ∈ X(M), we write AX(Y ) := A(X,Y ). Then the
“new” curvature is calculated from the “old” one via
R′(X,Y ) = [(∇+A)X , (∇+A)Y ]− (∇+A)[X,Y ]
= R(X,Y ) + [AX ,∇Y ]− [AY ,∇X ]−A[X,Y ] + [AX , AY ].
Thus R′ depends on A in a quadratic way. In particular, the set of flat connections
can be seen as the zero set of a quadratic map. If we assume that F = TM and
that ∇ is torsionfree, then we can write [∇X , AY ]−A∇XY = (∇A)(X,Y ), and the
preceding equation reads
R′(X,Y ) = R(X,Y ) + (∇A)((X,Y )− (Y,X)) + [AX , AY ]. (18.9)
If, moreover L was the flat connection of a chart domain, then R = 0, and the
tensor A : TM × W → W can be interpreted as an End(W )-valued one-form
(where W is the model space for the fibers of F ). The exterior derivative of A is
dA(X,Y ) = (∇A)((X,Y ) − (Y,X)), which gives the second term. The third term
is symbollically written 12 [A,A] , and we get
R′ = dA+
1
2
[A,A] (18.10)
which is a version of the structure equations of E. Cartan. If also L′ is flat, we get
the condition dA+ 12 [A,A] = 0 which is another version of the structure equations.
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19. Linear structures on jet bundles
19.1. Jet-compatible multilinear connections. We say that a multilinear connection
L on T kF is weakly symmetric or jet-compatible if the jet-bundle JkF = (T kF )Σ
k
is a linear subbundle of the linear bundle (T kF,L). Equivalently, L is conjugate to
all chart-structures under the symmetric multilinear group Sm1,k((T kF )x) defined
in Section SA.2. In terms of the Dombrowski Splitting Map Φ : AkF → T kF , the
condition is equivalent to saying that
Φ((AkF )Σk) = (T kF )Σk .
A totally symmetric multilinear connection is weakly symmetric (since Vsm(E) ⊂
Sm(E)) but the converse is not true: for instance, every connection on TM is
weakly symmetric since the chart representation of Φ is Φ(x;u, v, w) = (x, u, v, w+
bx(v, w)), and this preserves the diagonal {(x, u, u, w)|x ∈ U, u, w ∈ V } . On the
other hand, Φ is not always totally symmetric (it is totally symmetric if and only
if bx is a symmetric bilinear map). More generally, a connection may be weakly
symmetric even if it has non-trivial curvature:
Theorem 19.2. Assume L is a linear connection on F and L′ a linear connec-
tion on TM . Then the derived multilinear connections Lk = D
k−1L on T kF are
weakly symmetric.
Proof. The claim is proved by induction on k . The case k = 1 is trivial since
Σ1 = {id} .
The case k = 2 can be proved by using the explicit formula (17.4) for Φ2 in a
chart: the vector v is fixed under Σ2 iff v1 = v2 and w01 = w02 ; then (17.4) shows
that also Φ(v) is fixed under Σ2 .
Now assume that the property Φk((A
kF )Σk) = (T kF )Σk holds for the linear
structure Lk on T
kF . In order to prove that Φk+1((A
k+1F )Σk+1) ⊂ (T k+1F )Σk+1 ,
note first that the set R = Σk∪{(k, k+1)} generates Σk+1 , where Σk is imbedded
in Σk+1 as the subgroup permuting ε1, . . . , εk . Thus the fixed point spaces are
(Ak+1F )Σk+1 = (Ak+1F )Σk ∩ (Ak+1F )(k+1,1),
(T k+1F )Σk+1 = (T k+1F )Σk ∩ (T k+1F )(k+1,1),
and it suffices to show that
(a) Φk+1((A
k+1F )Σk ) = (T k+1F )Σk and
(b) Φ((Ak+1F )(k+1,k)) = (T k+1F )(k+1,k) .
In order to prove (a), recall from Formula (17.2) that Φk+1 is defined as a compo-
sition of two maps: Φk+1 = TΦk ◦ ⊕αΦek+1,α1 . We claim that both maps preserve
the subspace of Σk -invariants, i.e., the following diagram commutes:
Ak+1F
⊕αΦ
ek+1,α
1→ T (AkF ) TΦk→ T (T kF )
↑ ↑ ↑
(Ak+1F )Σk
⊕αΦ
ek+1,α
1→ (T (AkF ))Σk TΦk→ T (T kF )Σk
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In fact, for the square on the right of the diagram this follows by applying the
tangent functor to the induction hypothesis since the action of τ ∈ Σk on T k+1F
is simply given by the tangent map Tτ of the action on T kF . The map on the left
of the diagram commutes also with the Σk -action; this follows from the fact that
Σk does not act on εk+1 , hence simply interchanges the various copies of Φ1 used
in the construction, and it can also be directly seen from the chart representation
⊕αΦek+1,α1 :
∑
α∈Ik+1
εαvα 7→
∑
αk+1=0
εαvα + εk+1vk+1+
∑
αk+1=0
εα+ek+1(vα+ek+1 + dx(vα, vek+1)).
Next, we will show that the space of invariants of the transposition (k, k + 1) is
preserved. In order to prove this, we will use another representation of the map
Φk+1 , introducing first a more detailed notation for (17.2): we write Φ
eij ,...,ei1 ;β
j for
the map Φj : A
jF β → T kF β taken with respect to the sequence εi1 , . . . , εij of scalar
extensions of the bundle F β . Then our recursion formula for Φk+1 = Φ
ek+1,...,e1;e0
k
reads
Φk+1 = TΦ
ek,...,e1;e0
k ◦ (×α∈Ik
α>0
Φ
ek+1,α
1 ). (19.1)
Applying twice this recursion formula, we get another recursion formula for Φk+1 ,
this time in terms of Φk−1 and Φ2 :
Φk+1 = TΦ
ek,...,e1;e0
k ◦ (×α∈Ik
α>0
Φ
ek+1;α
1 )
= T 2Φ
ek−1,...,e1;e0
k−1 ◦ (×α∈Ik−1
α>0
TΦek;α1 ) ◦ (×α∈Ik
α>0
Φ
ek+1;α
1 )
= T 2Φ
ek−1,...,e1;e0
k−1 ◦ (×α∈Ik−1
α>0
Φ
ek+1,ek;α
2 ).
(19.2)
Now, T 2Φk−1 , being a second tangent map with respect to scalar extensions
εk+1, εk , commutes with the transposition (k, k+1). As seen for the case k = 2 (be-
ginning of our induction), Φ
ek+1,ek;α
2 preserves the subspace fixed under (k, k+ 1).
Altogether, it follows that also Φk+1 preserves the subspace fixed under (k, k+1),
as had to be shown.
19.3. Multilinear differential calculus for jets. If L is a jet-compatible connection
on T kF , then structures such as the linearization map or the higher differentials
from Chapter 16 can be restricted to the subbundle JkF . We give a short descrip-
tion of the theory, where, for simplicity, in the following we only consider the case of
the tangent bundle, F = TM , leaving to the reader the generalization to arbitrary
vector bundles. The model for the jet bundle JkM is the subbundle of AkM fixed
under Σk ,
(AkM)Σ
l
= (
⊕
α
εαTM)Σk =
k⊕
j=1
δ(j)TM
with the δ(j) as in (8.1). If L is a jet-compatible connection on T kM , then it
induces a bundle isomorphism
JΦ :
k⊕
j=1
δ(j)TM → JkM,
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and JΦ is the same for all connections Lσ , σ ∈ Σk . In particular, if L = Lk =
Dk−1K is derived from some linear connection K on TM , then JΦ depends only
on K and not on the order of the scalar extensions in the definition of the iterated
tangent functor T k .
Now let f : M → N be a smooth map between manifolds with linear
connections K on TM and L on TN . Restricting the covariant derivative dLKf
from Section 16.3 to a map JLKf : J
kM → JkN ,
JkM
Φk← ⊕kj=1 δ(j)TM
Jkf ↓ ↓ JLKf
JkN
Φk← ⊕kj=1 δ(j)TN
,
we get a jet version of the higher covariant derivatives that no longer depends on
the standard order of scalar extensions but only on the connections themselves.
Restricting the expression (16.6) of T kf by its matrix coefficients to spaces of Σk -
invariants and recalling from Section MA.3 that λ ∼ µ iff ℓ(λ) = ℓ(µ) =: ℓ and
|λj | = |µj | =: ij for all j , we get
Jkf(x+
∑
j
δ(j)vj) = f(x) +
k∑
j=1
δ(j)
j∑
ℓ=1
∑
i1≤...≤iℓ
i1+...+iℓ=j
(d(i1,...,iℓ)f)x(vi1 , . . . , viℓ)
with the “matrix coefficient”
(d(i1,...,iℓ)f)x(vi1 , . . . , viℓ) =
∑
λ:∀r=1,...,ℓ:
|λr |=ir
(dλf)x(vi1 , . . . , viℓ).
This formula should be compared with the one from Theorem 8.6 which concerns
the “flat case” (chart connection). One expects that also in this general case there
exist symmetry properties of the matrix coefficients and combinatorial relations
between different coefficients, depending of course on the curvature operators of the
connections. This seems to be an interesting topic for future work.
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20. Shifts and symmetrization
20.1. Totally symmetrizable multilinear connections. We say that a multilinear
connection L on T kF is (totally) symmetrizable if all its curvature operators Rσ,L
belong to the central vector group Gmk,k+1(T kF ) of Gm1,k+1(T kF ). Equivalently,
all curvature forms R˜Λ for ℓ(Λ) < k vanish, and only the top curvature form
possibly survives.
Theorem 20.2. Assume that L is a totally symmetrizable multilinear connection
on T kF and that 2, . . . , k are invertible in K . Then all connections σ ·L , σ ∈ Σk ,
belong to the orbit Gmk,k+1(E) · L , which is an affine space over K , and their
barycenter in this affine space,
Sym(L) :=
1
k!
∑
σ∈Σk
σ · L,
is a very symmetric multilinear connection on T kF . Moreover, if L is invariant
under Σk−1 , then
Sym(L) =
1
k
k∑
j=1
(12 . . . k)j · L.
Proof. This follows by applying pointwise the corresponding purely algebraic
result (Cor. SA.9).
Corollary 20.3. Assume L is a torsionfree connection on TM . Then the linear
structure DL on T 3M is symmetrizable.
Proof. According to Theorem 18.3, the only non-vanishing curvature form of
DL is the top curvature form, which means that DL is symmetrizable.
In the situation of the corollary, another proof of Bianchi’s identity (cf. Section
17.5) is obtained by observing that the curvature of Sym(L) vanishes – see Section
SA.10 for the purely algebraic argument.
20.4. Shift invariance. Besides the action of Σk , the iterated tangent bundle T
kF
carries another canonical family of endomorphisms: recall from Section 7.3 (D) that,
deriving the canonical action K × F → F of K on the vector bundle F , we get
an action T kK × T kF → T kF which is trivial on the base T kM and linear in the
fibers of the vector bundle T kF → T kM . The chart representation is
∑
α∈Ik
εαrα ·
∑
α∈Ik
εα(vα + wα) =
∑
α
εα(vα +
∑
β+γ=α
rβwγ) (20.1)
where vα ∈ V , wα ∈ W and v0 := x ∈ U . (This generalizes (7.11).) In particular,
for j = 1, . . . , k , the action of the “infinitesimal unit” εj on T
kF , denoted by
S0j : T
kM → T kM, u 7→ εj .u, (20.2)
IV. THIRD AND HIGHER ORDER GEOMETRY 99
will be called a shift operator. This terminology is explained by the chart represen-
tation of S0j : letting rα = 1 if α = ej and rα = 0 if α 6= ej , we see from (20.1)
that εj acts in a fiber of the bundle T
kF → T kM by “shifting” the index,
εj ·
∑
α∈Ik
εα(vα+wα) =
∑
α
εαvα+
∑
αj=1
εαwα−ej =
∑
α
εαvα+
∑
αj=0
εα+ejwα. (20.3)
All terms εαwα with αj = 1 are annihilated since ε
2
j = 0. The action T
kK×T kF →
T kF is Σk -invariant in the sense that, for all σ ∈ Σk and r ∈ T kK , u ∈ T kF ,
σ(r.u) = σ(r).σ(u). In particular, the shift operators S0j are permuted among each
other by the Σk -action.
But now let F = TM = Tε0M . Then the action T
kK × T k+1M → T k+1M
is not invariant under Σk+1 . In particular, conjugating by the transposition (0i)
for i = 1, . . . , k , we get further shift operators
Sij := (0i) ◦ S0j ◦ (0i) : T k+1M → T k+1M.
In a chart, they are represented by
Sij : T
k+1M → T k+1M, (x;
∑
α>0
εαvα) 7→ (x;
∑
αi=1
αj=0
εα+ejvα +
∑
αi=0
εαvα).
We say that Sij is a shift in direction j with basis i , and if moreover i > j , we say
that the shift is positive. For k = 1, the two shifts S10 and S01 are precisely the
two almost dual structures on TTM (Section 4.7).
We say that a multilinear connection L on T kF is (positively) shift-invariant
if all (positive) shifts are linear operators with respect to L . Equivalently, the
splitting map Φ : AkF → T kF is equivariant under the groups Shi(T kM), resp.
Shi+(T
kM) defined by (SA.20).
Note that shift invariance is a natural condition: chart connections are shift
invariant. More generally, if F is a K -vector bundle over M , then T kF is a T kK -
vector bundle over T kM , and if f˜ : F → F ′ is a K -vector bundle morphism, then
T kf˜ : T kF → T kF ′ is a T kK -vector bundle morphism. By T kK -linearity in fibers,
we deduce that T kf˜ commutes with all shifts. Similarly, if f :M → N is smooth,
then T k+1f commutes with all shifts Sij . Invariance of a multilinear connection
under Sij means that the shifts act linearly with respect to the linear structure,
and the fibers are actually modules over the ring obtained by adjoining to K an
infinitsimal unit εj whose action is specified by i .
Theorem 20.5. Assume L is a torsionfree connection on TM .
(1) The linear structure DL on T 3M is invariant under all shifts.
(2) The linear structure DkL on T k+2M is invariant under the shifts Sk+2,k+1
and Sk+1,k+2 .
Proof. (1) We use the chart representation (17.4) for the map Φ2 = DΦ1 :
Φ2(x, v) = v + ε0ε1bx(w0, v1) + ε0ε2bx(w0, v2) + ε1ε2bx(v1, v2)+
ε0ε1ε2
(
bx(w0, v12) + bx(w01, v2) + bx(w02, v1) + t(w0, v1, v2)
)
(20.4)
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with trilinear component
t(w0, v1, v2) = bx(w0, bx(v1, v2)) + bx(bx(w0, v2), v1) + ∂v2bx(w0, v1).
Clearly, all bilinear components of Φ2(x, ·) are conjugate to each other, and hence
the algebraic Shift Invariance Condition (Prop. SA.13) is fulfilled.
(2) The claim is proved by induction. For k = 1 it follows from Part (1).
Now assume the claim is proved for k > 1. We use the recursion formula (19.2) for
Φk+1 :
Φk+1 : Ak+1F
⊕αΦ
ek+1,ek;α
2→ TT (Ak−1F ) TTΦk−1→ TT (T k−1F ) = T k+1F
The map TTΦk−1 , like any second tangent map, commutes with both shifts Sk+1,k
and Sk,k+1 . By the case k = 1 of the induction, Φ
ek+1,ek;α
2 also commutes with
both shifts Sk+1,k and Sk,k+1 , whence the claim.
As seen in the algebraic part (Theorem SA.14), the condition that L be invariant
under all shifts is a rather strong condition: it implies in turn that L is sym-
metrizable. – Part (1) of the preceding theorem does not carry over in this form to
arbitrary k : using the recursion formula (17.3), one can see that D2L is in general
no longer invariant under the shifts S12 and S21 . On the other hand, the statement
(2) is not the strongest possible result: combinatorial arguments, using again the
recursion formula (17.3), show that DkL is invariant under all shifts of the form
Si,k+2 , i < k+2. One would like to understand this situation in a conceptual way.
Corollary 20.6. Under the assumptions of the preceding theorem, and if 3 is
invertible in K , then the linear structure Sym(DL) on T 3M is totally symmetric
and invariant under all shifts.
Proof. By Cor. 20.3, DL is indeed symmetrizable, and by Theorem 20.2,
Sym(DL) is then totally symmetric. We have to show that it is invariant under
all shifts. In a chart, symmetrization amounts to replace in Equation (19.1) the
trilinear map t by its symmetrized version 13 (t+(123).t+(132).t), whereas the other
components do not change (recall that bx is already symmetric, by torsionfreeness).
Thus Sym(DL) still satisfies the shift invariance condition SA.13.
Theorem 20.7. Assume L is a flat linear structure on TM , i.e., without torsion
and such that all curvature forms of DL vanish. Then all linear structures DkL ,
k ∈ N , are totally symmetric and invariant under all shifts.
Proof. The proof is by induction on k : for k = 1, DL is totally symmetric
by assumption and shift-invariant by Theorem 20.5. For the induction step, we
use exactly the same arguments as in the proof of Theorem 19.2, replacing the
property of preserving the space of Σk -invariants by full Σk -invariance. In this
way it is seen that DkL also is Σk+1 -invariant, i.e. all D
kL are totally symmetric.
By Theorem 20.5 they are invariant under one shift (namely Sk+1,k ), but since they
are totally symmetric and all other shifts are conjugate among each other under the
permutation group, DkL is then invariant under all shifts.
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For a complete understanding of the structure of T kM , in relation with connections,
it seems of basic importance to find a canonical construction of a sequence of
totally symmetric and shift-invariant multilinear structures coming from the linear
structures DkL , k = 1, 2, . . .. Unfortunately, already D(Sym(DL)) is in general
no longer totally symmetrizable in the sense of 20.1, and thus an appropriate
symmetrization procedure has to be more subtle than the one used in Theorem
20.2. We will solve this problem for Lie groups (Chapter 25) and symmetric spaces
(Chapter 30), where the solution is closely related to the exponential mapping of
polynomial groups (Chapter PG), and then come back to the general problem in
Chapter 31. – In the following chapter we recall a similar construction in a context
which is “dual” to the one treated here, namely in the context of linear differential
operators.
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21. Remarks on differential operators and symbols
21.1. Overview over definitions of differential operators. In the literature several
definitions of differential operators can be found. They agree for finite-dimensional
real manifolds but may lead to quite different concepts in our much more general
setting. All have in common that a linear differential operator between vector
bundles F →M and F ′ →M should be a K -linear map
D : Γ(F )→ Γ(F ′)
from sections of F to sections of F ′ satisfying some additional conditions such as:
(1) D is support-decreasing. Since there is no hope to prove an analog of the
classical Peetre theorem (cf., e.g., [Hel84, Th. II.1.4] or [KMS93, Ch. 19]) in
our setting, this cannot serve as a possible definition in the general case.
(2) The value Df(x) depends only on the k -jet of the section f : M → F
at x . More precisely, let Jk(M,F, sec) be the space whose fibers over M
are given by k -jets of sections of F (if F = M × K is the trivial bundle,
then J1(M,F, sec) essentially is the cotangent bundle T ∗M ). Following
[KMS93, p. 143], we say that D is local and of order k if there is a map
Dk : J
k(M,F, sec) → F ′ such that Df(x) = Dk(Jkxf). In case of the trivial
line bundle, i.e., F = F ′ =M ×K , a differential operator of order one is thus
seen as a section of the dual bundle of T ∗M , and not as a section of TM .
Already this example shows that, when trying to generalize this definition, we
inevitably run into difficulties related to double dualization.
(3) Following the elegant algebraic definition of differential operators given e.g.
in [ALV91, p. 85] or [Nes03, p. 125, p. 131], we may require that there exists
k ∈ N such that, for all smooth functions f0, . . . , fk ∈ C∞(M,K),
[. . . [[D, f0], f1] . . . fk] = 0,
where, for an operator A from sections to sections, [A, f ]X = A(fX) −
fA(X). Moreover, one would add some smoothness condition. It is not hard
to see that (2) implies (3), whereas already in the infinite-dimensional Banach
case the converse fails in general (cf. remarks in Section 4.6). Hence it seems
that this definition is best suited for the finite-dimensional case.
(4) In the special case F = F ′ , we may assume that there exists k ∈ N such
that D can (at least locally over a chart domain) be written as a finite
product of operators A∇X1 ◦ . . . ◦ ∇Xk , where ∇ runs over the covariant
derivatives associated to connections on F and A is a field of endomorphisms
(cf. [BGV92, p.64]). In case F = M × K is the trivial bundle over a finite-
dimensional manifold, this means that, in a chart, D = g0 +
∑
α gα∂
α is a
sum a partial derivatives multiplied by functions. This is the most classical
notion; it implies (2) and hence (3).
All of these concepts are useful, and hence one should distinguish between different
classes of differential operators. In any case, k is the degree or order of D , and the
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degree defines a natural filtration on the space of differential operators. The second
approach seems to be the most conceptual one, and probably a correct formalization
of concepts of differential operators in our context will need the use of (algebraic)
double duals. However, this is a topic for another work, and therefore the approach
outlined in the sequel will be closest to the most classical definition (4). Things will
be most clear if we start with differential operators on the trivial line bundle, i.e.
with scalar differential operators.
21.2. Pure differential operators. A pure scalar differential operator of order at
most k (k ≥ 1) on a manifold M is a smooth section D : M → T kM of the
higher order tangent bundle T kM over M . The space of such sections is denoted
by Xk(M). (See Chapter 28 for a more systematic theory.) If f : M → K is a
smooth function, then T kf ◦D :M → T kK is smooth, and we let
Df := prk ◦T kf ◦D :M → K, (21.1)
where prk : T
kK→ K , ∑α≥0 aαεα 7→ a(1...1) is the projection onto the last factor.
Thus D induces a map
Dop : C∞(M)→ C∞(M), f 7→ Df
which clearly is K -linear. Let Dk(M) ⊂ EndK(C∞(M)) be the K -span of all
such operators, called the space of linear scalar differential operators of degree
at most k . In a chart, using Formula (7.19), the “constant coefficient” operator
D =
∑
α>0 ε
αvα acts by
(
∑
α>0
εαvα · f)(x) = prk(T kf(x+
∑
α
vα)) =
k∑
ℓ=1
∑
β∈Pℓ(1,...,1)
dℓf(x)(vβ1 , . . . , vβℓ),
(21.2)
In other words,
(
∑
α>0
εαvα)
op =
k∑
ℓ=1
∑
β∈Pℓ(1,...,1)
∂v
β1
· · · ∂v
βℓ
is a scalar differential operator in the most classical sense. For instance, ε1v1+ε2v2
acts as ∂v1∂v2 and δ
(2)v as ∂2v . The chart formula also shows that, for all σ ∈ Σk
acting on T kM in the canonical way, σ ◦D and D give rise to the same operator;
therefore, if 2, . . . , k are invertible in K , then we could as well work with sections
of JkM . Also, if T kz : T kM → T k+1M is the injection obtained by deriving some
zero section z = zj :M → TεjM , then D and z ◦D give rise to the same operator
on functions. Somewhat loosely, we thus may say that a differential operator of
order k is also one of degree k + 1. (Taking in the definition of Df instead of
prk the projection onto the “augmentation ideal” of T
kK , one gets another kind
of operators satisfying an analog of the Leibniz rule, called expansions in [KMS93,
Section 37.6].)
The composition of two pure differential operators Di :M → T kiM , i = 1, 2,
is defined by
D2 ·D1 := T k1D2 ◦D1 : M → T k1M → T k1+k2M. (21.3)
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It is easily checked that this composition is associative, and that D 7→ Dop is a
“contravariant” representation:
(D2 ·D1)opf = prk1+k2 ◦T k1+k2f ◦ (D2 ·D1)
= prk1+k2 ◦T k1+k2f ◦ T k1D2 ◦D1
= prk1+k2 ◦T k1(T k2f ◦D2) ◦D1
= prk1 ◦T k1(prk2 ◦T k2f ◦D2) ◦D1
= (Dop1 ◦Dop2 )f.
It follows that Dk(M) · Dℓ(M) ⊂ Dk+ℓ(M), and hence D∞(M) := ⋃∞i=1Di(M) is
an associative filtered algebra over K .
21.3. Principal symbol of a scalar differential operator. Let D : M → T kM be a
section and
pr : T kM → ε1TM × . . .× εkTM
be the product of the canonical projections, and let
t : ε1TM × . . .× εkTM → ε1TM ⊗ . . .⊗ εkTM
be the tensor product map (where ⊗ = ⊗M is the algebraic tensor product of
vector bundles over M , i.e. given by tensor products in fibers, without considering
a topology). We say that
σk(D) := t ◦ pr ◦D :M → ε1TM ⊗ . . .⊗ εkTM
is the principal symbol of D . It is a section of the (algebraic) bundle ⊗kTM over M .
Comparison with the chart representation (21.2) shows that the principal symbol
of
∑
α>0 ε
αvα is v1 ⊗ . . . ⊗ vk , coming from the “highest term” ∂v1 · · ·∂vk . If D
happens to be a section of JkM , then σk(D) is a section of the algebraic bundle
Sk(TM) over M (k -th symmetric power of TM ). If the “operator representation”
D 7→ Dop is injective, then one can show that the principal symbol map factors
through a K -linear map
σ˜k : Dk(M)→ Γ(SkTM)
(where Γ(SkTM) is the space of sections that locally are finite sums of t composed
with smooth sections of TM × . . . × TM ), i.e. σk(D) = σ˜k(Dop), and that the
sequence
0 → Dk−1(M) → Dk(M) σ˜
k
→ Γ(Sk(TM)) → 0 (21.4)
is exact. Details are left to the reader.
21.4. Correspondence between total symbols and differential operators (scalar
case). For real finite dimensional manifolds it is known that, in presence of a
connection on TM , one can associate to a differential operator a total symbol (which
is a section of SkTM ) in such a way that this correspondence becomes a bijection
IV. THIRD AND HIGHER ORDER GEOMETRY 105
between operators and their total symbols.1 For the case of second order operators,
the construction is essentially described in [Lo69] (see also [P62] and [Be00, I.B]);
the general construction seems to be folklore – the few references we know about
include [BBG98] and [Bor02] (where the construction is called pre´scription d’ordre
standard). Let us briefly describe the construction: clearly, the problem is equivalent
to find C∞(M)-linear sections of the exact sequences (21.4) for all k . Using the
covariant derivative ∇ of L , for a function f one defines ∇kf : ×kTM → K , the
“k -th order Hessian of f ” (defined as usual in differential geometry by ∇1f := df ,
∇j+1f := ∇(∇jf)). Then to a section s of SkTM we associate a differential
operator D := D(s): if s(x) = v1 ⊗ . . .⊗ vk with all vj ∈ TxM , let
Df(x) = (∇kf)(x; v1, . . . , vk).
One easily proves that σ˜kD(s) = s , hence s 7→ D(s) gives the desired section of
the exact sequence (21.4). This construction should be seen as an analog of the
construction of linear structures on higher order tangent bundles (Chapter 17) ;
it can be adapted to the case of differential operators acting on sections of (finite
dimensional) vector bundles over finite dimensional real manifolds (cf. [Bor02]).
21.5. Differential operators on general vector bundles. First of all, differential
operators on a trivial bundle M×W may be defined as in the scalar case. For general
vector bundles, the problem arises that we need a good class of differential operators
of degree zero (which can be avoided on trivial vector bundles). The reason for this
is that, although vector bundles can be trivialized locally, the preceding definition
of differential operator over chart domains would no longer be chart-independent.
The smallest class of differential operators of degree zero which one could take
here are fields of endomorphisms that arise precisely from chart changes. Taking
a somewhat bigger class, one arrives at Definition (4) of a differential operator
mentioned in Section 21.1.
Finally, in order to define differential operators acting from sections of one
vector bundles F, to sections of another bundle F ′ , one needs to single out some
subspace in HomK(Fx, F
′
x) giving the differential operators of degree zero; but there
is no natural candidate for such a space (in the general case).
1 [ALV91, p.87]: “Obviously, to one and only one symbol there correspond
many differential operators. However, it is a remarkable fact that in presence of a
connection this correspondence can be made one-to-one.” On the same page, the
authors add the remark: “This procedure of restoring a differential operator from
its symbol is completely analogous to the basic procedure of quantum mechanics –
quantization.”
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22. The exterior derivative
22.1. Skewsymmetric derivatives. In the preceding chapters, we have focused
on symmetric derivatives. They depend on an additional structure (connection)
and thus may be considered as “not natural”. The skewsymmetric version of the
derivative (the exterior derivative), in contrast, is completely natural, and therefore
plays a dominant role in differential geometry1 . Since the exterior derivative is so
natural, we wish to give also a definition which, in our context, is as natural as
possible. Recall (Section 4.5) that we consider a differential k -form ω as a smooth
map TM ×M . . .×M TM → K which is multilinear and alternating in fibers. One
could proceed as in [La99, Ch. V], where the exterior derivative of a differential
form ω is defined in a chart by
dω(x; v1, . . . , vk+1) =
∑
σ∈Σk+1
sgn(σ)∂vσ(1)ω(v̂σ(1), vσ(2), . . . , vσ(k+1))
=
k+1∑
i=1
(−1)i∂viω(v1, . . . , v̂i, . . . , vk+1).
(22.1)
Then one shows that evaluation of dω on vector fields X1, . . . , Xk is given by the
formula
dω(X1, . . . , Xk+1) =
k+1∑
i=1
(−1)iXiω(X1, . . . , X̂i, . . . , Xk+1)+
∑
1≤i<j≤k+1
(−1)i+jω([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk+1),
(22.2)
which implies that (22.1) is chart-independent. The usual properties of the exterior
derivative then follow by standard calculations. A “natural definition” in our sense
should not rely on chart formulas, and it should be built only on the natural
operators T (tangent functor) and alt (alternation operator). For the exterior
derivative of one-forms this has been carried out in Chapter 13. Here is the pattern
for the general case:
(1) We define the notion of an (intrinsic) k -multilinear map f : T kM → K , and
we define also homogeneous such maps.
(2) There is a canonical bijection between tensor fields ω : ×kMTM → K and
homogeneous k -multilinear maps ω : T kM → K .
(3) If f : T kM → K is k -multilinear, then pr2 ◦Tf : T k+1M → εK is k + 1-
multilinear.
(4) The alternation operator alt maps intrinsic k -multilinear maps onto homo-
geneous ones.
1 Cf., e.g., [Sh97, p. 54]: “As usual in modern differential geometry, we shall be
concerned only with the skew-symmetric part of the higher derivatives.”
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(5) Finally, we let dω := alt(pr2 T (ω)) . In other words, the natural operator d is
defined by the following commutative diagram:
T k,0(M) ∼= Mh(T kM) ⊂ M(T kM)
d ↓ ↓ T
T k+1,0(M) ∼= Mh(T k+1M) alt← M(T k+1M)
where T denotes tensor fields and M (resp. Mh ) intrinsic multilinear
(homogeneous) maps.
(6) The property d ◦ d = 0 follows from the fact that alt ◦T ◦ T = 0 due to
symmetry of second differentials.
In the following, we carry out this program.
22.2. Multilinear maps on T kM . We say that a smooth map ω : T kM → K is
(intrinsically) multilinear if ω : T (T k−1M)→ K is linear in fibers, for all the various
ways pj : T
kM → T k−1M , j = 1, . . . , k− 1 of seeing T kM as a vector bundle over
T k−1M . Equivalently, for all x ∈M , the restriction ωx : (T kM)x → K to the fiber
of T kM over x is intrinsically multilinear in the sense of Section MA.15. We denote,
for fixed x ∈ M , by Hj the kernel of pj (tangent spaces T0x(T k−1M) ⊂ (T kM)x
with first T = εjT ). We say that ω is homogeneous if ωx is homogeneous in the
sense of MA.15, i.e. the restriction of ωx to intersections Hij := Hi ∩Hj (i 6= j ) is
constant. In a chart, an intrinsically multilinear map is given by
ω(x+
∑
α
εαvα) =
k∑
ℓ=1
∑
Λ∈Pℓ(1,...,1)
bΛx (vΛ1 , . . . , vΛℓ), (22.3)
where bΛx : V
ℓ → K is a multilinear map in the usual sense, and it is homogeneous
if and only if the only non-zero term in (22.3) is the one belonging to ℓ = k , i.e., to
the longest partition Λ = (e1, . . . , ek) of the full multi-index (1, . . . , 1) (see Prop.
MA.16). This implies as in Prop. MA.16 that we have a bijection between tensor
fields and homogeneous multilinear maps:
T k,0(M,K)→Mh(T kM,K), ω 7→ ω = ω ◦ pr,
Mh(T kM,K)→ T k,0(M,K), ω 7→ ω := ω ◦ ιL,
(22.4)
where pr : T kM → TM ×M . . . ×M ×TM , v 7→ (pr1(v), . . . ,prk(v)) is the vector
bundle direct sum of the various projections pri : T
kM → TM . The definition of
the first map in (22.4) does not involve connections or charts, whereas the definition
of the second map does – the injection ιL : ×kTM → T kM obtained from the
Splitting Map Φk : ⊕αεαTM → T kM depends on a connection L . The situation
is summarized by the following diagram (cf. (MA.36)):
T kM
pr ↓↑ ιL
ω
ց
×kMTM
ω→ K
Later on, one may consider ω and ω as the same object ω .
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Lemma 22.3. If ω : T kM → K is k -multilinear, then pr2 ◦Tω : T k+1M → εK
is k + 1-multilinear.
Proof. This can be proved by a direct computation using (22.3). More intrin-
sically, the lemma is proved as follows. Let the last tangent functor correspond to
scalar extension with εk+1 . Then we have two kinds of tangent spaces in T
k+1M :
the first kind is given by spaces that are stable under εk+1 ; they correspond to
projections pi , i = 1, . . . , k , and are tangent bundles of tangent spaces in T
kM .
The restriction of Tf to such tangent spaces is the tangent map of f restricted
to tangent spaces in T kM and hence is linear. The second kind of tangent spaces
corresponds to the last projection pk+1 ; but since Tf is defined with respect to
εk+1 , the restriction of Tf to such tangent spaces is linear as it is a tangent map.
Lemma 22.4. If ω : T kM → K is k -multilinear, then
altω : T kM → K, z 7→
∑
σ∈Σk
sgn(σ)ω(σ(z))
is homogeneous k -multilinear.
Proof. It is clear that alt(ω) is k -multilinear since it is a sum of multilinear
functions. It remains to prove homogeneity: notation being as in MA.15, we have
to show that altω(v) = 0 for v ∈ Hij with i 6= j . Let τ = (ij) be transposition
between i and j ; then τ acts trivially an Hij since v =
∑
α ε
αvα where αi = 1 = αj
for all α contributing effectively to the sum. It follows that τv = v and hence
altω(v) =
∑
σ∈Σn
sgn(σ)ω(σv) =
∑
σ∈An
(ω(σv)− ω(στv)) = 0.
22.5. Exterior derivative. The exterior derivative of a k -form ω : ×kTM → K is
now defined by
dω := altk+1 pr2 Tω = pr2 altk+1 Tω.
In fact, the same definition can be given for any tensor field ω : T kM → K (not
necessarily skew-symmetric), but then dω = d(altω), so this gives nothing really
new. Similarly, we define the exterior derivative of ω ∈Mh(T kM) by
dω := altk+1(pr2 Tω) = pr2(altk+1 Tω) ∈ Mh(T k+1M).
Theorem 22.6. For all k -forms ω , we have ddω = 0 .
Proof. We show, equivalently, that ddω = 0. The operator d = dk is defined as
dk = altk+1 ◦ pr2 ◦T = pr2 ◦ altk+1 ◦T,
and hence
dk+1 ◦ dk = altk+2 ◦ pr2 ◦T ◦ altk+1 ◦ pr2 ◦T = pr4 ◦ altk+2 ◦T ◦ altk+1 ◦T.
Now, we have T ◦ altk = altk ◦T for all k , because for all σ ∈ Σk , acting on T kM ,
we have T (ω ◦ σ) = Tω ◦ Tσ , where Tσ is the action of σ on T k+1M if we inject
Σk into Σk+1 in the natural way. Hence T ◦ altk = altk ◦T for all k , and from this
follows pr2 T ◦ altk = altk ◦ pr2 T , and we get for the operator dk+1 ◦ dk :
dk+1 ◦ dk = pr4 ◦ altk+2 ◦T ◦ altk+1 ◦T ◦ pr2 ◦T = pr4 ◦ altk+2 ◦ altk+1 ◦T ◦ T.
But, by symmetry of the second differential, TTω is invariant under the permuta-
tion (k + 2, k + 1) ∈ Σk+2 which corresponds to exchanging εk+2 and εk+1 , and
hence applying the alternation operator altk+2 annihilates the whole expression.
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The de Rham cohomology is now defined as usual:
Hk(M) := ker(dk+1)/ im(dk).
22.7. Exterior derivative and covariant derivative. If L is a linear connection of
TM , we define the covariant derivative of a tensor field ω : ×kTM → K by
∇ω := pr2 Tω ∈ T k+1,0(M),
where f := f ◦ ιL is defined as in (22.4) and depends on the connection L unless
f is homogeneous.
Proposition 22.8. For all k -forms ω : ×kM → K ,
dω = altk+1(∇ω).
Proof.
altk+1(∇ω) = altk+1 pr2 Tω = altk+1 pr2 Tω = dω.
Corollary 22.9. In a bundle chart, dω is given by (22.1), and evaluation of dω
on vector fields X1, . . . , Xk is given by (22.2).
Proof. Let ∇ be the covariant derivative induced by the chart, i.e. ∇ = d is the
ordinary derivative. Then
(∇ω)(x; v1, . . . , vk+1) = ∂vk+1ω(x; v1, v2, . . . , vk)
Applying altk+1 gives the first line of (22.1), and it implies the second line since
already ω was supposed to be skew-symmetric.
In order to prove the formula for evaluation on vector fields, we first have to
check that the result of the right-hand side at a point p ∈M depends only on the
values of the Xi at p ; then take Xi = v˜i , the extension to a constant vector field
in a chart, and the formula reduces to the one established before.
Of course, one may ask now: what about the Poincare´ lemma and de Rham’s
theorem? Clearly, these results do not carry over in their classical forms (not even
for the infinite-dimensional real case). Already determining the solution space of
the “trivial” differential equation df = 0 for a scalar function f , as a first step
towards the Poincare´ lemma, is in general not possible (in the p-adic case there
are non-locally constant solutions, see [Sch84] for an example), and one may expect
that there is some cohomological theory giving a better insight into the structure of
the solution space of this “trivial” differential equation. For general k -forms, one
should then combine such a theory with the usual de Rham cohomology.
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V. Lie theory
In this part we develop the basic “higher order theory” of iterated tangent bundles
of Lie groups and symmetric spaces. It can be read without studying most of the
preceding results – see the “Leitfaden” (introduction). Strictly speaking, not even
Theorem 4.4 on the Lie bracket of vector fields is needed since we give, in Chapter
23, another, independent definition of the Lie bracket associated to a Lie group, see
below.
23. The three canonical connections of a Lie group
23.1. In the following theorem we will give another characterization of the Lie
bracket of a Lie group. One might as well use it as definition of the Lie bracket;
this has the advantage that one can develop Lie theory without speaking about
vector fields, and in this way the theory becomes simpler and more transparent.
In the following, G is a Lie group with multiplication m : G × G → G (cf.
Chapter 5). Then TTG is a Lie group with multiplication TTm , and the fiber
(TTG)e is a normal subgroup. We let g := TeG ; then the three “axes” ε1g , ε2g ,
ε1ε2g of (TTG)e are canonical, and the fiber of the axes-bundle over the origin is
(A2G)e = ε1g⊕ ε2g⊕ ε1ε2g ∼= g× g× g . (Cf. Chapter 15 for this notation.)
Theorem 23.2. (Canonical commutation rules in (TTG)e .) The group com-
mutator [g, h] = ghg−1h−1 of an element g = ε1v from the first and an element
h = ε2w from the second axis in (TTG)e , where v, w ∈ g , can be expressed by the
Lie bracket [v, w] in the following way:
[ε1v, ε2w] = ε1ε2[v, w], (23.1)
and the third axis ε1ε2g is central in (TTG)e , i.e. for j = 1, 2 and all u, v ∈ g ,
[ε1ε2u, εjv] = 0. (23.2)
Proof. First we prove (23.2). For any Lie group H , the tangent space TeH is
an abelian subgroup of TH whose group law is vector addition; this follows from
Equation (5.1). Now, taking H := TG , ε1ε2u and εjv both belong to the fiber
over the origin in TεjTH and hence commute. Moreover, we see that
εiv · εiw = εi(v + w) (i = 1, 2), ε1ε2v · ε1ε2w = ε1ε2(v + w). (23.3)
Next, we prove the fundamental relation (23.1): by definition, the Lie bracket of
v, w ∈ g is given by evaluating [vR, wR] at e , where vR, wR are the right-invariant
vector fields extending v, w (cf. our convention concerning the sign of the Lie bracket
from Section 5.3). Recall that vR is given by left multiplication by v in TG , so
the corresponding infinitesimal automorphism is left translation lv : TG → TG ,
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u 7→ v · u . The vector field vR gives rise to two sections of TTG over G , with
the notation from Section 14.2 denoted by εiv
R (i = 1, 2), and each section gives
rise to a diffeomorphism ε˜ivR of TTG (Theorem 14.3). These are nothing but
the two versions of the tangent map T lv : TTG → TTG , and hence both can be
written as left multiplications in TTG , namely ε˜1vR = lε1v and ε˜2v
R = lε2v with
εjv ∈ (TTG)e , j = 1, 2, defined as above. Now, applying first the definition of the
Lie bracket in g and then Theorem 14.4, we get
ε1ε2[v, w] = ε1ε2[v
R, wR](e)
= [ε˜1vR, ε˜2wR]Diff(TTG) (e) = [lε1v, lε2w]Diff(TTG) (e)
= (ε1v)(ε2w)(ε1v)
−1(ε2w)
−1 = [ε1v, ε2w]TTG
where we have added as index the group in which the respective commutators are
taken.
We will often use (23.1) in the following form:
ε1v1 · ε2w2 = ε1ε2[v1, w2] · ε2w2 · ε1v1. (23.4)
Another way of stating (23.1) is by saying that the second order tangent map of
the commutator map
c := cG : G×G→ G, (g, h) 7→ [g, h] = ghg−1h−1
is determined by
T 2c(ε1v, ε2w) = ε1ε2[v, w];
this follows simply by noting that cTTG = TTcG . One may also work with the
conjugation map G × G → G , (g, h) 7→ ghg−1 ; then the fundamental relation
(23.1) can also be written in the following way
Ad(ε1v)ε2w = ε2w · ε1ε2[v, w] = (id+ε1 ad(v))ε2w.
This relation is equivalent to the the fact that the differential of Ad : G × g → g
is ad : g × g → g , (X,Y ) 7→ [X,Y ] (cf. [Ne02b, Prop. III.1.6] for the real locally
convex case).
23.3. Left- and right trivialization of TG and of TTG . So far we have avoided
to use the well-known fact that the tangent bundle TG of a Lie group G can be
trivialized: the sequence of group homomorphisms given by injection of g = TeG
in TG and projection TG→ G ,
0 → g → TG → G → 1 ,
is exact and splits via the zero-section z : G→ TG . Thus, group theoretically, TG
is a semidirect product of G and of g . Explicitly, the map
ΨR1 : g×G→ TG, (v, g) 7→ v · g = Tm(v, 0g) = Te(rg)v = lv(0g) (23.5)
is a smooth bijection with smooth inverse TG → g × G , u 7→ (uπ(u)−1, π(u)).
The diffeomorphism TG ∼= g×G thus obtained is called the right trivialization of
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the tangent bundle. Similarly, the left trivialization ΨL1 is defined. The kernel of
the canonical projection TG → G is g = TeG on which G acts via the adjoint
representation
Ad : G× g → g, (g, v) 7→ Ad(g)v = gvg−1
(product taken in TG ; then as usual Ad(g) : g → g is the differential of the
conjugation by g at the origin). From Formula (5.1) we see that the normal
subgroup g of TG is abelian with product being vector addition. It follows that
the group structure of TG in the right trivialization is given by
(v, g) · (w, h) = v · g · w · h = v · (gwg−1) · gh = (v +Ad(g)w, gh), (23.6)
which is the above mentioned realization of TG is a semidirect product. Similarly,
TTG is described as an iterated semidirect product: the right trivialization map of
the group TTG = Tε2Tε1G is obtained by replacing in the right trivialization map
for TG , ΨR1 : g × G → TG , (εv, g) 7→ εv · g , the group G by TG = Tε1G and
letting ε = ε2 . We get a diffeomorphism
ΨR2 : ε1ε2g× ε2g× ε1g×G→ TTG,
(ε2ε1v12, ε2v2, ε1v1, g) 7→ ε2ε1v12 · ε2v2 · ε1v1 · g,
(23.7)
where the products are taken in the group TTG . Similarly, we get the left trivial-
ization
ΨL2 : G× ε1g× ε2g× ε1ε2g → TTG,
(g, ε1v1, ε2v2, ε2ε1v12) 7→ g · ε1v1 · ε2v2 · ε2ε1v12.
(23.8)
Clearly, both trivializations define linear structures on the fiber (TTG)e and hence
on all other fibers. We will show below (Theorem 23.5) that both linear structures
indeed define linear connections on TG .
Theorem 23.4. With respect to the right trivialization ΨR2 , the group structure
of the subgroup (TTG)e ∼= ε1ε2g× ε2g× ε1g is given by the product
ΨR2 (ε1ε2v12, ε2v2, ε1v1) ·ΨR2 (ε1ε2w12, ε2w2, ε1w1)
= ΨR2 (ε1ε2(v12 + w12 + [v1, w2]), ε2(v2 + w2), ε1(v1 + w1))
(23.9)
and inversion
(ΨR2 (ε1ε2v12, ε2v2, ε1v1))
−1 = ΨR2 (ε1ε2([v1, v2]− v12),−ε2v2,−ε1v1). (23.10)
Proof. Using the Commutation Rules (23.1) – (23.4), we get
ΨR2 (ε1ε2v12, ε2v2, ε1v1) ·ΨR2 (ε1ε2w12, ε2w2, ε1w1)
= ε1ε2v12 · ε2v2 · ε1v1 · ε1ε2w12 · ε2w2 · ε1w1
= ε1ε2(v12 + w12) · ε2v2 · ε1ε2[v1, w2] · ε2w2 · ε1v1 · ε1w1
= ε1ε2(v12 + w12 + [v1, w2]) · ε2(v2 + w2) · ε1(v1 + w1))
= ΨR2 (ε1ε2(v12 + w12 + [v1, w2]), ε2(v2 + w2), ε1(v1 + w1))
and
(ΨR2 (ε1ε2v12, ε2v2, ε1v1))
−1 = (ε1ε2v12 · ε2v2 · ε1v1)−1
= ε1(−v1) · ε2(−v2) · ε1ε2(−v12)
= ε2(−v2) · ε1(−v1) · ε1ε2([−v1,−v2]− v12)
= ε1ε2([v1, v2]− v12) · ε2(−v2) · ε1(−v1)
= ΨR2 (ε1ε2([v1, v2]− v12), ε2(−v2), ε1(−v1))
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The formula for the group structure of the whole group TTG in the right trivial-
ization is easily deduced from the theorem: considering ΨR2 as an identification, it
reads
(ε1ε2v12, ε2v2, ε1v1, g) · (ε1ε2w12, ε2w2, ε1w1, h) =
(ε1ε2(v12 +Ad(g)w12 + [v1,Ad(g)w2]), ε2(v2 +Ad(g)w2), ε1(v1 +Ad(g)w1), gh)
(23.11)
In particular, the group G acts (by conjugation) linearly with respect to the linear
structure on (T 2G)e , and hence we can transport this linear structure by left- or
right translations to all other fibers (T 2g)x , x ∈ G . Clearly, this depends smoothly
on x , and hence we have defined two linear structures on TTG which will be
denoted by LL and LR , called the left and right linear structures.
Theorem 23.5. The left and right linear structures LL and LR are connections
on TG , i.e. they are bilinearly related to all chart structures. The difference LL−LR
is the tensor field of type (2, 1) on G given by the Lie bracket, and this is also the
torsion of LL .
Proof. Let us prove first that LL and LR are bilinearly related to all chart
structures. Recall from Section 17.6 that, for any manifold M , a trivialization
TM ∼=M×V of the tangent bundle defines a connection on TM . More specifically,
in the present case, deriving ΨR1 : g×G→ TG ,
TΨR1 : Tg× TG→ TTG, (X,h) 7→ X · h,
and composing again with ΨR1 , we get a trivialization of TTG :
T (ΨR1 ) ◦ (id×ΨR1 ) : ε1ε2g× ε2g× ε1g×G = Tg× (g×G)→ TTG, (23.12)
and the linear structure L induced by this trivialization is in fact a connection
(see Lemma 17.7). We claim that L = LL . In fact, writing Ψ1 = Tm ◦ (ι × z),
where ι : g → TG and z : G → TG are the natural inclusions, we get TΨ1 =
TTm ◦ (T ι× Tz), which means with T = Tε2 ,
T (ΨR1 )(ε1ε2v12, ε2v2,Ψ
R
1 (ε1v1, g)) = (ε1ε2v12 · ε1v1) · (ε2v2 · g)
= ε1v1 · ε2v2 · ε1ε2v12 · g.
For g = e , this agrees with ΨL2 , and hence we have Le = (L
L)e . But both linear
structures are invariant under left- and right translations and hence agree on all
fibers. We have proved that LL is a connection. In the same way we see that LR
is a connection.
We show that, on the fiber (TTG)e , the difference between L
L and LR is
the Lie bracket. In fact, using (23.1), we can calculate the map relating both linear
structures:
(ΨL2 )
−1 ◦ΨR2 (ε2ε1v12, ε1v2, ε1v1) = (ΨL2 )−1(ε2ε1v12 · ε2v2 · ε1v1)
= (ΨL2 )
−1(ε1v1 · ε2v2 · ε2ε1(v12 + [v2, v1]))
= (ε1v1, ε2v2, ε1ε2(v12 + [v2, v1])).
(23.13)
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Identifying ε1g×ε2g×ε1ε2g and ε1ε2g×ε2g×ε1g in the canonical way, this means
that LL and LR are related via the map
fb(u, v, w) = (u, v, w + [u, v]), (23.14)
i.e. they are bilinearly related via the Lie bracket.
In order to prove that LR − LL is the torsion tensor of LR , we have to show
that LR = κ · LL , where κ : TTG → TTG is the canonical flip. But, since κ
commutes with second tangent maps, κ is a group automorphism of (TTG, TTm),
whence
κ ◦ΨL2 (ε1v1, ε2v2, ε1ε2v12) = κ(ε1v1 · ε2v2 · ε1ε2v12)
= κ(ε1v1) · κ(ε2v2) · κ(ε1ε2v12)
= ε2v1 · ε1v2 · ε1ε2v12
= ΨR2 (ε1v2, ε2v1, ε1ε2v12)
= ΨR2 (κ(ε1v1, ε2v2, ε1ε2v12))
(23.15)
and hence ΨR2 = κ ◦ΨL2 ◦ κ , which is equivalent to LR = κ · LL .
23.6. Remarks on the symmetric connection. If 12 ∈ K , then the connection
LS := L
R+LL
2 is called the symmetric connection of G ; it is torsionfree and invariant
under left- and right-translations. Moreover, it is invariant under the inversion map
j : G→ G because j.LL = LR . In fact, this is the canonical connection of G seen
as a symmetric space, cf. Chapter 26.
Theorem 23.7. (Structure of (J2G)e .) For F = L,R, S (the latter in case
1
2 ∈ K), the bijections ΨF2 : ε1g× ε2g× ε1ε2g → (TTG)e restrict to bijections
JΨF2 : δg× δ(2)g → (J2G)e.
These three maps coincide and are given by the explicit formula
Ψ2(δ
(2)v, δw) = δ(2)v · δw = ε1ε2v · ε1w · ε2w,
and the group structure of (J2G)e is given by
Ψ2(δ
(2)v′, δv) ·Ψ2(δ(2)w′, δw) = Ψ2(δ(2)(v′ + w′ + [v, w]), δ(v + w)).
Inversion in (J2G)e is multiplication by the scalar −1 .
Proof. We have remarked above (Equation (23.15)) that the canonical flip κ
acts on (TTG)e by κ(ε1v1 · ε2v2 · ε1ε2v12) = ε1ε2v12 · ε2v1 · ε1v2 . Now all claims
follow from Formulae (23.7) – (23.10) by observing that [v, v] = 0.
Finally, for the sake of completeness we add some results that are well-known to
hold in the real (say, Banach) case ; these results will not be needed in the sequel.
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Lemma 23.8. The covariant derivatives associated to the three canonical connec-
tions of the Lie group G can be described as follows: fix x ∈ G ; for v ∈ TxG denote
by vL , resp. vR the unique left- (resp. right-) invariant vector field taking value v
at x. Then, for all vector fields X,Y ∈ X(G) ,
(∇LXY )(x) = [Y, (X(x))R](x),
(∇RXY )(x) = [Y, (X(x))L](x),
(∇SXY )(x) =
1
2
[Y, (X(x))L + (X(x))R](x).
Proof. Note that vR is constant in the right trivialized picture, and hence
KR ◦ TvR = 0 for the connector of LR . It follows that
(∇Rv Y )(x) = KR ◦ TY ◦ vR(x) = KR ◦ (TY ◦ vR − TvR ◦ Y )(x)
= KR ◦ [Y, vR](x) = [Y, vR](x).
Similarly for ∇L . The last equality follows by taking the arithmetic mean of the
preceding ones.
Theorem 23.9. The curvature tensor of the connections LL and LR vanishes.
Proof. Let RR be the curvature tensor of the connection LR . We use the “clas-
sical” characterization of RR via RR(X,Y )Z = ([∇X ,∇Y ] − ∇[X,Y ])Z (Theorem
18.6). Taking values at the origin e and using Lemma 23.8, we see that the right
hand side equals (([ad(XR), ad(Y R)]− ad[XR, Y R])ZR)(e) which is zero since the
space of right-invariant vector fields is a Lie algebra.
Since LL and LR have torsion, the preceding result should not be interpreted in
the sense that LL and LR be flat.
23.10. The adjoint Maurer-Cartan form. We denote by ω the tensor field of type
(2, 1) on G given at each point by the Lie bracket (torsion of LR ). Using the right
trivialization of TG , it can also be seen as a End(g)-valued one-form
ω : TG ∼= G× g → End(g), (g, v) 7→ ad(v).
We call this the adjoint Maurer-Cartan form since our End(g)-valued form is
obtained from the usual g-valued form by composing with the adjoint representation
ad : g → End(g), cf. e.g. [Sh97, p. 108].
Theorem 23.11. The adjoint Maurer-Cartan form satisfies the structure equa-
tion
dω(X,Y ) + [ωX , ωY ] = 0
for all X,Y ∈ X(G) (where the bracket is a commutator in End(g)). The curvature
RS of the connection LS is given by taking pointwise triple Lie brackets:
RS(X,Y )Z =
1
4
dω(X,Y )Z =
1
4
ω(ω(X,Y ), Z) =
1
4
[[X,Y ], Z].
Proof. We have seen that the curvatures RL and RR of the connections LL ,
resp. LR vanish. Thus we can apply the structure equation (18.9), with the
difference term A = ω , which leads to the first claim.
Next we apply the structure equation (18.10), but this time with R = RL = 0
and R′ = RS , the symmetric curvature. The difference term is now A = 12ω . Thus
RS = 12dω +
1
8 [ω, ω] = − 18 [ω, ω] = 14dω .
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24. The structure of higher order tangent groups
We retain the assumptions from the preceding chapter: G is a Lie group with
multiplication m : G × G → G . We are going to investigate the structure of the
groups T kG for k ≥ 3.
24.1. Fundamental commutation relations for elements of the axes. Let εαvα ,
εβwβ ∈ (T kG)e be elements of axes in (TkG)e . Then the commutator of these two
elements in the group (T kG)e is given by the following fundamental commutation
rules:
[εαvα, ε
βwβ ] =
{ εα+β [vα, wβ ] if α ⊥ β,
0 else.
(24.1)
In fact, if supp(α) ∩ supp(β) 6= Ø, then both elements commute: [εαvα, εβvβ ] = 0,
because both belong to the tangent space Tεi(T
k−1G) at the origin for some εi
(namely for i such that ei ∈ supp(α) ∩ supp(β)), and the group structure on the
tangent space is just vector addition. This proves the second relation. If α ⊥ β ,
then we apply (23.1) with ε1 replaced by ε
α and ε2 replaced by ε
β , and we get
the first relation. In a unified way, (24.1) may be written
[εαvα, ε
βwβ ] = ε
αεβ [vα, wβ ] (24.2)
because εαεβ = 0 if supp(α) ∩ supp(β) 6= Ø. This can also be written
εαvα · εβwβ = εαεβ[vα, wβ ] · εβwβ · εαvα = εβwβ · εαvα · εαεβ[vα, wβ ]. (24.3)
24.2. Remark: (T kG)e as a filtered group. Let G1 := (T
kG)e and Gj :=
〈εαvα| |α| > j, vα ∈ g〉 be the “vertical subgroup” generated by elements from
axes with total degree bigger than j . Then it follows from (24.1) that
1 = Gk ⊂ Gk−1 ⊂ . . . ⊂ G1
is a filtration of G1 in the sense of [Se65, LA 2.2] or [Bou72, II. 4.4]. Recall
from [Se65, LA 2.3] or [Bou72] that the associated graded group carries a canonical
structure of a Lie algebra. This Lie algebra structure is compatible with ours, but
in our setting we can go further by constructing special bijections (coming from the
three canonical connections) between the graded and the filtered objects.
24.3. Right and left trivialization of T kG . Note that, according to our conven-
tions, T kG is viewed as obtained by successive scalar extensions via ε1, . . . , εk , i.e.
T k+1G = Tεk+1(T
kG). The iterated right and left trivialization of T kG are defined
inductively: for k = 1, 2 they are given by (23.2) – (23.4); then the right trivial-
ization of T kG is given by appliying Formula (23.3) to the right trivialization of
H := T k−1G , with TH = TεkH . For instance, the third order right trivialization
is
ΨR3 :(ε1ε2ε3v123, ε3ε2v23, ε3ε1v13, ε3v3, ε1ε2v12, ε2v2, ε1v1, g) 7→
ε1ε2ε3v123 · ε3ε2v23 · ε3ε1v13 · ε3v3 · ε1ε2v12 · ε2v2 · ε1v1 · g
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(products taken in T 3G). The important feature is the order in which the product
in T 3G has to be taken: here it is the “antilexographic” order (opposite order of
the lexicographic order). An easy induction shows that the general formulae are
ΨRk :
⊕
α>0
εαg×G→ T kG, (εαvα)α>0, g) 7→
↓∏
α>0
εαvα · g,
ΨLk :
⊕
α>0
εαg×G→ T kG, (εαvα)α>0, g) 7→ g ·
↑∏
α>0
εαvα,
(24.4)
where
∏↑
is the product of the elements labelled by α > 0 in (T kG)e taken with
respect to the lexicographic order of the index set and
∏↓
is the product taken in
(T kG)e in the opposite (“antilexicographic”) order.
24.4. The case k = 3 and the Jacobi identity. As an application of our for-
malism, let us now give an independent proof of the Jacobi identity (it is es-
sentially equivalent to the arguments used in [Se65]): we calculate both sides of
ε3v3 · (ε2v2 · ε1v1) = (ε3v3 · ε2v2) · ε1v1 in (T 3G)e and express the result in the left
trivialization: on the one hand,
ε3v3 · (ε2v2 · ε1v1) =
ε3v3 · (ε1v1 · ε2v2 · ε1ε2[v2, v1]) =
ε1v1 · ε3v3 · ε1ε3[v3, v1] · ε2v2 · ε1ε2[v2, v1] =
ε1v1 · ε2v2 · ε3v3 · ε1ε3[v3, v1] · ε2ε3[v3, v2] · ε1ε2ε3[[v3, v1], v2] · ε1ε2[v2, v1] =
ε1v1 · ε2v2 · ε1ε2[v2, v1] · ε3v3 · ε1ε3[v3, v1] · ε2ε3[v3, v2]
· ε1ε2ε3([[v3, v1], v2] + [v3, [v2, v1]]) =
ΨL3
(
ε1v1 + ε2v2 + ε1ε2[v2, v1] + ε3v3 + ε1ε3[v3, v1] + ε2ε3[v3, v2]
+ ε1ε2ε3([[v3, v1], v2] + [v3, [v2, v1]]
)
.
On the other hand,
(ε3v3 · ε2v2) · ε1v1 = ε2v2 · ε3v3 · ε2ε3[v3, v2] · ε1v1 =
ε1v1 · ε2v2 · ε1ε2[v2, v1] · ε3v3 · ε1ε3[v3, v1] · ε2ε3[v3, v2] · ε1ε2ε3[[v3, v2], v1] =
ΨL3
(
ε1v1 + ε2v2 + ε1ε2[v2, v1] + ε3v3 + ε1ε3[v3, v1] + ε2ε3[v3, v2]
+ ε1ε2ε3[[v3, v2], v1]
)
.
Applying (ΨL3 )
−1 and comparing, we get
[[v3, v1], v2] + [v3, [v2, v1]] = [[v3, v2], v1]
which is the Jacobi identity. Note that this proof does not make any use of the
interpretation of the Lie bracket via left or right invariant vector fields, and note
also that the expression of the Jacobi identity that we get here is the one defining the
more general class of Leibniz algebras, see Remark 24.12 below. – Another, rather
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tricky proof of the Jacobi identity makes essential use of Theorem 6.2 by combining
algebraic and differential geometric arguments: the tangent map of the adjoint
action AdG : G × g → g is AdTG : TG× Tg → Tg . We know that Ad(g), for an
element g ∈ G , is a Lie algebra automorphism of g , and hence Ad(h), for h ∈ TG ,
is a Lie algebra automorphism of Tg . But Theorem 6.2 implies that, moreover,
Ad(h) is an automorphism of Tg over the ring TK . Now, it is a simple exercise in
linear algebra to show that AutTK(Tg) is a semidirect product of AutK(g) with the
vector group DerK(g) of derivations. Putting things together, we see that, for all
X ∈ g , Ad(εX) acts like a derivation from g to εg , which gives again the Jacobi
identity. This proof has the advantage that it is extremely close to the well-known
arguments from the theory of finite-dimensional real Lie groups.
24.5. Action of the symmetric group. The natural action of the symmetric group
Σk by automorphisms of (T
kG)e is described by the following formula: for σ ∈ Σk ,
σ ·
↑∏
α
εαvα =
↑∏
α
εσ.αvα. (24.4)
As a consequence, the push-forward ΨL,σ = σ ◦ΨL ◦ σ−1 of ΨL by σ is given by
ΨL,σ((εαvα)α>0, g) = g ·
↑∏
α>0
εσ.αvσ.α. (24.5)
In fact, Formula (24.4) is proved by exactly the same arguments as in case k = 2
for σ = κ (cf. Equation (23.15)). Re-ordering the terms and using the commutation
rules (24.1), one can calculate the curvature forms which are defined as in Chapter
18. If G is commutative, then by a change of variables the left-hand side can be re-
written
∏↑
εαvσ−1α , and this can be interpreted by saying that Ψ
L is Σk -invariant.
Clearly, then ΨL and ΨL,σ coincide. However, if G is non-commutative, then we
cannot re-write the formula in the way just mentioned since the order would be
disturbed. In particular, for k > 2, ΨLk and Ψ
R
k are no longer related via a
permutation since reversing the lexicographic order on Ik is not induced by an
element of Σk acting on Ik .
24.6. Left and right group structures. We have defined two canonical charts ΨFk ,
F = R,L , of the group (T kG)e , and we want to describe the group structure in
these charts. The model space is E =
⊕
α>0 ε
αg , which is just the tangent space
T0((T
kG)e) – being a linear space, the tangent space is canonically isomorphic to
the direct sum of the axes. Via ΨFk (F = R,L) we transfer the group structure to
E . This defines a product and an inverse,
∗F : E × E → E, ΨFk v ·ΨFk w = ΨFk (v ∗F w),
JF : E → E, (ΨFk (v))−1 = ΨFk (JF v),
(24.6)
called the right, resp. left group structure on E . In Theorem 23.3 we have given
explicit formulae for these maps in case k = 2. For the general case we use the same
strategy: just apply the Commutation Rules 24.1 along with εαv · εαw = εα(v+w)
in order to re-order the product. Before coming to the general result, we invite the
V. LIE THEORY 119
reader to check, using the commutation rules, that for k = 3 we have the following:
with v =
∑
α∈I3
α>0
εαvα , w =
∑
α∈I3
α>0
εαwα , we get
ΨL3 (v) ·ΨL3 (w)
= ε001v001 · ε010v010 · ε011v011 · ε100v100 · ε101v101 · ε110v110 · ε111v111
· ε001w001 · ε010w010 · ε011w011 · ε100w100 · ε101w101 · ε110w110 · ε111w111
= ε001(v001 + w001) · ε010(v010 + w010) · ε011(v011 + w011 + [v010, w001])·
ε100(v100 + w100) · ε101(v101 + w101 + [v100, w001]) · ε110(v110 + w110 + [v100, w010])
· ε111(v111 + w111 + [v110, w001] + [v101, w010] + [v100, w011] + [[v100, w001], w010])
= ΨL3
(
v + w + ε011[v010, w001] + ε
101[v100, w001] + ε
110[v100, w010]+
ε111([v110, w001] + [v101, w010] + [v100, w011] + [[v100, w001], w010])
)
.
Similarly, we get for the inversion:
(ΨL3 v)
−1 = (ε001v001 · ε010v010 · ε011v011 · ε100v100 · ε101v101 · ε110v110 · ε111v111)−1
= ε111(−v111) · ε110(−v110) · ε101(−v101) · ε100(−v100) · ε011(−v011)·
ε010(−v010) · ε001(−v001)
= ε011(−v011) · ε100(−v100) · ε101(−v101) · ε110(−v110) · ε111(−v111 + [v100, v011]))·
ε010(−v010) · ε001(−v001)
= ε010(−v010) · ε011(−v011) · ε100(−v100) · ε101(−v101)·
ε110(−v110 + [v100, v010]) · ε111(−v111 + [v100, v011] + [v101, v010])) · ε001(−v001)
= ε001(−v001) · ε010(−v010) · ε011(−v011 + [v010, v001]) · ε100(−v100)·
ε101(−v101 + [v100, v001]) · ε110(−v110 + [v100, v010])·
ε111(−v111 + [v110, v001] + [v101, v010] + [v100, v011]− [[v100, v010], v001])
= ΨL3
(
−v + ε011[v010, v001] + ε101[v100, v001] + ε110[v100, v010]+
ε111([v110, v001] + [v101, v010] + [v100, v011]− [[v100, v010], v001])
)
.
Theorem 24.7. (Left and right product formulae for (T kG)e .) With respect to
the left trivialization ΨLk of T
kG , we have∑
α
εαvα ∗L
∑
β
εβwβ =
∑
γ
εγzγ
with
zγ = vγ + wγ +
|γ|∑
m=2
∑
λ∈Pm(γ)
[. . . [[vλm , wλ1 ], wλ2 ], . . . , wλm−1 ].
The left inversion formula is
JL(
∑
α
εαvα) =
∑
γ
εγ(−vγ +
|γ|∑
m=2
(−1)m
∑
λ∈Pm(γ)
[. . . [[vλm , vλm−1 ], vλm−2 ], . . . , vλ1 ]),
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and the right product is given by the formula
(v ∗R w)γ = vγ + wγ +
|γ|∑
m=2
∑
λ∈Pm(γ)
[vλm−1 , . . . , [wλ1 , vλm ]].
In these formulae, partitions λ are always considered as ordered partitions: λ1 <
. . . < λm .
Proof. According to (24.4), we have to show that
↑∏
α>0
εαvα ·
↑∏
β>0
εβwβ =
↑∏
γ>0
εγzγ
with zγ as in the claim. Using the Commutation Rules 24.1, we will move all terms
of the form εβwβ to the left until we reach ε
βvβ ; then both terms give rise to a new
term εβ(vβ + wβ). But every time we exchange ε
βwβ on its way to the left with
an element εαvα with α > β and α ⊥ β , applying the commutation rule we get
a term εα+β[vα, wβ ] . Before doing the same thing with the next element from the
second factor, we may re-order the first factor: since α > β and α ⊥ β , the term
εα+β [vα, wβ ] commutes with all terms between position α and α+ β , and hence it
can be pulled to position α+ β without giving rise to new commutators.
We start the procedure just described with the first element ε0...01w0...01 of
the second factor, then take the second element ε0...10w0...10 , and so on up to the
last element. Each time we get commutators of the type εα+β[v′α, wβ ] with v
′
α
being the sum of vα and all commutators produced in the preceding steps. This
gives us precisely all iterated commutators of the form
[. . . [vµ1 , wµ2 ] . . . , wµℓ ]
with µi ⊥ µj (∀i 6= j ) and the order conditions
µ2 < . . . < µℓ, µ1 > µ2, µ1 + µ2 > µ3, . . . , µ1 + . . .+ µℓ−1 > µℓ.
These conditions imply µ1 > µj for all j = 1, . . . , ℓ − 1 because the supports of
the µi are disjoint and hence the biggest of the µj is bigger than the sum of all
the others. Hence (λ1, . . . , λℓ−1, λℓ) := (µ2, . . . , µℓ, µ1) is a partition, and every
partition is obtained in this way. Thus, by a change of variables λ↔ µ , we get the
formula for the left product. Similarly for the right product.
The inversion formula is proved by the same kind of arguments: we write
(ΨLk (
∑
α
εαvα))
−1 = (
↑∏
εαvα)
−1 =
↓∏
εα(−vα)
and start to re-order this product from the left, that is: we exchange the first two
terms on the left (they commute and hence this does not yet produce a commutator);
then we pull the third element to the first position (in case k = 2 this produces
already a commutator); then we do the same with the fourth element, and so on.
We collect the iteraded commutators and get precisely the formula for JL from the
claim.
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Comparing our formulae with the “usual” Campbell-Hausdorff formula (say, for
a nilpotent Lie group), one remarks that in the usual formula, inversion is just
multiplication by −1, whereas here this is not the case. More generally, the powers
Xn with respect to the Campbell-Hausdorff multiplication correspond to multiples
nX , whereas here we have, e.g., the following (left) squaring formula:
(ΨLk (v))
2 = ΨLk
(
2v +
∑
γ
|γ|≥2
εγ(
∑
λ∈P(γ)
ℓ(γ)≥2
[. . . [vλℓ(λ), vλ1 ] . . . , vλℓ(λ)−1 ])
)
.
Note also that our formulae for JL and ∗F (F = L,R) are multilinear (resp. bi-
multilinear) in the sense of Section MA.5. In the following we will give a conceptual
explanation of this fact by making the link with the theory of multilinear connections
from Part IV. (The reader who has not gone through that part may skip the
following theorem and its corollaries.)
Theorem 24.8. Denote by κ ∈ Σk the permutation that reverses the order,
i.e. κ(i) = k + 1 − i , i = 1, . . . , k . (For k = 2 , this is the canonical flip, and
for k = 3 , it is the transposition (13) .) Then left- and right trivialization ΨLk
and ΨRk are multilinear connections on T
kG (in the sense of Chapter 16), and, up
to the permutation κ , they coincide with the derived connections Dk−1LL , resp.
Dk−1LR defined in Chapter 17. Put differently, the Dombrowski Splitting Maps
ΦFk associated to the multilinear connections D
k−1LF , F = L,R , are related with
the trivialization maps via
ΦFk = Ψ
F,κ
k
where ΨF,κk is as in Equation (24.5).
Proof. We proceed as in the proof of Theorem 23.5 where the case k = 2 of the
claim has been proved. Starting with the left-trivialization ΨL1 : G× g → TG , we
have two possibilities to iterate the procedure:
(a) we replace G by H := TG and write the left-trivialization for TG : TG ×
Tg→ TTG , compose again with Ψ1 and obtain Ψ2 : G× g× g× g → TTG .
(b) we take the tangent map TΨL1 : TG × Tg → TTG , compose again with Ψ1
and obtain another map Ψ˜2 : G× g× g× g → TTG .
Both procedures yield essentially the same result. However, the precise relation
depends on the labelling of the copies of TG we use: as to convention (a) we agreed
in Section 23.3 to write H = Tε1G so that TTG = TH = Tε2Tε1G . Thus, in
(b), we must take T = Tε2 , whence the copy TG appearing in the formula really
is Tε2G , but up to exchanging the order of ε1 and ε2 both constructions are the
same. Now, when iterating the construction, in the k -th step, we must take the
last tangent functor in (b) with respect to ε1 , i.e. we must use the order of scalar
extensions εk, . . . , ε1 instead of the usual order ε1, . . . , εk , and then constructions
(a) and (b) coincide. According to Lemma 17.7, construction (b) corresponds to
the construction of the derived linear structure Dk−1LL , where due to the change
of order the permutation κ appears in the final result.
Corollary 24.9. Left- and right products ∗L and ∗R can be interpreted as higher
covariant differentials in the sense of Section 16.3: ∗F is the higher differential of
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the group multiplication m : G×G→ G with respect to the linear structures derived
from LF × LF and LF , F = L,R , and inversion JF is the higher covariant
differential of group inversion.
Proof. Since left, resp. right trivialization are the linearizations associated to
the connection L , the claim follows directly from the definition of the higher order
covariant differentials in Section 16.3.
The corollary gives an a priori proof of the fact that the left and right product
formulae are bi-multilinear (i.e. multilinear in the sense of MA.5 in both arguments)
and that JF is multilinear.
Theorem 24.10. (Restriction to jet groups.) Left and right trivialization of
T kG induce, by restriction, two trivializations of the group JkG ; in other words,
the restrictions
ΨFk |EΣk : EΣk = ⊕kj=1δ(j)g → (JkG)e,
F = L,R , are well-defined.
Proof. For k = 2, an elementary proof has been given in the preceding chapter
(Theorem 23.7). Let us give, for k = 3, an elementary proof in the same spirit:
we get from the explicit form of the left product formula stated before Theorem
24.5, by letting v1 := v001 = v010 = v100 , v2 := v011 = v101 = v110 , v3 := v111 ,
v = δv1 + δ
(2)v2 + δ
(3)v3 (and similarly for w ):
ΨL3 (v) ·ΨL3 (w) = ε001(v1 + w1) · ε010(v1 + w1) · ε011(v2 + w2 + [v1, w1])·
ε100(v1 + w1) · ε101(v2 + w2 + [v1, w1]) · ε110(v2 + w2 + [v1, w1])·
ε111(v3 + w3 + [v2, w1] + [v2, w1] + [v1, w2] + [[v1, w1], w1])
= ΨL3
(
v + w + (ε011 + ε101 + ε110)[v1, w1]
+ ε111(2[v2, w1] + [v1, w2] + [[v1, w1], w1])
)
= ΨL3
(
v + w + δ(2)[v1, w1] + δ
(3)(2[v2, w1] + [v1, w2] + [[v1, w1], w1])
)
which shows that the group structure of (J3G)e in the left trivialization is given by
(δv1+δ
(2)v2 + δ
(3)v3) ∗L (δw1 + δ(2)w2 + δ(3)w3) = δ(v1 + w1)+
δ(2)(v2 + w2 + [v1, w1]) + δ
(3)(w3 + v3 + [v1, w2] + 2[v2, w1] + [[v1, w1], w1]).
Similarly, we have for the inversion:
(
ΨL3 (δv1 + δ
(2)v2 + δ
(3)v3)
)−1
= ΨL3 (−δv1 − δ(2)v2 + δ(3)(−v3 + [v2, v1])) .
For general k , the combinatorial structure of the corresponding calculation becomes
rather involved. For this reason, we prefer to invoke Theorem 19.2 which in a
sense contains the relevant combinatorial arguments: by Theorem 24.8, ΨLk and
ΨRk are the Dombrowski splitting maps associated to the connection (D
k−1LF )κ
(F = L,R). According to Theorem 19.2, such connections are weakly symmetric
(jet compatible), i.e. they preserve the Σk -fixed subbundles.
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24.11. The left and right product formulae for jets. According to the preceding
result, the product formulae from Theorem 24.5 can be restricted to spaces of Σk -
invariants: there is a relation of the kind
k∑
i=1
δ(i)vi ∗L
k∑
j=1
δ(j)wj =
k∑
r=1
δ(r)zr
with zr ∈ g depending on v and w . For k = 3 we have seen in the preceding proof
that
z1 = v1 + w1,
z2 = v2 + w2 + [v1, w1],
z3 = v3 + w3 + 2[v2, w1] + [v1, w2] + [[v1, w1], w1].
We will not dwell here on the combinatorial details of the formula in the general
case, but content ourself with the case of multiplying first order jets in JkG : we
claim that for v, w ∈ g ,
δv ∗L δw = δ(v + w) + δ(2)[v, w] + . . .+ δ(k)[[v, w], . . . w]. (24.8)
In fact, δv =
∑k
j=1 εjv , and with the notation of Theorem 24.5, we have vα = 0 =
wβ if |α|, |β| > 1. Thus only partitions λ with |λi| ≤ 1 contribute to zγ , i.e. we
have
zγ = vγ + wγ +
k∑
ℓ=2
∑
λ∈Pℓ(γ)
[[v, w], . . . w].
For |γ| = 1, there are no partitions of length at least 2, whence zγ = vγ +wγ . This
gives rise to the terms δv + δw . For |γ| = j > 1, just one partition contributes to
zγ , giving rise to a term δ
(j)[[v, w], . . . w] . This proves (24.8). – Note that, since
[v, v] = 0,
ΨLk (δv) = ε1v · . . . · εkv = εkv · . . . · ε1v = ΨRk (δv),
i.e. on δg , left and right trivialization coincide; for elements of the form δ(j)v with
j > 1 this will no longer be the case.
It would be interesting to investigate further the combinatorial structures in-
volved in the product and inversion formulae of (JkG)e . In the case of arbitrary
characteristic, these formulae are in a way the best results one can get. In character-
istic zero, one can use a “better” trivialization of (T kG)e given by the exponential
map.
24.12. Remark on the synthetic approach. In the recent paper [Did06], Manon
Didry has shown that, starting with an arbitrary Lie algebra g over an arbitrary
commutative ring K , the formula from Theorem 24.7 defines a group structure
on the K -module ⊕α>0εαg . Moreover, the symmetric group still acts by auto-
morphisms, so that the jet groups ⊕kj=1δ(j)g are defined and form a projective
system. In some sense, these are the “formal” results needed for a possible gener-
alisation of Lie’s Third Theorem. A surprising feature of this “synthetic” approach
is that it works not only for Lie algebras, but more generally for Leibniz algebras
(these algebras have been introduced by J.-L. Loday; their product is not necessar-
ily skew-symmetric, but the Jacobi-identity in its form given in Section 24.4 still
holds). However, if the algebra is not a Lie algebra, then the symmetric group in
general no longer acts by automorphisms, so that the groups we obtain are, in some
sense, no longer “integrable”.
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25. Exponential map and Campbell-Hausdorff formula for jet groups
25.1. (T kG)e as a polynomial group. Recall from Chapter PG, Example PG.2
(2), that (T kG)e satisfies the properties of a polynomial group: there is chart
(given by left or right trivialization) such that, in this chart, group multiplication
is polynomial, and the iterated multiplication maps
m(j) : (T kG)e × . . .× (T kG)e → (T kG)e, (v1, . . . , vj) 7→ v1 · · · vj
are polynomial maps of degree bounded by k .
Theorem 25.2. Assume that G is a Lie group over a non-discrete topological
field K of characteristic zero. Then there exists a unique map exp : (T kg)0 →
(T kG)e such that:
(1) the representation of exp with respect to left trivialization, expL := (Ψ
L
k )
−1 ◦
exp : (T kg)0 → (T kg)0 , is a polynomial map,
(2) T0 exp = id(Tkg)0 ,
(3) for all n ∈ Z and v ∈ (T kg)0 , exp(nv) = (exp(v))n .
The map exp is bijective and has a polynomial inverse log . Explicitly, the polyno-
mials expL and logL := log ◦ΨLk are given by
(expL(v))γ = vγ +
k∑
j=2
1
j!
∑
λ∈Pj(γ)
[[vλj , vλj−1 ], . . . , vλ1 ]
(logL(v))γ = vγ +
k∑
j=2
(−1)j−1
j
∑
λ∈Pj(γ)
[[vλj , vλj−1 ], . . . , vλ1 ].
Proof. Existence and uniqueness of log and exp follow from Theorem PG.6.
The explicit formulae are obtained by identifying the terms ψp(x) and ψp,p(x)
appearing in the explicit formulae from Theorem PG.6 : by definition, ψ1(v) = v ,
and comparing the Left Inversion Formula from Theorem 24.7 with Formula (PG.8)
for the inversion, v−1 =
∑
j(−1)jψj(v), we get by induction, using that ψp,m = 0
for m < p (i.e., ψp vanishes at 0 of order at least p),
(ψj(v))γ = (ψj,j(v))γ =
∑
λ∈Pj(γ)
[[vλj , vλj−1 ], . . . , vλ1 ].
Inserting this in the formulae from Theorem PG.6, we get the claim.
25.3. It is clear that exp can also be expressed by a polynomial with respect to
the right trivialization. It would be interesting to have also an “absolute formula”
for exp, i.e., a formula that does not refer to any trivialization. For k = 2, such a
formula is given by
exp(ε1v1 + ε2v2 + ε1ε2v12) = ε1v1 · ε2v2 · ε1ε2(v12 + 1
2
[v2, v1])
= ε2
v2
2
· ε1v1 · ε1ε2v12 · ε2 v2
2
= ε2
v2
2
· ε1 v1
2
· ε1ε2v12 · ε1 v1
2
· ε2 v2
2
,
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where the last expression appears to be fairly symmetric (it is a special case of the
formula for the canonical connection of a symmetric space, see Chapter 26). It is
not at all obvious how to generalize this formula to the case of general k .
Theorem 25.4. The exponential map commutes with Lie group automorphisms
ϕ : (T kG)e → (T kG)e in the sense that ϕ◦exp = exp ◦T0ϕ , and it can be extended in
a G-invariant way to a trivialization of T kG , again denoted by exp : G×(⊕αεαg)→
T kG . This trivialization is a totally symmetric multilinear connection on T kG .
The restriction of exp to a map (Jkg)0 → (JkG)e defines an exponential map of
(JkG)e .
Proof. One easily checks that both exp and ϕ ◦ exp◦(T0ϕ)−1 satisfy Properties
(1), (2), (3) of an exponential map and hence agree by the uniqueness statement of
Theorem 25.2. Applying this to the inner automorphisms (T kcg)e (where cg : G→
G is conjugation by g ∈ G), we see that exp can be transported in a well-defined
way to any fiber of T kG over G , thus defining the trivialization map of T kG . On
the fiber over e , it is multilinearly related to all chart structures (by the explicit
formula from Theorem 25.2, which clearly is multilinear), and hence the same is
true in any other fiber. Thus exp is a multilinear connection. This connection is
totally symmetric because the symmetric group Σk acts by automorphisms of T
kG ,
and we have just seen that the exponential map is invariant under automorphisms.
Therefore the restriction of exp to (JkG)e is well-defined, and the uniqueness
statement of Theorem PG.6 implies that it is then “the” exponential map of the
polynomial group (JkG)e .
Theorem 25.5. With respect to the exponential connection from the preceding
theorem, the group structure of (T kG)e and the one of (J
kG)e is given by the
Campbell-Hausdorff multiplication with respect to the nilpotent Lie algebras (T kg)0 ,
resp. (Jkg)0 .
Proof. This follows from Theorem PG.8 which states that the group structure
with respect to the exponential map is given by the Campbell-Hausdorff formula.
Recall that the classical Campbell-Hausdorff formula for Lie groups is given by
X ∗ Y := log(exp(X) · exp(Y )) = X+∑
k,m≥0
pi+qi>0
(−1)k
(k + 1)(q1 + . . . qk + 1)
· (adX)
p1(adY )q1 · · · (adX)pk(adY )qk(adX)m
p1!q1! · · · pk!qk!m! Y,
and the first four terms are:
X ∗ Y = X + Y + 1
2
[X,Y ] +
1
12
([X, [X,Y ]] + [Y, [Y,X ]]) +
1
24
[X, [Y, [X,Y ]]] + . . .
(cf., e.g., [T04] for the fourth term). In particular, we may apply this to the nilpotent
Lie algebra
(Jkg)0 = δg⊕ δ(2)g⊕ . . .⊕ δ(k)g ⊂ g⊗K JkK
where g is an arbitrary K -Lie algebra. Elements are multiplied by the rule
δ(i)δ(j) =
(
i+ j
i
)
δ(i+j), [δ(i)X, δ(j)Y ] =
(
i+ j
i
)
δ(i+j)[X,Y ].
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We re-obtain for k = 2 the result from Theorem 23.7:
(δv1 + δ
(2)v2) ∗ (δw1 + δ(2)w2) = δ(v1 + w1) + δ(2)(v2 + w2 + [v1, w1]),
and for k = 3 we have:
(δv1 + δ
(2)v2 + δ
(3)v3) ∗ (δw1 + δ(2)w2 + δ(3)w3) =
δ(v1 + w1)+
δ(2)(v2 + w2 + [v1, w1])+
δ(3)(w3 + v3 +
3
2
[v1, w2] +
3
2
[v2, w1] +
1
2
([v1, [v1, w1]] + [w1, [w1, v1]])).
Note that this formula makes sense whenever 2 is invertible in K . Compare also
with the formula from the proof of Theorem 24.10 which is valid in arbitrary
characteristic.
25.6. Example: Associative continuous inverse algebras. An associative topological
algebra (V, ·) over K is called a continuous inverse algebra (CIA) if the set V × of
invertible elements is open in V and inversion i : V × → V is continuous. We assume
that V has a unit element 1 . It is easily proved that multiplication and inversion
are actually smooth, and hence G = V × is a Lie group. We consider V as a global
chart of G and identify (T kG)e with 1 + (T
kV )0 where (T
kV )0 = ⊕α>0εαV .
The group (T kG) is just the group of invertible elements in the associative algebra
T kV = V ⊗K T kK . The inverse of 1 + εv is 1 − εv , and hence we get the group
commutator
[1+ ε1v,1+ ε2w] = (1+ ε1v)(1+ ε2w)(1 − ε1v)(1− ε2v) = 1+ ε1ε2(vw − wv),
which implies by the commutation relations (23.1) that the Lie algebra of G is V
with the usual commutator bracket.
Proposition 25.7. Let G = V × be the group of invertible elements in a
continuous inverse algebra. Then the group (T kG)e = (T
kV )×0 is a polynomial
group with respect to the natural chart given by the ambient K-module (T kV )0 ,
and the exponential map with respect to this polynomial group structure is given by
the usual exponential formula
exp(
∑
α>0
εαvα) =
k∑
j=0
1
j!
(
∑
α>0
εαvα)
j .
Proof. The group (T kG)e is polynomial in the natural chart since the algebra
(T kV )0 is nilpotent of order k , and hence the degree of the iterated product maps
m(j) is bounded by k . Clearly, there is just one homogeneous component of m(j)
and we have ψj(x) = ψj,j(x) = x
j . Inserting this in the formulae from Theorem
PG6, we get the usual formulae for the exponential map and the logarithm.
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25.8. Comparing the exponential map with right trivialization. Expanding all
terms in the formula for exp from the preceding proposition, we get
exp(
∑
α>0
εαvα) =
∑
α
εα
∑
ℓ
1
ℓ!
∑
Λ∈Pℓ(α)
∑
σ∈Σℓ
vσ.Λ
=
∑
ℓ
1
ℓ!
∑
Λ∈Partℓ(Ik)
εΛ
∑
σ∈Σℓ
vσ.Λ
= 1+
∑
α
εαvα +
∑
Λ:
ℓ(Λ)=2
εΛ
vΛ1vΛ2 + vΛ2vΛ1
2
+
∑
Λ:
ℓ(Λ)=3
εΛ
vΛ1vΛ2vΛ3 + . . .
6
+ . . .
(25.3)
On the other hand, the trivialization map ΨRk is in the chart T
kV described by
ΨRk (
∑
α>0
εαvα) =
↓∏
α
(1+ εαvα) = 1+
∑
α
εα
∑
λ∈P (α)
vλ1 · . . . · vλℓ
= e+
∑
εαvα +
∑
ℓ(Λ)=2
εΛvΛ1vΛ2 +
∑
ℓ(Λ)=3
εΛvΛ1vΛ2vΛ3 + . . . ,
(25.4)
where partitions are considered as ordered partitions. Comparing (25.3) and (25.4),
we see that ΨRk is defined by making one particular choice among the ℓ! terms in
the sum in exp and forgetting division by ℓ! , and in turn exp is obtained by
symmetrizing each term of ΨRk . Here, “symmetrization” is to be understood with
respect to the natural linear structure of T kV . In the case of a general Lie group,
it seems much more difficult to understand the passage from the right (or left)
trivialization to the exponential connection in terms of a suitable symmetrization
procedure.
25.9. Relation with an exponential map of G . We say that a Lie group G has an
exponential map if the following holds: for every v ∈ g there exists a unique Lie
group homomorphism γv : K → G such that γ′v(0) = v and such that the map
expG defined by
expG : g → G, v 7→ γv(1)
is smooth. In general, a Lie group will not have an exponential map; but if it does,
then the higher differentials of exp are given by the exponential map exp =: exp(k)
from Theorem 25.2, i.e.
(T k expG)o = exp
(k) : (T kg)0 → (T kG)e. (25.5)
In fact, it follows immediately from the definitions that (T k expG)0 has the proper-
ties (1), (2), (3) from Theorem 25.2 and hence agrees with exp(k) . It is instructive
to check (25.5) directly in the case of a CIA, using the Derivation Formula (7.19):
let pj(x) = xj be the j -th power in V . Then dipj(0) = 0 if i 6= j and
djpj(0)(v1, . . . , vj) =
∑
σ∈Σj
vσ(1) · · · vσ(j)
is the total polarization of pj . Thus
T k exp(0)(v) =
∑
α
εα
|α|∑
ℓ=1
∑
Λ∈Pℓ(α)
1
ℓ!
dℓpℓ(0)(vΛ)
agrees with (25.3).
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26. The canonical connection of a symmetric space
26.1. Abelian symmetric spaces. We return to the study of symmetric spaces
and start by some general (in fact, purely algebraic) remarks on abelian symmetric
(or reflection) spaces (Chapter 5). In the real, finite-dimensional case, connected
abelian symmetric spaces are always products of tori and vector spaces (cf. [Lo69]),
hence are of group type (cf. Section 5.11). In our general context, it is certainly not
true that all abelian symmetric spaces are of group type, but we will single out a
property (the “unique square root property”) which permits to define a compatible
group structure. – Recall first that a symmetric (or reflection) space is called abelian
if the group G(M) generated by all σx ◦ σy , x, y ∈ M , is abelian. In particular,
if o ∈ M is a base point, the operators Q(x) = σx ◦ σo , x ∈ M , commute among
each other. For instance, if (V, ·) is a commutative group, then
µ(u, v) = uv−1u = u2v−1 (26.1)
defines on V the structure of an abelian symmetric space, and Q(v)x = v2x is
translation by v2 . We say that a group M (resp. a symmetric space M with
base point o) admits unique square roots if, for all v ∈ M there is a unique
element
√
v ∈ M such that (√v)2 = v (resp. µ(√v, o) = v , which is the same
as Q(
√
v)o = v ).
Proposition 26.2. There is a bijection between
(1) abelian groups (V, ·) admitting unique square roots, and
(2) abelian reflection spaces with base point (V, µ, o) admitting unique square
roots.
The bijection is given by associating to (V, ·) the symmetric space structure (26.1),
and by associating to (V, µ, o) the group structure given by
u · v = µ(√u, µ(e, v)) = Q(√u)v = Q(√u)Q(√v)o. (26.2)
Proof. In this proof and on the following pages, the “fundamental formula”
(5.6) will be frequently used without further comments. – We have already seen
that (26.1) is an (abelian) reflection space structure; the square roots are unique
since the squaring operation is the same as the one for the group. Let us prove that
(26.2) defines an abelian group law on V . We have u · v = v · u since the operators
Q(
√
u) and Q(
√
v) commute by our assumption. Clearly, v ·o = o ·v = v . In order
to establish associativity, note first that√
Q(x)y = Q(
√
x)
√
y. (26.3)
In fact, we have Q(
√
x)2 = Q(Q(
√
x)o) = Q(x) and hence
Q(Q(
√
x)
√
y)o = Q(
√
x)2Q(
√
y)o = Q(x)y,
whence (26.3). Using this, associativity follows:
u · (v · w) = Q(√u)Q(√v)w,
(u · v) · w = Q(
√
Q(
√
u)v)w = Q(Q(
√√
u)
√
v)w
= Q(
√√
u)2Q(
√
v)w = Q(
√
u)Q(
√
v)w.
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Similarly, we see that the inverse of x is x−1 = Q(x)−1x , and thus (V, ·, o) is an
abelian group; it admits unique square roots since the squaring operation is the
same as the one of (V, µ, o). Finally, it is clear that both constructions are inverse
to each other.
In the sequel, abelian groups will mainly be written additively, so that v2 corre-
sponds to 2v and
√
v corresponds to 12v . Then (26.1) and (26.2) read
µ(u, v) = 2u− v, u+ v = µ(1
2
u, µ(0, v)) = Q(
u
2
)v = Q(
u
2
)Q(
v
2
)o. (26.4)
Now let (M,µ) be an arbitrary symmetric space over K . Recall that the higher
tangent bundles (T kM,T kµ) are again symmetric spaces. The purpose of this
chapter is to prove the following theorem:
Theorem 26.3. Assume (M,µ) is a symmetric space over K . There exists a
linear connection L on TM which is uniquely determined by one of the following
two equivalent properties:
(a) L is invariant under all symmetries σx , x ∈M .
(b) For all x ∈M , the symmetric space structure on (TTM)x is the canonical flat
structure associated to the K-module ((TTM)x, Lx) : for all u, v ∈ (TTM)x ,
TTµ(u, v) = 2u− v .
In particular, the fibers of TTM over M are abelian. The torsion of L vanishes.
Proof. Let us first prove uniqueness. Assume two linear connections L,L′
with Property (a) given. Then A := L − L′ is a tensor field of type (2, 1) that
is again invariant under all symmetries. From Axσx = − idTxM it follows then
that −Ax(u, v) = Ax(−u,−v) = Ax(u, v) and Ax(u, v) = 0 for all x ∈ M and
u, v ∈ TxM . Hence A = 0. The same argument also shows that the torsion of L
must vanish.
Now assume L is a linear structure on TM satisfying (b). Then multiplication
by 2 in the fiber (TTM)x is given by 2u = TTµ(u, 0x) = Q(u).0x ; it is a
bijection whose inverse is denoted by 2−1 . Thus (TTM)x has unique square
roots, and therefore addition in the fiber (TTM)x is necessarily given by (26.4):
u+v = TTµ(2−1u, TTµ(0, v)) = Q(u2 )Q(
v
2 ).0x (here Q is taken with respect to the
base point 0x ). Thus the addition is uniquely determined by the symmetric space
structure of (TTM)x . But then also the bijection
ε1TxM × ε2TxM × ε1ε2TxM → (TTM)x,
(ε1v1, ε2v2, ε1ε2v12) 7→ ε1v1 + ε2v2 + ε1ε2v12
depends only on the symmetric space structure. Since the axes are K -modules in
a canonical way, it follows that also the action of scalars on (TTM)x is uniquely
determined. Summing up, there is at most one linear structure on TTM satisfying
(b), and moreover it follows that such a linear structure will be invariant under
all automorphisms of M since it is defined by the symmetric space structure alone
(more generally, it will depend functorially on (M,µ)).
Existence of a linear structure L satisfying (b) can be proved in several ways.
In the following we give a proof by using charts, which shows also that the linear
structure is a connection. The proof relies on the following
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Lemma 26.4. If U is a chart domain of M around x with model space V , then
for all z, w ∈ (TTM)x = V × V × V ,
TTµ(z, w) = 2bz −b w,
(notion for bilinearly related structures being as in Section BA.1) where
b := bx :=
1
2
d2σx(x) : V × V → V
is given by the ordinary second differential of the symmetry σx at x in the chart
U ⊂ V .
Proof. (Cf. [Pos01, p. 64–66] for a coordinate version of the following proof
in the finite-dimensional real case.) First of all, if V1, V2, V3 are K -modules and
b ∈ Bil(V1 × V2, V3), then the symmetric structure with respect to the linear
structure Lb is given by the “Barycenter Formula” (BA.4), with r = −1:
2b(u1, u2, u3)−b (v1, v2, v3) = (2u1 − v1, 2u2 − v2, 2u3 − v3 + 2b(u1 − v1, u2 − v2)).
(26.5)
Now choose a chart U around o . From the general expression of the second tangent
map of f ,
TTf(x, u1, u2, u3) = (f(x), df(x)u1, df(x)u2, df(x)u3 + d
2f(x)(u1, u2)),
for f = µ , we get the chart formula for TTµ : TT (U × U) → TTM at the point
(x, x):
TTµ((x, x), (u1, v1), (u2, v2), (u3, v3))
=
(
µ(x, x), dµ(x, x)(u1 , v1), dµ(x, x)(u2, v2),
dµ(x, x)(u3, v3) + d
2m(x, x)((u1, v1), (u2, v2))
)
=
(
x, 2v1 − u1, 2v2 − u2, 2v3 − u3 + d2µ(x, x)((u1, v1), (u2, v2))
)
Comparing with (26.5), we see that the claim will be proved if we can show that
d2µ(x, x)((u1, v1), (u2, v2)) = d
2σx(x)(u1 − v1, u2 − v2). (26.6)
In order to prove (26.6), we assume that, in our chart, x corresponds to the origin
of V and write Taylor expansions of order 2 at the origin for σx = σ0 and for µ ,
σ0(tv) = −tv + t
2
2
d2σ0(0)(v, v) + t
2O(t),
µ(tu, tv) = t(2u− v) + t
2
2
d2µ(0, 0)((u, v), (u, v)) + t2O(t)
= t(2u− v) + t2c(u, v) + t2O(t)
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with c(u, v) := 12d
2µ(0, 0)((u, v), (u, v)) (this is not bilinear as a function of (u, v)
but is a quadratic form in (u, v)). The defining identity (M2) of a symmetric space,
p = µ(x, µ(x, p)), implies
tv = µ(0, σ0(tv)) = µ(0, t(−v + t
2
d2σ0(0)(v, v) + tO(t)))
= t(v − t
2
d2σ0(0)(v, v) − tO(t)) + t2c((0,−v +O(t))) + t2O(t)
= tv + t2(c(0,−v)− 1
2
d2σ0(0)(v, v)) + t
2O(t).
Comparing quadratic terms and letting t = 0 we get
d2σ0(0)(v, v) = 2c((0,−v)) = d2µ(0, 0) ((0,−v), (0,−v)).
This is a special case of (26.6). The general formula now follows: from the identity
µ(p, p) = p we get
∂v,vµ(x, x) =
µ(x+ tv, x+ tv)− µ(x, x)
t
|t=0 = tv
t
|t=0 = v
and hence
d2µ(0, 0)((u,w), (v, v)) = ∂(u,w)∂(v,v)µ(0, 0) = ∂(u,w)v = 0.
We write (u, v) = (v, v) + (u− v, 0), and so on, and get
d2µ(0, 0)((u1, v1), (u2, v2))
= d2µ(0, 0)((v1, v1) + (u1 − v1, 0), (v2, v2) + (u2 − v2, 0))
= d2µ(0, 0)((u1 − v1, 0), (u2 − v2, 0)) = d2σ0(0)(u1 − v1, u2 − v2)
whence (26.6), and the claim is proved.
Returning to the proof of the existence part of the theorem, using a chart U as in the
lemma, we define a linear structure on (TTF )x = TxM×TxM×TxM by Lx := Lbx
with bx =
1
2d
2σx(x). By the lemma, this linear structure satisfies Property (b) from
the theorem. We have already seen that there is at most one linear structure on
(TTM)x satisfying (b), and therefore Lx does not depend on the choice of the chart.
Thus (Lx)x∈M is a well-defined linear structure on TTM , and it is a connection
since, again by the lemma, it is bilinearly related to all chart structures via bilinear
maps bx depending smoothly on x . We have already remarked that this connection
is invariant under all automorphisms and hence satisfies also Property (a).
Corollary 26.5. If (ϕi, Ui) is a chart of M around x such that ϕi(x) = 0 and
σx(y) = −y for all y ∈ U , then in this chart the symmetric space structure on
(TTM)x is simply the usual flat structure of the vector space V × V × V .
Proof. We have d2(− id)(x) = 0 and hence bx = 0.
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For example, this may applied to the exponential map of a symmetric space, if
it exists (cf. Chapter 31, or see [BeNe04]), or to Jordan coordinates of a symmetric
space with twist ([Be00]). (In fact, it it is well-known that in the real finite
dimensional case and for any torsionfree connection one can find a chart such that
the Christoffel symbols at a given point x vanish and hence the linear structure of
(TTM)x is the canonical flat one from the chart. This generalizes to all contexts
in which one has an inverse function theorem at disposition.)
26.6. Dombrowski splitting and the associated spray. The Dombrowski splitting
(Theorem 10.5) for the canonical connection of a symmetric space is given by
Φ1 : ε1TM ×M ε2TM ×M ε1ε2TM → TTM,
(x; ε1v1, ε2v2, ε1ε2v12) 7→ ε1v1 + ε2v2 + ε1ε2v12
= ε2v2 + (ε1v1 + ε1ε2v12)
= Qx(ε2
v2
2
)Qx(ε1
v1
2
)ε1ε2v12
= Qx(ε2
v2
2
)Qx(ε1
v1
2
)Qx(ε1ε2
v12
2
).0x,
(26.7)
where Qx(y) = sysx is the quadratic map in TTM with respect to the base point
x = 0x (origin in (TTM)x ). Restricting to invariants under the canonical flip κ ,
we get a bijection of vector bundles over M
δTM ×M δ(2)TM → J2M,
(x; δu, δ(2)w) 7→ u+ κ(u) + w = Qx(ε2u
2
)Qx(ε1
u
2
)Qx(ε1ε2
w
2
).0x
which for w = 0 gives the spray
TM → J2M, (x;u) 7→ u+ κ(u) = Qx(ε2u
2
)ε1u = Qx(ε1
u
2
)ε2u.
The last expression can be rewritten, with z :M → TM being the zero section,
u+ κ(u) = TTµ(
u
2
,−κ(u)) = Tσu
2
(−κ(u)) = Tσu
2
Tz(−u)
since TTµ(v, ·) = Tσv and κ(v) = Tz(v). Compare with [Ne02a, Th. 3.4].
Corollary 26.7. The covariant derivative associated to the canonical connection
of a symmetric space M can be expressed in the following way: for x ∈ M and
v ∈ TxM let lx(v) := v˜ = 12 ◦Q(v)◦z ∈ X(M) be the canonical vector field extending
v (see proof of Proposition 5.9.). Then we have, for all X,Y ∈ X(M) and x ∈M ,
(∇XY )(x) = [lx(X(x)), Y ](x).
Proof. Chose a chart such that x corresponds to the origin 0 and let v := X(0).
Then the value of
T v˜ =
1
2
TQ(v) ◦ Tz = 1
2
Tσv ◦ Tσ0 ◦ Tz
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at the origin is given, in the chart, by
dv˜(0)w = −1
2
d2µ(0, 0)((v, 0), (w, 0)) =
1
2
d2σ0(0)(v, w)
where for the last equality we used (26.6). Hence
[l0(X(0)), Y ](0) = [v˜, Y ](0) = dY (0)v − dv˜(0)Y (0)
= dY (0)v +
1
2
d2σ0(0)(v, Y (0))
= dY (0)v + bx(v, Y (0))
= (∇XY )(0)
according to Lemma 12.2.
In [Be00], the canonical covariant derivative of a (real finite-dimensional) symmetric
space G/H has been defined by the formula from the preceding lemma.
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27. The higher order tangent structure of symmetric spaces
27.1. In this chapter we study the structure of tangent bundles T kM of a sym-
metric space for k ≥ 3. In order to simplify notation, if v ∈ (T kM)o , we will write
Q(v) for the quadratic map Qo(v) : T
kM → T kM . If the base point o ∈ M is
fixed and if we use the notation
Q := Q(M) :M ×M →M, (x, y) 7→ Q(x)y = σxσo(y)
for the quadratic map of M w.r.t. o , then the quadratic map of T kM w.r.t. 0o is
given by Q(T
kM) = T k(Q(M)).
Theorem 27.2. Assume (M,µ) is a symmetric space over K with base point
o ∈ M . For elements from the axes of (T 3M)o , the following “fundamental
commutation relations” hold: for all u, v, w ∈ ToM and i, j ∈ {1, 2, 3} ,
[Q(εiu), Q(εiv)]εjw = εjw,
[Q(εiu), Q(εjv)]εjw = εjw,
[Q(ε1u), Q(ε2v)]ε3w = ε3w + ε1ε2ε3[u, v, w],
where the commutator is taken in the group G(T 3M) and [u, v, w] is the Lie triple
product of (M, o) .
Proof. The first two relations simply take account of the fact that the fibers of
TTM = TεiTεjM are abelian symmetric spaces (Theorem 26.3), i.e. the quadratic
operators commute on the fiber.
In order to prove the third relation, recall from Theorem 6.8 that the group
DiffTK(TM) is a semidirect product of DiffK(M) with the vector group X(M). It
follows that the symmetric space automorphism group AutTK(TM) can be writ-
ten as a semidirect product of AutK(M) and a vector group which is precisely the
subspace g = Der(M) ⊂ X(M) of derivations of M , introduced in Section 5.7.
(Indeed, the TK -smooth extension X˜ of a derivation X : M → TM is again a
homomorphism of symmetric spaces, and since it it is invertible, it is an automor-
phism. We call automorphisms of the form X˜ : TM → TM infinitesimal automor-
phisms. Compare with the closely related definition of infinitesimal automorphisms
in [Lo69].)
Lemma 27.3. For all v ∈ ToM , the map Q(v) : TM → TM is an infinitesimal
automorphism. More precisely, Q(v2 ) is the infinitesimal automorphism induced by
the derivation v˜ introduced in Equation (5.9). In other words, we have Q(v2 ) = ε˜v˜ .
Proof. The automorphism Q(v) of TM is smooth over TK since it is defined
in terms of Tµ , and it preserves fibers since for all u ∈ TM ,
π(Q(v)u) = π(Tµ(v, Tµ(0o, u))) = µ(π(v), µ(o, π(u))) = µ(o, µ(o, π(u))) = π(u).
Thus Theorem 6.8 implies that Q(v) is an infinitesimal automorphism. It is induced
by the vector field
p 7→ Q(v)0p = 2v˜(p).
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Using the lemma, we can give another proof (not depending on the preceding
chapter) of the first two relations from the theorem: on TTM , the quadratic
operator is given by taking the tangent map of the infinitesimal automorphism
from the preceding lemma,
Q(ε1
v
2
) = ε˜1v˜,
and similarly for ε1 and ε2 exchanged. Then Theorem 14.4 on the Lie bracket
implies
[Q(ε1
u
2
), Q(ε2
v
2
)](w) = [ε˜1u˜, ε˜2v˜](w) = ˜ε1ε2[u˜, v˜](o) + w = 0o + w = w
since [u˜, v˜] vanishes at o (Prop. 5.9). In a similar way, again with Theorem 14.4,
we get the third relation: the triple bracket [[u˜, v˜], w˜] is given by
ε1ε2ε3[[u˜, v˜], w˜] = [[Q(
ε1u
2
), Q(
ε2v
2
)], Q(
ε3w
2
)]|ε1ε2ε3TM .
Evaluating at the base point, using that the vector field [u˜, v˜] vanishes at o (Prop.
5.9) and that Q( ε3w2 ).0 = ε3w , we get
ε1ε2ε3[u, v, w] = ε1ε2ε3[[u˜, v˜], w˜].0
= ε1ε2[u˜, v˜] · ε3w − ε3w˜(0) = [Q(ε1u
2
), Q(
ε2v
2
)].ε3w − ε3w,
which had to be shown.
Another way of stating the preceding relations goes as follows: let us introduce
(with respect to a fixed base point o ∈M ) the map
ρ := ρM :M ×M ×M →M,
(x, y, z) 7→ [Q(x), Q(y)]z = Q(x)Q(y)Q(x)−1Q(y)−1z = σxσoσyσxσoσy.z
Then, writing w =
∑
α ε
αwα , etc., we have
(T 3ρ)o,o,o(u, v, w) = w + ε
111[u100, v010, w001]. (27.1)
This follows by noting that T 3ρM = ρT 3M .
27.4. Fundamental commutation relations for elements in the axes of a symmetric
space. For elements εαuα , ε
βvβ , ε
γwγ of the axes of (T
kM)o with k ≥ 3 we have
the following “commutation relations”:
[Q(εα
uα
2
), Q(εβ
vβ
2
)]εγwγ =
{
εγwγ + ε
α+β+γ [uα, vβ , wγ ] if α ⊥ β, β ⊥ γ, α ⊥ γ,
εγwγ else,
(27.2)
where the bracket on the left hand side denotes the commutator in the group
Diff(T kM). In fact, the general case is reduced to the case k = 3; if α, β, γ
are not disjoint, then we may further reduce to the case k = 2 in which the fibers
are abelian symmetric spaces (Theorem 26.3), whence the claim in this case; in the
other case we apply Theorem 27.2.
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27.5. The derived multilinear connections on T kM . Starting with the canonical
connection L on TM , we may define a sequence of derived multilinear connections
on T kM (Chapter 17). We will give an explicit formula for the derived linear
structure on T 3M : let L1 := L be the canonical connection of the symmetric
space M and Lk := D
k−1L be the sequence of derived linear structures, and
Φk : A
k+1M → T k+1M be the corresponding linearization map. The map Φ1 :
A2M → T 2M is given by (26.7). We are going to calculate Φ2 : A3M → T 3M .
First of all, we have to calculate the tangent map TΦ1 . It is a bundle map over
the base space TM = Tε3M ; a typical point in the base is ε3v3 ∈ TxM . In the
formula for TΦ1 , the Q -operators in T
2M are replaced by the corresponding ones
in T 3M , but taken with respect to the base point ε3v3 ∈ TxM . The factor 12 in
(26.7) really stands for the map
(
1
2
)TTM : TTM → TTM, v 7→ v
2
. (27.3)
When taking its derivative with respect to ε3 , the base point ε3v3 is fixed. In the
following, the sign + without index stands for +x (addition in fiber of TTM over
x), and Q without index stands for Q0x ; the index ε3v3 labels the corresponding
operations in the fiber over ε3v3 . In the following calculation, we pass from one
base point to another via the “isotopy formula”
Qx(y) = sysososx = Qo(y)Qo(x)
−1. (27.4)
Then we have
Φ2(x; ε1v1, ε2v2, ε3v3, ε1ε2v12, ε2ε3v13, ε2ε3v23)
= (ε2v2 + ε3v3 + ε2ε3v23) +ε3v3 (ε1v1 + ε3v3 + ε1ε3v13)
+ε3v3 (ε1ε2v12 + ε3v3 + ε1ε2ε3v123)
= Qε3v3(ε2
v2
2
+ ε3v3 + ε2ε3
v23
2
) ◦Qε3v3(ε1
v1
2
+ ε3v3 + ε1ε3
v13
2
)◦
Qε3v3(ε1ε2
v12
2
+ ε3v3 + ε1ε2ε3
v123
2
).0ε3v3
= Qε3v3
(
Q(ε2
v2
4
)Q(ε3
v3
2
)Q(ε2ε3
v23
4
).0x
)
◦
Qε3v3
(
Q(ε1
v1
4
)Q(ε3
v3
2
)Q(ε1ε3
v13
4
).0x
)
◦
Qε3v3
(
Q(ε1ε2
v12
4
)Q(ε3
v3
2
)Q(ε1ε2ε3
v123
4
).0x
)
.0ε3v3
= Q(ε3
v3
2
)Q
(
Q(ε2
v2
4
)Q(ε2ε3
v23
4
).0x
)
Q
(
Q(ε1
v1
4
)Q(ε1ε3
v13
4
).0x
)
Q
(
Q(ε1ε2
v12
4
)Q(ε1ε2ε3
v123
4
).0x
)
.0x
= Q(ε3
v3
2
)Q(ε2
v2
2
)Q(ε2ε3
v23
2
)Q(ε1
v1
2
)Q(ε1ε3
v13
2
)Q(ε1ε2
v12
2
)Q(ε1ε2ε3
v123
2
).0x
where the simplifications in the last lines are due to the “fundamental formula” and
the fact that Q -operators having an εi for argument in common commute. The
formula for Φk with general k is obtained in a similar way; we state the result
without proof: if, as in Theorem 24.8, κ denotes the order-reversing permutation
V. LIE THEORY 137
κ(j) = k + 1− j , then
Φk(x; (vα)α>0) = (
↑∏
α>0
Q(εκ·α
vκ·α
2
)).0x (27.5)
where
∏↑
αAα = A0...01 ◦ . . .◦A1...1 is the composition of operators Aα in the order
given by the lexicographic order of the index set.
Theorem 27.6. The curvature of the canonical connection of a symmetric space
agrees with its Lie triple product (up to a sign): for u, v, w ∈ ToM ,
Ro(u, v)w = −[u, v, w].
Proof. We are going to use the characterization of the curvature tensor by
Theorem 18.3. (See [Lo69] and [Be00, I.2.5] for different arguments in the real finite-
dimensional case, rather using covariant derivatives.) Let τ be the transposition
(23). The formula for the connection τ · L2 and for its Dombrowski splitting Φτs
is obtained from the formula for Φ2 by exchanging ε2 ↔ ε3 , v1 ↔ v3 , v12 ↔ v13 .
Using the commutation rules, one sees that as a result one gets for Φτs a formula
of the same type as for Φs , but beginning with A ◦ B := Q(ε2 v22 )Q(ε2 v33 ) instead
of B ◦ A = Q(ε3 v32 )Q(ε2 v22 ). Using the operator formula AB = [A,B]BA , where
[A,B] is described by Theorem 27.2 (the transposition denoted there by κ is now τ ),
we see that the difference Φτs−Φs (with respect to an arbitrary chart representation)
belongs to the axis ε1ε2ε3V and is given by
−[Q(ε1v1
2
), Q(
ε2v2
2
)].ε3v3.
On the one hand, by Formula (18.7), this term is equal to ε1ε2ε3R(v1, v2)v3 ; on the
other hand, by Theorem 27.2, it is equal to ε1ε2ε3[v1, v2, v3] , whence the claim.
27.7. The structure of J3M . The preceding calculations permit to give an explicit
description of the symmetric space (J3M)o with respect to the symmetrized linear
structure Sym(DL) from Corollary 20.3. We will see that this “third order model”
is the first non-trivial one, and it contains information that is equivalent to the
Lie triple system at o . In fact, one finds that the restrictions of Sym(DL) and of
the derived linear structure DL (corresponding to the map Φ2 calculated above)
coincide on J3M , and the result of the calculation is given by the following formula,
where Φ2 is considered as an identification,
µ(δv1 + δ
(2)v2 + δ
(3)v3, δw1 + δ
(2)w2+δ
(3)w3)) = δ(2v1 − w1)+
δ(2)(2v2 − w2)+
δ(3)(2v3 − w3 − ([v1, w1, v1] + [w1, v1, w1])).
In terms of the quadratic map, this reads
Qo(δv1 + δ
(2)v2 + δ
(3)v3, δw1+δ
(2)w2 + δ
(3)w3)) = δ(2v1 + w1)+
δ(2)(2v2 + w2)+
δ(3)(2v3 + w3 + ([v1, w1, v1]− [w1, v1, w1])).
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In particular,
Q(δv) = τv + δ
(3)([v, ·, v]− [·, v, ·])
is ordinary translation by v with respect to the linear structure plus an extra term
which is the sum of a linear and a homogeneous quadratic map. Note that the Lie
triple system of (J3M, 0o) is (J
3m)0 = δm⊕ δ(2)m⊕ δ(3)m with product
[δv1 + δ
(2)v2 + δ
(3)v3, δu1 + δ
(2)u2 + δ
(3)u3, δw1 + δ
(2)w2 + δ
(3)w3] =
(0, 0, δ3[v1, u1, w1]) = (0, 0, 6 δ
(3)[v1, u1, w1])
where m is the Lie triple system of (M, o). It is nilpotent, but in general non-
abelian, and it contains (if 6 is invertible in K) all information on the original Lts
m . Thus the space (J3M)o may be considered as a “faithful model” of the original
symmetric space M in the sense that it contains all infinitesimal information on
M .
27.8. On exponential mappings. We say that a symmetric space M has an expo-
nential map if, for every x ∈M and v ∈ TxM , there exists a unique homomorphism
of symmetric spaces γv : K → M such that γ(0) = x , γ′v(0) = v , and such that
the map Expx : TxM → M , v 7→ γv(1) is smooth (cf. [BeNe05, Ch. 2]). It is
known that every real finite-dimensional symmetric space has an exponential map,
and moreover this exponential map agrees with the exponential map of the canon-
ical connection (see [Lo69]). In our general setting, not every symmetric space will
have an exponential map, but we will show in Chapter 30 that, if K is a field of
characteristic zero, there is a canonical “exponential jet”
Exp(k)x : T0((T
kM)x)→ (T kM)x
having the property that, if M has an exponential map, then Exp(k)x = T
k(Expx)0 .
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VI. Diffeomorphism groups and the exponential jet
In this final part of the main text we bring together ideas from Part V (Lie theory)
and Part IV (Higher order geometry) by considering the group G = DiffK(M)
as a sort of Lie group and relating its higher order “tangent groups” T kG =
DiffTkK(T
kM) to classical notions such as flows and geodesics.
28. Group structure on the space of sections of T kM
28.1. Groups of diffeomorphisms. We denote by DiffTkK(T
kM) the group of
diffeomorphisms f : T kM → T kM which are smooth over the ring T kK . By
Theorem 7.2, there is a natural injection
DiffK(M)→ DiffTkK(T kM), f 7→ T kf.
28.2. The space of sections of T kM . We denote by Xk(M) := Γ(M,T kM) the
space of smooth sections of the bundle T kM → M . A chart ϕ : U → V induces
a bundle chart T kϕ : T kU → T kV , and with respect to such a chart, a section
X :M → T kM over U is represented by
X(x) = x+
∑
α>0
εαXα(x) (28.1)
with (chart-dependent) vector fields Xα : U → V . The inclusions of axes ια :
TM → T kM induce inclusions
X(M)→ Xk(M), X 7→ ια ◦X = εαX.
We call such sections (purely) vectorial.
Theorem 28.3.
(1) Every section X :M → T kM admits a unique extension to a diffeomorphism
X˜ : T kM → T kM which is smooth over the ring T kK . Here, the term
“extension” means that X˜ ◦ z = X , where z :M → T kM is the zero section.
In a chart representation as above, this extension is given by
X˜(x+
∑
α
εαvα) = x+
∑
α
εα
(
vα +Xα(x)+
|α|∑
ℓ=2
∑
Λ∈Pℓ(α)
∑
j=1,...,ℓ
(dℓ−1XΛj )(x)(vΛ1 , . . . , v̂Λj , . . . , vΛℓ)
)
(where “ v̂” means that the corresponding term is to be omitted). If X is a
section of JkM over M , then the diffeomorphism X˜ preserves JkM .
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(2) There is a natural group structure on Xk(M) , defined by the formula
X · Y := X˜ ◦ Y.
In a chart representation, the group structure of Xk(M) is given by
(X · Y )(p) = p+
∑
α
εα
(
Xα(p) + Yα(p)+
|α|∑
ℓ=2
∑
Λ∈Pℓ(α)
ℓ∑
j=1
(dℓ−1XΛj )(p)
(
YΛ1(p), . . . , ŶΛj (p), . . . , YΛℓ(p)
))
.
The sections of JkM form a subgroup of Xk(M) , and the imbeddings X(M)→
Xk(M) , X 7→ εαX are group homomorphisms.
(3) The map X 7→ X˜ is an injective group homomorphism from Xk(M) into
DiffTkK(T
kM) . Elements of DiffTkK(T
kM) permute fibers over M , and
hence there is a well-defined projection
DiffTkK(T
kM)→ DiffK(M), F 7→ f := π ◦ F ◦ z.
The injection and projection thus defined give rise to a splitting exact sequence
of groups
0 → Xk(M) → DiffTkK(T kM) → DiffK(M) → 1 ,
and hence DiffTkK(T
kM) is a semidirect product of DiffK(M) and X
k(M) .
Proof. (1) We prove uniqueness and existence of the extension of X :M → T kM
by using a chart representation X : U → T kV of X . The statement to be proved
is:
(A) Let V and W be K-modules and f : U → T kW a smooth map (over K)
defined on an open set U ⊂ V . Then there exists a unique extension of f to
a map f˜ : T kU → T kW which is smooth over the ring T kK .
We first prove uniqueness. In fact, here the arguments from the proof of Theorem
7.5 apply word by word – there the uniqueness statement was proved under the
assumption that f(U) ⊂W (leading to the uniqueness statement in Theorem 7.6).
But all arguments (i.e., essentially, the second order Taylor expansion) work in the
same way for a T kK -smooth map taking values in T kW , not only in W .
Next we prove the existence part of (A). By Theorem 7.2, T kf : T kV →
T k(T kW ) is smooth over the ring T kK . We will construct a canonical smooth
map µk : T
k(T kW ) → T kW such that f˜ := µk ◦ T kf has the desired properties.
Recall that T kK is free over K with basis εα , α ∈ Ik . The algebraic tensor
product T kK⊗KT ℓK is again a commutative algebra over K , isomorphic to T k+ℓK
after choice of a partition Nk+ℓ = Nk∪˙Nℓ . For any commutative algebra A , the
product map A ⊗ A → A is an algebra homomorphism, so we have, since T kK is
commutative, a homomorphism of K -algebras
T km : T 2kK ∼= T kK⊗K T kK→ T kK.
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Explicitly, with respect to the K -basis εα ⊗ νβ , α, β ∈ Ik (where the νi obey the
same relations as the εi ), it is given by
T km(
∑
α,β∈Ik
tα,β ε
α ⊗ νβ) =
∑
γ∈Ik
εγ
∑
α,β∈Ik
α+β=γ
tα,β.
For any K -module V , the ring homomorphism T km : T 2kK → T kK induces a
homomorphism of modules
µk : T
2kV = V ⊗K T 2kK→ T kV = V ⊗K T kK,
x+
∑
α,β∈Ik
(α,β)6=0
εανβvα,β 7→ x+
∑
γ∈Ik
εγ
∑
α,β∈Ik
α+β=γ
vα,β .
This map is T 2kK -linear (recall that any ring homomorphism R → S induces an
R -linear map VR → VS of scalar extensions; here R = T 2kK , S = T kK). It is of
class C0 since it is a finite composition of certain sums and projections which are
all C0 , and hence µk is of class C
∞ over T 2kK . There are two imbeddings of T kK
as a subring of T 2kK ∼= T kK ⊗ T kK having image 1 ⊗ T kK , resp. T kK ⊗ 1; thus
µk is also smooth over these rings. Therefore, if we let
f˜ := µk ◦ T kf : T kU → T 2kW → T kW,
f˜ is smooth over T kK (which we may identify with T kK ⊗ 1 ⊂ T 2kK). Let us
prove that it is an extension: for all x ∈ U ,
f˜(x) = µk(T
kf(x)) = µk(f(x)) = f(x)
where the second equality holds since T kf(x) = T kf(x + 0) = f(x) and the third
equality holds since µk(x+
∑
α ε
αvα,0) = x+
∑
α ε
αvα,0 , i.e. µk ◦ ι = idTkM , where
ι : T kV → T 2kV is the imbedding induced by T kK → T 2kK , r 7→ r ⊗ 1. Thus
claim (A) is completely proved.
Now we prove part (1) of the theorem. The extension X˜ of X is defined,
locally, by using (A) in a chart representation; by the uniqueness statement of (A),
this extension does not depend on the chart and hence is uniquely and globally
defined. (See also Remark 28.4 for variants of this proof.) The chart formula
given in the claim is simply Formula (28.2), where f = X = pr1+
∑
α ε
αXα is
decomposed into its (chart-dependent) components according to Formula (28.1).
All that remains to be proved is that X˜ is bijective with smooth inverse. This will
be done in the context of the proof of part (2).
(2) Clearly, X · Y is again a smooth section of T kM , and hence the product
is well-defined. The uniqueness part of (1) shows that X˜ · Y = X˜ ◦ Y˜ since both
sides are T kK -smooth extensions of X˜ ◦ Y . This property implies associativity:
(X · Y ) · Z = X˜ · Y ◦ Z = X˜ ◦ Y˜ ◦ Z = X˜ ◦ (Y · Z) = X · (Y · Z).
Moreover, for the zero section z :M → T kM we have z˜ = idTkM and hence z is a
neutral element.
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All that remains to be proved is that X has an inverse in Xk(M). Equiva-
lently, we have to show that X˜ is bijective and has an inverse of the form Z˜ for
some Z ∈ Xk(M). This is proved by induction on k . In case k = 1, X˜ is fiberwise
translation in tangent spaces and hence is bijective with (X˜)−1 = −˜X . For the
case k = 2, see the explicit calculation of (X˜)−1 in the proof of Theorem 14.3. For
the proof of the induction step for general k , we give two slightly different versions:
(a) First version. Note that the chart formula for X · Y from the claim is a
simple consequence of the chart formula for X˜(v) from Part (1) (take v = Y (x)).
This formula shows that left multiplication by X , lX : X
k(M) → Xk(M), Y 7→
X ·Y , is an affine-multilinear self-map of the multilinear space Xk(M) in the sense
explained in Section MA.19. Moreover, lX is unipotent, hence regular, and by the
affine-multilinear version of Theorem MA.6 (cf. MA.19) it is thus bijective. Now let
Z := (lX)
−1(0) where 0 := z is the zero section. Then X ·Z = lX ◦ (lX)−1(0) = 0.
Similarly, Y · X = 0, where Y := (rX)−1(0) is gotten from the bijective right
multiplication by X . It follows that X is invertible and X−1 = Z = Y .
(b) Second version. Note first that, if εαX , εαY with X,Y ∈ X(M) are
purely vectorial, then εαX · εαY = εα(X +Y ), as follows from the explicit formula
in Part (2). Thus εαX is invertible with inverse εα(−X). One proves by induction
that every element X ∈ Xk(M) can be written as a product of purely vectorial
sections (Theorem 29.2): X =
∏↑
α ε
αXα , and hence X is invertible.
(3) We have already remarked that X 7→ X˜ is a group homomorphism, and
injectivity follows from the extension property. Next we show that the projection is
well-defined. More generally, we show that a T kK -smooth map F : T kM → T kN
maps fibers to fibers. In fact, letting f := F ◦ z : M → T kN , we are in
the situation of Statement (A) proved above. It follows that F = f˜ is, over
a chart domain, given by the formula from Theorem 7.5, which clearly implies
that F (x +
∑
α>0 ε
αvα) ∈ F (x) +
∑
α>0 ε
αW , and hence F maps fibers to fibers.
In particular, the projection DiffTkK(T
kM) → DiffK(M) is well-defined. Let us
prove that the imbedded image Xk(M) is the kernel of the natural projection
DiffTkK(T
kM) → DiffK(M), F 7→ f . In fact, X := F ◦ z : M → T kM is a
section of T kM iff f = idM . But then, by the uniqueness statement in Part
(1), F = X˜ ; conversely, for any X ∈ Xk(M), X˜ clearly belongs to the kernel of
the projection. Finally, it is clear that f 7→ T kf is a splitting of the projection
DiffTkK(T
kM)→ DiffK(M).
28.4. Comments on Theorem 28.3 and its proof. For the real finite-dimensional
case of Theorem 28.3 (2), see [KM87, Theorem 4.6] and [KMS93, Theorem 37.7],
where the proof is carried out in the “dual” picture, corresponding to function-
algebras. The proof given there has the advantage that the problem of bijectivity
(i.e., the existence of inverses) is easily settled by using the Neumann series in a
nilpotent associative algebra, but it does not carry over to our general situation.
Moreover, in a purely real theory it is less visible why the extension of a section X
to a diffeomorphism X˜ is so natural.
Comparing with the proof of [KMS93, Theorem 37.7], the proof of the exis-
tence part in (1) may be reformulated as follows. We define X˜ = µ2k,k ◦T kX where
µ2k,k : T
2kM → T kM is the natural map which, in a chart representation, is given
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by µk : T
k(T kV ) → T kV . Note that, for k = 1, µ2,1 : TTM → TM can directly
be defined by
µ2,1 = a ◦ (p1 ×M p2) : TTM → TM ×M TM → TM,
where pi : TTM → TM , i = 1, 2, are the canonical projections and a : TM ×M
TM → TM the addition map of the vector bundle TM →M . In a chart,
µ2,1(x + ε1v1 + ε2v2 + ε1ε2v12) = x+ ε(v1 + v2)
which corresponds to the formula for µ1 : TTV → TV .
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29. The exponential jet for vector fields
29.1. The “Lie algebra of Xk(M)”. As explained in the introduction, heuristically
we may think of G := DiffK(M) as a Lie group with Lie algebra g = X(M). Then
the group DiffTkK(T
kM) takes the roˆle of T kG and the group Xk(M) the one of
(T kG)e . The Lie algebra of T
kG is then T kg = g⊗K T kK and therefore the one of
Xk(M) has to be (T kg)0 = ⊕α>0εαg . It is the space of sections of the axes-bundle
AkM =
⊕
α∈Ik,α>0
εαTM . The space of sections of AkM will be denoted by
Ak(M) := Γ(M,AkM) =
⊕
α∈Ik,α>0
εαX(M). (29.1)
We will construct canonical bijections Ak(M) → Xk(M), taking the roˆle of left-
trivialization, resp. of an exponential map.
Theorem 29.2. There is a bijective “left trivialization” of the group Xk(M) ,
given by
Ak(M)→ Xk(M), (Xα)α 7→
↑∏
α∈Ik
α>0
εαXα,
where the product is taken in the group Xk(M) , with order corresponding to the
lexicographic order of the index set Ik . Then the product in X
k(M) is given by
↑∏
α
εαXα ·
↑∏
β
εβYβ =
↑∏
γ
εγZγ
with Zγ given by the “left product formula” from Theorem 24.7.
Proof. First of all, note that Theorem 14.4 implies the following commutation
relations for purely vectorial elements in the group Xk(M): for all vector fields Xα ,
Yβ ∈ X(M),
[εαXα, ε
βYβ ] = ε
α+β[Xα, Yβ], (29.2)
where the last bracket is taken in the Lie algebra X(M). Now we define the map
Ψ : Ak(M) → Xk(M), (Xα)α 7→
∏↑
α∈Ik
α>0
εαXα as in the claim and show that it is
a bijection. We claim that the image of Ψ is a subgroup of Xk(M). In fact, this
follows from the relations (29.2): re-ordering the product of two ordered products
is carried out by the procedure described in the proof of Theorem 24.7 and leads
to the left-product formula mentioned in the claim. Thus the image of Ψ is the
subgroup of Xk(M) generated by the purely vectorial sections, with group structure
as in the claim. But this group is in fact the whole group Xk(M): using the explicit
chart formula for the product in Xk(M) (Theorem 28.3 (2)), it is seen that Ψ is a
unipotent multilinear map between multilinear spaces over K , whence is bijective
(Theorem MA.6).
In the same way as in the theorem, a “right-trivialization map” Ak(M)→ Xk(M)
is defined. Next we prove the analog of Theorem 25.2 on the exponential map:
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Theorem 29.3. Assume that K is a non-discrete topological field of characteris-
tic zero and M is a manifold over K . Then there is a unique map expk : Ak(M)→
Xk(M) such that:
(1) In every chart representation, expk is a polynomial map (of degree at most
k ); equivalently, expLk := Ψ
−1 ◦ expk : Ak(M) → Ak(M) , with Ψ as in the
preceding theorem, is a polynomial map,
(2) for all n ∈ Z and X ∈ Γ(M,AkM) , exp(nX) = (expX)n ,
(3) on the axes, expk agrees with the inclusion maps, i.e., if X : M → TM is a
vector field, then exp(εαX) = εαX is the purely vectorial section correspond-
ing to εαX .
Proof. As for Theorem 25.2, this in an immediate consequence of Theorem PG.6,
applied to the polynomial group Xk(M).
Theorem 29.4. The map expk from the preceding theorem commutes with the
canonical action of the symmetric group Σk and hence restricts to a bijection
expk : (Ak(M))Σk = ⊕kj=1δ(j)X(M) = Γ(⊕kj=1δ(j)TM)→ (Xk(M))Σk = Γ(JkM).
In particular, we get an injection
X(M)→ Gk(M), X 7→ ˜expk(δX)
such that ˜expk(δnX) = (
˜expk(δX))
n for all n ∈ Z.
Proof. This is the analog of Theorem 25.4, and it is proved in the same way.
29.5. Smooth actions of Lie groups. Assume G is a Lie group over K , acting
smoothly on M via a : G ×M → M . Deriving, we get an action T ka : T kG ×
T kM → T kM of T kG on T kM . Then T ka(g, ·) is smooth over T kK and hence
belongs to the group DiffTkK(T
kM). Therefore we may consider T ka and (T ka)e
as group homomorphisms
T ka : T kG→ DiffTkK(T kM), resp. (T ka)e : (T kG)e → Xk(M).
In particular, for k = 1 we get a homomorphism of abelian groups g = TeG →
X(M), associating to X ∈ g the “induced vector field on M ”, classically often
denoted by X∗ ∈ X(M). This map is a Lie algebra homomorphism since T 2a is a
group homomorphism and the Lie bracket on g , resp. on X(M), can be defined in
similar ways via group commutators (Theorem 14.5 and Theorem 23.2). Taking a
direct sum of such maps, we get a Lie algebra homomorphism (T kg)0 → Ak(M),
and from the uniqueness property of the exponential map we see that the following
diagram commutes:
(T kG)e
Tka→ Xk(M)
exp ↑ ↑ expk
(T kg)0 → Ak(M)
Summing up, everything behaves as if a : G → Diff(M) were a honest Lie group
homomorphism.
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29.6. Relation with the flow of a vector field. The diffeomorphism ˜expk(δX) of
T kM (Theorem 29.4) can be related to the k -jet of the flow of X , if flows exist. Let
us explain this. We assume that K = R and M is finite-dimensional (or a Banach
manifold). Then any vector field X ∈ X(M) admits a flow map (t, x) 7→ FlXt (x),
defined on some neighborhood of {0} × M in R × M (cf. [La99, Ch. IV]). In
general, FlX1 is not defined as a diffeomorphism on the whole of M , and this
obstacle prevents us from defining the exponential map of the group G = Diff(M)
by exp(X) := FlX1 . Nevertheless, this is what one would like to do, and one may
give some sense to this definition by fixing some point p ∈ M and by considering
the subalgebra
X(M)p := {X ∈ X(M)|X(p) = 0, ∀Y ∈ X(M) : [X,Y ](p) = 0}
of vector fields vanishing at p of order at least 2. Then it is easily seen from the proof
of the existence and uniqueness theorem for local flows that, for all X ∈ X(M)p ,
exp(X) := FlX1 is defined on some open neighborhood of p , and moreover that
Tp(exp(X)) = idTpM (cf., e.g., [Be96, Appendix (A2)]). Thus the group Diff(M)p
of germs of local diffeomorphisms that are defined at p and have trivial first order
jet there, admits an exponential map given by exp = Fl1 : X(M)p → Diff(M)p .
We claim that, under these assumptions, the k -jet of FlX1 at p is given by the map
from Theorem 29.4:
( ˜expk(δX))p = (T
k(FlX1 ))p,
or, in other words, that the following diagram commutes:
Diff(M)p
Tk→ Gk(M) evp→ Amk,1(T kM)p
Fl1 ↑ ↑ evp
X(M)p
X 7→δX→ Ak(M) expk→ Gk(M)
where Amk,1(T kM)p denotes the affine-multilinear group of the fiber (T
kM)p . The
proof is by using the uniqueness of the map exp from Theorem PG.6: we contend
that the map X 7→ (T k(FlX1 ))p also has the properties (1) and (2) from Theorem
PG.6 and hence coincides with the exponential map constructed above by using
Theorem PG.6. Now, Property (1) follows by observing that
T k(FlnX1 ) = T
k((FlX1 )
n) = (T k(FlX1 ))
n,
and Property (2) follows from the fact that Tp(Fl
X
1 ) = idTpM (here we need the
fact that X vanishes at p of order at least two, cf. [Be96, Appendix (A.2)]) and
hence our candidate for the exponential mapping acts trivially on axes, as it should.
Summing up, for any X ∈ X(M)p the k -jet of exp(X) at p may be constructed in a
purely “synthetic way”, i.e., without using the integration of differential equations.
If X does not belong to X(M)p , then there still is a relation, though less canonical,
with the k -jet of the flow of X , see the next subsection.
29.7. Relation with “Chapoton’s formula”. If X is a vector field on V = Rn ,
identified with the corresponding map V → V , then the local flow of X can be
written
FlXt (v) = v +
∑
j≥1
tj
j!
X⋆j(v)
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where
(X ⋆ Y )(x) = (∇XY )(x) = dY (x) ·X(x)
denotes the product on X(V ) given by the canonical flat connection of V , and
X⋆j+1 = X ⋆ X⋆j are the powers with respect to this product – see [Ch01, Prop.
4]. Thus, letting t = 1, the exponential map associated to the Lie algebra of vector
fields on V can be written as a formal series
exp(X) = idV +
∑
j≥1
tj
j!
X⋆j.
This formal series may be seen as the projective limit of our expk(δX) : V → JkV
for k → ∞ (cf. Chapter 32). In fact, according to Theorem PG.6, we have the
explicit expression of the exponential map of the polynomial group Xk(V ) by
exp(δX) =
∑k
j=1
1
j!ψj,j(δX) where ψj,j(X) is gotten from the homogeneous term
of degree j in the iterated multiplication map m(j) . The chart formula in the
global chart V for the product (Theorem 28.3 (2)) permits to calculate these terms
explicitly, leading to the formula
expk(δX) = idV +
∑
j≥1
δ(j)
j!
X⋆j .
A variant of these arguments is implicitly contained in [KMS93, Prop. 13.2]
where the exponential mapping of the “jet groups” is determined: for a vector field
X vanishing at the origin, exp(jk0X) = j
k
0Fl
X
1 .
148 DIFFERENTIAL GEMETRY OVER GENERAL BASE FIELDS AND RINGS
30. The exponential jet of a symmetric space
30.1. As an application of the preceding results, we will construct a canonical
isomorphism Expk : A
kM → T kM (called the exponential jet, cf. Introduction)
for symmetric spaces over K . In order to motivate our construction, we start by
considering the group case, where such a construction has already been given in
Chapter 25 (cf. also Section 29.5). We relate those results to the context explained
in the preceding chapters.
30.2. Case of a Lie group. We continue to assume that K is a non-discrete
topological field of characteristic zero. We construct the exponential jet Expk :
AkG → T kG as follows: for X ∈ g , let XR ∈ X(G) be the right-invariant vector
field such that XR(e) = X . The “extension map”
lR : g → X(G), X 7→ lR(X) := XR
is injective. Denote by
(T klR)0 : (T
kg)0 → (T kX(G))0 = Ak(G)
its scalar extension (simply a direct sum of copies of lR ). Then the exponential
map Exp = Expk : (T
kg)0 → (T kG)e of the polynomial group (T kG)e (Theorem
25.2) is recovered from these data via
Expk(X) = (exp((T
klR)X))(e) :
(T kG)e
eve← Xk(G)
Exp ↑ ↑ expk
(T kg)0
(TklR)0→ Ak(G)
In fact, this is seen by the arguments given in Section 29.5, applied to the action of
G on itself by left translations.
In the case of finite dimension over K = R (or for general real Banach Lie-
groups), the group G does admit an exponential map Exp : g → G in the sense
explained in Section 25.9, and it is well-known that then the exponential map of G
is given by exp(X) = FlX
R
1 (e), i.e., by the commutative diagram
G
eve← Diff(G)
Exp ↑ ↑ Fl1
g
lR→ X(G)c
(where X(G)c is the space of complete vector fields on G). The preceding definition
is obtained by applying, formally (i.e., as if Diff(G) were a Lie group), the functor
(T k)0 to this diagram.
30.3. Exponential jet of a symmetric space. Assume M is a symmetric space over
K with base point o ∈ M . Recall from the proof of Prop. 5.9 that every tangent
vector v ∈ ToM admits a unique extension to a vector field l(v) (denoted by v˜
in Chapter 5) such that l(v) is a derivation of M and σo · l(v) = −l(v). The
“extension map” l := lo : ToM → X(M) is linear, and its higher order tangent map
(T kl)0 : (A
kM)o → Ak(M) is simply a direct sum ⊕α>0εαl of copies of this map.
VI. DIFFEOMORPHISM GROUPS 149
Theorem 30.4. Let (M, o) be a symmetric space over K and assume that K is
non-discrete topological field of characteristic zero. Then the map Exp := Expk :
(AkM)o → (T kM)o defined by
Expk(v) = (expk(T
kl(v)))(o) :
(T kM)o
evo← Xk(M)
Exp ↑ ↑ expk
(AkM)o
(Tkl)0→ Ak(M)
is a unipotent multilinear isomorphism of fibers over o ∈ M commuting with the
action of the symmetric group Σk . Moreover, Expk satisfies the “one-parameter
subspace property” from Section 27.8: for all u ∈ (AkM)o , the map
γu : K→ (T kM)o, t 7→ Expk(tu)
is a homomorphism of symmetric spaces such that γ′u(0) = u . In particular, the
property Exp(nu) = (Exp(u))n holds for all n ∈ Z (where the powers in the
symmetric space (T kM)o are defined as in Equation (5.5)).
Proof. By its definition, Expk is a composition of multilinear maps and hence
is itself multilinear. In order to prove that Expk is bijective, it suffices, according
to Theorem MA.6, to show that the restriction of Expk to axes is the identity
map. But this is an immediate consequence of the corresponding property of the
map expk (Theorem 29.3, (3)): let v = ε
αvα be an element of the axis ε
αV ; then
X := T kl(εαvα) = ε
αl(vα) is a purely vectorial section, hence expk applied to this
section is simply given by inclusion of axes. Evaluating at the base point, we get
(expk(ε
αl(vα)))(o) = ε
αl(vα)(o) = ε
αvα
since evo ◦l = id. The map Exp commutes with the Σk -action since so do all maps
of which it is composed.
Finally, we prove the one-parameter subspace property. In a first step, we
show that, for all n ∈ Z , Exp(nu) = Exp(u)n . We write u = x +∑α εαvα ; then,
using that expk(nX) = (expk(X))
n ,
Exp(nu) = expk(n
∑
α
εαl(vα)).o = (exp(
∑
α
εαl(vα)))
n.o
= (exp(
∑
α
εαl(vα)).o)
n = (Expu)n,
where the third equality is due to a general property of symmetric spaces: if (N, p)
is a symmetric space with base point and g ∈ Aut(N) such that σp ◦ g ◦ σp = g−1 ,
then (g.p)n = gn.p . (This is proved by an easy induction, using the definition of
the powers in a symmetric space given in Equation (5.5).) This remark is applied
to (N, p) = ((T kM)o, 0o) and g = expk(
∑
α ε
αl(vα)).
Now let γ(t) := Exp(tu). Then, in any chart representation, γ(t) = tu
modulo higher order terms in t (since Exp is unipotent, as already proved), and
hence γ′(0) = u . We have to show that γ : K → T kM is a homomorphism of
symmetric spaces. As we have just seen, γ(n) = (γ(1))n . By power associativity
in symmetric spaces (cf. Equation (5.7)), and denoting by µ the binary product
in the symmetric spaces K , resp. T kM , this implies γ(µ(n,m)) = γ(2n − m) =
(γ(1))2n−m = µ(γ(m), γ(n)), and thus the restriction of γ to Z is an “algebraic
symmetric space homomorphism”. But γ : K → (T kM)o is a polynomial map
between two symmetric spaces with polynomial multiplication maps, and hence by
the “polynomial density argument” used several times in Section PG, it follows that
also γ must be a homomorphism.
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As in Step 1 of the proof of Theorem PG.6, it is seen that γu is the only
polynomial one-parameter subspace with γ′u(0) = u . We do not know wether
this already implies that γu is the only smooth one-parameter subspace with this
property.
In the finite-dimensional case over K = R , it is known that the exponential
map of a symmetric space can be defined by
Expo(v) = Fl
l(v)
1 (o) = evo ◦Fl1 ◦l :
M
evo← Diff(M)
Exp ↑ ↑ Fl1
ToM
l→ X(M)c
(see [Lo69], [Be00, I.5.7]). As in the case of Lie groups, the definition of Expk from
the preceding theorem is formally obtained by applying the functor (T k)0 to this
diagram.
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31. Remarks on the exponential jet of a general connection
31.1. The exponential jet. As explained in the Introduction (Section 0.16), for
real finite dimensional or Banach manifolds M equipped with a (torsionfree) linear
connection on TM , we can define a canonically associated bundle isomorphism
T k Exp : AkM → T kM , called the exponential jet (of order k ). For a general
base field or -ring K , there is no exponential map Expx , but still it is possible
to construct a bundle isomorphism AkM → T kM having all the good properties
of the exponential jet and coinciding with T k Exp in the real finite-dimensional or
Banach case. In the following, we explain the basic ideas of two different approaches
to such a construction; details will be given elsewhere.
31.2. Vector field extensions. The definition of the exponential jet for Lie groups
and symmetric spaces in the preceding chapter suggests the following approach:
in the real finite-dimensional case, every connection L gives rise to a, at least
locally, on a star-shaped neighborhood U of x defined “vector field extension map”
l := lx : TxM → X(U), assigning to v ∈ TxM the adapted vector field l(v) which
is defined by taking as value (l(v))(p) ∈ TpM the parallel transport of v along
the unique geodesic segment joining x and p in U . Then clearly l is linear, and
l(v)(x) = v . Moreover, one may check that the covariant derivative of L is recovered
by (∇XY )(x) = [lx(X(x)), Y ](x). The exponential map Expx is given, as in the
preceding chapter, by Expx(v) = (Fl
l(v)
1 )(x).
For general base fields and rings K , one may formalize the properties of such
“vector field extension maps”. One does not really need the whole vector field
l(v) ∈ X(U), but only its k -jet at x . Then one may try to define the exponential
jet in a “synthetic way” by using the exponential maps of the polynomial groups
Gm1,k(T kM)x and Am
1,k(T kM)x acting on the fiber over x .
31.3. The geodesic flow. Another “synthetic” approach to the exponential jet is
motivated as follows: in the classical case, if the connection is complete, the geodesic
flow Φt : TM → TM is the flow of a vector field S : TM → T (TM) which is called
the spray of the connection and which is equivalent to the (torsionfree part of) the
connection itself (cf. Chapter 11). Then the exponential map Expx : TxM → M
at a point x ∈ M is recovered from the flow FlS1 via Expx(v) = π(FlS1 (v)), where
π : TM →M is the canonical projection:
TM
FlS1→ TM
↑ ↓
TxM
Expx→ M
Applying the k -th order tangent functor T k to this diagram and restricting to the
fiber over 0x , we express the exponential jet via the k -jet of Fl
S
1 and canonical
maps:
T k+1M
Tk FlS1→ T k+1M
↑ ↓
T k(TxM)
Tk(Expx)→ T kM
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As explained in Chapter 29, under some conditions, the map T k FlS1 can be ex-
pressed in our general framework via exp(δS), and thus we should get an expression
of the exponential jet in terms of maps that all can be defined in a “synthetic” way.
However, the problem in the preceding diagram is that we cannot simply restrict
everything to the fiber over x ∈ M , because Expx does not take values in some
“fiber over x”. One may try to overcome this problem by deriving once more, or, in
other words, by introducing one more scalar extension, thus imbedding AkM into
T k+2M and not into T k+1M and defining
Expk := pr ◦ ˜exp(δS) ◦ ι :
T k+1(TM)
˜exp(δS)→ T k+1(TM)
ι ↑ ↓ pr
AkM
Expk→ T kM
where the imbedding ι and the projection pr are defined by suitable choices of
k infinitesimal units among the k + 2 infinitesimal units ε0, . . . , εk+1 , and the
diffeomorphism ˜exp(δS) : T k+2M → T k+2M is associated to the spray S : Tε0M →
Tε1Tε0M of the connection L in the way described by Theorem 29.4.
31.4. Jet of the holonomy group. A major interest of the construction of the
exponential jet, either in the way indicated in 31.2 or in the one from 31.3, should
be the possibility to describe the k -jet of the holonomy group of (M,L) at x . It
should be given by parallel transport along “infinitesimal rectangles”, which can be
developed at arbitrary order into its “Taylor series”. All these are interesting topics
for further work.
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32. From germs to jets and from jets to germs
32.1. Infinity jets (the functor J∞ ). The jet projections πℓ,k : J
kM → JℓM (k ≥
ℓ) form a projective system, i.e., if k1 ≥ k2 ≥ k3 , then πk3,k1 = πk3,k2 ◦ πk2,k1 (cf.
Equation (8.6)). Therefore we can form the projective limit J∞M := lim← J
kM .
We do not define a topology on J∞M . As usual for projective limits, we have
projections
πk : J
∞M → JkM, u = (u0, u1, u2, . . .) 7→ uk
(where uj ∈ JjM with uj = πj,i(ui)). In particular,
π0 : J
∞M →M, u = (u0, u1, u2, . . .) 7→ u0
is the projection of the “algebraic bundle J∞M ” onto its base M . Clearly, smooth
maps f : M → N induce maps J∞f : J∞M → J∞N , and the functorial rules
hold. For instance, for every Lie group G we get an abstract group J∞G . Note
that it is not possible to define a functor T∞ in the same way since the projections
associated to T k form a cube and not an ordered sequence of projections.
32.2. Formal jets. There are several possible ways to define homomorphisms
between fibers (JkM)x → (JkN)y , x ∈ M , y ∈ N , k ∈ N ∪ {∞} . Our definition
will be such that, for k =∞ , homomorphisms in a fixed fiber essentially correspond
to “formal power series”. First, for k ∈ N and x ∈M and y ∈ N , we let
Jkx (M,N)y := Hom((J
kM)x, (J
kN)y)),
where “Hom” means the space of all algebraic homomorphisms f : (JkM)x →
(JkN)y in the strong sense that f comes from a totally symmetric and shift-
invariant homomorphism of multilinear spaces f˜ : (T kM)x → (T kN)x . (One would
also get a category if one only requires that f˜ be weakly symmetric in the sense of
Section SA.2. But the condition of total symmetry and shift-invariance is necessary
if one wants to integrate jets to germs, see below.) A formal jet (from the fiber at
x ∈ M to the fiber at y ∈ N ) is the projective limit f∞ : (J∞M)x → (J∞N)y
given by a family fk ∈ Jkx (M,N)y , k ∈ N , such that πℓ,k ◦fk = fℓ◦πℓ,k . We denote
by J∞x (M,N)y the set of formal jets from x to y . For instance, if h : M → N is
a smooth map such that h(x) = y , then (J∞h)x : (J
∞M)x → (J∞N)y is a formal
jet. It is not required that all formal jets are obtained in this way – see Section 32.5
below.
32.3. Germs. For manifolds M,N over K and x ∈ M , y ∈ N , we denote by
Gx(M,N)y the space of germs of locally defined smooth maps f from M to N
such that f(x) = y , defined as usual by the equivalence relation f ∼ g iff the
restrictions of f and g agree on some neighborhood of x . Then the k -jet (Jkf)x
of a representative f of [f ] = f/ ∼ does not depend on the choice of f because,
in a chart, f |U = g|U implies, by the “Determination Principle” (Section 1.2),
f [k]|U [k] = g[k]|U [k] (notation from Chapter 1) and hence dkf(x) = dkg(x) for all
x ∈ U . Therefore, for all k ∈ N∪{∞} , we have a well-defined k -th order evaluation
map
evkx : Gx(M,N)y → Jkx (M,N)y, [f ] 7→ (Jkf)x
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assigning to a germ at x its k -th order jet there. The kernel of evkx is the space of
germs vanishing of order k + 1 at x ; if k = ∞ and ev∞x ([f ]) = 0, we say that f
vanishes of infinite order at x .
Proposition 32.4. Assume the integers are invertible in K . Then, for all k ∈ N
and x ∈M , y ∈ N , the k -th order evaluation map evkx is surjective.
Proof. Let f ∈ Jkx (M,N)y , i.e., f is given by a totally symmetric and shift-
invariant homomorphism f˜ : (T kM)x → (T kN)y . We choose bundle charts at x
and at y and represent f˜ in the usual form of a homomorphism of multilinear maps
f˜(
∑
α
εαvα) =
∑
α
εα
|α|∑
ℓ=1
∑
Λ∈Pℓ(α)
bΛ(vΛ1 , . . . , vΛℓ).
As shown in Theorem SA.16, total symmetry and shift-invariance imply that bΛ
depends essentially only on ℓ = ℓ(Λ): there exist multilinear maps dℓ : V ℓ → V (in
the usual sense) such that
f˜(
∑
α
εαvα) =
∑
α
εα
|α|∑
ℓ=1
∑
Λ∈Pℓ(α)
dℓ(vΛ1 , . . . , vΛℓ).
Then we define, still with respect to the fixed charts, on a neighborhood of x , a
map
F (x+ h) := y +
k∑
ℓ=1
1
ℓ!
dℓ(h, . . . , h).
Then dℓF (x) = dℓ and hence, by Theorem 7.5., (T kF )x = f˜ , whence (J
kF )x = f .
Therefore, the germ [F ] ∈ Gx(M,N)y satisfies evkx([F ]) = f .
In particular, for k ∈ N , the evaluation maps from germs of curves to JkM ,
evk0 : G0(K,M)x → Jk0 (K,M)x ∼= (JkM)x,
[α] 7→ (Jkα)0 ∼= (Jkα)0(δ1)
are surjective.
32.5. From jets to germs. The problem of “integrating jets to germs” amounts
to construct some sort of inverse of the “infinite order evaluation map” ev∞x :
Gx(M,N)y → J∞x (M,N)y . However, in general this map is not invertible – there
are obstructions both to surjectivity and to injectivity.
(a) Failure of surjectivitiy. Convergence. Let us call the image of ev∞x in
J∞x (M,N)y the space of integrable jets. For a general topological field or ring K
it seems impossible to give some explicit description of this space. But if, e.g.,
K is a complete valued field, then we have the notion of convergent power series
(see, e.g., [Se65]), and we may define the notion of convergent jets. Then the
convergent jets are integrable. For instance, if G is a Lie group, then the sequence
of exponential maps expk : (J
kg)0 → (JkG)e defines a formal jet exp∞ ∈ J∞0 (g, G)e
with inverse log∞ . It is of basic interest to know wether these jets are integrable
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or not. Our construction of expk and logk is explicit enough (Theorem 25.2) to
provide estimates assuring convergence in suitable situations.
(b) Failure of injectivity. Analyticity. The kernel of the evaluation map ev∞x
in J∞x (M,N)y is the space of germs of smooth maps vanishing of infinite order at
x and hence measures, in some sense, the “flabbiness” of our manifolds. In order
to control this kernel one needs some sort of rigidity, e.g., the assumption that our
manifolds are analytic (where again we need additional structures on K such as
above).
Summing up, under the above mentioned assumptions, the construction of an
inverse of ev∞x would look as follows: given an infinite jet f ∈ J∞x (M,N)y , we pick
a chart around x and write f =
∑∞
j=0 δ
(j)dj (i.e., f = lim← fk , fk =
∑k
j=0 δ
(j)dj ),
then, if this jet is convergent, we let in a chart
F (x+ h) =
∞∑
j=0
1
j!
dj(h, . . . , h),
which is “well-defined up to terms vanishing of infinite order at x”.
32.6. Analytic structures on Lie groups and symmetric spaces. It is a classical
result that finite-dimensional real Lie groups admit a compatible analytic Lie group
structure. Recently, this result has been extended to the case of Lie groups over
ultrametric fields by H. Glo¨ckner [Gl03c]. However, the proof uses quite different
methods than in the real case. It seems possible that, with the methods presented
in this work, a common proof for both cases could be given, including also the case
of symmetric spaces. The first step should be to prove that, in finite dimension over
a complete valued field, the exponential jet exp∞ of a Lie group or a symmetric
space (Chapter 30) is in fact convergent and defines the germ of a diffeomorphism
(with inverse coming from log∞ ); then to define, with respect to some fixed chart,
an exponential map at the origin by this convergent jet; to use left translations to
define an atlas of G and finally to show that this atlas is analytic since transition
functions are given by the Campbell-Hausdorff series (limit of Theorem 25.5).
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Appendix L. Limitations
The prize for generalizing a theory like differential geometry is of course a limitation
of the number of properties and results that will survive in the more general
framework. Thus, in our general category of manifolds over topological fields or
rings K , some constructions which the reader will be used to from the theory of real
manifolds (finite-dimensional, Banach, locally convex or other) are not possible. In
particular, this concerns dual and tensor product constructions which would permit
to construct new vector bundles from old ones. In this appendix we give a short
overview over the kinds of limitations that we have to accept when working in the
most general category.
L.1. Cotangent bundles and dual bundles. Formally, we can define a cotangent
bundle T ∗M following the pattern described in Chapter 3, just by taking the
topological dual of the tangent space TxM as fiber. However, in general there
is no reasonable topology on topological duals which could serve to turn T ∗M into
a smooth manifold, and similarly for general dual bundles of vector bundles over
M . Moreover, in order to define a manifold structure on T ∗M it is not enough just
to have the structure of a topological vector space on the dual of the model space –
see [Gl03b] for a counterexample. It seems that the most natural framework where
dual bundles always exist is the category of (real, complex or ultrametric) Banach
manifolds, i.e. all model spaces are Banach spaces (cf. [La99], [Bou67]).
L.2. Tensor products. In our approach, the use of multilinear bundles allows us to
develop the theory of connections and related notions without having to introduce
tensor products.1 However, in specific situations one may wish to have a tensor
product of vector bundles at disposition. In fact, it is possible to define topological
tensor products in the category of topological K -modules be inquiring the usual
universal property for continuous bilinear maps (generalizing the so-called projective
topology from the real locally convex case, cf. [Tr67, Ch. 43]), and doing this
construction fiberwise, we get an abstract bundle over the base M whose fibers are
topological vector spaces. But in general it is not possible to turn this bundle into a
manifold (see [Gl03b] for a discussion of the real locally convex case). Moreover, the
topological tensor product of topological modules does not have the good properties
known from the algebraic tensor product: tensor products in this sense are in general
not associative ([Gl04b]); this fails already for (non-locally convex) real topological
vector spaces. For all of these reasons, we will never use topological tensor products
in the present work. As for dual bundles, the most natural category where tensor
products of bundles make no problem seems to be the category of Banach manifolds
(cf. [La99]).
L.3. The main categories. Here is a short (and by no means complete) list of
the main categories of manifolds, resp. of their model spaces. We indicate what
1 We agree with the remark in the introduction of [La99] (loc. cit. p. vi): “An
abuse of multilinear algebra in standard treatises arises from an unnecessary double
dualization and an abusive use of the tensor product.”
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constructions and results are still available, starting from general categories and
ending with most specific ones. Details can be found in the quoted references. For
more information on related topics we refer, in particular, to work of H. Glo¨ckner
(cf. References).
(1) The case where K is a field. Locality – see Section 2.4.
(2) Metrizable topological vector spaces over K = R or an ultrametric field.
Smoothness can be tested by composition with smooth maps Kk → V from
finite dimensional spaces into the model space [BGN04, Theorem 12.4].
(3) Locally convex vector spaces over K = R,C . Manifolds in our sense are the
same as those in the sense of Michal-Bastiani [BGN04, Prop. 7.4].
– Abundance of smooth functions (at least locally): the representation of
the space of vector fields by differential operators,
X(U)→ EndK(C∞(U)), X 7→ LX ,
is injective for chart domains U ⊂ M ; thus the Lie bracket can be
defined via L[X,Y ] = −[LX , LY ] (or taking the opposite sign).
– Solutions of the differential equation df = 0 are locally constant:
uniqueness results for flows (if they exist), etc.
– Fundamental theorem of differential and integral calculus for curves:
Poincare´ Lemma (cf. [Ne02b, Lemma II.3.5]).
(4) Complete locally convex vector spaces over K = R,C . One can speak about
analytic maps; analytic manifolds can be defined, and they are smooth in our
sense [BGN04, Prop. 7.20]. For general complete ultrametric fields this holds
e.g. in the category of Banach manifolds [Bou67].
(5) Banach manifolds over K = R,C or a complete ultrametric field.
– Cotangent, dual and hom-bundles exist in the given category.
– Tensor products of vector bundles exist and have the usual properties.
– The group Gl(V ) of continuous linear bijections of the model space is
a Lie group; hence the frame bundle of a manifold exists, and natural
bundles are associated bundles of the frame bundle (in the sense of
[KMS93]).
– Inverse function and implicit function theorems (cf. [La99] in the real
case and [Gl03a] for the ultrametric case, including much more general
results); their consequences for the theory of submanifolds
(6) Banach manifolds over K = R . Existence and uniquenes theorem for ordinary
differential equations and all of its consequences: existence of flows, geodesics,
parallel transports; Frobenius theorem; exponential map: existence and local
diffeomorphism. (See [La99] for all this.) Connected symmetric spaces are
homogeneous (cf. [BeNe05]).
(7) Finite dimensional manifolds over locally compact fields.
– Existence of compact objects.
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– Existence of volume forms (cf. [Bou67]), Haar measure on Lie groups.
(8) Finite dimensional real manifolds.
– Existence of partitions of unity: global existence of metrics and connec-
tions and all consequences.
– Equivalence of all definitions of linear differential operators mentioned
in Chapter 21: “algebraic definition” of tangent spaces and of vector
fields; tensor fields are the same as differential operators of degree zero.
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Appendix G. Generalizations
Generalizations of the present work are possible in two directions: one could treat
more general classes of manifolds, or one could leave the framework of manifolds
and use more formal concepts. In either case, it seems that the main features of
our approach – use of scalar extensions and use of “geometric multilinear algebra”
– could carry over and play a useful roˆle.
G.1. General C0 -concepts. As to generalizations in the framework of manifolds,
we just discuss here the manifolds associated to a general C0 -concept in the sense
of [BGN04]. Differential calculus, as explained in Chapter 1, can be generalized as
follows: K is a field or unital ring with topology and M a class of K -modules with
topology; for each open set U and each W ∈ M , a set C0(U,W ) of continuous
mappings is given, such that several natural conditions are satisfied, among them the
determination principle (DP) from Section 1.1 which makes a differential calculus
possible. We require also that there is a rule defining a topology on the direct
product of spaces from the class M (and making them a member of M ) such that
the ring operations (addition and multiplication) are of class C0 . A typical example
is the class of finite dimensional vector spaces over an infinite field K , equipped
with their Zariski-topology, and C0 meaning “rational”: in this case, K is not a
topological field in the usual sense, and the members ofM are not topological vector
spaces in the usual sense. Nevertheless, differential calculus, the theory of manifolds
and differential geometry can be developed almost word by word as in the present
work. This is true, in particular, for Theorem 6.2 and its proof. The only difference
is that direct products of manifolds now carry a topology which, in general, is finer
than the product topology; this is true also for local product situations: bundles
are locally direct products and hence their topology, even locally, is in general finer
then the local product topologies. We leave the details to the interested reader.
G.2. Synthetic differential geometry. Among the more formal approaches to
differential geometry we would like to mention the so-called “synthetic differential
geometry” (cf. [Ko81] or [Lav87]) and the theory of its models such as the so-
called “smooth toposes” (over R) (cf. [MR91]). In [MR91, p. 1–3], the authors give
three main reasons for generalizing the theory of manifolds by the theory of smooth
toposes:
(1) the category of smooth manifolds is not cartesian closed (spaces of mappings
between manifolds are not always manifolds),
(2) the lack of finite inverse limits in the category of manifolds (in particular,
manifolds can not have “singularities”),
(3) the absence of a convenient language to deal explicitly and directly with
structures in the “infinitely small”.
The “naive” approach by R. Lavendhomme [Lav87] focuses mainly on Item (3),
whereas A. Kock in [Ko81] emphasizes Item (1), quoting F. W. Lawvere (loc. cit.
p. 1): “...it is necessary that the mathematical world picture involve a cartesian
closed category E of smooth morphisms between smooth spaces.” Of course, this
statement is more philosophical than mathematical in nature; but we feel that
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our approach proves at least that Items (1) and (3) are not as strongly coupled
among each other as one used to believe up to now – the infinitely small has
a very natural and useful place in our approach, and this works in a category
based on conventional logic and usual set-theory and not needing any sophisticated
model theory.1 Nevertheless, it is certainly still interesting to generalize results to
categories that behave well with respect to (1) and (2) – here it seems possible, in
principle, to develop a theory of “smooth toposes over K” (based on differential
calculus over K as used here) and to transpose much of the material presented here
to this context which then would unify differential geometry and algebraic geometry
over topological base fields and -rings.
G.3. Other categorial approaches. Just as the concept of a polynomial is a
formal generalization of the more primitive concept of a polynomial mapping (see
[Ro63] for the general case; cf. also [BGN04, Appendix A]), it seems possible
to generalize the differential calculus from [BGN04] in a formal way such that
it becomes meaningful for any commutative ring or field, including finite ones.
A “categorial” generalisation of ordinary differential calculus has already been
given by L.D. Nel [N88]; however, instead of taking Condition (0.2) as starting
point, he works with the condition f(y) − f(x) = Φ(x, y) · (y − x) which is well-
adapted for differential calculus in one variable, but causes much trouble in the
further development of differential calculus in several variables. Since the arguments
proving our Theorem 6.2 are of purely categorial nature, we believe that the scalar
extension functor should exist and play a central roˆle in a categorial theory based
on (0.2).
1 cf. [Lav87, p. 2]: “...nous nous sommes strictement limite´s au point de vue
“na¨ıf” ... sans tenter d’en de´crire des “mode`les” qui eux vivent dans des topos hors
d’atteinte a` ce niveau e´le´mentaire.”
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Appendix: Multilinear Geometry
This appendix is completely independent of the main text and contains all
algebraic definitions and results that are used there. Chapter BA on bilinear algebra
is the special case k = 2 of Chapter MA on multilinear algebra, and the reader
who is interested in general results may directly start by looking at Chapter MA.
However, the case k = 2 is of independent interest since it corresponds to linear
connections (Chapter 10). – In the following, K is any commutative ring with unit
1.
BA. Bilinear algebra
BA.1. Bilinearly related structures. Assume V1, V2, V3 are three K -modules
together with a bilinear map b : V1 × V2 → V3 . We let E := V1 × V2 × V3 .
Then there is a structure of a K -module on E , depending on b , and given by
(u, v, w) +b (u
′, v′, w′) := (u+ u′, v + v′, w + w′ + b(u, v′) + b(u′, v)),
λb(u, v, w) := (λu, λv, λw + λ(λ − 1)b(u, v)).
(BA.1)
One may either check directly the axioms of a K -module, or use the following
observation: the map
fb : E → E, (u, v, w) 7→ (u, v, w + b(u, v)) (BA.2)
is a bijection whose inverse is given by f−1b (u, v, z) = (u, v, z − b(u, v)). In fact, it
is immediately seen that
fb ◦ fc = fb+c, f0 = idE ,
i.e. the additive group Bil(V1×V2, V3) of bilinear maps from V1×V2 to V3 acts on
E . This action is not linear, and a straighforward calculation shows that the linear
structure
Lb := (E,+b, ·b) (BA.3)
is simply the push-forward of the original structure (corresponding to b = 0) via
fb , i.e.
λbx = fb(λ f
−1
b (x)), x+b y = fb(f
−1
b (x) + f
−1
b (y)),
where + means +0 . We call two linear structures L
b, Lc with b, c ∈ Bil(V1×V2, V3)
bilinearly related, and we denote by brs(V1, V2;V3) the space of all K -module
structures on E that are bilinearly related to the original structure. From Formula
(BA.1) we get the following expressions for the negative, the difference and the
barycenters with respect to Lb :
−b (u, v, w) = (−u,−v,−w + 2b(u, v)),
(u, v, w)−b (u′, v′, w′) = (u− u′, v − v′, w − w′ + 2b(u′, v′)− b(u, v′)− b(u′, v)),
(1− r)b(x, y, z) +b rb(x′, y′, z′) =
((1− r)x+ rx′, (1− r)y + ry′, (1− r)z + rz′ + r(r − 1)b(x− x′, y − y′)).
(BA.4)
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Translations and Dilations now depend on b . We will take account of this by adding
b as a subscript in the notation: for x = (x1, x2, x3) ∈ E and b ∈ Bil(V1 × V2, V3),
the translation by x with respect to b is
τb,x : E → E, (u, v, w) 7→ (x1, x2, x3) +b (u, v, w), (BA.5)
and the dilation with ratio r ∈ K with respect to b is
rb : E → E, x 7→ rbx = (rx1, rx2, rx3 + (r2 − r)b(x1, x2)). (BA.6)
BA.2. Intrinsic objects of bilinear geometry. We have remarked above that the set
of transformations of E given by
Gm1,2(E) := {fb| b ∈ Bil(V1 × V2, V3)} (BA.7)
is a vector group, isomorphic to the K -module Bil(V1×V2, V3). It will be called the
special bilinear group. As already remarked, it acts simply transitively on the set
brs(V1, V2;V3) of bilinearly related structures which in this way is turned into an
affine space over K . The “original” linear structure (which corresponds to b = 0)
shall not be preferred to the others. By bilinear geometry we mean the study of all
geometric and algebraic properties of E that are common for all bilinearly related
linear structures, or, equivalently, that are invariant under the special bilinear group.
Slightly more generally, we may consider also all properties that are invariant under
the general bilinear group
Gm0,2(E) := {f = (h1, h2, h3) ◦ fb| hi ∈ Gl(Vi), i = 1, 2, 3, fb ∈ Gm1,2(E)},
(BA.8)
i.e. under all bijections of E having the form
f(u, v, w) = (h1(u), h2(v), h3(w + b(u, v)))
with b as above and invertible linear maps hi . In fact, the group Gm
0,2(E) also
acts by push-forward on the space of bilinearly related structures. The stabilizer of
the base structure L0 is the group H := Gl(V1) ×Gl(V2)×Gl(V3). The group H
acts affinely on the affine space brs(V1, V2;V3) and hence acts linearly with respect
to zero vector L0 in this space. The situation is the same as for usual affine groups,
and hence we have an exact splitting sequence of groups
0 → Gm1,2(E) → Gm0,2(E) → Gl(V1)×Gl(V2)×Gl(V3) → 1 .
(BA.9)
Now we say that an object on E is intrinsic if its definition is independent of b .
Here are some examples:
(A) Injections, axes. The origin (0, 0, 0) ∈ E is invariant under Gm1,2(E),
and so are the three “axes” V1× 0× 0, 0×V2 × 0, 0× 0× V3 (referred to as “first,
second, third axis”; they are submodules isomorphic to, and often identified with,
V1 , V2 , resp. V3 ). Also, the submodules V1×0×V3 and 0×V2×V3 together with
their inherited module structure are intrinsic, but the “submodule V1×V2” (which
should correspond to V1 ⊕b V2 ⊕b 0) is not intrinsic: in fact,
fb(V1 × V2 × 0) = V1 ⊕b V2 ⊕b 0 = {(u, v, b(u, v))|u ∈ V1, v ∈ V2} (BA.10)
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clearly depends on b (it is the graph of b). Thus we have the following intrinsic
diagram of inclusion of “axes” and “planes”:
V1 → E13 := V1 × V3
ր ց
V3 E = V1 × V2 × V3
ց ր
V2 → E23 := V2 × V3
(B) Projections, fibrations. It follows immediately from (BA.1) that the two
projections
prj : V1 × V2 × V3 → Vj (BA.11)
for j = 1, 2 are invariant under fb in the sense that prj ◦fb = prj , and hence they
are linear for every choice of linear structure Lb . (This is not true for the third
projection!) Thus also
pr12 := pr1⊕ pr2 : V1 × V2 × V3 → V1 × V2, (u, v, w) 7→ (u, v) (BA.12)
is an intrinsic linear map, and the following three exact sequences are intrinsically
defined:
0 → V3 → V1 × V2 × V3 pr12−→ V1 × V2 → 0
0 → V2 × V3 → V1 × V2 × V3 pr1−→ V1 → 0
0 → V1 × V3 → V1 × V2 × V3 pr2−→ V2 → 0
(BA.13)
The fibers of prj are invariant under Gm
1,2(E), and moreover they are affine
subspaces of E , for any choice of linear structure Lb . But more is true: the
induced affine structure on the fibers does not depend on Lb at all.
Proposition BA.3. For all z ∈ E , the spaces
E13z := z +b E
13, E23z := z +b E
23
are intrinsic affine subspaces in the sense that both the sets and the structures of an
affine space over K induced from the ambient space (E,Lb) are independent of b .
Proof. Let b be fixed. The map fb preserves the subset
z +0 E
13 = {(z1 + v, z2, z3 + w)| v ∈ V1, w ∈ V3}
on which it acts linearly: with respect to the origin (0, z2, 0) it is described, in the
obvious matrix notation, by (
1 b(·, z2)
0 1
)
.
Therefore the set and the linear structure on this set are independent of b . The
claim for E13z now follows since E
13
z and z+0 E
13 are the same sets, and similarly
for E23z .
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The proposition shows that E has an intrinsic double fibration by affine spaces.
Every fiber contains one distinguished element (intersection with an axis), and
taking this element as origin, the fiber has a canonical linear structure (e.g., the
origin in V 13(u,v,w) is (0, v, 0), etc.) This implies, for instance, that the maps E → E ,
(u, v, w) 7→ (λu, v, λw) and (u, v, w) 7→ (u, λv, λw) have an intrinsic interpretation,
and so has their composition (u, v, w) 7→ (λu, λv, λ2w).
(C) Parallelism. The notion of being “parallel to an axis” is not always
intrinsic: it is so for the parallels to the third axis, that is, fibers of pr12 , which we
call vertical spaces, written, for z = (z1, z2, z3) ∈ E ,
E3z := E
13
z ∩ E23z = z +b V3 = {(z1, z2, z3 + w)|w ∈ V3}. (BA.14)
But the parallel to, say, 0× V2 × 0 through (u, 0, 0) is the “horizontal space”
Hu,b := (u, 0, 0) +b V2 = {(u, 0, 0) +b (0, v, 0) = (u, v, b(u, v))| v ∈ V2} (BA.15)
which clearly depends on b .
Special cases
BA.4. The special case V2 = V3 and shifts. In the setup of Section BA.1, consider
the special case V2 = V3 . Then a direct computation shows that the shift
S =

 1 0 0
1 0

 : V1 × V2 × V3 → V1 × V2 × V3, (u, v, w) 7→ (u, 0, v) (BA.16)
commutes with all fb ∈ Gm1,2(E), and hence S is an “intrinsic linear map”, i.e.
it is linear with respect to all Lb . It stabilizes the fibers E23z , and the restriction
to E23z , with respect to the origin (pr1(z), 0, 0), is a two-step nilpotent linear map
given in matrix form by the lower right corner of the matrix S . It defines on E23z
an intrinsic structure of a module over the dual numbers K[ε] . If V1 = V3 , we get
in a similar way a shift S′ .
BA.5. The special case V1 = V2 and torsion. In case V1 = V2 , the symmetric
group Σ2 = {id, (12)} acts on E = V1 × V1 × V3 , on Bil(V1 × V1, V3) and on the
space of bilinearly related linear structures, where the transposition (12) acts by
the exchange map or flip
κ : V1 × V1 × V3 → V1 × V1 × V3, (u, v, w) 7→ (v, u, w).
We say that Lb is torsionfree if b is symmetric; this means that the exchange map
is a linear automorphism with respect to Lb . In general, the push-forward of Lb
by κ is given by κ · Lb = Lκ·b , where
κ · b(u, v) = b(v, u).
The difference Lb − Lc in the affine space brs(V1, V2;V3) corresponds to the dif-
ference b − c ; thus the difference Lb − κ · Lb corresponds to the skew-symmetric
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bilinear map t(u, v) := b(u, v) − b(v, u), called the torsion of the linear structure
Lb .
BA.6. Quadratic spaces. Assume V1 = V2 and b is symmetric. Then the κ-
fixed space {(v1, v1, v3)| v1 ∈ V1, v3 ∈ V3} is a submodule of (E,Lb), isomorphic to
V1 × V3 with K -module structure
(v1, v3) +b (v
′
1, v
′
3) = (v1 + v
′
1, v3 + v
′
3 + b(v1, v
′
1) + b(v
′
1, v1))
λ(v1, v3) = (λv1, λv3 + λ(λ − 1)b(v1, v1)).
Note that this structure is already determined by the quadratic map q(v) = b(v, v),
even in case 2 is not invertible in K , and thus for any quadratic map q : V1 → V3
we may define a linear structure on V1 × V3 given by
(v1, v3) +q (v
′
1, v
′
3) = (v1 + v
′
1, v2 + v
′
2 + q(v1 + v
′
1)− q(v′1)− q(v1))
λ(v1, v3) = (λv1, λv3 + λ(λ − 1)q(v1)),
leading to the notion of a quadratic space (we will not give here an axiomatic
definition). The third axis still corresponds to an intrinsic subspace in V1×V3 , but
the first and second axis do not give rise to intrinsic subspaces: they are replaced
by the diagonal imbedding
V1 → V1 × V1 × V3, v 7→ (v, 0, 0) +b (0, v, 0) = (v, v, q(v))
which clearly depends on q and hence on b .
Intrinsically bilinear maps
Proposition BA.7. Let E, Vi , i = 1, 2, 3 be as above and W be a linear space,
i.e. a K-module. For a map ω : E →W the following properties are equivalent:
(1) There exists a linear map λ : V3 →W and a K-bilinear map ν : V1×V2 →W
such that
ω(u, v, w) = ν(u, v) + λ(w).
(2) For all z ∈ E , the restrictions
ω1z := ω|E13z : E13z →W, ω2z := ω|E23z : E23z →W
to the fibers of the canonical double fibration are linear.
Proof. Assume (1) holds. Let z = (0, v, 0); then ω1z(u,w) = ν(u, v) + λ(w) is
linear in (u,w). Conversely, assume ω satisfies (2). We let λ := ω|V3 (restriction
to third axis) and ν := ω ◦ ι12 , where ι12 : V1 × V2 → E depends on the linear
structure L0 . Then, by (2), ν(u, v) = ω(u, v, 0) is linear in u and in v , i.e. it is
K -bilinear. We decompose
(u, v, w) = ((0, 0, w) +(0,0,0) (0, v, 0)) +(0,v,0) (u, v, 0),
where the first sum is taken in the fiber E130 and the second sum in the fiber E
23
z
with z = (0, v, 0). Using Property (2), we get
ω(u, v, w) = ω((0, 0, w) +(0,0,0) (0, v, 0)) + ω(u, v, 0)
= ω(0, 0, w) + ω(0, v, 0) + ω(u, v, 0)
= λ(w) + ν(v, 0) + ν(u, v) = λ(w) + ν(u, v)
as had to be shown.
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If ω satisfies the equivalent conditions of the preceding proposition, we say that ω
is (intrinsically) bilinear. For instance, the third projection with respect to a fixed
linear structure, prb3 : E → V3 , is intrinsically bilinear (it corresponds to W = V3 ,
ν = 0, λ = idV3 ).
Corollary BA.8. In the situation of the preceding proposition are equivalent:
(1) λ = 0 .
(2) For all z ∈ E , the restriction of ω to the third axis is constant,
∀w ∈ V3 : ω(z1, z2, z3 + w) = ω(z1, z2, z3).
If ω satisfies the properties of the corollary, then we say that ω is homogeneous
bilinear, and we let Mh(E,W ) the space of homogeneous bilinear maps E → W .
The preceding statements show that
Bil(V1 × V2;W )→Mh(E,W ), ν 7→ ω := ν ◦ pr12
is a bijection. Its inverse ω 7→ ω◦ι12 is not canonical since the injection ι12 depends
on the choice of a linear structure on E .
BA.9. The skew-symmetrization operator. Assume we are in the special case
V1 = V2 . Then to every intrinsically bilinear map ω : E → W we can associate a
homogeneous intrinsically bilinear map
altω := ω − ω ◦ κ
In fact, ω and ω ◦ κ are intrinsically bilinear, hence so is ω − ω ◦ κ , and altω is
homogeneous: writing ω in the form ω(u, v, w) = ν(u, v)+λ(w) as in the preceding
paragraph, we get
altω(u, v, w) = ω(u, v, w)− ω(v, u, w) = ν(u, v)− ν(v, u).
which clearly is homogeneous bilinear. The bilinear map V1×V1 → V3 correspond-
ing to altω is
νaltω(u, v) = ω(u, v, w)− ω(v, u, w).
For instance, if ω = prb3 , then altω is the torsion of L
b .
Relation with the tensor product
BA.10. The tensor space. It is possible to translate everything we have said so
far into usual linear algebra by using tensor products. For arbitrary K -modules
V1, V2, V3 , we define the tensor space Z := (V1 ⊗ V2)⊕ V3 and the big tensor space
Ẑ := V1 ⊕ V2 ⊕ V3 ⊕ (V1 ⊗ V2) together with the canonical maps
V1 × V2 × V3 → Z, (v1, v2, v3) 7→ v1 ⊗ v2 + v3,
V1 × V2 × V3 → Ẑ, (v1, v2, v3) 7→ v1 + v2 + v3 + v1 ⊗ v2.
(BA.17)
We claim that the linear structure on Z , resp. on Ẑ is intrinsic, i.e. independent
of the linear structure Lb on V1 × V2 × V3 : in fact, let B : V1 ⊗ V2 → V3 be the
linear map corresponding to b : V1 × V2 → V3 and let
Fb :=
(
1 0
B 1
)
: Z → Z.
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Then the diagram
(V1 × V2)× V3 → Z
fb ↓ ↓ Fb
(V1 × V2)× V3 → Z
(BA.18)
commutes. Since Fb is a linear automorphism of Z , it follows that the linear
structure on Z does not depend on b , and similarly for Ẑ . Thus Z and Ẑ
are a sort of universal linear space for all bilinearly equivalent structures. (The
space Ẑ is faithful in the sense that different elements of Gm0,2(E) induce different
automorphisms of Ẑ , whereas for Z this property holds only with respect to the
smaller group Gm1,2(E).) Note that the splitting of Z into a direct sum is not
intrinsic, but the subspace 0⊕ V3 is intrinsic: the sequence
0→ V3 → Z → V1 ⊗ V2 → 0 (BA.19)
is intrinsic. (If V1 = V2 , then, with respect to symmetric b ’s, then we may
define Z ′ := S2V1 ⊕ V3 and we get an intrinsic sequence V3 → Z ′ → S2V1 .)
As we have seen, in presence of a fixed linear structure Lb , this sequence splits.
Conversely, a splitting β : V1 ⊗ V2 → Z of this sequence induces a linear map
B := prV3 ◦β : V1 ⊗ V2 → V3 (where the projection is taken w.r.t. the splitting
given by b = 0); then, if b is the bilinear map corresponding to B , it is seen that
the splitting β is the one induced by Lb . Summing up, splittings of (BA.19) are in
one-to-one correspondence with bilinearly related structures. Once again this shows
that the space of bilinearly related structures carries the structure of an affine space
over K . Moreover, intrinsically bilinear maps f : V1 × V2 × V3 →W correspond to
linear maps F : Z →W ; homogeneous ones correspond to linear maps that vanish
on W . In particular, the “third projection” corresponds to the linear map Z → V3 ,
and the projection Z → V1 ⊗ V2 corresponds to fω , where ω : V1 × V2 → V1 ⊗ V2
is the tensor product map.
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MA. Multilinear algebra
For a correct generalization of the bilinear theory from the preceding chapter
to the multilinear case we have to change notation: the K -modules V1, V2 from
BA.1 play a symmetric roˆle and should be denoted by V01, V10 , whereas V3 belongs
to a “higher” level and shall be denoted by V11 . The multi-indices 01, 10, 11 in
turn correspond to non-empty subsets of the 2-element set {1, 2} . In the general
k -multilinear case, our K -modules will be indexed by the lattice of non-empty
subsets of the k -element set {1, . . . , k} .
MA.1. The index set. For a finite set M , we denote by 2M its power set, and
taking for M the k -element set
Nk := {1, . . . , k}, (MA.1)
we define our index set I := Ik := 2
Nk . Often we will identify Ik with {0, 1}k via
the bijection
2Nk → {0, 1}k, A 7→ α := 1A, (MA.2)
where 1A is the characteristic function of a set A ⊂ Nk . The inverse mapping
assigns to α ∈ {0, 1}k its support
A := supp(α) := {i ∈ Nk|αi = 1}.
The natural total order on Nk induces a natural total order “≤” on Ik which is
the lexicographic order. For instance, I3 is ordered as
I3 = (Ø, {1}, {2}, {1, 2}, {3}, {3, 1}, {3, 2}, {3, 2, 1})
∼= ((000), (001), (010), (011), (100), (101), (110), (111)), (MA.3)
where, for convenience, we prefer to write elements α ∈ {0, 1}3 in the form
(α3, α2, α1) and not (α1, α2, α3). There are other useful total orderings of Ik ,
but the natural order has the advantage that it is compatible with the natural in-
clusion Nk ⊂ Nk+1 and hence is best adapted to induction procedures. In terms
of multi-indices α ∈ {0, 1}k , the basic set-theoretic operations are interpreted as
follows:
(a) the cardinality of A corresponds to |α| :=∑i αi ;
(b) the singletons A = {i} correspond to the “canonical basis vectors” ei , i =
1, . . . , k ;
(c) inclusion α ⊆ β is defined by supp(α) ⊆ supp(β) (note that this partial order
is compatible with the total order: α ⊆ β implies α ≤ β );
(d) disjointness will be denoted by
α ⊥ β :⇔ supp(α) ∩ supp(β) = Ø ⇔
∑
i
αiβi = 0, (MA.4)
which is equivalent to saying that the componentwise sum α+ β is again an
element of {0, 1}k .
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MA.2. Cubes of K -modules. A k -dimensional cube of K-modules is given by a
family Vα , α ∈ Ik \ 0, of K -modules. We define the total space
E :=
⊕
α∈Ik\0
Vα.
Elements of E will be denoted by v =
∑
α>0 vα or by v = (vα)α>0 with vα ∈ Vα .
The subspaces Vα ⊂ E are called the axes of E . For every α ∈ I , α > 0, we let
V˜α :=
⊕
β⊆α
Vβ , Hα :=
⊕
α⊆β
Vβ . (MA.5)
If α ⊆ α′ , then V˜α ⊆ V˜α′ , and the lattice of subsets of Ik corresponds thus to a
commutative cube of inclusions. For instance, for k = 3,
{3}





??
??
Ø
??????
{2, 3}








??????
{2}



??????
{1, 3}




{1}
{1, 2, 3}








{1, 2}



V100






??
??
0
???????
V˜110








?????
V010






??????
V˜101




V001
V˜111










V˜011



(MA.6)
MA.3. Partitions. A partition of a finite set A is given by a subset Λ =
{Λ1, . . . ,Λℓ} of the power set of A such that all Λi are non-empty and A is the
disjoint union of the Λi : A = ∪˙i=1,...,ℓΛi . We then say that ℓ := ℓ(Λ) is the length
of the partition. We denote by P(A) the set of all partitions of A and by Pℓ(A)
(resp. by P≥ℓ(α)) the set of all partitions of α of length ℓ (resp. at least ℓ):
Pℓ(A) = {Λ = {Λ1, . . . ,Λℓ} ∈ 2(2
A)| ∪˙i=1,...,ℓ Λi = A; Ø /∈ Λ}. (MA.7)
Finally, for a finite set M , we denote by
Part(M) :=
⋃
A∈2M
A6=Ø
P(A) ⊂ 22M (MA.8)
the set of all partitions of non-empty subsets of M , and for a partition Λ of some
set A ⊂M , the set A is called the total set of the partition Λ, denoted by
Λ := A =
⋃
ν∈Λ
ν. (MA.9)
If we use multi-index notation, this corresponds to λ := α =
∑
i λ
i .
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Now let M = Nk , A ⊂M . Using the total order on Ik = 2Nk , every partition
of length ℓ can also be written as an ordered ℓ -tupel:
Λ = (Λ1, . . . ,Λℓ), Ø < Λ1 < . . . < Λℓ ≤ A.
In terms of multi-indices, a partition of a multi-index α ∈ {0, 1}k is described as
λ = {λ1, . . . , λℓ} ⊂ Ik such that
∑ℓ
i=1 λ
i = α and all λi > 0, or, using ordered
sequences:
λ = (λ1, . . . , λℓ) ∈ (Ik)ℓ, 0 < λ1 < . . . < λℓ,
ℓ∑
i=1
λi = α. (MA.10)
The trivial partition {A} of a set A , i.e. the one of length one, is identified with A
itself. Sometimes it is useful to represent a partition by an ℓ× k -matrix with rows
λ1, . . . , λℓ . So, for instance,
P({1, 2, 3}) =
{
{1, 2, 3}, {{1}, {2, 3}}, {{2}, {1, 3}}, {{1, 2}, {3}}, {{1}, {2}, {3}
}
corresponds to
P((111)) =
{
( 1 1 1 ) ,
(
0 0 1
1 1 0
)
,
(
0 1 0
1 0 1
)
,
(
0 1 1
1 0 0
)
,

 0 0 10 1 0
1 0 0

}.
(MA.11)
The set P(A) can again be totally ordered, but we will not use this order.
The symmetric group Σk acts on Nk , on Ik and on Part(Nk) in the usual
way. Then α, β ∈ Ik are conjugate under this action iff |α| = |β| , and two partitions
λ, µ ∈ P(Ik) are conjugate under Σk iff
ℓ(µ) = ℓ(λ) =: ℓ and ∀i = 1, . . . , ℓ : |λi| = |µi|. (MA.12)
For instance, in (MA.11) the second, third and fourth partition are equivalent under
Σ3 . Note that, when writing partitions as ordered sequences, the action of Σk
does not preserve the order. In (MA.11), the lines of the fourth matrix had to be
exchanged after letting act the transposition (23) on the third matrix.
MA.4. Refinements of partitions. We say that a partition Λ is a refinement of
another partition Ω, or that Ω is coarser than Λ, and we write Ω  Λ, if Λ and
Ω are partitions of the same set A and every set L ∈ Λ is contained in some set
O ∈ Ω:
Ω  Λ :⇔ Ω = Λ, ∀L ∈ Λ : ∃O ∈ Ω : L ⊆ O. (MA.13)
This means that the equivalence relation on Λ induced by Λ is finer than the one
induced by Ω. For instance, the last partition in Equation (MA.11) is a refinement
of all the preceding ones, and the first partition is coarser than all the others. The
relation  defines a partial order on P(α); for instance, the three middle partitions
in (MA.11) cannot be compared among each other. In any case, if Λ is a partition
of a set A with |A| = j , we have a finest and a coarsest partition of this set:
Λ = A = {a1, . . . , aj}  Λ  Λ :=
{
{a1}, . . . , {aj}
}
=
{
{a}| a ∈ A
}
. (MA.14)
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If Λ is finer than Ω, we define, for O ∈ Ω, the Λ-induced partition of O , by
O|Λ := {L ∈ Λ|L ⊂ O} ∈ P(O). (MA.15)
Another way of viewing refinements is via partitions of partitions: a partition Λ is
a set and hence can again be partitioned. In fact, every partition Ω that is coarser
than Λ defines a partition of the partition Λ via
Λ = ∪˙O∈Ω O|Λ,
and in this way we get a canonical bijection between the set of all partitions Ω that
are coarser than Λ and the set P(P(Λ)) of all partitions of the partition Λ.
MA.5. Multilinear maps between cubes of K -modules. Given two cubes of K -
modules (Vα), (V
′
α) with total spaces E,E
′ , for every partition Λ of an element
α ∈ Ik , we assume a K -multilinear map
bΛ : VΛ1 × . . .× VΛℓ(Λ) → V ′α (MA.16)
be given. Then a multilinear map or a homomorphism of cubes of K-modules is a
map of the form
f := fb : E → E′, v =
∑
α>0
vα 7→
∑
α>0
∑
Λ∈P(α)
bΛ(vΛ1 , . . . , vΛℓ(Λ)). (MA.17)
Written out more explicitly,
fb(v) =
∑
α∈Ik
α>0
|α|∑
ℓ=1
∑
Λ∈Pℓ(α)
bΛ(vΛ1 , . . . , vΛℓ).
To get a more concise notation, we let
VΛ := VΛ1 × . . .× VΛℓ (MA.18)
and write bΛ : VΛ → V ′Λ . Note that Λ = {Λ1, . . . ,Λℓ} is a set, hence we will not
distinguish between the various versions of VΛ or b
Λ obtained by permuting the
factors. If one whishes, one may single out the “ordered version” Λ1 < . . . < Λℓ ,
but as long as we distinguish the various spaces Vα by their index (even if they
happen to be isomorphic), this will not be necessary. We write Hom(E,E′) for the
set of all multilinear maps f = fb : E → E′ and End(E) := Hom(E,E). The
family b = (bλ)λ∈Part(I) of multilinear maps is called a multilinear family, and we
denote by Mult(E,E′) the set of all multilinear families on E with values in E′ .
We introduce the following conditions on multilinear maps and on the corresponding
multilinear families:
(reg) We say that fb : E → E′ is regular if, whenever ℓ(Λ) = 1 (i.e. Λ = {α} = {Λ1}
is a trivial partition), the (linear) map bΛ : Vα → V ′α is bijective. We denote
by
Gm0,k(E) := {fb ∈ End(E)| b ∈Mult(E), ℓ(Λ) = 1⇒ bΛ ∈ GlK(Vλ1)}
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the set of all regular endomorphisms of E .
(up) We say that an element fb ∈ Gm0,k(E) is unipotent if, whenever Λ = {α} is
a trivial partition, we have bΛ = idVα . We denote by
Gm1,k(E) := {fb ∈ Gm0,k(E)| b ∈ Mult(E), ℓ(Λ) = 1⇒ bΛ = idVλ1 }
the set of all unipotent endomorphisms of E .
(si) Let 1 < j ≤ k . We say that fb is singular of order j (at the origin) or just:
fb is of order j if b
Λ = 0 whenever ℓ(Λ) ≤ j , and we denote by Mult>j(E)
the set of all multilinear families on E that are singular of order j .
(ups) For 1 < j ≤ k , we denote by
Gmj,k(E) := {fb ∈ Gm1,k(E)| ℓ(Λ) = 2, . . . , j ⇒ bΛ = 0}
the set of all unipotent endomorphisms that are of the form f = idE +hb with
hb singular of order j .
Theorem MA.6.
(1) Cubes of K-modules together with their homomorphisms form a category
(which we call the category of k -multilinear spaces).
(2) A homomorphism fb ∈ Hom(E,E′) is invertible if and only if it is regular, and
then (fb)
−1 is again a homomorphism. In particular, Gm0,k(E) is a group,
namely it is the automorphism group of E in the category of k -multilinear
spaces.
(3) We have a chain of subgroups
Gm0,k(E) ⊃ Gm1,k(E) ⊃ . . . ⊃ Gmk−1,k(E) ⊃ Gmk,k(E) = {idE}.
Proof. (1) It is fairly obvious that the composition of homomorphisms is again
a homomorphism. However, let us, for later use, spell out the composition rule
in more detail: assume g : E′ → E′′ and f : E → E′ are multilinear maps;
for simplicity we will denote the multilinear families corresponding to g and to
f by (gΛ)Λ and (f
Λ)Λ . Then the composition rule is obtained simply by using
multilinearity and ordering terms according to the space in which we end up: let
wα =
∑
ν∈P(α) f
ν(vν1 , . . . , vνℓ), then
g(f(v)) = g(
∑
α
wα)
=
∑
α
∑
Ω∈P(α)
gΩ(wΩ1 , . . . , wΩr )
=
∑
α
∑
Ω∈P(α)
∑
Λ1∈P(Ω
1)...
Λr∈P(Ωr)
gΩ
(
fΛ1(vΩ11 , . . . , vΩ1ℓ1
), . . . , fΛr(vΩr1 , . . . , vΩrℓr
)
)
=
∑
α
∑
Λ∈P(α)
∑
ΩΛ
gΩ
(
fΩ
1|Λ(vΩ11 , . . . , vΩ1ℓ1
), . . . , fΩ
r |Λ(vΩr
1
, . . . , vΩr
ℓr
)
)
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where r = ℓ(Ω) and ℓj = ℓ(Λj) and Λj = Ω
j |Λ (cf. Eqn. (MA.15); this implies
Λ = ∪rj=1Λj ). It follows that g ◦ f corresponds to the multilinear family
(g ◦ f)Λ(vΛ) =
∑
ΩΛ
gΩ
(
fΩ
1|Λ(vΩ11 , . . . , vΩ1ℓ1
), . . . , fΩ
r|Λ(vΩr1 , . . . , vΩrℓr
)
)
. (MA.19)
Finally, the identity map clearly is a homomorphism, and hence we have defined a
category.
(2) If fb : E → E′ is a homomorphism, then the definition of fb shows that
fb maps the α -axis into the α -axis: fb(Vα) ⊂ V ′α , and the induced map Vα → V ′α
agrees with bα := bΛ for Λ = {α} . Therefore, if fb is bijective, then so is bΛ
whenever l(Λ) = 1, and thus fb is regular. In order to prove the converse, we
define, for every homomorphism f = f b : E → E′ , the map
T0f := ×αbα : E → E′,
∑
α
vα 7→
∑
α
bα(vα), (MA.20)
where as above bα := b{α} . This is again a homomorphism, acting on each axis
in the same way as f . From the definition of multilinear maps one immediately
gets the functorial rules T0(g ◦ f) = T0g ◦ T0f and T0(T0f) = T0f . Now assume
that f := fb is regular. This is equivalent to saying that T0f is bijective. Then
clearly (T0f)
−1 is again a homomorphism and T0(T0f)
−1 = (T0f)
−1 . Let g :=
(T0f)
−1 ◦ f : E → E ; then g is an endomorphism with T0g = idE , i.e. g is regular
and moreover unipotent, i.e. g ∈ Gm1,k(E). Thus we are done if we can show that
Gm1,k(E) is a group.
Let us, more generally, prove by a descending induction on j = k, k− 1, . . . , 1
that all Gmj,k(E) are groups: it is clear that Gmk,k(E) = {idE} is a group. For the
induction step with j ≥ 1, note first that Gmj,k(E) is stable under composition.
We need the lowest term of the composition of elements fa, fb ∈ Gmj,k(E): define
c by fc = fb ◦ fa ; then we have cλ = aλ+ bλ whenever l(λ) = j+1. It follows that
g := f−b ◦ fb ∈ Gmj+1,k(E) for all fb ∈ Gmj,k(E). But by induction Gmj+1,k(E)
is a group, and hence fb is invertible with inverse g
−1 ◦ f−b ∈ Gmj,k(E). (In
particular, this argument shows that Gmk−1,k(E) is a vector group.) Finally, (3)
has just been proved.
As seen in the proof, (2) implies that f : E → E′ is invertible if and only if T0f is
invertible. If we interpret T0f as the “total differential of f at the origin”, then this
may be seen as a kind of inverse function theorem for homomorphisms of multilinear
spaces.
MA.7. The general and the special multilinear group. The automorphism group
Gm0,k(E) is called the general multilinear group of E , and the group Gm1,k(E) is
called the special multilinear group of E . The latter acts “simply non-linearly” on
E in the sense that the only group element that acts linearly on E is the identity.
Therefore it plays a more important roˆle in our theory than the full automorphism
group. The preceding proof shows that we have a (splitting) exact sequence of
groups
1 → Gm1,k(E) → Gm0,k(E) T0→ ×α>0Gl(Vα) → 1 (MA.21)
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showing that Gm1,k(E) is normal in the automorphism group, and the quotient
is a product of ordinary linear groups. For more information on the structure of
Gm1,k(E), see Sections MA.12 – MA.15. and Chapter PG.
MA.8. Example: the case k = 3 . For k = 3, elements of Gm1,3(E) are described
by six bilinear maps and one trilinear map:
b = (b001,010, b001,100, b010,100, b001,110, b010,101, b011,100, b001,010,100),
and thus
fb(v) = v + b
001,010(v001, v010) + b
001,100(v001, v100) + b
010,100(v010, v100)+
b001,110(v001, v110) + b
010,101(v010, v010) + b
011,100(v011, v100)+
b001,010,100(v001, v010, v100),
where the term in the second and third line describes the component in V111 . Com-
position f b ◦fa = f c of such maps is described by the following formulae: if ℓ(λ) =
2, then we have simply cλ = bλ + aλ . If ℓ(λ) = 3, i.e., λ = ((001), (010), (100)),
then there are three non-trivial partitions Ω that are strictly coarser than Λ, and
we have:
cλ(u, v, w) = aλ(u, v, w) + bλ(u, v, w)+
b001,110(u, a010,100(v, w)) + b010,101(v, a001,100(u,w)) + b011,100(a001,010(u, v), w).
Inversion of a unipotent f = fb is described as follows: if ℓ(λ) = 2, then (f
−1)λ =
−fλ , and the coefficient belonging to λ = ((100)(010)(001)) is
(f−1)λ(u, v, w) = −bλ(u, v, w)+
b001,110(u, b010,100(v, w)) + b010,101(v, b001,100(u,w)) + b011,100(b001,010(u, v), w).
MA.9. Multilinear connections and the category of multilinear spaces. Since
Gm1,k(E) acts non-linearly on E , a multilinear space E does not have any distin-
guished linear structure. We say that two linear structures on E are k -multilinearly
related if they are conjugate to each other under the action of Gm1,k(E), and we
say that a linear structure on E is a (multilinear) connection on E if it is k -
multilinearly related to the initial K -module structure L0 defined by the bijection
E ∼= ⊕α>0Vα . As in Section BA.1, we denote by Lb = (E,+b, ·b) the push-forward
of the original linear structure on E via fb ; then Gm
1,k(E) acts simply transitively
on the space of all multilinear connections via (f c, Lb) 7→ (f c ◦f b) ·L0 . Recall that,
for k = 2, Gm1,k(E) is a vector group, and hence in this case the space of connec-
tions is an affine space over K . For general k , the explicit formulae for addition +b
and multiplication by scalars ·b in the K -module (E,Lb) are much more compli-
cated than the formulae given in Section BA.2 for the case k = 2, and we will not
try to write them out in full detail. Let us just make the following remarks. It is
easy to write the sum of elements taken from axes: since fb acts trivially on each
axis, this is the “b -sum”
(b
∑
)αvα := fb(
∑
α
vα). (MA.22)
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Moreover, in the sum v +b v
′ for arbitrary elements v, v′ ∈ E , components with
|α| = 1 are simply of the form vα + v′α ; components with |α| = 2 are of the form
vα + v
′
α + b
β,γ(vβ , v
′
γ) + b
β,γ(v′β , vγ) where α = β + γ is the unique decomposition
with |β| = |γ| = 1 and β < γ .
Intrinsic geometric structures
We say that a structure on E is intrinsic if it is invariant under the action of the
general multilinear group Gm0,k(E).
MA.10. Intrinsic structures: subgeometries. The group Gm0,k(E) preserves axes
and acts linearly on them; hence the axes are intrinsic subspaces, not only as sets,
but also as sets with their induced K -module structure. For any α ∈ Ik , the set
V˜α :=
⊕
β⊆α Vα (cf. Eqn. (MA.5)) is invariant under the action of Gm
1,k(E) and
hence is an intrinsic subspace of E ; but the action of Gm1,k(E) on these subspaces
is in general not trivial. For k = 3, diagram (MA.6) describes the cube of these
intrinsic subspaces. Note that, if |α| = j , then V˜α is a j -linear space in its own
right which is represented by the j -dimensional subcube having bottom point 0 and
top point V˜α . For instance, if k = 3, the three bottom faces of the cube represent
three bilinear subspaces of E . In a similar way, if α, β, α + β ∈ I , then the direct
sum Vα⊕Vβ⊕Vα+β is an invariant bilinear subspace of E . More generally, for any
partition Λ, we can define an invariant subspace EΛ which is a cube of K -modules
with bottom Λ1, . . . ,Λℓ .
MA.11. Intrinsic structures: projections, hyperplanes. Let
pβ : E → V˜β ,
∑
α
vα 7→
∑
α⊂β
vα (MA.23)
be the projection onto the invariant subspace V˜β . Then a straightforward check
shows that pβ is intrinsic in the sense that pβ ◦ fb = fb ◦ pβ for all fb ∈ Gm1,k(E):
E
fb→ E
pβ ↓ pβ ↓
V˜β
fb→ V˜β
(MA.24)
In particular, the factors of the decomposition
E = V˜β ⊕Kβ, Kβ := ker(pβ) =
⊕
α6⊆β
Vα =
∑
α⊥β
Hα
are invariant under Gm1,k(E); but of course Gm1,k(E) does in general not act
trivially on the factors, nor are the “parallels” of V˜β and Kβ invariant under
Gm1,k(E). We say that the subgeometry V˜β is maximal if |β| = k−1 and minimal
if |β| = 1. (For k = 2 every proper subgeometry is both maximal and minimal.)
(1) Maximal subgeometries: fix j ∈ {1, . . . , k} and let β := e∗j :=
∑
i6=j ei
correspond to the complement Nk \ {j} . The corresponding projection is
pe∗
j
: E → V˜(1...101...1) =
⊕
α∈I
αj=0
Vα,
∑
α>0
vα 7→
∑
αj=0
vα. (MA.25)
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The kernel is called the j -th hyperplane:
Hj := Ke∗
j
= ker(pj) =
⊕
α∈I
αj=1
Vα = Hej (MA.26)
We claim that Gm1,k(E) acts trivially on Hj . Indeed, let v =
∑
αj=1
vα ∈
Hej . Then fb(v) = v +
∑
λ b
λ(vλ1 , . . . , vλℓ) = v since λ
i
j = 1 for i = 1, . . . , ℓ
and hence the λi cannot form a non-trivial partition and the sum over λ has
to be empty. Hence Hej together with its linear structure is invariant under
fb and thus it is an intrinsic subspace of E . In the same way we see that all
fibers y +Hej , for any y ∈ E , are intrinsic affine subspaces of E . There is a
distinguished origin in y+Hej , namely
∑
αj=0
yα , and hence y+Hej carries
an intrinsic linear structure. (In the context of higher order tangent bundles
T kM , these hyperplanes correspond to tangent spaces Tu(T
k−1M) contained
in E = (T kM)x .)
(2) Minimal subgeometries: β = ej . Then the projection onto V˜ej = Vej =: Vj is
prj := pej : E → Vj , v =
∑
vα 7→ vej . (MA.27)
The group Gm1,k(E) acts trivially on the axes Vj and hence pej ◦ fb =
pej ; thus not only the kernel, but all fibers of pej are Gm
1,k(E)-invariant
subspaces.
(3) Intersections. Clearly, intersections of intrinsic subspaces are again intrinsic
subspaces. For instance, if i 6= j ,
Hij := Hi ∩Hj = ker(pe∗
i
× pe∗
j
) =
⊕
α∈I
αi=1=αj
Vα = Hei+ej (MA.28)
is an intrinsic subspace, and so is the “vertical subspace”
⊕
α:|α|≥2 Vα , kernel
of the projection
pr := pr1× . . .×prk : E → V1×. . .×Vk, v 7→ (pr1(v), . . . ,prk(v)). (MA.29)
Summing up, multilinear spaces have a non-trivial “intrinsic incidence geometry”,
and it seems that the complementation map of the lattice Ik corresponds to some
duality of this incidence geometry. It should be interesting to develop this topic
more systematically, in particular in relation with Lie groups and symmetric spaces.
Complements on the structure of the general multilinear group
MA.12. “Matrix coefficients” and “matrix multiplication”. The choice of a mul-
tilinear connection in a multilinear space should be seen as an analog of choosing
a base in a free (say, n-dimensional) K -module V , and the analog of the map
Kn → V induced by a basis is the map
Φb :
⊕
α>0
Vα → E, v = (vα)α 7→ fb(v) (MA.30)
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(in differential geometry, Φb is the Dombrowski splitting or linearization map, cf.
Theorem 16.3). Then the “matrix” Dbc(f) of a homomorphism f : E → E′ with
respect to linear structures Lb and Lc is defined by
⊕
α>0 Vα
Φb→ E
Dbc(f) ↓ ↓ f⊕
α>0 V
′
α
Φc→ E′
(MA.31)
We have the usual “matrix multiplication rules” Dac (g ◦ f) = Dbc(g) ◦ Dab (f),
Dab (id) = id. Just as the individual matrix coefficients of a linear map f with
respect to a basis are defined by aij := pri ◦f ◦ ιj , where pri and ιj are the
projections, resp. injections associated with the basis vectors, we define for a homo-
morphism f : E → E′ , with respect to fixed connections in E and in E′ ,
fΩ|Λ := prΩ ◦f ◦ ιΛ : VΛ → V ′Ω,
E
f→ E′
ιΛ ↑ ↓ prΩ
VΛ
fΩ|Λ→ V ′Ω
(MA.32)
where ιΛ : VΛ → E is inclusion and prΩ : E′ → V ′Ω is projection with respect to
the fixed connections. Not all matrix coefficients are interesting – we are mainly
interested in the following:
(1) We say that a matrix coefficient fΩ|Λ is effective if Ω  Λ. In this case let
us write Ω = {Ω1, . . . ,Ωr} if ℓ(Ω) = r , r ≤ ℓ(Λ), Ωi = {Ωi1, . . . ,Ωiℓi} . Then
the effective matrix coefficient is explicitly given by
fΩ|Λ : VΛ → VΩ = VΩ1 × . . .× VΩr ,
(vΛ1 , . . . , vΛℓ) 7→ (bΩ
1|Λ(vΩ11 , . . . , vΩ1ℓ1
), . . . , bΩ
r|Λ(vΩr1 , . . . , vΩrℓr
))
(MA.33)
(2) We say that a matrix coefficient fΩ|Λ is elementary if ℓ(Ω) = 1 and Ω = Λ.
(Since Λ  Λ, elementary coefficients are effective.) With respect to the linear
structures L0, (L0)′ , the elementary matrix coefficients are just the multilinear
maps bΛ : VΛ → V ′Λ defining f = f b :
bΛ = fΛ|Λ : VΛ → V ′Λ
E
fb→ E′
ιΛ ↑ ↓ prα
Vλ
bΛ→ V ′α
(MA.34)
where α = Λ. In this situation, we may also use the notation fΩ|Λ =: bΩ|Λ ,
fΛ := bΛ .
Proposition MA.13. (“Matrix multiplication.”) Assume E,E′, E′′ are multi-
linear spaces with fixed multilinear connections and g : E′ → E′′ and f : E → E′
are homomorphisms. Let Ω  Λ . Then the effective matrix coefficient (g ◦ f)Ω|Λ is
given by
(g ◦ f)Ω|Λ =
∑
ΩνΛ
gΩ|ν ◦ fν|Λ
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In particular, for elements of the group Gm1,k(E) we have the composition rule
(g ◦ f)Λ = gΛ + fΛ +
ℓ(Λ)−1∑
r=2
∑
Ω≺Λ
ℓ(Ω)=r
gΩ ◦ fΩ|Λ.
Proof. Using the terminology of matrix coefficients, Formula (MA.19) from the
proof of Theorem MA.6 can be re-written
(g ◦ f)Λ =
∑
ΩΛ
gΩ ◦ fΩ|Λ =
ℓ(Λ)∑
r=1
∑
ΩΛ
ℓ(Ω)=r
gΩ ◦ fΩ|Λ. (MA.35)
The proposition follows from this formula.
Corollary MA.14. The subgroup Gmk−1,k(E) ⊂ Gm1,k(E) is a central vector
group. More precisely, if f ∈ Gmk−1,k(E) , g ∈ Gm1,k(E) , then
(f ◦ g)Λ = fΛ + gΛ = (g ◦ f)Λ.
Proof. Note that f belongs to Gmk−1,k(E) if and only if: fΛ = 0 whenever
ℓ(Λ) ∈ {2, . . . , k − 1} . Thus the sum in the composition rule reduces to two terms,
and we easily get the claim.
Under suitable assumptions, one can show that Gmk−1,k(E) is precisely the center
of Gm1,k(E). The cosets of Gmk−1,k(E) in Gm1,k(E) are easily described: fc =
fa ◦ fb with fb ∈ Gmk−1,k(E) iff
ℓ(Λ) < k ⇒ cΛ = aΛ, ℓ(Λ) = k ⇒ cΛ = aΛ + h
with some k -multilinear map h : V k → V .
Intrinsic multilinear maps
MA.15. Intrinsic multilinear maps. Let V ′ be an arbitrary K -module and E a
k -linear space. A map f : E → V ′ is called (intrinsically) multilinear if, for all
y ∈ E and j = 1, . . . , k , the restrictions to the intrinsic affine spaces (hyperplanes)
f |y+Hj : y + Hj → V ′ are K -linear. We say that f is homogeneous multilinear
if, for all i 6= j , the restriction of f to the affine spaces y + Hij is constant
(for notation, cf. Eqns. (MA.26), (MA.28)). We denote by M(E, V ′), resp. by
Mh(E, V ′) the space of (homogeneous) intrinsically multilinear maps from E to K
and by Hom(V1, . . . , Vk;V
′) the space of multilinear maps V1 × . . . × Vk → V ′ in
the usual sense (over K).
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Proposition MA.16.
(1) A map f : E → V ′ is intrinsically multilinear if and only if it can be written,
with respect to a fixed linear structure L = L0 , in the form
f(
∑
α
vα) =
k∑
ℓ=1
∑
Λ∈Pℓ(Nk)
bΛ(vΛ1 , . . . , vΛℓ).
with multilinear maps (in the ordinary sense) bΛ : VΛ → V ′ . Then f is
homogeneous if and only if the only non-vanishing term belongs to ℓ = k , i.e.,
f(
∑
α
vα) = b(ve1 , . . . , vek)
with multinear b : V1 × . . .× Vk → V ′ .
(2) The map
Hom(V1, . . . , Vk;V
′)→Mh(E, V ′), f 7→ f := f ◦ pr
is a well-defined bijection.
Proof. (1) Assume first that f is of the form given in the claim. We decompose
v =
∑
αj=1
vα+
∑
αj=0
vα = u+w so that the first term u belongs to Hj . Keeping
the second term constant, the dependence on the first term is linear: in fact, since
Λ is a partition of the full set Nk , each term b
Λ(vΛ1 , . . . , vΛℓ) involves exactly one
argument vΛi ∈ Hj , and hence depends linearly on this argument.
Conversely, assume f : E → V ′ is intrinsically multilinear. Then we prove
by induction on k that f is of the form given in the claim. For k = 1 the
claim is trivial, and for k = 2 see Prop. BA.7. By induction, the restriction of
f to all maximal subgeometries V˜(1...101...1) (which are k − 1-cubes of K -modules,
see Section MA.11) is given by the formula from the claim. Thus, decomposing
v = u + w ∈ E as above, we write f(v) = fu(w), apply the induction hypothesis
to fu with coefficients depending on u . But the dependence on u must be linear,
and this yields the claim for f .
(2) This is a direct consequence of (1) since b = f ◦ pr.
In order to define an inverse of the map f 7→ f , we fix a linear structure Lb and let
ιb : V1 × . . .× Vk → E, (ve1 , . . . , vek) 7→ (b
∑
)vei
be the inclusion map for the longest partition (sum with respect to the linear
structure Lb ). Then the inverse map is given by
Mh(E, V ′)→ Hom(V1, . . . , Vk;V ′), f 7→ f := f ◦ ιb.
Summing up, the following diagram encodes two different ways of seeing the same
object f :
E
pr ↓↑ ιb
f
ց
V1 × . . .× Vk
f→ V ′
(MA.36)
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Note that the map f 7→ f can be extended to a map
M(E, V ′)→ Hom(V1, . . . , Vk;V ′), f 7→ f := f ◦ ιb.
which does depend on Lb . Finally, as in Section BA.9, in case that all Vα are
canonically isomorphic (see next chapter), one can define a skew-symetrization
operator from multilinear maps to homogeneous ones.
Tensor space and tensor functor
MA.17. The tensor space. For a partition Λ we let
V̂Λ := VΛ1 ⊗ . . .⊗ VΛℓ
and we define the (big) tensor space of E
Ê :=
⊕
Λ∈Part(I)
V̂Λ =
⊕
α>0
|α|⊕
ℓ=1
⊕
Λ∈Pℓ(α)
V̂Λ.
There is a canonical map
E → Ê, (vα)α 7→
∑
Λ
vΛ1 ⊗ . . .⊗ vΛℓ .
Next, to a homomorphism f : E → E′ we associate a linear map f̂ : Ê → Ê′ in
the following way: to every multilinear map bΛ : VΛ → Vα , using the universal
property of tensor products, we associate a linear map b̂Λ : V̂Λ → Vα . More
generally, whenever Ω  Λ, to the matrix coefficient fΩ|Λ : VΛ → VΩ we associate
a linear map f̂Ω|Λ : V̂Λ → V̂Ω : we can write
fΩ|Λ = bΩ
1|Λ × . . .× bΩr|Λ : ×VΩi|Λ → ×VΩi|Λ
and define
f̂Ω|Λ := b̂Ω
1|Λ ⊗ . . .⊗ b̂Ωr|Λ : ⊗VΩi|Λ → ⊗VΩi|Λ.
We define all other components of f̂ : Ê → Ê to be zero. In other words, we simply
forget all non-effective matrix coefficients; since f is determined by the elementary
coefficients, this is no loss of information.
Proposition MA.18. The preceding construction is functorial:
îdE = idÊ , ĝ ◦ f = ĝ ◦ f̂ .
Proof. The first equality is trivial. The second one follows from the matrix
multiplication rule MA.13: the component (ĝ ◦ f̂)Ω|Λ of ĝ ◦ f̂ from V̂Λ to V̂Ω is
calculated by usual matrix multiplication:
(ĝ ◦ f̂)Ω|Λ =
∑
ν
ĝΩ|ν ◦ f̂ν|Λ,
where the sum is over all partitions ν ; but, by the preceding definitions, only terms
with Ω  ν  Λ really contribute to the sum, and hence, by MA.13, we get the
component (ĝ ◦ f)Ω|Λ .
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We call the functor E → Ê the tensor functor. This functor is an equivalence of
categories: f can be recovered from f̂ since all b̂Λ are components of f̂ . Finally,
let us add the remark that in the special case of E of tangent or bundle type (see
next chapter), we may define a smaller tensor space, essentially by taking fixed
subspaces of the permutation group, which is functorial with respect to totally
symmetric homomorphisms; it is this smaller tensor space that plays the role of the
“higher osculating bundle of a vector bundle” in [Po62].
The affine-multilinear group
MA.19. Just as the usual general (or special) linear group can be extended to the
usual general (or special) affine group, the groups Gmj,k(E) may be extended to the
corresponding affine multilinear groups Amj,k(E). We give the basic definitions and
leave details to the reader: assume that for every α ∈ Ik and β ⊆ α and Λ ∈ P(β),
a multilinear map
CΛ;α : VΛ1 × . . .× VΛℓ → Vα
is given. (Note that β is recovered from Λ as β = Λ and hence can be suppressed
in the notation.) We say that f : E → E is affine-multilinear if it is of the form
f(
∑
α
vα) =
∑
α
∑
β⊂α
∑
Λ∈P(β)
CΛ;α(vΛ1 , . . . , vΛℓ)
for some family (CΛ;α). Note that for β = Ø, CΛ;α is a constant belonging to
Vα ; in particular, for k = 1, we get the usual affine group of E = V1 . For β = α ,
CΛ;α =: bΛ contributes to the “multilinear part” of f which is defined by
F : E → E,
∑
α
vα 7→
∑
α
∑
Λ∈P(α)
bΛ(vΛ1 , . . . , vΛℓ).
Clearly, F is a multilinear map in the sense of Section MA.5. We say that f is
regular (resp. unipotent) if so is F . Then the following analog of Theorem MA.6
(2) holds: An affine-multilinear map f is invertible iff it is regular, and then the
inverse of f is again affine-multilinear. (The proof is left to the reader.) Thus
we have defined groups Am0,k(E), resp. Am1,k(E), of regular (resp. unipotent)
affine-multilinear maps. The structure of these groups is rather interesting and will
be investigated elsewhere.
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SA. Symmetric and shift invariant multilinear algebra
Fibers of higher order tangent bundles are cubes of K -modules having the additional
property that all or at least some of the Vα are canonically isomorphic as K -
modules; for this reason we call such tubes of tangent type. This situation gives
rise to interesting new symmetries: the main actors are the permutation operators
which act horizontally, on the rows of the cube, like the castle in a game of chess,
and the shift operators which act diagonally, like the bishops. The commutants
in the general multilinear group of these actions are the very symmetric, resp. the
shift-invariant subgroups. The intersection of these two groups is (in characteristic
zero) the unit group of a semigroup of truncated polynomials on V .
SA.1. Cubes of tangent type and of bundle type. We say that a cube of K -modules
is of tangent type if all Vα are “canonically” isomorphic to each other and hence
to a given model space denoted by V . Formally, this is expressed by assuming
that a family idα,β : Vα → Vβ of K -linear “identification isomorphisms” be given,
satisfying the compatibility conditions idα,β ◦ idβ,γ = idα,γ and idα,α = idVα . We
say that the cube is of (general) bundle type if there are two K -modules V and
W such that each Vα is canonically isomorphic to V or to W ; more precisely, we
require that all Vα with α1 = 1 are canonically isomorphic to W and all other Vα
are canonically isomorphic to V . (In a differential geometric context, we then often
use also the the notation α = (αk, . . . , α1, α0).) Thus for a cube of bundle type the
axes of the cube (MA.6) are represented by
V






???
???
0
???????
V











??????
V






??????
W






W
W











W






(SA.1)
For simplicity, in the following text we treat only the case of a cube of tangent type.
In the differential geometric part, we apply these results as well to the general
bundle type, leaving the slight modifications in the statements to the reader.
SA.2. Action of the permutation group Σk . If E is of tangent type, fixing for
the moment the linear structure L0 , there is a linear action of the permutation
group Σk on E such that, for all σ ∈ Σk , σ : Vα → Vσ·α agrees with the canonical
identification isomorphism:
σ : E → E, σ(
∑
α
vα) =
∑
α
idα,σ(α) vα (SA.2)
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(Strictly speaking, in order to define such an action of Σk we do not need the
assumption that E is of tangent type, but only the weaker assumption that Vα ∼= Vβ
whenever |α| = |β| .) By our definition, the Σk -action is linear with respect
to the linear structure L0 on E . It will not be linear with respect to all Lb ,
or, put differently, it will not commute with the action of Gm1,k(E). We let
Eσ = {v ∈ E|σv = v} and denote by EΣk = {v ∈ E| ∀σ ∈ Σk : σv = v} the
fixed point space of the action of Σk . Then we define subgroups of Gm(E)
0,k by
Vsmj,k(E) := {f b ∈ Gmj,k(E)| ∀σ ∈ Σk : fb ◦ σ = σ ◦ fb},
Smj,k(E) := {f b ∈ Gmj,k(E)| f b(EΣk) = EΣk},
(SA.3)
called the group of very symmetric elements, resp. the group of symmetric elements
of Gmj,k(E). It is clear that Vsmj,k(E) ⊂ Smj,k(E); we will see that in general
this inclusion is strict. We say that a linear structure Lb is very or totally symmetric
if the action of Σk is linear with respect to L
b , and that it is (weakly) symmetric
if all Eσ , σ ∈ Σk , are linear subspaces of E with respect to Lb . Clearly, Lb is
(very) symmetric if so is f b .
Proposition SA.3. The group Gmj,k(E) is normalized by the action of Σk .
More precisely, for every multilinear family b = (bΛ)Λ and every σ ∈ Σk ,
σ ◦ fb ◦ σ−1 = fσ·b,
where σ · b is the multilinear family
(σ · b)Λ := σ ◦ bσ−1·Λ ◦ (σ−1 × . . .× σ−1).
It follows that σ · Lb is again a multilinear connection on E ; more precisely,
σ · Lb = Lσ·b .
Proof. By a direct calculation, making the change of variables β = σ.α and
Ω := σ.Λ, we obtain
σfbσ
−1(
∑
α
vα) = σfb(
∑
α
idα,σ−1(α)(vα))
= σ
(∑
α
∑
Λ∈P(α)
bΛ
(
idσ.Λ,Λ(vσ(Λ))
))
=
∑
α
∑
Λ∈P(α)
idα,σ.α b
Λ(idσ.Λ,Λ(vσ(Λ)))
=
∑
β
∑
Ω∈P(β)
idσ−1.β,β b
σ−1Ω(idΩ,σ−1Ω(vΩ))
= fσ.b(
∑
β
vβ).
Finally, since σ · L0 = L0 , it follows that
σ · Lb = σ · f b · L0 = (σ ◦ f b ◦ σ−1) · L0 = fσ·bL0 = Lσ·b
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Corollary SA.4. The following are equivalent:
(1) fb ∈ Vsm1,k(E)
(2) ∀σ ∈ Σk , Lb = σ · Lb
(3) the multilinear family b is Σk -equivariant in the sense that, for all α ∈ Ik ,
all Λ ∈ P(α) and all σ ∈ Σk , we have (σ · b)Λ = bΛ , i.e., bσ·Λ = σ ◦ bΛ ◦
(σ−1 × . . .× σ−1) :
VΛ1 × . . .× VΛℓ b
Λ
→ Vα
σ × . . . σ ↓ ↓ σ
Vσ(Λ1) × . . .× Vσ(Λℓ) b
σ·Λ
→ Vσ·α
(SA.4)
The condition from the corollary implies that the bΛ are symmetric multilinear
maps. Let us explain this. We assume that fb is very symmetric, i.e. (SA.4)
commutes for all Λ and σ , and let us fix Λ ∈ P(α) such that, for some i 6= j , we
have |Λi| = |Λj | . Then there exists σ such that σ(Λi) = Λj and σ(Λm) = Λm for
all other m , whence σ(Λ) = Λ and hence σ(α) = α . The action of σ on VΛ is
determined by exchanging VΛi and VΛj and fixing all other VΛm . Therefore (SA.6)
can be interpreted in this situation by saying that bΛ is symmetric with respect to
exchange of arguments from VΛi and VΛj . In other words, the multilinear map b
Λ
has all possible permutation symmetries in the sense that it is invariant under the
subgroup {σ ∈ Σk|σ · Λ = Λ} of Σk . For instance, if k = 2, fb is very symmetric
iff b01,10 “is a symmetric bilinear map V × V → V ”, and if k = 3 (cf. Section
MA.8), then fb is very symmetric iff
(a) the three bilinear maps b001,110, b101,010, b011,100 are conjugate to each other:
(23) · b101,010 = b011,100 = (13) · b110,001 ,
(b) the three bilinear maps b001,010, b001,100, b010,100 are conjugate to each other:
(23) · b001,010 = b001,100 = (12) · b010,100 and are symmetric as bilinear maps,
(c) the trilinear map b001,010,100 is a symmetric trilinear map.
Next we will give a sufficient condition for fb to be weakly symmetric. For k = 2,
all fb ∈ Gm1,2(E) are weakly symmetric (in the notation of BA.1, fb(v, v, w) =
(v, v, w + b(v, v))), and for k = 3, the reader may check by hand that fb is weakly
symmetric if the preceding condition (a) holds in combination with
(b’) the three bilinear maps b001,010, b001,100, b010,100 are conjugate to each other:
(23) · b001,010 = b001,100 = (12) · b010,100 .
Our sufficient criterion will be based on the simple observation that EΣk = ∩τ∈TEσ
where T is any set of generators of Σk ; for instance, we may choose T to be the
set of transpositions.
Proposition SA.5. Let fb ∈ Gm1,k(E) , τ ∈ Σk and consider the following
conditions (1) and (2) .
(1) fb(E
τ ) = Eτ
(2) For all α ∈ Ik such that τ · α 6= α and for all partitions Λ ∈ P(α) , the
condition (τ · b)Λ = bΛ holds.
Then (2) implies (1) . It follows that, if fb satisfies Condition (2) for all elements
τ of some set T of generators of Σk , then fb ∈ Sm1,k(E) .
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Proof. By definition of Eτ ,
v =
∑
α
vα ∈ Eτ ⇔ ∀α ∈ Ik : idα,τ ·α(vα) = vτ ·α.
It follows that f b(v) belongs to Eτ if and only if τ((f bv)α) = idα,τ ·α(f
bv)τ ·α for
all α , i.e.
idα,τ ·α(vα) +
∑
Λ∈P(α)
bΛ(vΛ1 , . . . , vΛℓ)) = vτ ·α +
∑
Ω∈P(τ ·α)
bΩ(vΩ1 , . . . , vΩℓ)
= vτ ·α +
∑
Λ′∈P(α)
bτ ·Λ
′
(v(τ ·Λ′)1 , . . . , v(τ ·Λ′)ℓ)
where we made the change of variables Λ′ := τ−1 · Ω. If we assume that v ∈ Eτ ,
then this condition is equivalent to: for all α ∈ Ik ,∑
Λ∈P(α)
idα,τ ·α(b
Λ(vΛ1 , . . . , vΛℓ)) =
∑
Λ′∈P(α)
bτ ·Λ
′
(v(τ ·Λ′)1 , . . . , v(τ ·Λ′)ℓ) (SA.5)
If τ · α = α , then, since idα,α = idVα , this condition is automatically fulfilled, and
if τ · α 6= α , then Condition (2) guarantees that it holds. Thus (SA.5) holds for all
α , and (1) follows. The final conclusion is now immediate.
One can show that, if in the preceding claim that τ is a transposition, then (1) and
(2) are equivalent.
SA.6. Curvature forms. Let L = Lb be a multilinear connection on E . We have
seen that L and σ ·L are multilinearly related (Prop. SA.3), and hence there exists
a unique element R := Rσ,L ∈ Gm1,k(E) such that
Rσ,b · L = σ · L. (SA.6)
This element is called the curvature operator and is given by
Rσ,L = σ ◦ fb ◦ σ−1 ◦ (fb)−1 = fσ·b ◦ (fb)−1. (SA.7)
In fact, σ ◦ fb ◦σ−1 ◦ (fb)−1 ·Lb = σ ·fb ·σ−1L0 = σ ·Lb since L0 is very symmetric,
i.e. σ ·L0 = L0 . Directly from the definition of the curvature operators, we get the
cocycle relations
Rσ◦τ = σ ◦Rτ ◦ σ−1 ◦Rσ, Rid = id . (SA.8)
The elementary matrix coefficients of R with respect to L ,
RΛ := (Rσ,L)Λ : VΛ → VΛ (SA.9)
are called curvature forms (of σ, L).
SA.7. Symmetrizability. We say that a multilinear connection L = Lb (resp. an
endomorphism fb ∈ Gm1,k(E)) is symmetrizable if all its curvature operators Rσ,L ,
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σ ∈ Σk , belong to the central vector group Gmk−1,k(E), i.e. (σ◦fb◦σ−1◦(fb)−1)Λ =
0 whenver ℓ(Λ) < k , or, equivalently,
∀Λ : ℓ(Λ) < k ⇒ (σ · b)Λ = bΛ.
Lemma SA.8. Assume L is symmetrizable. Then the orbit OL := Gmk−1,k(E).L
of L under the action of the vector group Gmk−1,k(E) is an affine space over K ,
isomorphic to Gmk−1,k(E) . This affine space is stable under the action of the group
Σk which acts by affine maps on OL .
Proof. All orbits of the action of the vector group Gmk−1,k(E) on the space of
connections have trivial stabilizer and hence are affine spaces. Let us prove that
OL is stable under the action of σ ∈ Σk : for fc ∈ Gmk−1,k(E),
σ.fc.L = (σ ◦ fc ◦ σ−1).σ.L = fσ·c.Rσ,L.L
belongs to the orbit Gmk−1,k(E).L = OL (since Rσ,L ∈ Gmk−1,k(E) by assumption
of symmetrizability, and fσ·c ∈ Gmk−1,k(E) by Prop. SA.3). Next, we show that
the last expression depends affinely on c : indeed, conjugation by σ is a linear
automorphism of the vector group Gmk−1,k(E) (the action cΛ 7→ (σ.c)Λ , for
the only non-trivial component Λ = {{1}, . . . , {k}} , is the usual action of the
permutation group on k -multilinear maps V k → V , which is linear), and hence
fc.L 7→ fσ.c.L is a linear automorphism of the linear space (OL, L). Composing
with the translation by Rσ,L , we see that fc.L 7→ Rσ,L.fσ.c.L = σ.(fc.L) is affine.
Corollary SA.9. Assume that L = Lb is symmetrizable and that the integers
2, . . . , k are invertible in K . Then the barycenter of the Σk -orbit of L ,
LSym :=
1
k!
∑
ν∈Σk
ν.L ∈ OL (SA.10)
is well-defined and is a very symmetric linear structure on E . Assume that, in
addition, L is invariant under Σk−1 . Then
LSym =
1
k
k∑
j=1
(12 · · ·k)j .L. (SA.11)
Proof. For any finite group Γ, acting affinely on an affine space over K , under
the suitable assumption on K , the barycenter of Γ-orbits is well-defined and is fixed
under Γ since affine maps are compatible with barycenters. This can be applied to
the situation of the preceding lemma in order to prove the first claim. Moreover, if
Σk−1.L = L , then Σk.L = Z/(k).L , where Z/(k) is the cyclic group generated by
the permutation (12 · · ·k), and we get (SA.11).
Summing up, P := 1
k!
∑
ν∈Σk
ν may be seen as a well-defined projection opera-
tor on the space of all symmetrizable linear structures, acting affinely on orbits of
the type of OL and having as image the space of all very symmetric linear struc-
tures. The fibers of this operator are linear spaces, isomorphic to the kernel of the
symmetrization operator on multilinear maps V k → V .
APPENDIX: MULTILINEAR GEOMETRY 187
SA.10. Bianchi’s identities. Assume L satisfies the assumptions leading to Equa-
tion (SA.11). Then RLSym = 0 since LSym is very symmetric; on the other hand,
0 = RLSym =
1
k
k∑
j=1
R(12···k)
j .L =
1
k
k∑
j=1
(12 · · ·k)j .RL. (SA.12)
Thus the sum of the cyclically permuted k -multilinear maps corresponding to RL
vanishes; for k = 3 this is Bianchi’s identity. Also, if σ is a transposition, then Rσ
has the familier skew-symmetry of a curvature tensor: this follows from the cocylce
relations
id = Rid = Rσ
2
= σ ◦Rσ ◦ σ ◦Rσ;
but under the assumption of SA.9, the composition of the curvature operators is
just vector addition in the vector group Gmk−1,k(E), whence
0 = σ ◦Rσ ◦ σ +Rσ, (SA.13)
expressing that the multilinear map Rσ is skew-symmetric in the i -th and j -th
component if σ = (ij).
Shift operators and shift invariance
SA.11. Shift of the index set. For i 6= j , the (elementary) shift of the index set
Ik ∼= 2Nk (in direction j with basis i) is defined by
s := sij : 2
Nk → 2Nk , s(A) =
{ A if i /∈ A,
A ∪ {j} if i ∈ A, j /∈ A,
Ø if i, j ∈ A.
(SA.14)
In terms of multi-indices,
s := sij : Ik → Ik, s(α) =
{ α if αi = 0,
α+ ej if αi = 1, αj = 0,
0 if αi = 1, αj = 1.
(SA.15)
Then s ◦ s(A) = A if i ∈ A and s ◦ s(A) = Ø else; hence s ◦ s is idempotent and
may be considered as a “projection with base i”.
SA.12. Shift operators. We continue to assume that E is of tangent type. Then,
with respect to the linear structure L0 , there is a unique linear map S := Sij : E →
E corresponding to the elementay shift s of the index set, called an (elementary)
shift operator
Sij : E → E, Sij(vα) = idα,s(α)(vα) =
{ vα if αi = 0,
idα,α+ej (vα) if αi = 1, αj = 0,
0 if αi = 1, αj = 1.
(SA.16)
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The components of Sijv are then given by
(Sij(v))β = prβ(Sijv) = prβ(
∑
α
Sijvα) =
{ vβ if βi = 0,
idβ−ej ,β(vβ−ej ) if βi = 1 = βj ,
0 if βi = 1, βj = 0.
(SA.17)
We say that Sij is a positive shift if i > j . Note that S ◦ S = p1−eipe∗i is the
projection onto a maximal subgeometry considered in Section MA.11 (Equation
(MA.25)), and that Sij preserves the factors of the decomposition E = V˜1−ei ⊕Hi
(Section MA.11); it acts trivially on the first factor and by a two-step nilpotent map
εj on the second factor, as may be summarized by the following matrix notation:
Sij =
(
1
0
1
0
0
)
=
(
1 0
0 εj
)
.
The shift operators are not intrinsic with respect to the whole general linear group
Gm1,k(E) but only with respect to a suitable subgroup.
Proposition SA.13. The map f b commutes with the shift S = Sij if and only
if the following holds: for all α ∈ Ik such that αi = 1 and αj = 0 and for all
Λ ∈ P(α) the following diagram commutes:
VΛ1 × . . .× VΛℓ b
Λ
→ Vα
S × . . .× S ↓ ↓ S
VΛ1 × . . .× VΛm∪{i} × . . .× VΛℓ b
s·Λ
→ Vs·α
(SA.18)
where m is the (unique) index such that i ∈ Λm . In this case,
sΛ = {sΛ1, . . . , sΛℓ} = {Λ1, . . . ,Λm ∪ {i}, . . . ,Λℓ}
is a partition of sα = α ∪ {i} , so that bsΛ is a matrix coefficient of f b .
Proof. On the one hand,
fb(Sij(v)) =
∑
α
∑
Λ∈P(α)
bΛ((Sijv)Λ1 , . . . , (Sijv)Λℓ)
=
∑
α
αi=0
bΛ(vΛ1 , . . . , vΛℓ) +
∑
α
αi=1=αj
bΛ((Sijv)Λ1 , . . . , (Sijv)Λℓ) =: A+B,
where A corresponds to sum over all α with αi = 0 (in this case we have also
(Λr)i = 0 for all i , and hence the shift sij fixes these indices), B corresponds to
the sum over all α with αi = 1 = αj , and the term corresponding to the sum over
all α with αi = 1, αj = 0 is zero since then there exists r with (Λ
r)i = 1 and
(Λr)j = 0, and hence (Sijv)Λr = 0. On the other hand, by definition of Sij ,
Sij(fb(v)) = Sij(
∑
α
∑
Λ∈P(α)
bΛ(vΛ)) =
∑
α
∑
Λ∈P(α)
Sij(b
Λ(vΛ))
=
∑
α
αi=0
∑
Λ∈P(α)
bΛ(vΛ) +
∑
α
αi=1,αj=0
∑
Λ∈P(α)
idα,α+ej (b
Λ(vΛ)) =: A+B
′,
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where the first term A coincides with the first term of the preceding calculation.
Comparing, we see that fb ◦ Sij = Sij ◦ fb iff B = B′ . Let us have a look at B : if
αi = 1 = αj , then for a given Λ ∈ P(α) two cases may arise:
(a) either there exists m = m(Λ) such that i, j ∈ Λm ; in this case
bΛ((Sijv)Λ1 , . . . , (Sijv)Λℓ) = b
Λ(vΛ1 , . . . , idΛm−ej ,Λm(vΛm−ej ), . . . , vΛℓ),
(b) there exists m 6= n such that i ∈ Λm , j ∈ Λn . In this case (Sijv)Λm = 0,
and the corresponding term is zero.
Thus we are left with Case (a). In this case we let γ := α−ej and define a partition
Λ′ := {Λ1, . . . ,Λm − ej , . . . ,Λℓ} ; then Λ′ ∈ P(γ) and Λ = s(Λ′), α = s(γ), and
the condition B = B′ is seen to be equivalent to the condition from the claim.
Let us define the following subgroups of Gm1,k(E):
Shiℓ,k(E) := {fb ∈ Gmℓ,k(E)| ∀i 6= j : Sij ◦ fb = fb ◦ Sij},
Shiℓ,k+ (E) := {fb ∈ Gmℓ,k(E)| ∀i > j : Sij ◦ fb = fb ◦ Sij}.
(SA.19)
For k = 2 the only target space for non-trivial multilinear maps is V11 and the
only non-trivial partition is Λ = ((01), (10)), which corresponds to Case (b) in the
preceding proof, whence Gm1,2(E) = Shi1,2(E) (cf. also Section BA.4). We will see
that the condition from Prop. SA.13 really has non-trivial consequences if k ≥ 3.
Theorem SA.14. Assume that k > 2 and that the multilinear connection L
is invariant under all shifts. Then L is symmetrizable, and (if the integers are
invertible in K) LSym is again invariant under all shifts. Equivalently, if fb ∈
Shi1,k(E) , then f b is symmetrizable, and fSym(b) belongs to Shi1,k(E)∩Vsm1,k(E) .
Proof. We prepare the proof by some remarks on shifts. The shift maps
sij : Ik → Ik are “essentially injective” in the sense that, if β 6= 0, then there
is at most one α such that sij(α) = β , and similarly for partitions. Then we write
α
sij→β , having in mind that α is uniquely determined by β . Now let us look at the
following pattern of correspondences of (ordered) partitions of length 2 for k = 3:
{2}, {3, 1} {2, 3}, {1} {3}, {1, 2}
s31ր
s13տ
s23ր
s32տ
s12ր
s21տ
{2}, {3} (13)↔ {2}, {1} (23)↔ {3}, {1} (12)↔ {3}, {2}
If fb is invariant under all shifts, then the maps b
Λ corresponding to the partitions of
the preceding pattern are all conjugate to each other under the respective shifts. But
this implies that that they are also conjugate to each other under the transpositions
as indicated in the bottom line, and by composing the three transpositions, we see
that also the effect of the transposition (32) on the partition ({2}, {3}) is induced
by the shift-invariance. (At this point, the reader may recognize the famous “braid
lemma” in disguise.) Also, the partitions from the top line are conjugate to each
other under permutations (here the order is not important since their two elements
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are already distinguished by their cardinality). Summing up, for ℓ(Λ) = 2, all
bilinear maps bσ.Λ , σ ∈ Σ3 , are conjugate to bΛ under σ , and according to SA.7,
this means that fb is symmetrizable. This argument can be generalized to arbitrary
k > 2 and Λ with ℓ(Λ) < k because for all such Λ there exists Ω such that one
of the relations Λ
sij→Ω or Ωsij→Λ holds (the only partition for which no such relation
holds is the longest one, Λ = {{1}, . . . , {k}}). Then, using the above arguments,
one sees that bΛ and bτ ·Λ for τ = (i, j) are conjugate, and so on, leading to
invariance under a set of generating transpositions of Σk .
Finally, note that, if L = Lb , then LSym = L
Sym(b) , where Sym(b) is
obtained by symmetrising the highest coefficient of b . By assumption, fb commutes
with all shifts; then also all elements of the Gmk−1,k(E)-coset commute with all
shifts since elements of Gmk−1,k(E) commute with all shifts, by Prop. SA.13.
Since fSym(b) belongs to this coset, it commutes with all shifts. Summing up,
fSym(b) ∈ Shi1,k(E) ∩Vsm1,k(E).
SA.15. The intersection Vsm1,k(E) ∩ Shi1,k(E) . Assume fb ∈ Vsm1,k(E) ∩
Shi1,k(E). Then all components bΛ of fb for with fixed length ℓ(Λ) = ℓ are
conjugate to each other under a combination of shifts and permutations: by these
operations, every partition Λ of length ℓ can be transformed into the the “standard
partition” {{1}, . . . , {ℓ}} of length ℓ . Thus fb is determined by a collection of k
symmetric multilinear maps dj : V j → V where V is the model space for all Vα .
Let us denote by εα : V → Vα the isomorphism with the model space (so that
idα,β = ε
α ◦ (εβ)−1 ). Then fb is given by
fb(v) =
∑
α
εα(
|α|∑
j=1
∑
Λ∈Pj(α)
dj(vΛ)).
Theorem SA.16.
(1) A multilinear map fb ∈ Gm(E) belongs to Shik(E) ∩Vsmk(E) if and only if
there are symmetric multilinear maps dℓ : V ℓ → V such that, if ℓ(Λ) = ℓ ,
bΛ(εΛ1vΛ1 , . . . , ε
ΛℓvΛℓ) = ε
Λdl(vΛ1 , . . . , vΛℓ).
(2) If 2, . . . , k are invertible in K , then a multilinear map fb ∈ Gm(E) belongs
to Shik(E)∩Vsmk(E) if and only if there is a polynomial map F : V → V of
degree at most k such that fb is given by the following purely algebraic analog
of Theorem 7.5:
fb(v) =
∑
α
∑
Λ∈P(α)
(dℓ(Λ)F )(0)(vΛ),
where (dℓF )(0) is the ℓ-th differential of F at the origin. We write this also
in the form fb = (T
kF )0 .
Proof. The condition from (1) is necessary since, as remarked above, by per-
mutations and shifts every partition Λ can be transformed into the the standard
partition Λ̂ := {{1}, . . . , {ℓ}} of length ℓ = ℓ(Λ). Then we let dℓ := bΛ̂ . The
condition is also sufficient: with arbitrary choices of symmetric multilinear maps
dℓ , the formula defines a multilinear map fb ; this map satisfies the shift-invariance
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and the permutation-invariance conditions (SA.13 and SA.4) and hence belongs to
the intersection of both groups.
(2) Given fb ∈ Shik(E) ∩ Vsmk(E), we define dℓ as in (1) and define a
polynomial map F : V → V by
F (x) :=
k∑
ℓ=1
1
ℓ!
dℓ(x, . . . , x).
Then we have (dℓF )(0) = dℓ , and hence F satisfies the requirement from (2).
Conversely, given F , we let dℓ := (dℓF )(0) and then define fb as in Part (1).
The preceding theorem shows that the group Vsm1,k(E) ∩ Shi1,k(E) is a purely
algebraic version of the “truncated polynomial group”, denoted in [KMS93, Ch.
13.1] by Bk1 . Its Lie algebra (see next chapter, or [KMS93]) is the truncated (modulo
degre > k ) Lie algebra of polynomial vector fields on V .
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PG. Polynomial groups
In the following, we will use the notion of polynomial mappings between
modules over a ring or field K , which we define as finite sums p =
∑m
k=0 pk of
homogeneous polynomial mappings pk : V → W , where pk(x) = bk(x, . . . , x) is
given by evaluating a (not necessary symmetric) K -multilinear map bk : V
k → W
on the diagonal. However, in general it is not possible to recover the homogeneous
parts pk from the mapping p : V → W . Therefore one either has to work with a
more formal concept of polynomials (as developed by N. Roby in [Rob63]), or one
has to make assumptions on the base ring. In order to simplify our presentation, we
will choose the second option and make rather strong assumptions on K : in Sections
PG.1 – PG.4 we will assume that K is an infinite field, and from Section PG.5 on
we will assume that K is a field of characteristic zero. Under these assumptions,
the homogeneous parts can be recovered from p by algebraic differential calculus
for polynomials – this is classical, and it can also be recovered in the general
framework of differential calculus developed in [BGN04] since polynomial maps
over infinite fields form a “C0 -concept” in the sense of [BGN04] (cf. also Appendix
G.1). Another choice of assumptions could be to assume that K is a topological
ring with dense unit group, and to admit only continuous polynomials.
PG.1. Definition of polynomial groups. A polynomial group (over an infinite field
K) of degree at most k (where k ∈ N) is a K -vector space M together with a
group structure (M,m, i, e) such that e = 0, the product map m : M ×M → M
and the inversion j : M → M are polynomial, and all iterated product maps, for
i ∈ N ,
m(i) :M i →M, (x1, . . . , xi) 7→ x1 · · ·xi (PG.1)
(which are polynomial maps since so is m = m(2) ) are polynomial maps of degree
bounded by k .
PG.2. Our three main examples of polynomial groups are:
(1) The general multilinear group M = Gm1,k(E), with its natural chart, is a
polynomial group of degree at most k : with respect to a fixed multilinear
connection L = L0 on E , every f ∈ Gm1,k is of the form f = f b = id+Xb
with a multilinear family b , and in this way Gm1,k(E) is identified with the
K -module M = Mult>1 of multilinear families that are singular of order 1.
The multiplication map m :M ×M →M is described by Prop. MA.13: it is
clearly polynomial in (g, f), with degree bounded by k . Applying twice the
matrix multiplication rule MA.13, we get the iterated product map
(m(3)(h, g, f))Λ =
∑
ΞΩΛ
hΞ ◦ gΞ|Ω ◦ fΩ|Λ (PG.2)
which is again polynomial of degree bounded by k : applied to an element
v ∈ E , (PG.2) is a sum of multilinear terms; every occurence of f, g or h
corresponds to a non-trivial contraction; but in a multilinear space of degree
k , one cannot contract more than k times, so the degree is bounded by k .
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Similar arguments apply to m(j) . Finally, the inversion procedure used in the
proof of Theorem MA.6 is also polynomial (details are left to the reader).
(2) For any Lie group G , the group (T kG)e , equipped with the K -module struc-
ture coming from left or right trivialization, is a polynomial group of degree
at most k – this is clear from Theorem 24.7 since the Lie algebra (T kg)e is
nilpotent of order k . (Examples (1) and (2) make sense in arbitrary charac-
teristic.)
(3) If K is of characteristic zero, then any nilpotent Lie algebra over K , equipped
with the Campbell-Hausdorff multiplication, is a polynomial group of degree
bounded by the index of nilpotence of the Lie algebra.
PG.3. The Lie bracket. We write
m(x, y) =
k∑
i=0
mi(x, y) =
∑
p+q≤k
mp,q(x, y) (PG.3)
for the decomposition of m : M ×M → M into homogeneous polynomial maps
mi :M×M →M , resp. into parts mp,q(x, y), homogeneous in x of degree p and in
y of degree q . The constant term is m0(x, y) = m0(0, 0) = 0, and the linear term is
m1(x, y) = m1((x, 0)+(0, y)) = m1(x, 0)+m1(0, y) = x+y , whence m1,0(x, y) = x ,
m0,1(x, y) = y . For j > 1, we have mj,0(x, y) = 0 = m0,j(x, y) since mj,0(x, y) =
mj,0(x, 0) is the homogeneous component of degree j of x 7→ m(x, 0) = x . Thus
m(x, y) = x+ y +m1,1(x, y) +
∑
p+q=3,...,k
p,q≥1
mp,q(x, y)
with a bilinear map m1,1 : M ×M → M . Similar arguments (cf. [Bou72, Ch.III,
Par. 5, Prop. 1]) show that
x−1 = i(x) = −x+m1,1(x, x)mod deg 3
xyx−1 = y +m1,1(x, y)−m1,1(y, x)mod deg 3
c1(x, y) := xyx
−1y−1 = m1,1(x, y)−m1,1(y, x)mod deg 3,
(PG.4)
(where moddeg 3 has the same meaning as in [Bou72, loc.cit.]), and one proves
that
[x, y] := m1,1(x, y)−m1,1(y, x) (PG.5)
is a Lie bracket on M . If one defines the iterated group commutator by induction,
cj+1(x1, . . . , xj+2) := c1(x1, cj(x2, . . . , xj+2)),
it is easily seen that
cj(x1, . . . , xj+1) = [x1, [x2, . . . , [xj , xj+1] . . .]] mod deg(j + 2).
The maps cj are polynomials, and their degree is uniformely bounded by some
integer N ∈ N (write cj = mr ◦ ιj , where ιj : M j+1 → M r is a polynomial map
whose degree is equal to the degree of inversion j :M →M and which is a certain
composition of diagonal imbeddings and copies of j ). Since the iterated Lie bracket
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is of degree j+1, it follows that it vanishes as soon as j+1 > N , and hence the Lie
bracket is nilpotent. Let us now describe this nilpotent Lie algebra for the examples
mentioned above (PG.2, (1) – (3)):
(1) Recall Formula (MA.19) (or Prop. MA.13) for the components of the product
m(g, f) = g ◦ f in the group Gm1,k(E). It is linear in g , but non-linear in
f . The part which is linear in f is obtained by summing over all partitions
Ω such that Λ is a refinement of Ω of degree one, i.e. there is exactly one
element of Ω which is a union of at least two elements of Λ, whereas all other
elements of Ω are also elements of Λ. Thus, if we define the degree of the
refinement (Λ,Ω) to be the number of non-trivial contractions of Λ induced
by Ω:
deg(Ω|Λ) := card{ω ∈ Ω|ω /∈ Λ},
then
m1,1(g, f)
Λ =
∑
Ω≺Λ
deg(Ω|Λ)=1
gΩ ◦ fΩ|Λ.
Viewing f and g as polynomial mappings E → E and with the usual defini-
tion of differentials of polynomial maps, this can be written m1,1(g, f)(x) =
dg(x) · f(x), and thus
[g, f ](x) = dg(x) · f(x)− df(x) · g(x)
is the usual Lie bracket of the algebra of polynomial vector fields on E .
We denote the Lie algebra thus obtained by gm1,k(E). It is a graded Lie
algebra; the grading depends on the linear structure L0 , whereas the associated
filtration is an intrinsic feature, given by
gm1,k(E) ⊃ gm2,k(E) ⊃ . . . ⊃ gmk−1,k(E),
where gmj,k(E) = Mult>j(E) is the K -module of multilinear families that
are singular of order j .
(2) For M = (T kG)e , we recover the Lie algebra (T
kg)0 of (T
kG)e , as follows
easily from the fundamental commutation rule (24.1).
(3) Since the first terms of the Campbell-Hausdorff formula are X+Y + 12 [X,Y ]+
. . . , we get the Lie bracket we started with: 12 [X,Y ]− 12 [Y,X ] = [X,Y ] .
PG.4. The power maps. We decompose the iterated product maps into multiho-
mogeneous parts,
m(j) =
∑
p1,...,pj≥0
p1+...+pj≤k
m(j)p1,...,pj ,
(where the m
(j)
p1,...,pj can be calculated in terms of mp,q , but we will not need the
explicit formula) and (following the notation from [Bou72] and from [Se65, LG 4.19])
we let
ψj :M →M, x 7→
∑
p1,...,pj>0
m(j)p1,...,pj (x, . . . , x). (PG.6)
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Since the degree of m(j) is bounded by k and
∑
i pi is the degree of a homogeneous
component of m(j) , it follows that ψj = 0 for j > k . By convention, ψ0(x) = 0;
then ψ1(x) = x and
x2 = m(x, x) = x+ x+
∑
i>1
mi(x, x) = 2ψ1(x) + ψ2(x),
x3 = m(3)(x, x, x) =
∑
p1,p2,p3≥0
m(3)p1,p2,p3(x, x, x)
= (
∑
p1,p2,p3 6=0
+
∑
p1=0,p2 6=0,p3 6=0
+
∑
p2=0,p1 6=0,p3 6=0
+
∑
p3=0,p2 6=0,p1 6=0
+
∑
p1=0,p2=0,p3 6=0
+
∑
p1=0,p3=0,p2 6=0
+
∑
p2=0,p3=0,p1 6=0
+
∑
p1=p2=p3=0
)(m(3)p1,p2,p3(x, x, x))
= ψ3(x) + 3ψ2(x) + 3ψ1(x) + ψ0(x)
xn =
k∑
j=0
(
n
j
)
ψj(x).
See [Bou72, III, Par. 5, Prop. 2] for the details of the proof (mind that ψj = 0 for
j > k ). The last formula holds for all n ∈ N and in arbitrary characteristic.
PG.5. One-parameter subgroups. From now on we assume that K is a field of
characteristic zero. Then, for fixed x ∈M , we let
f := fx : K→M, t 7→ xt :=
k∑
j=0
(
t
j
)
ψj(x). (PG.7)
Clearly, f is a polynomial map (of degree bounded by k ), and we have just seen
that f(t+s) = f(t)f(s) for all t, s ∈ N . For fixed s ∈ N , both sides of this equality
depend polynomially on t ∈ K ; they agree for t ∈ N and hence for all t ∈ K (since
K is a field of characteristic zero). Since f(n) = xn for n ∈ N , we may say that fx
is a one-parameter subgroup through x . In particular, it follows that
x−1 =
k∑
j=0
(−1
j
)
ψj(x) =
k∑
j=0
(−1)jψj(x), (PG.8)
and hence the inversion map is a polynomial map of degree bounded by k . Note
that fx is not a one-parameter subgroup “in direction of x” since the derivative
f ′x(0) is not equal to x but is given by the linear term in
fx(t) = tx+
t(t− 1)
2
ψ2(x) +
t(t− 1)(t− 2)
3!
ψ3(x) + . . .
= t(x− 1
2
ψ2(x) +
1
3
ψ3(x) ± . . .)mod (t2),
and thus fx is a one-parameter subgroup in direction f
′
x(0) =
∑k
p=1
(−1)p−1
p
ψp(x).
Thus, in order to define “the one-parameter subgroup in direction y”, all we need
is to invert the polynomial
∑k
p=1
(−1)p−1
p
ψp(x), if possible. This is essentially the
content of the following theorem:
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Theorem PG.6. Assume M is a polynomial group over a field K of char-
acteristic zero. We denote by m a formal copy of the K-vector space M (where
we may forget about the group structure). Then there exists a unique polynomial
exp : m →M such that
(1) for all X ∈ m and n ∈ Z, exp(nX) = (expX)n ,
(2) the linear term of exp is the identity map m =M .
The polynomial exp is bijective, and its inverse map log : M → m is again
polynomial. We have the explicit formulae
exp(x) =
k∑
p=1
1
p!
ψp,p(x)
log(x) =
k∑
p=1
(−1)p−1
p
ψp(x)
where ψp,m is the homogeneous component of degree m of ψp .
Proof. We proceed in several steps.
Step 1. Uniqueness of the exponential map. We claim that two polynomial
homomorphisms f, g : K → M with f ′(0) = g′(0) are equal (here we use the
standard definition of the derivative of a polynomial). Indeed, this follows from
general arguments given in [Se65, p. LG 5.33]: f, g being homomorphisms, they
satisfy the same formal differential equation with same initial condition and hence
must agree. It follows that, for every v ∈ M , there exists at most one polynomial
homomorphism γv : K→M such that γ′v(0) = v . On the other hand, Property (1)
of the exponential map implies (by the same “integer density” argument as above)
that exp(tX) = (expX)t for all t ∈ K and hence exp((t+s)X) = exp(tX)·exp(sX)
for all t, s ∈ K . Invoking Property (2) of the exponential map, it follows that the
exponential map, if it exists, has to be given by exp(v) = γv(1).
Step 2. We define the logarithm by the polynomial expression given in the
claim and establish the functional equation of the logarithm. As remarked before
stating the theorem, log(x) = f ′x(0). This implies the functional equation
∀n ∈ Z : log(xn) = n log(x).
Indeed, from fx(n) = x
n = fxn(1) we get fx(nt) = fxn(t) for all t ∈ K and hence
log(xn) =
d
dt
|t=0fxn(t) = d
dt
|t=0fx(nt) = n log(x).
This implies log(xt) = t log(x) for all t ∈ K .
Step 3. We define exp by the polynomial expression given in the claim and
show that log ◦ exp = idm . In fact, here the proof from [Bou72, III. Par. 5 no. 4]
carries over word by word. We briefly repeat the main arguments : for t ∈ K× ,
log(tx) = t log((tx)t
−1
) = t log(
∑
r≤m
tm−rϕr,m(x)), (PG.9)
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where the polynomials ϕr,m are defined by the expansion
xt =
∑
r,m
trϕr,m(x)
into homogeneous terms of degree r in t and degree m in x . From the definition
of xt and of the components ψp,m one gets in particular
ϕ1,m(x) =
∑
p≤m
(−1)p−1
p
ψp,m(x), ϕm,m(x) =
1
m!
ψm,m(x).
One notes also that ψp,m = 0 if m < p . Taking
d
dt
|t=0 in (PG.9), we get
x = log(
∑
m
ϕm,m(x)) = log(
∑
m
1
m!
ψm,m(x)) = log(exp(x)).
Step 4. We show that exp ◦ log = idM . We let
γv(t) := fexp(v)(t).
Then γ′v(0) = f
′
exp(v)(0) = log(exp(v)) = v by Step 3, and hence the preceding
definition is consistent with the definition of γv in Step 1. We have
γv(1) = fexp(v)(1) = exp(v).
The uniqueness statement on one-parameter subgroups from Step 1 shows that
fx = γlog(x) since both have derivative log(x) at t = 0. Thus x = fx(1) =
γlog(x)(1) = exp(log(x)).
Step 5. We prove that exp satisfies (1) and (2). In fact, Property (2) follows
from the fact that Ψ1(x) = Ψ1,1(x) = x . Since exp = (log)
−1 , the functional
equation (1) follows from the functional equation of the logarithm established in
Step 2. (One may also adapt the usual “analytic” argument: from the uniqueness
statement on one-parameter subgroups from Step 1 we get γtv(1) = γv(t), which
yields exp(tv) = (exp v)t and hence the functional equation (1).)
Let us add some comments on the theorem and on its proof. We have chosen
notation m and M such that on the side of m only the K -vector space structure is
involved (see Theorem PG.8 below for relation with the Lie algebra structure) and
on M only the group structure and its “regularity”. In the theory of general formal
groups, the existence and uniqueness of formal power series exp and log with the
desired properties is proved by quite different arguments: in [Bou72, Ch.III, Par.
4, Thm. 4 and Def. 1] the existence of an exponential map is established by using
the theory of universal envelopping algebras of Lie algebras, and the argument from
[Se65, LG 5.35. – Cor. 2] relies heaviliy on the existence of a Campbell-Hausdorff
multiplication.
PG.7. Examples. Let us give a more explicit description of the exponential maps
for our examples PG.2 (1) – (3).
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(1) Let X = Xb ∈ M = gm1,k(E), where b is a multilinear family b , singular of
order 1. Then, for ℓ(Λ) > 1,
exp(Xb)Λ = bΛ+
k∑
j=2
1
j!
∑
Ω(1)≺...≺Ω(j)=Λ
deg(Ω(i)|Ω(i+1))=1
bΩ
(1)◦bΩ(1)|Ω(2)◦. . .◦bΩ(j−1)|Λ. (PG.10)
Moreover, if E is of tangent or bundle type (Chapter SA), then the very
symmetric and the (weakly) symmetric subgroups of Gm1,k(E) are again
polynomial groups, and the polynomial exp commutes with the action of the
symmetric group (this follows from functoriality of exp). Thus the exponential
map of Sm1,k(E) and of Vsm1,k(E) is given by restriction of the one of
Gm1,k(E). In particular, we get a combinatorial formula for the exponential
map of the group Vsm1,k(E)∩Gm1,k(E) which, as seen at the end of Chapter
SA, is a version of “jet group” from [KMS93, Section 13.1].
(2) See Theorem 25.2.
(3) If M is a Lie algebra with Campbell-Hausdorff multiplication, then exp is
the identity map (here ψj = 0 for j ≥ 2, and this property characterizes the
“canonical chart”, cf. [Bou72, III. Par. 5, Prop. 4]).
Concerning Example (1), we add the remark that, even if the integers are not
invertible in K , it is possible to express the group law of the general multilinear
group Gm1,k(E) in terms of the Lie bracket, by a formula similar to the one
given for higher order tangent groups in Theorem 24.7. In any case, it can be
shown that the filtration of the Lie algebra gm1,k(E) has an analog on the group
level: the chain of subgroups from part (3) of Theorem MA.6 is a filtration of
Gm1,k(E) by normal subgroups in the sense that the group commutator satisfies
[Gmi,k(E),Gmj,k(E)] ⊂ Gmi+j,k(E).
Theorem PG.8. Under the assumptions of the preceding theorem, the multi-
plication on a polynomial group is the Campbell-Hausdorff multiplication with re-
spect to the polynomial exp from the preceding theorem. In other words, x ∗ y :=
log(exp(x) exp(y)) is given by the Campbell-Hausdorff formula, with the Lie bracket
defined by (PG.4). The Campbell-Hausdorff multiplication is again polynomial.
Proof. The first claim follows from a general result on formal groups character-
izing the exponential map as the unique formal homomorphism from the Campbell-
Hausdorff group chunk to the group having the identity as linear term (cf. [Bou72,
Ch.III, Par. 4, Th. 4 (v)], see also [Se65, LG 5.35]). In our case, the Campbell-
Hausdorff multiplication is polynomial since since so are exp, log and the “original”
multiplication.
PG.9 The projective limit and formal groups. We could define now a formal (power
series) group as the projective limit M∞ of a projective system πℓ,k : Mk → Mℓ ,
k ≥ ℓ , of polynomial groups Mk , k ∈ N , where Mk is of degree (at most) k . A
formal power series group in the usual sense (see, e.g., [Haz78], [Se65]) gives rise to
a sequence of truncated polynomial groups of which it is the projective limit. The
exponential maps and logarithms expk , resp. logk , then define, via their projektive
limits, formal power series exp∞ and log∞ for M∞ . This way of proving the
existence of the exponential and logarithm series has the advantage of using only
“elementary” methods which are close to the usual notions of analysis on Lie groups.
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