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Abstract
Studying and understanding the internal structure of materials is important to develop-
ment of device quality materials with well-defined electrical and mechanical properties.
More and more, modern materials for highly optimised applications are manufactured
material composites, or processed in some way. To understand macroscopic properties
exhibited by these materials often atomic or nano scale changes need to be characterised
and understood, as they can be the drivers for these effects.
Positron annihilation spectroscopy (PAS) is an established analytical technique used
to investigate the internal structure of materials, as the different techniques are non-
destructive and sensitive at the molecular (sub-nanometre) level. Developing high quality
positron spectroscopy experiments can aid in the understanding of the evolution of mate-
rials over time in damaging environments, or precisely monitor material behaviour during
fabrication and processing. The information obtained from PAS can identify the un-
derlying causes of desirable macroscopic material properties and inform the design and
manufacture of these materials for better performance.
At the Australian National University, the positron research group has developed
positron annihilation lifetime spectroscopy (PALS) which relates the time taken for an im-
planted positron to annihilate inside a material to defect size and concentration. This the-
sis outlines the implementation of a complementary PAS technique added to the positron
materials beamline, Doppler broadening of annihilation radiation (DBAR), which provides
additional information on the chemical environment at positron annihilation sites.
The successful implementation of the DBAR experiment was used to characterise ion
implanted and plasma exposed Kapton polyimide, in conjunction with existing positron
techniques. The damage study explored the effects of damage similar to environmen-
tal exposure in long term space missions, where Kapton components from satellites or
spacecraft interact with trapped ion plasmas inside the Earth’s magnetic field, planetary
atmospheres, and the solar wind.
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Chapter 1
Introduction
The body of work presented in this thesis has been divided into two main sections. Firstly,
this work covers the design, implementation, and characterisation of a positron annihila-
tion spectroscopy experiment added to the established positron materials beamline in the
positron group at the Australian National University. Secondly, the suite of positron an-
nihilation spectroscopy measurements are used to characterise Kapton, a polyimide used
in spacecraft shielding, that has been damaged by ion implantation and plasma exposure,
in a manner related to the environmental conditions that are found in our solar system
and likely satellite orbit paths.
The positron materials beamline at the Australian National University makes use of the
positron annihilation lifetime spectroscopy technique (PALS), which correlates the lifetime
of a positron implanted into a material to the internal structure of that particular material.
The implanted positrons are sensitive to damage to the material in the form of vacancies,
pores, and voids, however a single measurement requires several hours to complete. The
additional experimental technique to be implemented examines the Doppler broadening
of annihilation radiation (DBAR), which measures the momentum of annihilation pho-
tons within material targets. By implementing the DBAR technique a complementary
and supportive measurement can be made in significantly less time, which augments the
information gained from the existing positron annihilation lifetime spectroscopy technique
already in use.
Following the implementation and characterisation of the Doppler broadening of anni-
hilation radiation technique, the experiment will be used to characterise Kapton polyimide
samples relevant to spacecraft applications. The polyimide samples, which are used for
thermal and electrical insulation in spacecraft, will be damaged to varying degrees by ion
implantation and exposure to plasma in a manner which relates to the type of damage
1
2 Introduction
that could occur in the galactic environment or within atmosphere of a planet in the solar
system. The measurements aim to begin an investigation into not only the effects of ion
implantation at different preparation temperatures, but how any induced damage is in-
fluenced by exposure to plasma. The suite of conditions are designed to mimic the harsh
space environment that Kapton would be exposed to, while providing a set of experiments
that can characterise the damage found.
1.1 Characterisation of Materials
The manipulation of the electrical and mechanical properties of a material can be per-
formed by processing techniques that affect the base material at the molecular level, yet
still produce large scale changes. Well known examples of nanoscale material changes
that have important macroscopic effects are doped semiconductors. These materials are
extremely important for electronic devices, and are manufactured by introducing small
percentages of dopant species, which can dramatically change how these semiconductors
behave. Controlling the amount of dopants as a stoichiometric parameter will determine
whether these electrical properties manifest as desired: too little or too much and this
doped silicon will not function as desired and be useless.
Similarly to using dopants, using ions to damage a material can also change its macro-
scopic properties, as the implantation process damages the target material and contam-
inates the target with the implanted species. Careful control of the target material, im-
planted ion species, and implantation dose can transform the target material. An example
of this is the processing of organic polymer materials into molecular filters using ion im-
plantation.
Damage to materials can often be a slow process which builds up over time, espe-
cially when the damage is primarily from the environment in which the material operates.
In these cases chemical reactions can drive damage processes through exposed surfaces
interacting with the substances in the environment. Using high resolution techniques to
analyse these materials at different stages of environmental degradation, we can attempt to
determine which particular processes drive damage, as well as finding the likely outcomes
of this damage. The changes to specific properties can be characterised as a function of
environmental exposure, and measures taken to mitigate or avoid these reactions.
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The nanoscale changes that create macroscopic effects require a sensitivity of mate-
rial preparation and characterisation, and to be fully controlled the effects need to be
well understood. A key technique used for this type of study is positron annihilation
spectroscopy (PAS). PAS is a highly sensitive, high resolution, non-destructive technique
which is capable of sensing changes to materials at the atomic level.
Developing quality PAS experiments can help us to understand and improve material
fabrication methods, and lead to better device quality materials.
4 Introduction
Chapter 2
Positron Annihilation
Spectroscopy
Positron annihilation spectroscopy (PAS) is a technique used in condensed matter and
materials physics studies to learn about the internal structure of a particular material.
The wider field of PAS is made up of several different experiment types, which each
exploit a particular facet of the physics surrounding positron annihilation in order to
reveal information about a sample.
To fully understand and interpret the information in the results of PAS techniques, it
is first important to understand the fundamental properties of the positron and mechanics
in positron-matter interaction.
This chapter will detail the physics involved in positron-matter interaction, in partic-
ular focusing in topics relevant to positron annihilation spectroscopy experiments. For
these positron spectroscopy techniques, the experimental method, data acquisition, and
data interpretation will be discussed, detailing the information obtained with each tech-
nique.
2.1 The Positron
The positron is the anti-particle counterpart to the electron and it is a charged lepton,
meaning it is an elementary particle with spin 1/2 which has a charge of +1e.
The discovery of the positron is relatively recent and the origins of the positron begin in
1929 with the publication of Dirac’s paper The Quantum Theory of the Electron [1]. The
Dirac equation allowed for negative energy solutions, which could not be discarded due
to the quantum nature of the problem, unlike some negative energy solutions obtained
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in classical mechanics. Early interpretations of these negative energy solutions caused
uncertainty in the scientific community at the time, and initially no-one had a universally
satisfactory explanation.
Throughout 1929 Dirac continued his work on these problems, with growing interest
and input from other physicists from around the world. Notably, at this time German
physicist Weyl attempted to reconcile gravitation and mass with the electromagnetic field,
using the Dirac equation, but failed [2]. The promising clue from his work points at these
“negative energy electrons” having the same mass as electrons. Dirac remained concerned
by the implications of his work so far. It appeared as though electrons could freely jump
from positive energy states to negative ones, which would have the effect of flipping their
charge, violating conservation of charge [3].
In 1930, Dirac suggests that the negative energy solutions could in fact be protons,
despite the huge difference in mass [4]. This suggestion is rebuked by Oppenheimer in a
letter, who comments that allowing protons and electrons to annihilate would make all
atoms very unstable, and since we observe a matter rich, stable universe, this cannot be
the case [5].
A new suggestion is put forward by Dirac in 1931 in the paper Quantised Singularities
in the Electromagnetic Field. Negative energy states must not be protons, thus this is
a new particle, yet to be observed: “A hole, if there was one, would be a new kind of
particle, unknown to experimental physics, having the same mass and opposite charge
to an electron” [6]. In parallel to the theoretical prediction of the positron from Dirac,
the experimental discovery of the positron was attributed to Carl Anderson. From 1930
to 1933, Carl Anderson was working for Millikan observing charged particles in cloud
chambers. Amongst other observations, he found unusual particles which curved in a
magnetic field like positively charged species, yet were unlike protons in that they left
light tracks through the chamber, much more like lightweight electrons.
To dispel any doubt on this unreported phenomena, a lead plate was installed in the
cloud chamber in order to slow incoming particles and high energy cosmic rays. The
“wrongly curving electrons” remained visible despite this shielding. The anti-electron had
been found.
The results of Anderson’s hard work was published in 1933, in a paper entitled The
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Positive Electron. The ‘positron’ was suggested by the journal’s editor as a more elegant
name for this new particle [7].
In the same year, Blackett and Occhialini confirmed Anderson’s work [8], and Anderson
was awarded the Nobel Prize in Physics for his discovery in 1936.
In more recent work, further interpretations of particles and antiparticles have emerged
as the field of quantum mechanics evolves. Through CPT symmetry the positron is equiv-
alently an electron moving backwards through time [9, 10].
2.1.1 Positron Annihilation
One of the most significant events in antimatter-matter interaction is annihilation. When
annihilation occurs, the rest mass energy of the interacting particle pair is released as
various products, with total energy related through Einstein’s famous equation:
E2 = m20c
4 + p2c2 (2.1)
where m0 is the rest mass of the particle, c is the speed of light, and p is the particle
momentum.
In general, the products from annihilation can vary, depending on the rest mass energy
of the annihilating particle-antiparticle pair and the specific interaction that takes place.
In the case of positron annihilation, the total rest mass energy is approximately 1022eV
(2 × me), and the annihilation products are photons. For other antimatter species, the
annihilation products are dependent on the energy released in the annihilation event and
the products can be much more complex. In the case of proton-antiproton annihilation,
for instance, the initial products are pions which then decay in a particle cascade [11,12].
e−
e+
γ
γ
(a) Two gamma annihilation
e−
e+ γ
γ
γ
(b) Three gamma annihilation
Figure 2.1: Feynman diagrams of positron-electron annihilation
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e−
e−
e+
A2+
(a) Radiationless annihilation
e−
e+
A+
γ
(b) One gamma annihilation
Figure 2.2: Feynman diagrams of less probable positron-electron annihilation
Two photon annihilation events in electron-positron annihilation are the most common
products, each photon taking half the total energy and angular momentum of the system.
higher numbers of photon products are also possible, but the probability decreases as the
number of photons increases. Three photon annihilation is the next most probable after
two photon annihilation, but still occurs frequently enough to provide an experimentally
significant background signal. The probability of three photon annihilation compared to
two photon was first calculated by Ore and Powell in 1949 [13] to be approximately 1/370,
and figure 2.1 details the Feynman diagrams of these annihilation cases.
The two photon annihilation case is most useful for experimental physics, as at low
energy the two photons are emitted almost co-linearly, with their energy approximately
half the total energy from annihilation, or mec
2 = 511keV. This characteristic annihilation
signal fingerprints positron-electron annihilation and exploiting this allows experiments to
be conducted.
Three photon annihilation products cannot easily be used effectively for gathering in-
formation from positron-electron annihilation, and these photons will typically make up
the low energy background of the 511keV photopeak. Removing the three photon back-
ground can often improve experimental resolution in positron experiments that make use
of two photon events, and this is frequently done using detectors arranged in coincidence
arrangements.
Radiationless, or one gamma, decays can take place, but have a very low probability
of occurring, requiring the positron-electron pair to interact with an atom or ion. Figure
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2.2 illustrates these rarer processes, showing the required atomic interaction.
2.1.2 Positronium
Positronium (chemical symbol Ps) is a quasi-stable hydrogenic bound state of a positron
and electron and the system is electrically neutral. The idea was conceived somewhat
jointly between 1937 and 1945 by Ruark [14] and Wheeler [15]. Wheeler’s paper investi-
gated the “. . . structure, means of formation, and modes of decay . . . ” of “polyelectrons”,
a term Wheeler used to describe positronium and further combinations of bound electrons
and positrons [15]. Experimental evidence of the existence of positronium was found by
Martin Deutsch working at Massachusetts Institute of Technology [16].
Although a hydrogen-like atom, positronium differs from normal matter atoms in many
significant ways. The bound Ps atom is unstable as the positron-electron pair will even-
tually decay through annihilation, a decay channel not accessible to normal atomic struc-
tures. The ground state lifetime of the positronium atom is determined by the spin
alignment of the electron and positron, and excited state lifetimes can be significantly
different.
Rather than a very light electron bound to a much more massive single proton nucleus,
both particles in positronium have the same mass: that of an electron. The significant
mass difference gives positronium an inter-particle distance of four times that of hydrogen,
and the energy levels of the Ps system are half those of hydrogen, and results in the binding
energy of ≃ 6.8eV.
In the general case of positrons in materials, the electron density inside most metals
is too high for positronium formation to occur (as annihilation processes will dominate),
so this predominantly occurs in non-metallic solid materials. Positronium formation can
be induced in a material by creating large enough regions of low electron density, such as
pores and large defects.
Positronium formation in gas phase targets is dependent on the gas species, and often
positronium formation cross sections are quantities of interest in positron-gas scattering
experiments.
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Spin states of Positronium
When positronium forms in the ground state, two different states are possible depending
on the alignment of the spin of the positron and electron. The annihilation rates of these
spin states was calculated first by Ore and Powell in 1949 [13].
In the singlet spin state (S = 0), the electron and positron spins are anti-parallel
〈↑↓〉. This state is known as para-positronium, and has a 125 picosecond lifetime before
annihilation (annihilation rate ≃ 8GHz).
The triplet state (S = 1), the positron spins are parallel 〈↑↑〉. This state is known
as ortho-positronium, and has a 142 nanosecond lifetime before annihilation (annihilation
rate ≃ 7MHz).
The annihilation rates of positronium are important to material science. The 125
picosecond lifetime from para-positronium self-annihilation is often too short to resolve
with most experiments, however the 142 nanosecond lifetime from ortho-positronium self-
annihilation is quite easily observed and fingerprints the formation of positronium within
a material. The ortho-positronium lifetime also marks an upper limit for positron lifetimes
inside a material, however lifetimes close to this limit are very rarely observed.
Exotic states of Positronium
Although there is some difficulty in creating and using positronium due to scarcity of
antimatter and the short lifetime of Ps, excited states of Ps can be created and used for
experiments. For instance, there are a series of experiments being conducted to examine
the effects of gravity on antimatter, using Rydberg states of positronium, since they have
lifetimes of 100s of microseconds [17].
As positronium is a neutral particle, forming a focused Ps beam for experiments is
harder than for charged particle beams and often comes with much lower count rates
than positron beam experiments. One method for forming Ps beams is to form Ps−,
the positronium negative ion, and use electrostatic and magnetic techniques to focus the
beam, like any other charged particle experiment. The additional electron is removed at
the last possible stage before it meets the target through photo-ionisation with a tuned
laser pulse, forming a focused Ps beam [18].
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2.2 Positron Sources for Experiments
Positrons are most frequently found as the product of radioactive decay, known as the
β+ particle. Pair production can also be use to generate positrons, either in electron
accelerators or nuclear reactors. In either case, creating a positron source suitable for
precision experiments in physics can be a demanding task alone.
2+
3+
22
11Na (2.6 years)
22
10Ne (stable)
0+
γ
(1.277MeV)
β+ 0.06%
(1.830MeV)
β+ 90.4%
(0.543MeV)
(a) Decay of 22Na through positron emission
2+
3+
22
11Na (2.6 years)
22
10Ne (stable)
0+
γ
(1.277MeV)
EC 9.5%
(b) Decay of 22Na through electron capture
Figure 2.3: 22Na decay to 22Ne through either positron emission (≃ 90.4%) and electron
capture (≃ 9.5%). The 1.277MeV gamma is released approximately 3.7 picoseconds after
the positron is emitted, as the 22Ne decays to the ground state [19].
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Figure 2.4: Distribution of emitted positron energy from 22Na , calculated using the Fermi
equation for beta emission
The difficulty in creating experiments from positron emitters is the energy of the
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positrons emitted from the source. A method is required to reduce the positron energy to
a range suitable for controlled beam formation and to perform the intended experimental
measurements. One way to reduce this energy is through the use of positron moderators.
There are various moderators used in positron experiments, including solid neon, nickel,
and tungsten, which are discussed in more detail in later in section 2.2.1.
Since we live in a matter dominated universe, a source of positrons is a rarity, and one
suitable for experimental purposes is harder still to obtain. Radioactive decay is one source
of positrons, and many isotopes emit this as one of their decay channels. Some of these
isotopes are naturally occurring, but ones used in laboratories are artificially produced
so that they are active enough for the count rates required for experiments. Artificial
production often means creating isotopes through enrichment at large scale facilities such
as cyclotrons, which can mean per gram antimatter is one of the most expensive items on
Earth. Table 2.1 lists some of the more commonly used sources of positrons for experiments
around the world.
Isotope β+ branching ratio Energy (MeV) Half-life
22Na 0.91 0.54 2.6 yr
58Co 0.15 0.47 70.8 d
18F 0.97 0.63 109 min
44Ti (44Sc) 1.0(0.94) (1.474) 60 yr (4 hr)
Table 2.1: Various atomic isotopes which produce positrons when they decay.
Positron tomography in medicine is a relatively common diagnostic tool. Cobalt-58
is used in medicine to test intestinal absorption of vitamin B-12 and is a tool which can
diagnose pernicious anaemia. Fluorine-18 is used in positron emission tomography (PET)
to locate cancerous growth in the body. The 18F is used to “label” sugars, which will
gather in areas of high metabolic rate, namely cancers or tumours. The 511keV photons
from positrons emitted by the 18F decay are picked up by position sensitive detectors,
allowing cancer sites to be located within the body [20].
Sodium-22 is a commonly used positron source for atomic and molecular physics exper-
iments, as well as materials science. The emitted positron energy and half-life make this
best suited for experiments. This isotope is produced in a cyclotron through the nuclear
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reaction:
Mg24(d, α)Na22 (2.2)
22Na is expensive to purchase, but with a ∼ 2.6 year half-life a high activity quantity
enough to form an experimental source of positrons can last an experiment several years.
Titanium-44 has relevance for astrophysics as a potential candidate to account for
the abundance of galactic positrons, as titanium-44 is formed in particular supernovae
events [21]. It is also used by some groups for experimental physics with antimatter in
replacement of 22Na due to lack of access to a production facility [22]. 44Ti itself does
not emit positrons, however its daughter nuclei 44Sc does. 44Ti decays at 100% branching
ratio to 44Sc through electron capture, which then decays emitting a positron.
In addition to radioactive sources, pair production is used in some facilities as a method
to generate positrons. When high energy electrons in a cyclotron, linear accelerator, or
products from a nuclear reactor emit bremsstrahlung, pair production of positrons and
electrons will occur. The positrons can be used as a source for experiments when properly
collected and confined, however they typically have very high energy (≃ 30MeV). Several
stages of energy reduction and confinement (beam bunching and chopping) are required to
bring the positrons down to low enough energy for experimental use, but source brightness
will typically remain very high.
2.2.1 Reducing Positron Energy
Slow and pulsed beam positron experiments make use of the positron sources mentioned
in the section above, however the initial energies and energy spread of the positrons are
not always suitable for experiments. To reduce the positron energy, interaction with
materials are used and these materials are known as “positron moderators”. There are
two commonly used types of of positron moderator: thin metal films, or rare gas solid
(RGS) based.
Metal foil moderators are thin foils of metals, typically tungsten or nickel. The ef-
ficiency for these materials as moderators varies between 0.1% to 0.001% depending on
the chosen metal [23,24]. They are relatively easy to build and maintain, but can require
in-situ annealing to remain at peak efficiency. Thin metal meshes or grids can out perform
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metal films of the same material in moderation efficiency [25].
RGS moderators are harder to build but can provide higher efficiency. Neon is often
used, but argon and krypton can also be used. Neon has a lower freezing point than argon,
but has the highest efficiency spread of currently known moderators. The ability to create
RGS moderators in an experiment requires a cryogenic stage to cool your positron emitter
and grow a layer of solid gas close to it. Efficiency is approximately 0.7% for neon RGS
moderators and lower for argon and krypton [26]. The emitted positron energy spread
from RGS moderators is relatively high at around 1.5eV compared to approximately 0.5eV
for tungsten.
The trade off between RGS and metal foil moderators are effectively between efficiency
and energy spread. RGS moderators are more efficient with a larger energy spread, and
metal foil moderators are less efficient but have a smaller energy spread.
2.3 Positron Interactions with Matter
In this section an overview of the interactions between positrons and solid matter is pre-
sented in the context of a beam based PAS experiment [27].
Positrons can interact with solid in all of the various ways that matter particles do,
however as detailed previously positrons can also annihilate or form bound state positro-
nium.
From the incoming positron beam, the majority of positrons will be implanted within
the material, but a small fraction can be reflected from the surface (1).
The implanted positron will interact with the material in ways which cause the positron
to lose energy, enabling other processes to occur. The positron loses energy through
interactions with the the constituent electrons and nuclei, for example ionisation, electronic
excitation, and nuclear scattering. These energy loss processes occur in the same manner
as ion implantation in general, and occur until the positron reaches the same temperature
as the material, ≃ 3/2kbT . The distance implanted positrons reach within a material is
important for PAS and explored in detail in section 2.3.1.
The processes by which implanted positrons scatter is dominated by Coulomb inter-
actions. For this reason it is convenient to think of materials in terms of charge density.
Vacancy or defect sites will be regions of different effective charge than the bulk, which
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Figure 2.5: Cartoon of the interactions of positrons from an incoming beam source. Num-
bers reference processes detailed in the text.
become attractive or repulsive to the implanted positrons. Positron diffusion (2) is influ-
enced by the regions of effective charge and if defects are negatively charged (or neutral)
positrons will preferentially locate there. In a material with a large defect network, a
positron can move through the network and travel much larger distances than would be
possible without the presence of large electron-free volumes. In some cases, positrons that
enter a material like this can diffuse out of the material again, annihilating elsewhere
(3). Knowing the diffusion length of positrons in a material being studied can aid in the
interpretation of results for PAS experiments.
Thermalised positrons that diffuse through the material can annihilate (4), form
positronium (5), or escape the material through transmission (6).
In annihilation (4) the positron will annihilate with an electron from one of the atoms
that make up the solid. Generally this will be a valence electron - one furthest from
the nucleus, but occasionally the positron will annihilate with a core-shell electron with
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significant momentum. Annihilation with electrons in the bulk (rather than at a defect
site) will give the intrinsic lifetime of a material - how long the positron exists for within
the material before annihilating.
The formation of positronium (5) is possible in some materials, as long as the positron-
electron pair’s energy is above the 6.8eV binding energy. Following formation, the Ps can
further interact with the material before annihilation occurs.
2.3.1 Implantation of Positrons into Solid Materials
When positrons are implanted into a material, the depth z to which the positrons will
penetrate is dependent on the energy, E, of the incident positron and is modified by the
density, ρ, of the target. The formulation of the distribution of implanted positrons is
based on work by Makhov in 1961 on electron implantation [28, 29].
The implantation profile is given by:
P (z, E) =
mzm−1
zm0
exp
[
−
(
z
z0
)m]
(2.3)
z0 =
AEr
ρΓ
(
1 + 1m
) (2.4)
The parameters A, m, and r are empirically determined, and the parameter values of
A = 4.0µgcm−2keV−r, m = 2, r = 1.6 are widely used based on the work of Vehanen et
al. [30].
The average distance an implanted positron travels through the material is given by
z¯, the mean implantation depth. The calculation of z¯ uses the same constants as above:
z¯ =
AEr
ρ
(2.5)
Theoretical work through Monte-Carlo simulation was performed by Valkealahti and
Nieminen to corroborate the work by Makhov resulted in the same profile and experimental
constants [31,32], however further simulation work was carried out by Ghosh showing that
the parameters for the profile vary with material [33].
Figure 2.6 shows how the Makhov distribution changes with incident positron energy
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Figure 2.6: Makhov implantation profiles of various energy for aluminium (ρ = 2.70g/cm3).
The mean implantation depth z¯ is shown by the dashed line of the same colour for each
energy plot.
for the same material sample, in this case aluminium. What is important to note is
that the distribution “smears out” as energy increases. The depth at which positrons
are implanted to doesn’t stay as tightly bunched at 2keV as for 1keV, and at 4keV the
positrons are sampling a range of depths in the aluminium sample over more than 400nm.
This can be a challenge for positron annihilation techniques as positrons implanted at
higher energies will also annihilate at the preceding depths in the sample. The mean
implantation depth is larger, but the relative percentage of positrons annihilating there
decreases, illustrated clearly with the values of z¯ shown on figure 2.6.
2.4 Positron Annihilation Lifetime Spectroscopy
Positron annihilation lifetime spectroscopy (PALS) is used to study the defect structure
(namely open volume defects) of materials, and the technique has been used and refined
for many years [34,35]. The lifetime of a positron is measured from a known starting time,
until a characteristic 511keV photon from positron-electron annihilation is detected, re-
peated over many measurements. Analysis of these lifetimes gives insight into the physical
properties exhibited by the material and in some cases the defect size can related to the
positron lifetime, for instance using the Tau-Eldrup model [36–41].
Different features that can be present in a PALS spectrum are the intrinsic positron life-
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time within the material, ortho- and para- positronium characteristic lifetimes if positron-
ium formation is possible within the the material, and a number of further lifetimes which
come from defects. The lifetimes from defects inside a material can range from specific
lifetimes, for example the di-vacancy in silicon has a positron lifetime of 320ps [42,43], or
a range of lifetimes for materials with a distribution of different sized defects. Comparison
of the presence of these lifetime characteristics in a material can reveal information on the
internal structure of the material sample.
Typically there are two types of PALS measurement, bulk PALS [44] and pulsed beam
PALS [45]. The two measurements differ in experimental set-up and the information gained
from the results, however the form of the results is the same. Bulk PALS systems are much
simpler than pulsed beam PALS and use as-emitted positrons from radioactive decay. The
positrons are therefore high energy with a large distribution of energies, meaning that they
will annihilate throughout the entire target and the bulk - hence the name, “bulk PALS”.
Pulsed beam PALS systems control the implantation energy of the positrons and therefore
probe only a selected region of the target, using a pulse of positrons which gives a specific
start point for the lifetime measurement.
2.4.1 PALS Data
A PALS spectrum is a histogram of positron lifetimes as observed from positrons implanted
into a particular material of interest. A typical histogram often contains 1 − 3.5 × 106
counts. The spectrum typically shows a Gaussian resolution function convoluted with a
series of exponential decays for each present feature as mentioned previously.
The Gaussian resolution function is formed by the resolution in the detection system
in the experiment convoluted with the temporal width of the positron pulse.
To extract information from a PALS spectra, curve fitting programs are used to fit the
convolution of the resolution function and the positron lifetimes. The fitted exponential
decays give the lifetimes of positrons inside the material. The intensity is the amplitude
of the exponential decay. The generalised form of this is:
I0e
−t2/2σ2 ∗ (I1e−τ1t + I2e−τ2t + ...Ine−τnt) (2.6)
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Figure 2.7: An example PALS spectra, reproduced from the work by Saarinen and
Ranki [46]. Here the PALS spectra of float-zone (Fz) refined silicon and Czochralski
(Cz) grown silicon are compared after irradiation with 2MeV electrons. From the original
work: “Positrons annihilate in the as-grown sample with a single lifetime of 220 ps corre-
sponding to delocalized positrons in the lattice. In the irradiated samples the experiments
reveal vacancies with positron lifetimes of 250 ps (V–As pair in Cz Si:As sample doped
with [As] = 1020 cm−3) and 300 ps (divacancy in undoped FZ Si sample)”
where ∗ denotes the convolution. The coefficients are determined by fitting the spectrum,
where I0e
−t2/2σ2 is the instrument function, and the Iie
−τit terms are the lifetimes (τi)
and corresponding intensities (λi). An example of this data and fitting process is shown
in figure 2.7.
The intensity correlates to the relative presence of that lifetime, and in the case of
lifetimes arising from vacancies, correlates to the density of vacancies with that particular
positron lifetime. It can be thought of as the relative concentration of defects, although a
direct relationship between I and defect concentration is difficult to quantify.
2.4.2 Bulk PALS Systems
In a bulk PALS experiment, the material sample to be analysed is sandwiched between
22Na deposited on Kapton foil, and measurements are made using fast scintillation detec-
tors configured to collect the start and stop signals. The ‘start’ signal for the positron
lifetime is given by the 1.27keV photon which accompanies the birth of the positron from
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the radioactive disintegration of a 22Na atom into 22Ne. The positron is emitted 3.7 pi-
coseconds before the 1.27keV photon, see figure 2.3. These systems have good resolution
and can usually determine the intrinsic positron lifetimes of materials, even for metals,
which can be 100ps or less.
Since the positrons emitted in the decay of 22Na have a large energy distribution and
are also of high energy, positrons that annihilate in the material will do so throughout
the whole sample without the possibility for singling out a particular depth or region of
interest within the sample. Additionally, since the 22Na is deposited in some foil or other
layer outside of the sample, the material of the foil itself will interact in some way with
the emitted positrons, as radioactive decay is isotropic in emission direction. Positrons
may annihilate within the foil that they are prepared on, which can add complications to
analysing to the collected PALS spectra. The method also requires a lot of preparation
since a new radioactive source needs to be deposited on a foil for each sample measured.
2.4.3 Pulsed Beam PALS
Pulsed beam PALS forms positrons from a source into a controllable beam, and implants
the positrons into the target material in pulses at a well defined energy. The pulsing of
the beam gives the start signal for the lifetime measurement, and the annihilation photon
is again used as the stop signal. The pulsed beam system allows for depth profiling targets
with PALS since the energy of the positron pulse is defined by the experimental apparatus.
The simple model for the implantation depth of the positron beam is discussed in section
2.3.1.
The implantation distribution of the positrons is determined by the interaction energy
and so the energy of the positron pulse can be tailored such that annihilating positrons
sample regions of interest within the material being investigated. Preparation of samples
by irradiation can be systematically investigated from surface through to bulk.
Difficulties in these systems typically occur in the timing resolution of the experiment,
as this is determined by the temporal pulse width of the positrons. Trapping, bunching,
and accelerating positrons to form a pulsed beam is difficult task and many solutions have
been developed for this [47–50].
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2.4.4 Resolution of Lifetimes
The ability to resolve different lifetimes in a PALS spectrum depends on the full-width
at half-maximum (FWHM) of the resolution function in the experiment, as well as the
number of counts in the spectra. It is important to note that the FWHM does not limit
the experiment to only resolving lifetimes the same as or longer than the temporal width
of the FWHM. Collecting more data can allow you to resolve lifetimes shorter than the
inherent pulse width. However, in Poissonian statistics, the uncertainty scales as
√
n (the
number of counts in the spectra), so diminishing returns will limit the practical benefit
to collecting more data for higher resolution. The impact of resolution and spectra total
counts was investigated by Yamawaki et al. [51].
2.4.5 The Tao-Eldrup Model
The relationship between positron lifetime and vacancy size was determined intially in a
semi-empirical model, the Tao-Eldrup model, and later reconciled in a more theoretical
framework relating to the quantum-mechanical size of the Ps wavefunction and in-material
cavity where it annihilates [38, 39]. This work has more recently been reconsidered and
a fully quantum mechanical model was developed which agreed extremely well with the
previous Tao-Eldrup model [34, 52]. Figure 2.8 illustrates the relationship between pore
dimension and positron lifetime for spherical or rectangular pores.
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Figure 2.8: TheTao-Eldrup model, reproduced by the work by Wada and Hyodo in [41].
Here the comparison between rectangular and spherical pores made, and shows the differ-
ence in the two assumptions.
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It can be seen that the Tao-Eldrup model is not applicable to all systems with positron
lifetimes, and is un-physical for positron lifetimes below 400ps. For this reason it is
reliably used to relate positron lifetimes in molecular or organic materials, but not metallic
materials. The Tao-Eldrup model asymptotes to a lifetime of ≃142ns, which is the lifetime
of ortho-positronium in vacuum.
2.5 Doppler Broadening of Annihilation Radiation
Doppler broadening of annihilation radiation (DBAR) is a positron technique which ob-
tains information about the internal structure of a material by measuring the momentum
distribution of annihilation photons. DBAR is a comparative technique and the results
are unique to the particulars of the experimental apparatus used, however it is a power-
ful technique in determining the differences in internal structure of samples through the
changes in fractions of positrons that annihilate with electrons of different momentum.
DBAR can extract information on vacancies in materials and the chemical nature of
defects, and characterise changes in these properties as a function of depth through S and
W parameters respectively [53–55].
2.5.1 Doppler Broadening in Positron Spectroscopy
Generally speaking, when positron-electron annihilation takes place, the positron has ther-
malised within a material (Ee+ ≃ 3/2kbT , 40 milli-electron Volts at room temperature)
and hence has a low momentum. The other partner in the annihilation, the electron, does
not necessarily have a low momentum. Electrons in the outer shells or valence bands of
a material have low momentum, but the electrons which are much closer to the nucleus
can have very large momentum. In a case where a positron annihilates with a core shell
electron, the annihilation quanta undergo large Doppler shift due to the high momentum
of the core electron. Typically the Doppler broadening from positron annihilation with
valence shell electrons is ≃ 1keV, whereas positron annihilation with core shell electrons
can result in broadening of ≥ 4keV.
In the frame of reference in which the centre of mass is at rest, the annihilation photons
are emitted ≃ 180◦ from each other, i.e. back-to-back. However in the laboratory frame,
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the centre of mass is in motion from the momentum of the system, thus producing a
Doppler shift in the energy of the emitted gammas. The Doppler shift is give by:
∆E = 2mecvcm cosφ (2.7)
where φ is the angle between the motion of the centre of mass and one of the emitted
photons, and vcm is the speed of the centre of mass.
By analysing the annihilation photon energy from a particular target of interest, the
distribution of annihilation photon energies can be found. This allows a relative measure-
ment to be made, comparing the distributions of a damaged material with a pristine or
reference sample, which then gives information about the internal structure of the damaged
sample. Initial reporting of this phenomena was by DeBenetti in 1949 [56, 57].
In an undamaged material, the distribution of photon energies is representative of the
physical structure of the material. In the case of a single crystal metal, the probability
of positron annihilation with valence or core electrons is the same throughout the whole
material sample. However, through damage a material may contain voids, dislocations, or
other defect types, and thus areas of effective negative charge are introduced. Positrons
implanted into a material like this will preferentially locate to these areas, and thus have a
higher probability of annihilating with a valence electron due to the lack of a neighbouring
atomic nuclei. This changes the annihilation photon energy distribution, and this can be
seen when comparing the damaged and pristine distributions [58, 59].
In the comparison of positron annihilation distributions, two measurements are made:
the shape (S) parameter, and the wing (W) parameter measurements. These two param-
eters are comparisons of the area under a select region of the curve, in ratio to the total
area under the curve. The S and W parameter measurements each give information on
different aspects of the material being investigated.
2.5.2 The S Parameter Measurement
The S parameter measurement is the ratio of the central peak in the spectra to the whole
area under the curve, as shown in figure 2.9. The measurement region of the S parameter
is taken from the centre of the 511 peak to up to a few keV outwards. In figure 2.9, the
example region shown is 511± 0.8keV.
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Figure 2.9: S parameter measurement region
An increase in S parameter signals an increase in the number of positrons annihilating
with low momentum electrons, and therefore an increase in the quantity of voids present in
the material. In a damaged sample there will be more 511keV photons from annihilation
from valence electrons in defect sites have the highest probability for annihilation.
S =
∫ 511+s
511−s
n dE∫ 511+b
511−b
n dE
=
Ns
Nb
(2.8)
For the work presented in this thesis in chapter 7 and 8, s is 1.2keV and defines the
central peak region, and b is 10keV, and defines the “whole area” of the peak.
The calculation of the uncertainty in the S parameter is based on Gaussian counting
statistics and given by:
σS =
1√
Nb
√
S(S + 1) (2.9)
Depth profiling a sample with positrons and plotting the S parameter as a function
of depths is often a good way to find interesting features in a damaged sample, as the S
parameter can vary dramatically between areas of high and low damage.
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2.5.3 The W Parameter Measurement
Figure 2.10: W parameter measurement region
The W parameter measurement is the ratio of the high energy component of the spectra
to the whole area under the curve, as shown in figure 2.10.
The W parameter measurement is generally taken in the region of 514 keV, so that
it does not interfere with the S Parameter measurement. The ratio is made using the
same limits for the whole peak area as the S parameter, which in the case of the work
presented in this thesis is 511 ± 10keV. The W parameter gives information about the
broadening due to high momentum electrons present in the material, which is determined
by the elemental species present.
Measurement of the high momentum region is harder to make than the S parameter
since the counts are fewer in this region than the centre of the 511keV photopeak and can
be swamped by background. This is particularly noticeable on the lower energy side of the
spectra, which has a higher background due to experimental effects (incomplete charge col-
lection, natural laboratory background radiation levels) and 3-photon annihilation events
from positrons.
The 3-photon background from positron annihilation is the dominating source of back-
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ground on the low energy side of the 511keV photopeak, but can be almost entirely re-
moved through two detector coincidence measurements of two-photons annihilation events.
Without the 3-photon annihilation background both sides of the photopeak can be used
to make W parameter measurements [60].
Recently, mathematical processing of single detector DBAR measurements have been
developed to allow similar quality to coincidence experimental results [61].
To define the double sided W parameter measurement mathematically:
W =
(∫ 514+wl
514+wr
n dE +
∫ 508−wr
508−wl
n dE
)
∫ 511+b
511−b
n dE
=
Nw
Nb
(2.10)
The two integrals that make up the numerator of this ratio are the low energy (left) and
high energy (right) regions of the 511keV photopeak. The work presented in this thesis
makes use of a single detector system, so the W parameter measurements are defined using
the high energy side of the 511keV photopeak only, and the integrated region was from
514± 1keV.
Since the W parameter is calculated in the same way as the S parameter, with similar
form but with different limits for integration, the expression for the uncertainty is the
similar:
σW =
1√
Nb
√
W (W + 1) (2.11)
This applies equally for single sided or double sided W parameter, as the uncertainty
in the numerator of equation 2.10 is still remains the square root of the sum of the counts.
2.5.4 Information From DBAR Measurements
Since DBAR makes relative measurements, it lends itself best to series measurements
across a sample set, which vary in preparation in a methodical manner. Each measured
sample will have S and W parameter measurements made in comparison to the same
pristine reference material.
Plotting the S and W parameter as a function of depth, preparation temperature, ion
implantation dose, or other controllable parameter will then provide information on the
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evolution of the sample under these conditions.
Looking for significant changes in the S and W parameter trends indicates regions at
which the internal structure of a material is significantly changing. To fully characterise
the material, additional experimental measurements using absolute analysis techniques
(as opposed to relative analysis techniques, such as S and W parameter measurements)
should be carried out at these critical regions.
Figure 2.11: S parameter as a function of positron implantation energy for as-grown crys-
talline germanium implanted with 1.5MeV germanium at 1×1011 and 1×1013 ions·cm−2.
These measurements were made using the DBAR experiment developed as part of this
work.
Figure 2.11 shows an example damage experiment which examines the effects of im-
planting as-grown crystalline germanium with germanium ions. The S parameter is pre-
sented as a function of positron implantation energy, which directly relates to mean
positron implantation depth. In this example, the S parameter is significantly larger
for the damaged samples of germanium substrate in comparison to the reference sample.
Additionally, the S parameter is larger for the sample implanted with a higher fluence
of germanium (1 × 1013 ions·cm−2) as compared to the sample implanted with the lower
fluence (1 × 1011 ions·cm−2). The graph shows that the implantation has changed the
base material in a significant way, and the number of positrons annihilating with valence
electrons increases in the implanted samples.
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2.6 Other Positron Techniques
There are other techniques to extract information from positron annihilation, in addition
to PALS and DBAR. Some examples are briefly described in the following sections.
2.6.1 Reflection High-Energy Positron Diffraction
Reflection high-energy positron diffraction (RHEPD) or total reflection high-energy positron
diffraction (TRHEPD) examines crystalline material surfaces, using glancing angles of re-
flection, or total reflection. Analysis of the diffraction patters gives information on the
surface formation, crystallographic orientation, and layering. The technique gives more
accurate results than similar techniques using electrons due to the differences between
positrons and electrons interacting with the crystal structure and diffraction laws as well
as very low levels of experimental background counts. RHEPD requires high intensity
positron beams to be effective and so is performed at bright positron sources, for example
KEK in Japan [62].
2.6.2 Angular Correlation of Annihilation Radiation
ACAR examines the deviation from co-linearity in the two-photon product in positron-
electron annihilation [56, 57]. This examines the momentum of the annihilating pair
through position rather than direct measurement of photon energy. For this technique
to work properly it must be a coincidence measurement as the angle between the anni-
hilation photons must be determined relative to one another, requiring both photons to
be properly detected. The experimental set-up for an ACAR measurement tends to be a
large apparatus as increasing the distance between the detector and the sample increases
the angular resolution of the measurement. Ensuring the incident positron beam has a
small spot size at the target sample reduces the experimental uncertainty by reducing size
of the positron-electron annihilation region [63].
2.6.3 Age-Momentum Correlation
Age-MOmentum Correlation (AMOC) measurements combine PALS and DBAR tech-
niques which can reveal additional information by examining where the positron annihi-
lates in relation to its lifetime. An AMOC measurement requires three components: a
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start signal, a fast stop signal to obtain an accurate lifetime measurement, and an energy
measurement of the annihilation products for the annihilation photon momentum. An
AMOC measurement reveals patterns of movement of implanted positrons and positron
transport in the material (e.g. positrons could travel towards the bulk or become trapped
in defects) and gives information about the effective charge of present defects [64].
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Chapter 3
Positron Annihilation Lifetime
Spectroscopy at ANU
The positron annihilation lifetime spectroscopy (PALS) experiment has been established
for many years at the Australian National University [47], and like most physics exper-
iments it is a constantly evolving and improving apparatus with each new researcher
optimising and refining at least one facet of the experiment.
This chapter explores in detail the PALS experiment at ANU, including the experi-
mental apparatus, typical operating parameters, and physical systems behind the inner
workings of the beamline, as well as data collection and analysis.
3.1 Overview of the PALS Experiment
The positron annihilation lifetime spectroscopy experiment on the positron materials beam
line at the Australian National University is a pulsed beam experiment utilising a buffer
gas trap. The positron pulse is formed in two stages by a neon moderated radioactive 22Na
source for the primary beam, with further cooling and bunching performed in a Surko type
buffer gas trap. The release of positrons from the trap forms the start signal for the PALS
experiment, and the annihilation photons are collected at the sample stage to signal the
end of the positron lifetime. The interaction energy of the experiment is set by biasing the
sample stage with variable voltage level allowing for depth profiling of target materials.
The experiment specialises in measuring the relative changes in material samples with
incrementally adjusted material preparation. To do this, a bespoke analysis package has
been written which allows use of an arbitrary temporal pulse shape distribution. The
arbitrary instrument function means that the use of a carefully chosen PALS spectra of
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a reference sample as an instrument function removes any intrinsic lifetimes, only giving
results of positron lifetimes that are not present in the reference spectra (thus due to the
material preparation). This relative measurement technique not only mitigates experimen-
tal uncertainties related to positron implantation (as mentioned in section 2.3.1), but also
mitigates some of the experimental complications with this buffer gas trap implementation
of pulsed beam PALS.
3.2 Experimental Set-up
A full and detailed description of the experimental apparatus is described in reference [47],
however key details will be covered in this section.
The PALS beamline is a linear beam experiment composed of 3 main stages: the
source stage, trap stage, and sample stage. These main sections are contained within
a common vacuum system and each stage can be isolated by gate valves. The entire
experiment is kept under vacuum at an operating pressure of approximately 1× 10−8 torr
by turbomolecular pumps backed by rotary roughing pumps.
The vacuum system structure is surrounded by solenoids which provide a strong mag-
netic field for radial confinement of the positron beam, with magnetic field strengths of at
530 Gauss at the trap stage. This strong magnetic field is important for confinement of
the positrons in the radial direction and allows the electrostatic confinement and cooling
of the positrons to take place.
3.2.1 Source Stage and Primary Beam
The source stage of the experiment safely confines a radioactive 22Na source so that it is
suitable for laboratory use, and forms the emitted positrons from the radioactive decay
into the primary beam. For the experiments presented in this thesis, the source strength
was approximately 11 mCi.
The radioactive decay of 22Na (as described in Figure 2.3) not only produces useful
positrons, but also high energy gamma rays which are potentially harmful to the human
body. In order to make the source safe enough to use within a laboratory setting without
restrictive use of personal protective equipment, the 22Na source is stored inside an elkonite
block within the vaccuum system, which is itself store in a shielding tank filled with lead
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Figure 3.1: Schematic of the entire positron materials beamline from above.
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Figure 3.2: Schematic of source stage
shot. The shielding is sufficient to reduce the emitted radiation to a near background level
and allow for safe work within the laboratory around the experiment.
Since radioactive decay products are emitted isotropically, Helmholtz coils placed
within the lead shielding are used to preferentially confine moderated positrons from the
source on the axis of beam formation.
The radio active decay of 22Na produces positrons which have a large energy distribu-
tion, up to 546.44keV [19] as shown in figure 2.4. To reduce the positron energy enough
to form a beam, a rare gas solid (RGS) moderator of neon is used. The RGS moderator is
grown directly in front of the 22Na source on a conical geometry cold finger, pointed in the
direction of beam formation and axial with the Helmholtz coils. The temperature of the
cold finger and 22Na source is controlled by a helium compressor-expander system, and
generally kept between 6 − 8K. The neon moderator functions in the manner previously
described in section 2.2.1.
Low energy positrons leaving the moderator region are confined radially by a strong
magnetic field, then proceed through a saddle coil field which vertically steps the positrons
upwards and back down again through tungsten cylinders with off-axis central apertures,
setting the geometric position of the primary beam. The saddle coil stage is important as
it removes line of sight from the sample stage to the source, providing radiation shielding
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in the beam formation direction, and additionally moves the primary beam out of the same
plane as the source to minimise the impact of any high energy un-moderated positrons
that are emitted. Without the saddle coil these high energy positrons will lead to elevated
background detection events in the experiment.
To monitor the quality of the primary beam, a simple CsI detector is set up to moni-
tor positron annihilation at the gate valve between the source stage and trap stage, which
isolates the sample stage from the rest of the beamline. The count rate of positrons annihi-
lating on the closed gate valve gives a representative measure of the primary beam strength.
From a source strength of 11mCi, a typical primary beam strength is approximately 2×106
counts per second after moderation. The moderator is biased to approximately 30V, which
sets the energy of the primary beam. The energy spread of the positrons in the primary
beam is 1-2eV, which is determined by the moderating interaction with the RGS neon [26].
Growing moderators
The process of depositing neon onto the cold finger to form a RGS moderator is generally
referred to as “growing a moderator”, in reference to the incremental layering of neon gas
to form a solid thick enough to moderate positrons, and the relatively large amount of
time over which this process is carried out.
The generalised procedure for growing a moderator is as follows:
1. Sublimate previous moderator by warming the system, while pumping the chamber.
2. Change temperature to the grow temperature, and allow to stabilise.
3. Stop vacuum pumping on the moderator stage. Neon is emitted from a gas jet
directed at the cold cone directly in front of the radioactive source for enough time
to grow a sufficiently thick layer of neon on the cold finger.
4. Store the moderator at a suitable temperature.
Growing a good quality moderator is determined by the specifics of the cryogenic
stage, and moderator quality can be influenced by many different parameters and even
consecutively grown moderators can vary considerably between grows on the same system.
This, in part, depends of the cleanliness of the vacuum system, but it will also depend
on the input parameters for the grow, such as how long neon is emitted for, and the
temperatures at which the cold finger is kept. Contaminants in the vacuum system, such
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Figure 3.3: Typical grow curve for a solid neon RGS moderator. The particular grow
parameters for this curve were a grow temperature of 8K and neon was emitted for 2000
seconds. The counts are measured by the CsI detector which monitors positrons annihi-
lating from the primary beam on the closed gate valve between the sample and trap stages
of the experiment.
as N2 and O2 from air, can condense and become solidified as part of the moderator during
the moderator grow, which will change the interaction with positrons and generally reduce
moderation efficiency.
The moderator stage on the materials beam line at the Australian National University
can be isolated from the rest of the experiment’s vacuum system with a gate valve. During
a grow, this gate valve is kept shut to isolate the system, however during operation of the
buffer gas trap it is impossible to keep the moderator and trap gases completely separate
with any feasible amount of pumping and source-trap separation. For this reason, the
trap gases interact with the moderator and typically contribute to much faster decay
through surface contamination of the solid neon as well as slow sputtering of neon from
the moderator surface by the trap gases. Due to this effect, a typical moderator for the
PALS beam will last between 2 and 4 days before needing to be regrown.
Figure 3.3 shows a typical count rate curve during a moderator grow. The positron
annihilations per second are measured at the gate valve isolating the moderator stage
by a CsI detector. In the curve, from time t = 0 seconds, neon is emitted until about
time t = 2000 seconds (≃ 33 minutes). At that time, the neon flow is stopped and any
remaining unfrozen gas is pumped out of the chamber. The count rate increases at this
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point as positrons are no longer being lost from interaction with the remaining neon gas,
which can be seen through the decreasing pressure, until the gauge reaches its lower limit,
when the positron count rate reaches maximum.
3.2.2 Trap Stage
Figure 3.4: Schematic of the Surko buffer gas trap. Positrons enter the trap from the left
at electrode 1. N2 is introduced to the trap through a small hole in electrode 2. Electrodes
7, 8, and 9 form the final potential well.
The trap stage of the positron materials beamline further reduces the energy of positrons
from the primary beam and forms the pulsed beam used for PALS measurements. The
trap itself traps and thermalises the positrons to the temperature of the buffer gases in
the trap, which is room temperature. The trapped thermalised cloud of positrons is used
to form the final pulsed beam which has a narrow temporal spread, making it possible to
carry out timing experiments.
The positron trap is a based on a Surko trap design, with the original concept developed
by the Surko group at the University of California, San Diego [65]. The design combines a
strong axial magnetic field and cylindrical electrodes to radially and longitudinally confine
positrons. Additionally, the trap is filled with buffer gases to provide an energy loss
mechanism for the positrons through collision dynamics.
The trap is constructed of gold-plated oxygen-free copper electrodes and bulkheads,
and the individual electrodes are separated by insulators. The entire trap is sealed in a
grounded aluminium cylinder to contain the buffer gases, which are nitrogen (N2) and
tetrafluoromethane (CF4). The buffer gases are added to the trap in two stages to control
the interaction with the positrons.
In the first stage, N2 is directly introduced into the trap through an aperture in the
second electrode, shown in figure 3.4 as a black circle. The electrodes in this region form
a sealed system using tight fitting PEEK insulators, to minimise the escape of the N2,
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and allowing for a pressure difference between this first and second stages. The pressure
difference allows positrons to be efficiently trapped while still giving a reasonable positron
lifetime in the second stage where the pressure is lower.
In the second stage, CF4 is added to the trap in the cavity between the grounded
cylinder and the electrodes and is allowed to flow into the internal area through gaps
between the electrodes towards the final electrode of the trap. To allow for the gaps which
the gas can move through, these electrodes are separated by insulators of ruby balls.
The magnetic fields is kept constant throughout the trapping region at 530 Gauss,
however the potentials applied to the electrodes are varied depending on the aim of each
particular cycle in the full trapping sequence.
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Figure 3.5: The potentials applied to each electrode in the positron trap and the resulting
cumulative potential. Positrons enter the trap from the left, with an energy of ≃ 30eV
The trap cycle proceeds in three stages in which different potentials are applied to the
electrodes to control the positrons. The potentials applied to each electrode are illustrated
in figure 3.6. Each trap stage in the trap cycle performs a different function:
1. Load Cycle: Positrons are loaded into the trap from the primary beam, with an
energy of 30eV. Positrons lose energy through excitation of a a1Π electronic state of
the N2 and become trapped in the potential well formed by the electrodes.
2. Cool Cycle: A blocking potential is applied to electrode 7, confining positrons
in a potential well at electrode 8. The positrons lose remaining energy through
interaction with CF4, cooling a final energy of approximately 40meV (from a classical
distribution of particle energy 3
2
kbT , in the laboratory at a temperature of 23
◦C ).
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Figure 3.6: Electrode potentials in the load, cool, and dump cycles in the full trap sequence.
Positrons enter the trap from the left, with an energy of ≃ 30eV
Separating the two regions of the trap in this manner allows for positrons to be
continually trapped in the first stage of the trap while cooling takes place.
3. Dump Cycle: Trapped, cooled positrons are ejected from the trap, forming a
pulse with a narrow temporal spread by rapidly raising the potential applied to the
penultimate electrode (electrode 7). The final electrode sets the transport energy of
the pulsed beam.
The potentials applied to each electrode are computer controlled and amplified to the
correct levels through high slew rate amplifiers. The potential applied to the penultimate
electrode, which ejects the positrons from the trap, requires more finely time resolved
control on the applied potential and so is controlled by a separate arbitrary waveform
generator (AWG).
The potential applied to the AWG is modulated in such a way that any positrons
leaving the trap later in time are accelerated more, such that they catch up to the main
pulse [66]. The form of this potential is given by equation 3.1 and the directly applied
potential illustrated in figure 3.8. The bunching dump is preceded by a linear rise to a
value just below that of the final electrode, after which the bunching potential is applied.
The maximum value of the potential is here capped at 200V, the maximum output of the
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amplifiers.
V =
mL2
2e
(√
mL2
2eV0
− t
)2 (3.1)
Equation 3.1 is derived through equations of motion for the positron. The potential
V is required for the positron of mass m to travel a distance L such that it catches up
with positrons with initial energy V0. The trap-to-sample distance in the experiment is
approximately 1.5m, which gives the estimate for the best value for L. Figure 3.7 shows
that the best FWHM in the tuning is found at the value L = 1.5− 1.75m.
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Figure 3.7: Tuning the positron pulse full-width at half-maximum as a function of the
focal length (parameter L in equation 3.1) of the time varying potential applied to the well
electrode (electrode 8) and the transport energy of the beam set by the potential applied
to the final electrode (electrode 9). By tuning this potential alone three parameters are
varied: the effective well depth trapping the positrons (at electrode 8); the harmonicity of
the trapping well; the beam energy as set by the potential applied to electrode 9.
Figure 3.5 shows the contributions of each electrode in the trap and the applied po-
tentials during the load cycle. Finding the optimal potentials to operate the trap can be
calculated however, in practice, empirical tuning is necessary due to factors such as contact
potential offsets on the electrode voltages. The tuning is achieved by adjusting the volt-
ages applied to the electrodes of the trap and the buffer gas pressures, which influences the
temporal with of the dumped positrons and the count rate of the PALS measurement. An
example of tuning the potential of the final electrode against the positron pulse full-width
at half-maximum is shown in figure 3.7, which illustrates the empirical process closing in
on the optimal parameters to operate the trap.
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Figure 3.8: The time varying potential applied to the electrode 8. The linear ramp is show
in blue, and the time varying potential in orange. For this example, the final electrode is
set at 75V, and the potential rises to 74V before applying the time varying potential.
The gas pressures are also tuned empirically, as measuring the pressure directly in the
trap is not possible with this experimental design. Gas pressures for both N2 and CF4 are
tuned through the pressure measured at the exit of ballast tanks, before the gas enters
the capillaries leading to the trap. In general the amount of gas required scales with the
repetition rate of the trap; the faster the trap is operated, the more gas is required to
ensure positrons interact with the buffer gases and cool sufficiently.
Factors in determining good operating pressures for the N2 and CF4 are evident in the
PALS spectra collected. Insufficient gas pressures (of either N2 or CF4) will result in un-
cooled positrons, or conversely insufficient cooling time in the trap cycle, which manifest as
pre-pulse counts on the measured PALS spectra. This will also result in poor count rates
and a wide temporal spread. Too much gas in the trap will result in excessive positron
loss through annihilation with the buffer gases, as well as unwanted positron scattering
from the buffer gases as the bunched pulse leaves the trap. Positrons that scatter on
exiting the trap reach the sample stage much later than the bunched positrons and create
a large, approximately exponential, decaying tail in the collected PALS spectra. Tuning
the trap potentials and gas pressures to achieve a bunched positron beam that is suitable
for experimental use can be challenging due to the large parameter space of interacting
variables to tune.
After the trap, the pulsed beam passes through a moveable aperture plate, which is
used to define the beam diameter used for experiments. This gives the option to reduce the
42 Positron Annihilation Lifetime Spectroscopy at ANU
beam spot size on the target at the sample stage in the case of particularly small samples.
Reducing the beam diameter in this way comes at the cost of experimental count rate.
3.2.3 Sample Stage
(a)
(b)(c)
(d)
Figure 3.9: Schematic of the sample stage. (a) the ~E × ~B region, in dark grey. (b) the
high voltage can for sample bias, background in turquoise. (c) sample holder on adjustable
x− y arm. (d) Photomultiplier tube and BaF2 detector assembly
The final stage of the experiment is the section where the positron beam and target
interact, and includes the detector for the PALS measurement, shown in figure 3.9.
To set the interaction energy between the beam and sample, the sample is located
within a high voltage can which can be biased between 0 - 20kV. Depth profiling of
samples can be performed by measuring the same sample with increasing bias, to probe
deeper into the sample.
The start signal for the positron lifetime measurement is triggered by the dump cy-
cle of the trap. Annihilation photons are collected by a fast BaF2 scintillator model
1M1BAF2/2-X and an XP2020Q photomultiplier tube (PMT) from Saint–Gobain Crys-
tals, which gives the stop signal for the lifetime measurement. The lifetime measurement
is made using a ComTec P7889 fast timing card and associated computer software, which
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takes in the start signal from the trap stage and the stop signal from the BaF2 and PMT.
The data collected is a histogram with a bin width of 100ps, and to ensure high
quality data the spectra collected are allowed to accumulate for several million counts, as
detailed in section 2.4. For a typical sample measurement 1.5 × 106 counts are collected
and for higher quality measurements or instrument function measurements greater than
3.5 × 106 counts are collected. With count rates of approximately 200 − 300 counts per
second, shorter measurements take between 1.5−2.5 hours, and instrument functions take
between 3− 5 hours. The instrument function use is discussed in greater detail in section
3.5.
Reduction of Reflected Positrons
At all implantation energies and for all materials there is some fraction of the positron
beam which is reflected backwards from the surface. In the experiment the reflected
positrons can annihilate away from the target but close enough to the PMT that the
annihilation photons are detected, or be reflect again from the potential surface at the
entrance to the high voltage can back onto the target. Collecting data from these unwanted
reflected positrons can generate a secondary peak in the PALS spectra, away from the main
peak and later in time, due to the time taken for these positrons to reflect then annihilate.
To reduce the impact of counts collected from positrons annihilating away from the
sample due to reflection, the BaF2 crystal is jacketed with a lead collimator, and the
incoming positron beam travels through an ~E× ~B field before interacting with the target,
as shown by figure 3.9. This field moves the positrons in the same direction regardless of
incident direction, thus reflected positrons can be moved in way which significantly reduces
the solid angle acceptance of annihilation photons from reflected positrons. In the current
experimental configuration the ~E × ~B field moves the positrons downwards, away from
the BaF2 scintillator, which is located above the target. Therefore reflected positrons are
stepped downwards twice, once on the first pass through the ~E× ~B field and a second time
when reflected. Reflected positrons annihilate on the wall of the vacuum chamber far away
from the sample with a greatly reduced solid angle to the BaF2 scintillator, significantly
reducing the number of counts from reflected positrons in the PALS spectra.
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The ~E × ~B drift velocity is given by:
~vE =
~E × ~B
B2
(3.2)
and to achieve consistent deflection the potential applied to the ~E × ~B system scales
proportionally with the interaction energy of the positron beam and target.
Since the value applied to the ~E× ~B system varies with the implantation energy of the
positron beam, the position of the positron beam at the sample stage changes with the
~E× ~B field. For this reason the ability to manipulate the position of the sample in the x−y
plane is particularly important so alignment measurements can be made directly. To enable
control of the sample position, the arm holding the sample is mounted on a manipulator
stage, which allows movement in the x− y plane, and calibration measurements for beam
position can be made for each experimental session.
3.3 Typical Operating Parameters
The trap operates at approximately 3000Hz, with ballast pressures of N2 at 100mTorr
and CF4 at 230mTorr. The pulsed positron beam is ejected at ≃ 140eV. This results in a
typical positron pulse of ≃ 900ps (FWHM), with 300 counts per second at the detector.
Spectra are typically 1.5× 106 counts and instrument functions are typically 3.5× 106
counts to ensure statistical significance and precision, which brings measurement times to
between 3− 5 hours.
3.4 Preliminary Estimation and Simulation
The information from positron annihilation is dependent on the region in which the
positron annihilates, and so selecting the correct positron implantation energy is funda-
mental to investigating specific regions of the sample. As previously described in section
2.3.1, the implantation of positrons follows a Makhov distribution dependent on the ma-
terial and implantation energy.
For more straight forward PALS measurements, in a sample of uniform density, a
Makhov distribution can easily be generated for incident positron energy and sample
density, providing mean and maximum positron penetration depth. This distribution can
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Figure 3.10: Simulated implantation of 300keV gallium ions into a substrate of Kapton
polyimide film. The positrons implanted at 2keV investigate damage at the near surface
region and the positrons implanted at 5keV investigate the region of maximum damage
caused by the gallium ions.
be compared to information about sample preparation, and thus tuned to overlap any
regions of interest as best possible. Commonly there will be different regions within a
sample that are of interest, and so multiple measurements will be made. In the case of
Gallium implanted Kapton, figure 3.10 shows the SRIM/TRIM calculated damage profile
[67,68], with overlaid positron implantation distributions. This particular study examined
two regions; one near surface and another overlapping the highest damaged region from
the implanted Gallium ions.
In the case of a layered sample, getting an estimate of the positron implantation depths
can be more difficult, due to the differences in each layer. More careful simulation is re-
quired than a simple Makhov profile to select appropriate positron implantation energies.
To do this pyPenelope is used [69]. The pyPenelope code will simulate positron implanta-
tion into layered materials taking into acount the material composition and density, and
an example of this type of simulation on a organic LED with several layers of different
density is shown in figure 3.11. Difficulties arise when extracting information from multi-
layered samples due to higher energy positrons sampling and annihilating at preceding
depths, as the implantation distribution “smears out” as mentioned in section 2.3.1 and
illustrated by figure 2.6.
The results of the various simulation techniques are compared to the damage profiles
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Figure 3.11: pyPenelope simulation of 0.5 - 3.5keV positrons implanted in to a layered
OLED. This figure demonstrates the clear density dependence in positron implantation
depth.
of the sample materials, so that the positrons can be implanted into regions of interest.
If there are multiple regions of interest, a series of measurements of different energies of
positrons can be made to investigate the sample fully.
3.5 Data Analysis
Analysis is conducted with a bespoke analysis package, CAMSfit, which was custom built
for data analysis in this experiment [70]. A PALS spectrum of a pristine sample relevant
to the material under investigation is used as an instrument function, which allows relative
measurements to be made. This gives focus to the analysis and allows for evolutionary
measurements of sample series, which can reveal more than an absolute measurement in
typical bench top type PALS measurements. To ensure reliability in the analysis, the same
PALS spectra is used as an instrument function across measurements of the same series.
New instrument function measurements are made when changing positron implantation
energy, or a new series of measurements is began.
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The use of an instrument function of a related material to the one being studied for
PALS lifetimes makes the PALS measurement insensitive to the intrinsic positron lifetimes
that are present in the reference material. This can benefit the PALS analysis as the
experiment becomes more sensitive to any changes between the reference spectra and the
sample being investigated. For example, in the characterisation of defects induced by ion
implantation into a substrate, the material used as the instrument function should be a
pristine sample of the substrate, therefore any observed positron lifetimes would be due
only to the ion implantation performed on the sample being investigated.
As described in section 2.4, the analysis of a PALS measurement is done by examining
the histogram of positron lifetimes inside a particular material sample. In the generic
case, the line shape can be described by equation (2.6), and data could be extracted by
fitting an equation in this form. An additional benefit to using an arbitrary instrument
function is that systematic features present in experimental results will be present in all
collected spectra and thus excluded from analysis. One effect that is present in the mea-
surements presented here is a long lifetime tail which is caused by positron scattering from
buffer gasses as the positrons are ejected from the trap. Although this is a small overall
contribution to the spectra is it significant enough that using the instrument function for
analysis is preferred over a pure Gaussian curve or direct fitting using (2.6).
Although the PALS analysis can efficiently find differences between instrument function
and measured PALS spectra, it does remove the ability to make absolute measurements
of the intensity of the observed lifetimes (parameter In in equation (2.6)) and no bulk
lifetimes can be measured. As such, the intensities associated with the observed lifetimes
are relative to the programme of measurements across similar samples and are not absolute
measurements.
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Chapter 4
Development of a Doppler
Broadening Spectroscopy
Experiment
This chapter details the development of an extension to the positrons materials beamline at
ANU to study the Doppler broadening of annihilation radiation (DBAR) from positrons
annihilating with electrons in solid targets. Several experimental designs were tested
thoroughly until a final design was selected and fully characterised.
4.1 Motivation
PALS and DBAR are complementary techniques and measurements made with one tech-
nique can be utilised to inform the other. As previously explored in chapter 2, the DBAR
measurement examines the electron momentum at the positron annihilation site inside
the material being studied. This not only gives information on concentration of defects
through the S parameter, but gives further information about the chemical environment
of the annihilation site through the W parameter and high momentum fraction studies of
the DBAR spectra.
The DBAR experiment uses the existing positron materials beamline, however the
trap stage and PALS measurement apparatus are not used; the trap is turned off (with
the electrodes grounded) and buffer gases removed to allow the continuous primary mod-
erated beam to propagate through the entire beamline. Data collection of photon energies
to measure the Doppler broadening is conducted using a new detector and associated
equipment. The addition of the DBAR experiment does not interfere with the ability to
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perform PALS measurements and the measurement techniques can be readily alternated.
Using only the primary beam for DBAR measurements significantly increases the at-
sample count rate (typically ≃ 2000 counts per second) and results in a much shorter
measurement duration compared to making measurements with the PALS technique. With
a much shorter measurement duration, full depth profiling of a target sample becomes
feasible, therefore a much more complete positron characterisation can be performed.
The faster DBAR measurement can inform the programme of PALS measurements
that are conducted. A full depth profiling of a sample using the DBAR technique will
yield results that can be analysed to find interesting features to be further investigated by
other measurements, such as PALS. By combining relatively quick depth profiling to aid
in the choice of positron implantation energy for PALS measurements, a more thorough
characterisation of targets can be performed.
4.2 Positron Materials Beamline for DBAR Experiments
As briefly mentioned, the positron beam for DBAR measurements is formed using the
primary beam alone, the trap is not used, to provide a constant beam of positrons prop-
agating through the experiment. The electrodes that make up the trap, shown in figure
3.4, are all grounded and the buffer gases removed from the trap. The energy of the beam
is therefore set by the bias applied to the moderator, and was 30eV in this case.
At the exit of the trap, an aperture plate was used to limit the spot size of the positron
beam so that it could be reduced in size and properly aligned on the target at the sample
stage. The width of the aperture used was 11.4mm in diameter, corresponding to an
on-target spot size of approximately 5mm due to the difference in magnetic fields in the
different stages of the positron materials beamline. [47].
At the sample stage, the interaction energy between the positron beam and the target
sample was set by the high voltage, as described in section 3.2.3. The ~E× ~B assembly for
reducing reflected positrons was not used for DBAR measurements.
A high purity germanium (HPGe) detector, cooling system, and pre-amplifier appara-
tus (described in detail in the following section) was placed adjacent to the vacuum system
surrounding the sample stage at the location of the sample holder, perpendicular to the
beamline. Due to the thickness of the vacuum chamber and the surrounding solenoids that
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generate the confining magnetic fields, the detector endcap was 15cm from the geometric
centre of the vacuum chamber.
All magnetic fields remained as described in section 3.2 in order to radially confine the
continuous positron beam.
4.3 High Purity Germanium Detectors
A high purity germanium (HPGe) semiconductor detector is very sensitive to ionising
radiation, in particular the detector response is proportional to the energy that is deposited
from the incident radiation.
The HPGe detector is constructed of a germanium crystal diode, with a positive-
intrinsic-negative (P-I-N) configuration which, under reverse bias, is sensitive to incident
photons. With a suitably large bias applied to the semiconductor there is a large electric
field between the P- and N- contacts. When a photon passes through the intrinsic region
of the semiconductor, charge carriers in the form of electron-hole pairs are produced and
swept towards the P- and N- electrodes due to the electric field generated by the bias.
The amount of charge carriers created is dependent on the the energy deposited into the
I- region by the incident photon [71].
The charge generated by photon absorption events is collected by an integrating am-
plifier which forms this charge into a voltage pulse which can be measured, building up a
spectrum of measured photon energies.
4.3.1 Coaxial Standard Electrode HPGe Detector
There are several different geometries of HPGe crystal design which are suited for different
applications. In the case of this experiment, the energy region of interest is roughly between
450−550keV as the energy of a single annihilation photon is 511keV, which makes a coaxial
standard detector configuration suitable. The other more esoteric configurations provide
sensitivity at different energy regimes as well as other characteristics unnecessary for this
experimental configuration.
In this HPGe crystal the detector P- and N- regions are made by diffused lithium (N-)
and implanted boron (P-) regions in the germanium crystal itself. The N- contact is not
stable at room temperature and so the HPGe crystal must be stored at low temperatures
52 Development of a Doppler Broadening Spectroscopy Experiment
for long term detector stability. Storage at room temperature results in a thickening of
the lithium layer and a reduction in detector efficiency, so the detector crystal is usually
cooled by liquid nitrogen.
In operation, the detector needs to be cooled to prevent excessive thermally generated
leakage currents in the I- region. Running the system at temperatures above that of liquid
nitrogen results in almost total loss of information from incident photons.
4.3.2 Detector Pre-Amplifier
Built into the HPGe system is a pre-amplifier which is housed within the cooling system
for improved performance, significantly reducing noise. The pre-amplifier is a Canberra
2002c model which integrates the charge deposited in the HPGe crystal and convolutes it
with an exponential decay of 50µs.
On the exterior of the HPGe detector and coolant system there is access to the available
output terminals, as well as a bias voltage input, which allows the connection of the pre-
amplifier into the detector chain of the experiment.
4.3.3 Detector Cooling System
As noted previously, HPGe detector systems require cooling to liquid nitrogen tempera-
tures for operation, and housing the detector pre-amplifier in the coolant system also aids
performance.
Traditionally, dewars of liquid nitrogen are used to cool HPGe systems. Depending on
the size of the dewar, keeping the system at the correct temperature can result in frequent
refilling of the dewar.
Since the positron research laboratory at ANU does not already make use of liquid
nitrogen cooling in other experiments, adding a liquid nitrogen cooling system would be
expensive and refilling a single dewar was deemed an unproductive use of time. For these
reasons an electronically cooled cryostat system has been used to refrigerate the HPGe
system.
The Cryo-pulse 5 Plus (CP5+) system from Canberra utilises a pulse-tube gas cooler
which is hermetically sealed, requiring no gas refill or maintenance by the user. The system
consists of a coldhead assembly attached to the HPGe detector crystal and a bench top
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power controller. The power controller regulates the voltages required to run the CP5+
and maintain a temperature of −185◦C and also maintains fail-safe logic to manage the
detector bias supply in case the detector is above temperature, preventing damage from
occurring.
4.4 Initial Resolution Benchmark
To confirm that the HPGe crystal detector, coolant system, and pre-amplifier was working
as expected and to the manufacturer’s calibration, a series of tests were conducted. The
baseline confirmation tests were conducted using spectroscopic equipment used by the
Department of Nuclear Physics at ANU that are frequently used for similar measurements
and are well characterised.
The intent of the DBAR experiment is to measure the Doppler broadening of the
positron annihilation photopeak, the effective measure of detector performance is the
resolution at the 511keV region. The resolution can be determined by characterising the
detector using well know emissions from radioactive isotopes and plotting the full-width at
half-maximum as a function of photon emission energy — a standard method of detector
characterisation used in spectroscopy.
The radioactive isotopes used to generate calibration spectra have energy variations
which are vanishingly small in comparison to the resolution of the detector and therefore
any broadening of emission lines can be attributed to the detector resolution alone.
4.4.1 Manufacturer’s Calibration
The cGe crystal has been calibrated by the manufacturer with radioisotopes 57Co and
60Co, giving full-width at half-maximum (effective resolution) value. The measurements
of the emission lines of these isotopes was performed using a spectroscopic amplifier with
a shaping time of 4µs.
Isotope Energy (keV) fwhm (keV)
57Co 122 0.976
60Co 1332 1.794
Calculated 511 1.24
Table 4.1: Manufacturer’s measured efficiency and calculated efficiency at 511keV
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Using a simple linear interpolation between the two stated resolutions from the manu-
facturer (shown in table 4.1), the estimated FWHM at 511keV is 1.24keV. This calibration
is the reference with which to compare the various experimental methods outlined in this
chapter.
The estimated efficiency for the Ge detector has been interpreted from the literature
provided with the experimental equipment when purchased from Canberra, which has
been reproduced and shown in figure 4.1.
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Figure 4.1: Typical absolute efficiency curve for coaxial Ge detector, with 10% relative
efficiency and a 2.5cm source to end-cap spacing. Data estimated and interpreted from
printed material “Germanium Detectors: User’s Manual”, provided by Canberra with
detector purchase.
4.4.2 Experimental Set-up
The initial resolution benchmark experiment was set up using the following equipment,
borrowed from the Department of Nuclear Physics. The equipment has previously been
verified in similar applications, providing a consistent experimental set-up with which to
benchmark the HPGe crystal.
The experimental configuration was the HPGe detector with CP5+ cooling system
and built in Canberra 2002C pre-amplifier connected by shielded BNC cable to an Ortec
855 Dual Channel Spectroscopic Amplifier. The ouput of the amplifier was directed to
a Pocket MCA 8000A multi-channel analyser [72] and the associated ADMCA software
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was used for spectra collection [73]. The HPGe detector was cooled down over a 12 hour
period before the high voltage bias supply connected to the pre-amplifier and any bias
applied. The pre-amplifier was configured at a pre-set output gain of 100mV per MeV,
and the output pulses were shaped and amplified by the Ortec 855 spectroscopic amplifier
with a shaping time of 3µs. The bias on the high voltage supply at the pre-amplifier was
set to the manufacturer recommended value of 4.2kV.
The radioactive source used for calibration was a “check source” of 152Eu, with well
known spectra detailed in reference [74]. The source was placed approximately 10cm away
from the detector end cap. Figure 4.2 shows the resulting spectrum of 152Eu that was
collected under the specified conditions.
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Figure 4.2: Results of the calibration; the spectrum of 152Eu
4.4.3 Calibrated results
The spectrum of 152Eu as shown in figure 4.2 was accumulated for approximately 14×106
counts in total. The x-scale was calibrated using the well known peak positions for the
most probable photon emissions in 152Eu [74]. The x-scale was then fit with a quadratic
function to calibrate from bins to energy, in the form of equation (4.1):
A+Bx+ Cx2 (4.1)
The results of the fitting of the quadratic function (4.1) resulted in the following
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parameters for the calibration, shown in equation (4.2).
A = 4.77758, B = 0.260488, C = 1.07727× 10−7 (4.2)
Following the x-scale calibration, to measure the resolution of the system, the full-
width at half-maximum of the calibration peaks was measured, with the results presented
in table 4.2:
Peak Position FWHM (keV) Uncertainty (keV)
121.88 1.1504 0.15
244.86 1.1643 0.44
344.72 1.2431 0.17
778.16 1.5582 0.32
963.90 1.6657 0.3
1111.62 1.7379 0.33
1408.013 1.9185 0.23
Table 4.2: Calibration results
4.4.4 Conclusion
The calculated resolution at 511keV for this experimental benchmark is 1.37keV, interpo-
lated from the results in table 4.2. Compared to the manufacturer’s supplied calibration
and calculated resolution at 511keV of 1.24keV, the HPGe detector system is functioning
as expected with the apparatus used in the benchmark measurement. The difference in
resolution between this measurement and the manufacturer’s calibration is expected as the
manufacturer’s calibration was performed using a spectroscopic amplifier shaping time of
4µs, which will result in a higher resolution.
The benchmark measurement performed confirms that the detector is performing as
expected and will suitable to be used as part of the DBAR measurement.
4.5 Full Digital DBAR System
In this section, a digital data acquisition system is characterised as the method for col-
lecting data in DBAR measurements.
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4.5.1 Motivation for a fully digital DBAR system
Implementing a digital data acquisition and analysis system for DBAR spectroscopy is not
the most common configuration in spectroscopy, but with the availability and quality of
modern digitizers as well as the amount of computation power available in desktop PCs it
is becoming more widely used. This digital technique has been implemented successfully
by several groups [60, 75, 76].
A benefit of using a digital spectroscopy system is that measurement data is collected
at the lowest level possible in the system — the full information from the pre-amplifier is
recorded. Analogue systems process the signal output from the pre-amplifier using ana-
logue circuitry for pulse shaping, which means that the original signal is not recoverable.
Measurement at the low level of pre-amplifier output enables analysis to be repeated on
the same data sets if better analysis tools are made available or the analysis method is
improved, and in principle any analogue pulse shaping through circuitry is reproducible
through digital signal processing. Different analysis techniques can be attempted on the
same data sets to corroborate results or tests for different information within the results
without the need to repeat lengthy experiments.
Making use of the data directly from the pre-amplifier also allows for analysis and
inclusion of signals that would not be usable in a traditional analogue configuration. For
example, pile-up events can be made usable in a digital system by extracting the super-
imposed waveforms using the mathematical analysis, resulting in higher throughput and
count rates in the same amount of experimental run time as an analogue system.
4.5.2 Experimental Set-up
The experimental apparatus is set up in a similar arrangement to analogue spectroscopy
experiments, however there is less equipment in the detection chain. Figure 4.3 is a
schematic of the set-up, which shows there are only 3 main components: The HPGe and
coolant system, the digitizer, and a computer for storing data and later analysis.
Figure 4.4 shows a example of a pulse from the pre-amplifier attached to the HPGe
system. The pulse is the integrated charge from the photon interacting with the depleted
region in the semiconductor, which has been convoluted with an exponential decay by the
pre-amplifier, and the natural Gaussian response of the detector.
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Figure 4.3: Block diagram for the digital setup
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Figure 4.4: Example of one waveform from the pre-amplifier as digitized by a Tektronics
DPO4140B oscilloscope.
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4.5.3 Digitiser Resolution
The digitizer y axis, or vertical, resolution is the primary source of uncertainty in this ex-
perimental design, as it determines the ability to accurately sample the incoming analogue
waveform. As the pulse height of the waveform is directly proportional to the energy from
in the incident photon that has been absorbed by the HPGe crystal, it is important to be
able to accurately recover the pulse height.
In conducting experiments using digitizers, we choose an incoming signal range over
which the digitizer will sample the signal in discrete steps. The precision in the digitizer
is determined by the number of bits, which are the number of discrete values a signal
is digitized to for a given input signal range. There will always be loss of information
when digitizing an analogue signal as the value will be “rounded” up or down to the
closest digitizer level. Determining the vertical resolution of the digitizer is the digital
uncertainty — the difference between digitizing levels. For example, if a digital signal
between 0–5V is being digitized by an 8 bit digitizer, the resolution is given by (4.3).
σdigital =
5V
28
=
5V
256
≃ 0.0195V (4.3)
The oscilloscope being used as the digitizer in this experiment a Tektronics DPO4140B.
This oscilloscope has an 8 bit vertical resolution in standard operation mode and effec-
tive 11 bit vertical resolution in high resolution mode [77]. As the output gain of the
pre-amplifier is 100mV/MeV the oscilloscope will operate at 10mV per division, with 10
divisions in total vertical range to give a photon energy measurement range of 0–1MeV
which puts the region of interest, 511keV photopeak, in the middle of this range.
σV 11bit =
0.1V
211
= 4.8828× 10−5V ≃ 0.5keV (4.4)
Using the high resolution mode available on the oscilloscope gives effective 11 bit
vertical resolution so the resolution can be calculated in similar way to equation (4.3). This
calculation, shown in (4.4), results in an oscilloscope vertical resolution of approximately
0.5keV, which is approximately 0.01% of 511keV, significantly smaller than the inherent
resolution of the HPGe detector itself.
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4.5.4 Data Analysis
The energy deposited in the Ge crystal is converted to an output pulse which is convoluted
with an exponential decay in the pre-amplifier circuitry. The height of the signal pulse
is directly proportional to the absorbed photon energy. In analogue systems, this signal
is converted into a semi-gaussian pulse shape using capacitors in parallel and series. In
the case of this digital signal processing method of data analysis, the signal from the pre-
amplifier will be measured directly. This is achieved by using curve fitting techniques to
determine the pulse height and therefore the photon energy that was deposited into the
detector crystal.
As described by Cizek et al. [60], the digitizer waveform is the convolution of the
heaviside step function, the exponential, decay from the pre-amplifier, and a Gaussian
resolution function, superimposed on a linear background:
[
1
σ
√
2π
exp
(−t2
2σ2
)]
∗
[
AΘ(t− t0) exp (−λ(t− t0))
]
+ b (4.5)
where ∗ denotes the convolution. This has an analytic solution which is:
1
2
A exp
(
1
2
λ(λσ2 − 2(t− t0))
)
· erfc
(
λσ2 + (t0 − t)√
2σ
)
+ b (4.6)
Where the parameters in both equation (4.5) and (4.6) are as follows: A is the pulse
amplitude, Θ(t− t0) is the Heaviside step function with t0 as the time at which the pulse
occurs, σ is the Gaussian standard deviation, λ is the exponential decay constant from
the pre-amplifier circuitry ( 1
50µs = 20000), and b is a linear background. The independent
variable is t, time.
4.5.5 Waveform Fitting
Fitting the waveforms collected from the pre-amplifier using equation (4.6) is a standard
fitting problem – there is the underlying signal in the form of voltage pulse from the
pre-amplifier and modelled by the equation (4.6). In addition to the signal there will be
random noise, as well as potential systematic uncertainty from the electronics or signal
contamination from any pick-up on the cables used to connect the detector chain. There-
fore the quality test for fitting results is based on the scatter in the data around the fit, and
§4.5 Full Digital DBAR System 61
the residuals. The fitting routine used is a Levenberg-Marquardt non-linear least squares
fitting routine, which makes use of the residual between the fit and the observed values to
determine the completion of the fitting algorithm.
There are many software packages that offer Levenberg-Marquardt fitting routines and
several packages were used in the implementation of the code used to process the collected
pre-amplifier waveforms. The code for fitting the waveforms was initially prototyped using
MATLAB [78] and Python [79] to take advantage of the easily viewable output of results
to rapidly iterate and improve. Once a full program was developed to properly process
the pre-amplifier waveforms, the code base was migrated to C++, a compiled language,
for faster execution times.
In C++ different Levenberg-Marquardt fitting libraries are available, and initially the
library used was GSL [80]. GSL struggled in some aspects of this fitting problem due to the
difference in order of magnitude in some of the fitted parameters in equation (4.6), which
are detailed in table 4.3. A different library, ALGLIB [81], was adopted to implement
the fitting algorithm in order to address this problem, as ALGLIB allows for explicit
declaration of the scale of the fitted parameters which are taken into account by the
algorithm during the fitting process, producing higher quality results.
Parameter Magnitude
A 10−2
λ 10+4
σ 10−7
t0 10
−3
b 10−2
Table 4.3: Order of magnitude for each fitted parameter
Table 4.3 shows that the difference in order of magnitude between the fitted parameters
is at most 1011, which is significant. If the implementation of the fitting routing does
not properly respect these order of magnitude differences the change in residual base on
change in parameter value for iteration of the fitting routine will cause large differences
in tolerance parameters and parameters monitored to identify routing completion. The
step size in varying the fitted parameters themselves must be scaled so that they are
appropriate to the order of magnitude. For this reason, in C++ better fits were found
by using ALGLIB as the code allows for explicit declaration of the scale of the fitted
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parameters at run time.
The form of the analytic solution, shown in equation (4.6), has an exponential compo-
nent and the decay constant λ can dramatically effect the fitting solutions such that the
parameter A is given comparatively “less weight”. Varying λ gives a large contribution
to changing the residual as the exponential decay component acts over a large portion of
the entire waveform. Therefore the fitting algorithm can prioritise λ at the expense of
accuracy in the other parameters, which are of greater significance in this experiment.
To attempt to limit the domination of the parameter λ over the entire fit of the
waveform, constraints were applied. While the constraints improved the fit quality, there
is observed natural variation in λ from the pre-amplifier circuitry and therefore too strict
constraints caused fitting to fail. If λ was not permitted to vary at all the fitting results
were extremely poor.
Since the exponential decay component of the waveform acts over a comparatively
large time scale, the portion of the collected pre-amplifier waveform supplied to the fitting
algorithm was varied to find improvements in the fit quality. The waveform data from
the pre-amplifier was manipulated to supply varying amounts of data points before and
after an estimated t0, which is the onset point of the waveform pulse. This resulted in
changing the quality of fit due to the amount that the exponential decay parameter, λ,
influenced the residual. The more data points that were included after t0 increases the
effective weight that the parameter λ has on the entire fit, while the inclusion of more
data points before t0 has a minimal impact on the effective quality of the fit, since the
signal is effectively constant before t = t0.
To quantify the location at which t0 occurs in the data of the waveform passed to the
fitting routine, the quantity skew was defined, shown in equation (4.7).
skew ≡ no. data points before t0
total number of data points
(4.7)
For example, if there are 400 data points which describe the pre-amplifier waveform,
t0 occurring at data point 100 gives a skew of 0.25.
The graph figure 4.8 illustrates an example of the optimisation of the fitting routine, by
changing the skew and fitting window size. The measure of success in this optimisation is
minimisation of the peak width, on the z axis. As expected from this experiment, increas-
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Figure 4.5: Example of digital data and fit of the entire waveform collected by the oscil-
loscope. The fitted parameters are detailed in table 4.3.
Figure 4.6: Full fitting of the rising edge of the pre-amplifier waveform, which shows the
rounded onset and roll-off of the impulse from Gaussian resolution function resulting in a
rounded. The region in t < t0 is effectively constant. The fitted parameters are detailed
in table 4.3.
Figure 4.7: Detailed view of the waveform rising edge and waveform amplitude. The error
bar (shaded region) is largest at the peak maxima. The fitted parameters are detailed in
table 4.3.
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Parameter Value Standard Error
A 8.61× 10−2 2.08× 10−4
λ 2.14× 104 6.7× 102
σ 1.52× 10−7 2.5× 10−9
t0 2.432042× 10−3 1.8× 10−9
b −1.368× 10−2 8.2× 10−5
Table 4.4: Fitted parameters with associated standard error from the example waveform
shown in figures 4.5, 4.6, and 4.7.
ing the number of data points in the fitting window improves the fit quality. Changing
the skew has a relatively small impact than changing the total proportion of the waveform
supplied to the fitting algorithm, but a skew of 0.7 consistently gives a better fit.
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Figure 4.8: Example parameter search to improve the resolution of the 662keV photopeak
in 137Cs. The results show dependence on the skew and number of data points sent to the
fitting routine.
Similar optimisation experiments were performed on other parameters supplied to the
fitting routine in order to obtain the most accurate results from the fitting program.
The fitting of a single output waveform from the pre-amplifier is show in three views,
in figures 4.5, 4.6, and 4.7. Figure 4.7 highlights the scatter in the data, and the effective
fit’s error bars at the peak region.
4.5.6 Digital Results
The spectrum of 152Eu and 137Cs as processed by the digital fitting method are shown in
figures 4.9 and 4.10, respectively.
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Figure 4.9: Spectrum of 152Eu collected with the full digital experimental configuration
for resolution calibration.
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Figure 4.10: Spectrum of 137Cs collected with the full digital experimental configuration
for resolution calibration.
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In the two spectra of 152Eu and 137Cs, the photo peaks appear in position as expected,
however they seem to have very large FWHM. In the spectra of 137Cs, the Compton
features also appear as expected at the appropriate energies.
There are several features in the plots which are artefacts from the fitting process
and are generated by poor quality fitting of bad waveforms. At the lowest amplitudes
close to zero, there are a large amount of fitted amplitudes which correspond to bad
quality waveforms or failed fits. At the high energy end there are a large amount of fitted
amplitudes at approximately 0.095V. This corresponds to poor fits of detected photons
which are outside the digitizer range — waveforms that clip.
To investigate how and why these artefacts arise, two measures of fit quality for the
waveforms are used; χ2 and adjusted R2adj values.
4.5.7 Investigating R2adj
The R2 value is one of the outputs of the fitting routine in ALGLIB, and can be modified
into R2adj which is more easily interpreted. R
2
adj is computed using R
2 and shown in
equation (4.8).
R2adj =
(1− R2)(N − 1)
N − p− 1 (4.8)
where N is the sample size and p is the number of predictor variables. In this case N is the
number of points in the waveform being fitted, and p is the number of fitted parameters
in equation (4.6), which is 6.
Figure 4.11 shows the distribution of R2adj values in the fitted spectrum of
152Eu as
shown in figure 4.9, showing a large number of R2adj between 0–0.05 and between 0.9–1.0.
If the waveform amplitudes are selected by the fitting quality based on the R2adj the
features in the spectra change considerably, dependent on which threshold of R2adj value
is allowed. The results of this process are shown in figure 4.12.
All spectra with fitted waveforms removed which do not meet the R2adj threshold criteria
reduce the extremely high amount of fits with low amplitude however this process does not
significantly change the amount of amplitudes fitted in the high voltage clipping region at
approximately 0.095V.
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Figure 4.11: Histogram of R2adj values from fitting the digitizer waveforms collected from
radioactive emissions of 152Eu.
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Figure 4.12: Spectrum of 152Eu with only certain waveforms accepted for fitting quality,
based on R2adj .
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4.5.8 Investigating χ2
The χ2 value can be computed using the residual from the fit and should be close to 1 if
the fit is perfect, although this depends on the number of data points being fitted and the
number of fitted parameters [82].
Figure 4.13: Histogram of χ2 value from the spectrum of 152Eu
Consulting the probability tables for the confidence interval for χ2, figure 4.13 shows
that all of the χ2 values are in the 0.995 confidence interval due to the large number of
degrees of freedom (1000 data points are used in the fitting routine) [82]. In the histogram
of the χ2 values for the spectrum of 152Eu there are several peaks, which make for good
threshold values to examine the effect of filtering the amplitudes based on the χ2 value.
Figure 4.14 details the effects on the spectrum of 152Eu by selecting allowed amplitudes
based on the corresponding fit quality, as measured by χ2. The effect of filtering the
spectrum based on the χ2 does not reduce the FWHM of the emission peaks from the
radioactive sample, nor seem to remove the spurious data in the high and low amplitude
regions. In fact, the restriction based on χ2 appears to effect the whole spectra almost
equally, which implies that there is some source of contamination in the waveforms which
is influencing the fit quality.
§4.5 Full Digital DBAR System 69
Figure 4.14: Spectrum of 152Eu with only certain waveforms accepted for fitting quality,
based on χ2
4.5.9 Digital Fitting Resolution
The final results for the resolution measurement from digital fitting is shown are figure
4.15. The FWHM of the peaks of 152Eu are considerably larger than the benchmark
measurement in section 4.4.
0 500 1000 1500
Energy (keV)
0
2
4
6
8
10
12
14
P
ea
k
F
W
H
M
(k
eV
)
Digitizer
MCA
Figure 4.15: Resolution test using the FWHM of calibration peaks from 152Eu with the
full digital method, compared to initial testing using the analogue system and MCA.
70 Development of a Doppler Broadening Spectroscopy Experiment
4.5.10 Conclusion
The results of attempting to directly fit the pulse shapes from the pre-amplifier have
produced results of insufficient quality for the purposes of a DBAR experiment. Despite
being able to successfully reproduce the spectra of the test isotope, the resolution of the
system is much worse than the initial benchmark made using analogue equipment in section
4.4.
The fitting problem was examined thoroughly and an appropriate library was found
to implement the data analysis in C++, which was ALGLIB [81]. The pre-amplifier
data was directly digitized using an oscilloscope and was processed by the fitting program.
Investigations were made into the optimisation of the fitting routine to provide as accurate
results as possible.
Although the optimisation of the digital fitting routine resulted in improved fit quality
through explicit scaling of the fitting variables and parameter optimisation, this did not
improve the results to a point of results usable for DBAR analysis.
4.6 Digital Filtering
Directly fitting the waveforms from the pre-amplifier produced poor resolution spectra,
however there are further steps that can be taken to improve the pre-amplifier signal and
the waveform quality before it is passed to the fitting routine.
4.6.1 Experimental Set-up
To iterate on the design used in section 4.5, a post-processing digital filter was implemented
to reduce the noise in the waveforms collected from the pre-amplifier. The experimental
configuration was kept the same as for the full digital DBAR experiment test, however the
digital filtering step was put in place before the results were analysed by the curve fitting
program. Design, prototyping, and testing of the digital filter was done in MATLAB using
the Signal Processing Toolbox with the filter design tool [83].
The design of the digital filter was tailored to reduce the effects of noise in the signals
collected from the HPGe detector system, based on analysis of as-collected waveforms and
the analytic form of the HPGe detector pulses, described by equation (4.6).
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Figure 4.16: The frequency response of the digital filter, designed in MATLAB using the
Signal Processing Toolbox with the filter design tool [83]. The filter was designed using
the Kaiser window method [84], using a passband frequency of 7× 106πrad·s−1, stopband
frequency of 7.5 × 106πrad·s−1, stopband attenuation of 60dB, and passband ripple of
0.1dB.
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Figure 4.17: Power-frequency spectrum comparison of the raw data collected from the
pre-amplifier, an idealised waveform calculated using equation (4.6), and the same raw
data that has been digitally filtered.
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The power-frequency spectrum was calculated for an idealised waveform and a real
digitized waveform, taken from the data collected directly by the oscilloscope. The results
calculated using Welch’s Method [85] for both is shown in figure 4.17, which shows that
there is a large frequency peak at approximately 2× 107Hz.
A low pass filter was then designed in an attempt to reconcile the difference between
the idealised and noisy real data. The frequency response of the low pass filter is shown in
figure 4.16, and the resulting power-frequency spectrum of the filtered real data is shown
in figure 4.17, calculated again by Welch’s Method. After applying the filter, the power-
frequency spectrum of the waveform is much closer to that of the idealised waveform and
the large frequency peak has been suppressed. Figure 4.18 plots the analysed waveform
with and without the application of digital filter which illustrates the noise suppressing
effect that the filter has.
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Figure 4.18: Direct comparison of the raw and digitally filtered pre-amplifier waveforms.
4.6.2 Digital Filtering Results
The digital filtering step was implemented as part of the data analysis programme and
the curve fitting method was performed to the resulting digitally filtered waveforms. The
results of typical fitting results are shown in figure 4.19, with coefficients and standard
errors detailed in table 4.5, as reported by the fitting routine, ALGLIB.
The standard errors reported for each fitted parameter in table 4.5 are all lower than
the typical standard errors reported from ALGLIB when fitting the raw waveform data di-
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Figure 4.19: Comparison of the results of fitting the noisy raw data and the same data
once the digital filter has been applied.
Parameter
Raw Data Filtered Data
Value Standard Error Value Standard Error
A 8.61× 10−2 2.08× 10−4 4.123× 10−2 1.01× 10−5
λ 2.14× 10+4 6.7× 10+2 2.452827× 10+4 8.5× 10−13
σ 1.52× 10−7 2.5× 10−9 1.180× 10−7 3.5× 10−10
t0 2.432042× 10−3 1.8× 10−9 4.1773× 10−6 2.4× 10−10
b −1.368× 10−2 8.2× 10−5 −7.419× 10−3 6.9× 10−6
Table 4.5: Comparison of the typical results and standard error between fitting the raw
pre-amplifier data and the digitally filtered data.
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rectly, shown in table 4.4. The parameter λ, the exponential decay constant, is significantly
more accurate after the digital filtering; the standard error in the digitally filtered data
(8.5×10−13) is 1×1015 times smaller than that of the raw data fitted directly (6.7×102).
All the other parameters have improved in accuracy by one order of magnitude.
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Figure 4.20: Spectrum of 152Eu collected using the digitally filtered waveforms using the
full digital experimental set-up.
A spectrum of 152Eu was collected using the digital filtering method and the same
radioactive check source used previously. The peak positions were calibrated to estimate
the system resolution using the full-width at half-maximum for the chosen calibration
peaks, as previously performed for the initial test and full digital method. The spectra is
shown in figure 4.20 with the resolution of the peaks shown in comparison with the initial
analogue resolution test in figure 4.21.
From the results of this testing, the resolution is still not as good as the initial analogue
system, but the use of the digital filter has improved the resolution of the system compared
to just directly fitting the pre-amplifier waveforms.
Of particular interest in the spectrum of 152Eu from the digitally filtered data, the
lowest energy peak (121.88keV) has a much larger FWHM than the other peaks, and does
not follow the general trend of increasing FWHM with peak energy as shown in figure 4.21.
This is attributed an experimental misconfiguration in the triggering of the oscilloscope
for the data collected for this spectra. The 121.88keV peak is expected to have a much
larger relative maximum as approximately 28 photons per 100 nuclear disintegrations will
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Figure 4.21: Effective resolution of digital filter compared to MCA data
result in a photon of this energy [74].
4.6.3 Conclusion
The digital filtering of the waveforms before the fitting routine is used has resulted in a
large improvement in accuracy of the parameter λ and improved the fit quality for all
the other fitted parameters. As previously mentioned in the conclusions of section 4.5,
the variability in the parameter λ has large impact on the quality of fit in the other
parameters. Using the digital filtering step before fitting the waveforms has resulted in
this system giving a better energy resolution than the initial attempt in section 4.5.
Comparison between the spectrum of 152Eu collected using the digital filtering step
(shown in figure 4.20) and the spectrum 152Eu collected without digital filtering (shown
in figure 4.9) shows a much higher level of accuracy in the data that has been digitally
filtered. There are more peaks visible, which should be present in the spectrum of of 152Eu
and the peak to noise ratio is much higher. Additionally, the discrimination of the fits
based on R2adj and χ
2, detailed in sections 4.5.7 and 4.5.8 respectively, is not necessary as
the artefacts from bad quality fitting are not present.
Figure 4.21 shows the difference in the effective resolution measured by the FWHM
of the emission peaks of 152Eu. Although the system does not have a comparable level of
resolution to the initial benchmark measurement, therefore making the method unusable,
one promising aspect of the digital filtering and digital data collection methods are the fact
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that applying post processing does drastically improve the system quality. The resolution
of the 244.86 keV peak in the spectrum of 152Eu had a FWHM of approximately 11keV
in the fully digital system (shown in figure 4.15), which was improved to 3.3keV by use of
the digital filter applied before curve fitting.
4.7 Analogue DBAR System
Due to the poor resolution of the digital measurement, and despite the gains made us-
ing digital filtering, an analogue system was chosen as the experimental configuration to
continue making DBAR measurements as it has the highest resolution.
4.7.1 Experimental Set-up
The analogue DBAR experiment was set up in a different configuration than the full
digital configurations, due to the additional analogue components needed. The system
was configured with the components illustrated in the block diagram in figure 4.22.
Figure 4.22: Block diagram of the analogue data collection stage of the DBAR experiment.
The equipment used in this analogue configuration are the HPGe detector crystal with
built in cooling system and pre-amplifier, spectroscopic shaping amplifier, and multichan-
nel analyser with associated computer software for data collection. The spectroscopic
amplifier used was an Ortec model 672 NIM module, with shaping time set at 6µs. The
multichannel analyser was a Pocket MCA model 8008A [72] which is connected to a com-
puter and controlled using the ADMCA software [73].
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The configuration of the experiment in this manner is similar to that of the initial
measurement made to confirm the manufacturers calibration in section 4.4, therefore the
initial calibration had already been completed. To further improve on the initial bench-
mark measurements additional radioactive sources of 60Co and 133Ba were used in addition
to the 137Cs and 152Eu isotopes to more accurately calibrate the detector system. The
measurements were made with a larger number of total counts using a longer shaping time
on the spectroscopic amplifier for higher accuracy.
4.7.2 Detector Efficiency
To perform analysis on the data collected from experiments using the HPGe crystal de-
tector system, it is important to understand the response of the crystal to different energy
photons. Due to the energy dependence in efficiency, characterisation in situ must be
performed as the response of the experiment will be unique to each HPGe crystal and the
source-to-detector spacing.
Within the HPGe manual is a general efficiency curve for coaxial standard HPGe
crytals as a function of energy, which has been reproduced in figure 4.1. This is a general
case representation for an experimental source to detector distance of 2.5cm.
The 2.5cm efficiency curve is relatively impractical for this experiment (and perhaps
many experimental set-ups) since there will be significantly more than 2.5cm spacing
between the detector and source, due to the experimental equipment which is between the
detector crystal and the location at which positrons will annihilate, including a vacuum
chamber and solenoids. Therefore an efficiency calibration must be performed for this
experiment.
To calibrate the detector efficiency the sources used were, as mentioned previously:
60Co [86], 152Eu [74], 133Ba [87], and 137Cs [86]. The absolute strength of the radioactive
check sources were calibrated by the Department of Nuclear Physics at the Australian
National University in 2011, and are detailed in table 4.6.
Using the known activity, relative probability for photon emission of a particular en-
ergy, and a spectrum collected using the experimental apparatus, the efficiency for a
particular detector-source distance can be calculated. This follows the method outline by
the work of Varnel et al. [88]. The results of this data can be found in tables A.1 and
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Source Element
Half life
(years)
Calibrated strength
(µC)
Current strength
(µC)
Reference
137Cs 30.07 1.08 0.951(07) [86]
60Co 5.2714 1.03 0.498(7) [86]
133Ba 10.51 1.01 0.702(03) [87]
152Eu 13.537 0.829 0.625(04) [74]
Table 4.6: Source information for performing detector efficiency calibration. Absolute
strength calibration was performed at the Department of Nuclear Physics at the Australian
National University in 2011.
A.2. The resulting data can then be manipulated into the form of a relative efficiency
from the lowest efficiency energy, and the data fit with an exponential decay. Using this
information, any data collected with the emission source at the corresponding distance
allows recalibration of the spectra collected to get the true counts by combining the data
with the calibration source data gives a function to calibrate spectra taken based on the
efficiency of the crystal.
The form of the equation fitted to the normalised peak area as a function of photon
emission energy and distance from detector endcap is given by equation (4.9), where ǫ
is the efficiency, E is the independent variable, and A, B, and C are constants to be
determined by fitting the data.
ǫ(E, d) = A+B exp(−CE) (4.9)
The efficiency calibration was performed for the detector calibration at 15cm, which
is the distance from the geometric centre of the sample chamber to the outside of the
magnetic field coils, and therefore a more relevant efficiency calibration for the DBAR
experiment.
Figure 4.23 shows the normalised peak areas as a function of photon emission energy
for radioactive sources placed at 15cm from the detector endcap, and the fitted form of
equation (4.9). The results of the fitting are detailed in equation (4.10).
ǫ(E, d = 15cm) = 0.89537 + 4.26 exp
(
− E
408.4147
)
(4.10)
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Source Element γ Energy (keV) Photons per 100 disintegrations Reference
60Co 347.14 0.0075 [86]
826.1 0.0076
1173.228 99.85
1332.492 99.9826
152Eu 121.7817 28.41 [74]
244.6974 7.55
344.2785 26.59
367.7891 0.862
411.1165 2.238
443.965 2.8
778.9045 12.97
867.38 4.243
964.079 14.5
1112.076 13.41
1212.948 1.416
1299.142 1.633
1408.013 20.85
133Ba 53.1622 2.14 [87]
79.6142 2.65
80.9979 32.9
276.3989 7.16
302.8508 18.34
356.0129 62.05
383.8485 8.94
137Cs 661.657 84.99 [86]
Table 4.7: Photon energies and decay probabilities per disintegration used for detector
efficiency calibration.
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Figure 4.23: Peak area normalised to the last peak energy from radioactive sources
placed 15cm from the detector endcap. The fitted equation is ǫ(E, d = 7cm) =
0.89537 + 4.26 exp (−E/408.4147).
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4.7.3 Analogue Resolution Measurement
The four calibration sources (60Co, 152Eu, 133Ba, and 137Cs) were used for the energy
calibration of the detector, with the sources set at 7 and 15cm away from the detector
endcap.
Again, as in section 4.4, the x-scale was calibrated using a quadratic polynomial func-
tion as described in equation 4.1, with the coefficients determined using the well-known
energies of emission from the four radioactive isotopes.
The energy calibration was performed for the HPGe detector system with the radioac-
tive sources placed at 15cm from the detector endcap. The results of the data collection
are shown in figure 4.24.
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Figure 4.24: Detector resolution with the calibration sources placed 15cm from the detector
endcap
The resulting fitting parameters for the radioactive sources placed at 15cm from the
detector endcap are detailed in equation (4.11).
FWHM(E, d = 15cm) = 0.76977 + 8.8568× 10−4x− 1.3441× 10−7x2 (4.11)
Using the energy calibration for the radioactive sources placed at 15cm from the detec-
tor endcap gives an estimated resolution at 511keV, the positron annihilation photopeak,
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detailed in equation (4.12).
FWHM(511keV, d = 15cm) = 1.19± 0.02keV (4.12)
4.7.4 Calibration Results
After fully calibrating the HPGe detector system, the efficiency adjustment can be re-
applied to the spectra collected of the radioactive check sources.
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Figure 4.25: Final fully energy and efficiency adjusted spectrum of 152Eu.
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Figure 4.26: Final fully energy and efficiency adjusted spectrum of 137Cs.
The spectrum from 137Cs has many additional peaks than expected from the literature
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[86] due to the natural abundance of radioisotopes present in the laboratory background.
A measurement of the laboratory background was taken to investigate this and shows the
daughter nuclei from decay chains from naturally abundant radioisotopes such as 235U, and
238U. Figure 4.27 shows the laboratory background radiation spectra with a few emission
lines from particular isotopes peaks picked out and the emission energy. The relative
intensity of the emission lines varies, with some such as 208Tl producing a strong signal
and others such as the 235U 185.722keV peak are just visible above the background.
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Figure 4.27: Investigation of laboratory background radiation environment. Interesting
emission peaks are detailed with the isotope and the emission energy.
4.8 Spectrum Post-Processing
Fully calibrating the HPGe detector system results in true count spectrum which can be
manipulated mathematically to aid in the analysis of DBAR measurements. The efficiency
adjustment is necessary to obtain the true counts before any mathematical processing can
be performed [61].
This section examines the mathematical post-processing of a DBAR spectra collected
using the analogue detector set-up described and characterised in the previous section.
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4.8.1 Experimental Set-up
To collect the DBAR data for this section, a substrate of crystalline aluminium was used
as the target for the positron beam. The energy of the positron-target interaction was set
to 15keV to maximise the number of positrons that annihilate in the bulk of the target,
far from the surface.
The positron beam was configured for DBAR measurements as described in section
4.2, with the target sample in the middle of the vacuum chamber approximately 15cm
from the HPGe detector endcap.
The DBAR spectrum was allowed to accumulate to 16 × 106 counts in the 511keV
photopeak.
4.8.2 Post-Processing Method
As there is only one HPGe crystal, the apparatus is set-up in a single detector configuration
and therefore the advantages of conservation of energy cannot be used to minimise the
background as in coincidence detection systems. In DBAR measurements using a single
detector configuration there is a background on both sides of the 511keV peak, both high
and low energy. The high energy background comes from the natural radioactivity in the
laboratory environment. The low energy background comes from 3-photon annihilation
events from the positron beam, and incomplete charge collection in the detector. To
mitigate these effects, work has been done by Haaks et al. to mathematically correct
these effects in DBAR spectra [61].
To reduce the background in the DBAR measurements, the 511keV photopeak from
positron annihilation was fitted in incremental stages based on the work in reference [61].
Several functions are used in the fitting, which are defined in equations (4.13), (4.14),
(4.15), and (4.16), and the associated parameters are explained in detail below, with E as
the independent variable.
u =
2
√
ln 2(E − E0)
σ
(4.13)
G(E) = AGe
−u2 (4.14)
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S(E) =
1
2
AS (1− erf (u)) (4.15)
Which are combined to fit the whole function:
P (E) = G(E) + S(E) + b (4.16)
To perform the actual fitting first only the function G(E) is used, which finds the
parameters σ, E0 and AG, the standard deviation of the Gaussian, the peak centre, and
the Gaussian amplitude, respectively.
After the function G(E) has been successfully fit to the DBAR spectra and the pa-
rameters σ and E0 have been found, the full function P (E) is fitted. The initial guesses of
the parameters supplied are the previously found σ, E0 and AG. The function S(E) takes
the form of a “rounded” step function with parameter AS as the amplitude of the step.
All curve fitting was performed in MATLAB [78] using the packages for non-linear
least-squares regression and fit result statistics reporting [89]. An example of each fitting
stage and the resulting background subtracted data are illustrated in figure 4.28.
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Figure 4.28: Example of the composite functions in the background post-processing func-
tion applied to the DBAR spectra of crystalline aluminium.
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4.8.3 Post-Processing Results
Using the characterised analogue detector system a DBAR measurement was made of a
sample of crystalline aluminium, and results of the post-processing of the DBAR spectra
are shown in figure 4.28. The results show a broader curve than the resolution of the
system would expect, which can be attributed to the Doppler broadening of the detected
annihilation photons. Post processing was applied to the 511keV peak in an attempt to
reduce the impact of the background with the single crystal detector arrangement, which
successfully reduced the spectrum background.
The linear background parameter, b, is fitted as part of the function P (E), however
through adjusting the value for b and performing analysis on the peak it has been found
that under estimating the linear background and overestimating the amplitude of the step
function leads to qualitatively better results, due to the gradual slope in the high energy
region of the spectra. Using a more precise background subtraction gives results with
negative data which make comparative analysis more difficult, and a loss of information
in the high momentum broadening fraction of the spectra, as the counts in this region of
the spectra are relatively low.
Although the filtering steps taken result in perceived better data quality in the 511keV
photopeak spectra, the definition of the fitted linear background parameter, b, seemed ar-
bitrary, and qualitatively better fitting was achieved by underestimating this parameter.
As shown in this section, allowing some remaining background by underestimating b en-
ables better quantitative analysis than over fitted background subtraction and the final
background-subtracted DBAR spectra can be used to make more precise W parameter
spectra measurements.
4.9 Conclusion
There were two unsuccessful attempts at implementing a fully digital data collection sys-
tem for the DBAR measurement being added to the positron materials beamline. The
first attempt employed curve fitting on the raw waveforms digitized from the pre-amplifier
on the HPGe detector and the second method augmented the first by digitally filtering
the collected waveforms.
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Directly fitting the waveforms digitized from the pre-amplifier was made inaccurate by
the large range of values that the exponential decay parameter could take that satisfied
the fitting constraints, within the noise of the digitized signal. The residual was easily
optimised with the exponential decay parameter which dominated the fitting algorithm at
the expense of the required amplitude parameter.
Using a digital filter to suppress some of the noise in the digitized waveforms signifi-
cantly improved the effective resolution of the digital system, allowing for better quality
fitting of the underlying signal and hence better resolution in the data acquisition sys-
tem. Despite the fact that the low-pass digital filter method results in significantly better
resolution, the initial analogue benchmark was still much better. Although using digital
filters resulted in a still unusable system for DBAR experiments, the fact that using post
processing resulted in a marked improvement shows that the philosophy behind digital
measurements is valid: using post-processing of data after the fact results in immediate
gains in data quality.
In the implementation of the analogue measurement configuration the resolution of the
system was significantly improved in comparison to the initial resolution benchmark and
the manufacturer’s calibration. The final estimated resolution at 511keV is 1.19±0.02keV,
which is somewhat higher resolution than the manufacturer’s calibration.
Full measurements, adjusted for detector efficiency, were made of the radioactive
sources used to calibrate the detector system, shown in figures 4.25 and 4.26. A measure-
ment of the radiation background present in the laboratory was made and the radioactive
decay of elements present identified, shown in figure 4.27.
For future work in a digital measurement there are different approaches to digital
measurements that could be investigated. One avenue of approach is using peak fitting
with a digital finite impulse response filter (FIR) that will approximate something like a
spectroscopic shaping amplifier, and is what some positron physics groups use to analyse
pre-amplifier data [90, 91]. Various FIR filters can be created and fine tuned to represent
different types of spectroscopic shaping amplifiers, with the benefit of allowing any timing
constants, including those not possible with circuit based amplifiers. The problem with
using further filtering methods or FIR type mappings are that they do not directly deal
with the issue of noisy signals, however it should be possible to directly get the result of
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any analogue pulse shaping using a digital method. This brings the uncertainty directly to
the digitizer quality — if the digitization is inaccurate then any associated uncertainties
will be passed through to the digital filter or FIR shaping, and the resolution of the system
will only improve to a degree as shown in the results presented here as shown in section
4.6, when the digital filter was applied.
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Chapter 5
Elemental Specificity using DBAR
In this chapter, the momentum distribution of elements and materials are investigated us-
ing Doppler broadening of annihilation radiation. This investigation presents an extended
characterisation of the experimental apparatus and examines the limits of the sensitivity
of the implementation of the measurement technique.
Traditionally, single detector systems are hindered in examining the elemental speci-
ficity of DBAR spectra due to the high background which masks the fraction of positrons
that annihilate with high momentum electrons. Using the mathematical corrections pre-
sented in the work by Haaks et al. [61] and covered in detail in section 4.8, evidence is
presented that shows that DBAR spectra that are corrected in this way can reveal more
elemental specificity, the distinguishing features of the corrected spectra differ significantly
to higher resolution coincidence systems.
By examining the distribution of photon energies around the 511keV for high quality
pristine samples, the electron momentum distribution can be compared between elements
from related groups in the periodic table, and materials which share similar characteristics.
We expect to observe different peak energy distributions which are dependent on the filling
of higher electronic shells. Each element or material should exhibit a unique spectrum, as
the kinetic energy of the electron in the annihilating pair will depend not only on the shell
configuration, but also the spatial distribution which is influenced by proton number.
5.1 Method
5.1.1 Sample Measurement
To collect the data for each sample in this study the DBAR system on the positron
materials beamline at ANU was used, as described in section 4.2.
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The number of counts in each 511keV peak is approximately 80% that of the total
number of counts in the entire spectrum. To ensure a statistically significant number of
counts in the peak balanced with a reasonable experimental run time, each spectrum was
allowed to accumulate to 10×106 counts for each sample. For the aluminium sample 16×
106 counts were collected as it was to be the reference material. Accumulating this large
number of counts ensures that a suitably large number of counts are collected in the high
momentum broadening regions of the DBAR spectrum. The high momentum broadening
region is of importance in these measurements as the differences in elements are to be found
through comparison of the momentum broadening due to positron annihilation with core-
shell electrons, which results in high momentum broadening. Further information on this
is covered in section 2.5.
The positron-material interaction energy was set to 15keV using the high voltage as-
sembly (described in section 3.2.3) to ensure that the positrons are implanted far from the
surface. The deeper positron implantation reduces the impact of positron-surface interac-
tion and significantly reduces the likelihood that positrons will diffuse out of the sample.
Even in dense elemental samples, for example lead, the positron diffusion length can be
large enough that positrons can diffuse significant distances and insufficient implantation
energies will allow positrons to diffuse back to the surface.
5.1.2 Treatment of data
To analyse and compare the data collected for each sample the data was processed to
correct for the detector efficiency and remove the background, and finally area normalised
to unity. This method is the same as explained in section 4.8.
For improved legibility and comparison to the work in reference [54], the various spectra
were first smoothed and then taken in ratio to a measured DBAR spectrum of a defect-free
crystalline aluminium sample. The aluminium sample is a single crystal which has been
annealed and subsequently stored in vacuum in the positron laboratory, at a constant
23.5◦C . The smoothing algorithm used was a 23 point “boxcar” moving average. The
choice of 23 points is such that the smoothing window is comparable to the resolution of
the system, which is approximately 1.2keV. The characterisation of the experiment and
calculation of the resolution is detailed in chapter 4 and in figure 4.24. The uncertainty
§5.1 Method 91
in the data taken in ratio to aluminium increases with deviation from 511keV, which is
expected as the number of counts in the original spectrum decreases, and the uncertainty
in the original DBAR spectrum is proportional to the square root of the counts. For this
reason, and as illustrated in figure 5.1, the data at high momentum broadening becomes
difficult to read with several spectra present on the same graph. Therefore the smoothed
ratio curves have not been plotted with uncertainties.
Figure 5.1: Examination of uncertainty in ratio measurements. Copper and titanium are
included as examples to show that the uncertainty increases with momentum broadening,
with 1σ uncertainty shown in the transparent path above and below the solid main line.
The data was treated in the manner described to provide data in a format which makes
comparison between similar elemental samples as straightforward as possible, as well as
to compare these measurements to a body of work which covers a large range of elements
from across the periodic table and theoretical calculations [54]. To further aid comparison,
the spectrum taken in ratio to aluminium is presented in momentum units, pL.
To compare data from each measured sample it is useful to refer to the elements in
terms of electronic shell structure, as the DBAR measurement gives information on the
change in electron momentum. The filling order of the electronic shells of the elements
proceeds as (for elements up to Radon), in electron configuration notation:
1s22s22p63s23p64s23d104p65s24d105p66s24f145d106p6 (5.1)
In general the outer most shells will give rise to the observed changes in the DBAR
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spectra, so the shorthand notation of the electron configuration is used. For example the
electron configuration [Ar] is equivalent to 1s22s22p63s23p6, and so for titanium it is the
electronic structure of argon plus several more electrons. This is written as [Ar] 4s23d2.
Using notation in this way immediately gives easy access to the required information rather
than verbosely re-stating less useful information each time.
Notably in equation (5.1) the d and f shells are less energetically favourable than the s
shells in the level above them, and so fill after the s. This results in elements with partially
or wholly filled d shells having large momentum broadening due to the spatially extended
electronic shells. The materials investigated by DBAR were separated into groups of
materials sharing common properties, so that the comparison is straightforward and the
changes specific to the group can be isolated. These groups were transition metals (row
4, group 6, group 11), basic metals, semiconductors, and organic materials.
5.1.3 Details of Measured Materials
The material samples used for the elemental specificity measurements were of the highest
available quality with best attempts made to ensure they are defect free. The elemental
metals measured are from samples that are used as reference measurement in other ex-
periments at the ANU, and as such are single crystal sample that are regularly annealed
in a manner appropriate to the material. The organic materials measured are pristine as
manufactured, and highest quality samples were obtained from the manufacturers.
To ensure that the DBAR measurements made of the materials samples were of the
bulk and minimise interaction from the surface environment, relevant information from
positron studies was collected.
Shown in table 5.1 is the positron diffusion length L+, and the density of each material.
From the density the mean implantation depth of 15keV positrons can be computed and
following from this, the mean number of positron diffusion lengths from the surface has
been calculated. For each material over the implantation depth should be sufficient to
be far away from the surface such that contributions from surface effects are negligible.
The tungsten sample mean implantation is approximately 1.17 diffusion lengths from the
surface which implies that there is a higher likelihood that positrons could diffuse to the
surface before annihilating. The diffusion length in tungsten was calculated using the up-
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Sample Material
Density Mean Penetration L+ No. L+ Reference
(g/cm3) Depth (nm) (nm) from surface
Pb 11.34 268.7 26.87 14.93 [92]
Cu 8.92 341.5 34.15 2.44 [93]
In 7.31 461.8 46.18 18.85 [92]
Fe 7.874 386.9
Mo 10.28 296.4 29.64 2.69 [93]
Si 2.33 1307.5 130.75 18.51 [94]
Ti 4.507 676.0
Al 2.7 1128.3 112.83 6.92 [93]
Ni 8.908 342.0 34.20 3.11 [95]
Mylar 1.38 2207.6
Kapton 1.42 2145.4 5.43 395.1 [96]
PMMA 1.18 2581.8
PTFE 2.2 1384.8
Au 8.92 341.5 34.15 3.42 [97]
W 19.25 158.3 15.83 1.17 [98]
Ag 10.49 290.4 29.04 2.64 [93]
Ge 5.323 572.3 57.23 8.25 [94]
Table 5.1: Elements investigated by DBAR and selected relevant properties. The positron
diffusion length L+ has been collected from the references listed, where available in the
literature. The mean positron implantation depth for 15keV positrons (calculated by
equation (2.5)) is converted to the corresponding number of diffusion lengths.
per limit for the diffusion constant D+ in reference [98] which makes 1.17 diffusion lengths
significantly far enough from the surface to minimise the effects of positron diffusion.
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5.2 Basic Metals
In these DBAR measurements three basic metals are compared: aluminium, indium, and
lead.
These elements are from the basic metals grouping in the periodic table and the expec-
tation in the DBAR spectra is to see an increased broadening in the 511keV spectrum with
increasing atomic number, due to filling of higher level electron shells with increasing Z.
Figure 5.2 and the inset figure show that there is a clear broadening of the spectra shape,
with lead significantly wider than indium, and indium significantly wider than aluminium.
This is made clearer in figure 5.3, showing the wider broadening of the heavier lead than
indium.
Element
Density
Atomic Number Electron configuration
(g/cm3)
Al 2.70 13 [Ne] 3s23p1
In 7.31 49 [Kr] 5s24d105p1
Pb 11.35 82 [Xe] 6s24f145d106p2
Table 5.2: Properties of selected basic metals
§5.2 Basic Metals 95
Figure 5.2: Momentum broadening spectrum of basic metals. Aluminium, indium, and
lead are compared.
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Figure 5.3: Momentum broadening spectrum of the basic metals indium and lead, in ratio
to aluminium.
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5.3 Transition Metals
In this section, transition metals are investigated. These can be separated into three
groups from the periodic table for comparison: row 4, group 6, and group 11.
Element
Density
Atomic Number Electron configuration
(g/cm3)
Ti 4.54 22 [Ar] 4s23d2
Fe 7.87 26 [Ar] 4s23d6
Ni 8.91 28 [Ar] 4s23d8
Cu 8.96 29 [Ar] 4s13d10
Mo 10.28 42 [Kr] 4d55s1
Ag 10.49 47 [Kr] 4d105s1
W 19.25 74 [Xe] 4f145d46s2
Au 8.92 79 [Xe] 4f145d106s1
Table 5.3: Properties of selected transition metals
5.3.1 Row 4 Transition Metals
All of the row 4 transition metals have full 1st and 2nd shells (1s22s22p6) as well as full 3s
and 3p shells. The momentum broadening is expected to increase with increasing atomic
number, which we attribute to the filling of the 3D shell. This is shown in figure 5.4.
Of interest is the similarity between nickel and iron in figure 5.5, when compared to
copper. There is a much higher broadening in copper than nickel, although there is only
one electron difference. The significance in this is that the configuration of the electrons
shifts from a full 4s shell in nickel and iron, to a full 3d shell in copper with an incomplete
4s shell.
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Figure 5.4: Momentum broadening spectrum of row 4 transition metals. Copper, nickel,
iron, and titanium are compared.
Figure 5.5: Momentum broadening spectrum of row 4 transition metals copper, nickel,
iron, and titanium, in ratio to aluminium.
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5.3.2 Group 6 Transition Metals
The momentum broadening observed in the DBAR spectra in figure 5.7 increases with
atomic number. The line shape for tungsten in ratio to aluminium (shown in figure 5.7)
is quite different to the other transition metals in section 5.3.1 and 5.3.3, apart from gold,
which also appears unique.
Figure 5.6: Momentum broadening spectrum of group 6 transition metals. Molybdenum
and tungsten are compared.
Figure 5.7: Momentum broadening spectrum of group 6 transition metals, molybdenum
and tungsten, in ratio to aluminium.
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5.3.3 Group 11 Transition Metals
The comparison of the broadening of the DBAR curves in figures 5.8 and 5.9 show that the
broadening of the group 11 elements seems to proceed in reverse to the expected increased
broadening with increasing electronic shell filling.
Additionally, the copper and silver ratio curves in figure 5.9 show similar line shapes,
but the gold ratio curve is significantly different.
Figure 5.8: Momentum broadening spectrum of group 11 transition metals. Copper, silver
and gold are compared.
Figure 5.9: Momentum broadening spectrum of group 11 transition metals copper, silver,
and gold, in ratio to aluminium.
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5.4 Semiconductors
Two available semiconductor materials were measured, silicon and germanium.
Element
Density
Atomic Number Electron configuration
(g/cm3)
Al 2.70 13 [Ne] 3s23p1
Si 2.33 14 [Ne] 3s23p2
Ge 5.32 32 [Ar] 4s23d104p2
Table 5.4: Properties of selected semiconductors
Aluminium and silicon have very similar electron configurations, and only differ in
one additional electron in a low momentum shell (3p1 → 3p2), meaning that their DBAR
spectra should look very similar. In figure 5.10, the differences between the two spectra
seem very small, but in the ratio curve to aluminium in figure 5.11, the differences are
more obvious. These differences in spectrum shape occur from the differences in the crystal
lattice, which affects the electron distribution around each nuclei.
Germanium is significantly more broadened, as would be expected given it is a row
below both aluminium and silicon, therefore containing more high momentum electrons,
including a full d shell.
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Figure 5.10: Momentum broadening spectrum of semiconductor elements. Silicon and
germanium are compared, with aluminium included for reference.
Figure 5.11: Momentum broadening spectrum of semiconductor elements silicon and ger-
manium, in ratio to aluminium.
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5.5 Organic Materials
Examining the high momentum fraction in the DBAR spectra for organic materials is
different to the interpretation of the same work for elemental samples. The significantly
different spectrum shapes for the organic materials arise due to the fact that they are
complex molecular substances formed in chains of repeated monomer groups. The polymer
chains within these organic materials can be arranged haphazardly in some regions, or
with relatively high structure in other areas. Unlike many of the single element samples
investigated in the previous sections, the elements that make up the organic materials
presented contain relatively light elements and therefore the observed Doppler broadening
of the detected annihilation radiation is likely to be significantly smaller.
Material Chemical Formula
Average Density Total Z Average Z
(g/cm3) per monomer per monomer
PTFE C2F4 2.2 48 8
Kapton C22H10N2O5 1.42 196 5.02
Mylar C10H8O4 1.38 100 4.54
PMMA C5O2H8 1.18 54 3.6
Table 5.5: Properties of selected organic materials.
Positrons annihilating within a polymer material can annihilate in a wide variety of
places, each with different characteristics. Similar to annihilation at grain boundaries in
polycrystalline metals, annihilation can take place between polymer chains. Due to the
significant length of some polymer chains, annihilation can also take place at different
locations along the monomer, with different chemical environments. For example, Kapton
contains 3 benzene rings as well as various other functional groups including products of
oxygen and nitrogen, forming a large molecule.
Due to the much higher complexity in the chemical environment when compared to
elemental samples, it is harder to predict what might occur in the DBAR spectra. To
attempt some reconciliation with the idea of increasing broadening with electron number
and configuration, included in table 5.5 is a column of the averaged atomic number per
monomer unit. This is the total atomic number in the monomer divided by the number
of atoms in the monomer. Although the broadening in figure 5.12 and 5.13 increases with
the density, density does not directly correlate to the chemical environment of the organic
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materials. For this reason, looking at average atomic number per monomer is perhaps a
better quantity for comparison of organic materials.
From average atomic number per monomer column in table 5.5 the material with
the highest Zavg/monomer is PTFE, which makes makes qualitative sense as the PTFE
monomer is made of only 6 atoms, 4 of which are fluorine, and fluorine is considerably
more electronegative than carbon. Correspondingly, the broadening of the annihilation
peak for PTFE is the largest, as can be seen in figure 5.12.
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Figure 5.12: Momentum broadening spectrum of organic materials. PTFE, Kapton, My-
lar, and PMMA are compared, with the material density included for reference.
Figure 5.13: Momentum broadening spectrum of organic materials in ratio to aluminium.
PTFE, Kapton, Mylar, and PMMA are compared, with the material density included for
reference.
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5.6 Discussion
The measurements taken in this chapter attempt to look at the high momentum fraction in
the DBAR spectra as compared to the work in other references. This type of comparison
is an excellent test to get quantitative data on the ability to resolve changes in the high
momentum fraction, and understand the shape of ratio curves after the mathematical
post-processing of data.
The samples were measured using positrons implanted at 15keV to minimise any sur-
face interaction between the positrons and the sample material. Additional measurements
could be made at various positron implantation energies to build up a depth profile of the
material. The depth profile measurement would investigate the effects of surface interac-
tion in the momentum broadening curves measured. The derived S parameter information
from the depth profile measurements and a measurement of the positronium fraction could
be used to experimentally determine the positron diffusion length [99].
Several of the elements that were measured by Asoka-Kumar et al. [54] were measured
in this experiment and are shown in figure 5.15, in ratio to the measured sample of crys-
talline aluminium. Figure 4 of the previous work has been reproduced here in figure 5.14
for aid in comparison. The differences between these two figures gives a insight into the
improvements to resolution of the DBAR measurement between a single-detector config-
uration like this experiment and the coincidence measurement used by Asoka-Kumar et
al.
Although each absolute momentum broadening curve shape is unique to the experiment
due to the particulars of each experiment, comparing measurements in ratio to a another
element aids in comparison across experiments. The comparison is made easier as the
ratio measurement should reduce the impact of experiment specific effects, such as detector
resolution functions. The differences in the shape of the ratio curves between this work and
the work of Asoka-Kumar et al. is most likely due to the difference in the experimental
measurement technique. The data in reference [54] was collected using the coincidence
technique and is therefore has a significantly reduced background, allowing for much higher
accuracy measurement of positrons annihilating at high pL.
The shape of the ratio curves in the data collected in this experiment still contains
some background and removing this completely is not possible in a single detector system,
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Figure 5.14: Comparison of elemental specificity by Asoka-Kumar et al. , from reference
[54]. The original caption read “The spectrum for different elements after normalizing to
Al: (a) experiment and (b) theory. The theoretical curves for pL , 20× 10−3m0c [dashed
line in (b)] are not accurate.”
Figure 5.15: Comparison of the momentum broadening in elemental samples, compiled
for comparison to the elements measured by Asoka-Kumar et al. in reference [54]. The
vertical dashed line at 20pL is also reproduced to aid comparison with the reference.
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although the main peak to background ratio is approximately 5000. For this reason, the
ratio curves after approximately 15×10−3m0c have a different shape to that of the work in
reference [54]. The curve shape (in general) decreases towards 1, as the difference between
the the element and the aluminium data decreases, and both spectra become comparable
to the background. Although this shape difference does occur, features in the spectra and
general trends are distinguishable to > 35×10−3m0c for the majority of spectra measured.
Each sample in reference [54] is implanted with 30keV positrons. Although this is a
different mean implantation depth for each material as per Mahkov implantation profile
calculations, the difference in annihilation environment should be consistent with this ex-
periment. As mentioned previously, at 15keV implantation depth the positron interaction
with the surface should contribute negligibly with the spectra, and significant differences
in trends between sample data in reference [54] must then only come down to sample
preparation.
Comparison with the theoretical work in references [54] and [100] the same deviations
in line shape occur as with the comparison of the experimental data alone in reference [54].
To properly evaluate and compare the theoretical calculations presented in [100] it would
be necessary scale the the data with a response function representative of the shape of the
spectra collected by this experiment, to account for the non-zero background.
Ultimately, this work shows that many of the limitations of a single detector system
elemental specificity have been overcome by using DBAR spectra post processing. The
measured elemental samples have momentum broadening curves that are unique and eas-
ily identifiable using this system, and the spectra are comparable to higher resolution
coincidence experiments.
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Chapter 6
Experiments with Kapton
Polyimide
In this chapter the motivations are discussed for performing experiments on Kapton poly-
imide. The space environment is discussed with an aim to create space relevant conditions
in the laboratory setting, which can be applied as damage experiments on Kapton.
6.1 Properties and Applications of Kapton
Kapton is a durable aromatic polyimide which was originally developed by DuPont in
the 1960s and continues to be a commonly used material today as it has many desirable
properties which make it suited to a large range of applications. The chemical formula
of Kapton is H10C22N2O5 and the polyimide chain is shown in figure 6.1. Kapton can
be found in both general and high performance environments; from insulation in low
voltage electrical wiring to aerospace applications in satellites and space mission. The
most commonly used types of Kapton film are Kapton-HN, -FN, and -HPP-ST, however
many other types are available which provide improved specific material properties such
as thermal conductivity, colour pigmentation, or cryogenic insulation [101].
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Figure 6.1: Chemical structure of a single Kapton polyimide molecule
Polyimide Films possess unique physical properties that make them ideal candidates
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for a variety of electrical and mechanical applications, such as low thermal and electrical
conductivity and a wide operating temperature range [101, 102]. The ability of Kapton
polyimide films to maintain their physical, electrical, and mechanical properties over a
wide temperature ranges and other operating conditions has also opened new applications
for plastic films in a large number of fields including aerospace and the biological sciences.
Some examples of the uses of Kapton are in positron experiments as a substrate for the
radioactive sources that are used for the experiments [39, 103] and as flexible substrates
for electronics in the biological health sciences [104].
In spacecraft construction, the James Webb Space Telescopes (JWST) makes use of
Kapton in several areas of areas of its design. The JWST will operate much further away
from the Earth than other space telescopes, at the Earth - Sun Lagrange point, and will
therefore need to operate flawlessly without the option for mechanical fixes like the Hubble
Space Telescope. For this reason the parasol-like Sunshield, which blocks the JWST from
solar emissions, has been designed with Kapton as its core material. The Sunshield will
allow the telescope to remain cool enough to make observations in the near and mid
infrared spectrum [105].
6.2 Manipulating the Properties of Kapton
The properties and structure of Kapton films can be changed significantly, and in varying
ways, dependent on the processing of the polyimide. Subjecting Kapton to exposure to
different temperature environments influences the mechanical properties of Kapton. The
mechanical toughness and glass transition temperature of Kapton can be increased by
annealing the polyimide below the specified glass transition temperature [106]. Using
high temperature annealing regimes, defect networks can be generated within Kapton
films which allows Kapton to be used as a molecular sieve [107].
Low energy ion irradiation has remarkably differing results strongly dependent on
the species of ion used for the implantation. Low energy irradiation using an O− beam
results in carbon loss in the surface regions through the creation of CO and CO2 from
reaction with the beam [108]. When other elements are used, C-O and C-N bonds are
broken, and O and N selectively implanted from the surface layers, creating regions of
high carbonization (C-C bonds). Investigation of these layers reveals that they are close to
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amorphous graphite [109,110]. Large defect networks can be created through high fluence
and long exposure to an ion beam, which increases hardness and elastic modulus [111].
High energy implantation of heavy ions into Kapton creates damaged tracks of dis-
ordered carbon through the film [112], as well as generalised carbonization of the sam-
ple [113].
6.3 Plasma Damage in Kapton
In the work of Shi et al. [114], carbonisation of the Kapton samples immersed in hydrogen
plasma was observed using optical transmittance , atomic force microscopy, and FTIR
measurements. The concentration of N and O atoms in the Kapton matrix decreased as
C=O, C–O–C and C–N bonds were broken during the exposure to the hydrogen plasma.
In exposure to etching plasmas of an O2/CF4 mixtures, the CF4 acts as a catalyist
for the etching of the Kapton surface [115]. This was also observed by Lee et al. [116],
with further analysis revealing that increased carbonisation of the Kapton matrix was
dependent on the gas mixture used for the etching, with more damage observed when the
Kapton was exposed to plasma mixtures containing oxygen.
In an effort to reproduce conditions similar to the space environment, Sun et al. [117]
used low energy proton irradiation of Kapton between 60 and 170 keV, which formed
pyrolytic carbon free-radicals within the target Kapton samples. The recombination of
these free-radicals was also observed, which was faster near the surface than in the bulk.
6.4 The Space Environment
As mentioned earlier in this chapter, Kapton is used in spacecraft construction due to its
good thermal characteristics and electrical insulating properties, as well as its flexibility.
These desirable properties are well suited to the extreme conditions in satellite missions
and interplanetary travel. There are several sources of particles and plasmas that could
damage Kapton used in external spacecraft surfaces, including the solar wind and particles
trapped within planetary magnetic fields. Since the material properties of Kapton can be
influence by processing methods such as ion implantation and plasma etching understand-
ing the damage caused by the space environment is important.
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The velocity of a moving spacecraft is high enough to produce effective low energy
implantation through impact with particles. A typical low earth orbit speed is approx-
imately 8 kms/s [118], which would give an effective interaction energy of 5eV with an
oxygen ion (calculated through basic kinematics).
6.4.1 The van Allen Radiation Belts
The van Allen radiation belts are regions of space close to the Earth which are formed
from the Earth’s magnetic field. Inside the van Allen radiation belts, objects are primarily
exposed to trapped proton and electron plasmas collected from the solar wind and confined
by the Earth’s magnetosphere. The confined particles are of particular importance to
satellites in orbit, as the operating lifetime of the satellites results in a high dose of the
trapped particles.
The van Allen radiation belts are described in terms of two regions; the inner van Allen
radiation belt, which extends approximately from 0.2 - 2 Earth radii; and the outer van
Allen radiation belt, which extends approximately from 3 - 10 Earth radii [119].
The proton energy range for the inner van Allen belt is between 1keV - 300keV, and
is most dense closer to the Earth [120]. Imhof and Smith [121] show that the higher
energy protons are located within the inner van Allen radiation belt, closer to the Earth.
The electron flux for the inner belt has been shown to have electrons around or above
1MeV [122].
The electrons confined in the outer van Allen radiation belt are high energy (at between
1kev - 10MeV) and their concentration is heavily influenced by the current solar wind
conditions, thus quite variable [120]. Magnetic storms and other solar events can influence
the species and amount of particles present in the belt, and equally so can extended periods
of low solar activity [123].
6.4.2 The Solar Wind
The sun constantly emits a particles which make up a varying background that changes
with the solar cycle. This is primarily made up of alpha particles, with heavier ions
decreasing in abundance with increasing mass. The range in fluence for protons is between
103 − 107 protons/cm2·sr·s, depending on the whether the sun is in a high or low activity
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cycle [120].
The solar activity can result in high velocity particles with energies large enough such
that they would be implanted a few hundred nanometres into the low density insulating
materials on the exterior of spacecraft. Particle velocities from solar radiation sources
have been summarised and displayed as the equivalent energy of oxygen ions in table 6.1.
During the solar maximum phase of the 11 year solar cycle, solar particle ejection
events from the sun can occur. In general, these events are loosely defined to be a large
ejection of particles in a coherent direction, with a total fluence of protons, at energies
≥ 30MeV, of ≥ 106 cm−2, although this definition varies [124]. Solar flares and Coronal
Mass Ejection (CMEs) events are specific types of solar particle ejection events and have
different characteristics that are defined by the process that cause the ejection.
Solar flares are emitted from the sun along interplanetary magnetic field lines, which
are shorter events with lower total particle fluxes, typically lasting a few of hours with
between 107–108 cm−2 total fluence [124].
CME type events the peak flux of particles from the sun can be as high as ≃ 105cm−2 ·
s−1, and the event can last for durations on the order of days [120,124].
Event
Velocity Approximate
(km/s) Energy (keV)
Orbit Speed 8 0.005
Solar Corona 145 1.75
Slow Solar Wind 400 13.2
Fast Solar Wind 750 46.7
Table 6.1: Space relevant particle velocities and equivalent energies for oxygen ions [120,
125,126].
6.5 Recreating Space-like Conditions in the Laboratory
From the overview presented, the primary considerations for designing an experiment to
simulate space conditions are location based — the relative position to the Earth defines
the amount and type of environment the material will be exposed to. As a secondary
consideration, the duration of a space mission can be simulated by applying the appropriate
integrated flux that would apply. Solar minimum and maximum cycles would need to be
considered here, as particle fluxes are significantly different.
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To investigate the effects of damage in Kapton in conditions relevant to the interplan-
etary space environment, ion implantation will be carried out as the main damage mode,
with a variety of sample preparation factors used to influence the outcome of the implan-
tation in an attempt to characterise the evolution of the damage to Kapton in conditions
notionally similar to those found in the solar system.
In ion implantation, one of the most simple variables to control is the amount of
implantation performed. The initial variable will therefore be total ion dose, or fluence. A
second variable to control in the implantation is the energy of the implanted ion species.
Selecting an appropriate energy can mimic the environmental conditions (for example,
implanting Kapton using oxygen ions with an energy of 50keV would simulate the fast
solar wind [125, 126]) and also aid in analysis of the resulting damage in the sample. By
selecting a higher energy for implantation, the final position of the ions is distributed
deeper within the material which allows PAS techniques to examine the near surface and
region containing the implanted ions separately, by carefully selecting the probe positrons’
implantation energy.
As a spacecraft can experience extreme temperature variation depending on which
part of it is facing the sun, temperature effects should also be taken into account during
environmental recreation. In the laboratory this is relatively simple to perform — samples
can be heated or cooled by various means to simulate the temperature variance that a
spacecraft would experience.
Interaction with the plasma like environments of the van Allen radiation belts or
the upper reaches of a planetary atmosphere can be simulated by exposing Kapton to a
hydrogen plasma. Changing the plasma density or sample exposure time will vary the
effects of the plasma exposure, as well as the plasma–sample interaction energy, which can
be related to a spacecraft mission duration.
To examine the effects of the harsh space environment on spacecraft during a lengthy
mission, in the work presented here, Kapton polyimide film was implanted with ions at
varying implantation temperature and exposed to plasma.
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6.6 Experimental Programme for Ion Damaged Kapton
As noted in the previous section, the three main experiments that were performed to
simulate the space environment and damage effects on Kapton are ion implantation, tem-
perature control, and exposure to plasma.
To properly characterise the damage progression in an experimental programme with
Kapton as the target material, it is useful to conduct the experiments in such a way
that the effects of damage from different sources is individually identifiable. Therefore,
a series of measurements will need to be conducted to individually evaluate the effects
of temperature, ion irradiation damage (both ballistic damage and chemical effects of
ion implantation), and exposure to plasma, before combining the preparations to explore
composite effects.
The two components of damage caused by ion implantation are referred to as ballistic
damage and chemical effects, and separating out the resulting damage from the two effects
separately is important since the properties of Kapton are dependent on the chemical
and physical structure. The ballistic damage in ion implantation refers to the damage
caused from the transfer of energy from the implanted ions into the target material. The
chemical effects refer to the interaction of the implanted ion with the target material where
the implanted ions come to rest. At the ion implantation layer the implanted species may
chemically interact with the target material, effectively changing the material by replacing
constituent atoms or forming new compounds entirely.
The choice of ion species used for implantation in Kapton has a significant impact on
the damage type, as described in section 6.2. To investigate these effects separately, ion
implantation was performed using an ion species much less likely to interact strongly with
the Kapton polyimide chain and another that is likely to readily interact; gallium and
oxygen. Gallium was chosen as a medium weight ion to investigate the ballistic effects of
ion implantation as it is less reactive than other elements close to it in the periodic table,
and the relative ease of implantation in comparison of noble gases. Oxygen was chosen
as oxygen is a constituent element in the Kapton polyimide chain and is likely to react
with the Kapton [108, 116], as well as being one of the higher abundance ions in particle
emissions from the sun [120].
To investigate the effects of temperature on the effects of ion implantation, the im-
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plantation was performed with the sample heated or cooled to different temperatures
during implantation. The ion implantation facilities used in sample preparation allow
for temperature control on the sample stage, where the target samples are held during
implantation [127]. The implantation temperature can therefore be varied; the Kapton
sample can be cooled by liquid nitrogen, left at room temperature, or heated.
To simulate interaction with the van Allen radiation belt, or cold upper atmospheres of
planets, the Kapton samples were exposed to hydrogen plasma using the the MAGnetized
Plasma Interaction Device (MAGPIE), a helicon-excited plasma device at the Plasma Re-
search Laboratories at the Australian National University [128]. The MAGPIE experiment
allows a material sample to be exposed to a plasma for a varying amount of time with
a tunable plasma density and plasma-sample interaction energy, which was used in this
work to simulate the effects of a long duration space mission.
To characterise all of the damage effects in the experimental program a progressive
series of Kapton samples were created so that the characterisation can identify specific
effects from the particular damage source in the sample preparation. The ion implantation
was carried out with a higher energy that found in solar particle sources so that surface
and implantation layer analysis can be performed separately using positron annihilation
spectroscopy. As ion implantation is performed controlling the dose of implanted particles,
the effects of increasing fluence can be determined, which relates to the duration of a space
mission through the relevant flux of particles in space.
Chapter 7
Ion Implantation into Kapton
Polyimide Film
In this chapter data is presented for results from Kapton polyimide film damaged through
ion implantation which is analysed using PALS and DBAR. The Kapton samples were
implanted with gallium ions to investigate the effects of ballistic damage, and a separate
series of samples were implanted with oxygen ions to explore combined ballistic damage
and chemical interaction.
7.1 Sample Preparation and Experimental Set-up
Preparation of the implanted Kapton film was performed using the low energy particle
accelerator at The Australian National University [127]. Commercially available 50 µm
thick Kapton polyimide films (DuPont) were implanted with gallium and oxygen ions at
liquid N2 temperature (LNT), 23
◦C (RT) and at 250◦C (HT). The beam currents were
kept below ∼150 nA, to stem any beam induced heating effects. The gallium fluences
varied from 1 × 1012 to 1 × 1015 ions·cm−2, and the oxygen fluences were 1 × 1014 and
1× 1015 ions·cm−2.
In the PALS analysis the energy for the implantation of the positrons was determined
by the methods outlined in section 3.4 in order to best interrogate the damage induced
from ion implantation. Simulations were made of the ion implantation into Kapton using
SRIM/TRIM [67, 68]. The Mahkov implantation profiles for positrons were calculated
to overlap with the simulation results from SRIM/TRIM (as described in section 2.3.1)
and the positron energies that were a best match were used to make detailed positron
implantation simulations using pyPenelope [69]. The positron energies were set to probe
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the near surface region of the Kapton samples, and a second measurement was made
to probe the region of highest damage induced by the ion implantation and the final
resting location of the implanted ions. It should be noted that the range of the implanted
positrons calculated in this manner is complicated by the fact that positronium could form
and diffuse through the sample; the positronium diffusion length in undamaged Kapton
calculated to be ≃ 5.5nm however this could be larger in the presence of a large defect
network [14, 96]. Given the likely diffusion length of positrons in Kapton polyimide, this
effect on the implantation profile is expected to be negligible. The results of the ion
implantation simulations and the corresponding positron implantation profiles for PALS
and DBAR measurements are shown in figures 7.1, 7.2, and 7.3. The positron implantation
energies to make PALS measurements are outlined in table 7.1.
Kapton Sample
Positron implantation energy (keV)
Near Surface Maximum Damage Region
300keV Gallium 2 5
50keV Oxygen 2 3
100keV Oxygen 2 4.25
Table 7.1: Calculated positron implantation energies for the programme of PALS mea-
surements
The overlap between the implanted positrons and the damage profile in the gallium
implanted Kapton samples (shown in figure 7.3 with energies detailed in table 7.1) is
not as complete as the oxygen implantation regimes in figures 7.1 and 7.2. The gallium
implantation experiments were conducted before the oxygen series, and the initial gallium
experiment attempted to fully separate the implanted positron pulse from the near surface
region, as well as sample the region in which the implanted gallium comes to rest.
PALS analysis was performed on all of the prepared samples using the positron materi-
als beamline as described in chapter 3. The PALS spectra used as an instrument function
was the same sample of undamaged Kapton-HN film for each measurement.
The oxygen implanted samples were additionally investigated using the DBAR exper-
iment as described in chapter 4. A depth profiling DBAR measurement was made using
quicker, lower count spectra (≃ 1 × 106 total counts in the region of the 511keV anni-
hilation photopeak) at various positron implantation energies from 0.25 − 15keV. More
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Figure 7.1: Simulataed implantation of 50keV oxygen ions into a substrate of Kapton
polyimide film.
Figure 7.2: Simulated implantation of 100keV oxygen ions into a substrate of Kapton
polyimide film.
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Figure 7.3: Simulated implantation of 300keV gallium ions into a substrate of Kapton
polyimide film.
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detailed spectra (≃ 16×106 total counts) were taken at the positron implantation energies
at which PALS measurements were also made.
7.2 300keV Gallium Implantation
As mentioned in the previous section, the Kapton polyimide film implanted with 300keV
gallium ions at HT, RT, and LNT temperatures were investigated using PALS at the near
surface and damage layer. There were no observed lifetimes in the gallium implanted
Kapton samples at fluences below 1 × 1014 ions·cm−2, the only samples with observed
lifetimes were those implanted with gallium fluences of 1×1014 and 1×1015 ions·cm−2. As
described in section 3.5, the analysis technique is insensitive to intrinsic positron lifetimes
in the Kapton polyimide. Therefore the lack of observed lifetimes does not imply there
are no positron lifetimes present in the measured sample, they are not measurable by this
PALS analysis technique.
7.2.1 Near Surface Region
2keV Implanted Positrons - Near Surface
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1014
HT 0.68 ± 0.05 2.9 ± 0.2
RT - -
LNT - -
Table 7.2: Near surface PALS analysis of Kapton implanted with gallium at 1 × 1014
ions·cm−2, as probed by 2keV positrons.
2keV Implanted Positrons - Near Surface
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 0.74 ± 0.06 6.0 ± 0.9
RT 0.67 ± 0.04 5.5 ± 0.3
LNT 0.83 ± 0.04 3.6 ± 0.1
Table 7.3: Near surface PALS analysis of Kapton implanted with gallium at 1 × 1015
ions·cm−2, as probed by 2keV positrons.
The near surface region of the gallium implanted Kapton was probed by 2keV positrons
and the positron lifetimes found are presented in tables 7.2 and 7.3. In this case, the low
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fluence implantation at 1 × 1014 ions·cm−2 shows damage only in the HT sample. Both
the LNT and RT implantation shows no observable lifetimes.
The implantation at 1× 1015 ions·cm−2 shows damage at all three implantation tem-
peratures in this near surface region. The amount of damage increases with temperature
as indicated by the increasing weight of the observed lifetime, the LNT sample has the
lowest weighting (and therefore defect concentration) but the HT and RT samples have
the same weighting (within experimental uncertainty). The size of the defects follows a
different pattern, in the three samples it is highest at HT and LNT and the observed
lifetime is the same in the LNT and HT samples within experimental uncertainty (1.25σ
difference). The lifetime at RT is appreciably different in size at 2.83σ difference from the
LNT defect.
In particular, we can infer that these results from PALS analysis show that the RT
sample exhibits less damage than the LNT and HT samples.
7.2.2 Maximum Damage Region
5keV Implanted Positrons - Maximum Damage Region
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1014
HT 0.46 ± 0.03 5.8 ± 0.5
RT - -
LNT 0.33 ± 0.03 5.7 ± 0.8
Table 7.4: Maximum damage region PALS analysis of Kapton implanted with gallium at
1× 1014 ions·cm−2, as probed by 5keV positrons.
5keV Implanted Positrons - Maximum Damage Region
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 1.03 ± 0.06 3.5 ± 0.1
RT 0.43 ± 0.02 6.8 ± 0.6
LNT 0.43 ± 0.02 7.4 ± 0.4
Table 7.5: Maximum damage region PALS analysis of Kapton implanted with gallium at
1× 1015 ions·cm−2, as probed by 5keV positrons.
The maximum damage region is where the greatest damage has been induced by the
implanted gallium ions and is probed by 5keV positrons, with the lifetimes that have been
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found detailed in tables 7.4 and 7.5. In this case, we find that the relationships between
fluence, sample preparation temperature, and resultant defect are similar to the PALS
results for the near surface region.
The Kapton implanted with the low fluence gallium at 1 × 1014 ions·cm−2 shows
defect a similar concentration in the LNT and HT samples, but the LNT sample has a
significantly smaller lifetime (and hence, total defect volume). The RT prepared sample
shows no observable lifetime.
The sample prepared with high fluence gallium implantation at 1 × 1015 ions·cm−2
shows a pattern of defect concentration decreasing with increasing sample preparation tem-
perature. The RT and LNT prepared samples have the same observed lifetimes, whereas
the HT sample has a much larger positron lifetime albeit with a reduced weighting in the
lifetime fit. The difference weighting in the LNT and RT samples can be attributed to a
qualitative increase in observed damage in the LNT sample, as the compared lifetimes are
equal and the weighting is changing, however comparing the weightings directly between
the RT or LNT and the HT sample is not as definitive as the associated weighting is
related to the magnitude of the observed lifetime.
The observed 1.03± 0.06ns lifetime in the HT sample corresponds to a spherical pore
radius of 0.17± 0.01nm, calculated using the Tao-Eldrup model (the Tao-Eldrup model is
applicable in this instance, as the lower limit of lifetimes relevant to this model is approx-
imately 0.4ns) [38, 39]. This lifetime is significantly larger than the lifetimes observed in
other samples which imply that the HT sample has the most damage, despite the lowest
associated weighting.
7.3 50keV Oxygen Implantation
These samples were prepared with oxygen ion fluences of 1× 1014 and 1× 1015 ions·cm−2,
low and high fluence respectively. Both PALS and DBAR measurements were made on
these samples.
7.3.1 50keV Oxygen Implantation at Low Fluence
The results of the PALS analysis of the Kapton samples implanted with 50keV oxygen
ions at low fluence are detailed in tables 7.6 and 7.7. There were no observed positron
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lifetimes in the near surface region, as probed by 2keV positrons. This null result is shown
in table 7.6 for completeness and ease of comparison.
In the Kapton implanted with oxygen at 1 × 1014 ions·cm−2 there are lifetimes ob-
served in all three samples at the maximum damage region, which are identical within
experimental uncertainty. The weightings of these lifetimes become very large, at 42 ±
5% in the HT sample. The LNT sample has the next largest intensity, followed by the RT
sample with the lowest weight.
2keV Implanted Positrons - Near Surface
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1014
HT - -
RT - -
LNT - -
Table 7.6: Near surface PALS analysis of Kapton implanted with oxygen at 1 × 1014
ions·cm−2, as probed by 2keV positrons.
3keV Implanted Positrons - Maximum Damage Region
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1014
HT 0.315 ± 0.019 42 ± 5
RT 0.34 ± 0.05 12 ± 2
LNT 0.34 ± 0.04 27 ± 4
Table 7.7: Maximum damage region PALS analysis of Kapton implanted with oxygen at
1× 1014 ions·cm−2, as probed by 3keV positrons.
From previous work by McGuire and Keeble [129], the intrinsic positron lifetimes
in Kapton HN films is approximately 275 and 410 pico-seconds, at ≃ 33% and ≃ 67%
weighting respectively, which averages to a lifetime of 342.5 picoseconds. As mentioned in
chapter 3, the PALS technique used to measure the lifetimes in this work cannot directly
measure the intrinsic lifetimes in materials, and 300 picoseconds is at the lower end of
the effective resolution of the experiment. The large weightings observed in these samples
could imply that the induced damage is enhancing the intrinsic lifetimes in Kapton, giving
rise to the unusually high weighting values found. However, given the insensitivity to the
intrinsic lifetimes in Kapton, these observed lifetimes are likely to be distinct from the
intrinsic lifetimes in Kapton and generated by the damage from the bombarding ions.
Figures 7.4 and 7.5 show the detailed DBAR measurements from the near surface
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Figure 7.4: Momentum distribution of 50keV oxygen implantation into Kapton film at
1× 1014 ions·cm−2, as measured by DBAR from positrons implanted at 2keV.
Figure 7.5: Momentum distribution of 50keV oxygen implantation into Kapton film at
1× 1014 ions·cm−2, as measured by DBAR from positrons implanted at 3keV.
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region and damaged layer respectively. The annihilation photopeak counts (≃ 16 × 106
counts) are shown in ratio to the Kapton reference sample to examine the deviations due
to the sample preparation and ion implantation.
The shape of each sample’s momentum distribution curve is similar at both annihilation
depths, however at the near surface region (figure 7.4) the measured samples have an
initial normalised count below that of the reference Kapton sample (below 1.0), and at
the maximum damage region (figure 7.5) the normalised counts begin much closer to that
of the Kapton standard. The ratio curve below 1.0 normalised counts at the surface region
indicates that fewer positrons are annihilating with electrons with low momentum. This is
further supported by the shape of the broadening curve increasing towards higher counts
at larger pL. The increase in relative counts at high pL is consistent with the positrons
annihilating at sites containing the implanted oxygen, as the positrons will sample the
region in which the implanted oxygen inhabits (as shown by the implantation profiles in
figure 7.1) and additional oxygen would provide more higher momentum electrons.
Although the momentum distribution curve shapes in the maximum damage region
(shown in figure 7.5) are similar to that of the near surface region, at the maximum
damage region the HT and LNT samples are closest to one another. The RT sample curve
is significantly different and consistently below the HT and LNT curves. The differences
in the momentum broadening may be indicated by the weightings associated with the
observed positron lifetimes — the RT sample has a significantly lower weight (12±2%)
than the HT and LNT samples (42 ± 5% and 27 ± 4%, respectively), although this does
not adequately account for the difference in weight between the HT and LNT samples,
which have similar momentum broadening curves.
The S parameter plot as a function of positron implantation energy in figure 7.6 shows
that all three samples start at similar S parameter values and the LNT and HT samples
have very similar values throughout the the depth profiling measurement. The RT sample
follows the HT sample between 1−2.5keV after which the RT sample is consistently below
the other LNT and HT samples. There is, however, large scatter between the points in
the RT curve, despite the data points being smoothed.
The W parameter curve follows the same pattern as the S parameter curve, but in-
verted. There is is little notable variation from the inverted trends seen in the S parameter
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Figure 7.6: S parameter as a function of positron implantation energy in Kapton implanted
with 50keV oxygen ions, at 1 × 1014 ions·cm−2. The original data has been smoothed
by a 3-point moving average to produced the curve and the shaded area represents the
uncertainty associated with the central line.
Figure 7.7: W parameter as a function of positron implantation energy in Kapton im-
planted with 50keV oxygen ions, at 1 × 1014 ions·cm−2. The original data has been
smoothed by a 3-point moving average to produced the curve and the shaded area repre-
sents the uncertainty associated with the central line.
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depth profile plot.
7.3.2 50keV Oxygen Implantation at High Fluence
2keV Implanted Positrons - Near Surface
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 1.22 ± 0.22 2.6 ± 0.3
RT 0.68 ± 0.05 4.6 ± 0.3
LNT 0.48 ± 0.02 8.7 ± 0.4
Table 7.8: Near surface PALS analysis of Kapton implanted with oxygen at 1 × 1015
ions·cm−2, as probed by 2keV positrons.
3keV Implanted Positrons - Maximum Damage Region
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 0.43 ± 0.02 20 ± 1
RT 0.43 ± 0.04 24 ± 3
LNT 0.45 ± 0.04 19.1 ± 1.1
Table 7.9: Maximum damage region PALS analysis of Kapton implanted with oxygen at
1× 1015 ions·cm−2, as probed by 3keV positrons.
The PALS results for 50keV implanted Oxygen at 1×1015 as probed by 2keV positrons
(near surface region) show a pattern of the observed positron lifetime increasing with
implantation temperature. The weighting associated with the lifetime has the opposite
trend – HT has the lowest weighting and LNT has the highest. From this pattern the
conclusion is that there are more smaller sized imperfections at low temperature, and at
high temperature there are larger vacancies at a lower concentration. The largest observed
PALS lifetime in the HT sample of 1.22± 0.22ns corresponds to a spherical pore of radius
0.20± 0.04nm calculated using the Tao-Eldrup model [38, 39].
By contrast to the near surface region, table 7.9 shows that within the maximum
damage region all three implantation temperatures yield the same lifetime with very similar
weights (within experimental uncertainty).
The momentum distribution of the Kapton sample found with 2keV positrons shows
that the RT and LNT samples have momentum distributions that are very similar to one
another, and the momentum distribution of the HT sample is lower in the region between
0 − 15pL. The RT and LT momentum distributions follow the same pattern with an
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Figure 7.8: Momentum distribution of 50keV oxygen implantation into Kapton film at
1× 1015 ions·cm−2, as measured by DBAR from positrons implanted at 2keV.
Figure 7.9: Momentum distribution of 50keV oxygen implantation into Kapton film at
1× 1015 ions·cm−2, as measured by DBAR from positrons implanted at 3keV.
increasing gradient from 0− 15pL. The HT sample shows an initially decreasing gradient
until reaching a turning point at ≃ 5pL. The differences in these curves indicates that
the chemical environment in the HT sample is different to the RT and LNT samples,
and could account for the much larger observed lifetime. The RT curve lies slightly
below the LNT momentum distribution between ≃ 0−12pL which indicates a progression
from the chemical environment in the LNT sample towards that of the HT sample. The
progression in this manner is supported by the results from the PALS analysis in the
previous section, showing increasing lifetime with increasing temperature and decreasing
weight with temperature.
In the momentum distribution of annihilation radiation from positrons implanted at the
maximum damage region (3 keV), the RT and HT samples have very similar momentum
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distributions and the LNT sample is consistently lower between 0−20pL. Each momentum
distribution curve at the maximum damage region starts with a negative gradient, which
becomes positive between 5−7pL. The momentum distribution curves are consistent with
the results from the PALS analysis, although it is difficult to draw any hard conclusions as
the PALS lifetimes and weightings are identical within experimental uncertainty and the
relative counts for the LNT sample are consistently lower than the other two samples. This
suggests that the differences between the samples in the PALS measurements (≃ 0.426
nanoseconds in the RT and HT samples compared to ≃ 0.451 in the LNT sample) may
be real, however is weak due to the experimental uncertainty. Similar to the low fluence
samples the momentum distribution at 0pL is very close to 1.0, indicating that there are
similar fractions of positrons annihilating with low momentum electrons in the damaged
and reference samples. In contrast to the low fluence sample, the LNT sample has a
different line shape which suggests that more higher momentum electrons are present
at annihilation sites and thus the chemical environment is different. The fact that the
observed PALS lifetimes are different between the two implantation fluences (≃ 0.35ns
at low fluence and ≃ 0.45ns at high fluence) supports the idea of the increased fluence
creating a different kind of defect and a different chemical environment in which the
positrons annihilate.
In the S parameter plot as a function of positron implantation energy, shown in figure
7.10, each sample has significantly different S parameter values close to the surface (at
≃ 0.25keV) and the plots converge at approximately 3keV positron implantation energy.
Above 8keV positron implantation energy, the RT and LNT samples are similar to the
Kapton standard and the HT sample is consistently below all the other curves. The
damaged samples are all consistently below the Kapton reference sample. The convergence
at 3keV positron implantation energy aligns well with the similarities in the observed
positrons lifetimes at this analysis energy.
The W parameter depth profile measurement shows almost identical behaviour for
each of the samples until ≃ 6.5keV positron implantation energy at which point the RT
and LNT samples match up with the Kapton reference sample. The HT remains above
the other samples from ≃ 6.5−13keV. At low positron implantation energy the differences
between the three damaged samples is much lower that in the S parameter plot.
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Figure 7.10: S parameter as a function of positron implantation energy in Kapton im-
planted with 50keV oxygen ions, at 1 × 1015 ions·cm−2. The original data has been
smoothed by a 3-point moving average to produced the curve and the shaded area repre-
sents the uncertainty associated with the central line.
Figure 7.11: W parameter as a function of positron implantation energy in Kapton im-
planted with 50keV oxygen ions, at 1 × 1015 ions·cm−2. The original data has been
smoothed by a 3-point moving average to produced the curve and the shaded area repre-
sents the uncertainty associated with the central line.
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7.4 100keV Oxygen Implantation
The Kapton samples prepared by 100keV oxygen implantation were done so at a single
fluence of 1× 1015 ions ·cm−2.
7.4.1 100keV Oxygen Implantation at High Fluence
2keV Implanted Positrons - Near Surface
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 1.5 ± 0.3 1.45 ± 0.16
RT 0.61 ± 0.04 4.4 ± 0.2
LNT - -
Table 7.10: PALS results for 100keV implanted Oxygen at 1 × 1015 as probed by 2keV
positrons
4.25keV Implanted Positrons - Maximum Damage Region
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 0.35 ± 0.018 9.1 ± 0.7
RT - -
LNT 0.322 ± 0.015 12.0 ± 0.9
Table 7.11: PALS results for 100keV implanted Oxygen at 1× 1015 as probed by 4.25keV
positrons
The results of the PALS analysis at the surface of the 100keV oxygen implanted Kapton
show a large lifetime in the HT sample, and a smaller lifetime in the RT sample. There is
no observed lifetime in the LNT sample. The observed lifetimes and related weighting are
detailed in table 7.10. The lifetime in the HT sample is over twice that of the RT sample
(1.5 nanoseconds compared to 0.61), yet has a much lower weighting (1.45%compared
to 4.4% ). The interplay between lifetime and weighting in these samples indicate that
increasing the implantation temperature results in fewer defects (a reduction in weight),
but the defects are larger (an increase in positron lifetime). The observed 1.5 ± 0.3ns
lifetime corresponds to a 0.24 ± 0.07nm defect radius calculated using the Tao-Eldrup
model [38, 39].
At the maximum damage region, as probed by 4.25keV positrons, the observed positron
lifetimes in the HT and LNT samples are the same (within experimental uncertainty),
with statistically different weightings — 9.1 ± 0.7% in the HT sample and 12.0 ± 0.9%
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in the LNT sample. This follows the pattern at the surface region, in that increasing
the implantation temperature results in a lower positron lifetime weighting, however the
two lifetimes observed in this case are 1.35σ apart, making them indistinguishable within
experimental uncertainty. Notably, there is no lifetime observed in the RT sample at this
positron implantation energy, despite the lifetime observed in the near surface region and
the similarities between the momentum broadening curve of the RT sample and that of
the HT sample (shown in figure 7.13).
Figure 7.12: Momentum distribution of 100keV oxygen implantation into Kapton film at
1× 1015 ions·cm−2, as measured by DBAR from positrons implanted at 2keV.
Figure 7.13: Momentum distribution of 100keV oxygen implantation into Kapton film at
1× 1015 ions·cm−2, as measured by DBAR from positrons implanted at 4.25keV.
The high detail DBAR analysis of the momentum broadening of the 100keV implanted
Kapton at the near surface region, as probed by 2keV positrons (figure 7.12), shows that
the broadening curve for the LNT and HT samples follow the same curve shape, with
the LNT sample displaced from the HT sample. The three momentum broadening curves
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have the same curvature between 0−15pL, with minima at approximately different points
along the x-axis, 0pL for HT, 4pL for LNT, and 7pL for RT.
All three samples start with normalised counts below 1.0 at both the near surface and
maximum damage regions (shown in figure 7.13), showing increased momentum broad-
ening compared to the positrons annihilating in the Kapton polyimide in the reference
sample. The momentum broadening curve for the both the LNT and HT samples do not
change significantly from the near surface and maximum damage region implying that
the damage in the both regions results in similar chemical environments. This is notable
because the lifetimes and associated weightings found using PALS show large changes
between the near surface and maximum damage regions in all three samples despite the
similarities in the momentum broadening curves. The RT sample has completely differ-
ent momentum broadening curves at the near surface region and the maximum damage
region, suggesting that the chemical environment in each region is significantly different.
The PALS results for this sample show considerable differences too – at the surface a
≃ 0.6ns lifetime is observed, but at the maximum damage region no lifetime is observable.
Figures 7.14 and 7.15 show the DBAR measurements of the S and W parameters as a
function of positron implantation energy. In general the W parameter plot in figure 7.15
is the inversion of the S parameter plot in figure 7.14, albeit with different y-axis values.
In the S parameter plot, each damaged sample lies below the Kapton standard, ex-
cept at low positron implantation energies (≃ 0.25keV) where both the RT and LNT
samples are slightly above the Kapton standard. Between 1.5keV and 3.75keV positron
implantation energy, the RT sample changes curve shape, moving away from the LNT
curve.
7.5 Discussion
The gallium and oxygen ion implantation of Kapton polyimide film show induced defects
and chemical changes with dependencies on ion fluence and implantation temperature.
Visually, the usual golden-brown of the prepared Kapton samples transitions to an
almost black, dark brown, clearly showing the implantation area. The colour change in-
creases with implantation fluence, and the samples darken dependent on the implantation
temperature — samples prepared at 250◦C are darker than the ones implanted at liquid
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Figure 7.14: S parameter as a function of positron implantation energy in Kapton im-
planted with 100keV oxygen ions, at 1 × 1015 ions·cm−2. The original data has been
smoothed by a 3-point moving average to produced the curve and the shaded area repre-
sents the uncertainty associated with the central line.
Figure 7.15: W parameter as a function of positron implantation energy in Kapton im-
planted with 100keV oxygen ions, at 1 × 1015 ions·cm−2. The original data has been
smoothed by a 3-point moving average to produced the curve and the shaded area repre-
sents the uncertainty associated with the central line.
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nitrogen temperature, which are darker than the samples implanted at room temperature.
The HT sample implanted at 1 × 1015 ions·cm−2 is the darkest. The samples implanted
with very low fluence show a slight colour change which is almost not visible.
The implantation of the gallium ions below a fluence of 1×1014 ions·cm−2, detailed in
tables 7.2 and 7.4, did not cause enough changes to the Kapton polyimide for the PALS
analysis to find any induced lifetimes. At implantation fluences of 1 × 1014 ions·cm−2,
some of the implanted samples still do not show any lifetimes in the PALS analysis,
although all samples do show signs of changes to the material from the DBAR analysis.
As there are no PALS lifetimes observed below a fluence of 1 × 1014 ions·cm−2 in the
gallium implanted samples, this gives a threshold for ballistic damage effects to become
large enough to be detected by the PALS analysis technique. Compared to the gallium
implantation, the oxygen ions are much lighter (atomic mass of 8 in oxygen and 31 in
gallium). The difference in mass and implantation energy suggests that this is the reason
that at a fluence of 1×1014 ions·cm−2 not enough energy is imparted to the Kapton at the
surface region to cause damage observable by PALS, similar to the gallium implantation
below a fluence of 1× 1014 ions·cm−2.
The temperature dependent effects in general show increasing damage with implanta-
tion temperature, however in several of the sample preparation environments the Kapton
implanted at room temperature exhibits less damage than this trend would predict. This
behaviour is attributed to a “self-healing” property of the Kapton polyimide, where it
has enough internal energy to recombine or reorganise to suppress damage. This effect
is clear in the PALS lifetimes found at the damage layer in the RT prepared samples of
gallium implanted Kapton, detailed in tables 7.4 and 7.5. The HT samples do not show
the same self-healing effects as the implantation environment coupled with the energy of
the ion beam is sufficient to overcome the effect. This self-healing ability could account
for the stability of the physical properties exhibited by Kapton through a large tempera-
ture range [101,102], although this effect is not as pronounced as some of the self-healing
abilities of other similar organic materials which have been specifically designed with this
purpose in mind [130, 131]. The observed self-healing effect here is a natural resistance
the Kapton polyimide possesses.
The DBAR analysis of the oxygen implanted samples indicate that the room temper-
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ature implantation varies significantly at the near surface and damage implantation layer,
which also manifests in the observed PALS lifetimes. The changes in the momentum
broadening curves are shown in figures 7.4, 7.5, 7.8, and 7.9, for the Kapton samples im-
planted with oxygen at 50keV. The momentum broadening curves for the Kapton samples
implanted with oxygen at 100keV are shown in figures 7.12 and 7.13. The uncertainty in
these graphs increases with increasing pL (x axis), and is illustrated in figure 5.1. The
change in the momentum broadening curve suggests that the oxygen implantation has
different final products at the damage layer as compared to the near surface region which
again varies depending on implantation temperature. The change in the the observed
broadening fraction is consistent with the expectation that the oxygen ions will interact
chemically with the Kapton polyimide chain, resulting in a different chemical environment
at annihilation sites.
The S and W parameter depth profiling measurements that were made show large
scatter within the data despite the smoothing of the data collected for each sample. Com-
paring figures 7.4 and figure 5.13 from the earlier chapter shows that the comparison of
Kapton to damaged Kapton samples in these comparative ratio curves produces much
lower deviations from the reference material; the maximum deviation is ≃ 1.6 for Kap-
ton in ratio with aluminium but is only ≃ 1.1 for the RT sample in figure 7.4, which
is damaged Kapton in ratio to the Kapton reference material. The lower proportion of
high momentum electrons present in the constituent elements of the Kapton polyimide
means that deviations from the reference spectra will be much smaller and explains the
high relative scatter of the S and W parameters. The S and W parameter measurements
show that the effects of the oxygen ion implantation are present to a deep level within
the samples to a level beyond the calculated implantation depth, and that there could
potentially be more information gained at additional measurements at a higher positron
implantation energy that was performed. There is also some evidence that the samples
prepared at 250◦C (the HT samples) could be affected by the heating alone, as the S pa-
rameter is significantly below that of the standard at high positron implantation energies
(and therefore deep within the sample where we expect no influence of the implanted ions).
Figure 7.14 illustrates that even at 15keV positron implantation energy the S parameter
for the HT sample is well below that of the Kapton standard used as a reference. Making
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the distinction between annealing effects and the ion implantation is difficult without a
reference sample of Kapton that has been annealed at 250◦C , as the DBAR measure-
ment will still analyse an increasingly large depth region of the Kapton as the positron
implantation energy is increased, including the region of maximum damage, despite the
majority of positrons annihilating at a deeper level with the material. This can change
the S parameter despite the majority of positrons annihilating in the bulk of the Kapton.
Temperature studies of Kapton in by Lua and Su [107] examine the transport properties
of gases through Kapton as the polyimide is annealed above 350◦C though they do not
notice significant change in the gas transport until the polyimide has partially transitioned
into amorphous carbon at temperatures higher than 250◦C , and other studies do not ob-
serve changes to electrical properties after annealing Kapton at the same temperatures as
used in this experiment [132]. The changes observed appear to be small at this level of
implantation – observable by DBAR as it is a sensitive technique, but not large enough
to present large scale changes to macroscopic properties.
To characterise the combination of chemical effects and ballistic damage caused by the
oxygen implantation, the PAS data is compared to the gallium implanted samples of the
same implantation fluence and across different implantation fluences by comparing the
results from the same analysis region (near surface or maximum damage region).
Comparing the PALS results of the oxygen implanted Kapton to the gallium implanted
samples at the near surface region shows changes to the damage patterns in the PALS
results. The Kapton implanted with oxygen at 1 × 1014 ions·cm−2 has no observable
lifetimes in the near surface region, which is an overall reduction in the induced damage
as compared to the gallium implantation at the same fluence, which has a lifetime in
the HT sample. The reduction in damage at the near surface region can be attributed
to the ballistic and temperature differences in the implantation; the 300keV gallium ions
implanted at 250◦C impart enough energy in the near surface region of the Kapton to
generate a defect large enough to be observed with PALS. The other gallium implanted
samples at 1 × 1014 ions·cm−2 to not show any damage and nor do those implanted by
oxygen at the same fluence.
The near surface region of samples implanted at 1×1015 ions·cm−2, both at 50keV and
100keV oxygen implantation energy, show different patterns to the samples implanted at
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1× 1014 ions·cm−2 as the higher fluence of implanted ions increases the over all damage:
there are observable lifetimes in every gallium and oxygen implanted sample in the near
surface region apart from the LNT sample implanted with 100keV oxygen ions. The RT
samples implanted with oxygen at 1 × 1015 ions·cm−2 have the same observed lifetimes
and very similar weightings as the gallium implanted samples. The lifetime observed
in the LNT Kapton sample implanted with 50keV oxygen is much smaller than for the
gallium implanted sample, but has a much larger associated weighting, suggesting that the
interplay between the defect size and defect concentration has been reversed in between
these two samples. The HT samples show larger lifetimes in the oxygen implanted samples
with significantly reduced weightings. Both lifetimes have large associated uncertainties at
approximately 20% giving only 2σ difference between both the HT 50keV oxygen lifetime
and the HT 100keV oxygen lifetime in comparison to the HT gallium lifetime. As a
result, we can conclude that the observed damage in the near surface region in both the
gallium and oxygen implanted samples is therefore dominated by the ballistic effects of
ion implantation, with little effect from chemical reaction with the implanted oxygen ions.
Comparison of the maximum damage region in Kapton implanted with oxygen to the
gallium implanted samples reveals more about differences in the ballistic and chemical
effects of the ion implantation, as the positron implantation will sample the layer in which
the implanted ions come to rest within the Kapton. There are large differences in the
maximum damage region of the Kapton implanted with oxygen and gallium at 1 × 1014
ions·cm−2, the oxygen implanted samples have observable lifetimes at each preparation
temperature whereas the gallium samples do not have an observed lifetime in the RT
sample. The damage in the gallium implanted samples was characterised in terms of an
observed “self-healing” effect, by which the RT sample exhibited less damage than the LNT
sample, bucking the temperature dependent damage trend. This is notable as the damage
did not follow the expected temperature dependence in lifetime nor weighting, which was
constant across the HT and LNT samples. The oxygen implanted sample at 1 × 1014
ions·cm−2 also appears to follow the self-healing pattern, not in the observed lifetime
but in the associated weighting, which is significantly higher than the gallium implanted
samples at this fluence, while the observed lifetimes are constant at ≃ 0.34ns. The oxygen’s
effect here is a large increase to the overall damage, manifested in the weightings associated
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with the lifetimes, which must be attributed to the oxygen chemically interacting with the
Kapton polyimide chain. A similar pattern is present in the oxygen implantation at 1×1015
ions·cm−2, however in this case the observed lifetimes are larger and associated weightings
smaller than at 1 × 1014 ions·cm−2, but still much larger than Kapton implanted with
gallium at 1×1015 ions·cm−2. Notably in both the low and high fluence oxygen implanted
samples, the observed lifetime is the same as the gallium implanted counterpart – ≃ 0.34ns
in the implantation at 1 × 1014 ions·cm−2 and ≃ 0.43ns in the implantation at 1 × 1015
ions·cm−2. The reduction of lifetimes and weightings here is attributed to conversion of
more of the sample to amorphous carbon, similar to the findings of Dlubek et al. [133]
and others [110,113]. Although the lifetimes and weightings are reduced, this is a greater
amount of damage as the Kapton polyimide chain is being entirely degraded.
Comparing the Kapton implanted with 100keV oxygen at 1 × 1015 ions·cm−2 (tables
7.3 and 7.5) to the gallium implanted Kapton at 1 × 1015 ions·cm−2 (tables 7.10 and
7.11) at the maximum damage region is difficult as no lifetime was observed in the RT
oxygen implanted sample at the damage region. The lifetimes and weightings in the oxy-
gen implanted sample are significantly different to the gallium implanted sample and are
more similar to the lifetimes and weightings in the Kapton samples implanted with 50keV
oxygen at 1 × 1015 ions·cm−2. This is further evidence for different processes occurring
at the maximum damage region in the oxygen implanted samples compared to the gal-
lium implanted samples. The lifetimes are found in the oxygen implanted samples are
smaller than those in the gallium implanted sample at ≃ 0.43ns in the gallium implanted
samples and ≃ 0.35ns in the oxygen implanted samples. The associated weightings are
also significantly larger in the oxygen implanted samples however there appears to be a
similar pattern – decreasing weighting with increasing implantation temperature. The
weightings for the larger lifetimes in the gallium implanted samples is between ≃ 3.5 –
7.4% and between ≃ 9.1 – 12% in the oxygen implanted samples. Additionally, in the HT
gallium sample there is a significantly larger lifetime at 1.0 ± 0.06ns however the oxygen
implanted HT sample has the same lifetime as the LNT oxygen implanted sample (within
experimental uncertainty). Therefore the chemical interaction of the oxygen ions with the
Kapton is dominating any ballistic or temperature dependent effects in the creation of
defects.
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Overall, the addition of chemical interactions to the ballistic damage effects of ion
implantation has had tangible impact to the induced damage. The oxygen implantation
shows similar levels of damage as compared to implantation with higher energy gallium in
the near surface region, and increased damage at the maximum damage region within the
Kapton film, which is attributed to chemical interactions of the oxygen with the polyimide
chain.
Chapter 8
Plasma Interaction with Kapton
Polyimide Film
In this chapter the effects of plasma exposure of Kapton polyimide are explored. Data is
presented for pristine and ion implanted Kapton exposed to plasma characterised using
PALS and DBAR.
8.1 Sample Preparation and Experimental Set-up
To prepare the Kapton polyimide with ion implantation, commercially available Kapton
HN film was implanted with oxygen ions using the low energy implanter at ANU [127],
in the same manner as described in section 7.1. Samples were implanted with oxygen
ions at 50 and 100keV at a fluence of 1 × 1015 ions·cm−2. The beam currents were
kept below ∼150 nA, to stem any beam induced heating effects. After implantation, the
samples were exposed to H2 plasma using MAGnetized Plasma Interaction Experiment
(MAGPIE) [128].
Prior to experiments the base pressure inside MAGPIE was 2.3× 10−2 mTorr, while
the operating pressure for the hydrogen plasmas was 10 mTorr. The hydrogen plasma
was obtained by applying power to a copper antenna surrounding the source production
region, at 1kW to perform plasma exposure to undamaged Kapton samples, and at 1.4kW
for ion implanted Kapton samples. The plasma was then magnetically focussed into the
plasma-material interaction region by using magnetic field of ≃600G. Under these oper-
ating conditions a plasma density of ≃ 1 × 1017m−3 was obtained and an ion energy of
≃ 20eV [134]. To prevent overheating above 150◦C , MAGPIE was operated in an cyclical
manner of 10 minute periods of operation followed by 5 minute rest periods, up to the
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total exposure time required.
8.2 Plasma Exposed Kapton
To begin the series of measurements exploring the effects of Kapton polyimide exposed to
plasma using MAGPIE, pristine samples of commercially available Kapton HN film were
exposed to plasma for a varying amounts of time, up to 10 minutes. Analysis was then
conducted using PALS. The measurements made are detailed in table 8.1.
Plasma Exposure Positron Implantation Energy (keV)
Time (minutes) 1 2 5
0 (reference sample) X X X
1 X X
2 X X
5 X X
10 X X X
Table 8.1: Synopsis of PALS measurements made to plasma exposed Kapton polyimide
film
No lifetimes were observed in any of the samples exposed to plasma using 2 and 5 keV
positrons, therefore additional measurements were made using 1keV implanted positrons to
analyse the region even closer to the surface. Positrons implanted with an energy of 1keV
have a mean implantation depth of approximately 28nm using a Mahkov implantation
profile detailed in section 2.3.1. The additional analysis at 1keV still did not result in any
observed positron lifetimes.
The lack of induced lifetimes in the Kapton is unsurprising as the penetration depth
of the H2 plasma particles is very small as due to the low mass and relatively low energy
of the Kapton-plasma interaction.
8.3 50keV Implanted Oxygen and Plasma Exposure
The samples characterised in this section were implanted with 50keV oxygen ions at a
fluence of 1× 1015 ions·cm−2 then were exposed to plasma.
PALS characterisation was performed with positron implantation energies of 2 and
3keV, to probe the near surface and region of maximum damage. The simulated positron
implantation profiles compared to the oxygen implantation profile calculated with SRIM/TRIM
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[67, 68] and pyPenelope [69] are shown in figures 7.1.
DBAR characterisation was performed as described in chapter 4. Depth profiling
measurements were made with each DBAR spectra containing ≃ 1 × 106 with positron
implantation energies varying between 0.25 – 15keV. Detailed measurements were made
with positron implantation energies at 2keV and 3keV, corresponding with the energies
used for PALS characterisation, with ≃ 16× 106 total counts in the region of the 511keV
annihilation photopeak.
2keV Implanted Positrons - Near Surface
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 0.76 ± 0.03 5.82 ± 0.19
RT 0.51 ± 0.02 10.9 ± 0.4
LNT 0.714 ± 0.017 6.14 ± 0.14
Table 8.2: Near surface PALS analysis of plasma exposed Kapton implanted with 50keV
oxygen at 1× 1015 ions·cm−2, as probed by 2keV positrons.
3keV Implanted Positrons - Maximum Damage Region
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT 0.66 ± 0.03 4.1 ± 0.2
RT 0.43 ± 0.09 7 ± 1
LNT 0.49 ± 0.01 9 ± 2
Table 8.3: Maximum damage region PALS analysis of plasma exposed Kapton implanted
with 50keV oxygen at 1× 1015 ions·cm−2, as probed by 3keV positrons.
At the near surface region of these samples, the PALS analysis shows lifetimes at each
ion implantation temperature. The lifetimes found in the HT and LNT samples (0.76±0.03
and 0.714 ± 0.017, respectively) are identical within experimental uncertainty (1.334σ).
The lifetime observed in the RT sample is statistically different from both the HT and
LNT samples (7.77σ and 6.93σ).
The weighting associated with each lifetime at the near surface region shows an inverse
to the pattern in the lifetimes - the RT sample has the highest weighting associated with
the lifetime indicating the highest defect concentration. The HT and LNT samples have
weightings which are identical within experimental uncertainty (1.39σ).
From the PALS analysis at the maximum damage region the largest lifetime is observed
in the HT sample at 0.66±0.03ns, followed by the LNT sample and the lowest lifetime in
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the RT sample as shown in table 8.3. The relatively large uncertainty associated with the
lifetime in the RT sample makes comparison difficult. The RT lifetime has an uncertainty
of ≃ 21% which is much higher than the HT and LNT samples (≃ 4.5% and ≃ 2.0%
uncertainty respectively). Comparing the lifetime in the RT and LNT with a two-tailed
test gives a difference of 0.66σ suggesting that the two lifetimes are the same within
experimental uncertainty.
There is also large uncertainty in the weighting of each lifetime, again making com-
parison difficult. The weightings increase with decreasing ion implantation temperature
however the large uncertainties in the LNT and RT weightings imply that there is no
meaningful difference. The weightings in the HT and RT samples are 2.7σ apart, and the
weightings in the HT and LNT samples are 2.3σ apart. The weighting in the RT and LNT
samples are the same within experimental uncertainty.
Figure 8.1: Near surface momentum distribution of plasma exposed Kapton implanted
with 50keV oxygen at 1×1015 ions·cm−2, as measured by DBAR from positrons implanted
at 2keV.
The momentum distributions of the annihilation photons in ratio to the Kapton refer-
ence sample are illustrated in figures 8.1 and 8.2. In both the near surface and maximum
damage region the HT and LNT samples show similar line shapes. The significant differ-
ence between the two ratio curves is an increased maximum at ≃ 15pL between the near
surface and maximum damage region. Above 15pL both the LNT and HT samples show
decreasing trends. The difference between the LNT and HT samples is less at the near
surface region than the maximum damage region.
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Figure 8.2: Maximum damage region momentum distribution of plasma exposed Kapton
implanted with 50keV oxygen at 1×1015 ions·cm−2, as measured by DBAR from positrons
implanted at 3keV.
The RT sample’s DBAR ratio curve changes significantly between the near surface and
maximum damage region. In the near surface region the curve closely follows the LNT
sample but with a higher maximum at larger pL of ≃ 17pL compared to ≃ 15pL for the
LNT sample. Above 15pL the RT sample shows much a larger broadening ratio than the
LNT and HT samples. At the damage layer, the sample prepared at RT has a ratio curve
much closer to that of the HT sample.
Figure 8.3: S parameter as a function of positron implantation energy in plasma exposed
Kapton implanted with 50keV oxygen ions, at 1× 1015 ions·cm−2. The original data has
been smoothed by a 3-point moving average to produced the curve and the shaded area
represents the uncertainty associated with the central line.
The S and W parameter depth profiling curves (figures 8.3 and 8.4) are similar for the
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Figure 8.4: W parameter as a function of positron implantation energy in plasma exposed
Kapton implanted with 50keV oxygen ions, at 1× 1015 ions·cm−2. The original data has
been smoothed by a 3-point moving average to produced the curve and the shaded area
represents the uncertainty associated with the central line.
LNT and HT samples, but the RT sample has several differences.
In the S parameter plot the RT sample starts at 0.25keV positron implantation energy
with an S parameter value approximately that of the reference sample, before reaching
values similar to both the LNT and HT sample from approximately 2keV positron im-
plantation energy and higher.
In the W parameter plot the RT sample has a similar value to the LNT and HT samples
until approximately 6keV positron implantation energy, at which point the RT sample’s
W parameter remains greater than the LNT and HT samples, which are in line with the
reference sample.
The differences in the RT sample seen in the DBAR analysis aligns with the differences
seen in the PALS analysis at the near surface (the RT sample is significantly different to
both the LNT and HT samples, which are similar to one another), however there is no
PALS data at the 6 - 9keV positron implantation energy to investigate the difference in the
RT sample at that depth, which corresponds to a mean implantation depth of ≃ 558nm
(calculated by a Mahkov implantation profile detailed in equation (2.4)). This depth is far
beyond the range of the ion implantation range suggested by the simulations conducted
in SRIM/TRIM and shown in figure 7.1.
The DBAR measurements of the HT sample at 3keV cannot explain the difference in
the lifetime and associated weighting in comparison to the two lifetimes as the ratio curve
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in figure 8.2 and the depth profiled S and W parameters show values similar to those of
the RT sample. The lack of difference in the DBAR data implies that the the same type of
defect with the same chemical environment is created in the RT sample and HT sample,
but in the HT sample the defects are larger yet in a lower concentration.
The DBAR analysis shows that a different chemical environment is present in the LNT
samples as measured by 3keV positrons, however the lifetime is equal to that of the RT
sample within experimental uncertainty. This apparent equality in lifetimes is in part due
to the large (≃ 20%) uncertainty in the RT sample’s observed positron lifetime, which
results in a statistical difference of 0.66σ in comparison to the LNT positron lifetime.
8.4 100keV Implanted Oxygen and Plasma Exposure
The Kapton samples in this section were implanted with 100keV oxygen ions at a fluence
of 1 × 1015 ions·cm−2 before being exposed to plasma. The sample characterisation was
performed in the same manner as described in the previously, section 8.3. The positron
implantation energies for the PALS and detailed DBAR characterisation were 2keV and
4.25keV to analyse the near surface and maximum damage regions respectively, and the
oxygen and positron implantation profiles are shown in figure 7.2. The results from the
near surface PALS analysis are presented in table 8.4, and the PALS analysis of the
maximum damage region is presented in table 8.5.
The PALS analysis of the 100keV oxygen implanted Kapton film exposed to plasma
shows markedly different results to plasma exposed Kapton implanted with oxygen at
50keV. The HT sample shows no induced lifetimes at the near surface or maximum damage
region. The LNT sample shows a lifetime at only the near surface region.
At the near surface region the weightings in the RT and LNT samples are identical
within experimental uncertainty (0.32σ difference) but the lifetimes are statistically dif-
ferent (3.49σ) this implies the RT sample has less damage than the LNT sample, in the
near surface region.
Only one lifetime was found by probing the maximum damage region with 4.25keV
positrons, which was 0.43±0.02ns observed in the RT sample. No lifetimes were observed
in the LNT or HT samples.
The ratio curves from the DBAR analysis show large differences near the surface region,
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2keV Implanted Positrons - Near Surface
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT - -
RT 0.30 ± 0.04 9 ± 3
LNT 0.465 ± 0.016 8.5 ± 0.4
Table 8.4: Near surface PALS analysis of plasma exposed Kapton implanted with 100keV
oxygen at 1× 1015 ions·cm−2, as probed by 2keV positrons.
4.25keV Implanted Positrons - Maximum Damage Region
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(ns)
Weight
(%)
1× 1015
HT - -
RT 0.43 ± 0.02 4.8 ± 0.3
LNT - -
Table 8.5: Maximum damage region PALS analysis of plasma exposed Kapton implanted
with 100keV oxygen at 1× 1015 ions·cm−2, as probed by 4.25keV positrons.
Figure 8.5: Near surface momentum distribution of plasma exposed Kapton implanted
with 100keV oxygen at 1×1015 ions·cm−2, as measured by DBAR from positrons implanted
at 2keV.
as probed by 2keV positrons and shown in figure 8.5, the curve for the RT sample shows a
completely different shape to the LNT and RT samples and the LNT and HT samples are
similar to one another. The RT sample shows more annihilation at low pL in comparison
to the reference sample of pristine Kapton indicating more positrons are annihilating with
low momentum electrons. The LNT sample at the near surface region starts at ≃1 at 0pL
— the same as the reference sample — however less positrons annihilate with mid-range
momentum electrons between 0–12pL. The HT sample shows less positrons annihilating
§8.4 100keV Implanted Oxygen and Plasma Exposure 149
Figure 8.6: Maximum damage region momentum distribution of plasma exposed Kapton
implanted with 100keV oxygen at 1×1015 ions·cm−2, as measured by DBAR from positrons
implanted at 4.25keV.
with low energy electrons and much more annihilation with higher energy electrons, as
show by the peak at ≃ 17pL.
At the damage layer, shown in figure 8.6, each sample shows a similar curve shape
between 0–15pL, offset by one another in the y-axis. The HT sample shows the least
change from the reference and is below the RT and LNT samples, and the RT and LNT
samples are similar in shape to one another. From 0–5pL, the LNT sample is very close
to the Kapton reference sample and the RT sample is consistently above the reference.
Figure 8.7: S parameter as a function of positron implantation energy in plasma exposed
Kapton implanted with 100keV oxygen ions, at 1× 1015 ions·cm−2. The original data has
been smoothed by a 3-point moving average to produced the curve and the shaded area
represents the uncertainty associated with the central line.
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Figure 8.8: W parameter as a function of positron implantation energy in plasma exposed
Kapton implanted with 100keV oxygen ions, at 1× 1015 ions·cm−2. The original data has
been smoothed by a 3-point moving average to produced the curve and the shaded area
represents the uncertainty associated with the central line.
Comparing the S-parameter as a function of depth between the 3 samples, shown in
figure 8.7, it is very clear how different the RT sample is compared to the LNT and HT
samples. At approximately 5keV the S-parameter profile matches the patterns of the LNT
and HT samples.
In the W parameter depth profile plot (figure 8.8), the W parameter remains signif-
icantly greater than the reference in all the damaged samples at positron implantation
energies between 6–8keV. The effects of the 100keV oxygen ion implantation have an ef-
fect on the Kapton to a deep level, past the mean implantation range suggested by the
simulations conducted in SRIM/TRIM and shown in figure 7.2. This was also observed
in the 100keV oxygen implantation into Kapton without the subsequent plasma exposure,
and the sample implanted with oxygen at 50keV and exposed to plasma. The S parameter
at this depth within the sample is similar to that of the reference material.
8.5 Discussion
Exposing the Kapton samples to H2 plasma using MAGPIE has had a clear effect on the
damage as demonstrated by PALS and DBAR analysis, particularly in the RT sample at
the near surface region and at all temperatures at the maximum damage region.
The colour change that was observed in the ion implanted Kapton in chapter 7 is
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again observed, the samples show a darkening in the implanted region like the other ion
implanted Kapton samples, as described in section 7.5. The amount of change in the
sample colour in the ion implanted Kapton that has also been exposed to plasma follows
the same pattern as before, however the Kapton samples that were exposed to plasma
alone do not show any change in colour.
To aid in comparison across the samples, tables 8.6, 8.7, contain the number of standard
deviations lifetimes and weightings are apart from the corresponding measurement in the
samples with and without plasma exposure. The standard deviation for comparison are
calculated using equation 8.1:
Number of standard deviations, σ =
|x1 − x2|√
σ2x1 + σ
2
x2
(8.1)
where xi is the measurement value, and σxi is the associated uncertainty in the value xi.
Implantation Region → Near Surface Maximum Damage
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(no. σ)
Weight
(no. σ)
Lifetime
(no. σ)
Weight
(no. σ)
1× 1015
HT − 2.1 + 9.1 + 6.4 − 15.6
RT − 3.16 + 12.6 0 − 4.7
LNT + 8.9 − 6.0 + 0.9 − 4.4
Table 8.6: Comparison of the PALS analysis in plasma exposed Kapton samples which
have been implanted with 50keV oxygen ions at 1×1015 ions·cm−2. An increase or decrease
in the observed lifetime or weighting in the plasma exposed sample is indicated by a + or
− respectively.
Implantation Region → Near Surface Maximum Damage
Fluence
(ions·cm−2)
Implantation
Temperature
Lifetime
(no. σ)
Weight
(no. σ)
Lifetime
(no. σ)
Weight
(no. σ)
1× 1015
HT − 5 − 9.1 − 19 − 13
RT − 5.5 + 1.5 + 21 + 16
LNT + 29 + 21 − 21 − 13
Table 8.7: Comparison of the PALS analysis in plasma exposed Kapton samples which
have been implanted with 100keV oxygen ions at 1 × 1015 ions·cm−2. An increase or
decrease in the observed lifetime or weighting in the plasma exposed sample is indicated
by a + or − respectively.
The change in size of the observed PALS lifetimes and the change in the associated
weighting again show a pattern of interplay between increasing lifetime and decreasing
weighting. For example, in the the HT sample of Kapton implanted with oxygen at 50keV
152 Plasma Interaction with Kapton Polyimide Film
at the near surface (detailed in table 8.6), the lifetime in the implanted sample exposed
to hydrogen plasma is smaller than the sample without plasma exposure, however the
associated weight has increased in the plasma exposed sample. The reverse relationship
is true for this HT sample in the observed positron lifetimes at the maximum damage
region. The only instances of both observed values increasing or decreasing occurs when
comparison is between a sample that has no observed lifetime and one that does, such as
the HT sample implanted with 100keV oxygen ions (detailed in table 8.7).
In the 50keV oxygen implanted Kapton at the near surface region the HT sample
shows a similar lifetime with and without plasma exposure (2.1σ shown in table 8.6)
however the uncertainty in the lifetime in the non-plasma exposed sample is very large at
≃ 18% and approximately 7 times larger than the lifetime in the plasma exposed sample,
making comparison difficult. In the HT and RT samples the lifetimes have decreased
in comparison to the equivalent samples that have not been exposed to plasma and the
associated weightings have increased. The LNT sample exhibits the opposite trend.
At the damage region in the 50keV implanted samples, both the RT and LNT samples
have positron lifetimes that are identical within experiment uncertainty and each measure-
ment has comparable uncertainty values. The HT sample has significant differences: the
plasma exposed sample has a much larger lifetime (0.43±0.02ns compared to 0.66±0.03ns
with plasma exposure, 6.4σ difference), but a much lower weighting (20 ± 1% compared
to 5.82± 0.19% with plasma exposure). The general trend at this region is a decrease in
the weightings associated with the observed positron lifetimes. The much larger lifetime
in the plasma exposed HT sample suggests that the plasma exposure has a deep reaching
effect in the Kapton, further past the natural penetration depth of the plasma alone. The
increased lifetime (detailed in table 8.3) and the change in DBAR momentum distribution
(detailed in figures 7.9 and 8.2) show a larger defect of different chemical composition in
the plasma exposed sample.
At the near surface region of the Kapton implanted with oxygen at 100keV, shown
in table 8.7, only the RT sample exhibits a lifetime measurable with PALS analysis in
both the plasma and non-plasma exposed samples. The samples prepared without plasma
exposure have lifetimes at HT and RT, but not LNT, whereas the sample exposed to
plasma has observable lifetimes at RT and LNT and not in the HT sample. The lifetime
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in each RT sample is very different, however the uncertainty in the weighting for the
plasma exposed sample is ≃ 30%, making the two weightings only 1.5σ apart using a two-
tailed comparison. The other values presented in table 8.7 are a comparison to a lifetime
of 0ns with a weighting of 0%, where no lifetime was observed in a sample.
At the damage region of the 100keV oxygen implanted Kapton the sample exposed to
plasma only the RT sample has an observed positron lifetime, whereas in the non-plasma
exposed sample there are lifetimes in only the HT and LNT samples.
The exposure of oxygen implanted Kapton to H2 plasma has had various effects to the
damage induced by the ion implantation, without strong evidence for a consistent pattern.
The depth profiling of the samples using the DBAR method has shown a large difference
in the RT in particular in the cross-comparison between plasma and non-plasma exposed
samples, as well as the patterns of sample preparation temperature established in chapter
7. The stark change implies that the plasma exposure causes different chemical products
through interaction of the plasma with the damage Kapton polyimide chain. The observed
changes in the damage as analysed by the PAS techniques show that there are differences
up to the region of maximum damage in the Kapton, which is significantly deeper than
the plasma components could penetrate alone. The exposure of Kapton to plasma alone
did not produce an observable lifetimes through PALS analysis.
In the RT implanted with 100keV oxygen ions and exposed to plasma, the very high
S parameter (as shown in the DBAR depth profiling in figure 8.7) is from positrons an-
nihilating with electrons with low momentum, indicating that the chemical structure has
change significantly due to the way this sample was prepared. This suggests that the
hydrogen from the plasma is bonding with the damaged polyimide chain, providing this
“low momentum” environment. Additionally, the bonding of the hydrogen to damage sites
explains the lack of observed lifetimes as the hydrogen from the plasma can travel through
the defect network and fill in the available open volume.
An important factor to consider in the analysis and comparison of the plasma exposed
samples is that the experimental conditions for the plasma exposure also heats the sample.
The preparation of the plasma exposure was conducted in such a way as to keep the
temperature below 150◦C to prevent damage to the MAGPIE experimental apparatus,
however this temperature could have induced further damage effects into the Kapton, or
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changed the damage from the oxygen implantation. The Kapton specification states that
a second order transition occurs between 360◦C and 410◦C , and a shrinkage of 0.17% at
150◦C and 1.25% at 400◦C [101,102]. Ordinarily the temperature of 150◦C in the Kapton
polyimide would not produce as significant effects as have been observed, however the ion
implantation preceding the plasma exposure and additional heating to 150◦C could have
caused enough damage to the Kapton that this relatively low temperature is enough to
exacerbate the effects of the plasma exposure.
The lack of any observed positron lifetimes in several of the plasma exposed samples,
despite some evidence of damage from DBAR analysis, could be due to several factors.
As previously discussed in the results of chapter 7, there is a progression towards an
amorphous carbon or carbonised phase of the Kapton due to the high levels of induced
damage, which is also seen in other ion implantation studies [110, 113, 133]. A similar
phenomenon appears to be occurring in the samples exposed to plasma — the formation
of stable defects is not possible due to excessive damage in the Kapton sample from the
ion implantation and plasma exposure.
An alternative explanation to the lack of observed lifetimes is that the induced defects
are filling with hydrogen from the exposure to plasma. This would account for the lack of
observed lifetimes in some of the Kapton samples implanted with oxygen ions at 100keV
and exposed to plasma. In particular, the large defects observed in the HT sample without
plasma exposure which are not present in the equivalent plasma exposed HT sample could
be exhibiting this defect filling behaviour.
The pattern of interaction of the hydrogen plasma with the Kapton samples implanted
with oxygen at 100keV is complicated to directly identify, and it seems likely that there
is a combination of defect filling and defect recombination due to excessive damage.
The large weightings associated with the positron lifetimes that has been attributed to
chemical interaction of Kapton and oxygen at the region of maximum damage (presented in
the tables 7.7 and 7.9) are not present in the equivalent plasma exposed samples (presented
in tables 8.2 and 8.3). In the Kapton implanted with oxygen ions at 100keV, there is a
similar range of weightings between ≃ 1.5–12% in samples with and without exposure to
plasma.
There is continued evidence in the plasma exposed samples to suggest the effects of the
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damage due to ion implantation (and therefore changes to this damage through exposure
to plasma) persists to a depth within the samples greater than suggested by the range
of the implanted ions. There are significant differences in the S and W parameters of
the all samples in this chapter as probed by 6keV positrons, which is mean implantation
depth of approximately 558nm. This is much greater than the mean implantation range
of oxygen ions at either 50keV or 100keV, which correspond to mean implantation ranges
of approximately 190nm and 350nm respectively. Comparison of the S and W parameter
plots for the ion implanted Kapton samples (figures 7.10, 7.11, 7.14, and 7.15) and those
of the plasma exposed samples (figures 8.3, 8.4, 8.7, and 8.8) show that the evidence
for damage past the mean implantation depth is greater in the samples that have been
exposed to plasma.
Plasma exposed Kapton (without ion implantation) has no damage observable with
PALS, however the exposure of oxygen ion implanted Kapton to plasma significantly
changes the observed damage from the ion implantation alone and affects the Kapton to a
deeper penetration depth. There is evidence indicating chemical interaction between the
hydrogen plasma with the damage sites in the Kapton and the types of interaction are
influenced by the temperature effects in the sample preparation.
156 Plasma Interaction with Kapton Polyimide Film
Chapter 9
Conclusion
In this chapter, the outcomes of the development of the DBAR spectroscopy technique
and analysis of damaged Kapton polyimide are discussed in reference to the goals set out
for this thesis in the introduction, chapter 1.
9.1 DBAR Experiment
The initial section of the work presented in this thesis was the development of the DBAR
measurement technique. The DBAR experiment was an additional, complementary mea-
surement added to the established positron materials beamline used by the positron group
at the Australian National University.
Although the DBAR experiment was implemented successfully, it was implemented
using an analogue measurement technique rather than the initially proposed fully digital
method. Throughout chapter 4, attempts were made to improve the effective resolution
of the digital measurement through application of enhancements to the curve fitting rou-
tine used as part of the analysis of the digital data and digital filtering applied to the
waveforms collected from the HPGe detector apparatus. Significant improvements to the
resolution were made using these methods which emphasises the paradigm set out by digi-
tal measurements; with digital data collection, data can be re-analysed when suitable new
techniques have been developed, which can lead to better results. As the digital mea-
surement did not meet the requirements for implementing the DBAR technique, it was
ultimately implemented using a more traditional analogue measurement which met the
energy resolution requirements. The experimental apparatus was characterised using ra-
dioactive check sources with well known properties, and a measurement of the background
radiation environment in the laboratory was made.
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As part of the characterisation of the DBAR technique spectrum post-processing was
implemented on the spectra collected for DBAR measurements. The post-processing re-
duced the effects of the background in the region of the 511keV photopeak from sources
such as 3 photon positron annihilation and incomplete charge collection in the HPGe de-
tector. The implementation of this post-processing improved the quality of the DBAR
spectra beyond that traditionally expected from a single detector DBAR measurement.
Following its characterisation, the DBAR experiment was used to examine the differ-
ences in the observed broadening in different material samples, including high purity ele-
mental samples and a small selection of organic materials. The experiment was successfully
able to detect differences in the DBAR spectra due to the different atomic configurations
in the elemental samples, as well as differences in the organic materials. The results were
used to reproduce the work of Asoka Kumar et al. which provided a good evaluation of the
capabilities of the DBAR experiment in comparison to the higher resolution coincidence
measurement originally used.
9.2 Space Relevant Damage in Kapton Polyimide Film
A series of damage experiments were conducted to simulate facets of the harsh condi-
tions that spacecraft insulators are exposed to through long term interplanetary missions.
Damage to Kapton polyimide film was conducted using ion implantation at three different
implantation temperatures using gallium and oxygen ions, and samples were additionally
exposed to plasma.
Characterisation of the induced damage was done through PALS and DBAR and the
results interpreted in terms of temperature dependent effects, ballistic and chemical dam-
age from the ion implantation, and the effects of exposure to hydrogen plasma. The results
of the PAS techniques were analysed in comparison to a pristine sample of the Kapton film
used; in the PALS measurements the pristine Kapton was used as an instrument function,
and in the DBAR measurements the reference Kapton sample was use in two ways. The
momentum broadening curves were taken in ratio to the DBAR measurement of the pris-
tine sample and depth-profiling data was directly compared to the depth profiled pristine
Kapton sample.
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9.2.1 Ion Implantation into Kapton Polyimide Film
The characterisation of the damage using the positron sensory techniques showed the evo-
lution of the Kapton polyimide into a region of amorphous carbon across the implantation
region, which is attributed to the breaking of C −O and C −N bonds.
The observed damage effects from ion implantation increased with implantation flu-
ence in both the oxygen and gallium implanted Kapton samples. Gallium implantation
at fluences at 1× 1012 and 1× 1013 ions·cm−2 did not have any observed PALS lifetimes.
The gallium and oxygen implanted samples exhibited positron lifetimes at an implanta-
tion fluence of 1 × 1014 ions·cm−2, the near surface region showed less damage than ion
implantation layer.
The detailed PAS characterisation was conducted by implanting positrons to the near
surface and maximum damage regions, which were determined by simulation. Less precise
DBAR depth profiling was conducted to higher positron implantation energies, to a depth
within the Kapton past the simulated effects of ion implantation. The results of the S
and W analysis in the deep region of the samples shows that the ion implantation has
measurable effects significantly further than the calculated ion implantation range.
Temperature dependence in the damage quantity was observed, samples that were
implanted at higher temperatures exhibit the most damage, followed by implantation at
liquid nitrogen temperatures, and the least damage was observed in samples prepared
at room temperature. The lower damage at room temperature is attributed to a “self-
healing” effect which occurs as there is enough energy in the Kapton matrix to recover
from some of the damage to the polyimide chain through recombination of broken chemical
bonds, or for the polyimide chains to move into voids created by the implantation. In the
samples prepared at liquid nitrogen temperature the energy required to recover from this
damage is not present, therefore the resulting damage from implantation is higher. The
high preparation temperature results in an implantation environment with sufficient energy
to increase the damage from the ion implantation to a level that the Kapton polyimide
molecules are unable to overcome through recombination or reordering.
The differences in the observed positron lifetimes between the oxygen and gallium
implanted Kapton samples indicate that there are different chemical environments in the
defects generated from the ion implantation. The changes in the depth profiled DBAR
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spectra as well as differences in the momentum distribution curves at the near surface and
implantation regions show that there are different defects in the near surface region (from
ballistic effects) and the region of maximum damage (from chemical interactions of the
oxygen ions).
The analysis of the near surface region of the samples show that the ballistic damage
from the oxygen ions is less than that of the gallium ions, which is as expected due to the
mass difference between the two ion species.
At the region of maximum damage the oxygen implanted samples exhibit different
defects which is attributed to the chemical interaction between the Kapton polyimide
chain and the implanted oxygen. Oxygen will readily react with all of the constituent
elements in the Kapton polyimide chain opening the possibility for chemical interaction
between the implanted oxygen ions when they come to rest within the Kapton film. After
ballistic damage has taken place from the oxygen implantation, portions of the Kapton
chain that have been forcibly separated due to broken chemical bonds could form new
bonds with the implanted oxygen.
9.2.2 Plasma Interaction with Kapton Polyimide Film
The effects of plasma damage in Kapton were explored by exposing pristine and ion im-
planted Kapton to hydrogen plasma and characterisation of these samples was performed
using PALS and DBAR.
The pristine Kapton samples were exposed to plasma for varying amounts of time
and were investigated using PALS. No positron lifetimes were observed as a result of the
plasma exposure. However, the plasma exposure had significant effect on the ion implanted
Kapton samples and large changes were observed in the positron lifetimes and the chemical
environment at positron annihilation sites, as measured by DBAR.
The plasma exposure had a significant effect on the ion implanted Kapton samples at
both the near surface and the maximum damage region. Changes in the positron lifetimes
observed with and without plasma exposure suggest that there is interaction between
the hydrogen and the defects induced by ion implantation. The changes in the observed
positron lifetimes and their associated weightings were inter-related; where positron life-
times increased in the plasma exposed samples, the associated weighting typically de-
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creased, and the reverse relationship occurred for decreasing positron lifetimes.
The pattern of positron lifetimes observed in the samples shows that the effects of the
plasma exposure depend on the preparation of the Kapton, which is consistent with the
temperature dependent effects observed in the gallium and oxygen implanted Kapton that
were not exposed to plasma.
The PAS characterisation of the plasma exposed samples shows evidence that damage
effects are increase through exposure to Kapton and defect filling with hydrogen appears to
be taking place. The combination of these two effects complicates the analysis of the PAS
results as several of the samples have no observed positron lifetimes but show significant
damage from the DBAR analysis. Comparison between the samples with and without
plasma exposure show that the temperature of the Kapton during ion implantation has an
impact on the defect filling due to the temperature dependence in the damage products,
which are present in the Kapton before the exposure to plasma.
Similarly to the ion implanted samples that were not exposed to plasma, the depth
profiling DBAR measurements show damage effects past the depth indicated by the ion
implantation simulation. In the samples exposed to plasma, these deep level damage
effects are greater than that of the samples without plasma exposure.
The data collected suggests that the plasma exposure allows the already damaged
Kapton matrix to readily react with the hydrogen present in the plasma, resulting in
a significantly different chemical environment than would be present from the effects of
ion implantation alone. The change in PAS results due to plasma exposure at the ion
implantation damage region shows that the plasma exposure can effect change several
hundred nanometres below the Kapton surface. The hydrogen introduced would bond
with any dangling bonds remaining in the damaged Kapton matrix due to ion damage.
9.3 Future Work
The work presented in this thesis has several potential extensions, including expansion of
the experimental apparatus and additional measurements of damage Kapton.
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9.3.1 Positron Materials Beamline
The integration of the Doppler broadening of annihilation radiation measurement was
successful in providing complementary measurements to the positron annihilation life-
time spectroscopy measurement that was already operational on the positron materials
beamline, which expanded the characterisation ability of the experiment. Despite the
enhancements to the experimental resolution using mathematical post-processing on the
collected DBAR spectra, there is still a significant signal background, particularly in the
region where the detected annihilation photon has an energy E < 511keV. To improve this
the fast BaF2 detector used in PALS measurements could be used as a secondary detector
in order to create a partial coincidence measurement in the DBAR experiment. The BaF2
detector would not be able to collect information on the detected photon energy, but it
would be located in a collinear arrangement with the High-Purity Germanium detector,
to detect two photon products of positron-electron annihilation, and thus greatly reduce
the three photon background currently being detected. A side effect of this coincidence
configuration would be a reduction in the count rate of the DBAR measurement due to
the significantly decreased solid angle acceptance to ensure that photons from the same
annihilation event are detected properly.
Once a coincidence measurement has been implemented, using the trapped beam for
measurements to combine the PALS experiment with the partial coincidence DBAR mea-
surement would result in the creation of an AMOC system. As described in section 2.6,
an AMOC measurement would provide further information from positron-electron annihi-
lation events linking the DBAR and PALS measurement techniques together. The count
rate reduction would be alleviated by continuing a mixed programme of measurements
— pure DBAR measurements for relatively rapid depth profiling of a particular sample,
with slower AMOC measurements conducted at depths within the sample that appear
particularly interesting.
9.3.2 Expanded Characterisation of Damaged Kapton
The analysis of damaged Kapton using PALS and DBAR has revealed much about the
damage products that occur in the sample from the damage experiments that were per-
formed, however other characterisation techniques can provide more specific information
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on these products and therefore provide even greater insight into the processes at work.
Raman spectroscopy is a good candidate to characterise the chemical structures that
are present in the damage Kapton [135], as well as Fourier Transform Infra-Red (FTIR)
spectroscopy [136]. These techniques can be used to identify the chemical bonds present
in a material and can be used to compare the relative abundance of these bonds between
different sample preparations and this has been successfully applied to study damage in
Kapton [114, 116, 137]. Applying these techniques would allow the chemical environment
to be analysed further throughout the damaged Kapton samples and assist in relating the
DBAR momentum distribution information that was observed to the information about
the chemical bonds determined through Raman spectroscopy or FTIR.
Gallium was used as an implanted ion to investigate the effects of ballistic damage from
the implantation with a lower contribution of chemical interaction between the Kapton
and the implanted ion. Gallium is relatively heavy compared to the other elements in the
Kapton polyimide chain, therefore an investigation into ballistic damage using a lighter
ion than gallium may give results which have a stronger relationship to the damage caused
through oxygen implantation. Candidate ions for this study could be silicon, to use an
element which is not present in the Kapton polyimide, or carbon, which would have
some chemical interaction with the polyimide chain as it makes up approximately 56%
(stoichiometrically) of the Kapton molecule.
In addition to using an alternative implanted ion to study the damage effects from
implantation, further understanding of the relationship between the implanted ion dose
and resultant damage could be obtained by the characterisation of Kapton samples im-
planted at “intermediate” fluences, such as 5 × 1014 and 5 × 1015 ions·cm−2. This is of
interest as there were no observed lifetimes in some of the Kapton samples prepared with
an implanted fluence of 1×1014 ions·cm−2. Finding the threshold at which defects become
observable to PAS measurements would provide an idea of the mission length at which
the damage effects observed in the laboratory become significant to the operation of the
spacecraft.
As Kapton is used widely as an insulator for both thermal and electrical applications,
ion implantation can have implications for the conductivity of the target material. The
increasing carbonisation observed in the damaged samples in this work and that of the
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literature [112, 114, 116, 137] could form a conductive layer of graphite or amorphous car-
bon. Determination of the effects of the ion implantation and plasma exposure to the
conductivity as a large enough conductive layer could subvert the insulating properties of
the Kapton.
As commented in the discussions in chapters 8 and 7, the S parameter depth profile
measurements indicate that the damage in the Kapton samples extends to a deeper re-
gion in the samples than was investigated by the PALS measurements. Returning to the
previously measured Kapton samples and performing additional high detail DBAR mea-
surements and PALS measurements with a higher positron implantation energy would
provide further information for the characterisation of the induced damage. As shown
in the SRIM/TRIM simulations for the oxygen implantation in figures 7.1, 7.2, and 7.3,
the implanted ions form a layer which is deeper than the region of maximum damage.
The higher implantation energy PALS and DBAR measurements suggested would sample
more of this observed extended damage region and provide further insight to the chemical
environment.
The Kapton samples in which there are no observed lifetime after ion implantation
and plasma exposure are intriguing as there is evidence to suggest defects are being filled
by hydrogen from the plasma. The plasma exposure of the Kapton samples characterised
in this work was 30 minutes so to further explore these effects the duration of the plasma
exposure should be varied, in order to characterise the conditions necessary to start the
defect filling process. As the only samples of Kapton that were exposed to plasma were
implanted at a fluence of 1×1015 ions·cm−2, exposure of lower fluence ion implanted Kap-
ton to hydrogen plasma would also contribute to a better understanding of the interaction
between the hydrogen and the damaged Kapton matrix.
The preparation of the plasma exposed Kapton damaged by ion implantation was
performed in two stages; the Kapton was implanted with ions then exposed to plasma.
The effects of the plasma exposure to the induced damage from ion implantation were
characterised in chapter 8, however it is unlikely that in a real environment the exposure to
ions and plasma would be a discrete, separated process. To attempt to better understand
the processes driving the observed damage, additional samples should be created with the
plasma exposure performed before the ion implantation. The Kapton samples that were
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exposed to plasma alone did not have any induced lifetimes found by PALS (as detailed
in section 8.2), however the effects of the surface processing due to the plasma exposure
could impact subsequent ion implantation, for example increasing the penetration depth
of the ions, or increasing the induced damage in the near surface region.
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Appendix A
Appendix A: Calibration data for
the DBAR system
This section contains additional data used in the calibration of the HPGe crystal detector
assembly used in the DBAR experiment.
A.1 Efficiency and Resolution Calibration
This section contains the data used to calibrate the photon energy dependent efficiency of
the analogue DBAR detector system. Additionally the data from the measurements for
efficiency were used to calibrate the resolution of the system from the well known peak
energies in the radioactive sources.
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Activity
(Bq)
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peak energy
(keV)
Photons per 100
disintegrations
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Area (Counts)
Peak area
uncertainty
(counts)
Scaled ef-
ficiency
Efficiency Un-
certainty
Peak
FWHM
(keV)
FWHM un-
certainty
(keV)
Co60 18441.06 1173.228(3) 99.85(3) 737821 953 39.82 0.64 1.619 0.0021
1332.492(4) 99.9826(6) 658844 917 35.51 0.51 1.697 0.0024
Eu152 23120.24 121.7817(3) 28.41(13) 937018 1020 141.23 8.00 0.883 0.0010
244.6974(8) 7.55(4) 184827 494 104.83 4.48 1.008 0.0027
344.2785(12) 26.59(12) 536388 743 86.38 3.00 1.085 0.0015
367.7891(20) 0.862(5) 16159 219 80.27 3.77 1.114 0.0153
411.1165(12) 2.238(10) 38703 257 74.05 2.43 1.127 0.0076
443.965(3) 2.8(2) 51742 272 79.13 3.00 1.172 0.0062
563.99(7) 0.457(13) 4535 179 42.49 3.53 1.121 0.0446
656.489(5) 0.1437(18) 1214 144 36.18 18.93 1.223 0.1465
778.9045(24) 12.97(6) 146083 405 48.23 0.95 1.403 0.0039
867.38(3) 4.243(23) 42516 248 42.91 0.80 1.431 0.0084
964.079(18) 14.5(6) 137372 408 40.57 0.70 1.528 0.0046
1112.076(3) 13.41(6) 115714 367 36.95 0.56 1.598 0.0051
1212.948(11) 1.416(9) 11097 140 33.56 0.63 1.424 0.0181
1299.142(8) 1.633(9) 12334 129 32.34 0.53 1.613 0.0171
1408.013(3) 20.85(8) 143724 413 29.52 0.36 1.732 0.0050
Ba133 25965.85 276.3989(12) 7.16(5) 190792 493 101.95 4.23 1.008 0.0026
302.8508(5) 18.34(13) 461750 688 96.33 3.73 1.032 0.0015
356.0129(7) 62.05(19) 1405513 1257 86.66 3.01 1.077 0.0010
383.8485(12) 8.94(6) 195991 467 83.88 2.86 1.109 0.0027
160.6121(16) 0.638(4) 25453 394 152.63 14.92 0.957 0.0149
223.2368(13) 0.453(3) 12763 309 107.79 11.48 0.893 0.0218
Cs137 35185.36 661.657(3) 84.99(20) 394802 3086 64.50 1.92 1.314 0.0021
Table A.1: Calibration data for 7cm data
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Area (Counts)
Peak area
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(counts)
Scaled ef-
ficiency
Efficiency Un-
certainty
Peak
FWHM
(keV)
FWHM un-
certainty
(keV)
Co60 18441.06 1173.228(3) 99.85(3) 437103 696 23.63 0.22 1.625 0.0026
1332.492(4) 99.9826(6) 394664 668 21.30 0.18 1.696 0.0029
Eu152 23120.24 121.7817(3) 28.41(13) 560390 894 85.08 2.91 0.887 0.0014
244.6974(8) 7.55(4) 112610 460 64.33 1.73 0.98 0.0040
344.2785(12) 26.59(12) 332147 629 53.88 1.17 1.082 0.0021
367.7891(20) 0.862(5) 11896 230 59.52 2.74 1.063 0.0206
411.1165(12) 2.238(10) 24077 254 46.40 1.10 1.109 0.0118
443.965(3) 2.8(2) 31979 261 49.26 1.26 1.14 0.0093
563.99(7) 0.457(13) 3889 164 36.70 2.92 0.889 0.0375
656.489(5) 0.1437(18)
778.9045(24) 12.97(6) 94375 329 31.38 0.41 1.425 0.0050
867.38(3) 4.243(23) 29003 214 29.48 0.40 1.481 0.0110
964.079(18) 14.5(6) 93357 326 27.77 0.33 1.524 0.0053
1112.076(3) 13.41(6) 76169 304 24.50 0.25 1.565 0.0063
1212.948(11) 1.416(9) 7689 130 23.42 0.38 1.62 0.0275
1299.142(8) 1.633(9) 8691 113 22.95 0.30 1.719 0.0223
1408.013(3) 20.85(8) 100072 329 20.70 0.18 1.794 0.0059
Ba133 25965.85 276.3989(12) 7.16(5) 121237 423 65.05 1.75 1.004 0.0035
302.8508(5) 18.34(13) 291973 583 61.16 1.51 1.022 0.0020
356.0129(7) 62.05(19) 888738 975 55.03 1.21 1.071 0.0012
383.8485(12) 8.94(6) 121443 388 52.19 1.12 1.091 0.0035
160.6121(16) 0.638(4) 13582 394 81.78 8.31 0.881 0.0256
223.2368(13) 0.453(3) 10015 321 84.93 10.29 1.007 0.0323
Cs137 35185.36 661.657(3) 84.99(20) 233639 2394 38.12 0.73 1.305 0.0027
Table A.2: Calibration data for 15cm data
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Figure A.1: Calculated efficiency with sources placed at 7cm from the detector endcap
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Figure A.2: Calculated detector efficiency with the souces placed 15cm from the detector
endcap
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