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In this paper we develop two pivotal quantities to construct exact predication intervals
for future exponential lifetime based on a random number of lower generalized order
statistics. The distribution functions of the two pivotal quantities, when the sample size is
assumed to be integer-valued random variable, are derived. Three important special cases
for the random sample size are presented. A simulation study is conducted for illustrative
purposes.
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1. Introduction
Prediction of ordinary order statistics (oos’s) can be used to detect outliers or a change in the model generating the data.
Motivation for the prediction of oos’s arises in life testing where m components are simultaneously put on test. Moreover,
the possibility of terminating the test is open before its conclusion, by stopping after a given time (Type I censoring)
or after a given number of failures (Type II censoring). It may be of interest, for example, to predict the time at which
all the components will have failed or to predict the mean failure time of the unobserved lifetimes. In these cases the
interval or point prediction may be described. There are many plausible candidates for the distribution of the lifetime of
the considered components, including the Weibull, gamma, log normal and even the normal. The most attention in the
literature has been devoted to the exponential distribution Exp(θ), with mean 1/θ , (which is, of course, a special case of
both Weibull and gamma). The exponential distribution is prominent in life testing experiments and reliability problems.
The prediction intervals for future oos’s from the exponential distribution have been studied bymany authors, among them
are Lawless [1], Lingappaiah [2,3], Geisser [4] and Balakrishnan and Lin [5]. Recently Sultan and Abd Ellah [6] developed
prediction intervals for the future oos’s from the exponential distribution based on a random sample with random size.
Raqab [7] obtained optimal prediction intervals for the future generalized order statistic with fixed sample size based on
an exponential distribution. In this paper by using two modified pivotal quantities, due to Lawless [1] and Lingappaiah [2],
we construct two exact prediction intervals for future generalized order statistics (gos’s) based on a random sample with
random size from the exponential distribution.
Generalized order statistics have been introduced in [8] as a unification of several models of ascending-ordered random
variables (rv’s). The joint probability density function (pdf) of uniform gos’s U(r, n, m˜, k), r = 1, 2, . . . , n, is defined by
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f (m˜,k)1,2,...,n:n(u1, u2, . . . , un) = f (m˜,k)U(1,n,m˜,k),U(2,n,m˜,k),...,U(n,n,m˜,k):n(u1, u2, . . . , un)
=

n∏
j=1
γj,n

n−1∏
j=1
(1− uj)γj,n−γj+1,n−1

(1− un)γn,n−1,
on the cone {(u1, . . . , un) : 0 ≤ u1 ≤ · · · ≤ un < 1} ⊂ Rn, with parameters γ1,n, . . . , γn,n > 0. The parameters γ1,n, . . . ,
γn,n are defined by γn,n = k > 0 and γr,n = k + n − r + ∑n−1j=r mj = k + M ′r , r = 1, 2, . . . , n − 1, where M ′r =∑n−1
j=r m
′
j,m
′
j = mj + 1, m˜ = (m1,m2, . . . ,mn−1),m1,m2, . . . ,mn−1 ∈ R, and n ≥ 2 is a positive integer. General-
ized order statistics based on some cumulative distribution function (cdf) F are defined via the quantile transformation
X(r, n, m˜, k) = F−1(U(r, n, m˜, k)), r = 1, 2, . . . , n. Particular choices of the parameters γ1,n, . . . , γn,n lead to different
models, e.g.,m-gos’s (γn,n = k, γr,n = k+(n−r)(m+1), r = 1, . . . , n−1), oos’s (γn,n = 1, γr,n = n−r+1, r = 1, . . . , n−1,
i.e., k = 1,mi = 0, i = 1, . . . , n − 1), sequential order statistics (sos’s) (γn,n = αn, γr,n = (n − r + 1)αr , αr > 0, r =
1, . . . , n−1), progressive type II censored order statistics (pos’s) with censoring scheme (R1, . . . , RM)(γn,n = RM+1, γr,n =
n − r + 1 +∑Mj=r Rj, if r ≤ M − 1 and γr,n = n − r + 1 + RM , if r ≥ M) and upper records (γr,n = 1, 1 ≤ r ≤ n, i.e.,
k = 1,mi = −1, i = 1, . . . , n − 1) (see [8–10]). Therefore, all the results obtained in the model of gos’s can be applied to
the particular models choosing the respective parameters.
In a wide subclass of gos’s, where m1 = m2 = · · · = mr−1 = m, Kamps [8] derived the marginal pdf of the rth gos and
the joint pdf of the rth and the sth gos, which are given by
f (m,k)r:n (xr) =
Cr−1,n
Γ (r)
F
γr,n−1
(xr)g r−1m (F(xr))f (xr), −∞ < xr <∞, (1.1)
and
f (m,k)r,s:n (xr , xs) =
Cs−1,n
Γ (r)Γ (s− r)F
m
(xr)g r−1m (F(xr)) (gm(F(xs))− gm(F(xr)))s−r−1 F γs,n−1(xs)f (xr)f (xs),
−∞ < xr < xs <∞, (1.2)
where Cr−1,n =∏ri=1 γi,n, r = 1, 2, . . . , n, and
gm(x) =

1
m+ 1

1− (1− x)m+1 , m ≠ −1;
for x ∈ [0, 1).
− log(1− x), m = −1.
In this paper we will use the first observed r lower gos’s, X(1,N,m, k), . . . , X(r,N,m, k), wherem > −1 (see Remark 2.1)
andN is assumed to be apositive integer-valued randomvariable (rv), to construct prediction intervals for the sth gos (r < s),
through the following two modified statistics, which are used for oos by Lawless [1] and Lingappaiah [2], respectively,
Ur,s = X(s,N,m, k)− X(r,N,m, k)X(r,N,m, k) , (1.3)
Vr,s = X(s,N,m, k)− X(r,N,m, k)Tr,m:N , (1.4)
where N ≥ s > r (the condition N ≥ s means that we will deal with the left truncated distribution function of N at
s instead of the distribution function of N it self, see Theorems 2.1 and 2.2 and their corollaries) and Tr,m:N = (m +
1)
∑r−1
i=1 X(i,N,m, k)+ γr,nX(r,N,m, k).
The paper is organized as follows, in Section 2, we derived the cdf of the two pivotal statistics Ur,s and Vr,s when the
sample size N is a rv. Three special cases for the distribution of N are presented for each statistic, namely, negative binomial,
binomial and Poisson distributions. In order to heighten the efficiency and the usefulness of the paper’s technique, the
probability coverage aswell as the averagewidth for the proposed confidence intervals were calculated in Section 3 through
a simulation study for the three important different models oos’s, sos’s and Pfeifers record.
2. The cdf’s of basic pivotal statistics
In this section, we derive the pdf and the cdf of statistics Ur,s and Vr,s, when the sample size is assumed to be a positive
integer rv, which is independent of the observations.
Theorem 2.1. Assume that X(1,N,m, k), . . . , X(r,N,m, k),m > −1, are the first observed lower gos’s based on the exponen-
tial distribution Exp(θ) and let the sample size N be a positive integer-valued rv. Then the cdf F (m,k)Ur,s:N of the statistic Ur,s is given by
F (m,k)Ur,s:N(u) = 1−
A(1)(r, s)
P(N ≥ s)
∞−
n=s
r−1
i=0
s−r−1
j=0
B(1)i,j (n, r, s)

γs−j,n(γr−i,n + γs−j,nu)
−1 P(N = n), u ≥ 0, (2.1)
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where
A(1)(r, s) = (m+ 1)s−2Γ (r)Γ (s− r)−1 and B(1)i,j (n, r, s) = (−1)i+j  r − 1i

s− r − 1
j

Cs−1,n.
Proof. The joint pdf of the rth and sth (r < s) gos’s with random sample size N can be easily derived by using (1.2) with an
application of the method of Raghunandanan and Patil [11] and Buhrman [12]
f (m,k)r,s:N (xr , xs) =
1
P(N ≥ s)
∞−
n=s
f (m,k)r,s:n (xr , xs)P(N = n).
Therefore, by using the transformations Wr,s = X(s,N,m, k) − X(r,N,m, k) and Y = X(r,N,m, k), when N is a positive
integer-valued rv, we get
f (m,k)Wr,s,Y :N(w, y) =
A⋆(r, s)
P(N ≥ s)
∞−
n=s
Cs−1,ne−γr,nθy

1− e−(m+1)θyr−1 e−γs,nθw 1− e−(m+1)θws−r−1 P(N = n),
w > 0, y > 0, (2.2)
whereA⋆(r, s) = θ2A(1)(r, s) = θ2 (m+ 1)s−2 Γ (r)Γ (s− r)−1. Now, by settingUr,s = Wr,sY , and after routine evaluations,
the joint pdf of Ur,s and Y takes the form
f (m,k)Ur,s,Y :N(u, y) =
A⋆(r, s)
P(N ≥ s)
∞−
n=s
Cs−1,nye−γr,nθy[1− e−(m+1)θy]r−1e−γs,nuyθ

1− e−(m+1)θuys−r−1 P(N = n),
u > 0, y > 0.
Therefore, we get
f (m,k)Ur,s:N(u) =
∫ ∞
0
f (m,k)Ur,s,Y (u, y)dy
= A
⋆(r, s)
P(N ≥ s)
∞−
n=s
r−1
i=0
s−r−1
j=0
(−1)(i+j)

r − 1
i

s− r − 1
j

Cs−1,nIi,j(u; n, r, s)P(N = n),
where
Ii,j(u; n, r, s) =
∫ ∞
0
ye−(θ(γr−i,n+γs−j,nu))ydy = [θ(γr−i,n + γs−j,nu)]−2.
Thus,
f (m,k)Ur,s:N(u) =
A(1)(r, s)
P(N ≥ s)
∞−
n=s
r−1
i=0
s−r−1
j=0
(−1)i+jCs−1,n

r − 1
i

s− r − 1
j

(γr−i,n + γs−j,nu)−2P(N = n), u > 0. (2.3)
Hence, by using (2.3) we obtain (2.1) and the theorem is proved. 
Corollary 2.1. Under the conditions of Theorem 2.1, if P(N = n) = 1, n ≥ s (i.e., N is a non-random integer), then
F (m,k)Ur,s:n(u) = 1− A(1)(r, s)
r−1
i=0
s−r−1
j=0
B(1)i,j (n, r, s)

γs−j,n(γr−i,n + γs−j,nu)
−1
, u ≥ 0. (2.4)
Three important special cases of Theorem 2.1 are formulated in the following corollary.
Corollary 2.2. (I) Under the conditions of Theorem 2.1, if N has a negative binomial distribution with parameters ℓ and
p (N ∼ NB(ℓ, p)) the cdf F (m,k)Ur,s:N(u) takes the form
F (m,k)Ur,s:Neg(u) = 1− A(1)Neg(r, s)
∞−
n=max(ℓ,s)
r−1
i=0
s−r−1
j=0
B(1)i,j (n, r, s)

n− 1
ℓ− 1

pℓ(1− p)n−ℓ
× γs−j,n(γr−i,n + γs−j,nu)−1 , u ≥ 0, (2.5)
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where
A(1)Neg(r, s) =

A(1)(r, s), if s ≤ ℓ,
1−
s−1
t=ℓ

t − 1
ℓ− 1

pℓ(1− p)t−ℓ
−1
A(1)(r, s), if s > ℓ.
(II) Under the conditions of Theorem 2.1, if N is a binomially distributedwith parameters ℓ and p (N ∼ B(ℓ, p)) the cdf F (m,k)Ur,s:N(u)
takes the form
F (m,k)Ur,s:Bin(u) = 1− A(1)Bin(r, s)
ℓ−
n=s
r−1
i=0
s−r−1
j=0
B(1)i,j (n, r, s)

ℓ
n

pn(1− p)ℓ−n
× γs−j,n(γr−i,n + γs−j,nu)−1 , u ≥ 0, (2.6)
where A(1)Bin(r, s) =

1−∑s−1t=0  ℓt  pt(1− p)ℓ−t−1 A(1)(r, s).
(III) Under the conditions of Theorem 2.1, if N has a Poisson distribution with parameter λ (N ∼ P(λ)) the cdf F (m,k)Ur,s:N(u) takes
the form
F (m,k)Ur,s:Poi(u) = 1− A(1)Poi(r, s)
∞−
n=s
r−1
i=0
s−r−1
j=0
B(1)i,j (n, r, s)λ
n n!γs−j,n(γr−i,n + γs−j,nu)−1 , u ≥ 0, (2.7)
where A(1)Poi(r, s) =

1−∑s−1t=0 e−λλtt! −1 e−λA(1)(r, s).
In the following theorem the cdf of the statistic Vr,s is derived.
Theorem 2.2. Suppose that X(1,N,m, k), . . . , X(r,N,m, k),m > −1 are the first lower gos’s based on the exponential distri-
bution Exp(θ) and let the sample size N be a positive integer-valued rv. Then the cdf of the statistic Vr,s is given by
F (m,k)Vr,s:N(v) = 1−
A(2)(r, s)
P(N ≥ s)
∞−
n=s
s−r−1
i=0
B(2)i (n, r, s)

γs−i,n(1+ γs−i,nv)r
−1 P(N = n), v ≥ 0, (2.8)
where
A(2)(r, s) = (m+ 1)s−r−1Γ (s− r)−1 and B(2)i (n, r, s) = (−1)i Cs−1,nCr−1,n

s− r − 1
i

.
Proof. Since
Tr,m:n = (m+ 1)
r−1
i=1
X(i, n,m, k)+ γr,nX(r, n,m, k)
=
r−
i=1
γi,n(X(i, n,m, k)− X(i− 1, n,m, k))
=
r−
i=1
Z(i, n,m, k), with X(0, n,m, k) ≡ 0,
where the normalizing spacings Z(i, n,m, k), i = 1, 2, . . . , n, are independent and identically distributed according to
Exp(θ) (see [8], Theorem 3.3.5 and [9]), the statistic Tr,m has a gamma distribution with the pdf
f (m,k)Tr,m (t) =
θ r
Γ (r)
t r−1e−θ t , t > 0, θ > 0. (2.9)
On the other hand, sinceWr,s = X(s,N,m, k)−X(r,N,m, k) and Tr,m are independent, the joint pdf ofWr,s and Tr,m is given
by
f (m,k)Tr,m,Wr,s:N(t, w) = f (m,k)Tr,m (t)f (m,k)Wr,s:N(w). (2.10)
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By (2.2) we get
f (m,k)Wr,s:N(w) =
∫ ∞
0
f (m,k)Wr,s,Y :N(w, y)dy
= A˜(r, s)
P(N ≥ s)
∞−
n=s
Cs−1,ne−γs,nθw

1− e−(m+1)θws−r−1 Jr(m, θ)P(N = n), (2.11)
where A˜(r, s) = θ2A(2)(r, s) = θ2 (m+ 1)s−r−1Γ (s− r)−1 and
Jr(m, θ) =
∫ ∞
0
e−γr,n θy

1− e−(m+1)θyr−1 dy = Γ (r)Γ  γr,nm+1 
θ(m+ 1)Γ r + γr,nm+1  .
Therefore, (2.11) can be written in the form
f (m,k)Wr,s:N(w) =
A(2)(r, s)θ
P(N ≥ s)
∞−
n=s
Cs−1,n
Cr−1,n
e−γs,nθw

1− e−(m+1)θws−r−1 P(N = n), w > 0, (2.12)
where A(2)(r, s) = (m+ 1)s−r−1Γ (s− r)−1. Combining (2.9), (2.10) and (2.12) we get
f (m,k)Tr,m,Wr,s:N(t, w) =
A(2)(r, s)θ r+1
Γ (r)P(N ≥ s)
∞−
n=s

Cs−1,n
Cr−1,n
t r−1e−θ(t+γs,nw)

1− e−(m+1)θws−r−1 P(N = n) ,
t > 0, w > 0. (2.13)
Set Vr,s = Wr,sTr,m . Hence the joint pdf of Tr,m and Vr,s can be written as
f (m,k)Tr,m,Vr,s:N(t, v) = tf (m,k)Tr,m,Wr,s:N(t, tv)
= A
(2)(r, s)θ r+1
Γ (r)P(N ≥ s)
∞−
n=s

Cs−1,n
Cr−1,n
t re−(1+γs,nv)θ t

1− e−(m+1)θ tvs−r−1 P(N = n) , t > 0, w > 0.
Therefore, we get
f (m,k)Vr,s:N (v) =
∫ ∞
0
f (m,k)Tr,m,Vr,s:N(t, v)dt =
A(2)(r, s)θ r+1
Γ (r)P(N ≥ s)
∞−
n=s
Cs−1,n
Cr−1,n
I(v; r, s)P(N = n),
where
I(v; r, s) =
s−r−1
i=0
(−1)i

s− r − 1
i
∫ ∞
0
t re−(1+γs−i,nv)θ tdt
=
s−r−1
i=0
(−1)i

s− r − 1
i

Γ (r + 1)
θ r+1(1+ γs−i,nv)r+1 .
Thus, we get
f (m,k)Vr,s:N (v) =
rA(2)(r, s)
P(N ≥ s)
∞−
n=s
s−r−1
i=0
(−1)i

s− r − 1
i

Cs−1,n
Cr−1,n
(1+ γs−i,nv)−(r+1)P(N = n), v > 0. (2.14)
Integrating (2.14) and simplifying the resulting terms we obtain (2.8). This completes the proof of the theorem. 
Corollary 2.3. Under the conditions of Theorem 2.2, if P(N = n) = 1, n ≥ s, we have
F (m,k)Vr,s:n (v) = 1− A(2)(r, s)
s−r−1
i=0
B(2)i (n, r, s)

γs−i,n(1+ γs−i,nv)r
−1
, v ≥ 0. (2.15)
Corollary 2.4. (I) Under the conditions of Theorem 2.2, if N ∼ NB(ℓ, p), we have
F (m,k)Vr,s:Neg(v) = 1− A(2)Neg(r, s)
∞−
n=max(ℓ,s)
s−r−1
i=0
B(2)i (n, r, s)

n− 1
ℓ− 1

pℓ(1− p)n−ℓ γs−i,n(1+ γs−i,nv)r−1 ,
v ≥ 0, (2.16)
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where
A(2)Neg(r, s) =

A(2)(r, s), if s ≤ ℓ,
1−
s−1
t=ℓ

t − 1
ℓ− 1

pℓ(1− p)t−ℓ
−1
A(2)(r, s), if s > ℓ.
(II) Under the conditions of Theorem 2.2, if N ∼ B(ℓ, p), we have
F (m,k)Vr,s:Bin(v) = 1− A(2)Bin(r, s)
ℓ−
n=s
s−r−1
i=0
B(2)i (n, r, s)

ℓ
n

pn(1− p)ℓ−n γs−i,n(1+ γs−i,nv)r−1 , v ≥ 0, (2.17)
where A(2)Bin(r, s) =

1−∑s−1t=0  ℓt  pt(1− p)ℓ−t−1 A(2)(r, s).
(III) Under the conditions of Theorem 2.2, if N ∼ P(λ), we have
F (m,k)Vr,s:Poi(v) = 1− A(2)Poi(r, s)
∞−
n=s
s−r−1
i=0
B(2)i (n, r, s)λ
n n!γs−i,n(1+ γs−i,nv)r−1 , v ≥ 0, (2.18)
where A(2)Poi(r, s) =

1−∑s−1t=0 e−λλtt! −1 e−λA(2)(r, s).
Remark 2.1.
(i) Although, most of the important practical models ofm-gos’s are included under the conditionm > −1, such as oos’s, os
with non-integer sample size, sos’s and Pfeifer’s record model (see Figs. 1–3), the results of this paper can be extended
to the casem < −1. Namely, in view of Remark 3.1.4 of Kamps [8], we can replace X(t;N;m; k), for each t = 1, 2, . . . , s
by X(t,N,−m− 2, k′), where k− k′ = −(2N − t − 1)(m+ 1). Therefore, the only model which is excluded from our
study is the recordmodel. Furthermore, the pos’smodel is includedwith very special censoring scheme (R, . . . , R) ∈ Np,
with k = pR ∈ N andm = R ∈ N.
(ii) We notice that E

ULr,s
 = ∞, for all L ≥ 1, i.e., the moments of the statistic Ur,s do not exist, while E[V Lr,s] < ∞, for all
L < r − 1. The (1−α)100% predictive confidence interval for the future sth gos, X(s,N,m, k), based on the statistic Ur,s
is given by
P(xr < X(s,N,m, k) < (1+ u)xr) = 1− α, (2.19)
where xr is an observed value of X(r,N,m, k) and u can be obtained from (2.1) by solving the nonlinear equation
F (m,k)Ur,s:N(u) = 1− α.
Similarly, the (1 − α)100% predictive confidence interval for the future sth gos, X(s,N,m, k), based on the statistic Vr,s is
given by
P(xr < X(s,N,m, k) < xr + vtr,m) = 1− α, (2.20)
where xr and tr,m are the observed values of X(r,N,m, k) and Tr,m, respectively. Moreover, v can be obtained from (2.8) by
solving the nonlinear equation F (m,k)Vr,s:N(v) = 1− α.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
x
0.2
0.4
0.6
0.8
1.0
F(x) 
FV
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Fig. 1. Cdf of U6,8 and V6,8 when N ∼ NB(4, 0.2) (oos’s).
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Fig. 2. Cdf of U10,11 and V10,11 when N ∼ P(4) (sos’s).
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Fig. 3. Cdf of U8,10 and V8,10 when N ∼ B(20, 0.7) (Pfeifer’s record).
3. Simulation study
To explain the efficiency of the methods used in Section 2, for each s we generate 10,000 random samples each sample
being of random size N . The average value N¯ of N (i.e., the sample mean of N) for these observed samples is determined as
well as its integer part N˜ = round[N¯]. Moreover, the probability coverage and the average interval width based on the two
statistics Ur,s and Vr,s are calculated for the following three models (see Tables 3–9):
(a) Ordinary order statistics, wherem = 0, k = 1,
(b) Sequential order statistics, wherem = k = 1, γi,n = 2(n− i)+ 1, i.e.αi = 2− (n− i+ 1)−1, i ∈ {1, 2, . . . , n− 1}, with
γn,n = k = 1,
(c) Pfeifer’s record, wherem = 1/n− 1, k = 1/n, with γi,n = βi = (n− i+ 1)/n, i ∈ {1, 2, . . . , n− 1}, γn,n = k = 1/n.
The random sample size N in this study is assumed to be distributed as (i) negative binomial NB(4, p) (see Table 1, for
different values of p, or (ii) binomial distribution B(20, p) (see Table 2, for some values of p, or (iii) Poisson distribution P(λ),
for different values of λ. The following algorithm is used to generate gos’s based on any continuous cdf F (see [13,10]).
1. Generate n independent Uniform (0, 1) observationsW1, . . . ,Wn.
2. Set Vi = W
1
γi,n
i , for i = 1, 2, . . . , n.
3. Set U(r, n, m˜, k) = 1−∏ri=1 Vi.
4. Set X(r, n, m˜, k) = F−1(U(r, n, m˜, k)), then X(r, n, m˜, k), for r = 1, 2, . . . , n, is the rth gos based on the cdf F .
The computations proceed as follows:
Step 1 choose the model i.e. the values ofm and k,
Step 2 choose the values of r and s,
Step 3 choose the distribution of N ,
Step 4 solve the nonlinear equations F (m,k)Ur,s:N(u) = 1−α and F (m,k)Vr,s:N(v) = 1−α to obtain the value of u and v at α = 0.05, 0.1,
Step 5 generate a random integer from the truncated negative binomial, or binomial, or Poisson, distribution at s, say Ns,
Step 6 generate a random sample of size Ns from the selected model based on Exp(1),
Step 7 determine the lower and the upper bounds of the predictive intervals using steps 4, 6 and relations (2.19) and (2.20),
Step 8 define a counter, c , in the following manner: c = c + 1, if X(s,N,m, k) lies within the predictive interval, otherwise
set c = c ,
Step 9 repeat steps 5, 6, 7 and 8, 10,000 times, and then compute N˜ , the probability coverage (c/10, 000) and the average
interval width of of the predictive confidence interval (PCI) of X(s,N,m, k).
Finally, all the computations are carried out by Mathematica 7.
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Table 1
Probability coverage and average width when N ∼ NB(4, p), p = 0.2, 0.5, 0.8 (oos’s).
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 0.2 20 0.8897 0.9438 0.2807 0.4015 0.9016 0.9507 0.3264 0.5321
0.5 9 0.8999 0.9505 1.2250 1.7623 0.9028 0.9508 1.4025 2.1415
0.8 7 0.9046 0.9505 2.2781 3.2141 0.9016 0.9539 2.3204 3.2945
8 0.2 21 0.8951 0.9451 0.5013 0.6835 0.9042 0.9517 0.6427 1.0037
0.5 10 0.8982 0.9488 1.9310 2.6394 0.894 0.9466 2.2170 3.1424
0.8 8 0.8965 0.9472 3.1710 4.2665 0.8983 0.9468 3.2760 4.4185
9 0.2 21 0.8995 0.948 0.7543 1.0041 0.8977 0.9527 0.9622 1.4604
0.5 11 0.8966 0.9496 2.4945 3.3330 0.898 0.9516 2.7903 3.8250
0.8 9 0.8976 0.9488 3.8042 5.0075 0.8996 0.9482 3.8746 5.1141
10 0.2 21 0.8939 0.9464 0.9657 1.2833 0.9002 0.9491 1.2569 1.8631
0.5 12 0.8994 0.949 2.9301 3.8621 0.9004 0.9500 3.2483 4.3666
0.8 10 0.9016 0.9517 4.2397 5.5138 0.9015 0.9500 4.3176 5.6280
11 0.2 22 0.899 0.9515 1.2020 1.5803 0.8977 0.9479 1.5434 2.2410
0.5 13 0.8939 0.9456 3.2781 4.2811 0.8937 0.9467 3.5870 4.7595
0.8 11 0.9002 0.9501 4.6262 5.9681 0.9017 0.9513 4.6975 6.0722
8 9 0.2 21 0.9030 0.9509 0.3286 0.4636 0.9022 0.9525 0.3881 0.6487
0.5 11 0.8972 0.9479 1.3230 1.8840 0.9007 0.9492 1.4992 2.2322
0.8 9 0.9037 0.9546 2.2631 3.1449 0.9035 0.9522 2.3031 3.2090
10 0.2 21 0.8989 0.9499 0.5846 0.7885 0.9008 0.9503 0.7440 1.1698
0.5 12 0.9034 0.9506 1.9858 2.6773 0.9028 0.9504 2.2473 3.1146
0.8 10 0.8959 0.9488 3.1047 4.1025 0.8965 0.9488 3.1543 4.1742
11 0.2 22 0.9028 0.953 0.8082 1.073 0.8992 0.9524 1.0605 1.6012
0.5 13 0.9011 0.9496 2.4827 3.2660 0.9025 0.9503 2.7662 3.7131
0.8 11 0.8995 0.9491 3.6448 4.7119 0.8996 0.9483 3.6954 4.7834
10 11 0.2 22 0.8948 0.9483 0.3690 0.5253 0.8996 0.9502 0.4539 0.7669
0.5 13 0.8965 0.9506 1.3839 1.9580 0.8972 0.9502 1.5508 2.2728
0.8 11 0.8991 0.9505 2.2552 3.1065 0.9011 0.9494 2.2691 3.1276
Table 2
Probability coverage and average width when N ∼ B(20, p), p = 0.2, 0.5, 0.8 (oos’s).
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 0.2 8 0.9047 0.9537 2.2403 3.1634 0.9062 0.9522 2.2984 3.2716
0.5 9 0.9046 0.9517 1.2702 1.8168 0.9066 0.9493 1.3976 2.1067
0.8 16 0.8980 0.9513 0.2893 0.4011 0.8999 0.9497 0.2915 0.4080
– 16a 0.9043 0.9498 0.2821 0.3908 0.9049 0.9504 0.2815 0.3897
8 0.2 8 0.8987 0.9530 3.2183 4.3234 0.9028 0.9524 3.2841 4.4270
0.5 9 0.8976 0.9463 2.1720 2.9511 0.8990 0.9478 2.3701 3.3095
0.8 16 0.8983 0.9499 0.5451 0.7181 0.8995 0.9504 0.5528 0.7375
– 16a 0.9015 0.9504 0.5253 0.6910 0.9013 0.9505 0.5238 0.6885
9 0.2 9 0.8978 0.9485 3.9072 5.1371 0.8995 0.9491 3.9649 5.2224
0.5 10 0.9004 0.9529 2.9526 3.9177 0.9023 0.9520 3.1615 4.2596
0.8 16 0.8970 0.9469 0.8134 1.0496 0.8978 0.9492 0.8356 1.0952
– 16a 0.8965 0.9484 0.7814 1.0056 0.8956 0.9482 0.7791 1.0020
10 0.2 10 0.8978 0.9497 4.3914 5.7015 0.8984 0.9487 4.4247 5.7503
0.5 11 0.9008 0.9521 3.5852 4.6880 0.9014 0.9497 3.7607 4.9625
0.8 16 0.9056 0.9564 1.1438 1.4613 0.9040 0.9539 1.1809 1.5380
– 16a 0.9044 0.9526 1.0876 1.3826 0.9055 0.9526 1.084 1.3772
11 0.2 11 0.9022 0.9506 4.8502 6.2443 0.9 0.9506 4.8687 6.2712
0.5 12 0.9007 0.9498 4.1856 5.4182 0.8993 0.9506 4.3234 5.6280
0.8 16 0.8973 0.9470 1.5046 1.9149 0.8948 0.9467 1.5678 2.0421
– 16a 0.9012 0.9519 1.4254 1.7979 0.9005 0.9525 1.4207 1.7908
8 9 0.2 9 0.9017 0.9513 2.3276 3.2282 0.9030 0.9515 2.3366 3.2436
0.5 10 0.9030 0.9530 1.6486 2.3231 0.9038 0.9519 1.7609 2.5471
0.8 16 0.9055 0.9545 0.3509 0.4798 0.9055 0.9543 0.3564 0.4959
– 16a 0.8978 0.9507 0.3353 0.4572 0.896 0.951 0.3340 0.4549
10 0.2 10 0.9056 0.9520 3.2447 4.2767 0.9063 0.9537 3.2729 4.3117
0.5 11 0.8987 0.9494 2.5644 3.4176 0.8952 0.9489 2.7013 3.6438
0.8 16 0.9036 0.9505 0.6694 0.8694 0.9033 0.9519 0.6893 0.9170
– 16a 0.8987 0.9477 0.6290 0.8120 0.8984 0.9492 0.6257 0.8069
(continued on next page)
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Table 2 (continued)
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
11 0.2 11 0.8986 0.9485 3.8294 4.9362 0.8964 0.9487 3.8337 4.9381
0.5 12 0.8974 0.9480 3.2475 4.2195 0.8963 0.9466 3.3587 4.3921
0.8 16 0.8956 0.9449 1.0244 1.3063 0.8941 0.9479 1.0690 1.4050
– 16a 0.8988 0.9465 0.9530 1.2021 0.8975 0.9469 0.9475 1.1937
10 11 0.2 11 0.9018 0.9501 2.4123 3.3071 0.9030 0.9487 2.3947 3.2726
0.5 12 0.9020 0.9515 1.9431 2.6985 0.8993 0.9519 2.0093 2.8193
0.8 16 0.9025 0.9530 0.4734 0.6468 0.9051 0.9529 0.4881 0.6898
– 16a 0.9036 0.9510 0.4325 0.5845 0.9027 0.9518 0.4293 0.5791
a Means fixed sample size.
Table 3
Probability coverage and average width when N ∼ P(λ), λ = 4, 8, 16 (oos’s).
r s λ N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 4 8 0.9002 0.9515 2.0070 2.8470 0.8996 0.9521 2.1148 3.0434
8 9 0.8948 0.9454 1.1555 1.6603 0.8948 0.9460 1.3035 1.9947
16 16 0.8917 0.9476 0.3243 0.4546 0.8953 0.9478 0.3429 0.5113
8 4 9 0.9010 0.9509 2.9312 3.9530 0.8979 0.9486 3.0490 4.1441
8 10 0.8983 0.9497 1.9216 2.6224 0.9009 0.9494 2.1677 3.0696
16 16 0.8966 0.9477 0.6167 0.8242 0.8982 0.9513 0.6816 0.9808
9 4 10 0.9002 0.9471 3.5841 4.7290 0.8990 0.9482 3.6976 4.9041
8 11 0.9000 0.9512 2.5535 3.4047 0.9034 0.9528 2.8392 3.8772
16 16 0.9026 0.9534 0.9359 1.2307 0.9052 0.9515 1.0606 1.5052
10 4 10 0.8971 0.9467 4.0719 5.3041 0.8940 0.9486 4.1719 5.4550
8 11 0.9046 0.9514 3.1126 4.0917 0.9063 0.9512 3.3747 4.5108
16 16 0.8984 0.9497 1.2793 1.6712 0.8982 0.9513 1.4604 2.0478
11 4 11 0.8985 0.9469 4.4466 5.7427 0.8984 0.9475 4.5427 5.8837
8 12 0.9020 0.9489 3.5940 4.6785 0.8971 0.9498 3.8300 5.0461
16 17 0.9022 0.9509 1.6569 2.1575 0.9008 0.9495 1.9029 2.6331
8 9 4 10 0.8995 0.9502 2.0929 2.9204 0.9026 0.9501 2.1609 3.0376
8 11 0.9028 0.9504 1.3669 1.9408 0.9009 0.9498 1.5176 2.2459
16 16 0.8993 0.9509 0.4152 0.5794 0.9028 0.9516 0.4511 0.6911
10 4 11 0.8938 0.9474 2.9336 3.8860 0.8977 0.9479 3.0168 4.0113
8 11 0.9022 0.9511 2.1489 2.8864 0.8969 0.9506 2.3591 3.2437
16 16 0.8955 0.9455 0.7638 1.0186 0.8984 0.9493 0.8778 1.2871
11 4 11 0.9051 0.9526 3.5074 4.5413 0.9034 0.9527 3.5784 4.6450
8 12 0.9006 0.9515 2.7204 3.5629 0.9016 0.9502 2.9467 3.9193
16 17 0.8961 0.9451 1.1344 1.4883 0.8956 0.9469 1.3231 1.8839
10 11 4 11 0.9017 0.9493 2.1591 2.9815 0.9022 0.9497 2.1939 3.0388
8 12 0.9057 0.9501 1.5483 2.1766 0.9053 0.9502 1.6912 2.4416
16 17 0.9002 0.9494 0.5331 0.7504 0.9005 0.9511 0.6027 0.9462
Table 4
Probability coverage and average width when N ∼ NB(4, p), p = 0.4, 0.6, 0.8 (sos’s).
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 0.4 11 0.8965 0.9470 0.5872 0.8946 0.8959 0.9478 0.7459 1.3158
0.6 9 0.8947 0.9464 1.3073 1.9512 0.8958 0.9467 1.5574 2.4129
0.8 7 0.9002 0.9477 2.1451 3.0834 0.8990 0.9481 2.2582 3.2509
8 0.4 12 0.8983 0.9517 0.9687 1.4073 0.9014 0.9535 1.2521 1.9834
0.6 9 0.8989 0.9472 1.8714 2.6475 0.8993 0.9477 2.1514 3.1047
0.8 8 0.9027 0.9540 2.7471 3.7774 0.9051 0.9540 2.8663 3.9461
9 0.4 12 0.9033 0.9535 1.2864 1.8250 0.9042 0.9537 1.6275 2.4474
0.6 10 0.9025 0.9507 2.2679 3.1313 0.9042 0.9494 2.5376 3.5522
0.8 9 0.8968 0.9494 3.0922 4.1701 0.8972 0.9494 3.2093 4.3336
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Table 4 (continued)
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
10 0.4 13 0.8969 0.9498 1.5763 2.2014 0.8976 0.9492 1.9209 2.7999
0.6 11 0.9019 0.9516 2.5723 3.4997 0.9011 0.9515 2.8264 3.8864
0.8 10 0.8964 0.9471 3.3999 4.5322 0.8949 0.9487 3.4923 4.6614
11 0.4 14 0.9017 0.9486 1.8007 2.4860 0.9017 0.9489 2.1524 3.0723
0.6 12 0.8936 0.9457 2.8303 3.8119 0.8945 0.9469 3.0604 4.1578
0.8 11 0.9004 0.9480 3.5678 4.7184 0.9023 0.9489 3.6539 4.8385
8 9 0.4 12 0.8976 0.9469 0.7116 1.0913 0.8989 0.9459 0.9197 1.5669
0.6 10 0.9001 0.9475 1.4366 2.1104 0.8993 0.9492 1.6606 2.4902
0.8 9 0.9016 0.9508 2.1636 3.0581 0.9031 0.9506 2.2399 3.1566
10 0.4 13 0.9026 0.9502 1.0957 1.5867 0.9017 0.9524 1.3950 2.1453
0.6 11 0.8986 0.9492 1.9575 2.7257 0.8998 0.9508 2.1964 3.0942
0.8 10 0.9046 0.9520 2.6865 3.6328 0.9058 0.9526 2.7714 3.7425
11 0.4 14 0.8962 0.9498 1.3834 1.9477 0.8969 0.9470 1.7125 2.5134
0.6 12 0.9020 0.9497 2.2906 3.1129 0.9002 0.9494 2.5273 3.4643
0.8 11 0.8961 0.9477 2.9963 3.9729 0.8986 0.9489 3.0732 4.0728
10 11 0.4 14 0.9026 0.9521 0.79605 1.2199 0.9014 0.9516 1.0265 1.6985
0.6 12 0.8991 0.9493 1.5009 2.1820 0.9008 0.9498 1.7115 2.5196
0.8 11 0.8974 0.9470 2.1534 3.0137 0.8969 0.9484 2.2032 3.0675
Table 5
Probability coverage and average width when N ∼ B(20, p), p = 0.2, 0.5, 0.8 (sos’s).
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 0.2 8 0.8985 0.9475 2.0875 3.0093 0.8990 0.9470 2.2081 3.1951
0.5 9 0.9031 0.9517 0.9663 1.4533 0.9057 0.9499 1.1768 1.8533
0.8 16 0.9035 0.9512 0.1531 0.2124 0.9004 0.9513 0.1557 0.2183
– 16a 0.8969 0.9478 0.1484 0.2055 0.8973 0.9484 0.1479 0.2048
8 0.2 8 0.8987 0.9517 2.7522 3.7826 0.9018 0.9500 2.8609 3.9370
0.5 9 0.8969 0.9470 1.6292 2.3168 0.8962 0.9484 1.8822 2.7698
0.8 16 0.8988 0.9524 0.2883 0.3800 0.9028 0.9506 0.2945 0.3938
– 16a 0.8979 0.9492 0.2781 0.3658 0.8962 0.9493 0.2771 0.3642
9 0.2 9 0.8968 0.9485 3.2121 4.3209 0.8973 0.9471 3.2969 4.4373
0.5 10 0.8989 0.9522 2.2285 3.0766 0.9015 0.9503 2.4667 3.4633
0.8 16 0.9016 0.9477 0.4384 0.5665 0.9018 0.9483 0.4523 0.5952
– 16a 0.9049 0.9515 0.4201 0.5407 0.9044 0.9514 0.4183 0.5380
10 0.2 10 0.9039 0.9559 3.5385 4.6987 0.8972 0.9499 3.6066 4.7899
0.5 11 0.9401 0.9516 3.3663 3.6712 0.8995 0.9513 2.9148 3.9828
0.8 16 0.8949 0.9501 0.6113 0.7833 0.8998 0.9503 0.6347 0.8324
– 16a 0.8996 0.946 0.5772 0.7339 0.8996 0.947 0.5748 0.7303
11 0.2 11 0.8988 0.9501 3.8370 5.0498 0.8992 0.9497 3.8751 5.0999
0.5 12 0.9044 0.9545 3.1396 4.1929 0.9046 0.9547 3.2955 4.4244
0.8 16 0.9029 0.9511 0.8219 1.0532 0.9029 0.9501 0.8619 1.1370
– 16a 0.8965 0.949 0.7624 0.9620 0.8972 0.9491 0.7596 0.9578
8 9 0.2 9 0.9067 0.9515 2.2455 3.1612 0.9029 0.9532 2.2899 3.2100
0.5 10 0.9018 0.9506 1.3914 2.0452 0.9032 0.9499 1.5854 2.3945
0.8 16 0.9010 0.9486 0.1896 0.2596 0.8980 0.9479 0.1923 0.2688
– 16a 0.8985 0.9488 0.1781 0.2428 0.8991 0.9491 0.1773 0.2414
10 0.2 10 0.9006 0.9490 2.8570 3.8427 0.9006 0.9490 2.8843 3.8684
0.5 11 0.8971 0.9481 2.0796 2.8771 0.8965 0.9479 2.2773 3.1821
0.8 16 0.8991 0.9502 0.36214 0.4719 0.8996 0.9488 0.3751 0.5032
– 16a 0.9002 0.9503 0.3349 0.4325 0.8992 0.9512 0.3329 0.4294
11 0.2 11 0.8998 0.9478 3.2188 4.2408 0.8988 0.9489 3.2472 4.2695
0.5 12 0.9006 0.9488 2.5658 3.4479 0.8967 0.9487 2.7294 3.6845
0.8 16 0.8993 0.9503 0.5693 0.7317 0.8987 0.9489 0.5945 0.7935
– 16a 0.9019 0.953 0.5170 0.6523 0.9033 0.9536 0.5141 0.6478
10 11 0.2 11 0.9060 0.9548 2.3648 3.2775 0.9063 0.9535 2.3545 3.2372
0.5 12 0.8989 0.9509 1.7678 2.5259 0.8969 0.9494 1.9006 2.7284
0.8 16 0.8960 0.9487 0.2663 0.3668 0.8981 0.9477 0.2758 0.3969
– 16a 0.9012 0.9511 0.2375 0.3211 0.9019 0.9528 0.2354 0.3176
a Means fixed sample size.
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Table 6
Probability coverage and average width when N ∼ P(λ), λ = 4, 8, 16 (sos’s).
r s λ N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 4 8 0.9002 0.9504 1.7977 2.6208 0.9014 0.9518 1.9865 2.9265
8 9 0.8987 0.9452 0.8448 1.2837 0.8998 0.9491 1.0421 1.7363
16 16 0.8921 0.9444 0.1698 0.2422 0.8995 0.9517 0.1886 0.2867
8 4 9 0.9034 0.9499 2.4635 3.4176 0.9015 0.9481 2.6408 3.6837
8 10 0.9016 0.9516 1.39015 1.9968 0.9038 0.9519 1.6757 2.5213
16 16 0.8941 0.9479 0.3349 0.4550 0.8993 0.9474 0.3807 0.5639
9 4 10 0.8992 0.9496 2.8800 3.9075 0.8963 0.9512 3.0394 4.1391
8 11 0.8987 0.9492 1.8671 2.6080 0.8985 0.9512 2.1575 3.0981
16 16 0.8916 0.9461 0.5172 0.6946 0.9435 0.9467 0.8508 0.8745
10 4 11 0.9021 0.9503 3.2112 4.2985 0.9014 0.9493 3.3421 4.4860
8 12 0.8997 0.9491 2.2409 3.0739 0.8996 0.9492 2.5184 3.5182
16 16 0.8978 0.9507 0.7147 0.9599 0.9003 0.9514 0.8402 1.2390
11 4 11 0.8970 0.9469 3.4667 4.5977 0.8982 0.9476 3.5721 4.7476
8 12 0.9005 0.9519 2.5616 3.4686 0.9010 0.9514 2.8230 3.8720
16 17 0.9059 0.9509 0.9363 1.2623 0.9044 0.9507 1.1080 1.6239
8 9 4 10 0.8936 0.9479 1.9560 2.7921 0.8981 0.9475 2.0809 2.9751
8 11 0.9018 0.9500 1.1023 1.6511 0.9029 0.9506 1.3288 2.0886
16 16 0.9020 0.9504 0.2294 0.3279 0.9051 0.9503 0.2563 0.4128
10 4 11 0.9013 0.9530 2.5173 3.4241 0.9029 0.9530 2.6427 3.5970
8 11 0.8988 0.9503 1.6627 2.3444 0.8974 0.9509 1.9248 2.7781
16 16 0.9013 0.9528 0.4424 0.6093 0.9009 0.9516 0.5163 0.8078
11 4 11 0.8977 0.9506 2.8853 3.8401 0.8982 0.9497 2.9958 3.9894
8 12 0.8986 0.9450 2.0677 2.8319 0.8993 0.9455 2.3221 3.2262
16 17 0.9027 0.9518 0.6595 0.9019 0.9024 0.9531 0.79508 1.2178
10 11 4 11 0.9005 0.9507 2.0435 2.8764 0.8994 0.9497 2.1231 2.9794
8 12 0.9019 0.9516 1.3231 1.9470 0.9026 0.9526 1.5383 2.3181
16 17 0.9011 0.9513 0.3227 0.4752 0.9026 0.9517 0.3778 0.6539
Table 7
Probability coverage and average width when N ∼ NB(4, p), p = 0.4, 0.6, 0.8 (Pfeifer’s record).
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 0.4 11 0.8985 0.9482 8.3647 12.0514 0.8991 0.9487 8.7495 12.9898
0.6 9 0.8968 0.9490 12.6539 18.1016 0.8982 0.9485 13.0591 18.9056
0.8 7 0.8991 0.9510 16.9427 23.9045 0.8989 0.9508 16.8348 23.7422
8 0.4 12 0.9006 0.9482 15.3034 21.0014 0.8981 0.9471 15.9895 22.3539
0.6 9 0.8936 0.9469 21.5353 29.2631 0.8950 0.9455 22.0265 30.0964
0.8 8 0.8999 0.9493 26.7111 35.8977 0.9028 0.9504 26.6911 35.8364
9 0.4 12 0.8990 0.9503 21.9393 29.4615 0.8978 0.9518 22.7928 30.9785
0.6 10 0.9006 0.9496 29.8768 39.6972 0.9047 0.9513 30.4142 40.5380
0.8 9 0.8962 0.9484 35.5853 46.8413 0.8956 0.9479 35.4555 46.6304
10 0.4 13 0.8939 0.9464 28.8464 38.2280 0.8925 0.9469 29.7154 39.7069
0.6 11 0.8996 0.9506 37.5425 49.2284 0.9005 0.9502 37.9332 49.8396
0.8 10 0.9067 0.9537 43.9088 57.1043 0.9059 0.9549 43.8022 56.9249
11 0.4 14 0.9042 0.9527 36.0449 47.3303 0.9058 0.9537 36.9283 48.7805
0.6 12 0.9030 0.9519 45.5679 59.2228 0.9033 0.9519 45.9871 59.8486
0.8 11 0.8949 0.9462 52.2626 67.4224 0.8976 0.9468 52.1275 67.2083
8 9 0.4 12 0.8988 0.9478 10.9190 15.6570 0.9004 0.9475 11.6379 17.2513
0.6 10 0.9020 0.9537 16.4359 23.2032 0.9009 0.9539 16.9611 24.1847
0.8 9 0.8997 0.9458 21.0018 29.1856 0.8986 0.9491 20.9562 29.0686
10 0.4 13 0.9026 0.9531 18.9174 25.7057 0.9037 0.9529 20.0144 27.7290
0.6 11 0.8995 0.9492 26.2006 35.0536 0.8996 0.9488 26.8231 36.0530
0.8 10 0.8988 0.9477 31.9530 42.2220 0.8984 0.9483 31.8063 41.9518
11 0.4 14 0.8969 0.9488 26.2864 34.8488 0.8995 0.9470 27.5171 36.9435
0.6 12 0.8999 0.9502 34.7533 45.4044 0.9004 0.9500 35.2906 46.2311
0.8 11 0.8997 0.9516 41.0148 53.0230 0.9016 0.9529 40.8354 52.7141
10 11 0.4 14 0.9006 0.9528 13.8358 19.7765 0.8991 0.9526 14.7908 21.8263
0.6 12 0.9018 0.9483 19.9605 27.9549 0.8980 0.9502 20.6213 29.1207
0.8 11 0.9009 0.9509 25.2986 34.8475 0.9007 0.9516 25.1606 34.5630
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Table 8
Probability coverage and average width when N ∼ B(20, p), p = 0.5, 0.7, 0.9 (Pfeifer record).
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 0.5 10 0.8977 0.9515 8.0107 11.3882 0.8976 0.9497 8.1696 11.8486
0.7 14 0.9032 0.9538 5.0835 7.0646 0.9025 0.9524 5.0855 7.0871
0.9 18 0.9011 0.9500 4.2522 5.8899 0.9005 0.9500 4.2454 5.8794
– 18a 0.8955 0.9475 4.2075 5.8269 0.8959 0.9461 4.19605 5.8084
8 0.5 11 0.9007 0.9515 15.7603 21.4125 0.9015 0.9503 16.1707 22.2685
0.7 14 0.9024 0.9518 9.8536 13.0488 0.9053 0.9512 9.9031 13.1718
0.9 18 0.9017 0.9501 7.8767 10.3612 0.9002 0.9498 7.8652 10.3447
– 18a 0.8980 0.9467 7.8556 10.3300 0.8973 0.9471 7.83044 10.2919
9 0.5 11 0.8981 0.9476 24.4946 32.6035 0.8964 0.9469 24.9417 33.4508
0.7 14 0.9014 0.9471 15.2497 19.8661 0.9012 0.9473 15.3652 20.1328
0.9 18 0.8988 0.9501 11.6605 15.0086 0.8989 0.9507 11.6458 14.9888
– 18a 0.9005 0.9506 11.6044 14.9285 0.8999 0.9503 11.5817 14.8919
10 0.5 11 0.8990 0.9497 33.9438 44.5634 0.8982 0.9498 34.3250 45.2399
0.7 14 0.8976 0.9479 21.7647 28.2004 0.8972 0.9456 21.9645 28.6430
0.9 18 0.9009 0.9520 15.7966 20.0873 0.9015 0.95200 15.7856 20.0746
– 18a 0.8965 0.9465 15.6084 19.8309 0.8968 0.9480 15.5680 19.7699
11 0.5 12 0.8994 0.9479 43.8293 56.9486 0.9004 0.9483 44.1737 57.5036
0.7 14 0.8973 0.9470 29.9520 38.7494 0.8976 0.9458 30.3342 39.4728
0.9 18 0.9039 0.9512 20.5877 25.9853 0.9041 0.9504 20.5710 25.9701
– 18a 0.9007 0.9495 20.2384 25.5080 0.8997 0.9493 20.1802 25.4222
8 9 0.5 11 0.9021 0.9522 12.5913 17.8404 0.9008 0.9522 13.0724 18.9298
0.7 14 0.8951 0.9458 6.7714 9.3526 0.8966 0.9453 6.8325 9.5489
0.9 18 0.9053 0.9541 4.8526 6.6178 0.9058 0.9541 4.8425 6.6039
– 18a 0.8988 0.9489 4.79946 6.5416 0.9007 0.9481 4.78436 6.51572
10 0.5 12 0.8999 0.9478 23.0983 30.9829 0.8995 0.9501 23.6638 32.0486
0.7 14 0.9007 0.9489 13.4332 17.7406 0.8994 0.9485 13.6331 18.2643
0.9 18 0.9042 0.9550 9.0422 11.6807 0.9031 0.9548 9.0197 11.6542
– 18a 0.8984 0.9458 8.9027 11.4889 0.8992 0.9474 8.8601 11.4239
11 0.5 12 0.9043 0.9515 33.4514 43.7089 0.9047 0.9502 33.972 44.5712
0.7 14 0.8987 0.9487 21.1240 27.4927 0.8985 0.9477 21.5905 28.4689
0.9 18 0.8997 0.9518 13.4751 17.0138 0.8996 0.9514 13.4766 17.0252
– 18a 0.8979 0.9502 13.1914 16.6266 0.8987 0.9511 13.1288 16.5327
10 11 0.5 12 0.8956 0.9470 18.8383 26.3952 0.8951 0.9462 19.2937 27.3513
0.7 14 0.8971 0.9486 10.4136 14.5408 0.8976 0.9496 10.6724 15.3043
0.9 18 0.9010 0.9499 5.9257 8.0179 0.9025 0.9504 5.9183 8.0156
– 18a 0.8981 0.9503 5.8219 7.8640 0.8998 0.9512 5.7895 7.8099
a Means fixed sample size.
Table 9
Probability coverage and average width when N ∼ P(λ), λ = 10, 14, 18 (Pfeifer record).
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
6 7 10 11 0.8979 0.9523 8.0327 11.5171 0.8982 0.9503 8.3008 12.2142
14 14 0.8988 0.9503 5.4475 7.6838 0.8986 0.9504 5.5312 7.9226
18 18 0.8971 0.9480 4.3466 6.0744 0.8978 0.9494 4.3801 6.1521
8 10 11 0.8975 0.9493 15.2971 20.9019 0.8977 0.9490 15.8151 21.9731
14 14 0.8984 0.9493 10.6597 14.3695 0.8980 0.9488 10.9009 14.9384
18 18 0.8946 0.9474 8.2798 10.9994 0.8944 0.9480 8.3627 11.1872
9 10 12 0.9081 0.9538 22.8891 30.6119 0.9081 0.9533 23.5494 31.8205
14 14 0.9026 0.9512 16.4504 21.8290 0.9015 0.9506 16.8744 22.7238
18 18 0.9015 0.9515 12.4673 16.2640 0.9028 0.9530 12.6455 16.6357
10 10 12 0.9052 0.9526 30.9421 40.8283 0.9050 0.9526 31.5973 41.9612
14 15 0.8954 0.9472 22.5371 29.6660 0.8954 0.9469 23.1005 30.7706
18 18 0.9003 0.9479 17.1619 22.2240 0.8992 0.9484 17.4295 22.7789
11 10 13 0.8988 0.9482 38.8452 50.7619 0.8978 0.9467 39.4812 51.8049
14 15 0.8995 0.9482 29.6897 38.8571 0.8983 0.9474 30.3822 40.1214
18 18 0.9035 0.9500 22.6536 29.2592 0.9053 0.9511 23.0593 30.0590
8 9 10 12 0.9001 0.9515 11.347 16.1828 0.9033 0.9511 11.9413 17.5244
14 14 0.8922 0.9472 7.3749 10.4027 0.8913 0.9466 7.6307 11.1183
18 18 0.8981 0.9520 5.2931 7.3233 0.8993 0.9541 5.3681 7.5401
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Table 9 (continued)
r s p N˜ Statistic U Statistic V
Prob. cove. Aver. width Prob. cove. Aver. width
90% 95% 90% 95% 90% 95% 90% 95%
10 10 12 0.9030 0.9497 20.4179 27.5835 0.9033 0.9496 21.2842 29.2005
14 15 0.8993 0.9474 13.9538 18.7942 0.8990 0.9468 14.5554 20.1425
18 18 0.9045 0.9541 10.0211 13.2204 0.9040 0.9548 10.2487 13.7728
11 10 13 0.8981 0.9531 28.8110 37.9489 0.8987 0.9527 29.8141 39.6195
14 15 0.9001 0.9517 20.8527 27.5428 0.9017 0.9507 21.7751 29.3328
18 18 0.8966 0.9462 15.052 19.5423 0.8969 0.9482 15.4502 20.4462
10 11 10 13 0.8992 0.9473 15.5715 22.0686 0.8991 0.9485 16.3609 23.7302
14 15 0.9032 0.9510 10.1794 14.4577 0.9030 0.9518 10.7534 15.9301
18 18 0.9027 0.9508 6.8201 9.4869 0.9042 0.9509 7.0298 10.0937
4. Conclusion
From the previous simulation study we see that for fixed r, the average width of the PCI of X(s,N,m, k) increases, with
increasing s.Moreover, when s is fixed the average width of the PCI of X(s,N,m, k) decreases, with increasing r . Also it is
noted that the average width of the PCI of X(s,N,m, k) decreases for eachmodel with an increasing value of N˜ = round[N¯].
In practical applications, the value of N can be controlled by controlling the values of the parameters ℓ, p and λ.
It is noted that the average width of the PCI of X(s,N,m, k) based on statistic Ur,s is less than the average width of
X(s,N,m, k) based on the statistic Vr,s for oos’s and sos’s, while in the Pfeifer’s record the average width of the PCI of
X(s,N,m, k) based on the statistic Vr,s is less than the average width of PCI of X(s,N,m, k) based on statistic Ur,s for large
values of p in binomial and negative binomial distributions. In all cases the probability coverage is closed to 1−α. Moreover,
the average width of the PCI of X(s,N,m, k) based on any statistic when the sample size is fixed is less than the average
width when the sample size is random.
For fixed sample size, the average width of the PCI of X(s,N,m, k) based on statistic Vr,s is less than the average width
of X(s,N,m, k) based on statistic Ur,s and the probability coverage is close to 1− α.
Finally, it worth mentioning that this technique can be applied for any ordered real date which can be interpreted by the
m−gos’s model,m > −1.
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