Abstract Although genome-wide association studies (GWAS) are widely used to identify the genetic and environmental etiology of a trait, several key issues related to their statistical power and biological relevance have remained unexplored. Here, we describe a novel statistical approach, called functional GWAS or fGWAS, to analyze the genetic control of traits by integrating biological principles of trait formation into the GWAS framework through mathematical and statistical bridges. fGWAS can address many fundamental questions, such as the patterns of genetic control over development, the duration of genetic effects, as well as what causes developmental trajectories to change or stop changing. In statistics, fGWAS displays increased power for gene detection by capitalizing on cumulative phenotypic variation in a longitudinal trait over time and increased robustness for manipulating sparse longitudinal data.
Introduction
The past 3 years have witnessed a revolution in mapping the distribution of polygenes for human diseases and other complex traits by genome-wide association studies (GWAS) (Altshuler et al. 2008; Ikram et al. 2009; Psychiatric GCCC 2009; Hirschhorn 2009 ). This revolution has greatly inspired our hope that detailed genetic control mechanisms for complex phenotypes can be understood at the level of individual nucleotides or nucleotide combinations. Up until now, GWAS have reproducibly identified hundreds of loci, many of which affect the outcome of a disease or trait through its biochemical and metabolic pathways (Lettre and Rioux 2008; Mohlke et al. 2008; Hirschhorn and Lettre 2009; Shete et al. 2009; Styrkarsdottir et al. 2009; Turnbull et al. 2010 ). In the next few years, with ever-improving technologies for genotyping, GWAS methods will play a more important role in identifying genetic associations for complex traits and diseases, which may lead to new physiological or pathological hypotheses.
Despite its potential in genetic studies, there has been recognition of the limitations of using current GWAS approaches to elucidate a comprehensive genetic atlas of complex phenotypes. Some of the limitations include the following: (1) most GWAS have found genes that explain only small proportions of the genetic variance that occurs for many traits; (2) GWAS are based on a simple genotype-phenotype analysis, thus incapable of providing substantial knowledge about the biological and biochemical functions of significant genetic variants required for therapeutic applications; (3) GWAS in which phenotypes are assessed at a single time point cannot capitalize on full information of phenotypic expression, particularly in trials, in which phenotypic data are collected at irregular time intervals. Here, we argue that the power and biological relevance of GWAS can be enhanced by integrating the biological principle of trait formation into a general GWAS framework through mathematical or statistical functions. Such integration, leading to the birth of a new so-called functional GWAS (or fGWAS) approach, is shown to be able to address the limitations of classic GWAS methods.
The central tenet of fGWAS is founded on the fact that every trait or disease develops over a period of time. Ignoring this developmental process reduces the power of GWAS. Elaborating on this argument, Fig. 1 provides an example in which four individuals show a similar body height at adult age. Thus, if GWAS are used to detect genes contributing to final height using adult data of these individuals, no genes would be detected with the end point data. However, because these individuals use a different amount of time to reach the same final height, there is considerable inter-individual variation in growth rate. Therefore, compared to the final height at a single adult age, the use of growth trajectories as a phenotype to conduct GWAS will remarkably increase the power for gene detection. In general, human growth includes several distinct phases that children pass through from birth to adult, i.e., infancy, childhood, and puberty (Thompson and Thompson 2009) . The difference in overall growth curves should be due to differences in one or more of these phases of development; thus, GWAS of growth curves allows one to identify specific stages in which genes play a central role in governing growth rates. Given that different developmental phases include a particular set of hormonal signals and physiological functions, GWAS are a powerful tool to identify and study genes that control growth-phase specific biochemical pathways.
Developmental genetics of complex traits is a science that has intrigued researchers for many decades. Traditional quantitative genetics can be integrated with developmental models to estimate the genetic variation of growth and development (Atchley and Zhu 1997) . Meyer (2000) used random regression models to study the ontogenetic control of growth for animal breeding, whereas Kirkpatrick, Pletcher, and colleagues utilized the orthogonal, additive and universally practicable properties of Legendre polynomials to derive a series of genetic models for growth trajectories in the evolutionary context (Kirkpatrick et al. 1994a, b; Pletcher and Geyer 1999) . These models have been instrumental in understanding the genetic control of growth by modeling the covariance matrix for growth traits measured at different time points. Ma et al. (2002) implemented a mixture-based method to map quantitative trait loci (QTLs) for developmental processes, greatly facilitating an understanding of the genetic and developmental regulation of trait formation (Cui et al. 2006; Wu and Lin 2006; He et al. 2010) .
The integration of a biological process into GWAS will provide a useful means for studying developmental genetics by deciphering temporal mechanisms of genetic control of growth and development. Several fundamental questions in genetics can be addressed by fGWAS:
• How does a specific gene affect the pattern of development? In other words, what is the temporal pattern of expression and action of genes that control growth and development of dynamic traits? • Are there different temporal patterns of genetic effects during development? • Do genes interact with each other and the environment in a web of interactive network to regulate growth and development? • Can we identify genes that exert pleiotropic effects of multiple traits during development?
fGWAS can capture genotypic differences at the level of phenotypic curves accumulated in the entire process of growth, thereby increasing the statistical power of gene detection. The statistical advantage of fGWAS can be strengthened when longitudinal data are measured irregularly, leading to data sparsity, a common phenomenon in a clinical trial. This type of phenotypic data, shown in Table S1 , is characterized by three features: (1) each subject is measured at a limited number of time points, (2) time intervals are unevenly spaced for each subject, and (3) there are different schedules of measurement among subjects. Traditional GWAS have inherent limitations in their ability to handle such sparse longitudinal data. First, because only a small fraction of the subjects has measurements at a given time point, traditional GWAS based on a single time are unable to capitalize on all subjects, thus leading to biased parameter estimation and reduced gene detection ability. Second, individual subjects are measured at a few number of time points, limiting the fit of an informative curve. In this manuscript, we describe the procedures we have implemented to evaluate the genetic, biological, and statistical merits of fGWAS using a GWAS data set from the Framingham Heart Study (FHS) (Dawber et al. 1951; Jaquish 2007; Fox et al. 2007) . fGWAS is used to analyze and model the genetic control of age-specific body mass index (BMI), a highly heritable trait as a typical surrogate of obesity (Frayling 2007; Loos et al. 2008; Frayling et al. 2007; Scuteri et al. 2007 ). Significant SNPs are detected to affect the rates of change of BMI with ages.
Materials and methods

Study population
The Framingham Heart Study (FHS), a cardiovascular study based in Framingham, Massachusetts, is supported by the National Heart, Lung, and Blood Institute, in collaboration with Boston University. Beginning in 1948 with 5,209 healthy men and women of European descent aged 30-60, the FHS is now on its third generation of participants. This longitudinal project plays a central role in advancing our understanding of the epidemiological cause of hypertensive or arteriosclerotic cardiovascular disease and continues to exert important impacts on the molecular and genetic mechanisms for cardiovascular diseases. All subjects underwent a medical history and physical examination (including body height and weight), laboratory tests, and electrocardiography. Examinations have been repeated every two or more years although different subjects may have different numbers and time intervals of measurements. Recently, 550,000 SNPs have been genotyped for the entire Framingham cohort (Jaquish 2007; Fox et al. 2007) , from which we chose 977 subjects for fGWAS analysis and modeling using highly inheritable body mass index (BMI). As it is standard practice, SNPs with rare allele frequency \10% were removed from the fGWAS analysis. The numbers and percentages of non-rare allele SNPs vary among different chromosomes and ranges from 4,417 to 28,771 and from 0.64 to 0.72, respectively. All the data were downloaded, with permission, from the NIH webpage from which ethics approval, and informed consent from all participants can be obtained.
Statistical model
In the fGWAS of clinical data sets, longitudinal traits are measured at irregular and possibly subject-specific time points (see Table S1 ). Let y i = (y i (t i1 ),…, y i ðt iT i Þ) denote the vector of trait values for subject i measured at multiple times t i = (t i1 ,…, t iT i ). These denotations capture subject-specific differences in the number and interval of time points. Consider a SNP A with two alleles A and a, generating three genotypes AA (coded by 1) with n 1 observations, Aa (coded by 2) with n 2 observations, and aa (coded by 3) with n 3 observations. The phenotypic value of subject i at time t is (s = 1,…, T i ) at this SNP is expressed as
where l j (t is ) is the mean value for genotype j at time t is , b is a vector of regression coefficients of p covariates at time t is , x i is the p 9 1 covariate vector for subject i, and e i (t is ) and e i (t is ) are the permanent and random errors at time t is , respectively, together called the residual errors.
With time-dependent genotypic values, we can estimate the additive (a) and dominant effects (d) of the SNP in a time course, expressed as
If the residual errors of any two subjects are independent, we have the likelihood of y i as
where f j (y i ) is a multivariate normal distribution of the trait for subject i who carries SNP genotype j (j = 1, 2, 3), with subject-specific genotypic mean vectors
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In the covariance matrix (Eq. 6), the residual variance r 2 t ix is composed of the permanent error variance due to the temporal pattern of longitudinal variables and the random error variance (also called the innovative variance) arising from random independent unpredictable errors. The relative magnitude of the permanent and innovative components is described by parameter /. The covariance matrix ( P iP ) due to the permanent errors contains autocorrelation structure that can be modeled, whereas the random errors are often assumed to be independent among different time points so that the random covariance matrix P iR is diagonal. The first task for fGWAS involves modeling the mean vector (Eq. 5) for different SNP genotypes in a biologically and statistically meaningful way and modeling the longitudinal structure of covariance matrix (Eq. 6) in a statistically efficient and robust manner. In analyzing the BMI longitudinal data from the FHS project, we used a nonparametric approach based on Legendre orthogonal polynomials (LOP) to model time-dependent genotypic values.
For the given sparse longitudinal BMI data, we implemented a nonparametric approach based on Legendre orthogonal polynomials (LOP) to model age-specific genotypic values for each SNP genotype. The LOP are solutions to a differential equation, the Legendre equation:
Let P r (x) denote the Legendre polynomial of order r. The polynomials are either even or odd functions of x for even or odd orders r. The general form of a Legendre polynomial of order k is given by the sum,
where k = r/2 or (r -1)/2 whichever is an integer. This polynomial is defined over the interval [-1, 1] and is orthogonal in this interval in the sense that R 1 À1 P r x ð ÞP s x ð Þ dx ¼ 0 when r = s. Therefore, the longitudinal phenotype should be scaled to the range [-1, 1] by
where t min and t max are the first and last time points, respectively. The application of Legendre orthogonal polynomials (LOP) in nonparametric regression is not a new idea that we propose. Since these polynomials are orthogonal to each other and integrate to 0 in the interval [-1, 1], they have been applied to nonparametric regression (Meyer 2000) , with parameter estimates possessing favorable asymptotic properties (Huskova and Sen 1985; McKay 1997) . In practice, the LOP have been used to model time-specific phenotypic or genetic variation for milk production (Meyer 2000) and plant growth traits (Cui et al. 2006; Lin and Wu 2006 ). An ordinary polynomial regression might also work in this case, but we incorporate LOP in a hope to capitalize its well-established effectiveness in nonparametric regression. Define a family of LOP with a particular order r, P r tÃ ð Þ ¼ P 0 tÃ ð Þ; P 1 tÃ ð Þ; . . .; P r tÃ ð Þ ½ and a vector of genotypic base values
Then time-dependent genotypic values in Eq. 5 can be described as a linear combination of u r weighted by the family of LOP, i.e.,
By assuming different orders of genotypic base vectors, we can find the best order of LOP to fit the longitudinal data set using model selection criteria, such as BIC. In practice, other nonparametric approaches, such as B-spline, can also be used in fGWAS (Yang et al. 2009 ). If the traits studied have an explicit mathematical function, such as logistic equations for plant and animal growth (West et al. 2001; von Bertalanffy 1957; Richards 1959; Guiot et al. 2003 Guiot et al. , 2006 , triple-logistic equations for human body growth (Bock and Thissen 1976) , then parametric approaches can be used to model the changes of genotypic values over time. Because these mathematical functions are derived from fundamental principles of biology, their incorporation into fGWAS will facilitate the biological interpretation of genetic results . If trait formation includes multiple distinct stages, then it is crucial to derive a semiparametric model that combines the precision and biological relevance of parametric approaches and the flexibility of nonparametric approaches because some traits can be modeled parametrically in one phase, but not so in others. Such a semiparametric model was derived in Cui et al. (2006) and can be well implemented in the fGWAS framework.
Robust modeling of longitudinal covariance structure (Eq. 5) is a prerequisite for appropriate statistical inference of genetic effects on longitudinal traits. From longitudinal BMI plots (Fig. S1 ), we found that interpersonal variation tends to be constant over age. Thus, a stationary autoregressive model was used for the covariance structure by which only two parameters, variance and correlation, are needed to be estimated. If variance and correlation are not stationary, nonstationary approaches, such as the structured antedependence (SAD) model, can be used (Zimmerman and Núñez-Antón 2001; Zhao et al. 2005 ). More generally, autoregressive moving average models are used [e.g., ARMA(p,q)] because they are capable of handling of complex covariance structure (Li et al. 2001) . It is important to determine its optimal order to model covariance structure. A model selection procedure has been established to determine the most parsimonious approach. We have implemented all these approaches into the fGWAS model, allowing geneticists to select an optimal approach for covariance structure for their longitudinal data.
We can also implement nonparametric and semiparametric approaches for longitudinal covariance structure. For sparse longitudinal data, the efficient estimation of covariance structure is a significant concern for detecting the genes that control dynamic traits.
In Table S1 's data structure, subjects are measured at a number of time points (1-3), with intervals and number depending on each subject. But all subjects are projected in a space with a full measure schedule (10). Semiparametric approaches by Fan et al. (2007) and Fan and Wu (2008) will be a better choice for covariance structure modeling in fGWAS.
Hypothesis tests
The significance test of the genetic effect of a SNP is a key for detecting significant genetic variants. This can be done by formulating the hypotheses as follows: 
The likelihoods under the null and alternative hypotheses are calculated, from which the log-likelihood ratio (LR) is computed. The LR value is supposed to be asymptotically v 2 -distributed with the degree of freedom equal to the difference in the numbers of unknown parameters under the H 1 and H 0 . The significance of individual SNPs will be adjusted for multiple comparisons with a standard approach such as the false discovery rate (FDR).
We can also test the additive (H 0 : a(t is ) = 0) and dominant effects (H 0 : a(t is ) = 0) of a SNP after it is detected to be significant. Similarly, the LR values are calculated separately for each test and compared with critical values determined from the v 2 -distribution.
Results and discussion
Gene detection
The phenotypic measurements of BMI for the FHS are collected on an irregular schedule. Although individual subjects have a few repeated measurements (1-19), collectively they display many time points (75). Figure 2 gives age-specific trajectories of BMI for five males and five females randomly drawn from the FHS data. We divided the population according to sex group and used Legendre orthogonal polynomials (LOP)-based nonparametric approach (Meyer 2000; Lin and Wu 2006) to model age-specific changes of BMI. For this given data set, in which variance tends to be constant over age (Fig. S1 ), a simple first-order autoregressive model was used for the longitudinal covariance structure within the fGWAS framework. It turns out that longitudinal curves were fitted most parsimoniously by the LOP of order 3 for both sexes (see Fig. S2 for the BIC plot). SNP loci with a significant effect on age-specific changes in BMI were detected on different chromosomes for the two sexes (Fig. S3 ). Since we have millions of SNPs to be tested, multiple testing procedures need to be applied. We avoid using Bonferroni's adjustment since it is too conservative; we focus to control false discovery rate (FDR) by using BenjaminiHochberg (1995) algorithm. After adjusting for multiple comparisons with FDR, 8 and 4 SNPs were significant at p \ 10 -6 for males and females, respectively. Table 1 provides detailed information about the names of these significant SNPs and their chromosomal locations, alleles, and significance levels. Figure 3a , b shows the observed (black) versus expected (red) p values in -log scale with base 10 for male and female population, respectively. For both the populations, most of the observed p values are above the red line (expected p values). We observe 8 extreme points for male and 4 for female which are far from the other points. These extremes are eight SNPs we detect as significant for male and four SNPs significant for female. The trajectory curves of BMI for different genotypes at each significant SNP are illustrated in Fig. 4 .
Of all these significant SNPs detected, only one was found to affect BMI in both sexes, while the expression of all the others was sex-specific. Three genotypes at SNP rs4451518 on chromosome 1, rs2171168 on chromosome 3, and rs13124340 on chromosome 4 display strikingly different shapes of BMI curves in females, whereas genotypic curves at these SNPs are similar or overlap in males. There are notable discrepancies in BMI trajectories among three genotypes at SNP rs17782554 and rs11783045 on chromosome 8, rs7903156 on chromosome 10, rs7309679 on chromosome 12, rs9915696 on chromosome 17, rs948716 on chromosome 18, and rs747911 on chromosome 20 in males, but no differences were found in females. Such sex-specific expression should be one of the major causes of genotype 9 sex interactions for BMI trajectories. Unlike these SNPs, rs3903759 on chromosome 6 is expressed in both sexes but to different extents. The pattern of this sex-biased effect also contributes to genotype 9 sex interactions (Anholt and Mackay 2004) .
Male-specific significant SNP, rs948716, is located on a similar region of the MC4R (melanocortin-4 receptor) gene on chromosome 18. Previous GWAS work using adult and child BMI data (also of European descent) detected a common SNP, rs17782313, mapped 188 kb downstream from MC4R (Loos et al. 2008) . The results of our fGWAS analysis are in agreement with previous reports about the presence of common variants near MC4R which influences fat mass, weight and obesity risk. In a recent review on gene The chromosomal positions, alleles, minor allele (in parentheses) frequencies (MAF), and significance levels of these SNPs are given identification for type 2 diabetes, nine regions have been confirmed to harbor significant signals with this disease (Frayling 2007) . These regions include two on chromosomes 3 and 10, respectively, and one on each chromosome 4, 6, 9, 12, and 16. We have noticed that a high proportion of SNP associations detected with fGWAS overlap with those detected on chromosomes 3, 4, 6, 10 and 12 by previous studies targeting type 2 diabetes. This is not surprising because BMI and type 2 diabetes are highly correlated (Frayling 2007) . This observation also confirms the effectiveness of fGWAS. In other GWAS for BMI Scuteri et al. 2007 ), significant noncoding SNPs were detected in an intron of the FTO (fat mass and obesity associated) gene on chromosome 16. Although fGWAS did not find highly significant SNPs on this chromosome, it did detect some SNPs with borderline significance (p \ 10 -4 ) in both sexes. fGWAS has identified several SNPs associated with BMI (Table 1) which have not been detected in previous studies, possibly showing unique power of this new approach. To show the biological relevance of this gained power, we searched for the presence of candidate genes within the 500 kb region in which SNPs associated with related traits have been reported by other groups (Table   S2 ). The detailed biochemical functions of these genes are given in Table S3 , many of which are related to energy intake, obesity, and cardiovascular diseases (http://www. ncbi.nlm.nih.gov/gene).
Temporal pattern of genetic control
Apart from increased power for gene detection, fGWAS can produce more biologically relevant results by studying the interplay between gene actions and trait progression. To show how the significant SNPs affect the change of BMI with age, we drew age-specific BMI curves for different genotypes at each significant SNP (Fig. 4) . SNP rs3903759 on chromosome 6 triggers a pronounced effect on BMI in mid-age males and females, with the magnitude of the effect reducing with age and tending to be zero when entering old ages (Fig. 4d) . Some SNPs, such as rs4451518 on chromosome 1 (Fig. 4a) , rs13124340 on chromosome 4 (Fig. 4c) , and rs948716 on chromosome 18 (Fig. 4j) , actively affect BMI changes in middle and old ages.
Based on three genotypes at each SNP, we drew the curves of additive and dominant genetic effects for age-specific changes of BMI (Fig. 5) . The additive effect is defined as the homozygote for the common allele minus the homozygote for the minor allele. The dominance effect reflects the interaction between the common and minor alleles at the same SNP. In general, SNPs control agespecific changes of BMI in different patterns. In males, additive effects of all SNPs on BMI tends to reduce with age, but the age-specific change of dominant effects show a complicated pattern, with some SNPs altering the direction of their effects. In females, there are more remarkable dominant effects compared with additive effects, especially at middle ages. Overdominant effects were detected at middle ages. A quantitative genetic theory has been established to explain the molecular basis of dominance and overdominance in terms of metabolic pathways (Kacser and Burns 1981; Keightley and Kacser 1987) .
Power and FPR analysis
We performed a cross-validation analysis to test the reproducibility of results obtained from fGWAS. By randomly splitting all individuals in each sex into two groups of roughly the same size and analyzing each group with fGWAS, we obtained the same set of significant SNPs from each of these two groups and complete samples, suggesting an excellent reproducibility of our results. We performed simulation studies to examine the power of fGWAS to detect significant genes for longitudinal traits and the false-positive rates of the new approach. The data were simulated by assuming a segregating SNP with different minor allele frequencies (MAF) which are associated with a longitudinal trait. The trait was assumed to follow a sparse structure characterized by the FHS.
As shown in Table S4 , fGWAS provides good estimates of the parameters that model genotypic curves using Legendre orthogonal polynomials and the autoregressive covariance structure. In general, a sample size of 1,000 is adequate for precise estimates of parameters for all genotypic curves when the MAF is 0.3 or larger. For those with MAF \ 0.3, a larger sample size, say 2,000, is required. The power of gene detection estimated from the simulated data is about 0.8 or greater (Table 2) , whereas the falsepositive rates of fGWAS are less than 0.10 for a sample size of 1,000. Because our simulation was conducted by mimicking the FHS, it is likely that our power and FPR analyses reflect an actual case.
Conclusions
Genome-wide association studies with single nucleotide polymorphisms have proven to be a powerful tool for elucidating the role genetics plays in human health and disease. By analyzing hundreds of thousands of genetic variants in a particular population, this approach can identify the chromosomal distribution and function of multiple genetic changes that are associated with polygenic traits and diseases. Indeed, in the last 3 years, we have seen successful applications of GWAS in the study of complex traits and diseases of major medical importance such as human height, obesity, diabetes, coronary artery disease, and cancer (Altshuler et al. 2008; Ikram et al. 2009; Psychiatric GCCC 2009; Hirschhorn 2009; Lettre and Rioux 2008; Mohlke et al. 2008; Hirschhorn and Lettre 2009; Shete et al. 2009; Styrkarsdottir et al. 2009; Turnbull et al. 2010) . The successes and potential of GWAS have not been explored when complex phenotypes arise as a function of time. In any regard, a time function is more informative than a point in describing the biological or clinical feature of a trait. By integrating GWAS and functional aspects of dynamic traits, a new analytical model, called functional GWAS (fGWAS), can be naturally derived, which provides an unprecedented opportunity to study the genetic control of developmental traits. fGWAS is not only able to identify genes that determine the final form of the trait but also displays power to study the temporal pattern of genetic control in a time course. From a statistical standpoint, fGWAS capitalizes on the full information provided by growth and development of complex traits over time, increasing the power of gene identification. In particular, fGWAS is robust for handling longitudinal sparse data in which no single time point has the phenotypic data for all subjects facilitating the application of GWAS to study the genetic architecture of hard-to-measure traits.
With the completion of the Human Genome Project, it has been possible to draw a comprehensive picture of genetic control mechanisms of complex traits and processes and, ultimately, integrate genetic information into routine clinical therapies for disease treatment and prevention. To achieve this goal, there is a pressing need to develop powerful statistical and computational algorithms for detecting genes that determine dynamic traits. Unlike static traits, dynamic traits are described by a series of developmental processes composed of a large number of variables. In this article, we describe fGWAS, derived by integrating mathematical models for the molecular mechanisms and functions of biological processes into a likelihood framework. Next, we will need to extend fGWAS to consider the impact of genetic imprinting (Luedi et al. 2005 ) and copy number variants (McCarroll et al. 2008 ) to recover so-called missing heritability in GWAS (Bogardus 2009; Manolio et al. 2009 ). By then, we will be in an excellent position to ask and address any hypothesis tests at the interplay between genetics and developmental disorders. 
