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RESUMO
A fim de proporcionar a alta capacidade de processamento requerida
pelos dispositivos eletroˆnicos pessoais, sem ultrapassar os limites aceita´-
veis de poteˆncia e de consumo de energia, os sistemas em chip (SoCs)
adotam o multiprocessamento. Para tanto, os SoCs possuem 2, 4 ou
mais processadores, cada um com caches L1 privativas, conectados por
meio de um barramento. Como o espac¸o de enderec¸amento visto pelos
processadores e´ u´nico, a programac¸a˜o do sistema pode assumir o modelo
de memo´ria compartilhada. A coereˆncia entre as caches geralmente e´
assegurada pelo protocolo snooping.
Para tirar proveito do paralelismo dos SoCs multiprocessados (MPSoCs),
aplicac¸o˜es sa˜o desenvolvidas com uso de mu´ltiplas threads executando
concorrentemente. Neste contexto, observa-se que os dados de pilha
de uma dada thread sa˜o acessados somente pelo processador no qual
a thread esta´ executando. Desta forma, a relocac¸a˜o da pilha para
memo´ria scratchpad (SPM) pode ser explorada para reduzir a energia
do subsistema de memo´ria. Esta reduc¸a˜o adve´m na˜o apenas da menor
energia gasta em cada acesso a` pilha, mas tambe´m da reduc¸a˜o das
faltas nas caches L1 de dados e da penalidade imposta pelo protocolo
snooping.
No presente trabalho propo˜e-se uma te´cnica para o gerenciamento
dinaˆmico de dados de pilha em mu´ltiplas SPMs, visando reduc¸a˜o de
energia no subsistema de memo´ria em MPSoCs. A te´cnica utiliza um
gerenciador totalmente em software, o qual e´ responsa´vel por alocar e
desalocar os dados de pilha de thread em SPM. A utilizac¸a˜o da te´cnica
dispensa intervenc¸a˜o do programador, pois as alterac¸o˜es necessa´rias no
co´digo da aplicac¸a˜o sa˜o realizadas por um compilador adaptado.
Foram obtidos resultados experimentais atrave´s da simulac¸a˜o de 400
aplicac¸o˜es geradas aleatoriamente, assumindo-se 20 plataformas multi-
processadas, totalizando 8000 casos de uso. Os resultados mostram que,
variando-se o perfil das aplicac¸o˜es quanto a` proporc¸a˜o de acessos a dados
de pilha, a te´cnica proporciona reduc¸o˜es de energia no subsistema de
memo´ria entre 11% e 20%, em me´dia, para plataformas com caches L1
de 32KB, e reduc¸o˜es entre 14,7% e 25,9%, em me´dia, para plataformas
com caches L1 de 64KB. Para plataformas com caches L1 de menor
capacidade, a reduc¸a˜o de energia e´ menor pois a penalidade de faltas
nas caches L1 de instruc¸o˜es imposta pelo gerenciador torna-se relevante.
Palavras-chave: MPSoCs, scratchpad, gerenciamento overlay

ABSTRACT
In order to provide the high performance required by personal electronic
devices, without exceeding the acceptable limits of power and energy
consumption, systems-on-chip (SoC) adopt multiprocessing. Therefore,
SoCs may have 2, 4 or more processors, each with its private L1 ca-
ches, connected through a bus. Since the address space seen by the
processors is unique, the shared memory model is assumed in applica-
tion development. Cache coherence is usually ensured by the snooping
protocol.
To take advantage of parallelism in multiprocessor SoCs (MPSoCs),
applications are developed using multiple concurrently-running threads.
In this context, one can observe that the stack data of a given thread
is accessed solely by the processor in which the thread is executed.
Thus, the relocation of the stack to a scratchpad memory (SPM) can
be exploited to reduce the memory subsystem energy. This reduction
comes not only from lower energy spent in each stack access, but also
from the reduction in both L1 data cache faults and snoops.
This work presents a technique for the dynamic management of stack
data in multiple SPMs targeting the energy reduction in MPSoC memory
subsystem. The technique uses a manager fully implemented in software
which is responsible for allocating and deallocating thread stack data in
SPMs. The technique does not require any programmer intervention,
because the necessary changes to the application code are performed by
a tailored compiler.
Experimental results were obtained through the simulation of 400 ran-
domly generated applications, assuming 20 multiprocessor platforms,
resulting in a total of 8000 use cases. The results show that by varying
the applications’ profile according to the proportion of accesses to data
stack, the technique provides energy reductions in the memory subsys-
tem ranging from 11% to 20%, on average, for platforms with 32KB L1
caches, and reductions ranging from 14.7% to 25.9%, on average, for
platforms with 64KB L1 caches. For platforms with smaller L1 cache
capacity, the energy reduction is smaller because the penalty imposed by
the manager, in terms of L1 instruction cache faults, becomes relevant.
Keywords: MPSoCs, scratchpad, overlay management
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1 INTRODUC¸A˜O
A extraordina´ria evoluc¸a˜o da tecnologia de fabricac¸a˜o de circui-
tos integrados viabilizou a popularizac¸a˜o de uma enorme variedade de
produtos eletroˆnicos de consumo, tais como microcomputadores, televi-
sores de LCD e de plasma, impressoras, scanners e telefones celulares,
dentre outros. Em func¸a˜o de seus requisitos espec´ıficos em termos
de desempenho ou tipo de processamento realizado, esses dispositivos
fazem uso de sistemas em chip (System on Chip - SoC). Tipicamente, os
SoCs sa˜o compostos por ao menos um processador de propo´sito geral e
diversos blocos aceleradores, os quais podem ser processadores para uma
u´nica funcionalidade (por exemplo, codificador/decodificador JPEG)
ou processadores programa´veis para um domı´nio espec´ıfico de aplicac¸a˜o
(por exemplo, Digital Signal Processor - DSP).
Lanc¸ados mais recentemente no mercado, os dispositivos pessoais
porta´teis, tais como smartphones, tablets e consoles de jogos, passaram
a ocupar uma fatia significativa do mercado de eletroˆnica de consumo,
sendo inclusive responsa´veis pela manutenc¸a˜o das altas taxas de ex-
pansa˜o deste mercado nos u´ltimos anos. Estes dispositivos requerem
um poder de processamento bem superior aos produtos eletroˆnicos
anteriores, uma vez que permitem a execuc¸a˜o de diversas aplicac¸o˜es,
estando as aplicac¸o˜es de multimı´dia sempre presentes. Estas u´ltimas
sa˜o intensivas tanto em termos de processamento quanto em termos de
armazenamento e suprimento de dados. Na˜o bastassem os requisitos de
capacidade de processamento, os dispositivos pessoais porta´teis ainda
apresentam requisitos de baixo consumo de energia, uma vez que operam
com baterias, cuja vida u´til deve ser prolongada na˜o apenas pela questa˜o
econoˆmica, mas tambe´m para reduzir o impacto no ambiente natural
causado pelo descarte das baterias usadas.
A fim de satisfazer os requisitos de desempenho e de baixo con-
sumo de energia e, ao mesmo tempo, manter a competitividade econoˆ-
mica dos produtos, os dispositivos pessoais porta´teis (e diversos outros
produtos recentes) sa˜o constru´ıdos com SoCs multiprocessados (Mul-
tiprocessor System on Chip - MPSoC). Embora alguns autores, como
Jerraya e Wolf (2005), sustentem que todos os SoCs sa˜o, na verdade,
MPSoCs, este u´ltimo termo passou a ser usado de maneira mais intensa
a partir do uso de SoCs que possuem dois ou ate´ quatro processadores
sime´tricos em aplicac¸o˜es embarcadas. A figura 1 mostra o diagrama
de blocos simplificado do OMAP5430, MPSoC da Texas Instruments
(INSTRUMENTS, 2011), o qual e´ composto por dois processadores de
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propo´sito geral para aplicac¸o˜es que exigem grande desempenho (ARM
Cortex-A15), dois processadores para aplicac¸o˜es simples (ARM Cortex-
M), um processador gra´fico (Graphics Processing Unit - GPU), um
DSP e diversos outros blocos aceleradores. Este MPSoC e´ voltado para
aplicac¸o˜es multimı´dia e devera´ equipar smartphones e tablets que sera˜o
lanc¸ados no mercado ao longo do ano de 2012.
Figura 1: Exemplo de MPSoC heterogeˆneo, TI OMAP5430. FONTE:
(INSTRUMENTS, 2011)
O uso de blocos aceleradores e de processadores espec´ıficos (GPUs,
DSPs etc) proveˆ aos MPSoCs a caracter´ıstica de eficieˆncia energe´tica
requerida pelos dispositivos pessoais porta´teis, a qual reside em atingir
o desempenho exigido pelas aplicac¸o˜es, consumindo o mı´nimo de energia
poss´ıvel. Por outro lado, a demanda por capacidade de processamento
de propo´sito geral nos dispositivos pessoais esta´ aumentando constan-
temente, como decorreˆncia do aumento da variedade de aplicac¸o˜es
dispon´ıveis aos usua´rios. Em func¸a˜o disso, o nu´mero de processadores
de propo´sito geral nos MPSoCs tende a crescer nos pro´ximos anos.
Atualmente, ja´ existem MPSoCs com dois e ate´ quatro processadores de
propo´sito geral sime´tricos, cada um destes com uma cache L1 de dados
e uma cache L1 de instruc¸o˜es. A conexa˜o entre os processadores e´ feita
por meio de um barramento, ao qual tambe´m pode estar conectada uma
memo´ria cache L2 para dados e instruc¸o˜es, ou portas de sa´ıda para a
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conexa˜o com uma memo´ria externa ao chip. Geralmente, o modelo de
memo´ria compartilhada e´ adotado, o que implica que todos os processa-
dores compartilham um espac¸o de enderec¸amento u´nico. Este modelo
e´ particularmente interessante porque permite o desenvolvimento de
aplicac¸o˜es paralelas com um esforc¸o reduzido mediante o uso de te´cnicas
de programac¸a˜o consagradas, como por exemplo threads. Por outro
lado, a existeˆncia de memo´rias cache L1 privativas aos processadores e
a adoc¸a˜o do modelo de memo´ria compartilhada resulta no surgimento
de um problema conhecido como coereˆncia de caches. O problema
da coereˆncia de caches e o protocolo mais utilizado para sua soluc¸a˜o sa˜o
detalhados na sec¸a˜o 1.2.
Durante muito tempo o foco das otimizac¸o˜es de sistemas compu-
tacionais esteve centrado no processador. Contudo, trabalhos recentes
teˆm colocado em evideˆncia o fato de que o subsistema de memo´ria
e´ responsa´vel por uma grande parcela do consumo energe´tico de um
sistema. A figura 2 da´ uma ideia aproximada da parcela de energia
consumida para suprir dados e instruc¸o˜es em sistemas monoprocessados.
Em sistemas multiprocessados e´ de se esperar que o consumo energe´tico
do subsistema de memo´ria seja ainda mais importante. Em func¸a˜o disto,
a sec¸a˜o 1.1 descreve as principais caracter´ısticas dos componentes do
subsistema de memo´ria.
Suprimento de 
instruções
42%
Suprimento de 
dados
28%
Relógio e lógica 
de controle
24%
Aritmética
6%
Caches
70%
Figura 2: Distribuic¸a˜o de energia em um processador embarcado
(DALLY et al., 2008)
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1.1 COMPONENTES DO SUBSISTEMA DE MEMO´RIA
1.1.1 Memo´ria principal
A memo´ria principal (daqui em diante tratada por MP) e´ o maior
dispositivo de armazenamento tempora´rio de um sistema computacional.
Predominantemente constru´ıda com a tecnologia DRAM, a MP e´ uma
memo´ria de acesso aleato´rio que pode residir tanto internamente quanto
externamente ao SoC.
1.1.2 Memo´ria cache
Uma memo´ria cache e´ um bloco de memo´ria utilizado pelo proces-
sador como um armazenamento tempora´rio para co´pias de dados e/ou
instruc¸o˜es que esta˜o presentes na MP. O gerenciamento de seu conte´udo
dispensa interfereˆncia do usua´rio, sendo realizado implicitamente por
recursos adicionais de hardware, como conjunto de tags, comparadores
e multiplexadores, conforme mostrado na figura 3.
Geralmente, as ce´lulas das memo´rias cache sa˜o constru´ıdas com
a tecnologia Static Random Access Memory (SRAM). Essa tecnologia
possui um custo por KB mais elevado que o de uma Dynamic Random
Access Memory (DRAM), fator esse que limita a capacidade de armaze-
namento. Em compensac¸a˜o, isso garante um acesso de alta velocidade
a`s suas ce´lulas (geralmente, sua lateˆncia pode ser acomodada dentro
de 1 ciclo de processador para o caso de uma cache L1) e a torna mais
eficiente energeticamente que a memo´ria principal.
1.1.3 Memo´ria de rascunho (SPM)
Memo´rias de rascunho (Scratchpad Memory - SPM), tambe´m
conhecida por memo´ria fortemente acoplada (Tightly Coupled Memory
- TCM) sa˜o, assim como as caches, memo´rias pequenas, internas ao
SoC, e constru´ıdas na tecnologia SRAM. Seu conteu´do, pore´m, deve
ser gerenciado explicitamente, pois uma SPM na˜o apresenta recursos
adicionais de hardware ale´m das estruturas de armazenamento de dados,
como mostra a figura 4. Como na˜o dispo˜e de arranjo de etiquetas (tags)
nem de estruturas lo´gicas de comparac¸a˜o, as SPMs sa˜o energeticamente
mais eficientes que as caches. A grande diferenc¸a entre uma SPM e
uma cache e´ que, enquanto o tempo de acesso a uma cache depende
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sense
Arranjo de tag
sense
Arranjo de dados
=
tag índice palavra
MUX
acerto
palavra
Figura 3: Exemplo de memo´ria cache com mapeamento direto. FONTE:
(VOLPATO, 2010)
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da ocorreˆncia ou na˜o de uma falta de bloco, o acesso a uma SPM tem
lateˆncia constante, geralmente um ciclo de processamento. Um exemplo
recente de plataforma (KEUTZER et al., 2000) que emprega SPMs (ou
TCMs) e´ o ARM Cortex-R7 (ARM Corporation, 2011c), cujo diagrama
de blocos esta´ mostrado na figura 5.
Decodificador
de endereços
palavra
sense
Arranjo de dados
SPM
MP
Endereço pertence ao 
espaço da SPM
Endereço pertence 
ao espaço da MP
Figura 4: Exemplo de memo´ria de rascunho (SPM). FONTE: (VOL-
PATO, 2010)
Existem duas possibilidades para se construir uma arquitetura
de SPM em multiprocessadores. A arquitetura Limited Local Memory
(LLM), por exemplo, e´ a empregada no IBM CELL BE (CHEN et
al., 2007). O multiprocessador IBM CELL BE e´ composto por uma
unidade de processamento de propo´sito geral, denominada PPE (Power
Processor Element) e diversas unidades mais simples de processamento
denominadas SPEs (Synergistic Processing Elements). Cada uma das
SPEs possui uma SPM privativa. A SPE pode acessar apenas sua
memo´ria local, e um acesso remoto a` memo´ria local de outra SPE e´
dado como inva´lido. Qualquer transfereˆncia de dados entre SPEs (ou
de/para a DRAM off-chip) deve ser explicitamente gerenciada pelo
programador atrave´s de DMA.
Em outra arquitetura de SPM em multiprocessadores, conforme
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Figura 5: Diagrama de blocos da plataforma ARM Cortex-R7 MPCore.
FONTE: (ARM Corporation, 2011c)
exemplificado pelo diagrama de blocos da figura 6, mesmo distribu´ıdas
fisicamente pelos processadores, as SPMs compartilham o mesmo espac¸o
de enderec¸amento lo´gico, organizadas como um sistema Partitioned
Global Address Space (PGAS) (COARFA et al., 2005). Nesse modelo,
o espac¸o de enderec¸amento e´ logicamente compartilhado entre todos
os processadores, pore´m uma parte dele e´ local para cada processador,
sendo esta reservada para a respectiva SPM local.
1.2 COEREˆNCIA DE CACHE
Existem dois aspectos importantes relacionados ao problema da
coereˆncia de cache (LILJA, 1993). O primeiro e´ o modelo do sistema de
memo´ria apresentado ao programador. O segundo aspecto e´ o protocolo
utilizado pelo sistema para manter a coereˆncia entre as caches e a
memo´ria principal.
Um sistema com caches consistentes e´ aquele que garante que
o valor retornado por uma instruc¸a˜o load e´ sempre o valor dado pela
instruc¸a˜o store mais recente para o mesmo enderec¸o (CENSIER; FE-
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Figura 6: Exemplo de um sistema com arquitetura de SPM PGAS
AUTRIER, 1978). Essa definic¸a˜o causa confusa˜o, pois o sentido de
“instruc¸a˜o mais recente” na˜o e´ preciso quando loads e stores ocorrem em
processadores diferentes funcionando assincronamente entre si. Devido a
atrasos em diferentes partes do sistema de interconexa˜o entre processado-
res e memo´rias, e inclusive internamente aos mesmos, cada processador
e cada mo´dulo de memo´ria pode enxergar uma ordem diferente dos
eventos. O modelo de consisteˆncia de um processador define a visa˜o do
programador em relac¸a˜o a` ordenac¸a˜o por tempo dos eventos que ocor-
rem em diferentes processadores. Constituem tais eventos operac¸o˜es de
escrita e leitura a` memo´ria e de sincronizac¸a˜o. Conforme o sistema faz
menos restric¸o˜es ao programador em relac¸a˜o a` ordem dos eventos, ha´ um
maior potencial para sobrepor as operac¸o˜es de diferentes processadores
entre si, e entre operac¸o˜es do mesmo processador, aumentando assim o
desempenho do sistema. Contudo, o custo desse maior desempenho e´ o
peso colocado sobre o programador (ou compilador) para garantir que
as dependeˆncias entre as operac¸o˜es na˜o sejam violadas.
Um aspecto relacionado ao modelo de consisteˆncia de memo´ria
e´ o protocolo usado pelo sistema para garantir que os processadores
na˜o acessem dados defasados. Em um multiprocessador com memo´ria
compartilhada, cada um dos processadores pode acessar qualquer local
do espac¸o comum de enderec¸amento por meio de uma u´nica instruc¸a˜o
de leitura (load) ou escrita (store). Considerando que cada processador
possua uma cache de dados privativa, uma co´pia de um mesmo bloco
compartilhado de memo´ria pode estar presente em uma ou mais caches
ao mesmo tempo. Quando um bloco compartilhado de memo´ria e´ escrito
por algum processador, essa alterac¸a˜o deve ser propagada para todos os
outros processadores que possuem uma co´pia do mesmo bloco em cache
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para garantir que ningue´m utilize uma versa˜o antiga.
Por exemplo, suponha um sistema com treˆs processadores, cada
um com sua cache de dados privativa, no qual ocorre a sequeˆncia de
eventos ilustrada na tabela 1.
Tabela 1: Sequeˆncia de leituras e escritas
Tempo P0 P1 P2
t1 leˆ X
t2 leˆ X
t3 escreve 16 em X
t4 leˆ X leˆ X leˆ X
Assuma que inicialmente todas as caches estejam vazias e que o
local de memo´ria X contenha o valor 12. Depois que as duas leituras
terminarem em t2, as caches dos processadores P0 e P1 tera˜o o valor 12
para a varia´vel armazenada em X, conforme a figura 7.
Figura 7: Conteu´do das caches apo´s t2
Em t3, o processador P0 armazena o valor 16 em X. Em um
sistema sem um protocolo de coereˆncia de caches, esse valor estara´
atualizado somente na cache de P0. Quando P1 reler X em t4, sera´ lido o
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antigo valor 12 de sua cache, como esta´ mostrado na figura 8. Do mesmo
modo, o processador P2 tambe´m lera´ o valor antigo, pois a memo´ria
principal tambe´m na˜o se encontra atualizada com o valor mais recente
escrito por P0.
Figura 8: Conteu´do das caches apo´s t4
O protocolo de coereˆncia de caches e´ necessa´rio para garantir que
os valores antigos de X nas caches de outros processadores e na memo´ria
principal na˜o sejam propagados em futuras operac¸o˜es de leitura.
Segundo Lilja (1993), uma maneira u´til de visualizar a relac¸a˜o
entre o modelo de consisteˆncia de memo´ria e o protocolo de coereˆncia
de caches e´ que o protocolo de coereˆncia garante que todas as caches
vejam todas as escritas a um bloco espec´ıfico na mesma ordem lo´gica.
O modelo de consisteˆncia, por outro lado, define ao programador a
ordem de escritas a blocos diferentes que sa˜o percebidas por cada um
dos processadores. Isto e´, se o programador seguir as regras do modelo
de consisteˆncia para o sistema em uso, o protocolo de coereˆncia faz
com que o valor retornado por qualquer load seja o valor garantido pelo
modelo de consisteˆncia.
Existem diversos protocolos para tratar o problema de coereˆncia
de caches. A soluc¸a˜o recomendada para um determinado sistema multi-
processado depende de diversos fatores, como nu´mero de processadores,
propo´sito de utilizac¸a˜o e o custo esperado do sistema. Os dois me´todos
mais utilizados para garantir coereˆncia sa˜o implementac¸o˜es em hardware
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e protocolos em software (LAWRENCE, 1998). Em uma implementac¸a˜o
em hardware, dispositivos especiais sa˜o adicionados ao sistema para
detectar acessos a` cache e implementar um protocolo de consisteˆncia
adequado. Ja´ a abordagem em software depende do compilador para
gerar co´digo consistente.
Protocolos de coereˆncia baseada em snooping (bisbilho-
tagem, em ingleˆs) tornaram-se populares em multiprocessadores onde
processadores e caches esta˜o acoplados por meio de uma u´nica memo´ria
compartilhada. Isso porque dependem de um sistema de interconexa˜o
compartilhado de baixa lateˆncia entre os processadores e os mo´dulos de
memo´ria. Um processador, ao “bisbilhotar” as refereˆncias a` memo´ria
de outros processadores, pode detectar quando um bloco que ele possui
em cache foi modificado por outro processador.
Ha´ dois modos de se manter a coereˆncia atrave´s de snooping.
Um me´todo e´ assegurar que um processador tenha acesso exclusivo
a um bloco antes que ele o sobrescreva. Esse protocolo e´ conhecido
como write invalidate, pois ele invalida todas as outras co´pias em uma
escrita. O acesso exclusivo garante que na˜o exista nenhuma co´pia leg´ıvel
ou modifica´vel de um bloco enquanto a escrita ocorre, ou seja, todas
as outras co´pias do bloco nas demais caches esta˜o inva´lidas. Uma
alternativa ao protocolo por invalidac¸a˜o baseia-se na atualizac¸a˜o de
todas as co´pias de um bloco nas demais caches quando tal bloco for
escrito. Esse protocolo e´ chamado de write update ou write broadcast.
Como esse protocolo deve transmitir todas as escritas para as linhas
compartilhadas de cache, a banda consumida e´ consideravelmente maior.
Segundo Patterson e Hennessy (2008), devido a essa raza˜o, todos os
multiprocessadores recentes optaram por implementar o protocolo por
invalidac¸a˜o. No caso de multiprocessadores embarcados, a utilizac¸a˜o
do protocolo write update torna-se invia´vel devido ao alto consumo de
energia associado a cada broadcast de dados.
1.3 ESCOPO DESTE TRABALHO
A importaˆncia que a eficieˆncia energe´tica assumiu nos u´ltimos
anos, a crescente demanda por processamento requerida pelos dispositi-
vos pessoais e a contribuic¸a˜o relevante do subsistema de memo´ria no
consumo energe´tico justificam a investigac¸a˜o de me´todos de otimizac¸a˜o
de energia no subsistema de memo´ria de MPSoCs.
Conforme mencionado anteriormente, o modelo de memo´ria com-
partilhada, geralmente adotado nos MPSoCs, viabiliza o uso de te´cnicas
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de paralelizac¸a˜o de aplicac¸o˜es consagradas, tais como programac¸a˜o com
threads. Partindo-se da observac¸a˜o de que os dados da pilha de execuc¸a˜o
de uma thread sa˜o essencialmente privados, especula-se que a alocac¸a˜o
destes dados em SPM privativa ao processador no qual a thread executa
deve resultar em reduc¸a˜o de energia, uma vez que uma SPM requer
menos energia por acesso do que uma cache de mesma capacidade.
Este trabalho apresenta uma te´cnica para o gerenciamento dinaˆ-
mico de dados da pilha de execuc¸a˜o de thread em SPM, com o intuito
de reduzir a energia consumida no subsistema de memo´ria de MPSoCs.
Embora tal estrate´gia pudesse ser implementada com o suporte de um
bloco de hardware dedicado, escolheu-se implementar um gerenciador de
SPM totalmente em software, como forma de minimizar a intervenc¸a˜o
do programador da aplicac¸a˜o, tornando o me´todo o mais transparente
poss´ıvel. A aplicac¸a˜o da te´cnica requer apenas a existeˆncia de uma SPM
privativa a cada processador. Ale´m do desenvolvimento do gerenciador,
foi necessa´rio adaptar um compilador, tornando-o ciente da te´cnica
para o conjunto de instruc¸o˜es do processador escolhido para prova de
conceito. A validac¸a˜o da te´cnica exigiu um substancial esforc¸o para a
criac¸a˜o da infraestrutura experimental, a qual envolveu a modelagem
de 20 plataformas, cada uma com quatro processadores e hierarquia de
memo´ria, e o desenvolvimento de um gerador configura´vel de aplicac¸o˜es
sinte´ticas.
1.4 PRINCIPAIS CONTRIBUIC¸O˜ES
Este trabalho apresenta as seguintes contribuic¸o˜es te´cnicas:
• Criac¸a˜o de infraestrutura para a inclusa˜o de SPMs privativas no
framework de simulac¸a˜o arquitetural GEM5 (BINKERT et al.,
2011);
• Criac¸a˜o de uma te´cnica de alocac¸a˜o dinaˆmica de dados de pilha de
threads para sistemas multiprocessados com arquitetura PGAS,
baseada no trabalho de Kannan et al. (2009), que na˜o requer
modificac¸a˜o manual do co´digo-fonte da aplicac¸a˜o;
• Implementac¸a˜o de um gerador aleato´rio de aplicac¸o˜es, baseado
no trabalho de Rambo, Henschel e Santos (2011), permitindo a
criac¸a˜o automa´tica de aplicac¸o˜es cujos perfis de acessos a` memo´ria
sa˜o determinados pelo usua´rio.
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Como contribuic¸o˜es cient´ıficas deste trabalho, pode-se elen-
car:
• Identificac¸a˜o da correlac¸a˜o entre reduc¸a˜o me´dia de energia pro-
porcionada pela te´cnica e proporc¸a˜o de acessos a dados de pilha
de thread ;
• Identificac¸a˜o da ma´xima reduc¸a˜o de energia que a te´cnica propor-
ciona para cada configurac¸a˜o de subsistema de memo´ria avaliada;
• Identificac¸a˜o da correlac¸a˜o entre reduc¸a˜o me´dia de energia pro-
porcionada pela te´cnica e caracter´ısticas das memo´rias cache L1;
• Avaliac¸a˜o das penalidades impostas pela te´cnica;
• Avaliac¸a˜o da reduc¸a˜o do nu´mero de requisic¸o˜es de coereˆncia de
cache (snoops) para as configurac¸o˜es de subsistema de memo´ria
avaliadas.
1.5 ORGANIZAC¸A˜O DESTA DISSERTAC¸A˜O
O restante desta dissertac¸a˜o esta´ organizado da seguinte forma.
O Cap´ıtulo 2 aborda os trabalhos correlatos de reduc¸a˜o de energia
no subsistema de memo´ria de MPSoCs, os quais utilizam uma dentre
as duas principais estrate´gias, quais sejam: alocac¸a˜o em memo´ria de
rascunho (Scratchpad Memory - SPM) de elementos de programa fre-
quentemente referenciados e otimizac¸a˜o do protocolo de coereˆncia de
caches (snooping).
O Cap´ıtulo 3 descreve a te´cnica de otimizac¸a˜o proposta, a qual
se baseia na alocac¸a˜o overlay de dados de pilha de threads para reduzir
a energia despendida no subsistema de memo´ria de MPSoCs. Ale´m da
motivac¸a˜o para se propor tal te´cnica, sa˜o descritas as premissas para a
sua aplicac¸a˜o e as alterac¸o˜es necessa´rias ao compilador para viabilizar o
seu uso.
O Cap´ıtulo 4 detalha a implementac¸a˜o da te´cnica proposta. Ale´m
de descrever as modificac¸o˜es no compilador utilizado, tambe´m sa˜o
mostradas as caracter´ısticas da implementac¸a˜o de um proto´tipo de
gerenciador overlay de pilha de threads em SPM. A seguir, ele descreve
a infraestrutura desenvolvida para a validac¸a˜o experimental da te´cnica,
a qual e´ composta por 20 plataformas multiprocessadas modeladas
no framework de simulac¸a˜o denominado de GEM5 (BINKERT et al.,
2006, 2011). Apo´s, e´ apresentado o me´todo que foi utilizado para gerar
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as 400 aplicac¸o˜es sinte´ticas utilizadas na validac¸a˜o do me´todo. Por fim,
este Cap´ıtulo mostra as equac¸o˜es utilizadas para calcular o consumo
de energia no subsistema de memo´ria, bem como os valores de energia
por acesso para cada componente de memo´ria, conforme estimados pela
ferramenta CACTI 5.3 (WILTON; JOUPPI, 1996).
O Cap´ıtulo 5 descreve a configurac¸a˜o experimental utilizada,
apresenta e justifica os resultados mais relevantes obtidos a partir das
8000 simulac¸o˜es realizadas para validar a te´cnica proposta.
O Cap´ıtulo 6 apresenta as concluso˜es deste trabalho e elenca
trabalhos futuros.
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2 OTIMIZAC¸A˜O DE ENERGIA NO SUBSISTEMA DE
MEMO´RIA DE MPSOCS
Este cap´ıtulo aborda duas estrate´gias para a otimizac¸a˜o de energia
no subsistema de memo´ria de MPSoCs. A primeira estrate´gia consiste
na alocac¸a˜o em memo´ria de rascunho (Scratchpad Memory - SPM)
de elementos de programa frequentemente referenciados. A segunda
estrate´gia consiste na otimizac¸a˜o do protocolo snooping. Para cada
uma destas duas estrate´gias sa˜o brevemente descritas as te´cnicas mais
relevantes encontradas na literatura. No caso das te´cnicas de alocac¸a˜o
em SPM, sa˜o consideradas apenas as te´cnicas com potencial de aplicac¸a˜o
em multiprocessadores sime´tricos em chip, por serem estes o foco do
presente trabalho.
2.1 TE´CNICAS DE ALOCAC¸A˜O EM SPM
As te´cnicas para alocac¸a˜o em SPM sa˜o influenciadas por uma se´rie
de caracter´ısticas relacionadas a` aplicac¸a˜o, aos elementos de programa,
aos arquivos de entrada considerados e tambe´m ao pro´prio processo de
alocac¸a˜o (VOLPATO, 2010). Essas caracter´ısticas tem impacto direto
na alocac¸a˜o e no eventual ganho de desempenho e melhora energe´tica
decorrentes.
As principais caracter´ısticas que influenciam as te´cnicas para
alocac¸a˜o em SPM sa˜o (VOLPATO, 2010):
• quais elementos de programa sa˜o considerados para alocac¸a˜o;
• a origem, tipo e granularidade destes elementos;
• a fase em que ocorre a alocac¸a˜o dos elementos para a SPM, se em
tempo de compilac¸a˜o ou de po´s-compilac¸a˜o;
• o tipo de arquivo de entrada utilizado (fonte, objeto ou executa´vel);
• a abordagem de alocac¸a˜o.
Designam-se por elementos de programa trechos de co´digo ou
de dados que possuam significado lo´gico. Desta forma, procedimentos
correspondem a elementos de co´digo, ao passo que varia´veis e estru-
turas de dados sa˜o elementos de dados. Os elementos de dados sa˜o
ainda classificados em globais escalares, globais na˜o-escalares, elementos
de pilha e elementos de heap.
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Segundo Volpato (VOLPATO, 2010) a maioria das te´cnicas con-
sideram elementos de co´digo e de dados como candidatos a` alocac¸a˜o em
SPM. Entretanto, dentre as te´cnicas que consideram elementos de dados,
a maioria e´ incapaz de tratar os quatro tipos de elementos de dados
citados anteriormente. Por uma questa˜o de simplicidade, no restante
deste texto elementos de programa sera˜o referenciados simplesmente
por elementos.
Com relac¸a˜o a` origem, os elementos de programa (co´digo e dados)
podem pertencer a` pro´pria aplicac¸a˜o, ou podem ter sido desenvolvidos
por terceiros e fornecidos como biblioteca de arquivos-objeto pre´-
compilados. Poucas te´cnicas sa˜o capazes de considerar elementos de
biblioteca para alocac¸a˜o em SPM (VOLPATO, 2010). As poss´ıveis
granularidades dependem do tipo de elementos considerados. No caso
de elementos de co´digo, as poss´ıveis granularidades sa˜o procedimentos,
traces e blocos ba´sicos. No caso de elementos de dados, o conceito
de granularidade somente se aplica aos dados na˜o-escalares e consiste
em considerar o conjunto completo dos dados (granularidade plena)
ou blocos de dados.
As te´cnicas de alocac¸a˜o em SPM sa˜o concebidas segundo uma
das seguintes abordagens: Non-overlay-based (NOB) e Overlay-based
(OVB).
Na abordagem NOB os elementos sa˜o alocados em SPM em
tempo de carga da aplicac¸a˜o para a memo´ria e la´ permanecem durante
toda a sua execuc¸a˜o. A escolha dos elementos a serem alocados e´
realizada atrave´s de um mapeamento realizado em tempo de compilac¸a˜o
ou po´s-compilac¸a˜o. Devido a essa caracter´ıstica, as te´cnicas NOB sa˜o
capazes de considerar apenas co´digo e dados esta´ticos (globais escalares
e na˜o-escalares) como elementos candidatos a` alocac¸a˜o em SPM, uma
vez que os enderec¸os de tais elementos podem ser determinados antes
da execuc¸a˜o da aplicac¸a˜o.
A abordagem OVB, por sua vez, aloca os elementos em SPM em
tempo de execuc¸a˜o da aplicac¸a˜o, escolhendo somente os elementos muito
referenciados. Quando algum elemento deixa de ser muito referenciado,
ele e´ removido da SPM, sendo substitu´ıdo por outro elemento muito
referenciado. Com tal funcionamento, a abordagem OVB tende a
capturar os padro˜es de acesso da aplicac¸a˜o de maneira mais completa
do que a abordagem NOB. E´ importante observar que, devido ao fato
de realizar a alocac¸a˜o em tempo de execuc¸a˜o, as te´cnicas OVB sa˜o
capazes de considerar para alocac¸a˜o em SPM na˜o somente co´digo e
dados esta´ticos, mas tambe´m dados dinamicamente alocados, como
dados de pilha e heap.
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A alocac¸a˜o de um determinado elemento por meio de uma te´cnica
OVB ocorre atrave´s da co´pia de seu conteu´do da memo´ria principal
para a SPM. Ja´ a desalocac¸a˜o se da´ apenas pela sobreposic¸a˜o desse
elemento por um outro elemento a ser referenciado. Esse processo e´
va´lido para elementos de co´digo e dados constantes (somente leitura).
Para o caso de dados modifica´veis, e´ necessa´rio que o elemento da SPM
a ser sobreposto seja previamente copiado de volta para a memo´ria
principal, para que o conteu´do atualizado do elemento na˜o se perca.
Esse processo de alocac¸a˜o e desalocac¸a˜o repete-se diversas vezes durante
a execuc¸a˜o da aplicac¸a˜o. A escolha (mapeamento) dos elementos a serem
alocados pode ser realizada em tempo de compilac¸a˜o, po´s-compilac¸a˜o,
ou ate´ mesmo em tempo de execuc¸a˜o. Um fator que pode influenciar
na decisa˜o da etapa do mapeamento e´ o tipo dos dados candidatos a`
alocac¸a˜o. Para dados dinaˆmicos, por exemplo, geralmente e´ adotado
um mapeamento em tempo de execuc¸a˜o. A co´pia dos elementos para
SPMs pode ser feita atrave´s:
• da inserc¸a˜o de instruc¸o˜es convencionais de load/store no co´digo
da aplicac¸a˜o;
• de hardware adicional, controlado por instruc¸o˜es personalizadas
inseridas no co´digo da aplicac¸a˜o;
• de func¸o˜es de gerenciamento de memo´ria dinaˆmica, conscientes
de SPM, como malloc e free da biblioteca libc;
• do redirecionamento dos ponteiros de memo´ria de uma aplicac¸a˜o,
apontando para a faixa de enderec¸os abrangida pela SPM.
Considerando que o escopo do presente trabalho se restringe a`
alocac¸a˜o de dados de pilha em SPM, a seguir sa˜o descritos os trabalhos
correlatos mais relevantes, os quais utilizam a abordagem OVB. Para
detalhes sobre outros trabalhos relevantes em alocac¸a˜o para SPM, inclu-
sos os trabalhos que utilizam a abordagem NOB, o leitor deve consultar
(VOLPATO, 2010).
2.1.1 Exemplos de te´cnicas OVB correlatas ao presente traba-
lho
Diversos trabalhos implementam a abordagem OVB em sistemas
que contam com aux´ılio de hardware atrave´s de uma Memory Manage-
ment Unit (MMU). Park, Park e Ha (2007) propuseram uma te´cnica
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para alocac¸a˜o de dados de pilha em SPM atrave´s de uma modificac¸a˜o
da MMU. Partindo da premissa de que a pilha esta´ localizada sempre
pro´xima da regia˜o de memo´ria indicada pelo stack pointer, o me´todo dos
autores faz com que a SPM acompanhe o movimento do stack pointer
alterando a tabela de pa´ginas da MMU em tempo de execuc¸a˜o. Os
autores definem dois casos para explicar a pol´ıtica de gerenciamento
da te´cnica. O primeiro caso ocorre quando a pilha cresce ale´m da a´rea
de memo´ria da SPM e o segundo caso ocorre quando um acesso a uma
a´rea inferior a` da SPM e´ realizado de dentro da pilha. Para realizar
esse gerenciamento, tal me´todo utiliza os bits de pa´ginas referentes a`
permissa˜o de acesso. Isso levanta preocupac¸o˜es quanto a` seguranc¸a
do sistema, pois qualquer aplicac¸a˜o maliciosa pode tirar vantagem da
te´cnica para ter acesso a outros processos em execuc¸a˜o.
Cho et al. (2007) e Egger, Lee e Shin (2006, 2008) propuseram
uma arquitetura de memo´ria com particionamento horizontal composta
por uma SPM e uma mini-cache. Em Cho et al. (2007) e Egger, Lee e
Shin (2006), atrave´s de conhecimento oriundo de profiling das aplicac¸o˜es,
e´ feito o mapeamento de dados globais escalares, na˜o-escalares e de
pilha e o redirecionamento dos enderec¸os de memo´ria e´ realizado com
o aux´ılio de uma MMU. Ja´ Egger, Lee e Shin (2008) propo˜em uma
te´cnica OVB de po´s-compilac¸a˜o para a alocac¸a˜o de co´digo. O co´digo da
aplicac¸a˜o e´ dividido em duas regio˜es: cacheable, que reside no espac¸o
de enderec¸amento da memo´ria principal, e pageable, a ser copiado para
a SPM sob demanda, tambe´m sendo auxiliado pela MMU do sistema.
Apesar de essas te´cnicas serem bastante promissoras, elas requerem
modificac¸o˜es arquiteturais, reduzindo a aplicabilidade das mesmas.
Kannan et al. (2009) apresentam uma te´cnica de gerenciamento
circular dinaˆmico de dados de pilha em SPMs, completamente em
software e que dispensa a realizac¸a˜o de profiling. O gerenciamento
da pilha e´ realizado pelo Scratchpad Memory Manager (SPMM), cuja
func¸a˜o principal e´ monitorar poss´ıveis overflows e acomodar novos
quadros (frames) em uma dada SPM. O SPMM e´ implementado como
uma biblioteca ligada estaticamente a` aplicac¸a˜o. As chamadas aos
procedimentos do gerenciador sa˜o inseridas na aplicac¸a˜o em pares, antes
e depois de cada chamada de func¸a˜o, conforme ilustrado na figura 9. O
gerenciador utiliza uma tabela que conte´m os enderec¸os de procedimentos
e os tamanhos dos respectivos quadros de pilha, gerados em tempo de
compilac¸a˜o. Os procedimentos do SPMM precisam de espac¸o em pilha
para sua pro´pria execuc¸a˜o, o qual e´ alocado em uma a´rea reservada da
SPM.
As te´cnicas relatadas nos treˆs para´grafos anteriores foram pro-
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Figura 9: Chamadas de biblioteca inseridas na aplicac¸a˜o (KANNAN et
al., 2009)
postas para sistemas monoprocessados, sendo que sua aplicabilidade
em sistemas multiprocessados na˜o e´ abordada pelos respectivos arti-
gos. Por outro lado, nos para´grafos seguintes sa˜o abordadas te´cnicas
desenvolvidas para sistemas multiprocessados.
Bai e Shrivastava (2010) e Bai, Shrivastava e Kudchadker (2011)
estenderam a aplicac¸a˜o da te´cnica proposta por Kannan et al. (2009) ao
multiprocessador IBM CELL BE (CHEN et al., 2007) para a alocac¸a˜o de
dados de heap e pilha, respectivamente. A plataforma multiprocessada
utilizada e´ um modelo t´ıpico de arquitetura LLM, onde a comunicac¸a˜o
entre as tarefas e´ tratada explicitamente. Ale´m disso, a utilizac¸a˜o de
memo´ria local em uma arquitetura LLM e´, ao contra´rio de MPSoCs
com SPM, uma necessidade, e na˜o uma otimizac¸a˜o. Segundo os autores,
o objetivo de ambos os trabalhos e´ apenas a compilac¸a˜o automa´tica de
aplicac¸o˜es para processadores que apresentem tal arquitetura de me-
mo´ria. Assim sendo, os autores na˜o apresentaram quaisquer resultados
experimentais que comprovassem a eficieˆncia energe´tica da te´cnica.
Seguindo a mesma linha dos dois trabalhos citados no para´grafo
anterior, Deng et al. (2011) propo˜em um framework similar para ge-
renciamento de SPMs para multiprocessadores que suportam o modelo
de memo´ria em chip PGAS. Os dados de heap mais frequentemente
referenciados sa˜o gerenciados de modo semi-automa´tico, podendo ser
distribu´ıdos por todas as SPMs do sistema de modo a otimizar a lateˆncia
me´dia de acesso pelos processadores. Apesar da te´cnica na˜o depender
diretamente da utilizac¸a˜o de te´cnicas de profiling nem de modificac¸o˜es
no compilador, a escolha dos conjuntos de dados a serem alocados na˜o
e´ realizada automaticamente. Ale´m disso, tambe´m e´ necessa´rio fazer a
modificac¸a˜o manual do co´digo-fonte da aplicac¸a˜o, o que dificulta sua
utilizac¸a˜o.
As te´cnicas de alocac¸a˜o OVB baseadas em um gerenciador em
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software e suas caracter´ısticas esta˜o sumarizadas na tabela 2 quanto a`
arquitetura-alvo, elementos de programa alocados e n´ıvel de interfereˆncia
do programador necessa´rio para seu melhor aproveitamento.
2.2 OTIMIZAC¸A˜O ENERGE´TICA DO PROTOCOLO SNOOPING
Protocolos de coereˆncia de cache baseados em hardware podem ser
classificados de acordo com duas dimenso˜es ortogonais (STENSTRo¨M,
1990): quanto ao sistema de interconexa˜o empregado no multiprocessa-
dor, ou quanto a` pol´ıtica de coereˆncia de cache.
Em sistemas multiprocessados com poucas dezenas de nu´cleos e´
comum a utilizac¸a˜o de barramentos como sistema de comunicac¸a˜o entre
os diversos nu´cleos e perife´ricos do sistema. Para garantir a coereˆncia dos
dados entre suas caches, um processador transmite mensagens de faltas
atrave´s de broadcasting pelo barramento, e os processadores remotos
verificam se podem ou na˜o atender a` requisic¸a˜o. Esse processo, descrito
em maiores detalhes no cap´ıtulo 1, e´ conhecido como snooping. No
caso de o sistema utilizar um meio de interconexa˜o na˜o compartilhado
(uma NoC, por exemplo), protocolos de snooping sa˜o substitu´ıdos por
protocolos baseados em direto´rio.
Quanto a`s pol´ıticas de coereˆncia de cache, existem basicamente
duas opc¸o˜es: uma baseada em invalidac¸o˜es (write-invalidate) e outra
baseada em atualizac¸o˜es (write-update). Na primeira opc¸a˜o, sempre
que uma determinada linha estiver para ser escrita, o protocolo invalida
todas as co´pias da mesma nas outras caches. Ja´ na segunda opc¸a˜o, o
protocolo atualiza tais linhas com o valor novo, o qual esta´ sendo escrito.
Loghi, Poncino e Benini (2006) realizam uma ana´lise comparativa, em
termos de energia e desempenho, de diferentes esquemas para supor-
tar coereˆncia de cache em MPSoCs. Ale´m de tratar de pol´ıticas de
coereˆncia, tambe´m sa˜o consideradas diferentes pol´ıticas de escrita das
caches. Para a ana´lise, os autores consideraram diferentes esquemas de
coereˆncia baseados em snooping, um baseado em software que previne o
armazenamento em cache de dados compartilhados, e um outro baseado
em sistema operacional. Este u´ltimo demonstrou ter um custo muito
alto para aplicac¸a˜o em sistemas embarcados. Ja´ os esquemas baseados
em snooping, por serem baseados em hardware, oferecem um desempe-
nho maior que as outras alternativas, com um acre´scimo no consumo de
energia proporcional ao tra´fego de mensagens de coereˆncia pelo sistema.
Diversos trabalhos encontrados na literatura demonstram que a
grande maioria das requisic¸o˜es de coereˆncia de memo´ria na˜o retornam
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o bloco desejado, o que faz com que tanto o broadcast das requisic¸o˜es
quanto as pesquisas a`s caches do sistema sejam realizados desnecessari-
amente. Observando a figura 10, retirada do trabalho de Ballapuram,
Sharif e Lee (2008), podemos ver que, para a aplicac¸a˜o cholesky (bench-
mark SPLASH-2 (WOO et al., 1995)), a chance de uma requisic¸a˜o de
coereˆncia ser atendida por algum processador remoto e´ inferior a 10%.
Figura 10: Distribuic¸a˜o de acertos a caches remotas em um MPSoC
composto por 4 processadores (BALLAPURAM; SHARIF; LEE, 2008)
Para detectar e eliminar esses snoops desnecessa´rios, va´rias te´c-
nicas foram propostas. Nesta sec¸a˜o, as te´cnicas mais relevantes sa˜o
agrupadas e classificadas de acordo com o me´todo adotado para reduzir
o tra´fego de mensagens de coereˆncia:
• Filtragem de snoops
• Abordagens h´ıbridas cientes da aplicac¸a˜o
2.2.1 Filtragem de snoops desnecessa´rios
Para a implementac¸a˜o de um mecanismo de snooping, a abor-
dagem paralela e´ a mais comumente adotada. Snooping em paralelo e´
trivial, uma vez que considera que os pacotes sa˜o enviados para todos
os nodos do sistema ao mesmo tempo. Pore´m, ao realizar broadcasts de
pacotes surge a preocupac¸a˜o com o consumo desnecessa´rio de energia.
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Va´rias requisic¸o˜es de coereˆncia na˜o encontram blocos correspondentes
nas caches remotas e as verificac¸o˜es de tags falham, contribuindo para
um desperd´ıcio de energia.
Uma maneira de otimizar o consumo energe´tico do protocolo
de coereˆncia de memo´ria e´ a eliminac¸a˜o de snoops inu´teis. Diversas
te´cnicas tem sido propostas com a intenc¸a˜o de detectar e eliminar esses
snoops desnecessa´rios.
Nos esquemas JETTY (MOSHOVOS et al., 2001), os autores
introduziram estruturas semelhantes a caches entre as caches L2 locais
e o barramento de memo´ria, com o objetivo de identificar e, em seguida,
filtrar todas as refereˆncias remotas a dados na˜o presentes na cache
local, conforme ilustra pictoriamente a figura 11. Quando a te´cnica na˜o
for capaz de afirmar que o dado na˜o e´ compartilhado, ela permite a
execuc¸a˜o da operac¸a˜o de coereˆncia.
Figura 11: Sistema de filtragem JETTY, retirada de Moshovos et al.
(2001)
Por ser uma te´cnica apenas em hardware, a cache responsa´vel
pela filtragem de snoops e´ atualizada sempre que o estado da cache local
e´ alterado. Conforme demonstrado por Ekman, Dahlgren e Stenstro¨m
(2002), ambas as variantes de JETTY, por terem sido originalmente
projetadas para tratar snoops externos em servidores com multiproces-
samento sime´trico (SMP), na˜o tem a mesma eficieˆncia quando aplicadas
em multiprocessadores sime´tricos em chip (CMP). Por um lado, Include
JETTY na˜o previne a maioria dos snoops desnecessa´rios. Por outro
lado, Exclude JETTY requer um acre´scimo proibitivo de hardware.
Em Young et al. (2008) e´ feita uma avaliac¸a˜o de algumas te´cni-
cas de filtragem de snoop, dentre as quais esta˜o a RegionScout (RS)
(MOSHOVOS, 2005) e a te´cnica proposta por Cantin, Lipasti e Smith
(2005). Ambas aproveitam as taxas de faltas de regia˜o e buscam infor-
mac¸o˜es de baixa granularidade. Uma regia˜o e´ definida como um bloco
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de enderec¸os de memo´ria cont´ıguos e possui tamanho pre´-definido.
RS consiste de duas estruturas de dados, Cashed-Region Hash
(CRH) e Non-Shared-Region Table (NSRT), em cada u´ltimo n´ıvel de
cache (do ingleˆs Last-Level Cache), conforme ilustrado na figura 12.
Essencialmente, a CRH indica quais regio˜es esta˜o atualmente no LLC
local e a NSRT indica quais regio˜es esta˜o nos LLCs vizinhos e determina
se uma falta no LLC acarreta em uma requisic¸a˜o de coereˆncia. Quando
um processador requisita uma operac¸a˜o de coereˆncia, as CRHs dos
outros processadores sa˜o verificadas para saber se eles possuem linhas
da mesma regia˜o em cache. Se a resposta indicar que nenhuma linha da
mesma regia˜o esta´ nas caches de outros processadores, enta˜o e´ criada
uma entrada para tal regia˜o na NSRT do processador solicitante. Desse
modo, quaisquer outras linhas daquela regia˜o podem ser acessadas
diretamente, dispensando o broadcast.
Figura 12: Arquitetura do RegionScout, retirada de Moshovos (2005)
A ocorreˆncia de coliso˜es de mapeamento na CRH e o consequente
aumento da taxa de falsos positivos sa˜o os fatores limitantes do de-
sempenho da RS. Isso porque regio˜es de tamanhos menores ou CRHs
menores podem fazer com que mais regio˜es sejam mapeadas para uma
mesma entrada da CRH e, consequentemente, sejam gerados falsos po-
sitivos. Ale´m disso, a necessidade de um broadcast inicial para adquirir
as informac¸o˜es das regio˜es impede que a RS atinja uma maior economia
energe´tica.
A te´cnica proposta por Cantin, Lipasti e Smith (2005) e´ similar
a RegionScout e requer uma estrutura em hardware denominada Region
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Coherence Array (RCA), bem como bits adicionais no sistema de inter-
conexa˜o. A RCA e´ uma pequena estrutura que mante´m registros de
regio˜es de memo´ria compartilhada e na˜o compartilhada, com associativi-
dade por conjuntos composta por tags em cada LLC, conforme ilustrado
na figura 13. Cada entrada da RCA conte´m os seguintes atributos:
• um enderec¸o de tag para uma regia˜o
• um contador para indicar o nu´mero de linhas de cache em uma
regia˜o atualmente no LLC local
• um bit de estado para indicar se a regia˜o esta´ compartilhada ou
na˜o
• um bit de validade
Uma entrada RCA e´ alocada para uma regia˜o quando qualquer
linha dessa regia˜o e´ trazida para a cache pela primeira vez. Em seguida,
qualquer linha dessa regia˜o trazida para a cache ira´ incrementar o
contador para aquela regia˜o. No caso de exclusa˜o da linha, o contador
e´ decrementado para aquela regia˜o. A RCA e´ acessada a cada falta no
LLC para determinar se o broadcast de uma operac¸a˜o snoop e´ necessa´rio
e acessado quando requisic¸o˜es snoop sa˜o recebidas para atualizar o bit
de estado de compartilhamento da RCA local. Se a entrada na RCA
indicar que a regia˜o solicitada na˜o esta´ compartilhada, enta˜o nenhum
snoop e´ enviado para aquela regia˜o.
Para garantir precisa˜o, quando uma entrada da RCA e´ exclu´ıda
devido tanto a um conflito de associatividade quanto a estouro da
capacidade da RCA, todas as linhas va´lidas naquela regia˜o necessitam
ser invalidadas, o que ocasiona novos acessos a` cache e novas faltas no
LLC.
Uma te´cnica de reduc¸a˜o de energia de acessos a` TLB e snooping
atrave´s da utilizac¸a˜o de caches virtuais e´ proposta por Ekman, Stenstro¨m
e Dahlgren (2002). Para determinar se uma pa´gina esta´ compartilhada
por outros processadores, junto ao snoop broadcast e´ enviada uma
informac¸a˜o de compartilhamento de pa´gina atrave´s de um barramento
separado, denominado shared vector bus. Lendo tal informac¸a˜o, os
processadores remotos podem eliminar pesquisas desnecessa´rias nas
caches. Apesar de os autores afirmarem que o sistema proposto elimina
o acre´scimo de snoops relacionados a buscas de instruc¸o˜es, caches de
instruc¸o˜es na˜o sa˜o consideradas.
Patel e Ghose (2008) propo˜em um esquema de filtragem de snoops
em processadores CMP com caches coerentes utilizando o protocolo
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Figura 13: Arquitetura do RCA, retirada de Cantin, Lipasti e Smith
(2005)
MESI, atrave´s da coleta pro´-ativa de informac¸o˜es de compartilhamento
de regio˜es. Isso e´ realizado por meio de acre´scimo de vias no sistema de
interconexa˜o, pelas quais sa˜o coletados os estados de compartilhamento
de todas as regio˜es. As informac¸o˜es sa˜o mantidas em estruturas associa-
tivas anexadas ao controlador de coereˆncia de cada nu´cleo, conhecidas
como Snoop Filter Table (SFT), conforme ilustrado na figura 14. As
deciso˜es de filtragem ocorrem em paralelo aos acessos a cache L2, na˜o
ocasionando overhead nos acessos a` memo´ria.
2.2.2 Abordagens h´ıbridas cientes da aplicac¸a˜o
A grande parte dos trabalhos concentram-se em arquiteturas de
processadores CMP de propo´sito geral e, na maioria dos casos, a aborda-
gem introduzida considera a identificac¸a˜o e utilizac¸a˜o de caracter´ısticas
de programas em tempo de execuc¸a˜o. Para suportar tal abordagem,
faz-se necessa´ria a inclusa˜o de diversas estruturas em hardware como
caches e tabelas, o que acarreta em um acre´scimo de a´rea e consumo
energe´tico, tornando frequentemente a soluc¸a˜o invia´vel para a utilizac¸a˜o
em sistemas em chip.
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Figura 14: Arquitetura da te´cnica de Patel e Ghose (2008)
Em Zhou et al. (2008) e´ proposta uma te´cnica de filtragem de
snoops com base em informac¸o˜es de aplicac¸o˜es coletadas previamente.
Isso e´ feito atrave´s da identificac¸a˜o das regio˜es de memo´ria compartilha-
das por cada tarefa e, enta˜o, fornecendo essas informac¸o˜es ao sistema
operacional e ao controlador snoop da cache para a utilizac¸a˜o em tempo
de execuc¸a˜o. A identificac¸a˜o esta´tica de dados compartilhados entre
threads e´ realizada por um algoritmo heur´ıstico de ana´lise de ponteiros,
cujo objetivo e´ determinar todos os valores poss´ıveis de um ponteiro
para obter informac¸o˜es pertencentes aos objetos de memo´ria que sera˜o
potencialmente acessados por aquele ponteiro. Para a ma´xima eficieˆncia
da te´cnica proposta, e´ necessa´rio que o desenvolvedor do software for-
nec¸a ao compilador as informac¸o˜es dos objetos compartilhados entre as
threads. Ale´m disso, a te´cnica na˜o considera quaisquer mudanc¸as dinaˆ-
micas no padra˜o de acessos aos dados compartilhados, ou seja, eventuais
acessos a dados na˜o-compartilhados podem gerar snoops desnecessa´rios.
Uma te´cnica de particionamento da cache de dados e´ apresentada
em Yu, Zhou e Petrov (2009). Atrave´s da separac¸a˜o dos dados privados
dos dados compartilhados, e´ poss´ıvel reduzir o consumo energe´tico
devido ao fato de que apenas uma partic¸a˜o da cache e´ acionada a
cada acesso, utilizando menos vias de associatividade. E´ necessa´ria
a inclusa˜o de um dispositivo denominado Way Allocation Bitmap Set
que determina quais vias de associatividade sera˜o alocadas para um
determinado acesso a` memo´ria.
Partindo da premissa de que os dados contidos na pilha de uma
thread sejam privados a essa thread, os snoops ocasionados por con-
sequeˆncia de acessos a tais dados nunca resultara˜o em um hit, pois
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os mesmos certamente na˜o estara˜o presentes nas caches privativas de
processadores remotos. Segundo Ballapuram, Sharif e Lee (2008), cerca
de 30% dos acessos a` memo´ria que atingem o u´ltimo n´ıvel de cache sa˜o
referentes a` pilha, conforme ilustra a figura 15.
Figura 15: Acessos de pilha ao u´ltimo n´ıvel de cache (BALLAPURAM;
SHARIF; LEE, 2008)
Seguindo essa linha, Ballapuram, Sharif e Lee (2008) propuseram
dois mecanismos de filtragem de snoops. Diferentemente da te´cnica pro-
posta por Zhou et al. (2008), Selective Snoop Probes (SSP) e Essential
Snoop Probes (ESP) identificam as regio˜es de memo´ria que certamente
na˜o possuem dados compartilhados entre processadores. Para tanto, os
acessos a` memo´ria que atingem o LLC sa˜o divididos em dois grupos,
quanto ao destino: os que sa˜o referentes a` pilha e os que na˜o sa˜o. Em
relac¸a˜o aos acessos que na˜o va˜o para a pilha, esses podem ser subdi-
vididos em dois grupos: os que recebem uma resposta de acerto ou
modificado (dado encontrado em algum processador remoto), e os que
recebem uma resposta limpa (dado inexistente nos processadores remo-
tos). As te´cnicas sa˜o complementares, sendo a SSP aplicada em tempo
de execuc¸a˜o e a ESP com aux´ılio de compiladores. A necessidade de
modificac¸a˜o de alguns dispositivos-padra˜o e a inclusa˜o de estruturas de
dados para realizar a filtragem dinaˆmica de snoops podem comprometer
a eficieˆncia de a´rea e energia do sistema, inviabilizando a implementac¸a˜o
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das te´cnicas em ambientes computacionais embarcados.
Tambe´m considerando dados privados de threads como foco para
otimizac¸a˜o, Meng e Skadron (2009) propo˜em uma organizac¸a˜o de cache
na˜o-inclusiva e semi-coerente que remove o requisito de inclusa˜o para
dados privados, esses compostos tanto de pilha e de heap. Isso permite
que dados privados existam apenas nas caches L1 e dados privados
despejados da LLC na˜o precisam invalidar suas co´pias armazenadas nas
caches L1, reduzindo o tra´fego de requisic¸o˜es de coereˆncia pelo sistema.
A te´cnica requer a adic¸a˜o de um bit de controle ao registrador de estado
de cada linha de cache, responsa´vel por indicar se a linha de cache
armazena dados compartilhados ou privados, de modo a habilitar ou
desabilitar a emissa˜o de requisic¸o˜es de coereˆncia, respectivamente. Tal
modificac¸a˜o do hardware pode inviabilizar sua aplicac¸a˜o em MPSoCs.
Ale´m disso, os autores na˜o realizaram uma ana´lise de consumo de energia
em seus resultados experimentais, tendo considerado apenas o impacto
da te´cnica no desempenho do sistema.
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3 UMA TE´CNICA PARA O GERENCIAMENTO
OVERLAY DE SPMS PRIVATIVAS EM MPSOCS
Conforme mencionado anteriormente, o alto desempenho reque-
rido pelos dispositivos eletroˆnicos pessoais contemporaˆneos, tais como
smartphones e tablets, tem sido atingido grac¸as a` adoc¸a˜o de multi-
processamento em chip. Se um sistema embarcado exige a adoc¸a˜o de
uma plataforma com multiprocessamento sime´trico, enta˜o as aplicac¸o˜es
para este sistema devera˜o ser implementadas usando alguma te´cnica
de paralelizac¸a˜o, a fim de tirar o devido proveito da capacidade de
processamento dispon´ıvel. Neste contexto, o uso de threads no desenvol-
vimento de aplicac¸o˜es paralelas surge como uma soluc¸a˜o pragma´tica e
eficiente, basicamente porque a maioria das plataformas para sistemas
embarcados dispon´ıveis no mercado (e.g., famı´lias Cortex-R (ARM Cor-
poration, 2011b) e Cortex-A (ARM Corporation, 2011a), da ARM) sa˜o
desenvolvidas visando o modelo de memo´ria compartilhada.
Com o intuito de maximizar a banda passante e ao mesmo tempo,
minimizar a lateˆncia no acesso ao espac¸o de enderec¸amento u´nico, os
MPSoCs usados nas plataformas voltadas a aplicac¸o˜es de multimı´dia e
de comunicac¸a˜o possuem um subsistema de memo´ria hiera´rquico, com
duas caches L1 (uma para dados e uma para instruc¸o˜es) privativas a cada
processador e, no caso das plataformas mais recentes (e.g., ARM Cortex-
A), memo´ria cache L2 unificada em chip. Como resultado, baixa lateˆncia
nos acessos a dados e instruc¸o˜es e´ alcanc¸ada, mas mediante penalidade
em termos de consumo de energia no subsistema de memo´ria. Ale´m disso,
a existeˆncia de mu´ltiplas caches L1 exige a implementac¸a˜o de algum
protocolo de coereˆncia, conforme ja´ mencionado no cap´ıtulo 1. De fato, o
protocolo snooping e´ comumente encontrado nas plataformas comerciais,
como ARM Cortex-R e ARM Cortex-A. Ainda que a implementac¸a˜o de
protocolo de coereˆncia de caches utilize te´cnicas de filtragem e blocos
de hardware dedicados, as penalidades em termos de a´rea, de tempo de
acesso e de consumo de energia na˜o sa˜o desprez´ıveis, conforme relatado
no cap´ıtulo 2.
O fato de os dados da pilha de execuc¸a˜o de uma thread serem es-
sencialmente privados e apresentarem boa localidade permite especular
que a alocac¸a˜o da pilha em uma SPM de uso privativo ao processador na
qual a thread executa resultara´ em economia de energia no subsistema de
memo´ria, uma vez que a energia por acesso a` SPM e´ inferior a` energia
por acesso a uma cache com mesma capacidade de armazenamento.
Naturalmente, a economia a ser alcanc¸ada com a relocac¸a˜o da pilha de
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cada thread em um MPSoC dependera´ da organizac¸a˜o de seu subsis-
tema de memo´ria (nu´mero de n´ıveis de caches, capacidades da SPM e
das caches, protocolo de coereˆncia) e de caracter´ısticas das aplicac¸o˜es
(basicamente, da frequeˆncia na qual os dados de pilha sa˜o acessados). E´
interessante perceber que a relocac¸a˜o da pilha de thread para SPM traz
como benef´ıcio extra a reduc¸a˜o do nu´mero de requisic¸o˜es de coereˆncia
nas caches L1, desde que a a´rea de enderec¸amento da SPM e o espac¸o
de enderec¸os acessa´veis via caches sejam disjuntos. Desta forma, ocorre
uma filtragem de snoops por construc¸a˜o, o que tambe´m colabora para
a reduc¸a˜o de energia no subsistema de memo´ria. Por outro lado, em
func¸a˜o do comportamento dinaˆmico da pilha, seu gerenciamento precisa
ser realizado durante a execuc¸a˜o da aplicac¸a˜o por um gerenciador em
software, ou totalmente em hardware ou parte em software e parte
em hardware (i.e., h´ıbrido). Assim, parte da penalidade imposta pelo
gerenciamento da pilha em SPM dependera´ de tal implementac¸a˜o.
Neste trabalho propo˜e-se uma te´cnica para o gerenciamento over-
lay de SPMs privativas em MPSoCs, visando a reduc¸a˜o da energia
consumida no subsistema de memo´ria. O objetivo da te´cnica e´ alocar a
pilha de cada thread na SPM privativa ao processador onde a thread
executa. Para tanto, a te´cnica pressupo˜e que:
1. Os dados de pilha de uma dada thread sejam essencialmente
privados1.
2. A plataforma a ser utilizada proporcione multiprocessamento
sime´trico, com modelo de memo´ria compartilhada.
3. Cada processador possua duas caches L1 privativas (uma para
dados e uma para instruc¸o˜es), atrave´s das quais o espac¸o de
enderec¸amento comum e´ acessado.
4. Cada processador possua uma SPM de uso privativo, cujo es-
pac¸o de enderec¸amento e´ disjunto do espac¸o de enderec¸amento
compartilhado, seguindo o modelo PGAS.
Na te´cnica aqui proposta, os dados de pilha de uma thread sa˜o
gerenciados dinamicamente por um gerenciador de pilha em software, o
qual e´ tambe´m armazenado na SPM privativa do processador a fim de
reduzir a penalidade de tempo e de energia nos acessos a suas instruc¸o˜es
1Pode ocorrer uma situac¸a˜o em que uma thread referencia um elemento de pilha
de outra thread atrave´s de um ponteiro. Apesar de que a te´cnica proposta tratara´
esse cena´rio quando necessa´rio, tal caso at´ıpico raramente ocorre, uma vez que isso
seria resultado de ma´ pra´tica de programac¸a˜o.
57
e dados. Tipicamente, as primeiras instruc¸o˜es de um procedimento
(conhecidas como pro´logo) preparam a pilha para acomodar varia´veis
locais, enquanto as u´ltimas instruc¸o˜es (conhecidas como ep´ılogo) res-
tauram a pilha para o seu estado anterior. Na te´cnica proposta, a
interac¸a˜o entre o co´digo da aplicac¸a˜o e o gerenciador de pilha ocorre
no pro´logo e no ep´ılogo de cada procedimento executado por uma th-
read. Desta forma, por estarem presentes no espac¸o de enderec¸amento
compartilhado, as instruc¸o˜es adicionadas no pro´logo e no ep´ılogo dos
procedimentos impo˜em alguma penalidade a` te´cnica.
Apesar de depender da disponibilidade do co´digo-fonte da aplica-
c¸a˜o, diferentemente de outras te´cnicas semelhantes (e.g.,(ZHOU et al.,
2008)), a te´cnica aqui apresentada dispensa a intervenc¸a˜o do desenvolve-
dor, pois as alterac¸o˜es necessa´rias no co´digo da aplicac¸a˜o sa˜o realizadas
por um compilador devidamente adaptado, conforme sera´ explicado na
sec¸a˜o 3.2.
As sec¸o˜es seguintes abordam os aspectos teo´ricos mais relevantes
da te´cnica de gerenciamento overlay de mu´ltiplas SPMs proposta neste
trabalho. Os detalhes de implementac¸a˜o sa˜o explicados no cap´ıtulo 4.
3.1 A PILHA DE EXECUC¸A˜O
A noc¸a˜o de pilha de execuc¸a˜o, ou simplesmente pilha, teve origem
com linguagens de programac¸a˜o como Lisp e Algol 60, as quais intro-
duziram o uso de varia´veis locais (FISCHER; CYTRON; LEBLANC,
2010). Uma varia´vel e´ dita local quando e´ acess´ıvel apenas durante a
execuc¸a˜o de um procedimento. A execuc¸a˜o de um procedimento requer
que seja alocado espac¸o em memo´ria para armazenar os paraˆmetros
do procedimento e suas varia´veis. Ale´m disso, tambe´m e´ necessa´rio
espac¸o em memo´ria para informac¸o˜es de controle, como o enderec¸o de
retorno de procedimento. Assim, os dados e informac¸o˜es de controle do
procedimento sa˜o armazenados na pilha, a qual ocupa uma parte do
espac¸o de enderec¸amento do sistema. A pilha, por sua vez, cresce em
unidades denominadas quadros de pilha (stack frames), ou simplemente
quadros, cujo tamanho depende da arquitetura-alvo e e´ calculado pelo
compilador. Quando o procedimento retorna, seu quadro e´ retirado e
o espac¸o utilizado por suas varia´veis locais e´ liberado. Desta forma,
somente os procedimentos em execuc¸a˜o ocupam memo´ria.
Para ilustrar a alocac¸a˜o de dados em pilha, considere o pro-
cedimento p mostrado na figura 16, o qual foi escrito em linguagem
C++.
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Figura 16: Exemplo de procedimento em linguagem C++
Considere que a pilha seja implementada em uma memo´ria orga-
nizada em palavras de 4 bytes, a qual e´ enderec¸ada pelo processador
usando alinhamento por palavras duplas (doubleword alignment). Desta
forma, todo e qualquer quadro devera´ ter tamanho mu´ltiplo de 8 bytes.
Suponha que as informac¸o˜es de controle de p, o paraˆmetro a, a varia´vel
local b e o arranjo local c requeiram, respectivamente, 8 bytes, 4 bytes,
8 bytes, e 80 bytes. Nestas condic¸o˜es, o quadro de pilha para o procedi-
mento p possui tamanho de 104 bytes, sendo ilustrado pela figura 17.
Nesta figura, o espac¸o livre rotulado por padding serve exclusivamente
para garantir o alinhamento por palavras, fazendo com que o tamanho
do quadro seja mu´ltiplo de 8.
3.2 ADEQUAC¸A˜O DO COMPILADOR A` TE´CNICA
As etapas do processo de compilac¸a˜o em um compilador con-
vencional podem ser agrupadas em front-end, middle-end e back-end
(FISCHER; CYTRON; LEBLANC, 2010).
O front-end corresponde a`s etapas da compilac¸a˜o que dependem
basicamente da linguagem de entrada, sendo portanto independentes da
arquitetura-alvo (ALFRED; SETHI; ULLMAN, 1986). Nesse conjunto
de etapas normalmente esta˜o inclu´ıdas as ana´lises le´xica e sinta´tica, a
criac¸a˜o da tabela de s´ımbolos, a ana´lise semaˆntica, e a gerac¸a˜o de co´digo
intermedia´rio. Algumas otimizac¸o˜es de co´digo podem ser realizadas no
front-end. O front-end tambe´m inclui o tratamento de erros associado
a cada etapa.
O back-end inclui as etapas do compilador que dependem da
arquitetura-alvo. No back-end podem ser encontrados aspectos da etapa
de otimizac¸a˜o de co´digo e tambe´m e´ onde se realiza a gerac¸a˜o de co´digo,
juntamente a`s operac¸o˜es necessa´rias sobre a tabela de s´ımbolos e de
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Figura 17: Quadro de pilha do procedimento p
tratamento de erros.
No middle-end sa˜o realizadas as transformac¸o˜es t´ıpicas que le-
vam a` otimizac¸a˜o do co´digo, tais como remoc¸a˜o de co´digo inu´til ou
inalcanc¸a´vel, descoberta e propagac¸a˜o de valores constantes, relocac¸a˜o
de uma computac¸a˜o para um local executado com menor frequeˆncia
(para fora de um lac¸o, por exemplo), ou especializac¸a˜o de computac¸a˜o
baseada em um contexto. Como as etapas do middle-end sa˜o realizadas
apo´s o front-end e antes do back-end, elas sa˜o independentes tanto da
linguagem de entrada quanto da arquiteturas-alvo, o que simplifica
muito a construc¸a˜o de compiladores para va´rias linguagens de entrada
e va´rias arquiteturas-alvo.
Para que o compilador gere co´digo adequado para a utilizac¸a˜o da
te´cnica proposta neste trabalho, e´ necessa´ria a adic¸a˜o de dois passos ao
processo de compilac¸a˜o da aplicac¸a˜o, sendo um no middle-end, durante
a ana´lise do grafo de chamadas, e outro no back-end, precedendo a
gerac¸a˜o do co´digo em linguagem de montagem.
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3.2.1 Identificac¸a˜o dos procedimentos cuja pilha sera´ alocada
em SPM
Quando o compilador finaliza a ana´lise de fluxo da aplicac¸a˜o, ele
gera dois tipos de grafos de fluxo: o grafo de chamadas de proce-
dimentos e um grafo de fluxo de controle para cada procedimento
(FISCHER; CYTRON; LEBLANC, 2010).
Definic¸a˜o 1. Um grafo de fluxo G= (N,E,raiz) e´ um grafo direcionado:
N e´ um conjunto (de ve´rtices) e E e´ uma relac¸a˜o bina´ria em N. O ve´rtice
raiz e´ o ve´rtice de entrada distinto do grafo de fluxo: ∀X ∈ N,(X ,raiz) /∈
E.
Em um grafo de fluxo, os ve´rtices representam diversos pontos
de um programa e as arestas indicam transic¸o˜es poss´ıveis entre esses
pontos. A te´cnica aqui apresentada utiliza um tipo de grafo de fluxo cujos
caminhos representam uma sequeˆncia de chamadas de procedimento.
Neste grafo de fluxo, denominado grafo de chamadas de procedimento,
cada ve´rtice em N corresponde a um procedimento de um programa e
cada aresta em E representa uma poss´ıvel chamada de procedimento.
O primeiro passo da te´cnica tem a func¸a˜o de identificar todos os
procedimentos que sa˜o invocados em uma dada thread, o que e´ realizado
com o aux´ılio do grafo de chamadas de procedimentos da aplicac¸a˜o.
Uma vez que o grafo de chamadas de procedimento esteja dispon´ıvel, o
primeiro passo da te´cnica pode ser executado. Inicialmente, e´ necessa´rio
identificar o procedimento que representa o ponto de entrada (entry-
point) de uma thread. O grafo de chamadas de procedimentos e´ enta˜o
percorrido em busca do ve´rtice referente a esse procedimento e, quando
encontrado, o mesmo e´ anotado pelo compilador. Em seguida, sa˜o
identificados todos os procedimentos que sa˜o invocados a partir do
ponto de entrada da thread.
O tamanho do quadro de pilha de cada um dos procedimentos
identificados e´ enta˜o computado, sendo mantido em uma estrutura de
dados auxiliar. Tal estrutura sera´ integrada aos bina´rios da aplicac¸a˜o
no processo de linkedic¸a˜o, de modo a ser utilizada pelo gerenciador de
pilha em tempo de execuc¸a˜o tanto para alocar os quadros de pilha em
SPM quanto para desaloca´-los.
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3.2.2 Gerac¸a˜o de co´digo de suporte
O segundo passo fornece suporte a` gerac¸a˜o de co´digo para invocar
o gerenciador de pilha. Para cada procedimento identificado durante o
primeiro passo, o compilador gerara´ um pro´logo e um ep´ılogo adequados
para invocar apropriadamente as ac¸o˜es do gerenciador.
Ale´m das instruc¸o˜es pro´prias para invocac¸a˜o do gerenciador de
pilha, o co´digo gerado tem o objetivo de garantir que seja mantido o
fluxo de execuc¸a˜o da aplicac¸a˜o, salvando o contexto de registradores
que venham a ser utilizados no processo.
3.2.3 Gerac¸a˜o de sa´ıda
Uma simples customizac¸a˜o do script de linkedic¸a˜o permite que
o ligador acomode os bina´rios do gerenciador de pilha em um espac¸o
de enderec¸amento reservado em cada SPM privativa, dando origem ao
arquivo executa´vel otimizado.
3.3 O GERENCIADOR DE PILHA
Conforme ja´ mencionado no in´ıcio deste cap´ıtulo, a te´cnica pro-
posta assume que o gerenciador de pilha e´ totalmente implementado em
software e fica armazenado na mesma SPM por ele gerenciada. Ale´m
disso, a te´cnica assume que os bina´rios do gerenciador estara˜o replicados
em cada SPM. Semelhantemente ao proposto no trabalho de Kannan et
al. (2009), o gerenciador a ser usado na te´cnica aqui proposta deve ser
capaz de:
1. Verificar se existe espac¸o suficiente na SPM para o quadro de
pilha do procedimento antes que ele seja chamado;
2. Rastrear o quadro mais antigo armazenado na SPM;
3. Transferir quadros da SPM para a memo´ria principal em caso de
transbordo, e trazeˆ-los de volta quando necessa´rio.
Detalhes sobre a implementac¸a˜o do proto´tipo de gerenciador sa˜o
fornecidos no pro´ximo cap´ıtulo.
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4 INFRAESTRUTURA E IMPLEMENTAC¸A˜O
Neste cap´ıtulo sa˜o apresentados detalhes da implementac¸a˜o da
te´cnica de gerenciamento overlay de SPMs introduzida no cap´ıtulo 3, os
quais abrangem a adaptac¸a˜o do compilador e o gerenciador de dados de
pilha de thread em SPM. O cap´ıtulo tambe´m descreve a infraestrutura
utilizada para modelar as arquiteturas de MPSoCs e para simular a
execuc¸a˜o de aplicac¸o˜es nas mesmas. A seguir, o me´todo de gerac¸a˜o
aleato´ria de aplicac¸o˜es e´ apresentado e as caracter´ısticas mais relevantes
do conjunto de aplicac¸o˜es gerado sa˜o detalhadas. Por u´ltimo, e´ mostrada
a formulac¸a˜o utilizada para se obter os valores de energia a partir dos
nu´meros de acessos a cada componente do subsistema de memo´ria e dos
respectivos valores de energia por acesso.
4.1 MODIFICAC¸A˜O DO COMPILADOR C DO GCC
Conforme descrito no cap´ıtulo 3, a te´cnica aqui proposta requer
que um compilador seja adaptado para a gerac¸a˜o de co´digo ciente do
gerenciador de dados de pilha em SPMs. Para tanto, decidiu-se utilizar
o compilador C do GCC (GNU, 2012).
Um novo passo de compilac¸a˜o inserido no middle-end do com-
pilador e´ responsa´vel pela identificac¸a˜o dos procedimentos que sera˜o
otimizados. No middle-end do GCC a linguagem de entrada ja´ se en-
contra traduzida para uma representac¸a˜o intermedia´ria denominada
GIMPLE, fazendo com que a implementac¸a˜o do passo seja independente
da arquitetura do processador-alvo. O novo passo, a ser executado
durante o processo de otimizac¸a˜o interprocedural, faz uso do grafo de
chamadas de procedimentos da aplicac¸a˜o, o qual ja´ esta´ dispon´ıvel nessa
etapa do processo de compilac¸a˜o. Primeiramente, o compilador faz uma
ana´lise do co´digo para identificar o primeiro procedimento a ser execu-
tado em uma dada thread, tambe´m conhecido como ponto de entrada
(entry-point) de uma thread. A implementac¸a˜o aqui descrita se baseia
no padra˜o POSIX Threads para a manipulac¸a˜o de threads. Desta forma,
o procedimento desejado sera´ aquele cujo enderec¸o e´ passado como
paraˆmetro de uma chamada ao procedimento pthread create. Assim que
o ponto de entrada e´ identificado, o compilador busca pelo ve´rtice a ele
associado no grafo de chamada de procedimentos da aplicac¸a˜o. Para
cada um dos seus ve´rtices descendentes, o compilador anota todos os
procedimentos a eles associados.
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O segundo passo que compo˜e a adaptac¸a˜o do compilador a` te´cnica
e´ realizado no back-end do GCC, durante a gerac¸a˜o de co´digo de ma´quina.
Para cada um dos procedimentos anotados anteriormente, o compilador
cria um par de pro´logo e ep´ılogo com instruc¸o˜es especiais destinadas a`
comunicac¸a˜o com o gerenciador de dados de pilha. Tais instruc¸o˜es sa˜o
representadas em RTL (Register-Transfer Language), uma linguagem
dependente da arquitetura do processador-alvo. No presente trabalho,
esse passo foi implementado para a arquitetura SPARC V9. Caso surja
a necessidade de se portar a implementac¸a˜o da te´cnica para uma outra
arquitetura, apenas esse passo precisara´ ser adaptado para o novo alvo.
A figura 18 mostra o co´digo do in´ıcio de um procedimento ciente
de gerenciador de pilha em SPM, que no caso se trata de um ponto de
entrada de thread. O pro´logo do procedimento corresponde a`s linhas 1 a
17. As linhas de co´digo 1 a 4 e 13 a 16 sa˜o responsa´veis pelo salvamento
e restaurac¸a˜o, respectivamente, do conteu´do dos registradores apro-
veitados para realizar a comunicac¸a˜o com o gerenciador de pilha. As
chamadas aos procedimentos de inicializac¸a˜o e check-in do gerenciador
ocorrem nas linhas 8 e 11, respectivamente. Os paraˆmetros de cada
uma das chamadas sa˜o setados nas linhas 5 a 7, e tambe´m na linha 10.
A instruc¸a˜o save na linha 17 e´ responsa´vel por realizar as operac¸o˜es
referentes a` troca de contexto do processador a cada novo procedimento
chamado.
A figura 19 mostra as u´ltimas instruc¸o˜es de um procedimento
ciente de gerenciador de pilha em SPM. O ep´ılogo do procedimento
corresponde a`s linhas 3 a 7. O paraˆmetro do procedimento de check-out
e´ setado na linha 3, e na linha 4 ocorre a chamada ao procedimento.
Semelhante a` instruc¸a˜o save, a instruc¸a˜o rett na linha 6 e´ responsa´vel
pelas operac¸o˜es referentes a` restaurac¸a˜o de contexto do processador ao
final de cada procedimento.
No fluxograma mostrado na figura 20 e´ poss´ıvel identificar em
quais etapas do processo de compilac¸a˜o os novos passos foram inseridos.
A gerac¸a˜o de co´digo ciente do gerenciador de dados de pilha em
SPMs e´ ativa´vel atrave´s da inclusa˜o da opc¸a˜o -fspm aos paraˆmetros de
execuc¸a˜o do compilador.
Conforme dito na sec¸a˜o 3.3, os bina´rios do gerenciador de pilha
sa˜o alocados nas SPMs de cada um dos processadores do sistema em
tempo de carga da aplicac¸a˜o. O compilador gera os dados e proce-
dimentos do gerenciador em sec¸o˜es de SPM exclusivas, .spm.data e
.spm.func, respectivamente. O ligador, instrumentado com um script
modificado, mescla ambas as sec¸o˜es de SPM, e as realoca para o espac¸o
de enderec¸amento de SPM, originando o arquivo executa´vel otimizado.
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Figura 18: Pro´logo de um procedimento ciente de SPM
Figura 19: Ep´ılogo de um procedimento ciente de SPM
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Figura 20: Fluxo de compilac¸a˜o do GCC
4.2 IMPLEMENTAC¸A˜O DE GERENCIADOR DE PILHA EM SPM
O gerenciador de pilha em SPM descrito na sec¸a˜o 3.3 e´ implemen-
tado como uma biblioteca ligada estaticamente a` aplicac¸a˜o. Os bina´rios
(co´digo e dados) do gerenciador sa˜o completamente armazenados em
uma faixa de enderec¸os espec´ıfica, dentro da faixa reservada a` SPM. A
interface da biblioteca possui treˆs procedimentos para se comunicar com
a aplicac¸a˜o:
• init: Inicializa as estruturas de dados do gerenciador. E´ chamada
no pro´logo do primeiro procedimento a ser executado dentro de
uma thread (entry-point).
• check-in: Notifica o gerenciador de pilha que um procedimento
foi invocado. Apo´s verificar se existe espac¸o dispon´ıvel para a
chamada de procedimento, o gerenciador pode enviar quadros
antigos para a memo´ria principal com o intuito de acomodar o
quadro novo. O procedimento de check-in e´ chamado no pro´logo
de cada procedimento, antes de qualquer instruc¸a˜o relacionada a`
pilha. A figura 21 ilustra os passos que compo˜em a operac¸a˜o de
check-in.
• check-out: E´ chamado no ep´ılogo dos procedimentos, exatamente
antes da instruc¸a˜o de retorno. O gerenciador verifica se ele teve
de enviar algum quadro para a memo´ria principal durante o check-
in desse mesmo procedimento. Caso tenha sido necessa´rio, o
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gerenciador traz de volta para a SPM tais quadros, permitindo
que a aplicac¸a˜o continue normalmente. A figura 22 ilustra os
passos que compo˜em a operac¸a˜o de check-out.
Visando reduzir a penalidade imposta pelo gerenciador de pilha,
cada um de seus procedimentos e´ implementado sem utilizar quaisquer
chamadas a bibliotecas padro˜es.
Figura 21: Fluxograma do procedimento de check-in
O gerenciamento de dados de pilha em SPM segue uma pilha
circular. Na presente implementac¸a˜o, o gerenciador utiliza granularidade
de quadro de procedimento tanto para alocar como para remover dados
da SPM.
4.3 INFRAESTRUTURA DE SIMULAC¸A˜O
A te´cnica proposta foi validada e avaliada com o aux´ılio do
framework de simulac¸a˜o dirigida a eventos denominado de GEM5 (ante-
riormente chamado de M5) (BINKERT et al., 2006, 2011), que serve de
representac¸a˜o executa´vel de uma arquitetura CMP. A disponibilidade de
co´digo-fonte tornou poss´ıvel a adaptac¸a˜o do framework para a inclusa˜o
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Figura 22: Fluxograma do procedimento de check-out
de SPMs, o que fez com que o GEM5 fosse considerada como uma
opc¸a˜o bastante adequada para o propo´sito dessa dissertac¸a˜o. Ale´m
disso, a possibilidade de configurar diversos paraˆmetros da plataforma-
alvo, como nu´mero de processadores e capacidades e associatividades
das caches, permitiu que fossem modeladas diversas plataformas sem
necessidade de recompilac¸a˜o. O framework GEM5 garante a coereˆncia
entre as caches privativas e a memo´ria compartilhada atrave´s de uma
implementac¸a˜o simples do protocolo snooping.
As simulac¸o˜es foram realizadas em um modelo funcional tempo-
rizado (cycle approximate) da plataforma, no modo de emulac¸a˜o de
chamadas de sistema (syscall emulation), onde o bina´rio da aplicac¸a˜o e´
executado diretamente sobre a plataforma, dispensando a simulac¸a˜o de
um sistema operacional. Uma vez conclu´ıda uma simulac¸a˜o, o framework
gera um arquivo de texto com uma estat´ıstica completa, composta por
dados como tempo total de simulac¸a˜o, nu´mero de ciclos despendidos
por cada processador, nu´mero de acessos a cada bloco de memo´ria do
sistema, quantidade de faltas das caches, entre outras.
Para a avaliac¸a˜o quantitativa da te´cnica proposta para alocac¸a˜o
de dados de pilha em SPMs foram modeladas 2 arquiteturas de sis-
tema multiprocessado que refletem os MPSoCs estado-da-arte, ambas
compartilhando as caracter´ısticas mostradas na tabela 3.
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Tabela 3: Caracter´ısticas comuns a`s arquiteturas modeladas com o
GEM5
No´ tecnolo´gico 32nm
Nu´cleos
4 SPARC V9, 64 bits, com execuc¸a˜o em-ordem
(o sistema pode executar 4 threads em paralelo)
Caches L1
1 I-Cache e 1 D-Cache por nu´cleo,
ambas com as mesmas caracter´ısticas:
• Capacidade e grau de associatividade,
conforme Tabela 4
• Capacidade de bloco: 32 bytes, write-back
• Lateˆncia de acerto: 1 ciclo
Cache L2
Unificada, compartilhada entre todos os nu´cleos
Capacidade: 256 KB
Associatividade: 16 vias
Capacidade de bloco: 32 bytes, write-back
Lateˆncia de acerto: 10 ciclos
Memo´ria Principal
Capacidade: 128 MB
Lateˆncia de acesso: 30 ciclos
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A uma das arquiteturas modeladas foi adicionada uma SPM de
8KB por processador (com lateˆncia de acesso de 1 ciclo), criando assim
um modelo de plataforma multiprocessada PGAS com SPM, servindo
para avaliar a te´cnica proposta neste trabalho. A outra arquitetura, que
na˜o inclui SPMs, e´ utilizada como um modelo de refereˆncia. A partir
dessas 2 arquiteturas, foram criadas 10 diferentes plataformas atrave´s
da variac¸a˜o da capacidade e da associatividade das caches L1. A tabela
4 resume as caracter´ısticas que diferenciam as 20 plataformas utilizadas.
Nesta tabela, “REF” identifica as plataformas baseadas na arquitetura
de refereˆncia e “cSPM” identifica as que sa˜o baseadas na arquitetura
com SPM.
Tabela 4: Configurac¸a˜o de sistema para as plataformas baseadas nas
arquiteturas REF e cSPM
Arquitetura
I-Cache L1, D-Cache L1
SPM Total
Capacidades (KB) Associatividades
REF 4, 8, 16, 32 ou 64 2, 4 - 10
cSPM 4, 8, 16, 32 ou 64 2, 4 8 KB 10
Total 20
As capacidades e associatividades empregadas para as caches
L1 sa˜o baseadas nas configurac¸o˜es utilizadas por implementac¸o˜es de
MPSoCs comerciais, como o ARM Cortex-R7.
4.4 GERAC¸A˜O AUTOMA´TICA DE APLICAC¸O˜ES
Com o objetivo de explorar o espac¸o de otimizac¸a˜o dispon´ıvel para
a te´cnica proposta, surgiu a necessidade de se gerar uma quantidade de
dados significativos que permitissem realizar uma ana´lise estat´ıstica. A
indisponibilidade de um conjunto de benchmarks de teste suficientemente
grande e cujas caracter´ısticas de proporc¸a˜o de acessos a dados de pilha
sejam conhecidos a priori motivou a adoc¸a˜o de uma abordagem de
simulac¸a˜o com aplicac¸o˜es sinte´ticas, estas criadas automaticamente por
meio de um gerador dedicado.
A gerac¸a˜o automa´tica de aplicac¸o˜es permite produzir uma grande
quantidade de dados com caracter´ısticas conhecidas, o que facilita a
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ana´lise dos resultados para identificar tendeˆncias em um dado conjunto
de simulac¸o˜es com diferentes paraˆmetros. O algoritmo 1 mostra o
pseudoco´digo do gerador de aplicac¸o˜es, este desenvolvido com base no
trabalho de Rambo, Henschel e Santos (2011). O gerador requer 5
paraˆmetros de entrada para sua execuc¸a˜o:
• Porcentagem de operac¸o˜es de chamadas de procedimentos (tC);
• Porcentagem de operac¸o˜es de escrita (tE);
• Porcentagem de operac¸o˜es de leitura (tL);
• Porcentagem de acessos referentes a dados de pilha (tAL);
• Porcentagem de acessos referentes a dados globais (tAG).
A soma dos paraˆmetros tC, tE e tL deve totalizar exatamente 1
(100%). O mesmo requisito se aplica para os paraˆmetros tAL e tAG.
Em uma aplicac¸a˜o gerada pelo gerador automa´tico, ale´m do pro-
cedimento principal (main), sa˜o definidos 4 procedimentos. O co´digo de
cada um deles foi gerado aleatoriamente obedecendo a seguinte distri-
buic¸a˜o de tipos de operac¸a˜o (tipoOP), de modo que a aplicac¸a˜o sinte´tica
gerada representasse um padra˜o de acessos arbitra´rio de uma aplicac¸a˜o
real: 10% de chamadas de procedimentos, 60% de leituras e 30% de es-
critas. A quantidade de operac¸o˜es, varia´veis locais e paraˆmetros de cada
procedimento, representadas por nOP, nVARS e nPARAMS, respectivamente,
tambe´m sa˜o definidas aleatoriamente.
Foi imposta uma limitac¸a˜o na profundidade da a´rvore de chamada
de procedimentos de cada thread para que a altura das mesmas na˜o
fosse superior a 7. A na˜o imposic¸a˜o de um limite faria com que o tempo
de simulac¸a˜o das aplicac¸o˜es fosse demasiadamente longo, considerando
que o mesmo cresce exponencialmente a` medida que a altura e o grau
da a´rvore de chamadas da aplicac¸a˜o aumenta.
Os acessos de leitura e escrita podem ser divididos em dois grupos
quanto ao tipo de dado acessado (tipoA): os que acessam dados de pilha
e os que acessam dados globais. A proporc¸a˜o entre esses dois tipos de
acesso, tanto para leitura quanto para escrita, obedece a definic¸a˜o 2.
Definic¸a˜o 2. Sejam G e S, respectivamente, o nu´mero de acessos a
dados globais e o nu´meros de acessos a dados de pilha em uma aplicac¸a˜o.
A proporc¸a˜o de acessos a dados de pilha em uma aplicac¸a˜o e´ definida
por PS = S/(S+G) e, por conseguinte, a proporc¸a˜o de acessos a dados
globais e´ PG = G/(S+G) = 1−PS.
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Algoritmo 1 Gerador aleato´rio de aplicac¸o˜es
Entrada(s): tC, tE , tL, tAL, tAG
1: GERAR VARS GLOBAL()
2: para todo procedimento fac¸a
3: nPARAMS← random(1,8)
4: nVARS← random(1,15)
5: nOP← random(10,100)
6: GERAR VARS LOCAL(nVARS)
7: para i = 0 ate´ nOP fac¸a
8: tipoOP← DEFINE TIPO OPERACAO(tC, tE , tL)
9: se tipoOP = chamadaProcedimento enta˜o
10: GERAR CHAMADA PROCEDIMENTO()
11: sena˜o, se tipoOP = leitura enta˜o
12: tipoA← DEFINE TIPO ACESSO(tAL, tAG)
13: se tipoA = local enta˜o
14: GERAR LEITURA LOCAL()
15: sena˜o, se tipoA = global enta˜o
16: GERAR LEITURA GLOBAL()
17: fim se
18: sena˜o, se tipoOP = escrita enta˜o
19: tipoA← DEFINE TIPO ACESSO(tAL, tAG)
20: se tipoA = local enta˜o
21: GERAR ESCRITA LOCAL()
22: sena˜o, se tipoA = global enta˜o
23: GERAR ESCRITA GLOBAL()
24: fim se
25: fim se
26: fim para
27: fim para
28: GERAR PROCEDIMENTO MAIN()
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Para a obtenc¸a˜o de resultados experimentais, foram gerados 4
grupos de aplicac¸o˜es, cada um destes caracterizado por um PS distinto,
pertencente ao conjunto 0,4; 0,6; 0,8; 1,0. Para cada grupo foram
geradas 100 aplicac¸o˜es, totalizando 400 aplicac¸o˜es, conforme resume a
tabela 5.
Tabela 5: Proporc¸a˜o de acesso a dados para as aplicac¸o˜es geradas
aleatoriamente
PS PG
Nu´mero de
aplicac¸o˜es geradas
1,0 0,0 100
0,8 0,2 100
0,6 0,4 100
0,4 0,6 100
Total 400
Para a compilac¸a˜o das aplicac¸o˜es foi utilizado o paraˆmetro -O0
para desativar todas as otimizac¸o˜es de co´digo do compilador C do GCC,
pois isso acarretaria na descaracterizac¸a˜o das aplicac¸o˜es, umas vez que o
co´digo gerado aleatoriamente na˜o apresenta computac¸a˜o u´til. Todas as
400 aplicac¸o˜es foram enta˜o simuladas em cada uma das 20 plataformas
descritas na tabela 4, totalizando 8000 simulac¸o˜es, as quais tiveram suas
estat´ısticas coletadas para ana´lise.
4.5 ESTIMATIVA DE ENERGIA
Uma vez feita a simulac¸a˜o com o GEM5 e coletados os dados
de nu´mero de acessos para cada tipo de memo´ria, foram utilizadas as
seguintes fo´rmulas para o ca´lculo da energia no subsistema de memo´ria.
4.5.1 Especificac¸a˜o das componentes de energia
• εL1: Energia por acesso a uma cache L1 (de instruc¸o˜es ou de
dados);
• εSPM: Energia por acesso a uma memo´ria de rascunho;
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• εL2: Energia por acesso a` cache L2;
• εMM: Energia por acesso a` memo´ria principal.
Conjunto das varia´veis cujos valores foram obtidos atrave´s de
simulac¸o˜es:
• αIL1: Quantidade de acessos a uma cache L1 de instruc¸o˜es;
• αDL1: Quantidade de acessos a uma cache L1 de dados;
• αSPM: Quantidade de acessos a uma memo´ria de rascunho;
• αL2: Quantidade de acessos a` cache L2;
• αMM: Quantidade de acessos a` memo´ria principal.
A energia consumida por cada componente do subsistema de
memo´ria pode ser representada atrave´s das seguintes equac¸o˜es:
EIL1 = αIL1× εL1 (4.1)
EDL1 = αDL1× εL1 (4.2)
ESPM = αSPM× εSPM (4.3)
EL2 = αL2× εL2 (4.4)
EMM = αMM× εMM (4.5)
Seja P o nu´mero de processadores presentes no sistema. A seguinte
equac¸a˜o representa o consumo energe´tico total da plataforma REF:
ETotalREF =
P
∑
i=1
(E iIL1 +E
i
DL1)+EL2 +EMM (4.6)
A seguinte equac¸a˜o representa o consumo energe´tico total da
plataforma cSPM:
ETotalSPM =
P
∑
i=1
(E iIL1 +E
i
DL1 +E
i
SPM)+EL2 +EMM (4.7)
Tambe´m e´ poss´ıvel calcular energias parciais, de blocos de memo´-
ria individuais, tal como energia somente da cache L1 de dados.
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4.5.2 Estimativa de energia por acesso
Os valores de energia por acesso da SPM e das caches L1 (ins-
truc¸o˜es e dados) e L2 foram obtidos atrave´s do modelo f´ısico CACTI
5.3 (WILTON; JOUPPI, 1996), assumindo-se no´ tecnolo´gico de 32nm.
Para cada dispositivo de memo´ria foi considerado o respectivo valor de
energia por acesso de leitura retornado pelo CACTI.
Para as energias por acesso de leitura e escrita da memo´ria
principal, assumiu-se os valores referentes a uma memo´ria off-chip
Micron MT48H8M16LF low-power SDRAM, a qual e´ a mesma de outros
trabalhos, como Egger, Lee e Shin (2006), Egger, Lee e Shin (2008) e
Volpato (2010).
Os valores de energia por acesso para cada dispositivo de memo´ria
(em pJ) se encontram sumarizados na tabela 6.
Tabela 6: Consumo de energia por acesso conforme reportado pelo
CACTI 5.3 (32nm) em pJ
Caches L1 4KB 8KB 16KB 32KB 64KB
2 vias 8,3 13,8 15,8 20,5 31,6
4 vias 14,2 14,6 19,8 21,8 31,4
SPM
8KB 6,8
Cache L2
256KB 184
Memo´ria Principal Acesso de Leitura Acesso de Escrita
128MB 3370 1470
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5 RESULTADOS EXPERIMENTAIS
A fim de se avaliar a efica´cia da te´cnica proposta, as 400 aplicac¸o˜es
geradas automaticamente (conforme detalhado na sec¸a˜o 4.4) foram simu-
ladas nas 20 plataformas (10 baseadas na arquitetura REF e 10 baseadas
na arquitetura cSPM, detalhadas na sec¸a˜o 4.3), com o uso da GEM5,
resultando em 8000 simulac¸o˜es. As simulac¸o˜es foram realizadas em uma
ma´quina com processador Intel Xeon E5430 (quad-core) 2,66GHz com
4GB de RAM, executando o sistema operacional Gentoo GNU/Linux
(kernel 2.6.39, 64-bit). Foram necessa´rias aproximadamente 185 horas
para completar as 8000 simulac¸o˜es.
Ao final de cada simulac¸a˜o foram coletados o nu´mero de acessos
a cada bloco de memo´ria (SPM, caches L1 de dados e de instruc¸o˜es,
cache L2 e memo´ria principal) bem como o nu´mero de faltas. Tambe´m
foi coletado o nu´mero de ciclos despendidos por cada processador para
executar a aplicac¸a˜o na plataforma considerada. O nu´mero de acessos
a cada bloco de memo´ria foi utilizado, juntamente com os valores de
energia por acesso fornecidos pelo CACTI (ver tabela 6), para calcular
a energia gasta em cada memo´ria, e a energia total do subsistema de
memo´ria. Tais ca´lculos fizeram uso das equac¸o˜es 4.1 a 4.7. A energia
gasta nos barramentos do sistema na˜o foi contabilizada.
5.1 CORRELAC¸A˜O ENTRE REDUC¸A˜O ME´DIA DE ENERGIA E
PERFIL DAS APLICAC¸O˜ES
Como na te´cnica proposta a otimizac¸a˜o de energia e´ obtida por
meio da alocac¸a˜o de dados de pilha em SPM, e´ de se esperar que quanto
maior for a proporc¸a˜o de acessos a dados de pilha da aplicac¸a˜o (PS),
maior deva ser a reduc¸a˜o de energia proporcionada pela te´cnica. Por
outro lado, considerando-se uma dada configurac¸a˜o do subsistema de
memo´ria (i.e., capacidades de SPM, caches e memo´ria principal), o
limite teo´rico para a reduc¸a˜o de energia que a te´cnica pode proporcionar
corresponde ao caso em que a aplicac¸a˜o acessa somente dados em pilha,
i.e., PS = 1,0.
A tabela 7 mostra a reduc¸a˜o me´dia (percentual) de energia no
subsistema de memo´ria obtida pelo uso da te´cnica proposta nas 5
plataformas cSPM que possuem caches L1 de 2 vias. As aplicac¸o˜es
utilizadas possuem 4 valores distintos de PS, 0,4, 0,6, 0,8, 1,0, tendo sido
utilizadas 100 aplicac¸o˜es distintas para cada valor de PS. Considerando
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as aplicac¸o˜es que possuem um dado valor de PS, a reduc¸a˜o me´dia de
energia proporcionada pela te´cnica em uma dada plataforma cSPM (ou
seja, o valor que consta em uma ce´lula qualquer da tabela 7) foi obtida
da seguinte forma. Para uma dada aplicac¸a˜o app, calculou-se a reduc¸a˜o
de energia (representada por R) no subsistema de memo´ria utilizando-se
a equac¸a˜o 5.1:
R(app) = (1−ETotalSPM(app)/ETotalREF(app))×100% (5.1)
onde ETotalSPM(app) e´ a energia do subsistema de memo´ria quando app
executa em cSPM e ETotalREF(app) e´ a energia do subsistema de memo´ria
quando app executa em REF. Uma vez calculado o valor de R(app) para
cada uma das 100 aplicac¸o˜es, calculou-se a reduc¸a˜o me´dia de energia
utilizando-se a equac¸a˜o 5.2:
Rmed =
100
∑
i=1
R(appi)/100 (5.2)
Este ca´lculo foi realizado para cada ce´lula da tabela 7.
A fim de facilitar sua interpretac¸a˜o e viabilizar a identificac¸a˜o de
poss´ıveis tendeˆncias, os dados da tabela 7 tambe´m esta˜o representados
sob forma de gra´fico na figura 23.
Tabela 7: Reduc¸a˜o me´dia (percentual) de energia no subsistema de
memo´ria proporcionada pela te´cnica executando nas plataformas cSPM
com caches L1 de 2 vias
Capacidade Proporc¸a˜o de acessos a` pilha nas aplicac¸o˜es
das caches L1 PS = 0,4 PS = 0,6 PS = 0,8 PS = 1,0
4KB -5,0% -5,6% -6,4% -7,0%
8KB 5,8% 8,0% 9,9% 11,9%
16KB 8,1% 10,4% 12,6% 15,1%
32KB 11,0% 14,0% 16,7% 20,0%
64KB 14,7% 18,3% 21,6% 25,9%
Analisando-se o gra´fico da figura 23 e os dados da tabela 7 e´
poss´ıvel perceber que para todas as plataformas cSPM, exceto aquela
com caches L1 de 4KB (a ser justificado mais adiante), a te´cnica proposta
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Figura 23: Reduc¸a˜o me´dia (percentual) de energia no subsistema de
memo´ria proporcionada pela te´cnica executando nas plataformas cSPM
com caches L1 de 2 vias
resultou em reduc¸a˜o de energia no subsistema de memo´ria. Ale´m disso,
para essas plataformas, a reduc¸a˜o de energia e´ maior para as aplicac¸o˜es
que tem PS maior, o que demonstra que a te´cnica explora, em certa
proporc¸a˜o, o espac¸o de otimizac¸a˜o dispon´ıvel. Tal comportamento
confirma parcialmente a expectativa inicial.
Considerando particularmente a plataforma com caches L1 de
8KB, a te´cnica proporcionou uma reduc¸a˜o de energia de 5,8%, em me´dia,
para PS = 0,4 e de 11,9%, em me´dia, para PS = 1,0. Assim, pode-se
afirmar que 11,9% e´ a ma´xima reduc¸a˜o de energia que a te´cnica pode
proporcionar para esta plataforma. Conforme mencionado no in´ıcio do
cap´ıtulo 3, tal reduc¸a˜o de energia adve´m do fato de que na arquitetura
cSPM cada acesso a um dado de pilha gasta menos energia do que na
arquitetura REF. Por exemplo, no caso das plataformas com caches L1
de 8KB em questa˜o, a energia por acesso a` cache L1 e´ de 13,8 pJ, ao
passo que a energia por acesso a` SPM de 8KB e´ de 6,8 pJ. Logo, para
cada acesso ha´ uma reduc¸a˜o de energia de 50,7%. Ale´m disso, o uso
de SPM para alocar dados de pilha tem como consequeˆncia a reduc¸a˜o
no nu´mero de faltas na cache L1 de dados, como mostra o gra´fico da
figura 24. Com a reduc¸a˜o do nu´mero de faltas, o acesso a` cache L2
(cuja energia por acesso e´ uma ordem de magnitude maior do que a
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das caches L1) e´ menos frequente, resultando em menor consumo de
energia.
Figura 24: Reduc¸a˜o me´dia (percentual) de faltas na cache L1 de dados
proporcionada pela te´cnica executando nas plataformas cSPM com
caches L1 de 2 vias
Por outro lado, a reduc¸a˜o de energia que a te´cnica proporciona
esta´ limitada pela penalidade imposta pela invocac¸a˜o do gerenciador de
pilha. Basicamente, ao iniciar (ou terminar) a execuc¸a˜o de um procedi-
mento, as instruc¸o˜es referentes ao seu pro´logo (ou ao seu ep´ılogo) devera˜o
ser executadas. Como tais instruc¸o˜es esta˜o no espac¸o de enderec¸amento
compartilhado, elas sa˜o acessadas atrave´s da cache L1 de instruc¸o˜es do
processador no qual o procedimento executa, o que aumenta o nu´mero
de acessos a esta cache. O gra´fico da figura 25 mostra o aumento me´dio
percentual no nu´mero de acessos a`s caches L1 de instruc¸o˜es para as
plataformas cSPM com caches L1 de 2 vias, tomando-se como refereˆncia
as plataformas REF tambe´m com caches L1 de 2 vias. Este gra´fico
mostra que, para um conjunto de 100 aplicac¸o˜es que possuem um dado
valor de PS (por exemplo, PS = 0,4), o aumento me´dio no nu´mero de
acessos a`s caches L1 de instruc¸o˜es e´ o mesmo para todas as plataformas
cSPM (exceto para a plataforma cSPM com caches L1 de 4KB). Ou
seja, o aumento me´dio no nu´mero de acessos a`s caches L1 de instruc¸o˜es
depende principalmente do perfil das aplicac¸o˜es. Nota-se tambe´m que o
aumento me´dio de acessos a`s caches L1 de instruc¸o˜es ficou entre 5% e
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7%, aproximadamente.
O aumento no nu´mero de acessos a`s caches L1 de instruc¸o˜es
tambe´m altera a localidade nestas caches, resultando em um maior
nu´mero de faltas, conforme mostra o gra´fico da figura 26. Neste gra´fico,
observa-se que o aumento no nu´mero de faltas e´ pequeno para as caches
de maior capacidade (16KB, 32KB e 64KB), ficando entre 1,8% e
2,5%. Ja´ para as caches menores (notadamente, a de 4KB), o aumento
do nu´mero de faltas foi significativo. Particularmente, o aumento no
nu´mero de faltas na cache L1 de instruc¸o˜es de 4KB (e o consequente
aumento nos acessos a` cache L2), aliado a` pequena reduc¸a˜o da energia
resultante da relocac¸a˜o de dados desta cache para a SPM de 8KB (de
8,3 pJ para 6,8 pJ), justifica o aumento da energia no subsistema de
memo´ria da plataforma cSPM com caches L1 de 4KB e 2 vias, conforme
mostrado no gra´fico da figura 23.
Figura 25: Aumento me´dio (percentual) de acessos a` cache L1 de
instruc¸o˜es imposto pela te´cnica executando nas plataformas cSPM com
caches L1 de 2 vias
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Figura 26: Aumento me´dio (percentual) de faltas na cache L1 de
instruc¸o˜es imposto pela te´cnica executando nas plataformas cSPM com
caches L1 de 2 vias
5.2 CORRELAC¸A˜O ENTRE REDUC¸A˜O ME´DIA DE ENERGIA E
CARACTERI´STICAS DAS CACHES L1
Considerando duas plataformas cSPM que se diferenciam somente
pela capacidade das caches L1, a diferenc¸a da reduc¸a˜o de energia no
subsistema de memo´ria proporcionada pela aplicac¸a˜o da te´cnica proposta
e´ diretamente proporcional a` diferenc¸a entre as energias gastas por acesso
a`s respectivas caches L1. Por exemplo, no caso das plataformas com
caches L1 de 2 vias, a energia por acesso a`s caches L1 de 8KB, 16KB e
32KB e´ 13,8 pJ, 15,8 pJ e 20,5 pJ, respectivamente. Assim, a diferenc¸a
percentual entre as energias por acesso a`s caches L1 de 16KB e 8KB
e´ 14,5%, ao passo que a diferenc¸a percentual entre as energias por
acesso das caches L1 de 32KB e 16KB e´ 29,7%. Essas diferenc¸as esta˜o
refletidas, a grosso modo, nas distaˆncias entre as respectivas curvas de
reduc¸a˜o me´dia de energia mostradas no gra´fico da figura 23. Repetindo
tal ana´lise para as plataformas com caches L1 de 4 vias, observa-se que
a energia por acesso a`s caches L1 de 8KB, 16KB e 32KB e´ 14,6 pJ, 19,8
pJ e 21,8 pJ, respectivamente. Enta˜o, a diferenc¸a percentual entre as
energias por acesso a`s caches L1 de 16KB e 8KB e´ 35,6%, ao passo
que a diferenc¸a percentual entre as energias por acesso das caches L1
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de 32KB e 16KB e´ 10,1%. Novamente, observa-se que estas diferenc¸as
correlatam com as distaˆncias entre as respectivas curvas de reduc¸a˜o
me´dia de energia mostradas no gra´fico da figura 27. Com base nesse
comportamento, e´ poss´ıvel afirmar que a reduc¸a˜o de energia tende a ser
diretamente proporcional ao aumento da capacidade das caches L1, ja´
que a capacidade das SPMs nas plataformas cSPM foi fixada em 8KB.
As plataformas cSPM com caches de 4 vias associativas apresen-
tam padra˜o de reduc¸a˜o de energia do subsistema de memo´ria semelhante
a`s plataformas com caches de 2 vias, conforme mostram a tabela 8 e
o gra´fico da figura 27. A principal diferenc¸a reside no fato de que a
te´cnica de gerenciamento de dados de pilha proposta resulta em uma
reduc¸a˜o de energia maior nas plataformas cSPM com caches L1 de 4 vias
do que nas plataformas cSPM com caches L1 de 2 vias, exceto quando
aplicac¸o˜es com PS = 1,0 executam na plataforma cSPM com caches L1
de 64KB. Em particular, a te´cnica proposta resultou em reduc¸a˜o de
energia para a plataforma cSPM com caches L1 de 4KB e 4 vias, o
que na˜o havia ocorrido no caso da plataforma cSPM com caches L1 de
4KB e 2 vias. Tal comportamento justifica-se pela diferenc¸a entre a
energia por acesso da cache L1 de 4 vias e 4KB e a energia por acesso
da SPM de 8KB as quais, neste trabalho, correspondem a 14,2 pJ e 6,8
pJ, respectivamente, resultando em uma reduc¸a˜o de energia de 52,1% a
cada acesso a um dado de pilha. Outra diferenc¸a reside no fato da curva
de reduc¸a˜o de energia para a plataforma cSPM com caches de 16KB e
4 vias ter ficado bem pro´xima da curva de reduc¸a˜o de energia para a
plataforma cSPM com caches de 32KB e 4 vias. No caso das plataformas
cSPM com caches de 2 vias esta distaˆncia e´ maior. Conforme exposto
no para´grafo anterior, a distaˆncia entre as curvas de reduc¸a˜o me´dia de
energia depende diretamente da relac¸a˜o entre as energias por acesso das
respectivas caches L1.
Finalmente, observa-se que as reduc¸o˜es me´dias de energia para
a plataforma cSPM com caches L1 de 64KB e 2 vias (tabela 7) sa˜o
praticamente iguais a`s reduc¸o˜es me´dias de energia para a plataforma
cSPM com caches L1 de 64KB e 4 vias (tabela 8). A mesma afirmac¸a˜o
tambe´m e´ va´lida para as plataformas cSPM com caches L1 de 32KB.
Assim, pode-se concluir que, para as plataformas cSPM com caches
de maior capacidade, o grau de associatividade tem menor influeˆncia
na reduc¸a˜o de energia. Tal comportamento tambe´m e´ decorrente da
diferenc¸a entre as energias por acesso das caches consideradas. Por
exemplo, a energia por acesso para a cache L1 de 64KB de 2 vias e´ 31,6
pJ ao passo que a energia por acesso para a cache L1 de 64KB e 4 vias
e´ 31,4 pJ.
84
Tabela 8: Reduc¸a˜o me´dia (percentual) de energia no subsistema de
memo´ria proporcionada pela te´cnica executando nas plataformas cSPM
com caches L1 de 4 vias
Capacidade Proporc¸a˜o de acessos a` pilha nas aplicac¸o˜es
das caches L1 PS = 0,4 PS = 0,6 PS = 0,8 PS = 1,0
4KB 4,2% 5,3% 6,5% 8,7%
8KB 6,6% 8,9% 10,9% 13,2%
16KB 10,7% 13,5% 16,1% 19,4%
32KB 11,6% 14,7% 17,5% 21,0%
64KB 14,7% 18,3% 21,6% 25,8%
5.3 REDUC¸A˜O ME´DIA DE SNOOPS NAS CACHES L1
A te´cnica proposta apresentou reduc¸a˜o me´dia de snoops nas
caches L1 de ate´ 3%, tanto para as plataformas cSPM com 2 vias
quanto para as com 4 vias, conforme mostrado nas tabelas 9 e 10,
respectivamente.
Entretanto, para as plataformas cSPM com caches de 4KB, a
utilizac¸a˜o da te´cnica proposta resultou em aumento no nu´mero de snoops.
Para compreender o motivo deste aumento, faz-se necessa´rio analisar
o impacto da te´cnica sobre o nu´mero de faltas nas caches L1 de dados
e nas caches L1 de instruc¸o˜es para as plataformas cSPM com caches
de 4KB. A aplicac¸a˜o da te´cnica proposta proporcionou a reduc¸a˜o da
quantidade de faltas nas caches L1 de dados para todas as plataformas
cSPM, inclusive para aquelas com caches L1 de 4KB. Pore´m, para as
plataformas cSPM com caches de baixa capacidade (notadamente, 4KB),
a aplicac¸a˜o da te´cnica resultou em aumento significativo das faltas nas
caches L1 de instruc¸o˜es. No balanc¸o final, o total de faltas em caches
L1 aumentou (notadamente, nos casos com maior PS), resultando assim
em aumento na quantidade de snoops.
E´ importante observar que, em todas as plataformas utilizadas
nos experimentos, os conjuntos de tags das caches L1 (dados e instruc¸o˜es)
esta˜o duplicados. Tal duplicac¸a˜o tem por objetivo permitir que, ao
ocorrer uma operac¸a˜o de snoop, a busca por um dado ou instruc¸a˜o
possa ser feita mediante o acesso ao conjunto extra de tags das caches
L1, evitando a interrupc¸a˜o de um eventual acesso a` cache efetuado
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Figura 27: Reduc¸a˜o me´dia (percentual) de energia no subsistema de
memo´ria proporcionada pela te´cnica executando nas plataformas cSPM
com caches L1 de 4 vias
pelo respectivo processador. Por outro lado, devido a`s limitac¸o˜es de
tempo, na˜o foi desenvolvido um modelo para o consumo de energia
por transac¸a˜o de barramento. Desta forma, com relac¸a˜o a` energia
consumida por operac¸o˜es de snoop, os valores de reduc¸a˜o me´dia de
energia no subsistema de memo´ria reportados neste cap´ıtulo na˜o levaram
em conta a energia do barramento, mas somente a energia referente
aos acessos aos conjuntos extras de tags. A inclusa˜o do modelo de
energia de barramento e a ana´lise dos resultados de reduc¸a˜o de energia
no subsistema de memo´ria decorrentes desta inclusa˜o esta˜o elencados
nos trabalhos futuros.
5.4 PENALIDADE DE CICLOS DE CPU
A utilizac¸a˜o de um gerenciador de dados de pilha de threads em
SPMs impo˜e um aumento no nu´mero de ciclos de CPU necessa´rios para
concluir a execuc¸a˜o de uma aplicac¸a˜o. Para o conjunto de aplicac¸o˜es
geradas, a te´cnica resulta em um aumento me´dio de 16,7% no nu´mero
de ciclos. Tal penalidade e´ diretamente influenciada pela quantidade de
chamadas de procedimentos que sa˜o executados por threads em uma
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Tabela 9: Reduc¸a˜o me´dia (percentual) de snoops no subsistema de
memo´ria proporcionada pela te´cnica executando nas plataformas cSPM
com caches L1 de 2 vias
Capacidade Proporc¸a˜o de acessos a` pilha nas aplicac¸o˜es
das caches L1 PS = 0,4 PS = 0,6 PS = 0,8 PS = 1,0
4KB -3,6% -5,5% -10,7% -150,9%
8KB 0,6% 1,2% 1,7% 2,0%
16KB 1,5% 1,6% 1,6% 2,3%
32KB 1,4% 1,7% 1,6% 2,9%
64KB 0,5% 0,7% 0,5% 3,0%
aplicac¸a˜o. Quanto maior o nu´mero de chamadas de procedimentos em
uma aplicac¸a˜o, maior sera´ tambe´m o nu´mero de chamadas ao gerenciador
de pilha.
Outro fator determinante e´ o tamanho de co´digo desses proce-
dimentos. Notadamente, a te´cnica proposta tende a ser mais eficiente
para aplicac¸o˜es cujos procedimentos sa˜o longos, uma vez que nestes
casos o nu´mero de acessos a` SPM e´ maior, resultando em economia de
enegia que compensa o aumento nos acessos a` cache L1 de instruc¸o˜es
oriundo das instruc¸o˜es extras referentes ao pro´logo e ao ep´ılogo dos
procedimentos.
5.5 COMPARAC¸A˜O COM TRABALHOS CORRELATOS
Para o presente trabalho, na˜o foi poss´ıvel realizar uma ana´lise
comparativa com as te´cnicas de trabalhos correlatos.
Os trabalhos de Bai e Shrivastava (2010) e Deng et al. (2011),
apesar de apresentarem uma infraestrutura similar a` utilizada neste
trabalho, consideram apenas dados de heap para a alocac¸a˜o dinaˆmica em
SPMs. Ja´ Bai, Shrivastava e Kudchadker (2011) realizam a alocac¸a˜o de
dados de pilha, pore´m na˜o apresentam ana´lises de consumo de energia,
inviabilizando uma comparac¸a˜o entre as te´cnicas.
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Tabela 10: Reduc¸a˜o me´dia (percentual) de snoops no subsistema de
memo´ria proporcionada pela te´cnica executando nas plataformas cSPM
com caches L1 de 4 vias
Capacidade Proporc¸a˜o de acessos a` pilha nas aplicac¸o˜es
das caches L1 PS = 0,4 PS = 0,6 PS = 0,8 PS = 1,0
4KB -2,7% -5,0% -10,7% -152,1%
8KB 0,5% 1,0% 1,1% 2,1%
16KB 1,3% 1,4% 1,1% 2,8%
32KB 1,3% 1,3% 1,1% 3,0%
64KB 1,2% 1,4% 1,2% 3,0%
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6 CONCLUSO˜ES
A presente dissertac¸a˜o apresentou uma te´cnica para reduc¸a˜o de
energia no subsistema de memo´ria de MPSoCs a qual baseia-se na
alocac¸a˜o em memo´ria de rascunho (Scratchpad Memory - SPM) dos
dados de pilha de threads. A te´cnica pressupo˜e que a aplicac¸a˜o execute
em um MPSoC cujo subsistema de memo´ria possua memo´ria cache
L2 compartilhada por todos os processadores (ou seja, um espac¸o de
enderec¸amento compartilhado) e que cada processador possua uma cache
L1 de dados, uma cache L1 de instruc¸o˜es e uma SPM (cujos enderec¸os sa˜o
disjuntos em relac¸a˜o ao espac¸o de enderec¸amento compartilhado), todas
privativas. A te´cnica e´ posta em pra´tica por meio de um gerenciador
totalmente em software, o qual e´ responsa´vel por alocar e desalocar os
dados de pilha de thread na SPM privativa ao processador no qual a
thread e´ executada. A fim de reduzir a penalidade imposta pelo uso da
te´cnica, ha´ uma co´pia dos bina´rios do gerenciador em cada SPM.
Considerando-se os resultados obtidos nos experimentos realiza-
dos, foi poss´ıvel observar que a reduc¸a˜o me´dia de energia proporcionada
pela te´cnica proposta neste trabalho e´ dependente principalmente de
dois fatores:
• da proporc¸a˜o de acessos a dados de pilha (representada por PS ao
longo deste texto);
• da relac¸a˜o entre capacidade da cache L1 de dados e capacidade
da SPM.
O primeiro fator esta´ relacionado ao perfil das aplicac¸o˜es, ao passo
que o segundo diz respeito a` organizac¸a˜o do subsistema de memo´ria.
Ao se propor a te´cnica, ja´ se esperava que a reduc¸a˜o de energia
dependeria da proporc¸a˜o de acessos a dados de pilha. Entretanto, os
resultados experimentais permitiram quantificar tal dependeˆncia. Em
particular, utilizando-se aplicac¸o˜es que acessam predominantemente
dados de pilha (PS = 1,0), foi poss´ıvel determinar a ma´xima reduc¸a˜o de
energia proporcionada pela te´cnica para cada organizac¸a˜o de subsistema
de memo´ria (i.e., para cada uma das plataformas cSPM consideradas).
Por exemplo, para as plataformas cSPM com caches L1 de 2 vias, as
ma´ximas reduc¸o˜es de energia observadas foram 11,9%, 15,1%, 20,0%
e 25,9% para as plataformas com caches L1 de 8KB, 16KB, 32KB e
64KB, respectivamente. No caso das plataformas cSPM com caches de
4 vias, as ma´ximas reduc¸o˜es de energia observadas foram 8,7%, 13,2%,
90
19,4%, 21,0% e 25,8% para as plataformas com caches L1 de 4KB, 8KB,
16KB, 32KB e 64KB, respectivamente.
A reduc¸a˜o me´dia de energia obtida atrave´s da aplicac¸a˜o da te´cnica
proposta e´ consequeˆncia direta da relac¸a˜o entre a energia por acesso
a` cache L1 de dados e a energia por acesso a` SPM. Considerando-se
aplicac¸o˜es com uma dada caracter´ıstica de proporc¸a˜o de acessos a` dados
de pilha, quanto maior for a diferenc¸a entre tais energias, maior tende a
ser a economia de energia obtida ao se relocar os dados de pilha para
a SPM. Logo, tendo-se mantido o tamanho da SPM em 8KB, a maior
economia de energia foi observada nas plataformas com caches L1 de
dados de 64KB e de 32KB, sendo que nestes casos na˜o houve diferenc¸a
significativa entre as plataformas com caches L1 de 2 vias e aquelas com
caches L1 de 4 vias. Ja´ nos casos das plataformas com caches L1 de
8KB e 16KB, a maior economia de energia foi observada nos casos em
que as caches L1 possuem grau de associatividade 4.
Para a plataforma cSPM com caches L1 de 4KB e grau de associ-
atividade 2, a aplicac¸a˜o da te´cnica resultou em aumento de energia. Isso
ocorreu porque o aumento do nu´mero de faltas na cache L1 de instruc¸o˜es
resultou em um aumento de energia que na˜o pode ser compensado pela
reduc¸a˜o de energia nos acessos a` cache L1 de dados. Esse aumento pode
ser justificado pelo fato de a energia por acesso a` cache L1 de dados
com 2 vias ser de apenas 1,32 vezes a energia por acesso a` SPM (de
8KB). Ja´ no caso da plataforma cSPM com caches L1 de 4KB e grau de
associatividade 4, a aplicac¸a˜o da te´cnica resultou em reduc¸a˜o de energia,
pois o aumento de energia decorrente do aumento das faltas de cache
L1 de instruc¸o˜es foi mais que compensado pela reduc¸a˜o de energia nos
acessos aos dados de pilha. Observa-se que a energia por acesso a` cache
L1 com associatividade 4 e´ 2,09 vezes a energia por acesso a` SPM (de
8KB).
Considerando que a a´rea de enderec¸amento das SPMs e o espac¸o
de enderec¸os acessa´veis via caches sa˜o disjuntos, a relocac¸a˜o da pilha
de threads para SPM tambe´m contribui para a reduc¸a˜o do nu´mero
de requisic¸o˜es de coereˆncia (snoops) nas caches L1, o que resulta em
reduc¸a˜o de energia consumida no subsistema de memo´ria. A te´cnica
proposta apresentou reduc¸a˜o me´dia de snoops nas caches L1 de ate´ 3%,
ganho esse que foi limitado pelo alto nu´mero de faltas nas caches L1 de
instruc¸o˜es.
A utilizac¸a˜o de um gerenciador de dados de pilha de threads em
SPMs impo˜e um aumento no nu´mero de ciclos de CPU necessa´rios para
concluir a execuc¸a˜o de uma aplicac¸a˜o. Para o conjunto de aplicac¸o˜es
geradas, a te´cnica resulta em um aumento me´dio de 16,7% no nu´mero de
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ciclos. Pode-se concluir que tal penalidade e´ diretamente influenciada
pela quantidade de chamadas de procedimentos que sa˜o executados
por threads em uma aplicac¸a˜o. Quanto maior o nu´mero de chamadas
de procedimentos em uma aplicac¸a˜o, maior sera´ tambe´m o nu´mero de
chamadas ao gerenciador de pilha. Por outro lado, dado um nu´mero
de chamadas de procedimentos, tanto maior sera´ a reduc¸a˜o de energia
obtida pela te´cnica proposta quanto maior for o nu´mero de instruc¸o˜es
dos procedimentos.
6.1 TRABALHOS FUTUROS
A implementac¸a˜o da te´cnica proposta no presente trabalho possui
algumas limitac¸o˜es que sa˜o oriundas da infraestrutura utilizada. Como
exemplo, cita-se o uso de processador de 64 bits, quando o mais frequente
em sistemas embarcados e´ o uso de processadores de 32 bits. Ale´m
disso, para sua validac¸a˜o foram utilizadas aplicac¸o˜es sinte´ticas geradas
de forma a cobrir um conjunto de caracter´ısticas. Esse conjunto de
caracter´ısticas teve que ser limitado em func¸a˜o do longo tempo de
simulac¸a˜o (quase 48 horas para simular cada conjunto de 100 aplicac¸o˜es
nas 20 plataformas). Por outro lado, a partir da ana´lise dos resultados
obtidos percebeu-se que seria conveniente gerar mais aplicac¸o˜es com
outras caracter´ısticas, como por exemplo, variando-se a proporc¸a˜o de
chamadas de procedimentos, de leituras e de escritas em dados de pilha.
Tambe´m percebeu-se que pode ser u´til gerar resultados a partir de
aplicac¸o˜es nas quais outros paraˆmetros, como por exemplo o nu´mero de
operac¸o˜es em cada procedimento, sejam restringidos.
As caracter´ısticas das plataformas utilizadas tambe´m se mostra-
ram muito importantes para a reduc¸a˜o de energia proporcionada pela
te´cnica. Neste contexto, observa-se que a te´cnica poderia ser avaliada
de maneira mais justa fixando-se a quantidade de memo´ria dispon´ıvel
para dados. Assim, ao inve´s de derivar uma plataforma cSPM mediante
a simples adic¸a˜o de uma SPM (de capacidade arbitra´ria) a` plataforma
REF, a plataforma cSPM teria uma cache L1 de dados e uma SPM,
cada uma destas com capacidade igual a` metade da capacidade da cache
L1 de dados da plataforma REF. Fazendo isso, a capacidade total de
armazenamento em cache L1 seria a mesma para ambas arquiteturas,
cSPM e REF.
Conforme comentado na sec¸a˜o 5.3, a energia associada aos snoops
foi considerada apenas parcialmente, somando-se a energia referente
aos acessos aos conjuntos extras de tags das caches L1. Para que a
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energia de snoops possa ser considerada com maior precisa˜o e´ necessa´rio
utilizar um modelo de energia por transac¸a˜o no barramento, o que
permitiria verificar o impacto energe´tico da reduc¸a˜o no nu´mero de
snoops proporcionada pela te´cnica. Esta reduc¸a˜o ficou entre 0,5% e
5,0%, em me´dia.
Assim, vislumbram-se os seguintes trabalhos futuros:
• Criar infraestrutura que possibilite avaliar a aplicac¸a˜o da te´cnica
em sistemas multiprocessados de 32 bits;
• Avaliar a influeˆncia da proporc¸a˜o de tipos de operac¸o˜es na reduc¸a˜o
de energia e na penalidade de nu´mero de ciclos decorrentes da
aplicac¸a˜o da te´cnica;
• Modelar a energia por transac¸a˜o no barramento e avaliar a reduc¸a˜o
de energia oriunda da reduc¸a˜o do nu´mero de snoops;
• Avaliar o impacto da te´cnica quando uma plataforma cSPM possui
a mesma capacidade de memo´ria que uma plataforma REF.
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