Abstract-This paper demonstrates the autocovariance least-squares (ALS) technique on two chemical reactor control problems. The method uses closed-loop process data to recover the covariances of the disturbances entering the process, which are required for state estimation. The data used for this purpose may be collected with or without the controllers running. We do not assume that the plant is at steady state nor that only nonzero disturbances are affecting the plant at the time of data collection. The ALS method also accounts for integrated white noise disturbances, which are required for offset-free control. Two examples are provided in this paper: a carefully controlled laboratory reactor and an industrial reactor controlled by a state-of-the-art advanced model predictive control (MPC) system. A variety of control scenarios are tested and the results demonstrate that the ALS method has the potential to improve the best industrial practice of process control by a factor of three to five.
I. INTRODUCTION
C ONSIDER the following discrete-time state-space model:
in which is time, is the state of the system, is the manipulated input, is the measured output, is the disturbance to the process, and is the disturbance to the measurement. The dimensions of the system are given by , , , and . The two disturbances, and , are modeled as zero-mean Gaussian noise sequences with covariances and , respectively. Estimates of the states of the system are reconstructed using the standard Kalman filter (2) The estimate error is defined as , with covariance . This covariance is the solution to the Riccati equation (3) and the Kalman gain is defined as (4)
A. Current Industrial Approach: Finding the Filter Gain by Tuning
If the covariances of the disturbances and are known, it is a simple matter to find the optimal filter gain using the steady-state forms of (3) and (4) . This situation is the best case scenario. In practical model predictive control (MPC) implementations, however, the covariances of the disturbances entering the process generally are not known. If one does not use process data to determine these covariances in some systematic fashion, then practitioners are forced to adopt an on-line "tuning" strategy. Tuning in this context means choosing an initial , observing the closed-loop performance behavior of the manipulated input and the measured output, and then changing the value of in an attempt to improve this performance. One adjusts in this adhoc fashion until one is unable to further improve the closed-loop control performance. This tuning approach can be time consuming and prone to failure. The resulting performance is often far from the best achievable, as we demonstrate in Section III of the paper by examining industrial data provided by Eastman Chemical.
B. Overview of the Autocovariance Least Squares (ALS)
Technique [1] The more systematic and preferable approach to determine the filter gain is to estimate the covariances from data. That is the approach of adaptive filtering. The methods in this field can be divided into four general categories: Bayesian [2] , [3] , maximum likelihood [4] , [5] , covariance matching [6] , and correlation techniques. Bayesian and maximum likelihood methods have fallen out of favor because of their sometimes excessive computation times. Covariance matching is the computation of the covariances from the residuals of the state estimation problem, but has been shown to give biased estimates of the true covariances. The fourth category is correlation techniques, largely pioneered by Mehra [7] , [8] and Carew and Bélanger [9] , [10] . The correlation method is the most popular and highly cited method for determining these covariances. These methods have been applied only to open-loop data, 1063-6536/$20.00 © 2006 IEEE and have not addressed disturbance models, which we discuss subsequently. In [11] , a variety of techniques were developed to solve the covariance estimation problem using closed-loop plant data. The problem can be divided into two cases: 1) when the disturbance covariances can be estimated uniquely from the data and 2) when the covariances cannot be estimated uniquely. The former category is treated in detail in [1] , which we briefly summarize here. Assume we process the to obtain state estimates using a linear filter with gain , which is not necessarily the optimal for the system. The state estimation error evolves according to (5) We define the state-space model of the innovations as and we require subsequently that the system is detectable and the chosen filter is stable.
is stable. A stable filter gain exists because of Assumption 1.1. In this formulation, the state and sensor noises are correlated Because the filter is stable (Assumption 1.2), as increases, the mean converges to zero and the covariance approaches a steady state given by the solution to the following Lyapunov equation:
We, therefore, assume that we have chosen sufficiently large so that the effects of the initial conditions can be neglected or, equivalently, we choose the steady state as the initial condition Assumption 1.3: . Now consider the autocovariance, defined as the expectation of the data with some lagged version of itself [12] (8) Using (5) and the steady-state initial condition (Assumption 1.3) gives for the autocovariance (9) (10) which are independent of because of our assumption about the initial conditions. The symmetric autocovariance matrix (ACM) is then defined as
The number of lags used in the ACM is a user-defined parameter . The off-diagonal autocovariances are not assumed zero, because we do not process the data with the optimal filter, which is unknown. The ACM of the innovations can be written as follows: (12) in which . . .
In this result and those to follow, we employ the standard definitions of the Kronecker product, Kronecker sum, and the direct sum [13] . In order to use the ACM relationship in a standard least-squares problem, we apply the "vec" operator, which is the columnwise stacking of a matrix into a vector [13] . If is the th column of the matrix Throughout this paper, we use the subscript to denote the outcome of applying the vec operator. Applying the vec operator to (12) and using the result of applying the vec operator on (7) yields (13) in which is a permutation matrix to convert the direct sum to a vector, i.e.
is the matrix of zeros and ones satisfying Ideally, we would like to compute the autocovariance as the expectation of the product . Practically, we approximate the expectation from the data using the time average, a valid procedure since the process is ergodic [12] . The estimate of the autocovariance is computed as (14) which is the so-called unbiased autocovariance estimator. The estimated ACM is analogously defined using the com-puted . At this point we can define a least-squares problem to estimate , . We summarize (13) as , in which (15) We define the ALS estimate as (16) and the solution is the well-known
The uniqueness of the estimate is a standard result of leastsquares estimation [14] . The covariances can be found uniquely when matrix has full column rank. For this case, it is shown in [1] that the ALS estimates of the covariances are unbiased for all sample sizes, and converge to the true values with increasing sample size.
C. Comments on Previous Work
The basic approach outlined here is similar to that of Mehra [8] , Bélanger [9] , and Isaksson [15] , but there are significant differences. Mehra uses a three-step procedure for estimation that may result in estimates with much higher variance than the proposed method. Mehra provides conditions for unique estimates of the covariances that we show are neither necessary nor sufficient [1] , [16] . Bélanger's method is similar to Mehra's in that he parameterizes the unknown covariances element by element. Symmetry of the estimated covariances are not preserved in this formulation, and must be enforced with equality constraints. None of the classic methods can maintain positive semidefiniteness of the estimated covariances. Indefinite covariance estimates is a significant problem that may arise in industrial applications because of model error or small sample size. We use semidefinite programming to add the positive semidefiniteness constraints and maintain a convex program. This convex program can be solved efficiently with Newton's method and the gradient can be determined analytically [1] . This approach is a significant simplification of the strategy to maintain positive semi-definiteness proposed by [17] . None of the earlier approaches have been tested on closed-loop data coming from controllers containing integrated white noise disturbance models. The integrating disturbance models are ubiquitous in industrial applications as a mechanism for ensuring offset-free control in the presence of nonzero disturbances, which we discuss next.
D. Disturbance Models
Model predictive controllers typically use an integrated white noise disturbance model to ensure offset-free control. The augmented system of state plus disturbance is (17a) (17b) and the dimension of the driving noise may or may not need to be increased to describe the integrated white noise disturbance. In many MPC applications, the disturbance matrices are assumed to be of a fixed, simple structure. For example, , is a common choice (pure output disturbance), as is , (pure input disturbance). The noise shaping matrix can either be assumed to be an identity or must be identified from data. If we assume , it is unlikely that unique estimates of the covariances , can be found. In the examples in this paper, we use the following disturbance model with the dimension of the driving noise increased to the most general form
This is the second case of the ALS problem, in which there is not enough information to find the covariances uniquely. In this case, there may be enough information to find the optimal filter gain uniquely, so we estimate the optimal (composed of the state estimate part, , and the disturbance estimate part, ) and from data as follows. Consider the first column block of the autocovariance matrix (19) From (12), we have
Notice that both and depend on the used to form the innovations. As in the previous case, we can estimate from the data. From (4) the optimal steady-state filter gain also satisfies (21) So we can solve the following optimization problem to estimate , , :
Because the constraint is nonlinear, an iterative approach is suggested. One can choose an , process the data and compute and , and then solve the linear least-squares minimization over only and . Substituting these values into the constraint then gives a new value for . This procedure can be repeated until convergence. A variation on this strategy was first proposed by Mehra [7] , [8] , and a similar approach was presented by Carew and Bélanger [10] . A discussion of the convergence properties of this procedure is outside the scope of this paper. The procedure converged reliably and quickly for both applications considered in this paper. Using this procedure on the augmented system gives the optimal filter gains for both the state, , and disturbance estimates, . Notice that while the disturbance is modeled as an integrated white noise, it is unlikely that such a disturbance would be present in the plant data since it is an unstable process. Unless the covariance of the white noise is small for the length of time being considered, the inputs or outputs of the system would become excessively large. Therefore, modeling the disturbance as an integrated white noise automatically introduces plant/model mismatch. We show in the two applications that the ALS method works well in spite of this mismatch. Remark 1.1: We note that the method of Carew and Bélanger would give similar results to those presented in this paper. The main focus of this paper, however, is to demonstrate the regulator benefits that may be realized by including a disturbance model in an adaptive estimation technique, which can be used to account for significant plant/model mismatch
E. Covariance Matching
An initial tuning might be computed using covariance matching, which proceeds as follows. Given a stable state estimator, the covariances of the disturbances are computed from the residuals of the estimator
The covariances of the residuals of the filtering equations give biased estimates of the disturbance covariances. Nevertheless, this method of tuning the estimator represents a careful, databased approach to finding the unknown covariances, and is compared to the ALS method in the laboratory reactor application.
F. Quantifying the Control System Performance Benefits
In order to compare the control performance using different state estimators, we define the performance measure for the closed-loop system. The controller penalizes the deviation of the outputs from setpoint, , and the differential control action used. The average stage cost is (24)
We also define an effectiveness factor , similar to the one used in [18] , to measure the closed-loop control benefit original estimator tuning estimator tuning (25)
II. UW LABORATORY REACTOR APPLICATION
To explore the effectiveness of the ALS method in a highly reproducible environment, we constructed a laboratory reactor in which acetic anhydride and water react irreversibly to acetic acid (26) A schematic of the reactor is shown in Fig. 1 . The reaction consists of several steps with many intermediates [19] , [20] . However, our data show that the complicated reaction expressions can be well approximated by a single reaction equation as long as the concentration of water is in excess. The controlled variable is the concentration of acetic acid . The water flow rate is constant and far greater than the flow rate of acetic anhydride which is used as input to the system. We measure the temperature in the reactor as well as the conductivity [21] of the solution, which are used to calculate the concentration of acetic acid. The output flow is driven by the pressure difference between top and bottom of the reactor, and we assume that the volume in the reactor is constant. This assumption is valid since the constant flow rate of water into the reactor is much greater than the varying flow rate of acetic anhydride, so the volume effect can be neglected. The concentrations of the acetic anhydride , and acetic acid , can be expressed with the following set of nonlinear differential equations:
We use a linear model predictive controller to control the acid concentration, so the nonlinear model is linearized around the steady states , and to obtain a continuous-time statespace model in which and then discretized with a sample time of 1 s. A number of nonisothermal experiments were performed in order to estimate the model parameters. A full discussion of these studies is are available elsewhere [22] ; the best estimated parameter values are summarized in Table I . 
A. Robustness to Incorrect Disturbance Model
Since we have complete operational and environmental control over the laboratory-scale reactor, we are able to identify a highly-accurate physical process model. Considerable effort went into estimating the parameters of this physical model, and the temperature operating region was bounded to limit the effects of linearizing the model. Obtaining this accurate model allows us to distinguish the effects of two different kinds of modeling errors: the disturbance model (disturbance location, covariances) and the process model ( to model). We conjecture that using the estimator to diagnose and compensate for modeling errors can have large benefits in terms of closed-loop control performance. The following two experiments support this conjecture. First we examine the effect of having an incorrect disturbance model. In the model we model the disturbance enters as an integrated white noise at the measured output, the acetic acid concentration. That is the usual disturbance model choice in industrial MPC applications. But in the experiments we inject into the process a series of step disturbances at the process input, the flow rate of acetic anhydride. We use these data in the ALS method to estimate a filter to compensate for this incorrectly modeled disturbance. We also use Bélanger's method to estimate a filter gain. The covariance matching, ALS, and Carew-Bélanger (CB) filter gains are calculated to be and the eigenvalues of the estimators are
The eigenvalues of the ALS and CB estimators are close. In this example, the CB method required 3000 data points to achieve convergence, whereas the ALS method required only 2000. The covariances of the prediction errors for the two methods are We do not claim that the ALS method is better than the Carew-Bélanger method for calculating the filter gains for all cases, but ALS is better in this example.
Next, we close the loop with the estimated filter gain corresponding to this combination of (incorrect) disturbance model and ALS filter. We compare this controller's performance to one that uses the same disturbance model and covariances estimated by covariance matching. A comparison of the output performance is shown in Fig. 2 . Using the ALS estimator, the regulator is able to reject the disturbance four time faster than using the nominal estimator. The frequency distributions for the flow rate changes are shown in Fig. 3 . We see they are about the same, and the improved output performance does not require a more active manipulated input. In fact, the ALS case gives a slightly smaller variance in the manipulated input. The estimated disturbances for the ALS and covariance matching methods are shown in Fig. 4 . The ALS method is able to adapt quickly to the disturbance. The average objection function costs and efficiency factors are summarized in Table II . The fast rejection of the disturbance using the ALS estimator is reflected in the total objective function costs, which is six times better than the nominal estimator. The ALS results are replicated in Table III . Notice the experiment is highly reproducible.
B. Robustness to Process Model Error
In the second experiment, we introduce significant error in the model between the manipulated input and the measured output. The volume of the reactor is assumed to be in error and we choose a value for the model that is smaller than the reactor's actual value. Therefore, the linearization of the physical model is performed at an incorrect steady state. The concentration is depicted for a setpoint change in Fig. 5 . The nominal controller (based on the covariance matching filter) displays oscillatory behavior as the regulator tries to drive the output to the setpoint using this incorrect dynamic model. Since the volume of the reactor is underestimated in the model, the controller contains a smaller reactor time constant, and the controller is too aggressive. The output using the ALS estimator is shown as well. The 
TABLE IV OBJECTIVE FUNCTION COSTS FOR PROCESS MODEL ERROR EXPERIMENTS
control cost is three times better using the ALS estimator compared to the nominal case, and is summarized in Table IV . Replicates of the ALS results are summarized in Table V , and the second experiment also is shown to be highly reproducible. We have therefore demonstrated that estimating the filter gain from the data allows the controller to compensate better for incorrect input/output models.
III. INDUSTRIAL APPLICATION
As we move away from the highly controlled laboratory environment to an industrial facility, we would like to test two critical assumptions we have made in deriving the ALS method. The first is the assumed time invariance of the statistics of the disturbances. The second is that improved estimation leads to improved closed-loop control. We have worked with Eastman Chemical Company to apply this method to data from a gas-phase reactor, represented in Fig. 6 . As shown, the composition in the reactor is the controlled variable, and the feed fraction to the reactor is the manipulated variable. The temperature drop across the reactor is also measured. While the the system, including a large number, , of time-delay states. The data set provided spans several days of operating data, and is shown in Fig. 7 . The first 5000 points are used as the training set for the ALS approach, and the next 5000 are used as a validation set. The ALS method is used to estimate a filter based on a pure output disturbance model ( , ). Recall that the covariance estimation techniques are based on the properties of the process innovations. The covariance of the innovations (prediction errors) in the validation set using the original filter and ALS filter are original filter ALS filter.
The frequency distributions of the innovations for both the original and ALS filters are shown in Fig. 8 . The variances of the measurement innovation errors have been reduced by two orders of magnitude. Fig. 8 indicates that implementing ALS in industry has large potential for improving the quality of the state estimates.
A. Time Invariance of the Disturbance Statistics
To test the time-invariance of the disturbance statistics, the overall data set is divided into eleven subsets as shown in Fig. 9 , and we use each of these subsets to estimate eleven filter gains . Two eigenvalues of , i.e., the estimator's poles, are shown in Fig. 10 for these eleven data subsets. With the exception of subsets four and five, the results are consistent. Referring back to Fig. 9 , subsets four and five contain a large temperature excursion. The temperature innovations are shown in Fig. 11 . We see two significant outliers in the innovations around sample time 11 391. Next we display the nonzero mean estimated disturbance around the time of the large excursion. Notice that the disturbance estimate adjusts at sample time 11 391 when the disturbance enters the process. Once the estimator accounts for the unmodeled deterministic disturbance in the system, the innovations return to normal. Also if we delete the two outliers in Fig. 11 , then the eigenvalues shown in Fig. 10 at and join the other groups. We conclude that the industrial data displays disturbance statistics that are remarkably time invariant with occasional outliers. Several routine statistical methods are available to remove such outliers so they present no special problems to applying the ALS method. If the character of the disturbances does change slowly with time, the ALS disturbance estimation procedure can be run continuously to monitor the situation and periodically adjust to the new conditions.
B. Control System Performance Payoff
We next demonstrate the benefits of adaptive estimation in terms of closed-loop control performance. The challenge of using industrial data is that the true plant is not available for simulation. In order to accurately quantify the regulator payoff, we first attempt to simulate the system with an additional disturbance (28a) (28b)
We have used an output disturbance model to account for the differences between and , as well as any unmodeled disturbances in the system that cause differences between the plant outputs and the predicted outputs . Put another way, we use to make the prediction errors of the simulated data look identical to the process data using the original estimator. In Fig. 12 , a snapshot of the composition tracking is shown, which has significantly improved. The expected average objective function cost using the original filter is 8.2 and the average cost using the ALS filter is 2.9. The regulator performance using the updated estimator is nearly three times better than the performance using the original estimator.
IV. CONCLUSION
We have demonstrated that the autocovariance least-squares method is effective in diagnosing and correcting the estimates of the disturbance statistics in a plant using data from an industrial chemical reactor as well as a laboratory reactor. When plant/model mismatch is present in the laboratory process, the ALS method can account for some of this mismatch, which results in control performance three to five times better than a typically tuned state estimator. The mismatch can occur when the input-output connection has been mismodeled, or when an inappropriate disturbance model is chosen. In the industrial reactor, we have shown that the innovations variance can be reduced by two orders of magnitude using the ALS method. The estimated controller performance is three times better using the ALS method compared to the estimator currently in use.
