We develop the first approximation algorithm for periodic-review perishable inventory systems with setup costs. The ordering lead time is zero. The model allows for correlated demand processes which generalize the well-known approaches to model dynamic demand forecast updates. The structure of optimal policies for this fundamental class of problems is not known in the literature. Thus, finding provably near-optimal control policies has been an open challenge. We develop a randomized proportional-balancing policy (RPB) that can be efficiently implemented in an online manner, and show that it admits a worst-case performance guarantee between 3 and 4. The main challenge in our analysis is to compare the setup costs between RPB and the optimal policy in the presence of inventory perishability, which departs significantly from the previous works of Chao et al. (2015b,a). The numerical results show that the average performance of RPB is good (within 1% of optimality under i.i.d. demands and within 7% under correlated demands).
Introduction
We study the periodic-review perishable inventory systems with setup costs under a general class of associated demand processes (see §2). Undoubtedly, perishable products are an indispensable part of our lives. For example, perishable products such as meat, fruit, vegetable, dairy products, and frozen foods constitute the majority of supermarket sales. Moreover, virtually all pharmaceuticals belong to the category of perishable products. Blood bank provides another salient example where whole blood has finite lifetimes (see, e.g., Prastacos (1984) ). In general, the analysis of perishable products is much harder than that of non-perishables.
The work on classical perishable inventory systems dates back to Nahmias (1975) and Fries (1975) who characterized the structure of the optimal ordering policy with i.i.d. demands and no setup costs for backlogging and lost-sales models, respectively. We refer interested readers to Karaesmen et al. (2011) and Chao et al. (2015b,a) for a review of the field. Unfortunately, almost all the papers in the existing perishable inventory literature do not model positive setup costs (mainly due to its mathematical intractability), despite the fact that fixed cost is often unavoidable in many practical settings. As a result, little is known about the structure of the optimal policies for this class of problems with setup costs. Thus, finding provably near-optimal control policies has been an open challenge. In this paper, we propose an efficient randomized proportional-balancing policy that admits a worst-case performance guarantee between 3 and 4. We also demonstrate via numerical experiments that the proposed policy performs consistently well.
Relevant literature. Nahmias (1978) was the first to analyze perishable inventory problems with positive setup costs. He showed that the cost function is in general not K-convex and that (s, S) policy may not be optimal. Indeed, the optimal control policy for this class of problems is very complicated, and there is no known structural characterization for it. Nevertheless, Nahmias (1978) demonstrated, computationally, that (s, S) type policies perform well under i.i.d. demands. Lian and Liu (1999) also considered a periodic-review model with positive setup costs, and constructed a multi-dimensional Markov chain to model and analyze the inventory-level process. Lian et al. (2005) used the same costs and replenishment assumptions as Lian and Liu (1999) , and constructed a multi-dimensional Markov chain to model the inventory-level process to derive cost expressions.
They numerically showed that the variability in the lifetime distribution can have a significant effect on system performance. However, the aforementioned heuristic policies can only be applied to i.i.d. demand processes, and furthermore they lack any performance guarantees.
Main results and contribution. The contribution of this note is to present the first approximation algorithm for periodic-review perishable inventory system with setup costs that admits a worst-case performance guarantee between 3 and 4. The result holds not only for independent demand processes, but also for a general class of correlated processes, which we call associated demand processes. The proposed policy will be referred to as a randomized proportional-balancing policy (RPB). As seen from our literature review, this class of problems is fundamental in perishable inventory literature that has challenged researchers for decades; yet little is known about both the structure of optimal policies and the design of provably-good heuristic policies.
Our approach builds on Chao et al. (2015b,a) on perishable inventory systems without setup costs. In particular, we adopt their marginal cost accounting schemes of computing marginal holding, backlogging and outdating costs. The main idea underlying this marginal cost accounting approach is to decompose the total cost in terms of the marginal costs of individual decisions (rather than the conventional per-period cost accounting). However, the nonlinear setup costs make the balancing of the various costs much more complicated. Thus, we construct a randomized algorithm to tackle this problem, striking a right balance between different cost components. The worst-case performance analysis is inevitably much more sophisticated, due to inventory perishability. The key technical challenge is to amortize the setup costs of RPB against the optimal policy. We note that Levi and Shi (2013) on stochastic lot-sizing problems had the same challenge but their partition of periods is rather straightforward without perishability, while our problem needs to consider the inventory age information that is essential in the analysis of our system. (To this end, we also provide a detailed discussion in §4 on why the previous partition in Levi and Shi (2013) fails to work in our perishable inventory systems.) This additional information on inventory age enables us to amortize the setup cost incurred by RPB against that of the optimal policy. On the technical level, we provide a novel sample-path argument that shows that the optimal policy has to place an order between two consecutive problematic periods in which the relationship between the trimmed ending inventory levels of RPB and the optimal policy is unclear (due to randomized decisions). This is in sharp contrast with the averaging argument used in Levi and Shi (2013) . Moreover, Levi and Shi (2013) need not consider the age information in their analysis. Our construction provides the right and delicate framework to use the age information to analyze the system, which could be useful in analyzing other more complex perishable inventory systems (e.g., with positive lead times and/or finite ordering capacities).
We also demonstrate through an extensive computational study that our proposed algorithm performs quite well empirically (with average error under 7% and maximum error of 11.28% under correlated demands). Our algorithm has also comparable (if not, better) performance with that of Nahmias (1978) under i.i.d. demands, in which both algorithms perform very close to optimal.
Structure and general notation. The rest of this paper is organized as follows. In §2, we formally describe the periodic-review perishable inventory systems with setup costs. In §3, we introduce the randomized proportional-balancing policy (RPB). In §4, we carry out a worst-case performance analysis of RPB. In §5, we demonstrate the empirical performance of RPB.
Throughout this paper, we often distinguish between a random variable and its realizations using capital and lower-case letters, respectively. For any real numbers x and y, we denote x + = max{x, 0},
x ∨ y = max{x, y}, and x ∧ y = min{x, y}. In addition, for a sequence x 1 , x 2 , . . . and any integers t and s with t ≤ s, we denote
The indicator function 1(A) takes value 1 if A is true and 0 otherwise, and " " stands for "defined as".
Perishable Inventory Systems with Setup Costs
We formally describe the stochastic periodic-review perishable inventory system with setup costs over a planning horizon T (possibly infinite), indexed by t = 1, . . . , T . The product lifetime is m ≥ 2, i.e., items perish after staying in inventory for m periods if not consumed. The ordering lead time is 0 (see, e.g., Karaesmen et al. (2011) ).
for all non-decreasing (or nonincreasing) functions f and g for which the expectations
The class of associated processes includes not only independent demand processes, but also most time-series demand models such as autoregressive (AR) and autoregressive moving average (ARMA) demand models (Box et al. (2008) ), multiplicative auto-regression model (Levi et al. (2008) ), demand forecast updating models such as martingale models for forecast evolution (MMFE) (Heath and Jackson (1994) ), demand processes with advance demand information (ADI) (Gallego andÖzer (2001) ), as well as economic-state driven demand processes such as Markov modulated demand processes with stochastically monotone transition matrix, among others. We refer interested readers to Chao et al. (2015a) for more discussions.
System dynamics. In perishable inventory systems, any inventory unit that stays in the system for m periods without meeting the demand expires and exits the system. Thus, we use a vector to keep track of the inventory age information, which results in a multidimensional state space.
At the beginning of each period t, t = 1, 2, . . . , T , we are endowed with the realized information f t .
(Here we abuse the notation to use f t to denote the realized information up to time t, which should be distinguished with the filtration F t .) The starting inventory at period t is x t = (x t,1 , . . . , x t,m−1 ), where for i = 1, . . . , m − 2, x t,i is the inventory level of product whose remaining lifetime is i periods, and x t,m−1 is the number of product whose remaining lifetime is m − 1 minus the number of backlogs. After receiving the order q t in period t, the random demand D t will be realized (denote its realization by d t ) and satisfied to the maximum extent by FIFO issuing policy, i.e., the oldest inventory meets demand first. Following the convention by Nahmias (1975), we assume the inventory units that will perish at the end of this period also incur a holding cost. The discounted one-period cost is
x t,i + q t is the total inventory level (after ordering) in period t, and e t = (x t,1 − d t )
+ is the outdating inventory.
Then, the system proceeds to period t + 1 with x t+1 given by
For simplicity we assume that the system is initially empty. Then the total expected discounted cost for any given FIFO issuance policy P can be written as
Note that, the quantities Q t , Y t , E t and X t depend on the policy P, and we shall make the dependency explicit whenever necessary, i.e., writing them as Q 
Randomized Proportional-Balancing Policy
We present the randomized proportional-balancing policy (denoted by RPB) and its worst-case performance guarantee. We start by reviewing the nested marginal holding and outdating cost accounting scheme used in Chao et al. (2015b,a) . The main idea is to decompose the total cost in terms of the marginal costs of individual decisions (first used in Levi et al. (2007) ). That is, we associate the decision in period t with its affiliated cost contributions to the system. These costs are only affected by future demands but not by future decisions. These marginal costs may include costs (associated with the decision) incurred in both the current and subsequent periods.
Review of the marginal cost accounting scheme
Under FIFO issuing policy, after a unit is ordered, the number of periods that it stays in the system is not affected by future decisions but only affected by future demands. In other words, the total expected holding and outdating cost of any unit is determined in the period in which that unit is ordered. 
Using B [t,s) (x P t ), the nested marginal holding cost H P t can be written as, for 1 ≤ t ≤ T ,
and the nested marginal outdating cost Θ P t can be written as, for 1 ≤ t ≤ T − m + 1,
and Θ Backlogging cost and setup cost. It is clear that in period t, no future marginal backlogging cost is caused by the current order q P t , since any under-ordering can be corrected by subsequent orders. As a result, the marginal backlogging cost in period t is the same as the conventional backlogging cost in period t, which can be written as
Moreover, the setup cost in any period t is also only affected by q
System total cost. Since the system is initially empty, the expected total system cost C (P ) of policy P can be obtained by summing (5), (6), (7) and the setup costs over t from 1 to T , and then taking expectations. Thus, (3) can be rewritten as
and the system dynamics are governed by (1) and (2).
RPB policy
To describe the randomized proportional-balancing (RPB) policy, we modify the definition of the information set f t to also include the implemented decisions of the randomized policy up to period t − 1. To determine whether or not to place an order, and how much to order, in period t, RPB computes the following quantities:
(a) Computeq t that balances the conditional expected marginal holding and outdating costs of these units against the conditional expected backlogging cost in period t. That is,q t solves
whereq t is referred to as the proportional balancing quantity, and θ t the proportional balancing cost. The solution to (9) is unique and can be computed efficiently via bisection search.
That is, orderingq t that balances a proportion of the marginal holding and outdating costs with setup cost K.
.e., the conditional expected backlogging cost in period t if one orders the balancing-K-quantityq t in period t.
.e., the conditional expected backlogging cost in period t resulting from not ordering in period t.
Description of RPB policy. Let P t denote the probability that RPB policy places an order in period t which is a-priori random, and let p t = (P t | f t ). Given f t , the RPB policy determines the ordering decisions according to two cases below:
Case (I). If the proportional balancing cost exceeds K, i.e., θ t ≥ K, then the RPB policy orders the balancing quantity q RP B t =q t in period t with probability p t = 1.
Case (II).
If the proportional balancing cost is less than K, i.e., θ t < K, then the RPB policy orders the balancing-K-quantity (i.e., q RP B t =q t ) in period t with probability p t and orders nothing with probability 1 − p t , where the probability p t is computed by solving equation
This completes the description of the RPB policy. We offer some intuitive explanations as follows.
In Case (I), that is when θ t ≥ K, the fixed ordering cost K is not dominant compared to the other Article submitted to Operations Research; manuscript no. OPRE-2014-10-580.R3 cost components, hence the policy only strives to achieve (the right) balance between marginal holding, outdating, and shortage costs. In Case (II), the underlying reasoning behind the choice of the particular randomization in (10) is that, the policy attempts to balance between the three cost components, namely, holding and outdating cost, backlogging cost and setup cost associated with period t. In particular, since we order the balancing-K-quantity with probability p t and do not order anything with probability 1 − p t , the conditional expected proportional holding and outdating cost for this case is
By the selection of p t in (10), the conditional expected backlogging cost is
Since p t is the ordering probability in Case (II), the expected fixed ordering cost is also p t K.
It can be shown the p t that solves (10) is
where the above inequalities follow from the fact that θ t < K andq t >q t , which implies that
We remark that when the setup cost K = 0, the RPB policy reduces exactly to the PB policy proposed in Chao et al. (2015b) , i.e., RPB is a generalization of PB in the presence of setup costs.
The following is the main theoretical result of this paper.
Theorem 1. When the demand process is associated, the RPB policy for perishable inventory system with setup cost and m ≥ 2 periods of product lifetime has a worst-case performance guarantee of 3 + (m−2)h mh+θ , i.e., for any instance of the problem, the expected cost of the RPB policy is at most 3 + (m−2)h mh+θ times the expected cost of an optimal policy.
The balancing ratio on the left hand side of (9) is chosen such that the resulting RPB policy admits the tightest worst-case performance guarantee. Suppose an arbitrary balancing ratio β ∈ (0, 1] is used to construct RPB. Then one can show that it admits a worst-case performance guarantee of (2β + 1)/ min{β, β 0 }, where β 0 = mh+θ 2(m−1)h+θ (which is obtained from (22) in our worstcase analysis). This worst-case performance guarantee is minimized when β = β 0 .
Remark on discrete demand and order quantities: If the demand and order quantities are discrete, then we can always writeq t =λ tq units (with probability p tλt ), orq 2 t units (with probability p t (1 −λ t )), or zero unit (with probability 1 − p t ). This randomized procedure will not affect our worst-case performance guarantee, and we refer readers to the detailed discussions in §4.3 of Levi et al. (2007) and also §6 of Shi et al. (2014) .
Worst-Case Performance Analysis
We carry out a worst-case performance analysis of RPB policy. For simplicity, we provide the proofs with a discount factor α = 1 (albeit the analysis holds under general α ∈ [0, 1]).
We first describe a concept called "trimmed inventory level " (see Chao et al. (2015a) 
Note that Y t,s can be negative when s is large enough. These trimmed inventory levels serve as a generalization of the traditional inventory levels, as they provide critical partial information on the age of the on-hand products. Due to the nature of perishable systems, it is impossible to quantify the effect of the decision made in the current period t on future costs only through the traditional total inventory level Y t . The trimmed inventory levels provide a tractable way to analyze this effect, and also provide the right framework for coupling the marginal holding, outdating and setup costs in different systems. Furthermore, for any realization f t , if p t < 1, then we denote RPB as the policy that orders exactly the same as RPB before period t, but ordersq t at t (instead of using a randomized decision between 0 andq t ), and orders 0 afterwards.
We now compare the costs of RPB policy against that of an optimal policy, denoted by OPT.
For each realization f T , we partition all the periods into the following sets:
T 1Π = t : p t = 1 and y 
Lemma 1 shows that the backlogging cost of OPT can cover that of RPB within set T 1Π T 2Π , which is formally stated below. We relegate its detailed proof to the electronic companion.
Lemma 1. For each sample path f T , we have
Lemma 2 shows how to amortize the sum of marginal holding and outdating costs against that of OPT, which follows identical arguments used in Chao et al. (2015a) ; hence its proof is omitted.
Lemma 2. For each sample path f T , we have
The next result is a key lemma for this paper. It suggests that the total setup cost incurred by OPT can cover the total setup cost incurred by RPB for periods within the set T 2M . Note that T 2M is the most "problematic" set of periods because we are unsure whether the trimmed ending inventory levels of RPB are higher or lower than those of OPT due to randomized decisions.
Lemma 3. For each sample path f T , the following inequality holds for the OPT and RPB policies,
Proof. For a fixed sample path f T , each period t deterministically belongs to one of the sets in
Denote all the periods in T 2M with positive ordering quantities by
See Figure 1 for an illustration of all such periods.
If this set is empty, i.e., n = 0, then (23) trivially holds. Otherwise, it follows from the definition of {t 1 , t 2 , . . . , t n } that the right hand side of (23) is equal to n. Thus, it suffices to prove that OPT places at least n orders. We first show that,
Figure 1 Illustration of both Inequality (24) and Inequality (25) for sample path fT .
This is true because both OPT and RPB have the same starting inventory and are facing the same demand, if OPT has not yet placed any order before or in period t 1 , then we cannot have
. Hence, OPT places at least one order as shown in Figure 1 . (23) is the same as (24) which has already been proved. Now suppose n ≥ 2. We want to show that
That is, OPT places at least one order in each and every interval {t i + 1, . . . , t i+1 }. (Figure 1 provides an illustration of (25).)
Fix an i ∈ {2, 3, . . . , n}. Since t i ∈ T 2M and the RPB policy orders in t i , it follows from the definition of T 2M that for all s ∈ {t i , t i + 1, . . . , t i + m − 1}, it holds that y 
We prove (25) by contradiction. Assume that, on the contrary, OPT does not place any order from t i + 1 to t i+1 . By the definition of trimmed on-hand inventory, we can see that, for any policy
is always a lower bound of x P t i+1 and y
P t i+1
. Thus, since we have assumed that OPT makes no order from t i to t i+1 , we have y
. Similarly, we have y
. Together with (26), we have
which contradicts to the fact that t i+1 ∈ T 2M with x
. This proves that (25) holds for all i = 2, 3, . . . , n.
Finally, summing up (24) and (25) for all i = 2, 3, . . . , n proves (23).
Q.E.D.
Remark 1. A key step in the proof of Lemma 3 is the construction of set T 2M defined in (20).
This definition is very different from the original set T LS 2M defined in Levi and Shi (2013) for nonperishable inventory systems, which only requires the relationship between the aggregate inventory positions y
OP T t ≤ y

RP B t
. This is because for non-perishable inventory systems, the condition on aggregate inventory levels is sufficient to establish a similar result as (23). But for perishable Figure 2 A counterexample with m=2 to show the importance of age distribution in set decomposition inventory systems where the age information becomes critical, y
is not sufficient to guarantee the same type of result. For example, consider the following simplest nontrivial setting with m = 2, the set T 2M defined in (20) can be written as
, and y
However, the set T LS 2M used in Levi and Shi (2013) is given by
. Now consider the following scenario as depicted in Figure 2 . In period t, OPT has 3 inventory units of age 1 and 3 new inventory units of age 0; RPB has 5 inventory units of age 1 and 2 new inventory units of age 0. Suppose the demand is 2 in period t and is satisfied using FIFO issuance.
At the end of period t, OPT has 1 outdating unit and RPB has 3 outdating units. In period t + 1,
OPT (having 3 units on-hand) overtakes RPB (having only 2 units on-hand).
Note that in this case, period t satisfies the conditions in T LS 2M but does not satisfy the last condition in T 2M . Thus, though the inventory level of RPB is higher in period t, after one period we would have y OP T t,t+1 > y RP B t,t+1 (because RPB has more outdating inventory units in period t). The difficulty arises because OPT needs not to make any order in period t + 1 to overtake the inventory level of RPB. Therefore, it cannot be argued that OPT has placed more orders and the result in By the definition of T 2H , the indicator function 1(t ∈ T 2H ) (i.e., whether a period t belongs to the set T 2H ) cannot be determined only by F t (the information up to time t). Hence in order to compare the expected costs between RPB and OPT, we require the demand process to be associated, a concept introduced in Chao et al. (2015a) that embodies a notion of positive correlation between future demands. Lemma 4 establishes that under that condition, in each period t, the expected marginal holding and outdating costs with known information 1(t ∈ T 1H T 2H ) is in fact greater than or equal to those without knowing the information.
Lemma 4. If the demand process D 1 , . . . , D T is associated, then for each period t = 1, . . . , T ,
Proof. First, we notice that P(t ∈ T 1H T 2H | F t ) takes value 0 or 1 if and only if either case (a) or (b) or (c) happens; in such cases, it is straightforward to verify that (28) holds.
Thus, in the remainder of this proof, we only focus our attention on the non-trivial case (d),
According to the definition of marginal holding and outdating costs, it is clear that conditioning
is decreasing in future demands (D t , . . . , D t+m ). If we can show that 1 t ∈ T 2H | F t is also decreasing in future demands (D t , . . . , D t+m ), then (28) follows since the demand process is associated (see Essary et al. (1967) ).
To show that 1 t ∈ T 2H | F t is decreasing in future demands (D t , . . . , D t+m ), we first define what we call switching events, for t ≤ s < (t + m − 1) ∧ T ,
Given case (d), by the definition of T 2H , the event {t ∈ T 2H } happens if and only if the switching event A t,s occurs for some s ∈ [t, (t + m − 1) ∧ T ).
We claim that the occurrence of the switching event A t,s implies that E 
Thus, we can rewrite the event as
Since E
RP B s
are the outdating units in period s (which were ordered in period s − m + 1 ≤ t), it is clear that given F t , E
is decreasing in the demand process after t, i.e., 1(E (30), we conclude that 1 t ∈ T 2H | F t is indeed decreasing in future demands (D t , . . . , D t+m ).
Remark 2. The main idea behind the proof of Lemma 4 is to apply the concept of associated random variables. It can be shown that 1(t ∈ T 1H T 2H ) is a decreasing function of future demands.
Together with the fact that H
RP B t + Θ
RP B t
is also a decreasing function of future demands, the result then follows from the properties of associated stochastic processes. To (intuitively) see why
) is a decreasing function of future demands, we consider the same example as shown in Figure 2 . If d t is equal to 4, then we have y OP T t,t+1 = y RP B t,t+1 = 2 and in this case t ∈ T 2M . We can also see that if d t < 4, then t falls in the set T 2H while if d t ≥ 4, then it falls in the set T 2M .
This implies that it is more likely to be in the set T 1H T 2H when the demand is lower.
Let Z RP B t be a random variable defined by
where Λ t mh+θ 2(m−1)h+θ
|F t ], and p t is the ordering probability.
Lemma 5 below follows from the standard arguments of conditional expectation, the construction of RPB, and (31). We relegate its detailed proof to the electronic companion.
Lemma 5. Let C (RP B) be the expected total cost incurred by the RPB policy. Then we have,
Combining Lemmas 2, 3, 4, and 5, we are able to prove Theorem 1, and we again relegate its detailed proof to the electronic companion.
Computational Experiments
An important question is how well RPB performs empirically. In this section we report on numerical results. All computations were done using Matlab R2014a on a desktop computer with an Intel(R) Xeon(R) CPU E31230 @ 3.20 Ghz.
The purpose of our computational study is two-fold. (a) Under i.i.d. demands, we would like to test the empirical performance of RPB against the heuristic policy proposed in Nahmias (1978) (denoted by NA). To the best of our knowledge, NA is the only benchmark heuristic algorithm (without any worst-case performance guarantees) available for perishable inventory control problems with setup costs. This approximate (s, S)-type policy is reported to perform very close to optimality under i.i.d. demands, with average error under 1% and maximum error of 3.7%. The question is whether our RPB policy can achieve, if not better, at least a comparable performance to NA under i.i.d. demands. (b) Under correlated demands, since there are no benchmark heuristic algorithms reported in the existing literature, we can only compare the performance of RPB against an optimal policy (denoted by OPT). Thus in our experimental setting under correlated demands we generate a sufficiently rich set of small problem samples, where the optimal policy can be evaluated (using brute-force dynamic programming) with reasonable computational effort to provide a baseline for comparison.
Following Levi and Shi (2013) , the proposed RPB policies can be parametrized to obtain a general class of policies, and the worst-case analysis discussed above can be viewed as choosing one parameter value that achieves a worst-case performance guarantee for any problem instance (see the discussion at the end of §3.2). Alternatively, one can try different parameter values for a given problem instance, and identify a parameter that empirically performs the best (in terms of average and/or worst-case performance) for that particular instance. This gives rise to policies that have at least the same performance guarantees, but are likely to perform better empirically, as we refined the parameters according to the specific instance being solved.
Design of Experiments and Performance Metrics
We have conducted our experiments under both an i.i.d. demand setting and a correlated demand setting, using similar examples as in Chao et al. (2015b) . ( This Markov chain is stochastically monotone (and hence the demand process is associated).
The parameters of our computational model are chosen as follows. The holding cost for all testing instances is normalized to h = 1, and the discount factor is α = 0.95. We set the planning horizon T = 20, the per-unit backlogging cost b ∈ {5, 10, 15}, the per-unit outdating cost θ ∈ {5, 10, 15} and the setup cost K ∈ {5, 10, 15}. We also set the product lifetime m = 2. (We note that Nahmias (1978) focused on m = 2 only and commented on the expensive computational overhead for m = 3.) The system is initially empty. We define the performance ratio of our RPB policy against a benchmark policy P as r =
is the cost of RPB and C (P ) is the cost of policy P. The benchmark policy P is NA (proposed by Nahmias (1978)) under i.i.d. demands whereas P is OPT (solved using brute-force dynamic program) under correlated demands. setting. The performance ratio is very small for all test instances, which suggests that the performance of RPB is comparable (in fact slightly better but not statistically significant) to that of NA under i.i.d. demands. This also suggests both RPB and NA perform extremely close to optimality (in that NA's error is on average under 1% of the optimal solution). We also notice that both algorithms perform better when the setup cost is relatively small. Table EC .2 provides the total cost breakdown for the i.i.d. demand setting (varying the values of K while fixing b = θ = 5). We observe that the setup cost component accounts for a significant portion of the total costs, and the percentage of setup costs increases in K. The ordering frequency is around 70% to 80% with m = 2, and decreases in K. This indicates that the RPB policy performs well, and it is significantly better than the theoretical worst-case performance guarantee.
Numerical Results
Under both the i.i.d. and correlated demand settings, our numerical results suggest that the performance of RPB is rather insensitive to b or θ, but improves as K gets smaller. We also test the stability of RPB -the coefficient of variation of the total costs due to randomization. We consider the case with exponential demand with mean 10, and evaluate the costs of RPB (with randomized decisions) for the same cost parameters and demand realizations. We find that the coefficient of variation of costs (standard deviation divided by mean cost) is at most 1.57%, suggesting that the adverse effect due to randomization is rather small and RPB is quite stable.
Supplemental Material
An electronic companion to this paper is available at http://or.journal.informs.org/.
Electronic Companion to "Approximation Algorithms for Perishable Inventory Systems with Setup Costs"
by Zhang, Shi and Chao
EC.1. Computational Complexity of RPB
We show that the RPB policy is computationally very efficient with computational complexity O C m T for some positive constant C, where m is product lifetime and T is the length of the planning horizon. We also stress that the RPB policy can be efficiently implemented in an online manner, i.e., the decision at any time is computed based only on the current observed state of the system and does not depend on future decisions. This is a desired property if one wishes to avoid the prohibitive computational burden of solving large dynamic programs.
Next we prove that RPB has a computational complexity O C m T . For each period t = 1, . . . , T , the complexity for evaluating the marginal holding and outdating costs is O C m since there are m layers of integration involved in the exact computation. For practical purposes, evaluating the expected marginal costs using Monte Carlo simulations (e.g., generating 10000 sample paths according to the joint conditional demand distribution) can cut down the computational time dramatically. This computational overhead is unavoidable as the complexity is the same as computing the single-period outdating costs. This suggests that even myopic policies that only minimize the current-single-period cost have to incur this computational overhead. Since the complexity for carrying out bisection search is O log U (where U is an upper bound on the balancing quantities), the algorithm runs in time O C m T log U ≈ O C m T . In contrast, computing the exact optimal policy using dynamic programming is exponential in the length of the planning horizon T .
EC.2. Omitted Proofs of Lemmas and Theorems
Proof of Lemma 1. By the definition of Π t and the construction of sets T 1Π and T 2Π , we have
where the first inequality holds since y
Proof of Lemma 5. Using the standard arguments of conditional expectations and by the construction of RPB, we have 
where the second equality holds because conditioning on F t , 1(t ∈ T 1H T 1Π ) and 1(t ∈ T 2H T 2M T 2Π ) are known; the inequality is valid due to the construction of RPB; and the last equality follows from the definition of Z RP B t .
Q.E.D.
Proof of Theorem 1. Denote the expected total cost of OPT by C (OP T ), then we have
The first inequality follows from Lemmas 2 and 3; and the last inequality follows from Lemma 5.
Now it remains to check the validity of the second inequality. Lemma 4 implies that
which gives us the desired inequality for the holding and outdating cost part. By conditioning on the information set F t , the indicator function 1(t ∈ T 1Π T 2Π ) becomes known. Hence we can write
Moreover, given the information set F t , the setup cost K · 1(q
RP B t
> 0) is fully determined by the RPB policy. Thus, we have
Combining the above arguments, we have shown that the second inequality holds as well. Q.E.D. 
EC.3. Numerical Results
C (RPB) C (NA) r C (RPB) C (NA) r C (RPB) C (NA) r
