Excitonic insulating (EI) materials are predicted to host a condensate of electron-hole pairs in their ground state, giving rise to collective many-body effects. Although several bulk materials have been proposed as EIs recently, a direct observation of the characteristic collective behavior is still missing. Here, we use ultrafast, spatially-resolved, pump-probe microscopy to investigate the propagation of photoinduced excitations in a proposed EI, Ta2NiSe5. Below the critical temperature for the EI phase (328 K), we observe the propagation, for distances of up to 1 µm, of coherent oscillatory modes in the THz range at velocities of the order of 10 5 m/s. We develop a theoretical framework to explain these findings and suggest that this behavior results from the hybridization of phonon modes with the phase mode of the EI. We infer that the ordered EI phase is driven predominantly by interorbital Coulomb interactions and that this system falls into the BCS-BEC crossover regime. This study provides a route for the investigation of collective properties in strongly correlated materials and paves the way for applications that can take advantage of these quantum phenomena up to room temperature. arXiv:2003.10799v2 [cond-mat.str-el] 
In recent decades, considerable effort has been devoted to understanding and controling macroscopic quantum states of matter, such as superconductivity and superfluidity. These exotic effects manifest themselves as the result of the collective behavior of the constituent particles and occur in systems as diverse as metals [1] , cold-atoms [2] , and exciton-polaritons [3] . These macroscopic condensates are generally accompanied by characteristic collective excitations, including the amplitude (Higgs) and the phase (Goldstone) modes [4] [5] [6] [7] [8] Another important example of fermion pair condensation is the excitonic insulating (EI) phase, a state of matter that was first proposed more than 50 years ago [9] [10] [11] . It was theorized that, below a critical temperature (T c ), weakly screened Coulomb interactions in small bandgap semiconductors and semimetals could lead to the spontaneous formation of an exciton condensate, Fig. 1A . In the proposed theoretical framework, the condensate formation would result from the breaking of a U(1) continuous symmetry existing in the "normal" phase, which describes the separate conservation of charges in the valence and conduction bands. This happens without explicitly affecting the symmetry of the Hamiltonian, meaning it is a spontaneous symmetry breaking, which in turn results in a gapless phase mode for the condensate [12] . Such a condensate could sustain collective excitations, resulting in quantum phenomena being apparent on macroscopic length-scales and, in principle, could manifest superfluid transport.
While an engineered EI phase has been realized at cryogenic temperatures in bilayer architectures [13] [14] [15] [16] [17] and novel topological insulators [18] , its discovery in a bulk material has been elusive for decades. Nevertheless, some transition metal chalcogenide (TMC) compounds have recently attracted interest as promising EI candidates [16, 17, [19] [20] [21] [22] [23] . The reduced dimensionality of TMCs results in a weak screening of the Coulomb interaction and large exciton binding energies. This could lead to condensation at non-cryogenic temperatures, which makes these systems unique platforms for the study of collective emergent properties.
Among this family of materials, particular attention has been devoted to Ta 2 NiSe 5 following hints of the existence of an ordered, EI phase below 328 K [19-21, 24, 25] . This material is especially promising as a result of its quasi-1D structure (see Fig. 1A ), where alternating chains of Ta and Ni atoms independently host conduction and valence band states [19] . The resulting physical separation between electrons and holes mirrors the conditions existing in bilayer systems and helps to stabilize the excitonic state. Experimental indications of the EI phase have been obtained, for instance, using equilibrium [19, 23] and time-resolved [20, 26] , angleresolved photoemission spectroscopy (ARPES), by analyzing the effect of physical and chemical pressure [25] , and by detecting anomalies in the temperature dependence of transport [25] and phonon properties [21, 27] of the material. Despite various indications, we are still lacking a direct observation of the collective motion expected in the EI phase in this or other systems.
Contrary to the idealized situation described above, in real condensed matter systems the Coulomb attrac- (C) Schematic diagram of a possible low-energy excitation structure for an excitonic insulator in the presence of electron-phonon coupling. The phonon modes of the material hybridize with the phase mode resulting in mixed phonon-phase modes as long as the energy gap in the phase mode dispersion at k = 0 is smaller than the phonon energy E ph,i . The phonon and phase content of the modes is represented as a color gradient from green (pure phase mode) to red (pure phonon mode). (D) Photoinduced transmissivity change (∆T/T) as a function of the pump-probe delay time collected at the center of the pump region (inset) and its Fourier Transform power density.
tion is not the only relevant interaction, and there could exist coupling terms that explicitly modify the Hamiltonian's symmetry. Such a situation can emerge when electrons couple with phonons. In this case, the Hamiltonian's symmetry can be reduced to a discrete symmetry and the ordered, EI phase can be cooperatively driven by both the electron-phonon (el-ph) coupling and the Coulomb interaction [28] . An analogous situation occurs in the presence of hybridization between the conduction and valence bands [29, 30] . The presence of either of these scenarios can profoundly affect the properties of the collective modes in the ordered phase, and, for instance, would open a gap at k 0 in the dispersion of the phase mode, resulting in the suppression of proposed supertransport properties [31] . Therefore, it is crucial to understand to what extent these interactions drive the formation of the ordered phase and how this manifests in macroscopic material properties, such as transport and real-space dynamics. A direct observation of the collective modes in the ordered phase would provide important insight into these questions.
Here, we probe the spatio-temporal dynamics of Ta 2 NiSe 5 following photoexcitation using a recently developed femtosecond optical pump-probe microscopy technique [32] , which provides sub 10 fs time-resolution and 10 nm spatial precision [33, 34] (see Fig. 1B ). At room temperature (< T c ), we observe the presence of an oscillatory response at frequencies close to the expected phonon modes of the crystal [21] . The signal propagates coherently and nearly isotropically at electronic velocities (1.51 x 10 5 m/s) over distances of 1 µm. Theoretical calculations suggest that this anomalous propagation may arise due to a coupling between phonon modes and the phase mode of the EI (Fig. 1D ). This provides a direct observation of collective modes of an EI system. Moreover, our model implies that the transition driving the formation of the condensate is primarily excitonic in origin, and occurs in the BCS-BEC crossover region.
The sample consists of a flake of Ta 2 NiSe 5 roughly 200 by 200 µm in size and 60 nm thick, exfoliated from a single crystal onto a glass slide. We characterize it by standard, non-spatially resolved pump-probe spectroscopy, as detailed in the Supplementary Materials Sec. I. Following this, we study the spatial dependence of the excitation in the material using femtosecond optical pump-probe microscopy, as illustrated in Fig 1B. In this technique, we perturb a small area of the sample using a diffraction limited ( 400 nm full-width half-maximum) optical pulse of 12 fs duration. We measure the resulting change in transmission using a wide-field (15 µm fullwidth half-maximum), 10 fs probe pulse, which is projected onto an EMCCD camera. The large probe allows us to study both the directly excited area, and the surrounding material, imaging how excitations propagate in space and time as the presence of quasiparticles or oscillatory modes in the system modulate the probe transmission. Fig. 1B displays a schematic of the microscopy setup at the position of the sample and an example of a two-dimensional plot of the photoinduced transmissivity change (∆T/T) as measured 300 fs after the arrival of the pump pulse. (∆T/T) is obtained from (T pump on -T pump off )/(T pump off ), where T pump on and T pump off indicate the transmission measured in the presence and in the absence of the pump pulse respectively.
The kinetics recorded at the photoexcited region as a function of the pump-probe delay time is shown in Fig.  1D (inset) and is analogous to those obtained in previous works using non-spatially resolved pump-probe spectroscopy [21, 27] . The signal is characterized by an exponentially decaying electronic component superimposed with a strong oscillating signal. In Fig. 1D we additionally report the Fourier Transform (FT) of this oscillatory component. The main recognizable features are the peaks at 1, 2.9 and 3.6 THz, which have been commonly associated with phonon modes in this system [21, 27] .
The same FT analysis is now applied to the signal in areas away from the pump position, where no excitations are generated directly by the pump pulse. In this case, to focus on coherent propagation out of the photoexcited region and to maximize the signal-to-noise ratio, we average the ∆T/T signal over rings of pixels equidistant from the center (see Supplementary Materials Sec. II for details on the nearly isotropic nature of the signal). Through this procedure, we determine the spatial decay of the oscillatory modes by plotting the FT power density as a function of the ring distance, as shown in Fig. 2A for the 1, 2.9, and 3.6 THz modes. The resulting Gaussian shape is a convolution of the profile of the pump pulse (shown as a reference in Fig.2B -D) and of the spatial propagation of the excited modes.
In Fig. 2B , we show the dependence of the FT power density spatial profile for the 2.9 THz mode on the pump fluence. From a Gaussian fit of these curves we extract the half width at half maximum (HWHM), which is plotted in Fig. 2C . We do not observe a significant change in the HWHM up to 0.55 mJ/cm 2 , after which the FT extension grows roughly linearly up to twice its original size, before finally saturating when we approach the material breaking point. This result suggests that at low fluences the signal is dominated by the profile of the pump pulse and only when the excitation surpasses a threshold the propagation of the mode outside the pumped region becomes visible. Interestingly, while an analogous behavior is observed for the 3.6 THz mode (see Supplementary Materials Sec. III), a rather different fluence dependence emerges for the 1 THz mode (Fig. 2C ). This result hints at different microscopic mechanisms underlying the excitation of the oscillations.
We next compare (Fig. 2D ) the spatial distribution of the FT power density of the 2.9 THz mode above and below T c (see the Supplementary Materials Sec. III for analogous behavior in the 1 and 3.6 THz modes). While the data is normalized for ease of comparison, the fluence, the overall ∆T/T signal, and the absolute FT power density at the center of the pumped region are comparable for all these measurements. As T c is approached from below, the FT profile narrows. Once the temperature surpasses T c , the FT profile has shrunk to the size of the pump spot size, suggesting that above T c the coherent propagation of the mode breaks down.
Returning to room temperature data, we further analyze the time traces for the different rings by performing continuous wavelet transforms (CWT) (see Supplementary Materials Sec. IV for more details). This procedure allows us to determine the amplitude of the oscillatory components as a function of time and distance from the photoexcited area. In Fig. 3A we show the results of this analysis for a few rings. It can be seen that the strongest amplitude for the 2.9 THz mode (the only one that is clearly traceable within the signal to noise limit) progressively shifts toward later times as we move farther away from the pump region. The position of this region in time is represented in Fig. 3B for all the rings. By performing a linear fit of this curve, focusing on ring radii residing outside of the directly pumped region, we extract a propagation velocity of 1.51 ± 0.11 x 10 5 m/s. This means that below T c the 2.9 THz mode coherently propagates, at a velocity characteristic of electronic excitations, for distances up to 1 µm.
We now discuss a potential origin of the anomalous spatial propagation at room temperature. First, we note that the measured propagation velocity is orders of magnitude larger than typical values both for optical phonons, which are commonly characterized by rather flat energy dispersions, and acoustic phonons, whose velocity is typically [35] below 10 3 m/s. This suggests that the propagating signal does not have a purely phononic origin. A possibility is the propagation of quasiparticles (QPs) emanating from the excitation spot with velocity v k = (∂ k /∂k) of the order of 10 5 m/s, which can excite phonons in their wake. However, at room temperature, the carrier relaxation time of QPs is usually only of the order of a few tens of femtoseconds, corresponding to a mean free path of a few nanometers [36, 37] . In addition, the emission of phonons by the QPs would generate oscillations that are not in phase as we move around the photoexcited region. In our experiments coherent behavior is observed on a much wider spatial range and on timescales extending to a few picoseconds. Another potential origin of the observed behavior is the excitation of rapidly propagating phonon-polaritons [38, 39] . However, in this case, we would expect to measure larger propagation velocities (>5× 10 6 m/s) due to the lightlike nature of these modes (see Supplementary Materials Sec. VIII for more details) [40] . In addition, the disappearance of the propagation above T c cannot be easily explained by this scenario, as the observed phonon modes characterize both the low and the high temperature phase of this material [27] .
One remaining possibility for the anomalous propagation is the coupling between the phonon modes and the EI's collective phase mode. A phase mode is characterized by a linear dispersion and group velocities on the electronic scale. If an el-ph coupling is present, the phase and the phonon modes can hybridize resulting in excitations of mixed electronic and phononic nature which can propagate at velocities close to that of the pure phase mode (see Fig. 1D ). We expect that the lifetime of the phase mode can be significantly longer than that of QPs, as is supported by a theoretical calculation of the effects of the disorder on the QPs and the phase mode (see the Supplementary Materials Sec. IX and [41] . While the overall relaxation rate of the phonon-phase mode might not differ drastically from that of the phonons, the significantly higher speed can result in long propagation lengths ( µm) for these excitations. The hybrid modes can then carry a phononic signature ballistically over long distances. This coupled phonon-phase mode scenario is also consistent with the suppression of propagation above T c , where the collective phase mode should disappear. We note that a hybrid phonon-phase mode with an electronic-like group velocity is realized as long as the gap of the phase mode is comparable or smaller than the phonon energy. This occurs regardless of the origin of the gap, even where additional electronic terms directly breaking the symmetry [29, 30] also contribute to the formation of the gap.
Returning to Fig. 2C , we can tentatively interpret the different behavior of the two oscillatory modes as the result of a different coupling process between these phonons and the phase mode (see Supplementary Materials Sec. VI). As the hybridization between the two modes occurs at larger wavevector with increasing phonon frequency, we expect that a higher order process, like Raman scat-tering involving multiple phonon modes, could be required to excite the more energetic modes at wavevectors that are not provided by the focused laser beam (see Supplementary Materials Sec. V). Intriguingly, the saturation and drop in the 1 THz extension at high fluences could be the signature of the enhancement of the gap in the phase mode dispersion. If raised above the phonon energy, the phase mode would indeed not conduce to the formation of the hybrid modes. Further studies that go beyond the scope of this work are required to address these hypothesis.
To support our interpretations, we develop a theoretical model within a two band approximation. We start from a typical Hubbard-type Hamiltonian with additional terms for the el-ph coupling and the phonon energy,
where H kin represents the electronic bands, H int is the electron-electron interaction, H el-ph is the el-ph coupling, and H ph is the phonon Hamiltonian. This approach is analogous to that used in previous theoretical works on Ta 2 NiSe 5 [19, 42, 43] , and like there we use a form of H el-ph that explicitly breaks the symmetry of H (see Supplementary Materials Sec. VIIA and [44] for more details and for an analysis of the opposite case with no explicit symmetry breaking). The microscopical parameters corresponding to the band structure and the el-el interaction were estimated by fitting previous experimental ARPES results [19] (see Supplemental Materials Sec. VIIB). In Fig. 4A , the calculated linear response function shows the dispersion of the massless phase mode in a pure EI phase. Using this dispersion, the estimated group velocity is v phase = 1.0 x 10 5 m/s for this mode, which is of the same order of magnitude of the velocity observed in the experiments. In Fig 4b, we show the result in the presence of the el-ph coupling term where the phase mode becomes massive and a hybridization between the phase and phonon mode occurs. In order to see whether the phonon oscillations induced by the excitation can propagate at velocities of the order of v phase (an electronic-like velocity), we perform a realspace time-dependent mean-field simulation (see Supplementary Materials section VIIA). Here, we use a larger phonon frequency (indicated by the red, dashed line in Fig 4B , D-F), than those observed in the experimental data and we correspondingly consider a smaller excitation area. These assumptions do not affect the conclusions that we can draw from these calculations and they are adopted only for the sake of simplicity of the numerical simulation. In Fig 4C, we show the propagation of the phonon displacement after a spatially confined excitation. The signal propagates with a velocity of about 0.6×10 5 m/s. We can visualize the time evolution of the phonon displacement at different distances from the excitation by performing a spatially windowed Fourier transformation-analogous to a CWT analysis. The results are shown in Fig. 4D -F, where the orange dashed line indicates the frequency associated with the gap in the phase mode dispersion for the parameters used in our simulations. These plots illustrate the spreading of the hybrid mode at the phonon frequency with a velocity comparable to the phase mode velocity and further support the above scenario that mixing between the phase mode and the phonon mode leads to the fast propagation of the phonon oscillations.
We note that in Fig 4D- F, oscillations in the phonon displacement as a function of time contain information about the gap of the phase mode at k 0 (see the Supplementary Materials Sec. VII B1-2 for details). While the data in Fig. 3A shows analogous oscillations, we presently cannot determine if their origin is connected to the gapped phase mode or to a more trivial frequency beating between the 2.9 and 3.6 THz modes.
The picture that emerges from our measurements and theoretical considerations is one where a strong optical excitation promotes the ultrafast coherent generation of dispersionless (phonons) and dispersive collective (phase) modes of the excitonic condensate through the abrupt change in the quasi-particle density in the excitation region [45] . At energies where the optical phonon dispersion intersects the phase mode, coupled phonon-phason states can be excited and rapidly propagate outside the pumped region with velocity 1.5×10 5 m/s, remaining coherent up to 1 µm. Our results have several important implications. Firstly, they demonstrate that Ta 2 NiSe 5 hosts an EI phase at room temperature, by providing a direct experimental observation of collective behavior in a bulk EI candidate material and elucidating its interactions with the lattice degrees of freedom. Importantly, if the gap of the phase mode was much larger than the phonon frequency, the mixing between the modes would be suppressed. Hence, the effects of the el-ph coupling and of possible electronic terms that explicitly break the continuous symmetry [29] [30] [31] 42] should be weak, which indicates that the ordered phase in Ta 2 NiSe 5 is mainly driven by interband Coulomb interactions (see Supplementary Materials Sec. VII). Another notable experimental observation is the small anisotropy in the mode propagation. This may seem counterintuitive since Ta 2 NiSe 5 is a quasi-one-dimensional system and previous DFT calculations found that the bandwidth of the valence band along the direction perpendicular to the atomic chains should be almost five times smaller than in the direction along the chains [24] . However, we show theoretically that even in the presence of anisotropic hopping between the lattice sites, when the system approaches the BCS-BEC crossover regime, the anisotropy of the phase-mode velocity becomes small (see Supplementary Materials Sec. VIIB3). Hence, the small experimentally observed anisotropy indicates that the system is close to the BCS-BEC crossover regime, as suggested in previous works [25] . Although we argue that the velocity of the anomalously fast propagation is explained by the velocity of the collective phase mode, the precise nonlinear process by which the collective mode is excited in Ta 2 NiSe 5 remains to be clarified. Finally, we showcase the possibility of using spatially-resolved, femtosecond pump-probe measurements to gain crucial insights into the properties of solid-state systems manifesting emer-gent many-body phenomena. By exciting and detecting coherent collective modes and by studying their propagation properties, important information can be gathered on the microscopic origin of these effects. Femtosecond pulses could thus provide a means to control and read out the properties of these systems in future quantum information applications.
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In these supplementary notes, we report additional details of the experimental methods and data analysis introduced in the main text. In addition, we present the theoretical models used to develop our interpretation. In Sec. I, we show the results of the material characterization performed using broadband, non-spatially resolved, transient reflection measurements. In Sec. II we comment on the spatial isotropy of the detected signal. In Sec. III we present the behavior as a function of fluence and temperature of the phonon modes that are not directly presented in the main text. In Sec. IV we report the details of the wavelet analysis used to extract information on the hybrid phase-phonon mode propgation. In Sec. V we propose a simple calculation to determine the range of wavevectors that are accessible in our measurements through first order excitation processes. In Sec. VI, we introduce a classical model of two coupled modes to provide a simple picture of coupling between the phase mode and the phonon mode. In Sec.VII, we introduce a microscopic two-band model coupled to phonons to study the properties of the collective modes of the excitonic insulating (EI) phase. Then, we provide the results of the linear response functions of the order parameters and the real-space simulation based on the mean-field theory. In Sec. VIII, we discuss the phonon-polariton in Ta 2 NiSe 5 (TNS) and estimate its characteristic length scale and velocity. In Sec. IX, we discuss the disorder effects to the quasi-particles and the collective phase mode in the EI phase.
I. CHARACTERIZATION OF Ta2NiSe5 RESPONSE WITH FEMTOSECOND PUMP-PROBE SPECTROSCOPY
We characterize the material's temporal response using standard (non-spatially resolved), transient reflection measurements, in the configuration depicted in Fig. S1(a) . Details of the setup are described in previous works from our group [46] . We perform the reflection measurements on a flake of Ta 2 NiSe 5 roughly 200 by 200 µm in size and 300 nm thick exfoliated on a glass substrate and encapsulated using a second glass slide sealed with glue on all sides. Linearly polarized pump and probe pulses are focused onto the sample with spot sizes of 340 and 90 µm respectively, with the pump being larger to ensure uniform excitation of the probed region. The reflected probe pulse is collected and sent to a CCD camera for detection.
As Ta 2 NiSe 5 absorbs electromagnetic radiation over the whole visible spectrum, we select the central wavelength of the pump pulse (690 nm) only for its ease of generation (through noncollinear optical parametric amplification) and compression. Using autocorrelation measurements we determine the temporal length of the pump pulse to be < 10 fs. The pump polarization with respect to the crystal axis is found to have no significant effect on the signal, contrary to previous reports [21] . The broadband probe pulse (500-950 nm) is obtained as the result of a supercontinuum generation process in a YAG crystal using 100 fs, 1042 nm high energy pulses [47] .
The evolution of the reflected signal as a function of the probe wavelength is represented in Fig. S1 (b) for a few pump-probe time delays. In Fig. S1 (c) we show the kinetics for the signal integrated over the highlighted region of Fig. S1(b) , which is the wavelength range considered in the spatially resolved measurements. Note that the sign of the transient signal, which is negative when measured in transmission, was reversed in the plots presented in the main text to simplify the discussion and analysis of the data. As this sign only carries information on the specific transient changes of the dielectric function of the material at optical wavelengths, it has no implications for our current discussion.
II. INVESTIGATION OF THE SPATIAL ISOTROPY OF THE SIGNAL
We investigate how the choice of the integration path used to analyze the two-dimensional ∆T/T data affects the interpretation of the oscillatory modes spatial extent. In particular we repeat the calculation used to obtain the curves in Fig. 2A using an elliptical path with axis ratio 1.2 and 2. As shown in Fig. S2 for the case of the 2.9 THz mode, the resulting oscillation extension is always smaller when calculated over an elliptical path, suggesting that the signal is highly isotropic in nature and is coherent along the circular paths. However, small changes are detectable as we rotate the orientation of the ellipses axes, which might be a sign of a residual small anisotropy. Nonetheless, this effect cannot be easily disentangled from a possible presence of slight anisotropies in the pump spot and requires further investigation.
III. BEHAVIOR OF OTHER PHONON MODES
Here we report additional data on the behavior of the phonon oscillations that were not explicitly addressed in the main text. Figure S3 shows the evolution of the half width at half maximum (HWHM) for the 3.6 THz mode as a function of the pump fluence. Comparing this result with the one presented in Fig. 2C of the main text we can see that this mode behaves very similarly to the 2.9 THz one.
In Fig. S4 we present the spatial distribution of the Fourier Transform (FT) power density for the 1 and 3.6 THz modes above and below T c . These show a trend similar to what is reported for the 2.9 THz mode in the main text.
IV. DETAILS OF THE WAVELET ANALYSIS
The continuous wavelet transform (CWT) is performed using the MATLAB R wavelet toolbox. We used in particular the Generalized Morse Wavelet with 48 voices per octave for all the data reported here and in the main text. We also performed the analysis using the Bump Wavelet with similar results but the Generalized Morse Wavelet guarantees the best temporal resolution.
In Fig. S5 (a) we show the results of this analysis for a complete series of 18 rings at progressively increasing distances from the pump center. As also seen in Fig. 3A in the main text, the magnitude of the phonon modes shows periodic oscillations in time. We currently cannot determine whether this beating is related to the gap in the phase mode dispersion (see VII A) or beating between the 2.9 and 3.6 THz modes. The beating introduces an uncertainty in the identification of the position of the maximum of the 2.9 THz oscillations in time.
The data for the rings further away from the center clearly show the presence of a sizeable signal at early pump-probe time delays. This signal is associated to the diffraction of the probe pulse through the photoexcited region, in a common Airy disks pattern. This is a consequence of the change in the refractive index induced by the tightly focused pump (established within a few tens of femtoseconds). As the broader (plane-wave-like) probe pulse transmits through the material, it experiences different phase retardation as it passes through the region of the pump with respect to the outside area. This results in the generation of a diffraction pattern typical of a plane wave going through a pinhole.
In Fig. S5(c) we report the value of the oscillation maximum as a function of the ring distance both for the "traveling" wave and for the signal at early times (measured at 0.5 ps). It can be clearly seen that, while the signal associated with the propagating mode decays monotonically throughout the whole range, the early time signal follows a typical diffraction pattern. This result shows that with this analysis we can separate the contribution of the propagating modes excited in the system and study their dynamics. 
V. NOTES ON ACCESSIBLE WAVEVECTOR TRANSFERS
We can estimate the range of in-plane wavevector transfers accessible in our measurements by simply considering the numerical aperture (NA) of the objective that focuses the pump pulse. Figure S6 schematically illustrates the experimental conditions of our setup. The objective has a 1.1 NA, which translates into a half collection angle of ∼ 46 • . Starting from the wavevector k of a monochromatic light at 690 nm we can then obtain ∼ 6.6 × 10 4 cm −1 as the maximum available in-plane component k ⊥ .
We can now compare this result with the wavevector k of the hybrid phonon-phase modes estimated using its group velocity v and assuming a roughly linear dispersion for the mode frequency ω (k ∼ ω/v). Using the velocity extracted in the main text (v = 1.51 x 10 5 m/s) we would obtain k ∼ 4 × 10 5 cm −1 for a hybrid mode of the phase mode and the 1 THz phonon. As we are neglecting the effect of the hybridization between the phonon and the phase mode (with the relative anticrossing behavior as sketched in Fig. 1D ), this estimate is an upper bound for the real wavevector. From this we can suggest that, while the wavevector for a 1 THz mode might be directly accessible through a linear process, it is possible that this is not the case for a 2.9 THz mode, which would require a higher order mechanism. This consideration might explain the different behavior as a function of the pump fluence observed in Fig. 2C . A more detailed description of the hybrid modes excitation process, which is beyond the scope of this work, is necessary to further investigate this hypothesis. Figure S6 . Schematic representation of the focusing effect of an objective and its consequence on the magnitude of the light wavevector components.
VI. CLASSICAL MODEL OF TWO COUPLED MODES
In the main text, we proposed a potential origin of the fast propagation of the phonon oscillation, namely the coupling between the collective phase mode in the ordered phase and the phonon mode. Although this scenario can be directly analyzed with a microscopic model as in the following section, let us start with the minimal model that describes this picture to gain some intuition. The minimal model describes coupled classical modes; one represent the dispersive phase mode (φ) and the other is the non-dispersive phonon mode (X). In the absence of damping, the equations of motions are
where the f s describe the forces from the applied excitation, ω 0 is the phonon frequency, ∆ is the gap of the phase mode, v is the velocity of the phase mode, α is the coupling between these two modes, and k is the momentum. This equation has a Green function
where R k is the rotation that diagonalizes the force matrix at k and
In general, we have
where d is the dimension. From this expression, one can naively see that mixing results in the propagation of the phonon mode at the scale of v.
To obtain further insights, we consider the case where f φ (k, t) = exp − k 2 k 2 c δ(t) and f X = 0. Then we simplify Eq. (7) by i) assuming v 2 k 2 c , ∆ 2 ω 2 0 , ii) focussing on the propagating mode (neglecting the contribution from the upper (non-propagating) mode) and iii) working to leading order in α 2 . For the two dimensional system, for example, we obtain
where J 0 is the 0 th order Bessel function. Here, we note that we can obtain a similar form for the one-dimensional case.
When ∆ = 0, the expression becomes
where k = u/r, t = τ r/v and r = x/k c . At distances longer than the pump size the e − u 2 x 2 factor becomes unimportant and we just get B = b(vt/r)/r: a front propagating out. When ∆ = 0, we set τ = ∆t, q = kξ, r = xξ with ξ = v/∆. Then, we obtain
(11) Now we see that there is a natural scale for oscillations in time (∆). Namely, this indicates that one can in principle identify the gap in the signal propagation, which is indeed confirmed by the microscopic simulation [see Fig. S10 in the next section].
VII. TIME EVOLUTION OF MICROSCOPIC MODEL
A. Formulation
Models
For the theoretical analysis of the collective modes in the EI phase, we consider a simple two-band spinlessfermion model coupled to two different types of phonons,
The first term includes the kinetic term and the band energieŝ
Here i, j indicates a pair of nearest-neighbor sites, and a = 0, 1 refers to the conduction band and the valence band, respectively.ĉ † is the electron creation operator, J a (r ij ) is the hopping parameter, r ij is the spatial vector connecting site j to site i, and D a is the energy of band a. We also define the band-level splitting, D 01 = D 0 − D 1 . The dispersion of the free electrons is given by a (k) ≡ − l J a (r l )e −ik·r l . For simplicity, we consider the local interaction given bŷ
Without el-ph couplings, the system has U (1) symmetries and the number of particles in the valence band and the conduction band is separately conserved. At low enough temperatures, the system can break the symmetry, such that only the total number is conserved, and realize an EI phase. In particular, when the bandgap is at the Γ point (k = 0), the system keeps the translational invariance in the EI phase, and we can introduce the order parameter of the phase as φ = ĉ † i,0ĉ i,1 . In the following, we focus on this case and consider bands with opposite hopping, J 0 = −J 1 , and half filling (D 0 + D 1 = −U ). Similar types of two-band models have previously been used to successfully describe relevant features in TNS [42, 48, 49] .
In general, there exists two types of electron-phonon (el-ph) couplings. The first type breaks the continuous symmetry and the second one does not. In this study, we consider
as an example of the first type phonon ("type 1 phonon"
). Here,b † is its creation operator. This phonon reduces the U (1) symmetry of the Hamiltonian down to a Z 2 symmetry. It cooperates with the intraband Coulomb interaction to trigger the phase transition, and it favors a real value of the order parameter φ (see [42] ). We also introduce the effective coupling strength as λ ≡ 2g 2 ω0 . As an example of the second type of phonons ("type 2 phonon") we consider
Here,b † 2 is the corresponding creation operator, and we introduce λ 2 = 2g 2 2 ω2 . This phonon does not affect the symmetry of the system.
In the following analysis, we use the single-particle density matrixρ ia,jb ≡ĉ † jbĉ ia and we useρ when we regard the density matrix as a matrix with indices (i, a) and (j, b). We also define local density matrices aŝ
and σ ν are the Pauli matrices (with ν = 0 corresponding to the identity matrix). In addition, we introduce the displacement and momentum of the phonons asX
. In the following, we denote the time-dependent expectation value of these quantities by ρ ia,jb (t), ρ(t), ρ νj (t), X i (t), P i (t), X i,2 (t), P i,2 (t), respectively.
Time-dependent mean-field theory
Now, we explain the time-dependent mean-field theory (tdMF) for model (12) . In the tdMF, we decouple the Coulomb interaction term and the el-ph coupling term to obtain the MF Hamiltonianŝ
Here, we use [ρ, X, X 2 ] and [ρ] to explicitly show the dependence of the MF Hamiltonian on the expectation value of the density matrix and the phonon displace- 
In equilibrium, the electron MF Hamiltonian at halffilling reduces tô
where we have introduced the Fourier transform of the
where we have introduced the difference in the occupation ∆n = n 0 − n 1 and used the equilibrium condition for the phonon distortion
From Eq. (20a), one can see that U and λ cooperatively contribute to the formation of the ordered phase. The single-particle spectrum within the MF theory is given by
Hence, the MF selfconsistency relation becomes
We solve this to obtain the equilibrium value of the MF parameters φ and ∆n. We can specify the system by a parameter set (D 01 , U, λ, λ 2 ). For (D 01 , U, λ, λ 2 ) = (D 01,ref , U ref , 0, 0), we can determine the single-particle spectrum and the order parameter φ from Eqs. (20) and (22) . However, Eqs. (20) and (22) imply that when λ( = 0) and λ 2 ( = 0) are given, one can always adjust D 01 and U such that this system shows the same single-particle spectrum and order parameter as the system with (D 01,ref , U ref , 0, 0) . In the following, we specify the system by a parameter set [D 01,ref , U ref , λ, λ 2 ] instead of (D 01 , U, λ, λ 2 ), which means that U and D 01 are adjusted such that the singleparticle spectrum and the order parameter are the same as those for (D 01,ref , U ref , 0, 0).
Next, we consider the case where the system is initially in equilibrium and excited at t > 0 by an external perturbation of the system,Ĥ ex (t). Within tdMF, the time evolution of the system is determined byÛ
MF tot (t) with T denoting the time-ordering operator. The time-dependent Hamiltonian is given bŷ
The time evolution of an observableÔ S in the Schrödinger picture is described byÔ
in the Heisenberg picture. The latter satisfies the Heisenberg equation,
From the Heisenberg equation forÔ =ρ,X i ,X i,2 , we obtain the equations of motion of these quantities.
To be more concrete, in the following discussion, we assume thatĤ ex (t) consists of only electron operators. The equation of motion for ρ(t) becomes
where h MF el,tot (t) is determined fromĤ MF el (t) +Ĥ ex (t) = i,a,j,bĉ † ia [h MF el,tot (t)] ia,jbĉjb . For the type 1 phonons, we obtain
while for the type 2 phonons, we obtain
Equations (24), (25) and (26) form a closed set of differential equations for ρ(t), X(t) and X 2 (t). We implement these equations in real space with the 4th order Runge-Kutta method. By choosing a spatially inhomogeneouŝ H ex (t) one can investigate the real-space propagation of the induced perturbation.
Linear response functions
In this section we discuss the expressions for the linear response functions evaluated by the tdMF theory introduced above. In particular, we are interested in the linear response functions
Here we used the fact that the linear response is translationally invariant in time and space, since the system is in equilibrium and translationally invariant without the external perturbation. We excite the system with a small perturbation of the formĤ ex (t) = δF el ex,νj (t)ρ ν,j and measure the evolution of the order parameterρ µ,i . Since we take the order parameter φ to be real, χ R 11 corresponds to the dynamics in the amplitude direction, while χ R 22 corresponds to the dynamics in the phase direction. We also introduce the Fourier transformation of χ R as
The expression of the linear response function consistent with the tdMF is
Here, χ R is a 4 × 4 matrix and consists of χ R µν with µ, ν = 0, 1, 2, 3. χ R 0 is the response evaluated by keeping the MF Hamiltonian the same as in equilibrium (without updating the MF parameters in the time evolution). In terms of Feynman diagrams, this corresponds to the bubble diagram and the concrete expression is
whereŴ
D R 0 and D R 2 are the free phonon Green's functions,
A detailed derivation of the susceptibilities is provided in [44] .
B. Additional Results
In this section, we show additional theoretical results for the collective modes in the EI phase coupled to phonons at T = 0. In Sec. VII B 1 and Sec. VII B 2, we discuss the nature of the linear response functions and collective modes. In addition, we demonstrate the real space propagation after a local excitation. Here, we study a one-dimensional setup for which the real space simulation becomes simpler. In Sec. VII B 3, we discuss the anisotropy in the phase mode velocity by consider-ing a two-dimensional setup with anisotropic hopping parameters. In particular, we show that the anisotropy is reduced close the BEC side.
Type 1 phonon
Here, we discuss the system with a single phonon mode of type 1, and set λ 2 = 0. We consider the onedimensional setup and take U ref = 0.84 eV, J 1 = −J 0 = 0.4 eV, D 01,ref = 0.88 eV, motivated by [48] . The phonon frequency is fixed to ω 0 = 0.08 eV for numerical simplicity. This value is much larger than 1 ∼ 3 THz, and therefore the momentum where the phase mode and the phonon mode cross each other (q 0 ) becomes larger in the present analysis by a factor of about 10 ∼ 20 compared to the case with ω 0 = 1 ∼ 3 THz. As a result, the spot size needed to excite the mixed mode around q 0 becomes smaller by a factor of 10 − 20. In the following we use the lattice constant a = 0.35 nm [29, 49] to convert the simulation results to SI units. While we use a larger phonon frequency than the experimental value of 1 ∼ 3 THz, this choice should only affect the quantitative dynamics, while qualitative arguments should remain robust. In the following calculation, the temperature is set to 100[K], which is well below the transition temperature. We note that Figs. 4 (A-F) in the main text are corresponding to Figs. S7(a)(c), Fig. S8(b) and Fig. S9, respectively. In Fig. S7 , we show the imaginary parts of the response functions χ R 11 and χ R 22 . When λ = 0.0, the phase mode is massless, and it exhibits a linear dispersion around q = 0, see Figs. S7(a) and S7(d). The corresponding velocity becomes 1.0 × 10 5 m s , which is comparable to electronic velocities. The spectral weight of the phase mode is zero in χ R 11 at q = 0. While it shows some weight at finite q, this weight is much smaller than that of χ R 22 . This indicates that at finite q, there is mixing between the motions in the amplitude and the phase directions. In χ R 11 , a flat band appears around the band gap ω = 0.32 eV, which correspond to the amplitude mode (analogous to the Higgs mode in the superconducting state). For nonzero el-ph coupling, the phase mode acquires a mass and a gap (∆ phase ) is opened. The massive phase mode starts to appear in χ R 11 even at q = 0, see Figs. S7(b) and S7(e). When the gap is small (the el-ph coupling is small), a crossing between the phonon mode and the massive phase mode occurs at nonzero q. One can see the effect of hybridization in Figs. S7(b) and S7(e). As the el-ph coupling is increased the gap becomes larger [Figs. S7(c) and S7(f)], but hybridization occurs as long as the gap is still comparable to the phonon frequency. However, when the el-ph coupling becomes sufficiently strong, there is no clear hybridization between the massive phase mode and the phonon mode. Now we demonstrate how these collective modes appear in the real space propagation. Before we show the results, we need to point out several issues. First, if we excite the system with optical frequencies, quasi-particles (QPs) as well as the phase mode are excited. Within the mean-field theory, both the QPs and the phase modes are ballistic and they can propagate to long-distances and for a long time. However, in practice the QPs at high energies would be easily scattered by the lattice, disorder, or collisions with each other. Indeed, in Sec. IX we study the effects of disorder on both the QP and phase modes, and find that QP are always rapidly scattered by the disorder. By contrast, low-energy phase modes are robust against the disorder and can propagate ballistically on much longer length scales. Therefore, the response far from the excitation spot should be dominated by lowlying phase modes, and their dynamics will be our focus. As we will study their effect far from the excitation region, where diffusive QPs have yet to reach, the physical process by which the phase modes are excited is of lesser relevance. For these reasons, we do not excite the system by optical frequencies. Instead, we take into account the effect of the excitations as follows. A strong excitation at the center of the system can change the system parameters through nonlinear processes. Such a change would be much faster than the time-scale of the collective mode and phonons. Because nonlinear processes allow to excite modes with higher momenta, the size of the spot where the parameters are modulated is effectively reduced. This argumentation is consistent with the nonlinear pump-fluence dependence of the propagation length for the 2.9 THz phonon in the experiment.
As an example, we study the effect of a small change in the band-energy splitting between the two bands by modifying D 01 and show how the mixed modes can propagate after the excitation at the center of the system. We note that such a modulation can be induced due to the change of the number of electrons in the conduction band and the valence band thought the Hartree shift [42] . The In Fig. S8(a) , we show the propagation for the pure EI phase. After the excitation at the center (r 0 indicates the center), the signal propagates with a velocity of around 1.0 × 10 5 m s , which is the velocity of the massless phase mode. In Fig. S8(b) , we show the propagation for nonzero el-ph coupling (λ = 0.03 eV). One can see that the signal is more involved than in the pure EI phase, but the front of the signal propagates with a velocity comparable to the massless phase mode for λ = 0.0 eV (for the present excitation 0.6 × 10 5 m s is observed). The propagating signal indeed involves the frequency of the phonon modes, which is clarified by the windowed Fourier transformation
where O(t) is some observable and F Gauss (t) = exp(− t 2 2σ 2 ). In Fig. S9 , we show the windowed Fourier transformation of the difference in the phonon displacements from its equilibrium value δX(t, ∆r) = X(t, ∆r) − Figure S10 . Same as Fig. 9 , but with λ = 0.01 eV.
X(0, ∆r) for the specified positions. Here, ∆r ≡ r − r 0 . These results illustrate the propagation of the phonon mode and confirm that the fast propagation pointed out in Fig. S8 involves the phonon frequency. We note that the signals are beating with some frequency [see also Fig. S10 ]. This frequency roughly corresponds to the energy difference between the gap of the phase mode and the phonon, and it originates from the size of the window of the Fourier transformation. When we increase σ (increase the frequency resolution), the beating signals become less prominent.
In the above analysis, the gap of the phase mode is close to the phonon frequency [see Fig. S7 (c)(f)]. Now, we show the results for another el-ph coupling (λ = 0.01) in Fig. S10 [see Fig. S7 (b)(e)], where the gap is smaller than and well separated from the phonon frequency. Now, we can clearly observe the signal at ∆ phase and ω 0 as is predicted by the classical model of two coupled modes [see Sec. VI]. Thus, in principle, the results of the pump-probe experiment can include a signal at an energy corresponding to the gap of the phase mode, ∆ phase , although it is hard to tell where it is located and how to distinguish it from the phonon modes.
Finally, we need to note again that, in this simulation, we use a much smaller value for the range of the excitation compared to the experiment. This is because i) we use a much higher phonon frequency in the simulation, which makes the hybridization momentum larger, and ii) the velocity of the modes is of the same order but should be underestimated by a factor of 2-4, which additionally makes the hybridization momentum larger. Hence, in order to excite the mixing mode we need higher momen-
(ω) and − 1 π Imχ R 22 (ω) for λ = 0.03 eV, λ2 = 0.01 eV, respectively. The red dashed lines indicate the bare phonon frequency ω2. (c) Difference in the phonon displacement (δX2) as a function of ∆r and t for the excitation at the center of the el-ph coupled system with λ = 0.03 eV, λ2 = 0.01 eV. The excitation parameters are t0 = 32.9 fs, σt = 6.6 fs, δD = 0.01 eV, σr = 1.8 nm. Here, we use ω2 = 0.08 eV and ω0 = 10 −5 eV. tum components. We also note again that in the experiment, because of non-linear processes, the excitation can include higher momentum components than what is estimated by the shape of the intensity profile of the laser.
Type 2 phonon
Now, we consider the propagation of the type 2 phonon. This mode itself does not break the continuous symmetry, so that the phase mode remains massless. Still, it can hybridize with the phase mode at finite momenta and thus exhibit a fast propagation after the excitation. To demonstrate this, in this section, we consider the one-dimensional setup and take U ref = 0.84 eV, J c = −J f = 0.4 eV and D 01,ref = 0.88 eV. The phonon frequency is fixed to ω 2 = 0.08 eV. We also consider a nonzero el-ph coupling to the type 1 phonon to take into account the effects of some other terms that break the continuous symmetry. We choose a small frequency of this optical phonon, namely ω 0 = 10 −5 eV, to avoid any direct interaction between the type 2 and 1 phonon via the energy-scale separation.
In Figs. S11(a)(b), we show the imaginary parts of the response functions, namely χ R 11 and χ R 22 . One can see that the type 2 phonon can indeed hybridize with the phase mode. The phase mode has a nonzero mass because of the finite coupling with the type 1 phonon. In Fig. S11(c) we show the propagation of the signal in the phonon displacement X 2 after the excitation at the center and, in Fig. S12 , its windowed Fourier transformation for specified sites. Here the excitation protocol is the same as in the previous section. Due to the coupling between the type 2 phonon and the massive phase mode at nonzero momenta, the real-space results are similar to those in the previous section. This demonstrates that the type 2 phonon can also propagate fast because of the hybridization with the phase mode.
Anisotropy in the phase mode velocity
In this section, we discuss how the anisotropy in the velocity of the phase mode depends on the parameters when the hopping parameters show a large anisotropy.
To study this, we consider a two-dimensional rectangular lattice with a strong anisotropy J 1 (a x ) = −J 0 (a x ) = 0.4 eV and J 1 (a y ) = −J 0 (a y ) = 0.08 eV, which is consistent with band structure calculations for TNS [50] . Here, a α indicates the lattice vector for the α direction. The x direction corresponds to the chain direction in TNS, while the y direction corresponds to the perpendicular direction of the chain. We set the lattice constant as a x = 0. 35 [nm] and a y = 0.7 [nm] (we take into account that the y direction involves two sets of chains in one unit cell of TNS [50) ]. We focus on the pure EI and T = 0, and analyze how the velocity of the phase mode depends on the interaction U and the energy-level splitting D 01 . We note that with increasing U and D 01 the band splitting is also increased and the system approaches the normal semiconducting phase. Thus, the BEC regime corresponds to the regime of large U and large D 01 . The velocities of the phase mode (ω(q)) are evaluated for the α disper- 20) is zero, so that the band structure without the EI order changes from the semiconductor-like bands to the semiconductor-like bands. Along the gray dot-dashed lines, the order parameter φ takes the maximum value as a function of U at each D01. Roughly speaking, the BEC regime is above the gray line, while the BCS regime is below this line. sion as v α (q)| q=0 = 1 ∂ω(q) ∂qα | q=0 . In Fig. S13, we show v x and the ratio v y /v x in the plane of U and D 01 . The velocity is highest in the BCS regime, while the ratio v y /v x increases toward the BEC regime and it becomes close to one there. Although this is a rough estimation of the velocity of the phase mode, the small anisotropy of the propagation observed in the experiment is consistent with that the system is close to the BEC regime.
VIII. PHONON-POLARITON
In this section, we discuss what determines the spreading velocity of the phonon-polariton and which are the characteristic momenta for mixing between the phonon and photon degrees of freedom. We will first solve a model of coupled photons and phonons and then estimate corresponding quantities for Ta 2 NiSe 5 . The coupled phonon-photon Hamiltonian can be written as a pair of harmonic oscillators [51] :
where X (Π) denotes the distortion (momentum) operator and their index A (b) the photon (phonon) degrees of freedom at momentum q. The first two terms correspond to the free photon problem with a dielectric term. The photon velocity is renormalized due to the dielectric function of the materials as ω ph (q) = c 0 |q|/ √ , where c 0 is the velocity of the light in vacuum and is a dielectric function. We have introduced the phonon plasma frequency ω P , which represents an effective light-matter coupling, and the transversal phonon frequency Ω. The last term includes an interaction between the two modes expressed with the displacement field.
We perform a unitary transformationΠ b,q = ΩX b,q andX b,q = −(1/Ω)Π b,q so that the photon-phonon coupling is of the form Ωω PXA,qX b,q . The Hamiltonian is diagonal in the new momentum operatorsΠ A andΠ B , while for the displacement operators it has the form
We perform a Bogoliubov transformation using the
, where the coherence factors sin(φ) (cos(φ)) determine the phonon (photon) character of the polariton. The diagonalization condition is tan(2φ q ) = −2ω P Ω ω ph (q) 2 +ω 2 P −Ω 2 and we arrive at the polaritonic dispersion
From optical experiments on Ta 2 NiSe 5 , see [52] , we can estimate the upper limit for a dielectric function in the THz range as ≤ 100. This gives the upper limit for the propagation in the material, which is a tenth of the speed of light in vacuum, 3 · 10 7 m/s, and is much larger than the observed spreading velocity. Now, we consider a coupling to a 3 THz phonon mode, which is clearly seen in the experiment. A free parameter in the theory is the light-matter coupling given by the phonon plasma frequency ω P , which we vary in Fig. S14 . We will estimate the extreme case of the slowest possible light given in the ultra-strong coupling regime, where the photon plasma frequency equals the phonon frequency ω P ≈ Ω. While this regime is most probably unphysical, it may be considered as an extreme case scenario. As a measure of substantial mixing, we use cos(φ) ≈ 0.1 , see Fig. S14(b) . This criterion yields the momentum qa = 6 · 10 −4 that corresponds to the group velocity of v = 1.6 · 10 6 m/s. This value is still an order of magnitude larger than the experimentally observed one despite taking the extreme limit. Therefore, we can safely claim that the polaritonic scenario is not consistent with the velocity observed in the experiment. We will estimate the extreme case of the slowest possible light given in the ultra-strong coupling regime, where the photon plasma frequency equals the phonon frequency ω P ≈ Ω. As a measure of substantial mixing, we use cos(φ) ≈ 0.1 , see Fig. S14(b) . This criterion yields the momentum qa = 6 · 10 −4 and the slowest group velocity is given by the lower polariton leading to v = 1.6 · 10 6 m/s. This value is still an order of magnitude larger than the experimentally observed one despite the extreme limit. Moreover, the characteristic momentum where the photon and the phonon dispersions cross is given by qa = 2.2 · 10 −4 , see Fig. S14(a) , which corresponds to q = 6.3 · 10 3 cm −1 in TNS. This value is much smaller than the relevant momentum of the excitation estimated from the spot size, which means that the whole range of momenta is excited by the pump pulse. Therefore, the propagation of the wavefront is expected to be of the order of the photon velocity. While the minimum group velocity of the phonon-polariton might be strongly reduced for a large light-matter coupling, it will only affect the dynamics of the slower propagating modes and not the wavefront. In conclusion, we can safely claim that the polaritonic scenario is not consistent with the velocity observed in the experiment.
We should comment that the crossing condition qa = 2.2 · 10 −4 corresponds to a spatial structure of size L ≈ 10 µm, which is much larger than the experimentally observed disturbance. Despite the large structure, the disturbance spreading with the group velocity could still be observed.
IX. DISORDER SCATTERING
Here, we briefly outline the effects of introducing a disorder potential to model (12) . Here, we focus on λ = λ 2 = 0 for simplicity. We will demonstrate that in the long-wavelength limit, disorder potentials which respect to the condensate U (1) ⊗ U (1) symmetry scatter the collective phase mode only weakly. This implies much longer mean free paths for the phase mode compared to those of the quasiparticles (QPs). This motivates the neglect of QP transport as compared to the collective mode (CM) transport.
A. Formalism
We consider the addition to the Hamiltonian of a local disorder potentialĤ
to the model (12) . The potential V λi (λ = 0, 1, 2, 3) is assumed to be Gaussian distributed, with zero mean and translationally invariant covariance relations
where K λλ (q) encodes spatial correlations. We distinguish between scattering channels λ = 1, 2 which violate the U (1) ⊗ U (1) symmetry of the Hamiltonian (12) and channels λ = 0, 3 which respect it. In Ta 2 NiSe 5 , this classification corresponds to channels that scatter electrons between the valence and conduction bands hosted by the Ta and Ni chains, and those which do not. While in practice the symmetry is not exact, the assumption of a stable condensate with low lying collective modes implies that it holds to a good approximation, and therefore we assume that the symmetryviolating channels are weak and set V 1i = V 2i = 0 along with their corresponding covariances.
The introduction of a spatially varying potential spoils the translation invariance of the system, implying that momentum is no longer a good quantum number. Therefore, states with definite momentum q are scattered into other states with equal energy. We are interested in the associated lifetimes of the two possible excitations in the system, collective phase modes and elementary single QPs. The scattering rates can be obtained from the respective Green's functions of the two excitations, χ (ω; q) and G (ω; q), with the single-particle Green's function defined by
with {·} the anti-commutator. Note that upon disorder ensemble averaging, q is restored as a good quantum number.
The QP and phase mode dispersions, E + (k) and ω k , manifest as poles of χ (ω; k) and G (ω; k) in the complex ω plane. The mode scattering rates then appear as negative imaginary parts in E + (k) and ω k . Therefore, they may be found from the imaginary part of the QP and collective mode self-energies [53] . These are defined as the operators which appear in the Dyson equation for the two response functions,
where Σ QP,CM are the proper self-energy insertions of the quasiparticles and collective modes, respectively, and the subscripts "clean" and "dis" label the response functions in the clean and disordered system, respectively. The scattering rates are then Γ QP,CM ∝ Im Σ QP,CM ; the required component of each self-energy is its projection onto the eigenvector corresponding to the pole of the appropriate response function.
We compute the self-energies via a diagrammatic expansion and work to leading (i.e. second) order inĤ dis . The QP self-energy is given by the usual diagram
whereas the collective mode self-energy diagrammatics are more involved. A detailed calculation of both is presented in a separate paper [41] . 
B. Results
We evaluate the excitation scattering rates in one dimension. For simplicity we will assume that the different potentials are uncorrelated and produced by pointscatterers, so that K λλ (q) = (δ λ0 + δ λ3 ) δ λλ K 0 . Such a diagonal covariance matrix implies that the scattering rates induced by the two channels are summed.
We focus our attention on the low-energy regime where ω is below the two-particle continuum edge, in which case the phase mode cannot disassociate into unbound electrons and holes. Therefore, the scattering processes for both QPs and the phase mode are elastic, on-shell forward and backward scattering where k → ±k.
From the scattering rates we compute the total mean free path, which we define as l mfp = v/Γ with v the excitation group velocity. Figure S15 depicts the mean free paths of the long-wavelength QPs (dashed blue) and phase mode (solid red). The QP energy is measured from the bottom of the conduction band. The QP free path is dominated by scattering in the λ = 0 channel, while the phase-mode free path is dominated by the λ = 3 channel. In addition, the QP free path vanishes at k → 0 while the phase mode free path diverges there.
The dotted line in Fig. S15 marks the frequency 3 THz (energy 12 meV), representative of the phonons tracked in the experiment and marking the typical energies of the phase-phonon hybridized mode. Using a lattice constant a = 0.35 nm and estimating the mode free path at 1 µm from the experiment, we arrive at K 0 = (0.06 J) 2 , consistent with our assumption of perturbative disorder.
The shaded region highlights energies between the phonon frequency and room temperature, marking the relevant range of thermalized quasiparticles that might interact with the phonons. From the figure we can read that across this energy range the phase mode has a mean free path two orders of magnitude longer than the quasiparticles. Therefore, the hybridization allows a phononic displacement signature to be carried ballistically to much further distances, thanks to the acquired electronic-scale velocity of the hybridized modes. This shows that it is convenient to consider the phonons to be carried predominantly by the (ballistic) phase mode, without the QP excitations.
