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Abstract
The main part of this paper is to present an updated review of
the Casimir energy at zero and finite temperature for the transverse
oscillations of a piecewise uniform closed string. We make use of three
different regularizations: the cutoff method, the complex contour in-
tegration method, and the zeta-function method. The string model is
relativistic, in the sense that the velocity of sound is for each string
piece set equal to the velocity of light. In this sense the theory is
analogous to the electromagnetic theory in a dielectric medium in
which the product of permittivity and permeability is equal to unity
(an isorefractive medium). We demonstrate how the formalism works
for a two-piece string, and for a 2N-piece string, and show how in
the latter case a compact recursion relation serves to facilitate the
formalism considerably. The Casimir energy turns out to be nega-
tive, and the more so the larger the number of pieces in the string.
The two-piece string is quantized in D-dimensional spacetime, in the
limit when the ratio between the two tensions is very small. We cal-
culate the free energy and other thermodynamic quantities, demon-
strate scaling properties, and comment finally on the meaning of the
Hagedorn critical temperature for the two-piece string.Thereafter, as
a novel development we present a scalar field theory for a real field in
three-dimensional space in a potential rising linearly with a longitudi-
nal coordinate z in the interval 0 < z < 1, and which is thereafter held
constant on a horizontal plateau. The potential is taken as a rough
1iver.h.brevik@ntnu.no
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model of the two-piece string potential under simplifying conditions,
when the length ratio between the pieces is replaced formally with the
mentioned length parameter z.2
1 Introduction. The two-piece string
The composite string model is a natural generalization of the conventional
uniform string. Standard theory of closed strings - whatever the string is in
Minkowski space or in superspace - assumes the string to be homogeneous
along the length σ. The string tension T is thus the same everywhere. The
composite string model, taken in our context to be composed of two or more
pieces of different materials, will be required to be relativistic in the sense
that the velocity vs of transverse sound is everywhere equal to the velocity
of light,
vs =
√
T/ρ = c = 1. (1)
Here T , as well as the mass density ρ, refer to any of the string pieces. At
each junction there are two boundary conditions, namely (i) the transverse
displacement ψ = ψ(σ, τ) is continuous, and (ii) the transverse force T∂ψ/∂σ
is continuous. The equation of motion is(
∂2
∂σ2
− ∂
2
∂τ 2
)
ψ = 0. (2)
We consider first the two-piece string, composed of pieces whose lengths are
LI and LII . With total string length L = LI + LII we thus have
ψI = ξIe
iω(σ−τ) + ηIe
−iω(σ+τ), (3)
ψII = ξIIe
iω(σ−τ) + ηIIe
−iω(σ+τ), (4)
where the continuity requirement of ψ at the junctions points yields
ξI + ηI = ξIIe
iωL + ηIIe
−iωL, (5)
ξIe
iωLI + ηIe
−iωLI = ξIIe
iωLI + ηIIe
−iωLI . (6)
Continuity of transverse elastic force at the junctions yields
TI
∂ψI
∂σ
∣∣∣
σ=0
= TII
∂ψII
∂σ
∣∣∣
σ=L
, (7)
2This article is dedicated to the 75th anniversary of Professor Stuart Dowker.
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TI
∂ψI
∂σ
∣∣∣
σ=LI
= TII
∂ψII
∂σ
∣∣∣
σ=LI
. (8)
Now define
x =
TI
TII
, s =
LII
LI
, F (x) =
4x
(1− x)2 . (9)
The dispersion relation becomes
F (x) sin2
(
ωL
2
)
+ sinωLI sinωLII = 0, (10)
The Casimir energy, describing the deviation from homogeneity, can be writ-
ten formally as
E = EI+II −Euniform = 1
2
∑
ωn −Euniform. (11)
Since Eq. (11) is invariant under the substitution x → 1/x, we can simply
assume x ≤ 1 in the following. The two-piece string is sketched in Fig. 1.
L ILII
Figure 1: The two-piece string, with piece lengths LI and LII .
This model was introduced in 1990 [1]; cf. also the related paper [2]. The
Casimir energy was calculated for various length ratios of the pieces.
From a physical point of view, there is a well- founded hope that this
simple model can give insight in the properties of the vacuum state in two-
dimensional quantum field theories in general. The issue of main interest for
us here is, however, not to discuss possible practical applications of the model
but rather to emphasize the great adaptivity the model has with respect to
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various regularization methods. The system is remarkably easy to regularize
- this circumstance, in fact, supporting the expectation that the model may
carry more physical information than has hitherto been recognized. In the
paper [1] already mentioned, we made use of a cutoff regularization method
whereby a function f = exp(−αω) with α a small positive parameter was
introduced. A second regularization method is to make use of complex con-
tour integrations. To our knowledge this method was first applied to the
composite string model by Brevik and Elizalde [3]. A separate chapter is
devoted to this model in Elizalde’s book on zeta functions [4]. One great
advantage of this method is that the multiplicities of the zeros of the dis-
persion function are automatically taken care of. Third, one may regularize
the system by using zeta function methods - as we know, Stuart Dowker
has made significant contributions to zeta function theory and related topics
in mathematical physics. For the specific piecewise uniform string, it is the
Hurwitz kind of zeta function that comes into play.
Instead of assuming only two pieces in the composite string, one can imag-
ine that the string is composed of 2N pieces, all of the same length, such that
the type I materials and the type II materials are alternating. Maintaining
the same relativistic property as before, one will find that also this kind of
system is easily regularizable and tractable analytically in general. There
are by now several papers devoted to the study of the composite string in
its various facets; cf. Refs. [5, 6, 7, 8, 9, 10, 11, 13, 14]. As for possible
physical applications of the model, we may also mention the paper of Lu and
Huang [15], discussing the Casimir energy for a composite Green-Schwarz
superstring.
It ought to be stressed again that the regularizability of the string model
relies upon the relativistic condition (1). If this condition were abandoned,
the formalism would at once be ambiguous and its predictions obscure. An
interesting point in this context is to note the close relationship with the elec-
tromagnetic theory in a dielectric medium when the product of the permit-
tivity and the permeability is equal to one (sometimes called an isorefractive
medium). While Casimir theories for isorefractive media are easily tractable,
the corresponding theory for an ordinary (non-isorefractive) medium would
be difficult to construct. For recent papers along these lines, the reader may
consult Refs. [16, 17].
There have been further developments of the composite string theory in
recent years. We may mention the extension to the so-called quantum spring
model [18], where a helix boundary condition for a scalar massless field is
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imposed. The Casimir forces in the longitudinal and transverse directions
for the spring are calculated, using zeta regularization, and the analogue to
Hooke’s law in elasticity is recovered when the pitch of the spring is small.
Higher dimensions are also envisaged [19]. The fermionic Casimir effect with
helix boundary condition is considered in Ref. [20], and the scalar field with a
helix torus boundary condition in higher dimension is considered in Ref. [21].
As a proposal for future work, we mention that there may be a con-
nection between the phases of the piecewise uniform (super) string and the
Bekenstein-Hawking entropy associated with this string. The entropy, as
known, can be derived by counting black hole microstates, and it is nat-
ural to expect that the deviation from spatial homogeneity present in the
composite string model could influence that sort of calculations.
We ought here to mention the interesting analogy that seems to exist
between the composite string model and the so-called quantum star graph
model. Fulling et al. [22] recently studied vacuum energy and Casimir forces
in one-dimensional quantum graphs (pistons), and found that the piston force
could be attractive or repulsive depending on the number of edges. It may be
that the mathematical similarities between these two kinds of theories reflect
a deeper physical similarity also. This remains to be explored. Another
more recent paper of Harrison and Kirsten [23] studies the zeta functions of
quantum graphs.
As mentioned above, the main part of this paper is an updated review of
the main properties of the composite string model, at zero, and also at finite,
temperature, making use of the different contour regularization methods.
The convenience of the recursion formula in the 2N -case, in particular, as
treated in Sec. 6, is in our opinion worth attention. The quantum theory
of the two-piece string for the simplifying limiting case of very small tension
ratio x between the two pieces is highlighted, and the Hagedorn temperature
is given for this kind of model.
As a novel development, we give in Sect. 7 a scalar QFT for a real field
φ residing in a potential V (z) consisting of two linear pieces. The first piece,
extending from z = 0 to z = 1 has a positive slope, while the second piece
z > 1 forms a horizontal plateau. The main idea behind this kind of potential
comes from the two-piece string energy in the limiting case of extreme string
tension, the string length ratio being replaced formally by a nondimensional
length. The expression for the potential has to be simplified, however, in
order to give real solutions for the field. We present the Green function for
the problem, and give the expression for the field energy density as a function
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of z for z > 1.
2 Cutoff regularization
The simplest way to regularize the system is to introduce a convergence factor
f = e−αωn , α≪ 1 [1], and to multiply the nonregularized expression for E
with f before summing over the modes.
We first consider a uniform string, (x = 1), which implies
ωn = 2pin/L, n = 1, 2, 3, ... (12)
Since these modes are degenerate, we find for the zero-point energy
Euniform =
L
2piα2
− pi
6L
+O(α2). (13)
The limiting case x→ 0 (TII assumed finite) leads to two sequences of modes,
ωn = pin/LI , ωn = pin/LII , n = 1, 2, 3, ... (14)
We then obtain
E = − pi
24L
(
s+
1
s
− 2
)
. (15)
If s is an odd integer, the dispersion equation yields one degenerate branch,
given by
ωLI = pin, (16)
and 1
2
(s− 1) nondegenerate branches given by
ωLI =
{
pi(n + β),
pi(n + 1− β),
with n = 1, 2, 3, ..., 0 < β ≤ 1/2.
When α→ 0:
E =
pis(s− 1)
12L
− pi(s+ 1)
4L
(s−1)/2∑
i=1
[β2i + (1− βi)2]; (17)
the cutoff term drops out.
If s is even, we obtain analogously
E =
pis(2s+ 1)
6L
− pi(s+ 1)
8L
s∑
i=1
[β2i + (2− βi)2], (18)
where each βi lies in the interval 0 < βi ≤ 1.
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3 Contour integration method
This powerful method, in the context of Casimir calculations, dates back
to van Kampen et al. [24]. As mentioned, the method was first applied to
the composite string system in Ref. [3]. The starting point is the argument
principle,
1
2pii
∮
ω
d
dω
ln g(ω)dω =
∑
ω0 −
∑
ω∞, (19)
satisfied for any meromorphic function g(ω), ω0 being the zeros and ω∞
the poles of g(ω) inside the integration contour. The contour is taken to a
semicircle of large radius R in the right half ω plane, closed by a straight line
from ω = iR to ω = −iR. An advance of the method, as mentioned, is that
the multiplicities are taken care of automatically.
It is convenient to choose
g(ω) =
F (x) sin2[(s+ 1)ωLI/2] + sin(ωLI) sin(sωLI)
F (x) + 1
, with s ≥ 1. (20)
This choice allows us to perform partial integrations in the energy integral
without encountering any divergences in the boundary terms when R→∞.
The final result, with ω = iξ, becomes
E =
1
2pi
∫ ∞
0
ln
∣∣∣∣∣∣
F (x) + sinh(ξLI) sinh(sξLI)
sinh2[(s+1)ξLI/2]
F (x) + 1
∣∣∣∣∣∣ dξ, (21)
This expression holds for all values of s, not necessarily integers. As the sub-
stitution s → 1/s leaves the expression invariant, we may restrict ourselves
to the interval s ≥ 1. If the tension ratio x → 0, we recover the expression
(15).
At finite temperature T , where ξn = 2pinT with n = 0, 1, 2, 3, ..., we get
the corresponding expression (kB = 1)
E(T ) = T
∞∑
n=0
′
ln
∣∣∣F (x) +
sinh(ξnLI ) sinh(sξnLI )
sinh2[(s+1)ξnLI/2]
F (x) + 1
∣∣∣, (22)
where the prime means that the mode n = 0 is counted with half weight.
We may define two characteristic frequencies in the problem: (i) the
thermal frequency ωT = T = ξ1/(2pi), and (ii) the geometric frequency
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ωgeom = 2pi/LI . The case of high temperatures corresponds to ωT/ωgeom ≥ 1,
when we can approximate
E(T ) =
1
2
T ln
∣∣∣F (x) + 4s/(s+ 1)2
F (x) + 1
∣∣∣. (23)
Thus if ”our” universe (I) is small and the ”mirror” universe (II) large (s→
∞), we have
E(T ) = −1
2
T ln
∣∣1 + F (x)−1∣∣ . (24)
In the case of low temperatures, ωT/ωgeom ≪ 1, a large number of Matsubara
frequencies ξn is necessary.
4 Zeta-function method
General treatises on this elegant regularization method can be found in
Refs. [4] and [25]. The first application to the composite string was made by
Li et al. [2]. The zeta function of most use in this case is not the Riemann
function ζ(s) but instead the Hurwitz function ζH(s, a), originally defined as
ζH(s, a) =
∞∑
n=0
(n+ a)−s, 0 < a < 1, ℜs > 1. (25)
For practical purposes one needs the property
ζH(−1, a) = −1
2
(a2 − a+ 1
6
) (26)
of the analytically continued function. The Hurwitz function in the form
(25) is defined for ℜs > 1; it is a meromorphic function with a simple pole in
s = 1. If ℜs is different from unity, the Hurwitz function can be analytically
continued to the whole complex plane. In our case, Eq. (26) gives the finite
value of the Hurwitz function at s = −1.
When using the zeta-function method one has to determine the eigenvalue
spectrum explicitly. This is the same property as one encounters when using
the cutoff method.
Consider first the uniform string: in this case the Riemann function ζ(s)
is sufficient, giving the zero-point energy
Euniform =
2pi
L
ζR(−1) = − pi
6L
, (27)
8
in agreement with the finite part of Eq. (13). Consider next the composite
string, assuming s to be an odd integer. Inserting the degenerate branch
eigenvalue spectrum (16) we get
Edegenerate branch = − pi
12LI
. (28)
Using the corresponding forms for the double branches we obtain analogously
Edouble branch =
pi
2LI
[ζH(−1, β) + ζH(−1, 1− β)]
=
pi
6LI
− pi
4LI
[β2 + (1− β)2]. (29)
Summing (29) over the 1
2
(s−1) double branches, and adding (28), we obtain
for the composite string’s zero-point energy
EI+II =
pi(s− 2)
12LI
− pi
4LI
(s−1)/2∑
i=1
[β2i + (1− βi)2]. (30)
Now subtracting off the expression (27) we get
E = EI+II −Euniform = pis(s− 1)
12L
− pi(s+ 1)
4L
(s−1)/2∑
i=1
[β2i + (1− βi)2], (31)
in agreement with Eq. (17).
The case of even integers s is treated analogously. The zeta-function
method is somewhat easier to implement than the cutoff method.
5 Oscillations of the two-piece string in D-
dimensional spacetime. Quantization
Our aim is now to sketch the essentials of the quantum theory, for the two-
piece string. To allow for a correspondence to the superstring, we allow
the number of flat spacetime dimensions D to be an arbitrary integer. In
accordance with usual practice, we put now L = LI + LII = pi. The theory
will be based on two simplifying assumptions:
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(i) The string tension ratio x → 0. The dispersion relation (10) leads
in this case to two different branches of solutions, namely the first branch
obeying
ωn(s) = (1 + s)n, (32)
and the second branch obeying
ωn(s
−1) = (1 + s−1)n, (33)
with n = ±1,±2,±3, ....
(ii) The second assumption is that the length ratio s is an integer, s =
1, 2, 3, ....
Let now Xµ(σ, τ) with µ = 0, 1, 2, ..(D − 1) be the coordinates on the
world sheet. For each branch
Xµ = xµ +
pµτ
piT¯ (s)
+ θ(LI − σ)XµI + θ(σ − LI)XµII , (34)
where θ(x) is the step function, xµ the center of mass position, and pµ the
total momentum of the string. The mean tension in the actual limit is T¯ (s) =
TIIs/(1 + s) (we assume TII finite). The string’s translational energy is p
0 =
piT¯ (s). In the following we consider the first branch only.
In region I we make the expansion
XµI =
i
2
√
piTI
∑
n 6=0
1
n
[
αµn(s)e
i(1+s)n(σ−τ) + α˜µn(s)e
−i(1+s)n(σ+τ)
]
, (35)
where αµ−n = (α
µ
n)
∗, α˜µ−n = (α˜
µ
n)
∗. The action can be expressed as
S = −1
2
∫
dτdσT (σ)ηαβ∂αX
µ∂βXµ, (36)
where T (σ) = TI + (TII − TI)θ(σ − LI). As the conjugate momentum is
P µ(σ) = T (σ)X˙µ, we obtain the Hamiltonian
H =
∫ pi
0
[Pµ(σ)X˙
µ − L]dσ = 1
2
∫ pi
0
T (σ)(X˙2 +X ′
2
)dσ. (37)
The fundamental condition is that H = 0 when applied to physical states.
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The corresponding expansion of the first branch in region II is
XµII =
i
2
√
piTI
∑
n 6=0
1
n
γµn(s)e
−i(1+s)nτ cos[(1 + s)nσ], (38)
with
γµn(s) = α
µ
n(s) + α˜
µ
n(s), n 6= 0. (39)
The condition x→ 0 means that there are only standing waves in region II.
We may now introduce light-cone coordinates σ− = τ − σ, σ+ = τ + σ.
Some calculation shows that the total Hamiltonian can be written as a sum
of two parts,
H = HI +HII , (40)
where
HI =
1 + s
4
∞∑
−∞
[α−n(s) · αn(s) + α˜−n(s) · α˜n(s)], (41)
HII =
s(1 + s)
8x
∞∑
−∞
γ−n(s) · γn(s). (42)
The mass M of the string determined by M2 = −pµpµ,
M2 = piTIIs
∞∑
n=1
[
α−n(s) · αn(s) + α˜−n(s) · α˜n(s) + s
2x
γ−n(s) · γn(s)
]
. (43)
Recall that this is the contribution from first branch only. The expression is
valid for even/odd values of s.
Consider now the quantization of the first branch modes. We impose the
conditions
TI [X˙
µ(σ, τ), Xν(σ′, τ)] = −iδ(σ − σ′)ηµν (44)
in region I, and
TII [X˙
µ(σ, τ), Xν(σ′, τ)] = −iδ(σ − σ′)ηµν (45)
in region II (the other commutators vanish). Then introducing creation and
annihilation operators via
αµn(s) =
√
naµn(s), α
µ
−n(s) =
√
naµn
†(s), (46)
γµn(s) =
√
4nxcµn(s), γ−n(s) =
√
4nxcµn
†(s), (47)
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one arrives at the conventional commutation relations
[aµn(s), a
ν
m
†(s)] = δnmη
µν , [cµn(s), c
ν
m
†(s)] = δnmη
µν , (48)
for n,m ≥ 1.
Now introduce t(s) as
t(s) = piT¯ (s) =
pis
1 + s
TII , (49)
and put D = 26, the usual dimension for the bosonic string. The condition
H = HI +HII = 0 leads to
M2 = t(s)
24∑
i=1
∞∑
n=1
ωn(s)[ani
†(s)ani(s) + a˜
†
ni(s)a˜ni(s)− 2]
+ 2st(s)
24∑
i=1
∞∑
n=1
ωn(s)[cni
†(s)cni(s)− 1], (50)
and the free energy becomes
F = − 1
24
(s+
1
s
− 2)− 2−40pi−26t(s)−13
∫ ∞
0
dτ2
τ 142
∫ 1/2
−1/2
dτ1
×
[
θ3
(
0
∣∣∣iβ2t(s)
8pi2τ2
)
− 1
] ∣∣∣η[(1 + s)τ ]
∣∣∣−48η[s(1 + s)(τ − τ¯)]−24 (51)
Here τ = τ1 + iτ2 is the Teichmu¨ller parameter,
η(τ) = epiiτ/12
∞∏
n=1
(
1− e2piinτ) (52)
is the Dedekind η-function, and
θ3(v|x) =
∞∑
n=−∞
eixn
2+2piivn (53)
is the Jacobi θ3 - function. From this the thermodynamic quantities such as
internal energy U and entropy S can be calculated,
U =
∂(βF )
∂β
, S = β2
∂F
∂β
. (54)
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Finally, let us consider the limiting case in which one of the string pieces
is much shorter than the other. Physically this case is of interest, since it
corresponds to a point mass sitting on a string. Since we have assumed that
s ≥ 1, this case corresponds to s → ∞. We let the tension TII be fixed,
though arbitrary. It is seen that the critical temperature goes to infinity so
that the free energy F is always ultraviolet finite. In this limit we obtain [10]
F(β→0) = − s
24
− (8pi3TII)−13
∫ ∞
0
dτ2
τ 142
∫ 1/2
−1/2
dτ1
× exp
(
−β
2TII
8piτ2
)
|η[(1 + s)τ ]|−48 η[s(1 + s)(τ − τ¯)]−24. (55)
The second term goes to zero for large s. Physically speaking, the linear
dependence of the first term reflects that the Casimir energy of a little piece
of string embedded in an essentially infinite string is for dimensional reasons
inversely proportional to the length LI . Thus
F ∝ 1/LI = (1 + s)/pi ≈ s/pi. (56)
6 2N-piece string
In the same way one can consider the Casimir theory for a string of length L
divided into three pieces, all of the same length. The theory for this case was
given in Refs. [6] and [9]. Here, we shall consider instead a string divided into
2N pieces of equal length, of alternating type I (type II) material. The string
is relativistic, i.e. it satisfies the condition (1), as above. The basic formalism
for arbitrary integers N was established in Ref. [5], but the Casimir energy
was there calculated in full only for the case N = 2. A full calculation was
given in Ref. [8], cf. also Ref. [9]. A key point in Ref. [8] was the derivation
of a new recursion formula, applicable for general integers N .
Now define the symbols pN and α,
pN =
ωL
N
, α =
1− x
1 + x
, (57)
and recall that x = TI/TII . The eigenfrequencies are determined from
Det [M2N(x, pN)− 1] = 0, (58)
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where
M2N (x, pN) =
[
(1 + x)2
4x
]N
ΛN (α, pN),
Λ(α, p) =
(
a b
b∗ a∗
)
, (59)
and
a = e−ip − α2, b = α(e−ip − 1).
The expression (59) relies upon a compact recursion formula which serves to
simplify the calculation (more details are given in Ref. [8]). One can now
calculate the eigenvalues of Λ, and express the elements of M2N as powers
of these.
The Casimir energy can now be found. By means of contour integration
we can write, for arbitray x and arbitray integers N , at zero temperature,
EN(x) =
N
2piL
∫ ∞
0
ln
∣∣∣∣2(1− α
2)N − [λN+ (iq) + λN− (iq)]
4 sinh2(Nq/2)
∣∣∣∣ dq, (60)
where λ± are eigenvalues of Λ, for imaginary arguments iq, of the dispersion
equation. Explicitly,
λ±(iq) = cosh q − α2 ± [(cosh q − α2)2 − (1− α2)2]1/2. (61)
Evaluation of the integral shows that EN (x) < 0, |EN(x)| increasing with
increasing N . A string is thus in principle able to diminish its zero-point
energy by dividing itself into a larger number of pieces of alternating type
I (or II) material. If this property has physical significance, is at present
unknown.
If x→ 0 the integral can be solved exactly,
EN(0) = − pi
6L
(N2 − 1). (62)
The generalization of the expression (60) to the case of finite temperatures
is easily achieved following the same procedure as above.
As an alternative method one can instead of contour integration make
use of the zeta-function method. One then has to determine the spectrum
explicitly and thereafter put in the degeneracies by hand. The latter method
is therefore most suitable for low N .
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Scaling invariance
A rather unexpected scaling invariance property of the Casimir energy
becomes apparent if we examine the behavior of the function fN(x) defined
by
fN(x) =
EN(x)
EN (0)
, 0 < fN(x) < 1. (63)
This function lies between zero and one. By calculating EN(x) (usually
numerically) as a function of x for a fixed value of N , we find that the
resulting curve for fN(x) is practically the same, irrespective of the value of
N , as long as N ≥ 2. (The case N = 1 is exceptional, since E1(x) = 0.)
Numerical trials show that the analytic form
fN(x)→ f(x) = (1−
√
x)5/2 (64)
is a useful approximation, especially in the interval 0 < x < 0.45 [11].
At finite temperature the expression for the Casimir energy becomes
ETN (x) = T
∞∑
n=0
′
ln
∣∣∣∣2(1− α
2)N − [λN+ (iξnL/N) + λN− (iξnL/N)]
4 sinh2(ξnL/2)
∣∣∣∣ , (65)
where λ±(iξnL/N) are given by Eq. (61) with q → qn = ξnL/N . It is here
useful to note that
λ+(iqn) + λ−(iqn) = 2(cosh qn − α2). (66)
There are several special cases of interest. First, if the string is uniform
(x = 1), we get ETN(1) = 0. This is as expected, as the Casimir energy is
a measure of the string’s inhomogeneity. If N = 1, x arbitrary, we also get
a vanishing result, ET1 (x) = 0. In particular, if x → 0 we get the simple
formula
EN(0) = 2T
∞∑
n=0
′
ln
∣∣∣∣2
N sinhN(ξnL/2N)
2 sinh(ξnL/2)
∣∣∣∣ . (67)
,
7 A formally related problem in scalar quan-
tum field theory
Consider the following problem in the quantum theory of a massless scalar
field φ(x) (x = r, t) in three-dimensional space if there is a potential V =
15
V (z) varying in the z direction only,
V (z) = −
(
z +
1
z
− 2
)
, 0 ≤ z <∞. (68)
One may ask: is it possible to calculate the field energy density u(z) analyt-
ically as a function of z for such a case? We see that the potential V reflects
actually our previous expression (15) for the Casimir energy E of a two-piece
string, in the limit when the string tension ratio x = TI/TII goes to zero,
if the length ratio s = LII/LI is replaced with the ”length” z. The ansatz
(68) is given in a nondimensional form, for simplicity. The zero value of V
at z = 1 corresponds to the previous zero Casimir energy E at s = 1.
Evidently, the relationship with our Casimir theory is quite formal. Nev-
ertheless, we find it of interest to explore the QFT problem based upon
Eq. (68) in its own right , so also because of the recent interest in this kind
of scalar field models in the recent literature.
Let us first look at some consequences of using the potential (68) as it
stands. The field equation
(
+ z +
1
z
− 2
)
φ(x) = 0, (69)
when combined with the Fourier transform
φ(x) =
∫
dω
2pi
dk
(2pi)2
e−iωt+ik·rφ(z), (70)
leads to the following equation
φ′′(z) +
(
z +
1
z
− κ2 − 2
)
φ(z) = 0. (71)
Here k means the wave vector in the xy plane, transverse to the z axis, and
κ2 is defined as
κ2 = k2 − ω2. (72)
We have looked for exact solutions of Eq. (71) using Mathematica, without
finding an exact solution. It is of interest nevertheless to consider some
limiting cases. First, if z → 0 the field equation reduces to
φ′′(z) +
1
z
φ(z) = 0, (73)
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admitting the solution
φ(z) ∝ √zJ1(2
√
z), (74)
(infinities at the origin discarded). Here J1 is the Bessel function of the first
kind. Next, in the region where z lies around unity we get
φ′′(z)− κ2φ(z) = 0, (75)
implying that φ contains linear combinations of eκz and e−κz. Finally, as
z →∞ the reduced equation takes the form
φ′′(z) + zφ(z) = 0, (76)
which has complex solutions, Ai[(−1)1/3z] and Bi[(−1)1/3z], Ai and Bi being
the Airy functions. The complex nature of these solutions are related to the
negative slope of the potential V when z > 1. In our case such solutions are
not of interest; we are looking for real solutions for φ(z).
We thus conclude that in order to construct a meaningful QFT for the
real field, we have to replace the expression for V above with a simpler form.
Our choice in the following will be the most simple and natural one, namely
to choose a linear wall, increasing from z = 0 with a positive constant slope
to a maximum value of V = 0 at z = 1. For higher z we assume there to be
a constant plateau. Thus, our potential assumed in the following will have
the form
V (z) = z − 1, 0 ≤ z < 1,
V (z) = 0, z > 1. (77)
In the first equation the slope is chosen equal to unity for simplifying reasons.
Our choice (77) is of essentially the same form as that considered recently
by Milton [28]; cf. also related papers by Bouas et al. [29].
The Green function G(x, x′) with V (z) given by Eq. (77) satisfies the
governing equation
(
∂2
∂t2
−∇2 + V (z)
)
G(x, x′) = δ(x− x′). (78)
With the Fourier transform
G(x, x′) =
∫
dω
2pi
dk
(2pi)2
e−iω(t−t
′)+ik·(r−r′)g(z, z′), (79)
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we get the following equation for the Fourier component
(
∂2
∂z2
− κ2 − V (z)
)
g(z, z′) = −δ(z − z′). (80)
We perform a complex frequency rotation ω → iζ , so that κ2 → k2 + ζ2.
Assume in the following that z′ lies on the horizontal plateau, z′ > 1.
Then,
0 ≤ z < 1 : g(z, z′) = A(z′)Ai(κ2 − 1 + z) +B(z′)Bi(κ2 − 1 + z),
z > 1 : g(z, z′) =
1
2κ
e−κ|z−z
′| + C(z′)e−κ(z−1), (81)
where we have adopted the boundary condition G→ 0 at z →∞. At z = 0
we impose the Dirichlet condition:
A(z′)Ai(κ2 − 1) +B(z′)Bi(κ2 − 1) = 0. (82)
To determine the functions A,B and C we need two more boundary condi-
tions, namely that G itself as well as its derivative are continuous at z = 1:
A(z′)Ai(κ2) +B(z′)Bi(κ2) =
1
2κ
e−κz
′
+ C(z′),
A(z′)Ai′(κ2) +B(z′)Bi′(κ2) =
1
2
e−κz
′ − κC(z′). (83)
The solution to this set of equations can be written as
A(z′) =
Bi(κ2 − 1)
Ai(κ2)Bi(κ2 − 1)− Ai(κ2 − 1)Bi(κ2)
e−κz
′
Q
,
B(z′) = − Ai(κ
2 − 1)
Ai(κ2)Bi(κ2 − 1)− Ai(κ2 − 1)Bi(κ2)
e−κz
′
Q
,
C(z′) = −
(
1
2
− 1
Q
)
e−κz
′
, (84)
where we have defined Q as
Q = κ +
Ai′(κ2)Bi(κ2 − 1)−Ai(κ2 − 1)Bi′(κ2)
Ai(κ2)Bi(κ2 − 1)−Ai(κ2 − 1)Bi(κ2) . (85)
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These expressions are complicated. It is of interest to consider approximate
values in limiting cases. Let us assume the case of high frequencies, implying
that κ2 = k2 + ζ2 ≫ 1. Then, we have as rough approximations [30]
Ai(x) ∼ e
−ξ
2
√
pix1/4
, Bi(x) ∼ e
ξ
√
pix1/4
, (86)
where ξ = 2
3
x3/2. Together with theWronskian for general argument,W{Ai(x),Bi(x)} =
1
pi
, this yields
A(z′) ∼ −
√
pi
κ
e−κ(z
′+1) exp
[
2
3
(κ2 − 1)3/2
]
,
B(z′) ∼ 1
2
√
pi
κ
e−κ(z
′+1) exp
[
−2
3
(κ2 − 1)3/2
]
,
Q→ 2κ (C(z′)→ 0). (87)
Thus in this limit A(z′) is for finite z′ extremely large and negative, while
B(z′) is extremely small and positive. The quantity C(z′) dies away.
Let us finally derive an expression for the field energy density u(z), on
the plateau z > 1. We may start directly from the expression [28]
u(z) =
1
2
∫
dζ
2pi
dk
(2pi)2
eiζτ
(
−ζ2 + k2 + ∂
∂z
∂
∂z′
)
g(z, z′)
∣∣∣
z′→z
. (88)
where τ has been introduced as a regularization parameter. With
g(z, z′) =
1
2κ
e−κ|z−z
′| −
(
1
2κ
− 1
Q
)
e−κ(z+z
′−2) (89)
we get
u(z) =
1
2
∫
dζ
2pi
dk
(2pi)2
eiζτ
[
−ζ
2
κ
− k2
(
1
κ
− 2
Q
)
e−2κ(z−1)
]
. (90)
Here we omit the first term, which is independent of the potential V , and
which moreover is divergent when the regulator τ is put equal to zero. In-
troducing polar coordinates in the ζk volume, so that
ζ = κ cos θ, |k| = κ sin θ, (91)
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we can write the volume element as dζk = 2piκ2 sin θdθdκ. With τ = 0 in
the second term we can now perform the integration over θ from 0 to pi to
get, for z ≥ 1,
u(z) = −2
3
1
(2pi)2
∫ ∞
0
κ4dκ
(
1
κ
− 2
Q
)
e−2κ(z−1). (92)
This expression is reasonably simple, and can be evaluated numerically when
Q is inserted from Eq. (85). The energy density goes to zero when z → ∞,
as expected. For finite z, the energy density is negative, similarly as in the
case of a scalar field between two conducting plates. The sign is also in
accordance with the energy density obtained in Ref. [28], Fig. 1, when the
conformal parameter is put equal to zero. It may be mentioned that for zero
argument the Airy functions are known exactly,
Ai(0) =
1
32/3Γ(2/3)
, Bi(0) =
1
31/6Γ(2/3)
. (93)
For large arguments κ, (1/κ− 2/Q)→ 0, as Q→ 2κ.
8 Final Remarks
The piecewise uniform string model, the main theme of this paper, is a natu-
ral generalization of the conventional uniform string. The adaptability of the
formalism to various regularization schemes - three of them considered above
- should be emphasized. It is important to recognize that the assumption
about relativistic invariance, shown in Eq. (1), has to be satisfied in order
for the formalism to work. If this assumption were removed, the regulariza-
tion would be difficult to handle; there would remain an ambiguity how to
construct the counter term.
Another point worth noticing is the close connection between the relativis-
tic invariance property and the theory of an electromagnetic field propagating
in an isorefractive medium meaning that the refractive index is equal to one,
or at least a constant everywhere in the material system [16, 17]. Again, if
the isorefractive (or relativistic) condition were removed in the electromag-
netic case, the regularization procedure would be rather difficult to deal with,
as the contact term to be subtracted off would then depend on which of the
media one chooses for this purpose.
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We recall that the quantization procedure in Sec. 5 was based upon two
simplifying conditions. First, the tension ratio x was taken to be small. This
assumption implies that the eigenvalue spectrum for the composite string
becomes simple: there are two branches, the first branch corresponding to
ωn(s) = (1 + s)n and the second branch corresponding to ωn(s
−1) = (1 +
s−1)n, with n an integer. Our second assumption was that s is an integer.
We considered branch only, in detail.
One may ask: what is the Hagedorn temperature Tc = 1/βc for the
composite string? This temperature, introduced by Hagedorn in the context
of strong interactions, is the temperature above which the free energy is
ultraviolet divergent. Making use of the Meinardus theorem [31] this topic
was discussed in Ref. [13]. For the first branch we found
βc =
4pi√
2(1 + s)t(s)
= 4
√
pi
2sTII
. (94)
The important point here is that in the point mass limit, s → ∞, one gets
βc → 0, or Tc →∞. The Hagedorn temperature diverges in this limit.
Our second theme in this paper, the quantum field theory of the scalar
field φ(z) in Sect. 7, is formally related to the string problem in the extreme
case when the tension ratio x → 0. This simple model deserves a study in
its own right, as an example of the field theoretical models currently studied
in the literature.
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