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Abstract 
The research described in this thesis investigated the impact of sensation seeking on 
the use of in-vehicle information systems (IVIS). Four self contained, but linked 
experiments explored the prevalence of sensation seeking, the impact on driving in a 
dual task scenario and in comparison with alcohol impairment. Overall, results 
indicate that sensation seeking has a significant effect on participant's performance of 
the driving task and in particular under dual task conditions. The significance of these 
findings with respect to system assessment, policy development and recommendations 
for the design of experiments are discussed. The first study investigated the 
prevalence of sensation seeking within the general driving population. The results 
support the initial notion that sensation seeking is distributed normally within the 
driving population and that it is a continuum along which all drivers will place. The 
results did not support the life course persistence of sensation seeking behaviour but 
provide strong evidence for an age related decline in sensation seeking and the 
behaviours that typify sensation seeking. The results were supportive of the selection 
of a stratified sample for evaluation trials. 
Experiment two explored the differences between High, Normative and Low 
sensation seeking groups on performance of the Lane Change Task (LCT) both alone 
and under dual-task (IVIS) conditions. Strong evidence was found of a negative effect 
of IVIS on driving performance and that participants trade-off secondary task 
performance in order to maintain primary (LCT) performance. Evidence of an impact 
of sensation seeking was inconclusive and the null hypothesis could not be rejected, 
reasons for this are discussed. An important question that was raised by these results 
was how to quantify the distraction caused by the introduction of secondary tasks and 
what impact this has on safe operation of the vehicle? Poor performance does not 
necessarily mean unsafe performance. 
Experiment three considered the impact of lVIS in comparison to a widely accepted 
safety criterion that impacts driving performance (blood alcohol concentration, BAC). 
Driving while intoxicated is a clearly established danger. The results of this study 
demonstrate that the performance of some tasks central to the functioning of IVIS 
IV 
impair drivers to a greater extent than alcohol intoxication at the United Kingdom 
drink driving limit. There is an increase in the time taken to complete the IVIS tasks 
when performed in conjunction with the driving task. Despite poorer performance, 
participants can maintain a consistent level of performance across the four IVIS tasks 
(evidenced by no significant difference in LCT performance). The key elements of the 
LCT are lateral control and event detection. In the driving task there may be some 
leeway in terms of lateral control, there is however no forgiveness for failure to detect 
events, particularly hazards. If we accept that performance at this limit is dangerous 
then we must conclude that the use of IVIS while driving can be as dangerous as 
driving while intoxicated at the legal limit. 
The final study examined the impact of sensation seeking on IV IS use usmg an 
advanced driving simulator. It was found that when task demands are low high 
sensation seekers perform significantly better than low sensation seekers under dual-
task conditions, but that these advantages disappear as task demands increase. The 
contribution of the results is discussed in terms of its impact on safety guidance 
regarding the use of IVIS whilst driving and on the conduct of safety oriented, system 
assessments. 
v 
Definitions 
Definition of terms that were used with a particular meaning in this thesis. 
Term: Definition 
Compensatory Effort: When faced with a difficult task participants will either 
mobilise more effort in order to achieve performance goals (with an associated 
increase in physiological and behavioural costs) or reduce their performance goals to 
avoid such costs. 
Distraction: Delay by the driver in the recognition of information necessary to safely 
maintain the lateral and longitudinal control of the vehicle (Impact) due to some 
event, activity, object or person, within or outside the vehicle (Agent) that compels or 
tends to induce the drivers shifting attention away from the fundamental driving tasks 
(Mechanism) by compromising the drivers auditory, biomechanical, cognitive or 
visual faculties or combinations thereof (Type) [Pettit, Burnett and Stevens, 2005]. 
Normative Model: The normative model plots the ideal path through an LeT course. 
A comparison is made with the participant's actual path through the course. The 
normative model covers important aspects of the driver's performance; namely the 
quality of the manoeuvre and lane keeping performance. It also serves as a measure of 
signal detection. 
Sensation seeking: The seeking of varied, novel, complex, and intense sensations and 
experiences and the willingness to take physical, social, legal and financial risks for 
the sake of such experiences (Zuckerman, 1994). 
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Abbreviations 
Definition of abbreviations that were used within this thesis. 
Term: Definition 
AAM: Alliance of Automobile Manufacturers 
ACC: Adaptive Cruise Control 
ADAM: Advanced Driver Assistance Metrics 
ADAS: Advanced Driver Assistance Systems 
ADIS: Advanced Driver Information Systems 
AISS: Arnett Inventory of Sensation Seeking 
ANS: Autonomic Nervous System 
BAC: Blood Alcohol Concentration 
BrAC: Breath Alcohol Level 
BS: Boredom Susceptibility 
DAS: Driving Anger Scale 
DBQ: Driver Behaviour Questionnaire 
Dis: Disinhibition 
ES: Experience Seeking 
ESRI: Ergonomics and Safety Research Institute 
GPS: Global Positioning System 
HASTE: Human machine interface And the Safety of Traffic in Europe 
HUMANIST: Human Centred Design for Information Society Technologies 
HMI: Human Machine Interface 
HSAS: High Speeding Attitude Scale 
HSS: High Sensation Seekers 
ISA: Intelligent Speed Adaptation 
ISO: International Standards Organisation 
IVIS: In- Vehicle Information System 
JAMA: Japanese Automobile Manufacturers Association 
KLM: Keystroke Level Model 
LCT: Lane Change Task 
LSAS: Low Speeding Attitude Scale 
LSS: Low Sensation Seekers 
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MART: Malleable Attentional Resource Theory 
NASA-TLX: National Aeronautics and Space Administration Task Load Index 
NSS: Normative Sensation Seekers 
OEM: Original Equipment Manufacturer 
OLA: Optimal Level of Arousal 
OLS: Optimal Level of Stimulation 
POA: Personal Desktop Assistant 
POT: Peripheral Detection Task 
PIM: Personal Information Management 
PLATO: Portable Liquid-crystal Apparatus for Tachioscopic Occlusion 
PNO: Personal Navigation Device 
POl: Point ofInterest 
RAQ: Risk Assessment Questionnaire 
SAE: Society of Automotive Engineers 
SAS: Speeding Attitude Scale 
SO: Sensory Deprivation 
SOLP: Standard Deviation of Lateral Position 
SOT: Signal Detection Theory 
SSS-V: Sensation Seeking Scale Form V 
STT: Static Task Time 
SURT: SUrrogate Reference Task 
T AS: Thrill and Adventure Seeking 
TSOT: Total Shutter Open Time 
TRL: Transport Research Laboratory 
TTT: Total Task Time 
ZKPQ: Zuckerman-Kuhlman Personality Questionnaire 
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Chapter One: Introduction 
1.1 Chapter Summary 
This chapter introduces the thesis and allows the work undertaken to be put into 
context. It serves to highlight the implications of the introduction of novel in-vehicle 
information systems (IVIS) into the already cognitively complex driving environment 
and the impact sensation seeking could have on this task. It provides a framework to 
the experimental work undertaken in subsequent chapters and illustrates why these 
research activities are important. 
1.2 Introduction to in-vehicle information systems 
Traditionally, car drivers have operated a number of secondary devices in the driving 
environment including; in-car entertainment, heating and air conditioning. Quite often 
these tasks are performed in conjunction with the primary task of driving. The recent 
trend within the automotive industry is the increasing introduction of modem in 
vehicle information systems (IVIS) such as mobile phones, navigation systems, e-mail 
and other devices with the aim of assisting the driver. The increasing number of 
information systems available to the modem driver has made the driving task more 
complex and have led to an increase in the possible sources of distraction. In-Vehicle 
Information Systems (IVIS) can have significant benefits to driver performance; well 
designed systems allow drivers to make better use of their time and resources and are 
able to support drivers in completion of the driving task. Poorly designed systems can 
facilitate the occurrence of risky or unsafe behaviour and therefore safety critical 
events. The primary driving task is a cognitively complex task that is safety critical in 
nature and therefore any increase in workload due to the introduction of novel 
secondary tasks is very likely to have an impact on safety. With this in mind it is 
imperative to understand how the introduction of in-vehicle technology affects driving 
behaviour and safety. 
As systems such as adaptive cruIse control (ACC), satellite navigation, mobile 
phones, web access and email are incorporated into the driving task, the nature of the 
driver's task is changed from that of human- in- the- loop to that of supervisory 
control and, in turn, subjects drivers to possible overload, underload, behavioural 
adaptation and other out- of- the- loop associated problems. The impact of these 
changes on the driving process in terms of vehicle safety and usability are the focus of 
much of the current research literature and public discussion. There is considerable 
evidence that complex in-vehicle information systems can distract the driver (Burns 
and Lansdown, 2000). 
' ... the transition from automobiles to infomobiles.' 
Green (2000) 
The quantification of the distraction potential of IVIS has been identified as a critical 
requirement in the safe design and operation of, not only current, but future vehicles 
and a key area is the development of standardised methods that quantify the 
distraction potential of IVIS (Noy and Zaidel, 1991). Several established methods are 
in existence that place the emphasis on the effect that the system has on the driver. For 
example, occlusion (Milgram and van der Horst, 1984; Baumann, Keinath, Krems and 
Bengler, 2004; van der Horst, 2004), the Peripheral Detection Task (Miura, 1986; van 
Winsum, Martens and Herland, 1999) and the Lane Change Task (Mattes, 2003; ISO, 
2008). However, there is very little guidance for those tasked with selecting samples 
of drivers to take part in assessment trials and this may result in unreliable 
evaluations. This is in part due to a lack of comprehensive understanding of the 
individual differences that affect driving behaviour and, in particular, performance 
under dual task conditions. In order to successfully contrast evaluation studies it is 
important that they have compatible methodologies and involve comparable 
participant populations, without which any conclusions drawn are potentially 
unreliable. Each time we undertake a study we must define the required population 
from which the sample is to be drawn. This requires the accurate definition of 
participant characteristics. 
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1.3 Introduction to sensation seeking 
Sensation seeking is a personality trait defined by the seeking of varied, novel, 
complex, and intense sensations and experiences and the willingness to take physical, 
social, legal and financial risks for the sake of such experiences (Zuckerman; 1994). 
Sensation seeking has been shown to predict a number of socially deviant or 
unacceptable behaviours such as smoking (Zuckerman, Ball and Black, 1990), 
pathological gambling (McDaniel and Zuckerman, 2003), unprotected sex (Ripa, 
Hansen, Mortensen, Sanders and Reinisch, 200 I) and alcohol abuse (Stacy, Newcomb 
and Bentler, 1993). 
Sensation seeking has been shown to significantly impact on performance of the 
driving task (Zuckerman and Neeb, 1980; Jonah, 1997). It has been shown to 
significantly correlate with a wide range of risky driving behaviours such as tailgating 
(Heino, van der Molen and Wilde, 1996), driving while intoxicated (Zuckerman and 
Kuhlman, 2000), non-seat belt use (Wilson, 1990) and in particular speeding 
(Whissell and Bigelow, 2003). It has been shown to have significant influence on the 
perception of risk (Furnbam and Saipe, 1993; Bums and Wilde, 1995) and propensity 
to commit violations (Aberg and Rimmo, 1998; Wynn, 2005). This may influence 
driver's willingness to engage in activities not central to the driving task and sensation 
seeking and may have a significant impact on performance of the driving task and in 
particular performance under dual-task (IVIS) conditions. 
t.4 Overall aims of the thesis 
This thesis reviews the factors which are understood to influence driver performance 
and are therefore taken into account when selecting participant samples. It also 
considers a factor (sensation seeking) that is rarely considered even though there is 
growing evidence of its influence on driver behaviour. 
This thesis first aims to quantify the distraction potential of in-vehicle information 
systems. It focuses on the differences in performance that can be observed between 
performance of the driving task before and after the introduction of an IVIS system. 
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The results of this thesis will serve to highlight the need for suitable methods of 
quantifying distraction potential. At present there are several relative measures (e.g. 
occlusion, peripheral detection task [PDT] and the lane change task [LeT]). There is 
currently no suitable absolute measure of distraction impairment. This thesis explores 
this gap in current methodology. 
A second aim is to asses the impact of sensation seeking on the use of IVIS. The 
thesis focuses on the differences in performance that can be observed between high 
and low sensation seekers when they engage in IVIS related tasks while driving. The 
results of this thesis will act as an illustration of the impact of an important 
characteristic in the driving population that is not readily considered in the selection 
of participants for evaluation trials. It will highlight the need to define the driver 
characteristics that affect performance of the driving task and the responsibility of the 
wider research community in working towards the definition and selection of a 
standardised driving sample, with the long-term goal being an improvement in our 
ability to compare and contrast evaluation studies. 
In particular, this thesis aims to explore: 
• The impact of IVIS on driving performance 
• The role of sensation seeking in 
• Methods of quantifying distraction potential 
• The selection of participants for evaluation trials. 
1.5 Structure of thesis 
This thesis presents the results of one literature review and four empirical studies, 
each of which investigates issues regarding the impact of sensation seeking on the use 
of IVIS and the subsequent implications for assessment methodologies. An overview 
chapter provides a synthesis of the results and knowledge obtained by these studies. 
4 
Figure 1.1 outlines the structure of this thesis. It details the existing knowledge, issues 
considered and their relationship to the research programme in an attempt to illustrate 
the link between chapters. 
Existing knowledge Issues considered Programme of experiments 
/ '\ / '\ / 
Background Issues Sensation seeking Sensation seeking In the 
(Chapter One) 
----
f---o driving population (Chapter Four) 
In-Vehicle Information Systems 
Sensation seeking and IVlS 
(Chapter Five) 
Literature review Distraction 
(Chapter Two) 
---- ----
Benchmarklng the Impairment 
of IVlS to alcohol 
Participant selection (Chapter Six) 
Methods of simulating the for performance trials 
driving environment The Impact of SS In simulated 
(Chapter Three) 
----
----
driving performance with IVIS 
Dual task performance (Chapter Seven) 
'-.. '-.. 
! ! 
Discussion 
(Chapter Eight) 
! 
Conclusions and contribution to knowledge 
(Chapter Nine) 
Figure 1.1: Structure ofthe thesis 
1.6 Chapter by chapter summary 
The first stage of this thesis is a consideration of the current state of knowledge. 
Chapter 2 provides a systematic research review of the literature regarding lVIS, 
distraction and sensation seeking (with particular reference to the driving task). It is 
clear from this review that the introduction of IVIS tasks can fundamentally alter the 
nature of the driving task. It is also clear that sensation seeking plays an important 
role in determining driver behaviour. Significant relationships have been established 
between sensation seeking and accident involvement, traffic citations, risk-taking 
behaviours e.g. speeding, tailgating and driving under the influence of alcohol. With 
5 
this in mind, it is not unreasonable to suggest that sensation seeking may play an 
important role in the determining the successful [safe 1 introduction of IVIS tasks. 
Chapter 3 provides a revIew of the methods applied to the measurement of the 
potential distraction of IVIS devices in order to identify those most appropriate in this 
instance. This thesis utilises a complementary approach that employs both simple 
(LCT) and advanced (CarSIM) simulation techniques. 
The first three empirical studies reported in chapters 4, 5, and 6 provide a broader 
understanding of the relationships between sample selection, sensation seeking, IVIS 
use and the methods used to investigate dual task performance. Chapter 4 describes a 
web questionnaire investigating the prevalence of sensation seeking in the general 
driving population. It provides a greater understanding of the magnitude of the 
sensation seeking concept and its relevance in the wider driving performance. The 
influence of sensation seeking on performance of the LCT in conjunction with IVIS 
tasks is investigated in chapter S. Chapter 6 explores the scale of the impact of IVIS 
on the driving task by benchmarking LCT performance to alcohol. It provides context 
to the LCT experiment in terms of a widely accepted safety critical criterion. It is an 
initial step towards defining a safety related criterion for LCT performance. 
In chapter 7 the impact of sensation seeking on ability to perform lVIS tasks while 
driving in an advanced driving simulator is reported. Chapter 8 synthesises the results 
of the thesis and provides a discussion of their impact in the wider context. It 
discusses the implications of the results of this program of research in terms of their 
impact on the evaluation of novel systems, the methodologies used and the selection 
of participants for evaluation trials. 
Chapter 9 provides an overview of the conclusions of the thesis, including a statement 
of the contribution of this thesis to the collective research knowledge and 
recommendations for future developments of the current research thread. 
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Chapter Two: Systematic research review of the literature 
relevant to IVIS, sensation seeking and the driving task. 
2.1 Introduction 
This chapter discusses the nature of the driving task and specifically the role of IVIS. 
It considers the literature relevant to the definition, measurement and influence of 
sensation seeking. Literature is discussed regarding the development of trait models of 
personality, sensation seeking and its impact on driving performance, speed and risk 
taking. 
2.2 In Vehicle Information Systems 
This thesis makes significant reference to IVIS. It is important therefore to discuss 
IVIS both in terms of their role in the driving task and the implications of their 
introduction for the human machine interaction (HMI) relationship. Can we sensibly 
regard in-car devices in a generic manner, or is there a range of systems with different 
demand characteristics? Burnett (2008) provides a tripartite classification of devices 
available to the driver: 
• Information based systems [c.f. IVIS] that provide information relevant to 
components of the driving task relating to the environment, vehicle and driver. 
Examples of such systems include route navigation, traffic information and 
collision avoidance warnings. 
• Control based systems [c.f. Advanced Driver Assistance Systems, ADAS], 
such as adaptive cruise control (ACC), speed limiting, lane keeping, self-
parking, and collision avoidance. These systems directly affect the operation 
of the vehicle and involve a change in the fundamental elements of the driving 
task. 
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• The third group of systems are for entertainment and add no function to the 
driving task. 
Furthermore, these systems are not always designed specifically for use in-vehicle and 
may be portable [Nomadic 1 devices. The mobile phone is the most prominent example 
of a nomadic device that is often operated during driving. With the increasing 
popularity ofIVIS there are an increasing number of mobile phone based services that 
are aimed at the driver including; satellite navigation, speed camera detectors, intern et 
access, e-mail.instantmessaging.wi-figaming.mp3 music players, calendar and 
Personal Information Management (PIM) functions. For example the Nokia N800, a 
powerful PC tablet! mobile phone has significant processing power that allows the 
user to access the internet and can be modified to perform satellite navigation function 
with the addition of software contained on a memory card. 
A further distinction is needed between original equipment manufacturer (OEM) and 
aftermarket devices. OEM devices are produced by the original car manufacturers and 
are often an optional extra selected by the owner at purchase. These systems are 
usually integrated into the design of the car. A prime example of an OEM IVIS is 
BMW's iDrive, fully integrated into the car at the time of manufacture, it consists ofa 
centrally located visual display, a manual control panel located between the seats in 
the front cockpit, steering wheel mounted controls and auditory output through the 
vehicle's speaker system. Aftermarket devices are, as the term suggests, developed to 
be retro-fitted into cars post production and are often designed and produced by 
independent companies. For example, the Tom-Tom Go 700 provides the driver with 
real time traffic information regarding traffic flow and speed camera location, detailed 
maps and route guidance with point of interest and address entry navigation functions. 
It also supports Bluetooth and i-pod connectivity. The Tom-Tom Go range is portable, 
but is specifically designed for in-car operation. 
2.2.1 Market penetration 
The satellite navigation market continues to grow (Brinton, 2007). Worldwide unit 
shipments of personal navigation devices are expected to grow from 30.7 million units 
in 2007 to 68 million units in 2012 (Ethier, 2008). Collectively, the total number of 
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mobile GPS navigation devices sold in 2007 was up 132% in comparison to figures 
from 2006 (Canalys, 2008a). The European market represents the biggest market, 
with 21.7 million units shipped during 2007. Rapid growth has been reported in US 
(296%) and Asian (139%) markets (Canalys, 2008b). 
Key drivers for market growth include; falling prices, increased worldwide consumer 
demand, and the enhanced functionality of new models (Ethier, 2008). Despite 
changes in the prevailing economic conditions the leading producers of satellite 
navigation systems have published strong financial forecasts based on sustained 
growth. For example, Garmin has become the market leader, selling more personal 
navigation devices in 2007 than any other manufacturer (Garmin, 2008a; Canalys, 
2007), They increased their market share to 34.7% of the total worldwide market and 
47% of the US market in 2007 (Garmin, 2008b). Similar forecasts have been made by 
Tom-Tom who expect to sell 38 million units in the combined European and US 
markets throughout 2008 (increasing from 24.5 million units in 2007) generating 
revenues of around E2.0 billion and E2.2 billion. This represents a 50% growth in the 
worldwide market (Tom-Tom, 2008). 
An important future trend that will impact the satellite navigation market is a 
significant increase in the number of converged [nomadic 1 devices available on the 
market (Ethier, 2007), such as, the Nokia N95 a GPS-enabled handset that supports a 
variety of navigation solution packages. These devices have the potential to disrupt 
the market for the traders who currently account for 90% of the unit volume (i.e. 
TomTom, Garmin, Mio, Magellan, etc). In 2007 nomadic devices represented 6% of 
total mobile navigation shipments (Canalys, 2007). There are however, signs of 
significant interest in this market by producers of such devices as illustrated by 
Nokia's growing influence within this sector; where in the European market they have 
an II % market share based on the success of its growing portfolio of smart phones 
with integrated GPS (Canalys, 2008a). The impact of the changing nature of mobile 
navigation solutions is most striking in the Asian market, where during the final 
quarter of 2007, nomadic devices account for more than 20% of the total market and 
the top four manufacturers accounted for less than half of the total units shipped. A 
key determinant of the success of nomadic devices will be their ability to deliver 
solutions that are suitable for pedestrians as well as drivers (Blight, 2006). 
9 
2.2.2 Assumptions regarding IVIS 
This thesis makes a number of assumptions regarding IVIS and their use during the 
driving task that define the scope of the term IVIS and its use within this thesis. 
Assumption 1: IVIS not ADAS 
When this thesis makes reference to IVIS it is referring to systems that occur in group 
one of Burnett's (2008) classification i.e. those that provide information relevant to 
components of the driving task relating to the environment, vehicle and driver. 
Assumption 2: The most frequently implemented IVIS device is a route navigation 
system (Barfield and Dingus, 1998). 
Navigating in unfamiliar road environments is the most frequent but demanding 
cognitive activity that drivers are required to perform during the driving task (Burnett, 
2000). Unsuccessful completion of this task has a significant impact on the driving 
task as a whole. Dingus and Hulse (1993) estimate that between 6-15% of all 
highway mileage is wasted due to inadequate navigation techniques. Uncertainty in 
terms of route finding has a significant impact on the driver (through increased 
frustration and driver anger, Parker, Lajunen and Summala, 2002; Deffenbacher, 
Lynch, Oetting and Swaim, 2002; Deffenbacher, Deffenbacher, Lynch and Richards, 
2003), their relationship with other road users (through misleading use of indicators, 
sudden braking, etc; Burnett, 2000), their impact on the environment (inefficient route 
choice increases fuel consumption and Co2 emissions; Brundell-Freij and Ericsson, 
2005; Ericsson, Larsson and Brundell-Freij, 2006) and for the traffic system as a 
whole through increased travel times and congestion I . 
A typical sat nav system consists of a global positioning system (GPS) receiver, 
display screen, speaker, map data, and routing algorithms. The interface may have 
several buttons for inputs, or make use of a touch screen. Some systems also accept 
'The total cost of congestion in the UK is around £20b per year, equivalent to about £ I 000 per year per 
household (Mumford, 2000). 
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voice prompts (Tijerina, Parmer, and Goodman, 1998). They provide drivers with 
turn-by-turn directions to their destination by communicating with GPS satellites that 
provide precise vehicle location coordinates which are used in conjunction with 
digital maps contained in the unit. Typically these systems will also contain the 
locations of petrol stations, hotels, restaurants, and other points of interest. 
Assumption 3: Drivers will engage in IVIS tasks when it is inappropriate to do so. 
The distraction potential of any secondary task is determined by the workload or 
attentional demand associated with said task however, the driver's "willingness to 
engage" in such tasks is a crucial factor in explaining such potential (Ranney, Mazzae, 
Garrott and Goodman, 2000). There is a widespread assumption within the research 
literature regarding [VIS that drivers will engage in IVIS tasks when it is 
inappropriate to do so for example, entering a destination into a satellite navigation 
system while the vehicle is in motion. Destination entry in a moving vehicle can prove 
both mentally and visually distracting and may result in the driver losing control of 
the vehicle (Stutts, Reinfurt, Staplin and Rodgman, 200 I; Stevens and Minton, 200 I). 
Green (1997) provides a number of feasible scenarios where destination entry or 
retrieval en route might be attempted for example 
• The driver was in a hurry, knew the general direction in which to start, and 
added the destination en route. 
• The driver needed to change destinations en route. 
• The route guidance system does not use congestion information and a radio 
announcement indicates the current route is problematic. 
• The driver entered the wrong destination and does not wish to stop the vehicle. 
It is clear that destination entry while the vehicle is in motion is a strong temptation to 
some drivers, but the motives for this are beyond the scope of this thesis. What is 
included within the scope of this thesis are the consequences i.e. changes in 
performance/ behaviour when drivers are required to process information relevant to 
the driving task and in particular information presented via a route navigation system. 
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2.3 The driving task 
It is important prior to discussing the implications of novel systems on the driver that 
there is an understanding of the exact role that the driver plays within the driving task. 
Certain general abilities must be considered basic pre requisites for the safe 
manoeuvring of a vehicle including; ability to turn a steering wheel and operate pedals 
with speed, strength and precision. However, the driving of a vehicle in traffic 
demands a complicated and insufficiently known interplay between sensory, motor, 
intellectual and other higher mental functions. Much of driving is characterized by 
activities involving basic control of the vehicle, such as maintaining appropriate 
speed, headway, and lane position within surrounding traffic. These activities require 
relatively few mental resources and allow drivers to engage in other mental activities 
simultaneously without noticeable detriment to the driving task (Ranney, Mazzae, 
Garrott, and Goodman, 2000). 
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Figure 2.1: Hierarchical structure of the driving task (Michon, 1985) 
Michon (I985) describes the driving task within a three tier framework (see Figure 
2.3). He proposes a hierarchical control structure which places emphasis on the 
cognitive nature of driving. The strategic level refers to the general planning stage of 
a journey and includes tasks such as determination of trip goals, routes and mode. 
12 
Plans are influenced by general considerations about transport and mobility and an 
evaluation of the time and cost implications. At the Tactical level drivers exercise 
manoeuvre control allowing them to negotiate the directly prevailing circumstances. 
Decisions at the tactical level are largely constrained by events/actions such as 
obstacle avoidance etc and must meet the criteria of the general goals set at the 
strategic level. Control level actions refer to the low level performance of 
manoeuvres from the tactical level, include breaking, steering, gear changes etc and 
are reliant to some extent on automatic processing. Keskinen (I996) added a fourth 
level to the Michon's (I985) hierarchy labelled "goals for life and skills for living". 
This extra level connects driving behaviour with human behaviour in general. From 
this perspective, tactical representations are a key element of the driver's cognitive 
process; an erroneous representation increases the potential for decision-making errors 
and unsafe driving actions. 
2.4 Impact of IVIS on the driving task 
What are the impacts (in terms of safety, efficiency and comfort) of IVIS on drivers, 
passengers, other road users and for traffic/ transport systems as a whole? The 
introduction of IVIS effects performance by altering the fundamental elements of the 
driving task. IVIS systems, such as route guidance, are now available to assist the 
driver (Beyreuther and Laidebeur, 1989) and thereby potentially reduce the 
consequences on an overburdened transportation system such as congestion, pollution 
and road traffic accidents (Bishop, 2005). 
2.4.1 Positive expectations of IVIS 
Not all changes facilitated by the introduction of IVIS will have a negative impact on 
the driving task. The availability of information in the vehicle can provide significant 
and enduring benefits for drivers, passengers, commercial vehicle operations, service 
providers and transport systems managers (Bums and Lansdown, 2000). Moreover, 
the widespread implementation of vehicle navigation systems can facilitate the 
delivery ofa wide range of policy objectives (Vanderschuren, 2008). 
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One of the key objectives for IVIS systems is to alleviate traffic congestion (Jackson, 
1998) by optimizing the use of existing infrastructure [c.f. Efficiency]. Navigation to 
an unknown destination, particularly in instances where one is driving without 
passengers, is a difficult task where many cases are inefficient or unsuccessful. 
Satellite navigation systems can encourage a more efficient use of the existing road 
network (OECD, 1988) as inefficient route choice increases fuel consumption and 
C02 emissions; Brundell-Freij and Ericsson, 2005; Ericsson, Larsson and Brundell-
Freij, 2006). A consequence of reductions in traffic congestion is that significant 
resource savings will be made (Jackson, 1998) leading to a decrease in transportation 
costs, an increase in economic Productivity and a reduction in the environmental 
damage caused by the use of motor vehicles (Noy, 1997). 
Traffic congestion is a widespread problem encountered by the majority of drivers 
and with the increase in vehicles on the road is expected to get worse (Downs, 2004). 
One solution is for systems to distribute traffic more evenly throughout the road 
network. It is possible that if drivers are advised of congestion while they are planning 
their route they will avoid congested roadways. Furthermore, if drivers are informed 
of obstacles or congestion that occurs while they are en route, they may be willing to 
detour and avoid the congestion. One challenge to achieving this aim is that drivers 
have been shown to be resistant to diverting from their present route to avoid 
congestion. Dudeck (1980) showed that 50% of drivers were willing to avoid a 20 
minute delay but only 8% were willing to avoid a five-minute delay. Thus, congestion 
would have to be moderately severe before people would make the effort to divert. 
This unwillingness to detour may be dependent in large part on detour knowledge by 
the driver. 
Vehicle navigation systems aim to support the strategic and tactical components of the 
driving task (Bumett and Lee, 2005). Strategic level tasks generally consist of 
route/speed choice etc and the workload placed on the driver by these tasks can be 
increased by driving unfamiliar routes or in dense traffic. Satellite navigation systems 
could theoretically have a positive benefit on the driving task by reducing workload 
(Barrow, 1991) and increasing Safety in contrast with present 'un-safe' strategies and 
behaviour (Fastenmeier, Hailer and Lemer, 1994). For instance, route guidance in 
high density traffic could be easier with a satellite navigation system, because more 
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resources can be attributed to other more safety critical elements of the driving task. 
Paper maps require participants to search and focus their visual attention in a task that 
is primarily visual in nature. This conflict of interests in the visual mode serves to 
exacerbate the workload problems associated with driving in dense traffic. A 
reduction in visual demands will only be possible if systems are well designed, they 
should only present relevant route finding information and it should be presented 
clearly, accurately and quickly. 
The loss of driving ability or privileges [c.f. Mobility 1 tends to be a significant 
detriment to independent functioning for older adults (Wailer, 1991) and can also 
have an adverse impact on the quality of life of drivers' family and friends (Hersch, 
1997). Kosnik, Winslow, Kline, Rasinski, and Sekuler (1988) report that 
approximately 80% of all errands and trips undertaken by the over 6Ss are reliant on 
the use of a motor vehicle. Older drivers have been shown to alter their driving 
behaviours in order to cope with the demands of driving and the deterioration of 
driving skills which are an inevitable consequence of ageing. The events which 
govern compensatory efforts by older drivers can also lead to driving cessation. The 
differences in whether a driver ceases to drive or develops compensatory strategies 
have been shown to reflect individual differences in driver history. Self-imposed 
night-time driving restrictions are imposed by some older drivers (Kosnik, Sekuler 
and Kline, 1990; Ball and Owsley, 1991; Shinar and Scheiber, 1991). IV IS systems 
have the potential to increase the mobility and social inclusion of those who are 
cautious of travelling to unfamiliar destinations or within unfamiliar environments, 
particularly elderly drivers, where they are capable of safely extending mobility by 
compensating for the declining capabilities of these drivers (Bums, 1997; Hanowski 
and Dingus, 2000). 
Further more, based on the increasing number of older drivers we can expect mobility 
issues and safety concerns to intensify over the coming decades. Population 
projections for the United Kingdom illustrate that the population is ageing. The Office 
for National Statistics predicts that the population will rise from S9.6 million in 2003 
to 60 million in 200S, will then reach 6S.7 million by 2031 and finally peak at 67 
million in 20S0 before beginning to decline. In 2003 there were 700,000 (6%) more 
children under the age of 16, than people of state pension age, however it is predicted 
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that by 2007 this will not be the case (Shaw, 2004). These figures illustrate the 
importance of developing an increased understanding of the effects of age on driver 
performance, as older drivers will soon constitute a significant proportion of the 
driving population. 
There are currently a number of projects that are examining the impact of IVIS use in 
these terms for example, TeleFOT (Field operational tests of aftermarket and nomadic 
devices in vehicles) a E14.5 million European traffic ICT project designed to assess 
the impact of functions provided by aftermarket and nomadic devices in vehicles, 
through a large scale field operational testing. The project includes representatives 
from the European automotive industry, research institutes, equipment manufacturers 
(mobile phones and personal navigation devices) and road maintenance and service 
operators. TeleFOT started June 2008 and runs for 48 months. It focuses on two broad 
functions; safe driving and, economic and fuel efficient driving. A similar project that 
focuses on economic and fuel efficient driving is GERICO (Global EneRgy 
management and driver Interface for a Citizen Optimal driving behaviour; Barbe and 
Boy, 2008) which aims to design a system that contributes to the reduction of fuel 
consumption and C02 production by designing an appropriate interface that enables 
the driver to adopt the optimal driving behaviour. An algorithm that takes into account 
the environmental data via the navigation system (road type, topography, traffic) and 
internal data from on-board computers (fuel injection, engine speed) is used to process 
the data and provides the driver with guidance on how to achieve the most economic 
driving pattern for a given trip. The potential benefits of these systems will ensure 
their continued development, as well as the development of more advanced devices 
that will gradually replace/alter other aspects of the driving task (Jackson, 1998). 
2.4.2 Negative consequences of IVIS 
In-vehicle information systems have the potential to reduce driver workload, improve 
aspects of driver awareness support the driving task, reduce stress and make the 
journey more comfortable (Stevens, Bygrave, Brook-Carter and Luke, 2004), however 
the reduction of workload can serve to impact the driving task by reducing the 
driver's attention and vigilance (Brook-Carter, Parkes, Bums and Kersloot, 2002). 
Distracting the driver's visual attention away from the road scene has implications for 
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the safe operation of vehicles (Young, Regan and Hammer, 2003). A driver 
interacting with a route navigation system must apply control and attention to operate 
the device. The dilemma for the driver is that these processes are also necessary for 
safe operation of the driving task. The extent that secondary tasks divert critical 
control and attentional resources away from driving performance is the critical safety 
issue for today's drivers. The introduction of multiple IVIS devices serves to increase 
the frequency of situations where the 'information overloaded' driver must 
accommodate the distraction from such devices (Wierwille, 1993). 
2.4.2.1 Accident Statistics 
In the United Kingdom, there are on average around 3000 deaths per year on the roads 
(Alien, Bhagat, Burki, Francis, Frost, Kilbey, Noble, Robinson, Singh and Wilson, 
2007). Driver distraction is playing an increasing role in accidents caused by the 
increasing availability of IVIS that can be operated within the vehicle (Stevens and 
Minton, 2001). Such systems present a significantly greater distraction potential than 
the conventional vehicle instrumentation (Reeves and Stevens, 1996). Distraction 
related crashes often result from the unexpected onset of a traffic hazard at the same 
time as the driver's attention is diverted to the demands of IVIS interaction (Ranney, 
Mazzae, Garrott, and Goodman, 2000). 
Stevens and Minton (2001) performed a large scale analysis of accident data. Their 
database contained police accident reports where a fatality had occurred and 
comprised 5740 accidents, spanning the years 1985-1995. Overall, in-vehicle 
distraction2 was considered as a contributory factor in around 2% (115) of the 
accidents analysed. The greatest source of distraction in the data provided is driver 
interaction with other vehicle occupants, followed by IVIS, the consumption of food, 
drink and cigarettes. This result is not surprising when the rate of exposure is 
considered. When passengers are present in the vehicle they are presumably present 
for the whole journey therefore, the chances of interaction are much greater in 
comparison to IVIS systems which are potentially, only a distraction when the driver 
2 Stevens and Minton (2001) define distraction as "a physical event or action or condition in or on the 
vehicle, which diverts the driver's attention from the driving task". 
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is required to interact directly with the interface, i.e. when entering a destination into a 
satellite navigation system. 
Similar studies have been undertaken in the U.S. Wierwille and Tijerina (1996) 
investigated the contribution of in-vehicle distraction to accidents using the state of 
North Carolina accident database that contains police reports for the majority of 
reported accidents. Sampling severe accidents ($500+ damage or personal injury) they 
were able to review 18,000 computerised police reports. Distraction within the vehicle 
was reported as a contributing factor in around 11 % of their sample. This figure is a 
rough approximation as cases identified as 'diverted attention/workload' were divided 
into three categories; i) inside vehicle, ii) outside vehicle and iii) unknown location. 
The interior and exterior cases among cases where location was unknown were 
assumed to be distributed in the same ratio as among those cases where location was 
known. 
Focusing on the distraction caused by mobile phones, Redelmeier and Tibshirani 
(1997) examined data for 699 drivers from the North York Collision Reporting Centre 
(July 1, 1994 and August 31, 1995). They looked at drivers who owned a mobile 
phone and were involved in road traffic accidents that resulted in substantial property 
damage (judged by police officers attending the accident) or involving serious injury. 
The mobile phone records of each participant for the day of the crash and the previous 
week were examined. Crash risk was estimated to be around four times greater when a 
mobile phone was being used than when it was not. The authors note that there are 
benefits associated with the availability of a mobile phone to the driver, such as 
allowing drivers to make emergency calls quickly. They found that some drivers used 
their telephones only in the aftermath of a collision; therefore they gain from the 
presence of a phone rather than being exposed to the potential risks associated with 
telephone use while driving. Even when calls are made they were brief and infrequent, 
which explains why the rapid growth of this technology during recent years has not 
been accompanied by a dramatic increase in road traffic accidents. 
Similarly, Violanti (1997) examined 492 crashes in which the driver was reported as 
using a cell phone at the time of the crash and 5,292 crashes in which a cell phone was 
reported as being present in the vehicle (though not used) from police reports of 
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traffic accidents occurring between 1992 and 1995, compiled by the State of 
Oklahoma Department of Public Safety. Drivers with cell phones in their vehicles had 
significantly higher rates for crashes caused by inattention, unsafe speed, and driving 
on the wrong side of the road. They were much more likely to have accidents in urban 
locations where the driving task is assumed to be more demanding on cognitive 
resources. Violanti (1998) estimates that drivers using a mobile phone while driving 
have an approximate nine-fold increase in risk of accident involvement. 
An alternative approach to accident analysis was presented by Dingus, Klauer, Neal, 
Petersen, Lee, Sudweeks, Perez, Hankey, Ramsey, Gupta, Bucher, Doerzaph, 
lermeland, and Knipling (2006) in the' lOO car naturalistic driving study' [c.f. Klauer, 
Dingus, Neale, Sudweeks, and Ramsey, 2006]. The behaviour of 100 drivers was 
recorded over a period of twelve months, the aim of which was to measure driver 
exposure to distracting activities. Particular attention was paid to those circumstances 
that precede critical events such as crashes, near-misses and other incidents requiring 
an evasive manoeuvre. Within this period 69 crashes (of which 15 were police-
reported), 761 near-crashes and 8295 incidents were recorded. In relation to driver 
inattention, they found that 78% of crashes and 65% of all near-crashes involved the 
driver looking away from the forward roadway just prior to the onset of the conflict. 
One caveat of the study by Dingus et al. (2006) is that they focused not only on 
inattention in the form of secondary task distraction, but also on inattention to the 
forward roadway, fatigue and other non-driving related eye glances. Based on the data 
collected during the lOO car study Klauer et al (2006) estimated that secondary task 
distraction contributed to around 22% of crashes and near-crashes. The use of hand 
held wireless devices (primarily mobile phones) was associated with a high frequency 
of distraction related events. With regards accident data, looking at or reaching for an 
object in the vehicle (12%), passengers (9%) and wireless devices (9%) were the most 
common distraction related secondary tasks. 
McEvoy, Stevenson and Woodward (2007) provide a more recent estimate of the 
impact of IVIS devices. 1367 drivers were recruited in Perth (Western Australia) after 
they were admitted to a hospital or emergency department after a traffic accident. 
30% (433) of drivers cited at least one distracting activity at the time of crashing and 
driver distraction was reported to have contributed to 13.6% of all crashes. 
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Conversing with passengers (11.3%), lack of concentration (10.8%) and external 
factors (8.9%) were identified as the major causes of distraction. In-vehicle factors 
including adjusting in-vehicle equipment, using mobile phones, handling loose objects 
in the vehicle, dealing with animals or insects, and eating, drinking or smoking were 
reported in a total of 9.1 % of crashes. The three most common types of crashes 
involving a distracting activity are; single vehicle crashes, rear-end crashes and 
crashes at intersections. Furthermore, a distracting activity was cited in 57% of all 
rear-end collisions in which the driver hit the vehicle in front. 
It is important to note that these figures may be a conservative estimate. Accident 
statistics provide an indication of the associated risks, but lack precision as they 
underestimate the impact of distraction (Haigney, Taylor and Westerman, 2000). The 
enforcement, prosecution, adjudication and reporting of traffic law violations and 
collisions to the appropriate authorities are often inconsistent or incomplete (Zylman, 
1972; Smith, 1976). This occurs because these databases concentrate on fatal, severe 
or extensive property damage (Stevens and Minton, 200 I; Wierwille and Tijerina, 
1996; Redelmeier and Tibshirani, 1997) accidents. A significant proportion of non-
fatal injury accidents are not reported to the police, are not recorded by the police or 
the severity of injury is underestimated (Allen, et ai, 2007). Further more, it is 
possible that not all distraction leads to severe or negative outcomes and therefore 
goes unrecorded. For example, Stutts, Reinfurt, Staplin and Rodgman (2001) analysed 
data from the NHTSA Center for Statistics and Analysis Crashworthiness Data 
System (COS), a sample of approximately 5000 police-reported crashes involving at 
least one passenger vehicle that had been towed from the crash scene. Between 1995 
and 1999, 8.3% of drivers were identified as distracted. However, information on 
distraction was coded as unknown or no driver present in 35.9% of the sample. This 
may underestimate the impact of distraction through differential underreporting of 
specific types of distraction. For example, internal cognitive distraction 
(daydreaming) was not a specific item in the database. 
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2.4.2.2 Distraction 
The major concern with the introduction of new IVIS is that they may increase driver 
distraction and that the workload introduced by the secondary task may be sufficient 
to interrupt the primary driving task. It is imperative that, with the introduction of 
devices extrinsic to the driving task, the distraction potential and therefore safety 
impact of such devices is quantified. Green (2004) provides a general definition of 
distraction, 
"Drawing attention to a different object, direction, or task". 
Green (2004) 
In the driving context this definition does not place enough emphasis on the negative 
consequences of distraction and Sheridan (2004) operationally defines driver 
distraction as; 
" ... a process or condition that draws away driver attention, thereby disturbing 
driving control." 
Sheridan (2004) 
This definition suggests that there will be a definite compromise of safety through the 
division of the operator's attention between the driving task and the distracter. This 
definition however may still not sufficiently operationalise the concept of driver 
distraction. Pettit, Burnett and Stevens (2005) define distraction as a 
"Delay by the driver in the recognition of information necessary to safely 
maintain the lateral and longitudinal control of the vehicle (Impact) due to some 
event, activity, object or person, within or outside the vehicle (Agent) that 
compels or tends to induce the drivers shifting attention away from the 
fundamental driving tasks (Mechanism) by compromising the drivers auditory, 
biomechanical, cognitive or visual faculties or combinations thereof (Type)". 
Pettit, Burnett and Stevens (2005) 
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This definition of distraction makes an important differentiation between distraction 
and inattention. It identifies four distinct components to distraction that are both 
flexible enough to fully describe all the possible connotations that could arise from the 
use of the term distraction and clear enough that each different element of the 
distraction function is operationalised. There has been some difficulty in providing an 
operationalised definition within the human factors community. Adoption of this 
definition by the wider research community would lead to a more reliable 
quantification of distraction in terms of both accident statistics and the ability to 
compare effects across studies which can only facilitate our understanding of this 
phenomenon. 
A strong link between distraction and attention has been forged within the human 
factors literature. Brown (1994) identifies two distinct forms of distraction, which he 
refers to as a general withdrawal of attention and a selective withdrawal of attention. 
The general withdrawal of attention results in degraded vehicle control, object 
detection and event detection (Tijerina, 2000). An example of general withdrawal of 
attention is; Highway hypnosis3 (Williams, 1963). During this state nothing appears 
to disrupt the attention of the driver but there is an apparent loss of awareness and 
driving appears to become automatic (Kerr, 1991). Wertheim (1978) posits that during 
this state, drivers are experiencing reduced levels of psycho-physiological arousal 
resulting in reduced alertness which can lead to an increase in risky driving 
behaviours. 
The selective withdrawal of attention is associated with degraded object and event 
detection while leaving vehicle control largely unaffected. The mechanisms 
underlying the selective withdrawal of attention are those associated with cognitive 
load more than physical processes (Tijerina, 2000; Boksem, Meijman and Lorist, 
2005). Redelmeier and Tibshirani (1997) make a similar distinction with regards to 
distraction between eyes-off-of-the road and mind-off-of-the-road. Visual demand 
(eyes-off-the-road) is the most commonly cited source of overload for telematics 
3 Highway hypnosis is defined as "a state showing sleepiness signs and attention slip resulting from 
driving a motor vehicle for a long period in a highly predictable environment with low event 
occurrence" (Wertheim 1991). 
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applications (Tijerina, 2000). This is unsurprising given that estimates suggest that 
approximately 90% of all information drivers obtain is visual (Mourant and Rockwell, 
1972; Lansdown, 1997). 
Distraction by secondary tasks generally results in a selective withdrawal of attention 
(Tijerina, 2000; Groeger, 2000; Haigney and Westerman, 2001; Strayer and Johnston, 
200 I). Distracted drivers may be able to maintain control level actions (Michon, 
1985) and where actions are automatic, may even be able to maintain manoeuvring 
level tasks where controlled actions are facilitated; however, it is likely that some 
degradation in performance at this level will be observed when cognitive workload is 
increased. Cognitive demand (mind-off-the-road), result from complex spatial tasks 
such as planning a manoeuvre, recalling a list, performing mental arithmetic, 
comprehending a complex sentence, or other tasks. Even tasks with very simple 
components can be quite complex if there are a large number of goals to be tracked. 
Higher order decision making (strategic level) tasks will suffer most under distraction 
conditions. For example, during a mobile phone conversation while driving automatic 
behaviour may be maintained, event detection may be degraded because the 
distracting effects of mobile phone use depend on the context of the driving task and 
to some extent the content and demands of the mobile phone conversation. Drivers are 
able to maintain driving performance and a phone conversation during periods of low 
workload as there are unused resources available that can be directed towards dual 
task performance (Haigney and Westerman, 2001). 
The mobile telephone has provided a recent example of a potential distraction from 
the driving task (Stevens and Paulo, 1997). A reported 90% of all cell phone owners 
use their mobile phone while driving (Goodman, Tijerina, Bents, and Wierwille, 
1999). While at the same time using a mobile phone while driving has been shown to 
both degrade driving performance and increases crash risk (Aim and Nilsson, 1995; 
Brown, Tickner, and Simmonds, 1969; McKnight and McKnight, 1993; Redelmeier 
and Tibbshirani, 1997; Violanti, 1997). 
Hancock, Lesch and Simmons (2003) illustrate the effect of IVIS on safety margins. 
The driving task consisted of an instrumented vehicle on a closed-loop test track 
equipped with a signalized intersection. On some trials the traffic light changed from 
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green to red. Drivers were instructed to treat this as an emergency stopping situation. 
During some trials a cell-phone task was presented in which participants were 
required to decide if a digit displayed on a cell-phone matched the first digit of a 
phone number they had been asked to memorize. Results showed that, under dual-task 
conditions, drivers braked more intensely in order to compensate for their slower 
response to the light change (c.f. Lesch and Hancock, 2004) however they still ended 
up 50% closer to the intersection than under single task conditions. Additionally, 
participants were also more likely to "miss" the red light in the presence of the cell-
phone task. Horrey, Lesch and Garabet (2008) examined the extent to which 
participants are aware of such performance decrements. They measured participant's 
ratings of task performance in comparison to direct measures of driving performance 
.under dual task conditions. In general, participants rated their performance in the 
distraction condition as poorer than in the baseline condition. However, participant's 
subjective estimates of distraction did not always correspond to objective measures of 
performance and in some instances; the subjective measure of distraction was in the 
opposite direction of the actual distraction effect. 
Beede and Kass (2006) demonstrate the impact of mobile phone conversation on 
simulated driving performance. The experimental task was a variation of the 
peripheral detection task (Miura, 1986) in which a symbol (red arrow) appeared in the 
lower right or left side of the computer monitor. Participants were required to respond 
when the arrows were replaced a diamond of the same colour and size to the change 
by pressing buttons located on the side of the steering wheel. Results showed a 
significant increase in traffic violations and attentionallapses when drivers were using 
the phone. This was despite instructions emphasizing careful driving and prioritising 
manual control of the vehicle over phone use. Participants made less speed adjustment 
and drove significantly faster than they did when not exposed to the phone task. This 
means that margins of safety are reduced by the addition of the secondary message 
task. Furthermore, listening and responding to messages was associated with 
significantly riskier decision-making (shorter accepted gaps in terms of both distance 
and time). 
Haigney, Taylor and Westerman (2000) conducted a driving simulator study 
participants were required to complete a series of short task in a driving simulator, 
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while at the same time completing a simulated mobile phone task (Grammatical 
Reasoning Test; Baddeley, 1968). Changes in heart rate indicated that mobile phone 
use increased the cognitive demand experienced by drivers. Mean heart rate4 was 
found to be higher during the call period of the experimental run in comparison to 
baseline measures. Furthermore, no significant difference was found between hand-
held and hands-free conditions; which indicates that increases are not related to the 
physical demands of holding a handset, which implies that the cognitive demands of 
the phone task require more effort. Further evidence to support the notion that a 
hands-free phone does not remove the impairment associated with phone use while 
driving can be found in studies by Lamble, Kauranen, Laakso and Summala (1999), 
Matthews, Legg and Charlton (2003) and Rakauskas, Gugerty and Ward (2004). 
The cognitive demand of the conversation is the mam factor that determines the 
magnitude of the effect of mobile phones on driving performance (Horrey and 
Wickens, 2004). Fox and Parkes (1989) assert that one of the most significant 
differences between phone conversation and conversation conducted in person is the 
absence of social cues which can dictate the pace of the conversation as both the 
driver and passenger adjust to changes in demand in the driving task. In contrast, 
phone conversations are typically paced, in that there is a greater expectation of 
continuous conversation, regardless of the driving demands. Unlike a passenger, a 
person on the other end of a phone conversation cannot see when roadway situations 
require the driver's complete attention (Mc Knight and McKnight, \993). Much of the 
research regarding the impact of mobile phones may be difficult to relate to the real 
world situation of using the mobile phone while driving as they represent neither 
typical conversations nor the demands such drivers face (Fairclough, et aI, 1991). 
Previous research on driver distraction while using mobile phones has used artificial 
tasks such as mathematical or verbal tests as content for simulated conversations. 
These types of empirical task, although quantifiable, are limited in terms of their 
associated ecological validity as techniques of studying the effects of car phone usage. 
Research that has used more realistic conversation has shown that conversation 
severely effects performance of the driving task. For example, Fairclough, Ashby, 
4 Mean heart rate has been shown to be a reliable workload measure sensitive to changes in demand 
(Fairclough, Ashby, Ross and Parkes, 1991). 
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Ross and Parkes (1991) showed that participant's took longer to drive a pre-set route 
under conversation conditions. In addition, average speed decreased and heart rate 
increased in line with increases in workload (NASA-TLX; Hart and Stave land, 1988). 
Evidence has been presented that illustrates the impact that mobile phones can have 
on the driving task when performed together. A number of questions remain 
unanswered regarding the impact of IVIS. For example, how does the mobile phone 
literature relate to other IVIS devices, can the findings of these studies be generalised 
across systems and what evidence is there of the impact of satellite navigation systems 
on performance of the driving task? There is anecdotal evidence that drivers develop 
reliance and trust in the information given to them by such devices that results in a 
tendency to follow instructions even if they conflict with traffic regulatory 
information e.g. drivers turning the wrong way onto a one-way street, lorry drivers 
becoming stuck under bridges, turning into cul-de-sacs and being directed onto train 
lines (Carey, 2008). A survey of motorists by Direct Line (2002) revealed that around 
300,000 motorists have crashed because of instructions from satellite navigation 
systems. The study also revealed that 1.5 million drivers have swerved dangerously or 
illegally in traffic while following directions and I in \0 drivers admitted following 
navigation devices even when instructions made them take a dangerous or illegal 
turns. 
Chaing, Brooks and Weir (2001) conducted an evaluation of a prototype GPS based 
navigation system. Participants entered a series of destinations using a touch screen 
input while driving an instrumented vehicle on city streets. Responses were recorded 
via videotape and subsequently analysed to obtain keystroke timing, eye fixations, and 
entry errors. Results indicate that, as the complexity [workload] of the driving task 
increased the amount of resources directed towards the IVIS task are reduced. Longer 
entry times were associated with shorter average eye fixations on the consol. When 
lane exceedences occurred they were often associated with an eyes-off-the-road time 
greater than three seconds. Furthermore, participants typically drove slower during the 
destination entry trials in comparison to baseline speeds. The results of this study 
show that drivers can enter destinations into a contemporary navigation system under 
traffic conditions and can do so without exceeding acceptable levels of secondary task 
loading, path performance, and task difficulty. 
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Tijerina, Palmer and Goodman (1998) examined destination entry while driving using 
four commercially available route guidance systems. Three systems were reliant on 
text based inputs while the fourth involved voice input and output. Participants drove 
an instrumented vehicle around a 7.5 mile test track complete with light traffic. 
Participants completed three satellite navigation tasks (address, intersection, point of 
interest), two non-destination entry tasks were included as a benchmark (dialling a 
mobile phone and tuning a radio). Results indicated that, on average, all three systems 
with visual-manual methods of destination entry were associated with lengthier 
completion times, longer eyes-off-road-ahead times, longer and more frequent glances 
to the device, and greater numbers of lane exceedences than the voice system. 
However, the voice system was associated with substantially longer and more 
frequent glances away from the road scene. Regardless of system, the destination 
entry task took substantially longer to complete than either the phone dialling or radio 
tuning tasks. All of the POI destination entry tasks took significantly longer (range 
75-118 seconds) than manually dialling an unfamiliar telephone number 
(approximately 28 seconds) or tuning a radio (approximately 22 seconds). The 
average glance duration for the voice recognition based system was around 1.0 
second, in comparison to between 2.5 seconds and 3.2 seconds for the other systems 
and comparison tasks. Overall, the results of this study indicate that dangerous driving 
occurs almost exclusively during destination entry tasks and can explained by the fact 
that the these tasks divert attention from driving [c.f. Parkes, Fairclough, and Ross, 
1991; Pohlmann and Traenkle, 1994]. 
Many IVIS can be of benefit to driving; satellite navigation systems allow drivers to 
travel to unknown destinations in relative safety (Chen, 2006), mobile phones provide 
rapid access to police and emergency services (Redelmeier and Tibshirani, 1997) 
allowing them to reach crash scenes quickly and save lives and e-mail, web access 
and other such systems will facilitate development of efficient mobile offices 
(Agrawal and Famolari, 1999; Hameed, 2003). However, given the negative 
consequences associated with driver distraction there is a moral responsibility to 
moderate the impact of the technologies that are introduced into the driving 
environment. It is important that the impact [distraction potential] of such devices on 
driving perfonnance is quantified and the knowledge gained used to improve task 
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design [Engineering], driver training [Education] and where appropriate inform 
legislation [Enforcement] and restriction of use (Stanton, Walker, Young, Kazi and 
Salmon, 2007). 
2.5 Dual Task Performance 
The dual-task method is a frequently applied tool in the measurement of human 
performance (Pashler, 2000; Harms and Pattern, 2003). The primary aim of any 
evaluation of IVIS is to ascertain whether drivers are able to perform concurrent 
system tasks in dynamic and sometimes difficult circumstances as one would expect 
to encounter during performance of the driving task. These evaluations often 
implement a dual-task methodology which hypothesizes that performance of a 
primary task will deteriorate with the introduction of a secondary task. For these tests 
the primary task does not necessarily have to be driving a car. It is only required to 
present a primary task which mimics the task demands associated with driving while 
operating a secondary task (the interface). The dual task approach purposely divides 
the attention of the subject in order to define the limits of their processing capabilities 
and time sharing between concurrent tasks is usually associated with a cost of 
concurrence assumed to reflect the limits of human processing. 
An early example of the dual task paradigm is Brown and Poulton (1961) who used a 
2.2 mile test circuit through the city of Cambridge encompassing both 'shopping' and 
'residential' areas. Measurements of average speed and frequency of control 
movements were taken. It was hypothesised that mental load would be greater in the 
more complex shopping areas of the circuit. This would in turn induce greater error 
rates in an auditory task based secondary task (Participants were required to detect the 
new digit in a chain of 8 digits only one digit changed in each chain). A small 
difference in error rates between the two conditions was observed reflecting small 
differences in workload between conditions. 
The methodology applied in this thesis focuses on the ability of drivers to manage 
secondary tasks, the different levels of cognitive workload that are associated with 
their introduction and their impact on attentional resource allocation. Human 
performance limits have played an important role in catastrophes that have occurred 
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in aviation and other fields; a sound understanding of such limits may aid in designing 
systems and procedures that can eliminate such disasters (Pashler and Johnston, 
1998). Driver distraction is widely recognised as one of the central causes of road 
traffic accidents (Patten, Kircher, Ostlund, and Nilsson, 2004) and is the inability to 
pay sufficient attention to all present tasks, or one task that requires particular 
attention. Driver distraction implies that drivers do things that are not critical to the 
driving task, which leads to a reduction in the attentional resources that would 
normally be allocated to safe completion of the driving task. Based on this approach, 
driver distraction lies in the limitations of human attentional resources and how such 
resources are allocated (Patten, Kircher, Ostlund, Nilsson and Svenson, 2006). Within 
the boundary of dual task theory distraction will occur when drivers; exceed the limits 
of their processing capabilities or incorrectly allocate their mental resources. In order 
to understand how distraction can occur, it is important to examine the limits of 
human processing and how human operators allocate attention by considering the 
theoretical basis of dual-task performance. 
2.5.1 Theoretical basis of dual-task 
The earliest information-processing theories of attention tended to assume very severe 
limitations in perceptual processing and performance in dual task situations is 
governed by the processing limitations of the participant. Broadbent (1958) proposed 
a system in which all information from all stimuli present at any given time enters a 
sensory buffer [c.f. bottleneck]. In which information is selected for further 
processing based on its physical characteristics (which ear the information is coming 
to, tbe type of voice). The meaning of the message is not taken into account in the 
filter. Semantic processing is carried out after the attended to information has been 
selected, assuch, information in the unattended ear is not understood. The purpose of 
this filter is to prevent the limited-capacity information processing system from being 
overloaded. Any information that is not processed decays rapidly. The single [serial] 
limited capacity channel has access to information in long term memory, where this 
information can guide users to the appropriate response (Figure 2.4). 
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Figure 2.2: Broadbent's (1958) Filter Model of Attention 
Traditional research in this field concentrated on a participant"s ability to focus their 
attention and utilised a key methodological approach; dichotic listening. In which, two 
different auditory stimuli (usually speech) are presented to the participant 
simultaneously, one to each ear. Participants are asked to attend to one [focused 
attention 1 or both of the messages [divided attention]. They are then asked about the 
content of the messages. A prime example of the dichotic listening experiment was 
conducted by Broadbent (1954) who presented subjects with three pairs of 
simultaneous digits to be recalled, one of each pair in a different input channel and 
asked them to recall as many digits as possible. Under normal circumstances 
participants are able to recall around 7 (+1-) 2 digits (Miller, 1956), under dichotic 
listening conditions participants were able to recall no more than six. Additionally, 
participants showed a preference for reporting digits by presentation channel rather 
than the order in which they were heard. When the number of digits per ear was 
increased to six, participants were unable to report the second set of digits. This is 
evidence of a limited short term memory store that holds items prior to high level 
processmg. 
Cherry (1953) required participants to shadow a passage of prose heard through one 
ear, at the same time as different information was presented to the other ear. Results 
demonstrate that participants were unable to recall the verbal content of the 
unattended message, they were aware of its general physical characteristics (e.g. 
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gender of the speaker), but they did not notice when the language changed from 
English to German, or the speech was played in the reverse direction. They did notice 
when the two messages were the same, when the voice changed from male to female 
and when the unattended message was replaced by a tone. Detailed aspects such as 
language, individual words or semantic content are not noticed in the unattended 
channel. Some evidence however, suggests that highly pertinent information from the 
unattended channel receives minimal processing as, selection of the attended to 
stimulus is based on the expectation of future inputs and the properties of the 
currently attended to stimulus (Norman, 1968). Some inputs have a permanently high 
level of pertinence e.g. the individual's name; while others fluctuate dependent on 
their relevance to the current task (Moray, 1959). 
Gray and Wedderburn (1960) provide further evidence to suggest that the unattended 
message receives processing beyond it physical characteristics. When common words 
were used instead of digits participants were found to group their responses by 
meaning rather than input channel. Treisman (1960) further demonstrated that the 
unattended message must receIve processmg beyond the basic physical 
characteristics. Results show that participants switch attention to the unattended 
message so that the shadowed (attended ear) sentence makes semantic sense. For 
example when presented with; 
Attended ear: 
Unattended ear: 
Sitting at the mahogany / three 
Let us look at these / table. 
Participants generally recalled 'sitting at the mahogany table' rather than sitting at the 
mahogany three'. In addition, Treisman and Geffen (1967) found that participants 
who were required to make a response whenever they heard a target word within two 
pieces of presented prose (one shadowed and one unattended) could correctly identi fy 
90% of the target words within the primary channel and around 9% of those in the 
unattended channel, suggesting that all information presented receives some, but not 
full, processing. 
Treisman's (1964) attenuation· model proposes an alternative mechanism for the 
selection of the attended to signal. Attenuation has been likened conceptually to 
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turning down the volume on the TV so that you can better concentrate on a 
conversation. Listeners assign a relative value to the loudness of sounds and messages 
differ in terms of this "subjective loudness" (Treisman, N., 1964). Paying attention to 
a message means increasing its sUbjective loudness. Within the shadowing task, 
messages from the shadowed ear have a higher subjective loudness than messages 
from the non-shadowed ear. If important information is presented in a channel that is 
unattended it is possible for participants to notice and switch attention to the novel 
message. This process can be used to explain the pattern of results obtained in 
previously described studies (Gray and Wedderburn, 1960; Treisman, 1960; Treisman 
and Geffen, 1967). For example, recognising ones name in the unattended channel 
(Cherry, 1953) can be explained by the fact that, an individuals name has a 
permanently and will therefore be recognized even if it is presented to the non-
shadowed ear. 
Early selection theorists have suggested that selection is based on the characteristics 
of the sensory signal (Broadbent, 1958), while late selection theorists (Norman, 1968; 
Treisman, 1964) have argued that selection occurs after stimulus identification or 
semantic encoding, perhaps controlling the transfer of information to short-term 
memory. N either early nor late mechanisms can account for all the experimental 
evidence completely. Many observations have contradicted the notion of a bottleneck. 
An alternative account of human performance under dual-task [divided attention 1 
conditions is provided by resource theories. 
2.5.2 Resource theories 
Moray (\ 967) proposed a limited capacity central processor whose organisation can 
be flexibly altered by internal self programming. Capacity resides within a single 
undifferentiated reservoir from which resources (processing networks) can be 
allocated dependent on the demands of the task. As the demands of the primary task 
increase it renders fewer resources available for other tasks, performance on 
subsequent tasks will thereby deteriorate to a degree proportional to the increased 
demand of the manipulated task. The concept of resources draws on economic and 
thermodynamic metaphors, utilizing the notions of supply and demand for the former 
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and 'pools' of energy or processing units available for the latter. Capacity can be 
divided among different processors when divided attention is required. Navon (1985) 
identified five properties that define any resource theory; 
I. Aggregate nature; resources come m units, any number of which can be 
invested in a certain process. 
2. Exclusive usage of units; resources are private commodities in the sense that 
each unit can be used by only one process at a time. 
3. Distributability; resources can be invested in more than one process at a time, 
and different units can be allotted to different processes. 
4. Effectiveness; the amount of resources invested in a single process affects the 
quality of its output. 
5. Scarcity; the amount of resources available at any point in time is limited. 
Momentary 
intentions 
Miscellaneous 
determinants 
Arousal 
Miscellaneous 
1---+ manifestations 
of arousal 
~ ~-------
I Available : 
capacity 
Allocation 
policy 
Possible activities 
Responses 
Figure 2.3: Kahneman (1973) single resource model 
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Kahneman (1973) conceptualised mental resources as a single pool with a finite limit 
where successful performance is dependent on the demands placed on this capacity. 
Attention can be successfully divided between numerous tasks provided total 
resources required do not exceed the limits of capacity (Norman and Bobrow, 1975). 
For example, drivers commonly listen to the radio while performing the driving task 
with little or no impact in terms of safe operation of the vehicle (Brown, 1965). The 
allocation of capacity is dictated by enduring dispositions, momentary intentions, and 
the evaluation of attentional demands. A central processor is responsible for the 
allocation of resources to each task (Figure 2.6). Performance decrements occur when 
individuals expend resources for maintaining attention faster than they can be 
replenished (Parasuraman, Warm, and Dember, 1987). Within this frame work, 
components that require attention are referred to as controlled processes. A 
controlled process is slow, demands attention, allows parallel processing and, more 
often than not, processing is unavoidable (Schneider and Shiffrin, 1977; Shiffrin and 
Schneider, 1977). As the subject becomes more skilled at a task less capacity is 
required to complete the task and automation of actions can occur with practice. Task 
components that do not require attention during their processing are referred to as 
automatic processes. They are usually; serial in nature, are reliable, insensitive to 
increased attentionalload and are strongly volitional (Schneider, Dumais and Shiffrin, 
1984). 
A prime example of this is learning to drive. At the beginning of the learning process 
new drivers expend vast amounts of cognitive resources acquiring the cognitive 
(formal and informal rules, experience of traffic situations) and motor skills (vehicle 
handling skills) that are necessary for the safe operation of the vehicle. As the learner 
progresses through their tuition the actions required to complete each element of the 
task become more practiced and increasingly automated (skill based learning; 
Rasmussen, 1980; \983). Experienced drivers can use skill based actions to navigate 
familiar routes or negotiate familiar obstacles. This is consistent for the majority of 
acquired skills. The acquisition of automatic processing can free up the resources of 
the driver for other tasks (it is a distinct possibility that these tasks include IVIS 
related tasks). Drivers with greater experience have greater automation of the driving 
skill thus they have more mental resources to direct towards other tasks, however 
even experienced drivers will experience greater cognitive workload in novel 
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situations i.e. driving to new destinations, because rule-based behaviour will dominate 
in unfamiliar situations where previous experience helps select the appropriate actions 
for the task. Automatic processing is a key element of dual task performance because 
the habitual nature of some task elements frees up attentional resources that can be 
utilised to facilitate controlled (and eventually automatic) processing ofIVIS tasks. 
A major criticism of single resource theory is that it fails to explain how two tasks can 
be perfectly time shared even when the difficulty of each task has been manipulated. 
Degradation of performance does not always occur. Difficulty insensitivity (Wickens, 
1980) occurs when there is an increase in demand in the secondary task that does not 
affect performance of the primary task. Norman and Bobrow (1975) make the 
distinction between data limited and resource limited tasks. When there are sufficient 
resources to complete a task performance is data-limited, with increasing demands 
performance becomes resource limited which in turn leads to a reduction in 
performance for one or more of the tasks. Deterioration in performance generally 
occurs as a gradual change rather than a sudden failure (the principle of 'graceful 
degradation'; Norman and Bobrow, 1975). When workload increases significantly 
non-essential tasks are shed first for example, in the driving task listening to the radio 
would be compromised before vehicle control. 
------ Stages -----_ 
1 Visual 
1 
Auditory 
'" Spatial , 
.. 
'" 
Encoding 
Verbal 
Central 
processing 
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Figure 2.4: Wickens' (1984) multiple-resource model 
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An alternate view of attentional processmg capacity that may explain difficulty 
insensitivity is multiple resource theory. Multiple resource theory (Navon and 
Gopher, 1979; Wickens, 1980; 1984; 2002) proposes that there are separate pools of 
resources along three dichotomous processing dimensions that are rigid and limited 
(Figure 2.6). 
I. Early vs. Late processing stage 
2. Auditory vs. Visual input modality 
3. Verbal vs. Spatial processing codes 
Different tasks involve different degrees of competition for these resources. 
Performance of simultaneous tasks will be better when tasks do not compete with 
each other on any of these resources. There is a cost associated with combining tasks 
that is greater than the individual difficulty of each task in isolation. Input modality is 
the most relevant issue with regards to IVIS and driving, as driving is primarily a 
visual task, therefore any task that are reliant on the visual mode will interfere with 
safe operation of the driving task. 
2.5.3 Criticisms o/resource theory/ dual task methodology 
There are a number of general criticisms of resource theories and by extension the 
dual task method primarily because dual-task deficits can frequently be attributed to 
various costs of concurrence, such as timesharing, structural interference, response 
competition, and output interference, rather than to competition for shared resources 
(Brainerd and Reyna, 1989; Guttentag, 1989; Howe and Rabinowitz, 1989; Navon, 
1984; Navon and Gopher, 1979; Norman and Bobrow, 1975). Rugg (1986) suggested 
that the concept or 'resources' arises from the current inability to adequately define 
the cognitive architecture that is responsible for information processing. Our 
theoretical commitments fashion our interpretations of data (Reyna and Brainerd, 
1989). By using the terminology of resource theory and accepting it uncritically 
researchers may describe artefacts in their research. The majority of resource theorists 
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have become too comfortable with the use of economIc and thennodynamic 
metaphors and have stopped looking for alternative viewpoints (Bjorkland and 
Harnishfeger, 1989). 
A further criticism of resources theories is that it is very difficult to test the concept of 
a resource itself. Resources are difficult to define operationally and therefore difficult 
to empirically test (Szalma and Hancock, 2002). Resources theories are non-
falsifiable as any pattern of results can be explained by attributing them to a particular 
pattern of resources. By not specifying the number or function of such resources it 
makes it virtually impossible to test any model as any result can be explained by 
proposing that the conjoined tasks either do or do not share a particular resource 
(Lund, 2001). This also makes it difficult to make predictions regarding the amount 
of dual task decrement when task X is conjoined with task Y. Traditional resource 
theories do explain negative results, i.e. when the demands of the task do not exceed 
processing capacity (Young and Stanton, 2002), but could explain almost any possible 
pattern of results after the fact (Guttentag, 1989). Nor do they make finn predictions 
about the effect of the secondary task or an interaction between primary and 
secondary tasks (Navon, 1984; Howe and Rabinowitz, 1989; Young, Regan and 
Hammer, 2003). It is possible that task pairings have 'emergent' properties that 
cannot be predicted from perfonnance of the tasks individually (Duncan, 1979). An 
experimental example of this is provided by Treisman (1979). In which, participants 
are required to identifY two simultaneous complex stimuli (a red triangle and a blue 
square) from a stimulus display. A significant problem would be incorrect 
organisation of the component elements into the correct stimuli. Such failures may 
result in novel combinations of features that occur separately in the original display 
(e.g. red square or blue triangle). This phenomenon can not occur with a single 
stimulus and is a result of the combination of two stimuli. 
An additional problem with the application of the dual-task method is the 
prioritisation of tasks. There are three possible situations that arise in the dual task 
paradigm in tenns of the importance placed on the secondary task; primary 
importance, secondary importance and of equal importance to the driving task. 
Blurring the relative importance of the primary and secondary tasks in a simulated 
environment may lead to greater resources being allocated to the secondary task 
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especially in comparison to the road trial (Lansdown, Brook-Carter and Kersloot, 
2004). Matthews and Sparkes (1996) provide a particularly relevant demonstration of 
the impact of task prioritisation. Participants' performance in a dual task setting was 
shown to improve due to participants applying more effort to these tasks and relaxing 
when performing the driving task alone. An example of this could occur in the case of 
the LCT where it may be possible to observe an increase in the mean deviation from 
the normative model in conditions where participants are required to drive without the 
presence of a secondary task. In each experimental situation it is necessary to identify 
the relevant factors for each stakeholder in the experiment, primarily the investigator 
and the subject (Brown, 1978). Ideally, when driving, the primary task should be 
driving in a safe and acceptable manner, while any IVIS should be considered as a 
secondary task. However, Navon (1984) cautioned that the two common priority 
manipulations might unintentionally convey to the subjects that performance is 
supposed to trade off. Furthermore, when instructions to maintain primary task 
performance are given, they are often not successfully followed (Navon and Gopher, 
1979). 
Brainerd and Reyna (1989) offer an alternative interpretation of dual-task deficits and 
describe their development as instances of output interference between otherwise 
independent systems. The interference hypothesis assumes that fundamentally 
independent control systems are activated during motor tasks but that these systems 
can generate outputs that interfere with each other causing deterioration in 
performance. Many physical systems whose activities and energy sources are 
completely independent produce interfering outputs when operated concurrently. 
Lashley (1951) proposed that animal and human behaviour is organised sequentially. 
The production of serial behaviour involves the parallel activation of a set of actions, 
with responses activated internally before being externally generated. When responses 
are processed in parallel the individual is faced with the problem of organising these 
responses, they are forced to choose one response over another or arranging the 
competing responses so that one occurs after the other, i.e. generating serially ordered 
behaviour. Either solution requires that one of the possible responses be allowed to 
control behaviour while the others are suppressed until the chosen response is 
completed. The ability to process potential responses in parallel means individuals are 
able to consider multiple options in a short time period, however the serial nature of 
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responses forces us to choose between them. This transfer of mental activity to 
physical behaviour creates an output bottleneck i.e. a decision stage during which a 
response is chosen from the alternatives delivered by memorial and reasoning 
processes. Under dual-task conditions the decision mechanism is forced to operate in 
parallel rather than in its preferred serial model (Brainerd and Reyna, 1989). 
Response competition proposes that that interference occurs due to parallel perceptual 
processing and is commonly observed in dual-task situations in which subjects must 
respond to a target object in the presence of to-be-ignored distracters (as in the SURT 
which will be discussed shortly). The distracters lead to increased error rates and 
delayed reaction times. The main issue concerns structural incompatibility between 
the two tasks e.g. if participants were required to tap two spatially separated keys with 
the same finger. Navon and Gopher (1979) provide an anecdotal illustration of 
response competition, singing a waltz while dancing the tango. Neither task is likely 
to be totally disrupted by concurrent performance, but because of the different tempos 
required to perform each task performance will inevitably suffer as the outputs 
generated by these two tasks interfere. Even if there is no obvious component 
common to two tasks that interfere, interference may still occur because doing one 
task changes the conditions under which the second must be performed (Navon, 
1984). A popular experimental example of response competition is the Stroop effect 
(Stroop, 1935) where there is increased competition between responses, because the 
number of possible responses is increased by the conflict between the 
semantic/structural content and the colour content of the words presented. 
In the comparison of theoretical models of attention, by assuming that the alternatives 
compared are mutually exclusive, the possibility of a broader and more differentiated 
theory is ignored (Navon and Gopher 1975). Kahneman (1973) contrasted "structural" 
models of attention such as the response competition model (Brainerd and Reyna, 
1989) with "capacity" models and argued that neither approach is likely to account for 
all the available evidence, but that each may capture an important aspect of human 
cognition. With respect to resource theories it is important to specify which types of 
tasks would be expected to share common resources (Chapman, 1989). 
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2.6 The development of standard assessment methods for the 
evaluation of [VIS impact on driver performance 
There is a necessity to develop standardised methods of assessing the impact of IVIS 
on driver performance (Noy and Zaidel, 1991; Jahn, Oehme, Krems and Gelau, 2005; 
Pettitt, Burnett and Stevens, 2007). Adoption of such guidelines and principles serves 
to enhance safety, ease of use and critically reduce distraction (Green, 2009). It is 
important that such systems are designed so that they convey information to the driver 
in an effective and safe manner (Gale, I 996).Furthermore; they must be developed 
before crash data accumulate (Burnett, Summerskill and Porter, 2004). Several good 
standards are in existence for the design of human computer interfaces (Green, 2000). 
To promote safety and efficiency, IVIS standards must place the emphasis on the 
effect that the system is having on the driver (Parkes and Ross, 1991 a). The 
quantification of the distraction potential of IVIS has been identified as a critical 
venture in the safe design and operation of not only current but future vehicles. 
" ... there is an urgent need to develop principles and guidelines for the design of 
Advanced Driver Information Systems (AD IS) that are ergonomically 
compatible with the primary task of driving and support drivers' information 
needs" 
Noy and Zaidel (1991) 
There are three basic types of standard; product, procedural and performance 
(Howarth, 1987). Product standards specify the physical aspects of the system. An 
example in office standards could be that the home row of a keyboard should be no 
more than 5cm above desk level. Procedural [c.f. Process] standards describe the 
programme of analysis and testing the manufacturer must use, within the design cycle, 
to provide assurance of usability and safety i.e. task analysis, primary evaluations and 
prototyping. Performance standards specify the user performance levels which 
should be achieved with a particular system. For example, SAE Recommended 
Practice J2364: "the 15-second rule" (SAE, 1998), which uses static time on task to 
determine what constitutes acceptable distraction. Performance standards can also 
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include specification of the methods and metrics to be used in evaluating a system 
against the standard. Performance standards are not concerned with technical system 
performance. They adopt a driver centred approach and are more concerned with 
enabling task performance. 
In order to promote safety and efficiency within the driving task emphasis must be 
placed on the effect that the system is having on the driver therefore it is necessary to 
focus on the development of performance standards (Green, 2009). The advantage of 
performance standards is that they are not dependent on technology and as such do 
not constrain innovation by referring to specific systems (Stevens, 2009). However, 
many of these test do not have a clear test of conformance, without which designers 
must rely on their own interpretation of guidance (Bums, 2009). One element of 
standardisation that is counterproductive is the unwi llingness of the motor industry to 
adopt such standards (Parkes and Ross, 1991 b). It is important to realise that suppliers 
are sensitive to market forces and as such design decisions are the result of a cost-
benefit analysis that can be affected by factors other than ergonomics and safety. 
However, the setting of realistic performance and process objectives can lead to a 
minimum design standard that does not place unnecessary burden on manufacturers 
(Parkes and Ross, 1991 a). 
To maximise the potential of standards the methods employed should be specific and 
applicable early in the design process (Stevens, 2009), before substantial amounts of 
money have gone into product development. It has been suggested that when 
determining the distraction potential of a device, the only valid comparison is with 
baseline driving (Reed-Jones, Matthews and Trick, 2008). This is the case with the 
Lane Change Task (LCT, Mattes, 2003; IS026022, 2008), where a within subjects 
comparison between single task performance and performance under-dual task 
conditions is recommended. However, this may be unnecessarily restrictive given that 
drivers often perform tasks not critical to the driving task such as tuning the radio and 
altering climate controls (Neale, Dingus, Klauer, Sudweeks and Goodman, 2005). The 
majority of these tasks are considered safe, in that there is no legislation prohibiting 
their use. If the novel system produces more distraction relative to the comparison 
task it must be concluded that the device produces unacceptable levels of distraction. 
One problem with this approach is that it relies on choosing an appropriate 
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comparison task. It is possible for an IVlS device to produce more distraction, but still 
be safe and acceptable. The selection of these tasks has prompted significant debate 
within the research community (Haigney and Westerman, 2001). 
There are currently three methods that are favoured by the international research 
community; Visual Occlusion (ISO: 16673, 2007), the Peripheral Detection Task 
(POT; Miura, 1986; van Winsum, Martens and Herland, 1999; Olsson and Bums, 
2000) and the LCT. These methods will be discussed further in Chapter 3. The 
drawback to such methods is that the results can only be used in isolation; their role in 
the overall evaluation process is unclear. For example, the LCT does not currently 
have a safety critical criterion on which to judge participants' performance. The only 
comparison is between baseline and dual-task performance, although the impact of 
IVlS on performance can be examined by looking at the changes in performance, it 
does not inform us as to whether these changes are safe or unsafe. An alternative 
approach involves making a comparison between lVIS performance and an absolute 
measure (Smith and Merhi, 2005) of task performance such as static task time. For 
example, the' IS-second rule' (J236S, SAE, 1998) uses a criterion value of 15 seconds 
static time on task to distinguish between devices that produce acceptable and 
unacceptable levels of distraction. The major difficulty of designing absolute 
performance standards is achieving consensus on what is an appropriate absolute 
value (Green, 1999). 
The following documents have been identified as relevant to the development of IVIS. 
The list comprises available guidelines and standards that cover the fields of design, 
evaluation and assessment. 
• European Statement of Principles on Human Interface (European Commission, 
2000) 
• Statement of principles, criteria and verification procedures on driver 
interactions with advanced in-vehicle information and communication systems 
(AAM,2003) 
• SAE standard for calculating the time to complete in-vehicle navigation and 
route guidance tasks (SAE, 1998). 
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• ISO 15005. Road vehicles - Ergonomic aspects of transport information and 
control systems: Dialogue management principles and compliance procedures 
• ISO 15007-1. Road vehicles - Measurement of driver visual behaviour with 
respect to transport information and control systems - Part I: Definitions and 
parameters. 
• Isorrs 15007-2. Road vehicles - Measurement of driver visual behaviour 
with respect to transport information and control systems - Part 2: Equipment 
and procedures. 
• ISO 15008. Road vehicles - Ergonomic aspects of transport information and 
control systems - Specifications and compliance procedures for in-vehicle 
visual presentation. 
• ISO/CD 16673: Occlusion method to assess visual distraction due to the use of 
in-vehicle information and communication systems. 
ISO 17287 (2003) provides an overview of common assessment methods and criteria 
used to evaluate the IVIS or ADAS tasks used while driving. This standard is 
applicable when a comparison of current devices has to be made; its use is not 
recommended as part of the early stages of the development process. One area where 
standardisation is lacking is in the definition of an appropriate sample of drivers for 
the evaluation of IVIS. In general studies provide simple demographic data i.e. age, 
gender, experience; however many overlook a wide range of characteristics that can 
effect driver performance (unless they are a variable of interest within the study). As 
such there is a need to.define th.e .population characteristics of the participants 
recruited for experiments applying such standards. In order to ensure the results are 
representative of the relevant driver population. 
ISO: 13407 (1999) provides guidance on human-centred design activities throughout 
the life cycle of computer-based interactive systems. It is aimed at those managing 
design processes and provides guidance on sources of information and standards 
relevant to the human-centred approach. In most design processes, it is necessary to 
specity the functional requirements for the product or system. For human-centred 
design, this activity should be extended to create an explicit statement of user and 
organizational requirements. In particular section 5.2 (The active involvement of users 
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and a clear understanding of user and task requirements) states that it is "essential that 
users or appropriate representatives are involved in development, in order that the 
relevant user and task requirements can be identified for inclusion in the system 
specification, and in order to provide feedback through testing of the proposed design 
solutions". Achieving this standard for IVIS devices is made difficult by the need to 
accurately define the target user because the development of generic or consumer 
products involves a user population that has a wide range of characteristics that vary 
within the population. The difficulty is in defining the criteria needed to select an 
appropriate sample. 
Product quality is a function of several attributes, for example; technical reliability, 
task match, ease of operation, ease of learning, user acceptability, build quality and 
value for money and most of these elements have their foundation in the human 
response to the technical system (Parkes and Ross, 1991 b). It follows that for a design 
to guarantee a high quality product it must focus on the requirements and attributes of 
the potential user. The chances of achieving a near optimum design without a formal 
consideration of human factors are low as such there has been a shift of focus in 
recent times from investigation of the physical environment and the vehicle to 
understanding the behaviour of the road user (Rothengatter, 1997). 
2.7 Individual differences 
Fundamental individual differences exist between users, For example, age (Brown 
and Groeger, 1988; Keall, Frith and Patterson, 2004), gender (Jonah, 1990; Harre, 
Field and Kirkwood, 1996; Attewell, 1998; Laapotti and Keskinen, 2004), socio-
economic status (Lund, 1986; Whitlock, Norton, Clark, Pledger, lackson and 
MacMahon, 2003) etc. and establishing the effect of these differences on dual-task 
performance is a key stage in the development process of new IVIS technologies. This 
study aims to explore one driver characteristic [sensation seeking] that may have a 
significant impact on performance of the driving task whilst using IVIS. This thesis is 
a first step towards defining the characteristics that affect performance trials and to 
build this knowledge base towards defining a behavioural model of driver 
characteristics. This will allow future researchers and system designers to produce 
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more accurate evaluations of new systems by controlling for such characteristics when 
selecting participants. 
Participant selection is an important aspect of any IVIS assessment because if the 
participant sample is not appropriate, the results of a study are likely to be misleading. 
In order to be certain that our evaluation of novel systems is accurate we must be sure 
that our evaluation of the population and their performance is accurate. The selection 
of participants to evaluate such systems requires some certainty as to how those 
participants generally behave. It is apparent that some individuals can avoid 
involvement in motor vehicle accidents throughout the course of their driving careers; 
however others appear to be involved in multiple incidents. This lends support to the 
notion of the 'at risk' driver and in turn led to widespread interest in the individual 
differences that occur between drivers and in particular how emotional and 
personality factors influence driving behaviour and accident involvement. With the 
advent of the user centred design approach individual differences have become of 
even greater importance to the development of in-vehicle information systems as 
these factors will often influence how such devices are designed and used. 
A large variety of samples have been used in previous IVIS evaluations and quite 
often no rationale is provided for the selection of these participants. Significant 
research effort has been exerted in order to establish the effects of a variety of driver 
characteristics on safe performance of the driving task for example, age. Population 
projections for the United Kingdom illustrate that the population is ageing. The 
National Statistics Office predict that the population will rise from 59.6 million in 
2003 to 60 million in 2005, will then reach 65.7 million by 2031 and finally peak at 
67 million in 2050 before beginning to decline (Shaw, 2004). These figures illustrate 
the importance of developing an increased understanding of the effects of age on 
driver performance, as older drivers will soon constitute the most significant 
proportion of the driving population. 
The effects of ageing have a significant impact on the accident involvement of older 
drivers (Williams and Carsten, 1989; Stutts, Stewart and Martell, 1998). Older drivers 
are less likely to be involved in police reported accidents but have a higher risk of 
involvement fatal accidents (Lyman, Ferguson, Braver and Williams, 2002). As 
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drivers age there is an increased likelihood that medical conditions will inhibit driving 
ability (Dellinger, Sehgal, Sleet and Barrett-Connor, 2001). Poor visual acuity (Ball, 
Owsley, Sloane, Roenker and Bruni, 1993; Owsley, Ball, McGwin, Roenker, White 
and Overley, 1998) and the impairment of cognitive functioning (Withaar, Brouwer 
and van Zomeren, 2000; Lyman, McGwin and Sims, 2001) have the most significant 
impact on older drivers performance of the driving task. 
Despite the ageing nature of the population of the United Kingdom young drivers still 
have a significant impact on traffic safety and are represented disproportionately in 
accident statistics (Keall, Frith and Patters on, 2004). In 1998 there were 45,437 injury 
accidents involving 17-21 year olds, resulting in 641 deaths, 8,016 serious injuries and 
60, 575 slight injuries. This age group make up 4.4% of all license holders in the 
U.K., but account for 13% of all accidents and 17% of all car drivers killed or 
seriously injured (Department of Transport, 1998). Studies have shown that although 
the majority of young drivers do not speed to excess or cause serious crashes 
(NHTSA, 1997), young drivers tend to have a more risky driving style than drivers in 
the general population. Jonah (1986) identified several behaviours that are 
characteristic of this style including; driving too fast, following too closely and 
overtaking dangerously. Young drivers are more prone to underestimating the 
apparent risk of a number of driving situations (Brown and Groeger, 1988). They have 
a propensity to perceive themselves as invulnerable to negative outcomes (Millstein, 
1993), perceive traffic hazards as being less hostile than older more experienced 
drivers (Deery, 1999). 
Psychological and behavioural factors (drug use, smoking, heavy drinking) 
distinguished young drivers who became involved in traffic accidents from those who 
did (Biemess and Simpson, 1988). Jonah (1986) proposed that adolescent risk takers 
are using their risk taking behaviours as a means of expressing independence, defying 
authority, impressing peers, and satisfying their need for excitement. Young drivers 
compared with other age groups are more likely to underestimate the probability of 
specific risks caused by traffic situations (Brown and Groeger, 1988). They 
demonstrate levels of risk that are deemed as unacceptable even when not under the 
influence of alcohol or drugs when driving at night and with multiple passengers 
(Keall et ai, 2004). 
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Evidence suggests that all drivers are more easily distracted by events occumng 
inside the car than outside the car. Age has been shown to affect the relationship 
between in-vehicle distraction and the risk of injury whilst driving (Lam, 2002). 
Results indicate that drivers above the age of 50 are at increased risk of injury through 
involvement in road traffic accidents due to in car distraction because of their greater 
frailty. As such it is necessary to consider the older driver and the reduction in ability 
that ageing brings when designing new IVIS devices. With the ageing nature of the 
population and the increased prevalence of such devices it is likely that these users 
will be a large target market in the future, especially if devices can prolong a driving 
career. It is therefore imperative that such systems are designed to operate within the 
limitations of older drivers and that they do not place excessive demands on driver 
resources through increased cognitive, visual and physical workload. 
Participant selection is particularly relevant in the consideration of sensation seeking. 
Current evidence regarding the distribution of sensation seeking throughout the 
driving population is not completely convincing. There are some key questions 
concerning sensation seeking that require clarification that are central to the impact of 
this research; what is the prevalence of sensation seeking in the driving population, 
how is it distributed and how big an impact does sensation seeking have on dual task 
performance? The answers to these questions will determine whether sensation 
seeking is a significant variable and needs to be a factor considered in drawing 
participant samples. With this in mind, what can be considered an average sensation 
seeker and what issues are there to consider in the selection of a sensation seeking 
sample? Personality trait measures are indicative of the consistencies in behaviour and 
these variables clearly influence behavioural outcomes. Even without a 100% 
predictable causal connection such measures can be applied in participant selection. 
2.8 Sensation seeking 
Elements of personality can not only compel individuals to commit particular acts but 
can also mediate effects of social influences designed to constrain these behaviours 
(Burgess, 2000). Tillman and Hobbs (1949) first highlighted the importance of 
personality in the driving environment with the remark 'a man drives as he lives' 
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referring to the likelihood that a driver's behaviour in the vehicle will reflect their 
behaviour in other spheres. of life. The concept of sensation seeking has been 
established as a significant dimension of personality that has been shown to influence 
a variety of situations and in particular the driving task. It is defined by the seeking of 
varied, novel, complex, and intense sensations and experiences and the willingness to 
take physical, social, legal and financial risks for the sake of such experiences 
(Zuckerman; 1994). Sensation seeking is typically measured using the Sensation 
Seeking Scale Form V (SSS-V, Zuckerman, Eysenck and Eysenck, 1978) or the 
Amett Inventory of Sensation Seeking (AISS, Amett 1994) however, the construct of 
sensation seeking has meaning beyond the instrument used to define and quantify it 
(Zuckerman, 1996). 
Table 2.1: Dimensions of sensation seeking 
Dimension 
Thrill and adventure seeking 
Experience seeking 
Disinhibition 
Boredom Susceptibility 
Characteristics 
A ttraction to thrill and dread 
Aspiration to undergo variety of novel 
experiences 
Loss of self control 
Intolerance toward monotonous, 
repetitious or predictable people and 
events 
Sensation seeking has been conceptualised in a hierarchical trait format (Zuckerman, 
Kuhlman, Thomquist and Kiers (1991). It consists of the general trait with four 
component sub-factors, identified on the sensation seeking scale by the sub-scales 
T AS, ES, SS and Dis (table 2.1). The use of these sub-scales enables researchers to 
show which scales were most highly related to specific phenomena. 
Sensation seeking has been significantly correlated with frequency and quantity of 
drinking, binge drinking and level of intoxication (Andrew and Cronin, 1997; 
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Zuckerman and Kuhlman, 2000). It is a significant factor in the prediction of the 
negative behavioural outcomes associated with alcohol use e.g. driving while 
intoxicated (Stacy, Newcomb and Bentler, 1991) and particularly in high-risk 
populations (Ames, Zogg and Stacy, 2002). Furthermore, there is a high degree of co-
morbidity between alcohol, drug use, criminal behaviour and sensation seeking 
(Scourfield, Stevens, and Merikangas, 1996; Zuckerman, Sola, Masterson and 
Angelone, 1975; Iso-Ahola and Crowley, 1991; Zuckerman, 1993; Breitvik, 1998; 
Hansen and Breivik, 2001). Another key behaviour that typifies sensation seeking is 
smoking. The highest number of smokers can generally be found in the high sensation 
seeking group (Zuckerman, 1988; Zuckerman, Ball and Black, 1990; Zuckerman and 
Kuhlman, 2000). Zuckerman and Neeb (1980) questioned participants on past and 
present smoking habits. The relationship between current smoking and sensation 
seeking (total score) was significant for women but not for men. Among female 
smokers there was a significant difference in the total score between smoking groups 
(non-smokers, occasional smokers, one to two pack a day smokers and those who 
smoke more than two packs a day). The relationship between smoking and sensation 
seeking was found for male and female respondents when they were asked about past 
smoking habits. 
High sensation seekers seek more intense sensation and their behaviour is geared 
towards maximising arousal. A logical progression of this line of reasoning is that 
they will be more promiscuous, adventurous and risky (Zuckerman, 2007a). 
Zuckerman, Bone, Neary, Mangelsdorff and Brustman (1972) found high sensation 
seekers to be more sexually active, have more varied types of sexual experience, with 
more partners and have more permissive attitudes towards sex than low sensation 
seekers (c.f. Zuckerman, Tushup and Finner, 1976; Donohew, Zimmerman, Cupp, 
Novak, Colon and Abell, 2000; Ripa, Hansen, Mortensen, Sanders and Reinisch, 
2001; Gaither and Sellbom, 2003). The relationship between sensation seeking and 
sexual permissiveness has remained consistent despite the increase in sexually 
transmitted disease (Stulhofer, Graham, Bozicevic, Kufrin and Ajdukovic, 2007) and 
the AIDS epidemic of the 1980's (Horvath and Zuckerman, 1993). 
Pronounced sensation seekers are more likely to engage in risky behaviours to satisty 
sensation-seeking needs or to obtain desired outcomes, they are not content with 
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vicarious experience (Zuckennan, 1991 b). Why is sensation seeking linked to these 
negative behaviours? The desire for intensity and novelty of experience can act as a 
motivation for anti-social behaviour. Such behaviours occur when a person with high 
sensation seeking tendencies develops in an environment that fails to facilitate 
constructive use of sensation seeking energies (Arnett, 1996). Zuckennan (I 979b ) 
investigated the links between sensation seeking and psychopathy using the California 
Personality Inventory and its socialisation subscale (So). Sensation seeking was found 
to correlate with impulsivity, extraversion, nonconfonnity, nonn breaking, 
irresponsibility and weak self-control. In fact, Zuckennan (\ 978) found that almost all 
primary psychopaths are high sensation seekers. Evidence in support of this was 
provided by Perez and Torrubia (\985) who found a positive relationship between 
sensation seeking and antisocial behaviour as measured on the Self-Reported 
Delinquency scale (SRD; Shapland, 1978). The greatest correlation is observed with 
disinhibition and experience seeking subscales which represent the less socially 
acceptable behaviours associated with sensation seeking. 
2.B.1 Pro-social sensation seeking 
The evidence presented thus far supports the notion that sensation seeking is deviant 
and implies that the high sensation seeker shows little regard for societal rules and 
nonns and is the archetypical deviant however, sensation seeking is not only 
associated with behaviours that are socially undesirable it has also been highlighted as 
a factor in other facets of life that are not considered distasteful. In fact evidence 
suggests that sensation seekers can achieve an adequate level of arousal via socially 
acceptable means. A key fonn of socially acceptable sensation seeking is extreme 
sports. Such activities are physically taxing, exciting and involve an element of risk 
but do not contain the socially negative consequences nonnally associated with risk 
taking behaviours (Zuckennan, 1994). 
The sporting context has often been looked at from a risk taking perspective. Almost 
all sports involve voluntary participation in which habitual participants are attracted 
because of needs specific to the particular sport. Zuckennan (\ 983) identified a three 
tier taxonomy of sports risk: 
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• Low Risk: Contains sports such as golf, swimming and marathon running 
where injuries can occur but the probability offatalities is fairly remote. 
• Medium Risk: contains the contact sports, such as American football or 
rugby, wherein serious injuries are possible but the chances of death are 
remote. 
• High Risk: contains extreme sports such as sky-diving, motor-car racing and 
hang gliding. These sports are characterised by an acute danger associated 
with accidents i.e. risk offatal injury. 
Total sensation seeking has been shown to differentiate between high and low-risk 
sport participants (Fowler, von Knorring, and Oreland, 1980; Freixanet, 1991). Jack 
and Ronan (1998) compared both male and female athletes currently engaged in one 
of eight sport disciplines, hang-gliding, mountaineering, sky- diving, motor-racing, 
swimming, marathon running, aerobics and golf. The athletes who were participating 
in the high-risk sports i.e. hang-gliding, mountaineering, sky-diving, automobile 
racing, scored significantly higher in Total Sensation Seeking than those participating 
in the low-risk sports i.e. swimming, marathon running, aerobics, golf. The results of 
this study provide support for the notion that high sensation seekers are more attracted 
to high-risk sports than are low sensation seekers. 
Similarly, Slanger and Rudestam (1997) compared extreme risk takers, high risk 
takers, and low risk takers from four different sports. The extreme risk takers were 
chosen based on their participation in the sports of skiing, rock climbing, kayaking, 
and stunt flying. A second group consisted of 20 athletes involved in moderate risk 
sports. The control group consisted of 20 high, but not extreme, risk takers involved in 
low risk sports, matched to the participants in skill and experience. Highly trained 
athletes were selected in order to minimize differences pertaining to physical 
conditioning and sports orientation. All three groups were found to be higher in total 
sensation seeking than samples of the general population. Among the study groups 
the only difference found in their sensation seeking profiles was on the T AS sub-
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scale, differences were observed between the two higher risk samples and the athletes 
involved in low risk sports. 
It is important to highlight what may be a significant caveat with regards to these 
findings. Examination of the T AS sub-scale reveals that the constituent questions all 
involve a willingness to participate in physically challenging activities, such as 
mountain climbing, surfboard riding and parachute jumping. The use of a scale that 
contains items that refer to the behaviours it is investigating is a serious confounding 
factor, therefore any relationship established between sensation seeking and these 
types of behaviour may in fact be tautological. However, there is evidence to suggest 
that this issue may not have as much influence as first thought. Hymbaugh and Garrett 
(1974) compared sky-divers to that of controls matched on age, sex, socio-economic 
and occupational variables using the General scale from Form II (which contains 
some of the constituent items of the T AS sub-scale). Consistent with prevIOus 
research, the sky-divers scored significantly higher than the controls. A mean 
difference of 8 points between the groups suggests that the single item that refers to 
parachuting does not account for the difference between scores, but that the other 
physical risk-taking items have accounted for a large part of the difference. 
Within the sensation seeking literature participation in high risk sports is the key 
example of pro-social sensation seeking behaviour. As well as sport there are a 
number of other behaviours that can provide the source of stimulation craved by high 
sensation seekers such as; vocational choice (Kish and Donenworth., 1969), musical 
preference (Little and Zuckerman, 1986), food preferences (Terasaki and lmada, 
1988) and sense of humour (Lourey and McLachlan, 2003). A more modem practice 
that has recently become more wide spread and socially acceptable is Body piercings 
and tattoos (Body Modification, BM). BM practices are a way of attaining the varied 
and novel experiences which and have been found to correlate positively with 
sensation seeking (Roberti, Storch and Bravata, 2004; Stim, Hinz and Brahler, 2006). 
2.8.2 Demographic Influences 
Zuckerman and Neeb (1980) conducted an analysis of sensation seeking in relation to 
a broad spectrum of demographic variables, using a large scale volunteer sample (N= 
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2115) taken from respondents to an ad in Psychology Today magazine. Significant 
relationships, that have been replicated, have been found between sensation seeking 
and marital status (Lesnik-Oberstein and Cohen, 1984), season of birth (Chotai, 
Lundberg and Adolfson, 2003; Joinson and Nettle, 2005), birth order (Crozier and 
Birdsey, 2003), religion (Zuckerman and Myers, 1983; Maltby and Day, 2001), 
educational status (Kish and Busse, 1968), ethnicity (Carrol and Zuckerman, 1977), 
and socioeconomic status (Farley and Sewell, 1976; Roth, Schumacher and Brahler, 
2005). However, the two most significant demographic influences that effect the 
expression of the sensation seeking trait are age and gender (Zuckerman and Neeb, 
1980; Zuckerman 1994; 2007a). 
2.8.2.1 Age 
Age related changes over the adult years are not typical for most personality traits 
(Costa and McRae, 1988). Sensation seeking however is associated with age; even the 
most ardent sensation seeker will seek less sensation as they age (Carton, Jouvent, 
Bungener and Widlocher, 1992; Mian and Kay, 2003). Data collected in Zuckerman, 
Eysenck and Eysenck's (1978) study shows that the scores of men and women decline 
at a similar rate and that sex differences remain consistent regardless of age. In 
addition, age related declines in sensation seeking were significant for all the sub-
scales in female participants but only the TAS and Dis (not ES or BS) sub-scales were 
significant in the male sample. These trends were replicated in a study by Ball, 
Farnhill and Wangeman (1984) in a large scale Australian sample. Results show that 
male participants scored significantly higher than female respondents in all age groups 
except the 30 to 39 group. In groups older than this (40-49, 50-59) males scores were 
again higher than females. The difference in the 30-39 age group was explained by 
generational differences as this group was the first to experience the post feminist 
cultural change in Australia. 
Further evidence of an age related decline in sensation seeking is provided by 
Zuckerman and Neeb (1980). Strong effects were found for both age and gender. In 
both males and females there is a rise in sensation seeking scores between the ages of 
15 and 19. The trends in SSS scores between the sexes diverge in the late 20's. For 
females the general trend is for a steady decline in total sensation seeking score in 
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each age category (30-39, 40-49, 50-59, 60+). Male respondents demonstrate a more 
erratic decline in total scores with significant decline in scores at 40 and 60 but little 
change between these points. Additionally, a significant gender differences was 
identified on three of the four sub scales, male respondents are typically higher on all 
sub-scales except boredom susceptibility where no significant difference is observed. 
The SSS-V has been criticised as it contains numerous items that have an age related 
bias unrelated to sensation seeking; such items necessitate physical strength and 
stamina that is not usually associated with increasing age e.g. windsurfing, mountain 
climbing and skiing (Amett, Offer and Fine, 1997). The Amett Inventory of Sensation 
Seeking (AISS; Amett, 1994) does not include such items but, research has still 
managed to replicate the age related decline in general sensation seeking observed in 
previous studies using SSS-V (Ferrando and Chicco, 2001; Roth, Schumacher and 
Brahler, 2005). 
2.8.2.2 Gender 
Sensation seeking is a sexually dimorphic trait (Fink, Neave, Laughton and Manning, 
2006). It has been shown to exert significant influence over the propensity to seek 
sensation at the behavioural level. Male participants have been shown to score 
significantly higher on SSS-V than female participants (Rosenblitt, Soler, Johnson, 
and Quadango, 2001; Rosenbloom and Wolf, 2002a; Torki, 1993). Zuckerman, 
Eysenck and Eysenck (1978) compared the responses of English and American 
samples and used the results to develop Form V of the sensation seeking scale. 
English and American males did not differ in terms of total score, but American 
females scored higher than English females. Males in both countries scored higher 
than females on the total SSS score and on the Thrill and Adventure-Seeking and 
Disinhibition subscales. Significant age declines occurred for both sexes, particularly 
on Thrill and Adventure Seeking and Disinhibition. The overall trend of male 
respondents scoring higher than female respondents has been replicated in a wide 
range of studies (Zuckerman, 1979a; Zuckerman and Neeb, 1980; Ball, Famill and 
Wangeman, 1983; Zuckerman, 1984; Eysenck and Haapasalo, 1989; Amett, 1994; 
Rosenblitt et ai, 2001; Roth, Schumacher and Brahler, 2005; Gray and Wilson, 2007). 
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Zuckerman (1994) suggested that gender differences in sensation seeking (especially 
those relating to disinhibition) are related to androgens and estrogens. Evidence 
suggests that prenatal exposure to high levels of testosterone may influence the 
development of some personality characteristics (Daitzman, Zuckerman, Sammelwitz 
and Ganjam, 1978; Daitzman and Zuckerman, 1980; Rosenblitt, et ai, 200 I). In utero 
exposure to higher androgen levels may facilitate a sensation seeking predisposition 
(Austin, Manning, McImoy and Matthews, 2002; Fink, Neave, Laughton and 
Mannington, 2006). This effect is pronounced in males as they receive greater 
exposure to such androgens and in turn exhibit the greatest sensation seeking 
tendencies (van de Beek, Thijssen, Cohen-Kettenis, van Goozen and Buitelaar, 2004; 
van Anders, Vemon and Wilbur, 2006). 
Hansen and Breivik (200 I) found no gender differences in sensation seeking score 
They were however using the My Opinion IJ, a Swedish version of the sensation 
seeking scale which was designed to measure adolescent sensation seeking and the 
target population in this experiment was around 14 years old. This may suggest that 
prior to this age the sensation seeking profiles of males and females are similar. 
Another explanation offered by the authors is the convergence of sex: roles in 
Scandinavian countries. A similar argument is proposed by Torki (1993) using Form 
VI of the sensation seeking scale (SSS-VI, Zuckerman, 1984) to establish the 
sensation seeking profile of a sample of Kuwaiti undergraduate students. SSS-VI is a 
128 item questionnaire where items are rated on a three point Likert type scale, that 
are divided into questions that target behaviours participants have experience of doing 
and those that they would do if circumstances allowed. The SSS-VI consists of four 
sub-scales; TAS Intentions (l-TAS), Dis intentions (l-DIS), TAS experience (E-TAS) 
and Dis experience (E-DIS). Each item on the intentions sub-scale has a 
corresponding item on the experience sub-scale. Generally, the results of this study 
were in keeping with the results of previous studies i.e. a significant decline in 
sensation seeking as respondents' age and a significant gender difference. These 
results do differ in comparison to previous studies in that there are no sex differences 
III scores on the I-TAS and E-TAS, sub-scales designed to measure aspects of 
sensation seeking that relate to a respondents preference for extreme risks and 
challenges. Expression of these facets of sensation seeking usually manifests itself 
through activities such as, skydiving or mountain climbing. These scores reflect the 
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similarity in socialisation between the sexes in Kuwait and are also an illustration of 
the differences in socialisation between different [Western and Arabic] cultures. 
An important caveat that must be raised in the consideration of gender differences in 
sensation seeking is that, a number of test items in the sensation seeking scale refer to 
risky activities that are traditionally associated with male members of society, which 
may confound results with a gender bias (Rosenbloom and Wolf, 2002a). 
2.8.3 Theories of sensation seeking 
To understand the sensation seeking concept it is necessary to examine the theoretical 
basis for sensation seeking. There have been a number of theories proposed as 
explanations of sensation seeking. Currently there are models influenced by genetic 
(Fulker, Eysenck and Zuckerman, 1980; Tellegen, Lykken, Bouchard, Wilcox, Segal 
and Rich, 1988), biological (Zuckerman, 1983; Dellu, Mayo, Piazza, Le Moal and 
Simon, 1993; Ames, Zogg, and Stacy, 2002; Zuckerman, 1984), psychophysiological 
(Daitzman and Zuckerman, 1980; Calhoon- La Grange, Don Jones, Reyes and Ott, 
1993; Hallman, Von Knorring, Von Knorring and Oreland, 1990; Fowler, von 
Knorring, and Oreland, 1980), and social factors (Roberti, 2004). This following 
sections focus on the theoretical nature of sensation seeking. They do not discuss the 
current biological basis of sensation seeking, for a comprehensive review of sensation 
seeking theory see Zuckerman (1994). 
2.8.3.1 Sensation seeking as a primary drive 
Human beings possess fundamental, shared, universal needs. Maslow (1954) 
identified two types of need; deficiency needs and growth needs. Deficiency needs as 
the term suggests are characterised by an absence of something central to the 
functioning of the individual e.g. thirst is characterised by the absence of liquid, 
hunger by an absence of food etc. Quite often the failure to satisty these needs can 
have negative consequences for the individual. Deficiency needs can be divided in to 
four sub-categories; Physiological needs are the most compelling and reflect the basic 
survival needs of the organism such as hunger, thirst, shelter etc. Safety needs are 
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typified by a craving for regularity, routine and familiarity, the individual is motivated 
to avoid threatening stimuli (pain, fear, etc). Love and belonging needs are the result 
of a craving for affection and human companionship. Esteem needs refer to the 
necessity for high self esteem and the need for other to hold us in high esteem. It can 
lead to competition for power and status. Growth needs are embodied by the notion 
of self-actualisation. The individual who satisfies their deficiency needs does not 
become lifeless or static. Self-actualisation provides purpose in life beyond the 
satisfaction of needs. 
The satisfaction of such needs gives rise to drives. A drive is defined as a condition of 
arousal that is associated with a need and account for very basic activities, such as, 
eating, drinking, sleeping etc. Drives arouse us to action. For example, depletion of 
energy sources [food], which gives rise to the hunger drive and the motivation to eat 
(Hebb, 1955; Blundell and Hill, 1995). Physiological drives are unlearned and have a 
biological basis such as hunger, thirst and avoidance of pain; they are the counterparts 
of physiological needs. When we have gone without food and water, our body may 
need these substances; however, our experiences of the drives of hunger and thirst are 
psychological (Pugh, 1978). Drive reduction theory (Hull, 1943) states that we dislike 
feelings of discomfort to such an extent that we are driven to reduce the feeling and 
therefore become motivated to behave in a particular fashion. 
Sensation seeking can be conceptualised as a primary drive that compels an organism 
to need variation in sensory stimulation (Zuckennan, 1964). When a human being is 
deprived of stimulation, they will begin to crave sensation (aroused drive state); they 
will then seek sensation until they find an activity that satisfies their needs, for 
example, driving a car above the posted speed limit (the motivated activity). In this 
instance fast driving (incentive) satisfies the need for sensation (drive satisfaction). 
Figure 2.8 shows that sensation seeking is characterised by a need for stimulation 
which gives rise to a sensation seeking drive. This in turn facilitates an instrumental 
response i.e. sensation seeking. Risk-taking behaviours typically satisfy this drive and 
positive outcomes reinforce the need for stimulation. The need for stimulation is 
thought to be regulated by the optimal level of arousal (Zuckerman, Kolin, Price and 
Zoob, 1964). 
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Figure 2.5: The relationship between the need for stimulation, sensation seeking 
drive and behavioural outcomes 
2.8.3.2 Optimal level of arousal 
Hebb (1949) proposed the Optimal Level of Stimulation (OLS) as a property that 
characterizes an individual in terms of their general response to environmental 
stimuli. It was originally discussed with reference to the pain mechanism [c.f. Leuba, 
1955]. OLS posits that each organism has a pain limit beyond which avoidance 
behaviour can be observed. 
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Figure 2.6: Relation between arousal and cue functions (Hebb, 1955) 
Hebb (1955) identified two functions of sensory stimulation; the Cue function and the 
Arousal function. The Cue function guides behaviour while the Arousal (or vigilance) 
function is responsible for the activation of the whole behavioural system because the 
brain is required to be active in order for the cue function to operate sufficiently. 
Without a foundation of arousal, the cue function cannot exist. Figure 2.9 shows the 
relationship between cue function and arousal. The cue function is inefficient at low 
levels of arousal, peaks at the individuals OLA and declines beyond the OLA where 
increases in arousal are associated with negative drive states such as anxiety. General 
arousal level is dependent on several factors, such as sensory input, metabolic 
processes, and cortical functioning (Luria, 1973). 
OLS is a behavioural-motivational construct. OLS theories of motivation suggest that 
deviations from the preferred level of arousal will motivate behaviour to bring the 
organism closer to its optimal level (Hebb, 1955). One means of regulating arousal is 
to approach or avoid stimuli based on their collative properties such as novelty, 
complexity, incongruity, surprise, and uncertainty (Berylne, 1960, Pilner and Melo, 
1997). Every organism most prefers a certain level of stimulation, which may be 
termed "optimum stimulation". When the environmental stimulation is below 
optimum, an individual will attempt to increase stimulation; when it is above 
optimum they will strive to reduce it. High sensation seekers need more stimulation to 
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maintain an optimal level of arousal, while low sensation seekers manage themselves 
better in relatively less stimulating settings. The effect of change in arousal is 
dependent on the level prior to change. If music is painfully loud then any decrease in 
volume will be seen as positive however if its quiet to start with a reduction will be 
un-pleasurable. 
"Every individual has characteristic optimal levels of stimulation (OLS) and 
arousal (OLA) for cognitive activity, motoric activity, and positive affective tone" 
Zuckerman (1969) 
There are wide ranging individual differences in OLS, those with low levels (near 
boredom) prefer to lead safe, secure, predictable lives, whereas, those with high levels 
(near excitement) are constantly changing, often unhappy, and always looking for 
possible opportunities and alternatives (Routtenberg, 1968). Zuckerman, Bone, Neary, 
Mangelsdorf and Brustman (1972) asserted that the optimal level of arousal is the 
physiological basis for the sensation seeking trait. The sensation seeking organism is 
subject to the influence of a homeostatic drive which increases activity in order to 
maintain equilibrium similar to that of thirst or hunger. Too little stimulation leads to 
sensation seeking and too much to sensation reducing (avoidance) behaviour. 
The original sensation seeking theory was based on the notion that there are individual 
differences in OLS, and that these differences play an important role in determining 
responses to sensory deprivation experiments. Much of the early research behind this 
theory concentrated on the willingness of participants to take part in sensory 
deprivation experiments (Zuckerman, Kolin, Price and Zoob, 1964). Volunteers in 
these experiments were isolated from the world of external stimulation in dark, 
soundproof rooms or water tanks for periods ranging from one hour to two weeks 
(Zuckerman, 1969a). Effects of SD include anxiety and hallucinations and were found 
to be due to variations in the experimental conditions (Zuckerman, et ai, 1964; 
Zuckerman, Persky, Hopkins, Murtaugh, Basu and Schilling, 1966). SD is an extreme 
situation far below the OLS for nearly all persons in a waking state. The optimal level 
of arousal theory suggests that prolonged deviations from normal levels of arousal 
should produce emotional, cognitive and behavioural disturbances (Heron, 1957). 
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Much research has supported the notion that there are differences among individuals 
in their tolerance of and preference for high levels of stimulation (Zuckerman, et aI, 
1966; Zuckerman, Persky, Link and Basu, 1968; Lambert and Levy, 1972; Pilner and 
Melo, 1997). A number of activities, including physical pursuits such as skydiving 
and driving cars at high speeds, are motivated by the need to raise an individual's 
level of stimulation and excitement (Slanger and Rudestam, 1997). The development 
of biological models of sensation seeking have somewhat overshadowed the 
theoretical underpinnings of OLA however; it remains both a succinct and salient 
explanation of the humanistic motivational aspects of sensation seeking behaviour. 
The sensation seeking scales have evolved from the constructs of optimal levels of 
stimulation and arousal on the assumption that whatever underlies the phenomenon is 
a source of consistent individual difference (Zuckerman I 969a). The fundamental 
notion of OLS as a behavioural-motivational construct remains. Moreover, it 
underpins much of the current research into sensation seeking. 
2.9 Sensation seeking in the driving context 
The automobile can provide a variety of intense experiences (Arnett, Offer and Fine, 
1997) including speeding, racing other cars and reckless overtaking. High sensation 
seekers are sensitive to their internal sensations and they choose external stimuli to 
maximise them. They vary their routines to avoid boredom and monotony. Driving 
constitutes a readily available method for the facilitation of sensation seeking 
(Zuckerman and Neeb, 1980) and the driving environment is an everyday situation 
which allows sensation seekers to exhibit typical sensation seeking behaviours. Figure 
2.11 shows the theoretical approach to the impact of sensation seeking on driving 
behaviour adopted within this thesis. It states that those drivers with a sensation 
seeking disposition will inevitably take more risks while driving and engage in more 
deviant driving behaviours (speeding, dangerous overtaking, racing other drivers, etc) 
and as a consequence will be involved in more accidents, commit more road traffic 
offences and receive more penalties. 
61 
DISPOSITIONS 
SENSATION 
SEEKING 
OUTCOMES 
RISK TAKING 
BEHAVIOUR 
CONSEOUENCES 
TRAFFIC 
OFFENCES 
ACCIDENTS 
Figure 2.7: Theoretical approach to the impact of sensation seeking on driving 
behaviour 
The following sections examine the evidence that supports the outlined theoretical 
position. It starts with a consideration of research that provides estimates of accident 
involvement and penalties for road traffic offenses in relation to sensation seeking, 
before moving on to the less tangible concept of risk and the differences between high 
and low sensation seekers in terms of risk perception. It concludes by examining the 
concept of speeding, a key expression of the sensation seeking trait within the driving 
context, and driving behaviour in the form of lapses, errors and violations (Driver 
Behaviour Questionnaire; Reason, Manstead, Stradling, Baxter, and Campbell, 1990) 
and their connection to sensation seeking and risk taking. 
2.9.1 Accident rate 
The relationship between skills, behaviour and accident involvement is complex 
(Elander, West, French, 1993). High sensation seekers are more likely to have 
accidents and receive traffic citations (Fumham and Saipe, 1993) and are more likely 
to report aggressive driving habits (Heino van der Molen and Wilde, 1996). Road 
traffic accidents and traffic fatalities represent a serious social and public health 
problems (World Health Organisation, 2004). Accidents are rare events; drivers will 
encounter them infrequently if at all during the course of their driving careers 
(Oltedahl and Rundom, 2006). Driving is an inherently risky activity with the highest 
accident rates observed in young male drivers, similarly the highest sensation seeking 
scores are also observed in this group. 
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Hartman and Rawson (1992) examined the sensation seeking profiles of a group of 
undergraduates (N = 56) who participated in a variety of college sports (mainly non-
contact sports such as basketball, baseball, volleyball and golf. The only contact sport 
represented in the sample was American football) in comparison to non-athletes (N = 
103). Results indicate that there was a significant positive correlation between 
sensation seeking total score and self report accident rate. Male respondents scored 
higher than female respondents, regardless of athletic participation, and athletes 
scored higher than non-athletes, regardless of gender. This finding highlights the fact 
that high sensation seekers are at greater risk for being involved in automobile 
accidents [c.f. Beimess and Simpson, 1988; Beimess, 1993; Beimess, 1995]. Trimpop 
and Kirkcaldy (J 997) focused on young male drivers5 (120 aged between 16 and 29 
years of age). 67 (55.8%) participants had been involved in a road traffic accident and 
70 (58.8%) participants had reported a traffic citation. Sensation seeking (TAS, Dis) 
clearly correlated with the violation of traffic laws (citations) but not with accidents. 
However, when a comparison was made between those with no accidents and those 
with one or more accidents those with low sensation seeking scores were found to 
have had significantly fewer violations and accidents than those with high sensation 
seeking scores. 
Sumer (2003) examined the role of sensation seeking (A1SS) in accident causation 
(self-report accident history). A distinction was made between proximal (e.g. aberrant 
behaviours, dysfunctional drinking, and preferred speed) and distal indicators of 
accident causation. Distal indicators consist of a number of extrinsic elements, 
ranging from more general cultural factors (e.g. safety attitudes, political and 
enforcement environment); socio-demographic factors (e.g. as age of driver and type 
of driver, road, vehicle and other environmental factors) to relatively stable 
personality factors, attitudes and beliefs (e.g. sensation seeking, risk taking, 
psychopathology, aggression, and fatalism). Strong associations were observed 
between sensation seeking and the proximal context variables (especially preferred 
speed and dysfunctional drinking). A large portion of variance in aberrant driving 
behaviours (57%) was explained by the distal factors. The highest correlations with 
accident involvement were with aberrant driving behaviours and psychological 
5 These drivers tend to be over-represented in accident statistics relative to the number of young drivers 
in the total population (Jonah, 1986; Vavrik, 1997; Deery, 1999). 
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symptoms (c.f. personality disorders e.g. antisocial personality disorder, hostility, 
anxiety and repressive disorders). Psychological symptoms were significantly 
correlated with both sensation seeking and aggression, suggesting a partial overlap 
between these variables. Additionally, both sensation seeking and aggression had 
significant direct effects on aberrant driving behaviours. 
Support for the notion that high sensation seekers are at greater risk of both being 
involved in a road traffic accident and being penalised for violating the rules of the 
road was found in studies by Iversen and Rundmo (2002), Heino van der Molen and 
Wilde (1996), Dahlen and White (2006), and Oltedal and Rundmo (2006). However, 
not all evidence suggests that sensation seeking plays an active role in accident 
causation (Clement and Jonah, 1984; Moe and Jenssen, 1995). For example, Rimmo 
and Aberg (1999) examined the relationship between sensation seeking and traffic 
accidents and found that although 56% of respondents had been involved in an 
accident during the course of their driving career the sensation seeking variable was 
found to have no direct influence on accident involvement. Despite this, significant 
indirect relationships were observed when sensation seeking was considered in 
association with the violation and mistake factors of the Swedish DBQ (Aberg and 
Rimmo, 1998). The violations factor was associated with a high score on the Dis and 
T AS scales, as well as being associated with male respondents. The mistake factor 
was associated with the Dis scale only. In addition, exposure was found to have a 
strong effect on both accident rate and traffic offences. 
2.9.2 Traffic Offences 
Fumham and Saipe (1993) found that on-the-road risk-taking correlates with 
conviction rate to a greater extent than accident rate. Self-report measures of accident 
involvement and road traffic citations of 73 participants (67% undergraduate, 37% 
professional) were correlated with a shortened version of the sensation seeking scale 
(T AS and BS sub-scales were retained) and the Driver Behaviour Questionnaire 
(DBQ). This relationship suggests convicted drivers seek higher levels of thrill and 
arousal in order to reach their optimal level of stimulation as T AS consists of items 
related to a desire to engage in activities that involve elements of speed or danger; 
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while the BS factor relates to an aversion to for repetitive, routine and predictable 
situations. Such drivers demonstrate a propensity towards risk taking in the road 
environment. 
Bums and Wilde (1995) established a link between sensation seeking and risk taking. 
Fifty-one male taxi drivers were unobtrusively observed as they travelled a common 
route by two confederates presenting themselves as regular passengers. Additionally, 
drivers completed several questionnaires (e.g. SSS-V; High-Risk Personality 
Inventory, Keinan, Meir and Gome-Nemirovsky, 1984) and had their driving records 
examined. Participants who scored high on scales designed to measure sensation 
seeking were more frequently convicted of speeding and other traffic violations. 
There was a tendency for sensation seekers to be observed driving faster and less 
carefully. Sensation seeking did not relate to records of previous collision 
involvement. No correlation was found between their sensation seeking profile and 
accident history. It is important to note that the accident profiles of professional 
drivers vary from the general population (Broughton, Baughan, Pearce, Smith and 
Buckle, 2003; Dimmer and Parker, 1999; Lynn and Lockwood, 1998). 
Despite the fact that human factors problems have been identified in the large 
majority of road accidents (Sabey and Taylor 1980; Petridou and Moustaki, 2000), a 
clear relationship between aberrant driving behaviour and accident liability has been 
difficult to establish. In turn, evidence that unequivocally establishes sensation 
seeking as a direct cause of accidents is scarce. Nearly all studies of associations 
between traffic accidents and sensation seeking indicate that such an association does 
not exist when subjects are sampled from the normal population (Rimmo and Aberg, 
1999). There is however a substantial literature that links sensation seeking to other 
aspects associated with accident outcomes. 
2.9.3 Risk 
Inherent in Zuckerman's (I 979b) conception of sensation seeking is the willingness of 
people to take risks and this in turn may affect their tendency towards taking risks 
while driving (Furnham and Saipe, 1993; Bums and Wilde, 1995; Heino, van der 
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Molen and Wilde, 1996; Wilson, 1990; Trimpop and Kirkcaldy, 1997; Iversen and 
Rundmo, 2002). The measurement of risk is dependent upon knowing the negative 
consequences of one's actions and calculating the likelihood of those consequences 
occurring. Risk can be viewed as a balance between positive and negative outcome 
thus, by establishing losses or gains which may be made, a tolerable level of risk may 
be calculated (Morrongiello and Matheis, 2004). There is a positive relationship 
between sensation seeking and risky driving (correlations ranging between 0.30 and 
0.40), the thrill and adventure seeking dimension of sensation seeking has been found 
to best predict risky driving behaviours more so than any of the other dimensions of 
sensation seeking (Jonah, 1997). Jonah, Thiessen and Au- Yeung (2001) indicated 
that high sensation seekers were significantly more likely than low sensation seekers 
to speed, not wear seat belts, drink frequently, drive after drinking, perceive a low risk 
of detection for impaired driving and perceive that they could drink more beer after 
being impaired. 
Ripa, Hansen, Mortensen, Sanders and Reinisch (200 I) found a positive association 
between sensation seeking (SSS-V) and speeding. They also report high correlations 
between the Dis subscale and instances of driving while intoxicated (DWI). Time 
headway can be used as a measure of a participant's willingness to take risks. Heino, 
van der Molen and Wilde (1996) identified a statistically significant difference 
between the time headways of sensation seekers and sensation avoiders, with 
sensation seekers maintaining closer headway to the vehicle in front. There were 
however, no differences between verbal risk ratings between sensation seekers and 
sensation avoiders in fact the relative estimates of risk were very similar. This is 
contrary evidence to the typical view of the sensation seeker as a risk taker and 
supports the view that because, sensation seekers do not perceive themselves as being 
risky they should not be described as risk takers as the risks they take are not 
deliberate (Arnett, 1990; Franken, Gibson and Rowland, 1992; Horvarth and 
Zuckerman, 1993; Hansen and Breivik, 2001). Additionally, Zuckerman (l979b) 
reported that the correlation between appraised risk and experience was high (r = -
0.56). This indicates that with increased exposure to an activity comes a decrease in 
perceived risk for said activity. Furthermore, the rewards of engaging in risky 
activities may out weigh the costs for high sensation seeking groups. Sensation 
seekers do not however seek to intentionally maximise risk, many of the things that 
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high sensation-seekers do are not at all risky. It is important to note that risk taking is 
a correlate of sensation seeking but it is not a primary motive of behaviour 
(Zuckerman, 1994). 
Wilde's (1982) risk homeostasis theory proposes that more risk tolerant young drivers 
match their driving behaviours to a personally preferred higher state of arousal. Each 
driver has a target level of acceptable risk, to which they compare the perceived risk 
of accident. When the risk is higher than their preferred level risk taking will be 
reduced, conversely, low risk situations will lead to an increase in risk taking 
behaviours (Wilde, 1998). Wilde (1982) views the need for stimulation [c.f. sensation 
seeking) as a long term motivational state that affects the driver's target level of risk. 
In the long-term the need for stimulation can be affected by a series of underlying 
variables [c.f. individual differences) that are fundamental to the driver e.g. age, 
gender, experience, prevailing cultural and peer group values. In the short-term it can 
be affected by both trip-specific (e.g. purpose of trip, BAC fatigue and physical well 
being) and momentary (e.g. fluctuations in tolerance or stress response) factors. 
Dahlen, Martin, Ragan and Kuhlman (2005) examined the relationship between 
sensation seeking (AISS) and impulsiveness (Barratt Impulsiveness Scale [BIS- I I); 
Patton, Stanford and Barratt, 1995). Results indicate that sensation seeking was 
predictive oflapses in concentration, minor losses of vehicular control, aggressive and 
risky driving. This study provides evidence of a broader role for sensation seeking, as 
it also predicted aggressive driving, maladaptive driving anger expression, and certain 
crash-related conditions. Independent of gender and age, sensation seeking predicted 
lapses in concentration, minor losses of vehicular control, aggressive driving, physical 
and verbal aggression while driving, use of the vehicle to express anger, and 
constructive/adaptive driving anger. Sensation seeking was only modestly related to 
impulsiveness. Impulsiveness is an aspect of risk taking that is conceptually similar to 
sensation seeking. It differs from sensation seeking in that risk taking occurs because 
the individual is unable to maintain self-control over their behaviour and has no 
choice but to take risk (Barratt, 1972; Barratt, 1994). Impulsivity is highly correlated 
with Dis sub-scale of SSS-V (Barratt and Patton, 1983). Impulsiveness does not 
explain as large a proportion of the variance associated with risky driving in 
comparison to sensation seeking. This suggests that drivers are able to control their 
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behaviour but that they choose to engage in such behaviours because of the rewards 
associated with sensation seeking. 
According to cognitive dissonance theory (Festinger, 1957) whenever an individual 
holds two cognitions which are perceived as psychologically inconsistent, they 
experience dissonance. Dissonance is a negative drive state that causes discomfort and 
motivates the individual to reduce tension by achieving consonance. High sensation 
seekers appear to freely engage in risk taking behaviours and are inclined [by 
cognitive dissonance 1 to bring their perceptions about what they do in line with their 
actions. This means that if a person engages in an action that is dangerous, risky, or 
threatening they will be inclined to alter their perceptions so that similar future 
situations will be perceived as less dangerous, risky, or threatening. Cognitive 
dissonance theory predicts that, under these conditions, people are inclined to ignore 
or disregard information that is not consistent with their behaviour. Many studies have 
since concluded that those most likely to display risky driving behaviours are those 
that are more likely to engage in more risky types of everyday behaviour (Biemess 
and Simpson, 1988; Ulleberg, 200 I; Ulleberg and Rundmo, 2003). Sensation seekers 
underestimate risk, however they process road information better, are more skilled 
and cope better with on-the-road stressors and generally drive better than sensation 
avoiders (Rosenbloom, 2003). 
2.9.4 Speed 
The strong relationship between sensation seeking and speed has been well 
established (Moore, Dolinis and Woodward, 1995; Finch, Kompfner, Lockwood and 
Maycock, 1994) Furthermore; speeding behaviour has a clear relationship with 
accident involvement and the severity of collisions (Rothengater, 1987; Munden, 
1967; Waselewski, 1984). However compliance with speed limits is generally low 
with 47% of cars on U.K. motorways exceeding the 70mph speed limit (Department 
of Transport, 1995). One of the key components of risk taking with reference to the 
driving task is speed. Speeding is the tendency to travel significantly faster than the 
posted limits. Evidence suggests that high sensation seekers drive faster and are more 
daring but are also more proficient (hit fewer obstacles) than low sensation seekers 
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(Jonah, 1997). The habits and preferences of sensation seekers are aimed at 
maintaining an optimal high level of arousal (Zuckerman, 1971) and those who record 
high scores on scales designed to measure sensation seeking report higher speeds 
when driving (Clement and Jonah, 1984; Furnham and Saipe, 1993; Amett, 1991). 
Given the very strong relationship between speed, crash risk and the severity of the 
outcome of an accident it is reasonable to assume that accident and speeding ticket 
prone young drivers are more likely to be high sensation seekers, scoring high on 
scales that measure attitudes towards speeding and harbouring self-serving attitudes 
and erroneous beliefs congruent with their higher preferred levels of arousal (Whissell 
and Bigelow, 2003). The sensation of speed is the primary aim of the sensation 
seeking driver and the majority of risk taking behaviours are a consequence of 
impeded progress in traffic flow (Zuckerman, 2007). 
Zuckerman and Neeb (1980) found a significant difference between HSS and LSS on 
self reports of driving speed in a sample of male and female drivers. Participants were 
asked at what speed they would usually drive on a highway with a 55mph speed limit 
on a clear road. Response alternatives were in 5mph increments over the speed limit. 
Only 14% of drivers said they would drive at or below the speed limit. A linear 
relationship was established between sensation seeking and driving speed in both 
male and female drivers. No significant relationship was established between 
sensation seeking and self-report accident rates. 
The most significant reason for speeding violations is that drivers do not consider 
posted speed limits to be realistic (Kandellaidis, Golias and Zarifopoulos 1995). If 
speed limits do not reflect the driver's estimates of risk they may question the 
appropriateness of the limit or ignore it completely. Gardner and Rockwell (1983) 
found that drivers rely on their own judgement with regards to appropriate speed 
when negotiating road works. Goldenbeld and van Schagen (2007) investigating the 
credibility of speed limits found large differences between participants preference for 
speed. Participants were presented with pictures of rural roads with an 80kmlh limit 
and asked what they believed would be an acceptable speed limit for the conditions. 
Differences in speed choice were related to age, region of domicile, sensation seeking 
and the number of speeding tickets. Furthermore, the perception of safe speed limits 
was significantly associated with sensation seeking scores (measured using a 
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shortened Dutch versIOn of SSS-V). Young drivers and high sensation seekers 
preferred higher speeds than did old drivers and low sensation seekers. 
Speeding is not only a key risk taking behaviour it has been acknowledged as a 
significant violation of the rules of the road. Speeding is not a homogenous violation 
in that people speed for different reasons. Sensation seeking has been established as 
an important predictor of speed. It is now necessary to consider the relationship 
between sensation seeking and other violations. Wynn (2005) found a significant 
positive correlation between participant's attitude towards speeding (Speeding 
Attitude Scale, Whissell and Bigelow, 2003) and sensation seeking. 
2.9.5 Lapses, Errors and Violations 
Driver lapses, errors and violations are of special interest because of their likely 
contribution to road accidents. The tendency to commit violations has been identified 
as a significant risk-taking behaviour and high correlations have been observed with 
sensation seeking scores (Wynn, 2005). Reason (1990) describes a tripartite 
theoretical taxonomy of aberrant behaviours consisting of slips and lapses (errors of 
action), mistakes (errors of intention) and violations (deliberate infringement). Lapses 
refer primarily to attentional failures that are embarrassing and may be a source of 
inconvenience to the driver but are unlikely to lead to road traffic accidents, Errors 
are defined as mistakes which have potentially dangerous consequences. They involve 
the "failure of planned actions to achieve their intended consequences" and include 
failures of observation and misjudgement they have potentially dangerous 
consequences. Violations can be defined as deliberate deviations from practices 
believed necessary for safe behaviour and can only be discussed with regard to the 
social context within which behaviour takes place. They are governed by operating 
procedures, codes of practice, rules and norms. Sometimes, however, violations may 
be the result of unintended driver errors (Aberg and Wall en-Warner, 2007) they 
include such actions as running a red light, speeding and driving under the influence 
of alcohol. 
Reason, et al (1990) developed the Driver Behaviour Questionnaire (DBQ). The DBQ 
contains 50 items. These items were selected to cover five classes of aberrant 
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behaviour: slips, lapses, mistakes, unintended violations, and deliberate violations. 
The revised Driver Behaviour Questionnaire (Parker, Reason, Manstead and 
Stradling, 1995) includes eight items addressing slips and lapses, mistakes and 
violations (total 24). Participants are asked to indicate how often they committed each 
of the 24 behaviours in the previous year on a six-point scale (I = Never through to 6 
= Nearly all the time). 
Table 2.2:Examples of aberrant behaviours identified by the DBQ 
Slips 
Lapses 
Mistakes 
Misread the signs and exit from a roundabout on the wrong 
road. 
Switch on one thing (e.g., headlights), when you intended to 
activate something else (e.g., wipers). 
Have no clear recollection of the road just travelled. 
Attempt to drive away from traffic lights in third gear. 
Underestimate the speed of an oncoming vehicle when 
overtaking. 
Get into the wrong lane on approaching a roundabout or 
junction. 
Unintended violations Forget when road tax/insurance expires and drive illegally. 
Check speedometer and discover that you are unknowingly in 
excess of the legal speed limit. 
Deliberate violations Become impatient with a slow driver in the outer lane and 
overtake on the inside. 
Get involved in unofficial 'races' with other drivers. 
Reason, et al (1990) found that, as with sensation seeking, female drivers (regardless 
of age) were more likely to score lower on both dangerous errors and violations with 
male drivers of all ages reporting more violations than women. Violations were found 
to decline in line with participant's age; errors did not. Blockey and Hartley (1995) 
replicated the findings of Reason et al (1990) in a large scale Australian sample. 
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Factor analysis confinned the three factor solution (general errors, dangerous errors 
and dangerous violations). Further more, demographic relationships were replicated in 
that young drivers committed more dangerous errors and dangerous violations than 
older drivers and female drivers reported more dangerous errors than males while 
male drivers reported more dangerous violations than females. 
Aberg and Rimmo (1998) provide an alternative interpretation of the factor structure 
of the DBQ. Using a 32-item Swedish version of the DBQ (DBQ-SWE) a four factor 
solution was identified. In which the Slips/Lapse factor was subdivided into errors of 
inattention (e.g. failure to observe traffic signs or signals) and errors of inexperience 
(e.g. driving in the wrong gear). A further alternative is described by Mesken, Lajunen 
and Summala (2002) who make a distinction between speeding and interpersonal 
[aggressive] violations. These two distinct types of violation result from different 
motives. Speeding violations consisted of items relating to both fast driving and 
maintaining progress within traffic flow and were mainly committed because the 
driver wanted to get where they were going, maintain their speed or speed for the 
thrill of it. Interpersonal violations include items from the DBQ that measure 
aggressive or hostile driving behaviours and items relating to fast driving such as 
'overtaking on the inside' or 'push in at the last minute'. These violations were 
thought to be caused by a lack of respect for other road users and a possible intention 
to cause hann [driving anger, aggression and road rage]. Both interpersonal and 
speeding violations were more widely reported by young male drivers. 
Although both slips and lapses can cause embarrassment, they are unlikely to have an 
impact on driving safety. Errors and violations however, have the potential to be 
dangerous and could lead to road traffic accidents. Parker, Reason, et al (1995) 
surveyed around 1600 drivers taken from a national database, supplemented by data 
taken from 237 accident involved drivers. Results indicate that accident liability was 
predicted by self-report violations but was not related to lapses or errors. Higher 
violation scores were associated with greater accident involvement. A further 
comparison between groups (no accidents, I accident and more than I accident during 
the three years prior) found that the tendency to commit driving violations is a 
statistically significant and positive predictor of accident involvement. 
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Violations have been shown to predict accident involvement both retrospectively and 
prospectively (Mesken, Lajunen and Summala, 2002). Parker, West, Stradling and 
Manstead (1995) examined the relationship between driver's scores on the DBQ and 
accident involvement. 1373 drivers completed a self-report measure (Driving Style 
Questionnaire; DSQ) of driving behaviour that was analysed in conjunction with their 
accident record over a six year period. Three broad types of accident can be used to 
categorise more than 70% of accidents; rear-end collisions, right-of-way violations, 
and loss-of-control accidents and for each accident type the role of the reporting 
driver may be defined as active (striking) or passive (struck) depending on the 
position of his/her vehicle. High violation scores were associated with general 
accidents (both active and passive) and specifically with active loss-of-control 
accidents and passive right-of-way accidents. High DSQ scores were associated with 
active, particularly active right-of-way violations and but not passive accidents. 
Passive right-of-way accidents, that are associated with violations, were more 
common among young, inexperienced, male drivers. 
One of the most common trends observed in the driving literature is that men tend to 
be higher risk takers (Vavrik, 1997; Zuckerman and Kuhlman, 2000; Turner and 
McClure, 2003) and engage in more dangerous driving behaviours than women 
(Ulleberg, 200 I). They are involved in more fatal accidents than women (even after 
controlling for age, time of day and average annual mileage; Massie, Green and 
Campbell, 1997), and commit more traffic violations (Aberg and Rimmo, 1998 and 
Blockey and Hartley, 1995). This is evidence of a strong influence of gender on risk 
taking (a relationship not too dissimilar to one that has been observed in sensation 
seeking), but it also raises questions with regards the classification of violators and the 
identification of major violating groups. Glendon and Sutton (2005) devised a 
typology of driver violation groups in which five distinct driver types were identified 
from a large sample of Australian drivers (N= 2700) who were observed along a 
stretch of Queensland motorway. 
1. Non-violators; around 44% of all drivers observed did not commit any 
violations during the observation period. These participants tended to be older 
and to be travelling with no more than one adult passenger. 
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2. Commercial violators; around 10% of the observed sample, these drivers 
were mainly younger and intermediate age drivers of commercial vehicles 
(e.g. trucks, utility vehicles and buses). The main violations that typify this 
group include driving with an obstructed view, unsafe load and using a mobile 
(cellular) phone while driving. 
3. Tailgaters; in 53.4% of observed cases where a lead vehicle was present the 
target vehicle was tailgating. However, only in 19.1% of such cases was the 
vehiCle following within a 2 second headway. The tailgating group was not 
distinguishable from other members of the driving population as it did not 
correlate with other violation variables. There were no significant differences 
between the tailgating behaviours of groups divided by age, gender and 
vehicle type. 
4a. Speeders; 38% of drivers were observed exceeding a signed speed limit. 
Drivers in this group, consistent with the research literature, tended to be 
young males. They also tend to drive private vehicles (particularly 
saloons/sedans) and be driving alone. Solo drivers were more likely to be 
found exceeding the highest speed limit. A substantial proportion ofthis group 
were also observed violating in some other way. 
4b. Judicious speeders; 6% of drivers who drive at around 10% faster than the 
posted speed limit but do not violate in any other way. In most other respects 
they were the same as group 4a. These drivers while generally law abiding 
citizens, in the case of driving appear to make a reasoned case for accepting 
the risks associated with excessive speed in order to obtain the benefits of 
faster travel. 
A significant relationship has been found between sensation seeking and the violation 
factor measured by the DBQ (Wynn, 2005; Schwebel, Severson, Ball and Rizzo, 
2006). Rimmo and Aberg (\ 999) provide evidence for the relationship between 
sensation seeking and violations in a large randomly selected sample using the DBQ-
SWE. Violations were associated with high sensation seeking scores. The TAS sub-
scale was significantly related to speeding and the Dis sub-scale was significantly 
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associated with carelessness offences. Women and low mileage drivers were more 
likely to report errors of inexperience. Inattention errors were found to increase with 
age and experience suggesting that behaviours become automatic as drivers gain 
experience. The relationship between sensation seeking and the D8Q sub-scales 
revealed no significant relationship between lapses and errors (Wynn, 2005). This 
finding reflects the nature of the cognitive processes underlying these phenomena. 
Violations; including the acts of speeding, close following, risky overtaking, drink 
driving, street racing, ignoring traffic lights, hostile and aggressive incidents and other 
aberrant road behaviours, by their very nature require a deliberate choice on behalf of 
the individual to break the rules which govern the task in question; in this instance 
traffic laws and the results indicate that those whose scores are high for sensation 
seeking are more likely to make this choice. This is contrary to errors that occur as a 
result of deviation from ones planned actions and lapses which can be considered 
failures of a drivers' skill based knowledge or a series of memory failures 
(Rasmussen, 1980). Furthermore, both sensation seeking and violations are 
significantly correlated with participants self reports of traffic offences. Rimmo and 
Aberg (1999) using an aggregated measure of traffic offences indicating the number 
of instances the respondent had been caught running red lights, being carelessness, 
speeding or driving under the influence of alcohol found a significant association with 
sensation seeking and the violations factor. Only the violations factor was found a 
reliable predictor of offences after controlling for the effect of exposure (mileage). 
It should be recognized that self-report questionnaires tend to underestimate negative 
behaviour (Jonah, 1990). Further more, the validity of D8Q data may be vulnerable to 
criticisms related to the social desirability bias (Parker, Reason et ai, 1995). 
Therefore, an attempt to measure risky driving through direct observation in order to 
validate the current findings regarding violations (Jonah, 1990). In an attempt to 
satisfy this requirement; Glendon (2007) provides evidence of traffic violations in a 
large scale naturalistic driving study. Data was collected through observations made 
from a vehicle travelling alongside the target vehicle. The key violations observed in 
this study include; 
• Speeding; vehicles were observed travelling in speed limit zones (60, 70, 80, 
90, 100 and 110 kph) and a speeding violation was recorded whenever 
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observers agreed that the target vehicle was exceeding the posted limit 
(speeders were classified as travelling a percentage above the posted limit i.e. 
up to 10%, 10-20%,20-30% and by more than 30%). To facilitate estimates 
of the extent to which other vehicles were speeding the research vehicle was 
driven as close to the signed speed limit as was safely possible. Initial 
judgements were verified by video-recording post-observation. 
• Tailgating; was defined as following a lead vehicle at a distance such that the 
time measured from a fixed point between the rear of the lead vehicle and the 
front of the following vehicle is less than 2 seconds. A greater time period (5 
seconds) was used for larger vehicles (HGV, camper vans, coaches etc). As 
with speeding a consensus judgement was agreed among observers as to 
whether a following vehicle was tailgating. Videoed observations were used to 
verify initial judgements. 
Other violations observed within the data include; lane choice, drivers vIew 
obstructed, vehicle un safely loaded, vehicle in dangerous condition, faulty lights, 
inappropriate signalling, increase speed when overtaken, cutting in, using a hand-held 
mobile phone, polluting vehicle and driver/ passenger aggression. 44.6% of vehicles 
were observed exceeding the signed speed limit. There was a weak effect of gender on 
speeding, female drivers demonstrating a slight tendency to exceed the 110 kph speed 
limit by up to 10%. 22.8% of drivers were observed tailgating within the 2 second 
definition, while 28.9% were observed travelling between 2 and 5 seconds or more 
from a lead vehicle. In the majority of cases (41.6%) there was no lead vehicle. In 
total, of the 1430 instances in which a lead vehicle was observed, tailgating occurred 
in 44.1 % of cases. With regards to the other violations recorded, 1.2% of drivers 
drove while their view was obstructed (particularly four-wheel drive vehicles, mobile 
home's and motor cycles); 1.2% of drivers were observed using a hand-held mobile 
phone; 1.0% were judged to have unsafe loads and 1.1 % of vehicles were considered 
to be polluting (defined as vehicles that emit black smoke from their exhausts for at 
least 10 seconds). When all violations, minus speeding and tailgating, were 
aggregated 12.8% of all vehicles observed were in this category. When speeding and 
tailgating were included this figure raises dramatically to 60.2% of drivers. In general 
this study supports the classification of violations made by Glendon and Sutton 
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(2005), however results suggest that violating groups present more as overlapping 
categories than as discrete groups, as suggested by Glendon and Sutton (2005). 
Glendon and Sutton's distinction between 'speedsters' and 'judicious speeders' was 
not supported in this study as the majority of drivers were more likely to be observed 
committing other violations, in comparison to those adhering to the signed speed 
limit. One possible explanation for this is that the road environment in which the 
(2007) data was collected was more diverse than the single stretch of motorway that 
was used in the (2005) study. 
It is clear from evidence presented here that sensation seekers are at an increased risk 
of being in a road traffic accident because they take more risks than sensation 
avoiders, particularly in terms of the speed at which they travel and the violations they 
commit. The main reason for this appears to be differences in risk perception between 
high and low sensation seekers. 
2.10 Sensation seeking and the dual task 
The main hypothesis of this thesis is that high sensation seekers will perform 
differently under dual task [IVIS and driving] than low sensation seekers, based on 
the notion of the OLA described in previous sections. Central to the development of 
this thesis is an understanding of previous literature regarding sensation seeking and 
the dual task. Evidence exists to suggest that sensation seekers differ in cognitive and 
emotional style to sensation avoiders (Daitzman and Zuckerman, 1980; Shaw and 
Giambra, 1993). Zuckerman (1994) predicted stronger attentional mechanisms in high 
than in low sensation seekers; the former are better in focused (selective) and divided 
attention and poorer in sustained attention, they are faster and more accurate than low 
sensation seekers in response to complex stimuli. They also learn faster in settings of 
instrumental conditioning, when they regard a task as a challenge. Martin (1985) 
found better performance among high sensation seekers on the Embedded Figures 
Test (Witkin, OIlman, Raskin and Karp, 1971). Results indicate that high sensation 
seekers were significantly worse at detecting speech targets presented aurally while 
they read aloud (concurrent task performance) than low sensation seekers, but that 
they performed better when they were required to selectively attend to a single 
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stimulus. This is interpreted s as a reflection of superior focus of attention in high 
sensation seekers. 
Ball and Zuckerman (1990) compared high and low sensation seekers in a concept-
learning task on which they were rewarded for correct responses and punished for 
incorrect ones. The relationship between sensation seeking and reinforcement 
sensitivity was examined in 140 undergraduates using a non-reversal shift concept 
formation task. It was predicted that high sensation seeking participants would learn 
the concept formation task in fewer trials than lows when rewarded for correct 
responses. Conversely, low sensation seekers were expected to take fewer trials to 
learn a concept when punished for incorrect responses. Results suggest that high 
sensation seekers learned more effectively [faster] than low sensation seekers. 
Differences in reinforcement sensitivity between sensation seekers were not found. 
The performance of high sensation seekers after the non-reversal shift suggests that 
they allocate some of their attentional resources to a partially reinforced attribute in a 
manner that did not impede current learning and actually facilitated later learning 
when this previously irrelevant attribute became the rewarded concept. Similarly, Ball 
and Zuckerman (1992) showed that high sensation seekers performed better than low 
sensation seekers on primary attention tasks (c.f. Brocke, Beauducel and Tasche, 
1999). 108 undergraduates completed a dichotic listening, dependent measures 
included shadowing performance, reaction times to a secondary light task, target 
detection, and recall. Results suggest that high sensation seekers have better focused 
attention than low sensation seekers. High sensation seekers perform the primary task 
better than low sensation seekers and make fewer shadowing errors. This difference 
became statistically significant when the shadowing task had to be performed 
simultaneously with a light-detection-reaction time task. High sensation seekers did 
not attend differently than low sensation seekers to words related to their interests 
(sexual, violent, or drug related). These effects were strongest on the first trials of the 
shadowing tasks. 
Schroth and Lund (1994) found that high sensation seekers score significantly better 
than low sensation seekers on a test of creativity. Forty-eight men and 57 women were 
given the Block Design subtest from the Wechsler Adult Intelligence Scale, (W AIS; 
Wechsler, 1981) as a measure of convergent thinking. Scoring is based on the speed 
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and number of problems solved and the Just Suppose verbal subtest from the Torrance 
Tests of Creative Thinking (TTCT; Torrance, 1974) test as a measure of divergent 
thinking. Scores reflect "fluency, originality and flexibility" of responses. Participants 
were given the above tests under three different task orientation conditions: 
achievement orientation, task orientation, and relaxed orientation. Results show that 
sensation seekers tend to be creative or divergent thinkers as participants with high 
scores on the sensation seeking scale did better on the Creativity Task than 
participants with low scores. They show the capacity to develop unique solutions to 
the problems they encounter. There were no significant relationships between 
sensation seeking and general tests of intelligence in which there is only one solution 
or answer (convergent thinking). This suggests that high sensation seekers may 
perform better under dual task conditions that allow flexibility of thinking or that 
facilitate a wide range of solutions. It also indicates that high sensation seekers may 
be able to develop more creative methods of safely integrating IVIS into the driving 
task. 
Buckhalt and Oates (2002) tested the hypothesis that differences in sensation seeking 
may predict subjective time estimates (STE). Within the dual task paradigm, if 
processes governing the production of STE are in direct competition with those used 
in verbal estimations, an increase in primary task complexity should decrease 
attentional resources and STE should decrease (Thomas and Weaver, 1975). 
Participants were instructed by audiotape to attend to the passage of three objective 
time intervals (8, 16 and 32 seconds) while they executed the Sternberg memory 
search test (Detterman, 1988) and a card dealing task, each with three different levels 
of difficulty in conjunction with a subjective time estimation task (STE). Results 
indicated that changes in complexity affected STE, in that estimates were shorter 
when participants were required to remember more information. These differences 
were not statistically significant. In addition, there were no significant differences in 
STE between the different tasks employed. This is surprising given that the demands 
of the task and therefore the resources required are different for each task. Differences 
in sensation seeking failed to predict STE performance across levels of task type and 
task complexity. This suggests that sensation seeking does not measure the source f 
arousal which affects the process of STE or alternatively, that intervening variables 
associated with the experimental context (e.g. fluctuations in arousal due to the 
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natural changes associated with the circadian rhythm) diminished the sensitivity of the 
sensation seeking trait to predict real differences in performance. This is particularly 
relevant if the tasks in question are repetitive or familiar. It must be concluded that 
sensation seeking is not related to tonic levels of arousal, at least as far as they are 
relate to the processes that govern STE. The results of this study support Zuckerman, 
Ballenger and Post's (1984) assertion that the cognitive timers of low and high 
sensation seekers do not function at different resting levels. 
Ayvasik, Er and Sumer (2005) examined the effects of sensation seeking and attention 
on traffic violations and errors. Drivers were asked to respond to two computerized 
measures of monotonous (Traffic Monotonous Attention Test; TMA T) and selective 
(Traffic Selective Attention Test, TSAT) attention. Participants also completed the 
DBQ, Driving Skills Inventor/, and Arnett Inventory of Sensation Seeking. TSATI 
TMA T scores were categorized into four groups by using a median-split. In addition, 
participants were classified into two groups regarding their total sensation seeking 
scores as low and high sensation seekers. Analysis revealed that the main effect of 
attention and the interaction between attention and sensation seeking were significant. 
Post-hoc comparisons show that the mean violation scores of Group 2 (high on both 
monotonous and selective attention) were higher than Group I (Iow on both 
monotonous and selective attention). However, Group 3 (low on monotonous 
attention and high on selective attention) and Group 4 (high on monotonous attention 
and low on selective attention) did not differ in terms of violation scores. Overall, 
results indicated those who committed driving violations possessed higher levels of 
attention and sensation seeking than those who had low levels of driving violations. 
High sensation seekers with high monotonous and selective attention are more likely 
to have a higher number of traffic violations and errors than other groups. Since these 
drivers also reported lower levels of safety skills than other groups, it could be 
interpreted as an indication of drivers' overconfidence in their skills and 
underestimation of the hazards in traffic. Such drivers were more likely to be risk 
takers in traffic situations. 
6 A 20-item self-reported measure of perceptual motor and safety skills developed by Lajunen and 
Summala (1995). 
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Hardy, Caste lion, Hinkin, Levine and Lam (2007) examined the association between 
sensation seeking and visual selective attention. It was predicted that adults with high 
sensation seeking scores will demonstrate better performance when demands are high 
(when target discrimination is difficult) than those with low sensation seeking scores. 
Selective attention was assessed using a perceptual span task (Estes and Taylor 1964). 
The results of this study show that sensation seeking was strongly associated with 
perceptual span performance in the difficult condition, where selective attention 
demands were greatest. When selective attention demands were diminished, sensation 
seeking was completely unrelated to perceptual span performance. When selective 
attention demands were at their greatest in the perceptual span task, sensation seeking 
accounted for 22.9% of the variance in target identification performance. Although 
the difference between the easy and difficult display sizes was significant, the level of 
challenge was not sufficient to elicit performance differences associated with 
sensation seeking. It was concluded that sensation seeking is not associated with 
perceptual or cognitive performance except when selective attention demands are 
sufficiently high. 
Evidence presented here regarding sensation seeking and performance under dual task 
conditions is inconclusive regarding Zuckerman's (I 994a) position that high sensation 
seekers would have stronger attentional mechanisms than in low sensation seekers; 
are better under conditions of focused (selective) and divided attention and poorer in 
sustained attention, they are faster and more accurate than low sensation seekers in 
response to complex stimuli and they also learn faster in settings of instrumental 
conditioning, when they regard a task as a challenge. However, evidence does support 
the notion that high and low sensation seekers will perform differently under dual-task 
(divided and sustained attention) conditions. 
2.11 Chapter Conclusions 
Literature relevant to the demands imposed by the introduction of in-vehicle 
information systems and the impact of sensation seeking on these demands has been 
described in this chapter. It has presented evidence showing that the sensation seeker 
is at an increased risk for being in an accident; they drive faster, are more reckless, 
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may combine drinking or drugs with driving, take more driving dares, and enjoy 
racing cars on the street. The empirical work described in the subsequent chapters 
addresses some of the outstanding issues identified during this review. They aim to 
investigate the incidence of sensation seeking in the general population, how drivers 
perform under dual task (IVIS) conditions, the influence of sensation seeking on dual 
task performance and whether or not driving while using IVIS has a significant impact 
on a drivers ability to drive safely. Completion of these studies will contribute a first 
step towards achieving the overall goal of defining an ideal population from which to 
select a sample for the assessment oflVIS. 
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Chapter Three: Methods for the assessment of in-vehicle 
information systems (IVIS) 
3.1 Introduction 
The demands placed on human operators are so comprehensive, complicated and 
difficult to define that measurement of all the various human abilities required to 
satisfactorily perform the driving task is virtually impossible. With the introduction of 
new devices into the driving environment it is difficult to rely on the traditional 
techniques for evaluating traffic safety. Many devices are not readily available for use 
by the general public making it impossible to evaluate their impact on safety through 
analysis of accident statistics. The safety critical nature of these devices makes it 
ethically questionable to test devices on public roads. It is therefore necessary to use a 
number of measures that are surrogates for the driving task prior to testing in their 
intended environment. Not only does this reduce the danger to participants but it 
allows the researcher to systematically control variables and establish reliable causal 
inferences regarding there impact on a complex cognitive task. 
3.2 Aim of this Chapter 
The pnmary aIm of this chapter is to identify and evaluate the methodologies 
available for the evaluation of IVIS and the measurement of sensation seeking. To 
achieve this it is necessary to consider three key elements; 
1. Simulation of the driving environment and the measurement of performance 
related variables 
2. The nature ofIVI S tasks 
3. The instruments used to measure sensation seeking. 
Subsequently the specific methods used in this thesis are described. 
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3.3 Replicating the driving environment 
The driving task can be considered cognitively complex (Rasmussen, 1983). It is 
affected by the interaction of driver, vehicle and environmental characteristics. There 
is an inherent difficulty in replicating such complexity. A comprehensive 
investigation of the driver's interaction with other elements of the driving 
environment requires the analysis of a large number of variables simultaneously 
(Helander and Hagvall, 1976). 
A key issue in replicating the driving environment as with all behavioural 
investigation is validity. The concept of validity takes many forms, but there are two 
main forms to consider in experimental design; ecological and internal. Ecological 
validity refers to the extent to which the findings of an experiment truly reflect the 
constructs they measure (ecology is the science of interaction between organism and 
environment) it reflects the degree to which a test environment corresponds to the real 
environment in terms of the complexity of the interaction of influences. The 
instrumented vehicle road trial is the most ecologically valid method for the 
measurement of driver performance. By comparison there will inevitably be a loss of 
ecological validity when using artificial lab settings. By controlling the context in 
which experiments take place the accuracy of any generalisations made regarding the 
results are limited because there is no guarantee that such a context occurs naturally. 
"The primary threat to internal validity is from confoundiug variables" 
(Heiman, 1999) 
Internal validity is the degree to which the mathematical relationship observed 
between scores reflects only the relationship between variables of interest. It is the 
validity of causal inferences. Internal validity is most important when discussing 
experiments because their purpose is to test hypotheses about the causes of behaviour 
(X-Y relationships). Internal validity is our confidence that it was the changing of the 
independent variable alone that produced the changes in the dependent variable. 
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Internal validity is difficult to achieve in naturalistic settings as you cannot control 
interfering extraneous variables. There is a trade off between internal and ecological 
validity (figure 3.1) in whatever method is applied to the simulation of the driving 
environment. However where possible, a balance between internal and ecological 
validity should be attempted. The ideal scenario is to maintain control over the tasks 
participants perform while having them occur in a real world context. 
IlltUllal Validity 
+ 
IUstrulnt"ntt"d Velridt" Ilials 
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Figure 3.1: The Trade-off between Ecological and Internal validity 
A second, and related, critical consideration is reliability. In psychological science 
reliability refers to the consistency of a set of measurements over repeated tests of 
similar subjects under identical conditions. An experiment is reliable if it yields 
consistent results on the same measure. It is unreliable if different results are obtained 
over repeated measures. A cornerstone of reliability theory is true score theory. True 
score theory maintains that every measurement is a combination of two components: 
the true ability of the respondent on that measure; and random error. A measure that 
has no random error (i.e., is all true score) is perfectly reliable; a measure that has no 
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true score (i.e., is all random error) has zero reliability. Random error is caused by any 
factors that randomly affect measurement of the variable across the sample. For 
example, mood (which is different for each participant) has been shown to influence 
participant's perception of risk. Positive affect may increase the tendency to take 
risks, as long as the risk is relatively low, but may tend to decrease risk taking where 
risk is high (Isen and Patrick, 1983). The important thing about random error is that 
the effects are not consistent across the sample; it adds variability to the data but does 
not affect average performance of the group. 
It is possible that some errors are systematic, that they hold across most or all of the 
members of a group. One way to deal with this notion is to revise the simple true 
score model by dividing the error component into two subcomponents, random error 
and systematic error. Systematic error is caused by any factors that systematically 
affect measurement of the variable across the sample. For example, if there is loud 
noise where students are taking a test, the noise is liable to impact scores. Unlike 
random error, systematic error tends to be consistent (positive or negative) across the 
whole sample. 
Reliability does not imply validity. It is possible for an instrument to produce 
consistent measurements, but that those measurements do not accurately represent the 
target concept. Reliability comes in many forms including; Inter-Rater or Inter-
Observer reliability (the degree to which different raters/observers give consistent 
estimates of the same phenomenon), Test-Retest reliability (the consistency of a 
measure from one time to another), Parallel-Forms reliability (the consistency of the 
results of two tests constructed in the same way from the same content) and Internal 
Consistency reliability (the consistency of results across items within a test). 
It is important to remember that every design has its flaws and the flaws are different 
for each design. When replicating the driving task it is important that the driving 
scenario allows for the suspension of disbelief, in that the replication is clear enough 
so that the participant can make the connection between the experimental context and 
the real world driving task. 
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3.3.1 Instrumented vehicle trials 
All research involves observation in some form. The best method of gammg 
information about how an organism behaves is in its natural context through direct, 
but unobtrusive observation. The overriding advantage of an observational design is 
that behaviours are not influenced by reactivity or other demand characteristics. They 
provide the ultimate test of theoretical models of behaviour. There are however; 
several disadvantages to observational design such as the fact that informed consent 
cannot be obtained prior to observation, descriptions are highly susceptible to 
experimenter expectations, they are often reliant on convenience sampling rather than 
random sampling, the data gathered is qualitative rather than quantitative and the 
experimenter cannot easily control or manipulate variables therefore causal 
relationships are difficult if not impossible to establish. 
Within the driving context the instrumented vehicle (IV) naturalistic driving trial is 
the closest thing to direct observation that maintains both the objective and empirical 
elements of scientific method. From the perspective of driving behaviour research, 
field studies with instrumented vehicles are regarded as the ultimate validation of 
behavioural models, safety measures and design (Santos, Merat, Mouta, Brookhuis 
and de Waard, 2005). IV trials have been used to investigate driver behaviour for a 
number of years however their wide spread application is a significant recent trend 
(McDonald, Brackstone, Sultan and Roach, 1997). IV research has benefited greatly 
from developments in sensors, electronics, and processing. A significant recent trend 
is to make instrumentation as unobtrusive as possible. Despite this it is difficult to be 
sure that these drivers are behaving in the instrumented vehicle exactly as they would 
in their own vehicles because they are aware that they are being directly observed and 
that their behaviour is being recorded. 
The major disadvantage of road trials is that what is gained in terms of ecological 
validity is lost in internal validity. There is no doubt that IV trials provide vast 
amounts of rich data about driver behaviour, however the caveat remains that each 
trial is a unique event in which very few variables are controlled which in turn can 
lead to increased variability in the results e.g. speed choice in motorway driving. As 
87 
the traffic flow on motorways cannot be controlled different participants may 
experience different levels of traffic flow, which can serve to confound the results as 
speed choice cannot be accurately attributed to the driver when it is possible that they 
are constrained by traffic flow (Wynn, Richardson Georgeon, Bellet, Henning and 
Krems, 2008). 
The greatest advantage of the IV trial is that it provides vast amounts of rich data that 
occurs in an ecologically valid context. Ideally they are performed on-the-road in 
order to maintain the ecological validity of the task. They can however, be 
implemented using a test track to great effect, particularly if there is a safety 
component to the experiment that would cause ethical concerns on real roads. There is 
a significant increase in the amount of control that is afforded the researcher on the 
test track (Wooldridge, Bauer, Green and Fitzpatrick, 2000; Santos et ai, 2005). An 
increase in the number of variables that can be control vastly improves the ecological 
validity of studies implemented on a test track. 
3.3.2 Driving simulators 
Driving simulators have become a viable alternative to instrumented vehicle trials, 
because in recent years relatively sophisticated driving simulators can now be based 
on low cost, high-end PC technology. The graphic capabilities of such systems have 
increased dramatically in the last decade allowing the simulation of visually complex 
scenes. Previously such simulations required high cost computers with significant 
processing power. Most of these devices have a fixed base and include relatively 
restricted fields of view, although virtual reality head-mounted displays allow for a 
low-cost wide field of view. Ideall/, a simulator should include a real vehicle hosted 
on a dynamic moving base platform, with a large field of view in both the horizontal 
and vertical plains, be presented in high resolution with little delay and present a 
virtual environment containing numerous autonomous road users (Santos, et ai, 2005). 
Nilsson (1993) defined the requirements for an advanced driving simulator; 
• The simulation must run in real time. 
7 Simpler (less expensive) simulators can be useful where undemanding driving task are simulated e.g. 
monotonous, motorway driving in fatigue studies. 
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• The model describing the vehicle must be complete in the sense that all the 
subsystems such as engine, brakes, transmission, steering system, suspension 
etc must be modelled. 
• The model describing the vehicle characteristics must be able to represent a 
broad spectrum of handling qualities, for example front wheel drive, rear 
wheel drive, and different levels of under-steer and over-steer. 
• The vehicle model must also be able to reproduce the effects of the interface 
between vehicle and road, for example slippery surfaces and gravel roads. 
• The simulator must have a wide angle visual system, preferably in colour. The 
picture should contain enough detail to give a realistic driving impression. 
• The simulator must have a moving base system for the simulation of inertia 
forces. 
• It is crucial that the time delay introduced by the simulator is short compared 
to the lags of real vehicles (lOO-250ms). That is, the driver must not 
experience a delay between a certain manoeuvre (for example a steering wheel 
turn) and the corresponding change of the visual scene. 
There are a number of advantages to implementing experiments ID a simulated 
environment, for example: (a) allow high degree of control by the researcher on 
situational and environmental variables that they cannot control in instrumented 
vehicle trials such as traffic, junctions, traffic lights etc. It is one of the most 
compelling advantages of simulators is that you can make traffic events happen at the 
moment you want them to happen and make the experience (very) similar for all 
participants, (b) evaluation of driver performance and behaviour relating to the 
impacts of rarely occurring traffic events (emergency braking), (c) ability to 
investigate potentially dangerous driving situations that would be ethically 
unacceptable in road trials, and (d) a cost-effective method to produce an artificial 
environment as a valid substitute for one or more aspects of the actual driving 
experience. 
Any results using driving simulators may be confounded by low behavioural validity. 
Behavioural validity refers to the way in which the driver or operator behaves in the 
simulator in comparison to how they behave when driving a real vehicle. Being 
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monitored by an investigator may also serve to reduce behavioural validity of 
participants. It introduces the disadvantages associated with demand characteristics, 
social desirability, acquiesce and other response sets (Farley, 1967; Fiske, 1971; 
Jackson, 1973). There is a lack of consequence associated with driving undertaken in 
a simulator that may affect the way drivers prioritise tasks. The fact that safety is not 
compromised may lead to participants to attribute attentional resources differently 
than they would in the real driving environment and exhibit different risk taking 
behaviour. 
A particular concern when usmg driving simulators is the onset of fatigue. 
Performance of the driving task degrades as time in the simulator increases (Dureman 
and Boden, 1972) and while the effects of fatigue are unavoidable both in simulated 
driving and on road trials the onset is far more pronounced in the simulated 
environment where the visual stimuli are generally more repetitive (Thiffault and 
Bergeron, 2003). This does not however negate the benefits of simulation as any 
activity if prolonged will render a person unable to maintain skilled performance 
(Nilsson, Nelson and Carlson, 1997). It is necessary to judge simulators in terms of 
relative rather than absolute performance (Philip, Sagaspe, Taillard, Valtat, Moore, 
Akerstedt, Charles and Bioulac, 2005). This consideration introduces the concepts of 
absolute and relative behavioural validity. 
3.3.2.1 Absolute vs. relative validity 
The major question raised over the validity of driving simulators is whether drivers 
behave in the simulator in the same way that they do on the road (Reed and Green, 
1999). There is an assumption that drivers in a driving simulator behave as they would 
in their own vehicles. It is possible that this is not the case and the influence of the 
experimental setting cannot be ignored. It may be however that it is sufficient that 
participants behave in a similar fashion with respect to the measures of interest. An 
important distinction between absolute and relative validity is necessary in the 
discussion of simulator performance. Absolute measures of behavioural validity in a 
driving simulator refer to exact numerical correspondence between variables observed 
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during simulated driving and those same variables observed during driving on a 
section of real road. 
Relative validity refers to the extent to which patterns and trends of results obtained in 
a driving simulator relate to those obtained on the same task conducted in a real world 
environment. Relative validity is a relevant issue when variations in driving tasks 
have similar impacts on driving performance in both simulated and real environments 
but there is imprecise correspondence between measures. Relative validity governs 
our ability to generalise findings from the simulator to the wider driving task. Fixed 
base simulators are likely to be poor in absolute validity mainly because perception of 
lateral movement is diminished by an absence of kinesthetic feedback they do 
however show good relative validity for measures of driving performance (Blaauw, 
1982). 
Despite the obvious decline in ecological validity that is associated with simulating 
the driving environment a number of studies have shown that the results obtained in 
driving simulators show good relative validity. Harms (1996) investigated the 
behavioural validity of the VTl (Swedish national road and transport research 
institute) driving simulator and found that driving speed was generally higher in the 
simulated environment. Lateral position was found to be better in the driving 
simulator as mean distance from the centre line was shorter. This is evidence of the 
limited absolute validity of driving simulators, however it does not support 
abandoning driving simulators altogether. Duncan (1998) provides further evidence of 
the value of driving simulators in a validation of the TRL driving simulator against 
driving performance in an instrumented vehicle on a test track. The majority of 
experimental effects observed on the test track were subsequently identified in the 
driving simulator. Measures include; speed estimation and maintenance, lane keeping, 
headway, reactions to an lVIS display. The results however did not show high 
correspondence between the two settings. For example Standard Deviation of the 
Lateral Position (SDLp8) in the driving simulator is twice that of SDLP on the test 
track. Despite this the relative validity of the simulator is high despite increased 
B SDLP is a widely used measure of driving performance that measures a driver's ability to maintain 
lateral control of the vehicle by providing an index for each subject's road tracking error and ability to 
control the lateral motion of the car (See chapter 7 for a more detailed discussion). 
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variability in the simulated environment. This is illustrated by the observed 
improvement in performance in both the simulated environment and the test track 
when participants were instructed to concentrate on this aspect of the driving task. 
Reed and Green (1999) further illustrated the relative validity ofthe driving simulator. 
They compared participants (N= 12) performance on a telephone dialling task. There 
were two conditions; driving in a simulator and driving on the road. Lane keeping 
performance was more precise in the instrumented vehicle trials than in the driving 
simulator. Larger variances in steering wheel position and lane position (SDLP) were 
observed in simulated conditions. Measures of speed control were comparable 
between simulated and natural environments although variance of throttle position 
was greater in the simulated condition. Differences in speed control were attributed to 
deficiencies in physical fidelity such as wind gusts, road irregularities and equipment 
(speedometers). The effects of the phone dialling tasks established the relative validity 
of the simulation in that the same pattern of results was observed in both simulated 
and naturalistic driving conditions however, larger effects of phone dialling were 
observed in simulated conditions. 
Carsten, Groeger, Blana and Jamson (1997) evaluated the behavioural validity of the 
Leeds Advanced Driving Simulator. Results show that overall there was a broad 
correspondence between driving in the simulator and the behaviour of real-world 
traffic. The effects of road width, curvature, direction of curve and sequence between 
road sections were reproduced on the simulator, and there were very high correlations 
between speed along the real road and speeds in the simulator. 
The main reason for the difference between results obtained from real driving and in a 
simulator is the fidelity of the simulator. Fidelity refers to the correspondence between 
the simulators ability to reproduce the driving environment, driver experience and its 
real world counterpart. One of the primary concerns of driving simulation is the 
ability to extrapolate the results to the real world. Driving simulators vary; this 
variation can affect the realism and validity of the findings. Fidelity takes many 
forms; physical, objective, perceptual, behavioural, functional, attribute, abstract, 
psychological, and concrete (Roza, 2004). 
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A concept linked to this is visual lag; which is the result of a simulator generated 
action appearing later than expected. Within the simulated driving environment it is 
the time between subjects making a control input and the simulator generating a 
response that defines lag (Strauss, 2005). There is a classic trade-off in the 
development of virtual environments applications between the quality of the image 
presented and the processing speed of the application. This is in turn reflected in the 
refresh rate of the graphics and the response latency of system to user inputs. On a 
personal computer platform, where computational resources are limited in comparison 
to large scale simulators, the effects of this trade-off are exacerbated (Levine, 1995). 
In driving simulation, the quality and content of the visual information is critical; 
drivers extract most of the information they need from visual input. Wachtel (1996) 
however proposed the notion of 'essential realism' (or functional fidelity) in that the 
design of simulators in terms of fidelity and scope should be based on appropriate 
technology, in that it should be sufficient to accomplish the goals of the experiment. 
Poor fidelity can serve to distract by undermining experimental control, limiting data 
collection, diluting training and making people sick. A valid driving simulator should 
allow for the transfer of basic driving skills from the real world to the simulator. The 
pursuit of increasing levels of fidelity may be unsuitable because it may undermine 
experimental control, limit data collection, dilute training, and increase simulator 
sickness (Lee, 2004). 
Lee (2004) believes that low-fidelity simulators or simulators that intentionally distort 
the driving experience may be more effective than those that strive for a true 
representation of the driving environment and vehicle dynamics. For example, a 
simulation may be able to provide a highly realistic and complex environment 
complete with traffic. However; such levels of detail may force the driver to attend to 
peripheral elements of the scenario. If the driver is required to focus on a particular 
signal in the scene, a complex environment may present a number of competing 
signals which make it difficult to be certain whether participants are responding 
accurately. Removing extraneous noise from the scene would allow the particular 
behaviour or skill to be examined effectively and efficiently. To optimize 
performance, the content and quality of the simulated environment should be 
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simplified as far as is reasonably practicable without losing important visual 
information and perceptual cues. 
While visual perception is dominant in most driving tasks, vestibular perception plays 
an important role in vehicle control. Cars can move vigorously, and may exhibit large 
linear and lateral accelerations while accelerating, braking and in curves. To provide 
these cues to some extent, several driving simulators rely on large X, Y, XN or rotary 
motion platforms. The visual illusion of driving can become so real in stationary 
simulators, that visual perception and vestibular cues are affected. The visual input 
informs participants that they are moving, but the vestibular system (the semicircular 
canals and otoliths located in the inner ear that are responsible for balance) does not 
verify this information. Some people react with vertigo and discomfort, called 
"simulator sickness". Experienced drivers tend to be especially sensitive to such flaws 
in driving simulators, resulting in high levels of simulator sickness (Parkes, 2005). 
3.3.3 Performance of Driving Simulators Used in this thesis 
The TRL advanced driving simulator (CarSIM) was used in this research. In this 
section, the performance capability of CarSIM is summarised in order to clarify the 
validity of the experimental studies completed. 
3.3.3.1 CarS1M (TRL LTD) 
CarSIM uses complex computer graphics to provide a highly realistic automobile 
operating environment. The total horizontal field of view is 210° projected at a 
resolution of 1280x 1024. A rear view (60°) is back projected to provide an image that 
can be seen through the vehicle's rear view and wing mirrors. The car is a Honda 
Civic hatchback modified for use in the simulator. Limited motion in three axes 
(heave, pitch, and roll) provides the driver with an impression of the acceleration 
forces and vibrations that would be experienced when driving a real vehicle. Drivers 
received feedback regarding vehicle control from the steering wheel, brakes, 
accelerator, and gearshift controls in a similar way to a real car. Realistic engine, road, 
and traffic sounds are generated to complete the representation of the driving 
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environment. The vehicle dynamics are updated at 100Hz whilst the visuals are 
refreshed at 60Hz so that the driver perceives a seemingly continuous driving 
expenence. 
1:1 Cl Cl 
Figure 3.2 :CarS1M Driving Simulator (TRL LTD) 
The simulated driving environment is provided by SCANeR 1I software created by 
OKTAL. Environmental details which can be created include photo-realistic images 
of buildings, vehicles, signing, and markings, with terrain accurate to the camber and 
texture of the road surface as well as the simulation of night-time driving scenarios. 
More than fifty autonomous traffic vehicles can be programmed to participate in the 
simulation. TRL has a library of different vehicle types to choose from including cars, 
trucks, buses, emergency vehicles, bicycles, and pedestrians. Several studies have 
established the validity of CarSIM (for example see Sexton, 1997). 
3.3.4 Laboratory Methods 
The cost implications of instrumented vehicles trials and driving simulators can be 
prohibitive (Reed and Green, 1995; Scott, 1994). Another important issue with 
simulator based research is the difficulty of comparing results between simulators. 
Few attempts have been made with relative ly modest success. 
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Brown and Nimmo-Smith (1996) completed a project designed to evaluate the 
validity and cost effectiveness of assessing system safety using driving simulation 
methods. The system in question was Autonomous Intelligent Cruise Control (AI CC). 
As well as illustrating the effect of AICC on performance, this study is a perfect 
demonstration of the variability between simulation sites. Tests of performance were 
replicated at three different sites (HUSAT, Loughborough; TRL, Crowthorne and 
VTI, Linkoping, Sweden) with three varying levels of fidelity. Overall, AI CC was not 
found to have an adverse effect on safety. In fact AICC reduced the risk of collision 
with a decelerating vehicle and had a positive effect on headway variability during a 
car following task, this was true for all three levels of simulation. However, the 
behavioural measures identified several differences between the different simulations. 
For example, shorter reaction times under normal braking conditions were found in 
the HUSA T simulation; however during safety critical braking events reaction times 
were far slower than they were in both the TRL and VTI simulations. 
To overcome this there have been a number of laboratory based methods developed. 
The caveat of laboratory based paradigms is that they are in general removed from the 
real world environment and therefore low in ecological validity, however by 
sacrificing ecological validity the internal validity of measures may be increased 
through greater control of experimental variables. 
The Occlusion test, Peripheral Detection Task (POT) and the Lane Change Task 
(LCT) are key examples of such tasks. 
3.3.4.1 Peripheral Detection Task 
The peripheral detection task (POT; Miura, 1986; van Winsum, Martens and Herland, 
1999) is a measure of a driver's ability to detect visual stimuli presented towards the 
edge of their field of view. It is based on the proposition that as workload increases 
the driver's useful field of view decreases and attention becomes more selective. It is 
a secondary task measure in which drivers are required to respond to random targets 
presented in the peripheral field of view while they drive. When drivers are distracted 
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they may respond more slowly and mIss an increasing number of targets. It is 
assumed that the POT has functional correspondence with objects occurring at the 
edge of the road scene. The location where stimuli are presented corresponds with the 
positions of pedestrians, road signs and other potential hazards. If more POT targets 
are missed due to the driver being distracted it may be assumed that under similar 
circumstances more pedestrians, road signs, etc will be missed. 
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Figure 3.3: Peripheral Detection Task Hardware (from Olsson and Burns, 2000) 
In a typical POT methodology an array of LED (Light Emitting Diode) is placed on 
the dashboard and reflected in the windshield projected between 11 and 23° to the left 
hand side of drivers' normal line of sight at between 2 and 4° above the horizon. 
Signals are presented for I second with an interval between stimuli of between 3 and 
6 seconds (Olsson and Burns 2000). In the simulator, it has been implemented as a red 
dot at a varying horizontal and vertical angle with a varying inter·stimulus interval 
(presented on the outside screen). In the field, the POT has been implemented on a 
head band, with a light attached to the subjects' head. Since it is possible to vary the 
stimulus intensity, it can be used both in day and night conditions. Responses are 
typically given by means of a button attached to the index finger. Detection 
performance is measured in terms of response time and hit rate. The percentage of 
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missed signals and average reaction time to the appearance of the signal has been 
found to increase in line with increases in workload. 
Research has shown that increases in central cognitive load, stress, noise, fatigue and 
ageing can act to reduce the peripheral field of view (Mackworth, 1965; Crundall, 
Underwood and Chapman, 1999; Roge, Peybale, Kien and Muzet, 2003). Miura 
(1986) conducted a large scale study (around 4500 trials) of the peripheral vision 
performance of drivers in varying traffic densities. The results of which are supportive 
of the notion that as greater demands are placed on the driver, peripheral vision 
performance decreases. This is evidenced by an increase in reaction times and 
reduction in detection rate which are indicative of a decreased functional field of 
vIew. 
Van Winsum, Martens and Herland (1999) found that when primary driving task 
demands increase participants demonstrated a tendency to reduce their response 
speed, at the same time the number of missed PDT targets increases (Olsson and 
Bums, 2000). Martens and van Win sum (2000) demonstrated the sensitivity of the 
POT to changes in the demands of the driving task. There was an increase in response 
times coupled with a decrease in hit rates as workload increased through more 
resource intensive situations such as the vehicle in front breaking or an obstacle in the 
road. Jahn, Oehme, Krems and Gelau (2005) illustrate the sensitivity of POT to 
variable route demands. Forty-nine professional drivers performed the POT while 
following route guidance system instructions on an inner-city route. The route 
consisted of both highly demanding and less demanding sections. Subjective 
workload ratings (NASA-TLX) and physiological measures (heart rate and heart rate 
variability) confirmed the changes in workload reported by the PDT. 
Patten, Kircher, Ostlund, Nilsson and Svenson (2006) showed a significant difference 
in the cognitive workload between two groups of drivers that differ in terms of 
experience of the driving task (High vs. Low mileage). This was illustrated by large 
differences in mean reaction times of responses to a stimulus located in the peripheral 
field of view. Low mileage drivers had greater reaction times than did their high 
mileage counterparts. Brook-Carter, Parkes, Bums and Kersloot (2002) using a simple 
reaction task in which participants are required to press the vehicle horn in response to 
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the presentation of visual stimuli on the simulator screen, found that mean reaction 
times increased in heavy traffic conditions where workload was increased. Mean 
reaction times were also found to increase in conditions where drivers were driving 
without the aid of adaptive cruise control (ACC), again this is a condition of increased 
workload in comparison to driving with ACC. Mean reaction time to POT -stimuli was 
significantly longer and hit rate was lower during driving with a navigation system in 
comparison to a memorised route (Harms and Patten, 2003). 
Cognitive tunnelling (Oirkin and Hancock, 1985) describes a shift towards an 
increasingly selective pattern of attention. If peripherally located stimuli are relevant 
to performance of a centrally located task then decrements in performance do not 
occur even when workload is increased (Cornsweet, 1969; Reeves and Bergum, 
1972). Oirkin and Hancock (\ 985), using a peripheral detection task where certain 
locations were biased in there presentation making them more relevant to completion 
of the task, found a reduction in reaction times to such stimuli. This was true 
regardless of spatial location, supporting the notion that [cognitive 1 tunnelling of the 
useful field of view is a strategy designed to direct resources to the most critical task 
i.e. safe operation of the vehicle. If information located in the periphery of vision is 
relevant to completion of the current task decrements in performance are not 
observed. 
Evidence presented leads to the conclusion that the POT is a good tool for measuring 
visual distraction and mental workload; however it still has a number of unresolved 
issues associated with it (Engstrom, Aberg, Johansson and Hammarback, 2005). It has 
been criticised as it adds to the workload of the driver. With the POT the driving task 
now consists of the primary task (driving), the secondary task (operating the IVIS 
device) and a tertiary task (POT). The POT task may be too difficult to perform while 
driving and using an IVIS. However, Olsson and Burns (2000) note that if participants 
are still able to detect events in their peripheral view while completing the first two 
tasks then the interface should be considered well designed. 
The POT has also been accused of not being sensitive to different levels of driver 
workload. Patten, Kircher, Ostlund and Nilsson (2004) compared effects of 
conversation type (simple vs. complex) and telephone mode (hand-held vs. hands-
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free) USIng the POT. Reaction times to peripheral stimuli increased significantly 
(around 45%) in both conversation conditions in comparison to baseline performance. 
No significant effects on POT performance were observed between telephone modes. 
This suggests that there are no workload differences between phone modes and that it 
is the content of the conversations that affects the resources of the participant. There 
was however; a significant difference in mean speed between the different mobile 
phone conditions; mean speed was lower in the hand-held condition in comparison to 
hands-free and baseline performance. This result is difficult to explain with respect to 
the POT method. Patten et al (2006) believe that it can be explained by increased 
awareness of the effects of the mobile phone task by the participant when the phone is 
present. There is however evidence to suggest that changes in speed reflects changes 
in the demands of tasks (Oe Waard, 1996; Lansdown, Brook-Carter and Kersloot, 
2004). If PDT is sensitive to workload an observable difference in POT performance 
would be expected. 
The driving task is primarily visual in nature; therefore the PDT remains a useful 
component of any test battery of distraction measures. It is not however, suitable for 
measuring the distraction caused by IVlS unless information is presented in the visual 
mode (Harms and Patten, 2003). 
3.3.4.2 Occlusion 
The driving task relies heavily on the visual channel as do many of the secondary 
tasks introduced by IVIS. The occlusion technique focuses on visual perception and 
the drivers ability to allocate visual attention to competing tasks. It focuses on the 
willingness of participants to neglect the lateral and/or longitudinal control of the 
vehicle in order to spend time and resources on other tasks external to the driving task 
(van der Horst, 2004). 
The occlusion technique is designed to reproduce the visual time sharing between the 
road and IVIS devices (Goujon, 200 I). The occlusion technique is typically used in 
laboratory-based assessments of IVIS. When completing an IVIS related task the 
participant's vision is systematically obstructed to reproduce the time sharing between 
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IVIS and road scene that would be expected when driving. An international standard 
for the application of the occlusion technique is approaching completion as such the 
International Standards Organisation defines occlusion as; 
'Measurement method involving periodic/ intermittent physical obscuration of 
the participant's vision or the obscuration of visual information under 
investigation' 
(ISO TC22/SCI3/ DIS 16673.2) 
There are- a number of possible ways of occluding a driver's vision and it has been 
suggested that the occlusion test should be independent of technology (Bums, 2001); 
however the main apparatus used to run the occlusion method are PLATO goggles 
(Portable Liquid-crystal Apparatus for Tachioscopic Occlusion; Milgram and van der 
Horst, 1984). The lenses of the PLATO spectacles can switch between transparent or 
opaque light scattering states with the passing of an electronic trigger signal; thus 
obstructing the view of participants within a matter of milliseconds. 
Figure 3.4: PLATO goggles (from van der Horst, 2004) 
A number of safety critical principles regarding the time an IVIS task should take to 
complete have been proposed. The Society of Automotive Engineers (SAE-J2364, 
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1998) proposed the fifteen second rule in which a task can be considered safe to 
undertake whilst driving when it takes fifteen seconds or less to complete when 
executed without driving. If the task takes more than 15 seconds of continuous visual 
attention it is likely to impede performance of the driving task and therefore pose a 
significant threat to safety. 
Z wahlen, Adams and Debald (1988) recommend that for safety reasons drivers should 
not be distracted from the driving task for greater than two seconds. This is reflected 
in the European statement of principles which recommends that a task should take no 
more than four glances, with maximum glance durations of 2 seconds (giving a total 
glance time of 8 seconds). Similarly, the USA statement of principles (Alliance of 
Automobile Manufacturers, 2003) recommends that the duration of a single task while 
the vehicle is in motion should not exceed 2 seconds. In addition, the task completion 
should not require more than a total of 20 seconds total glance time to the system 
display or controls. 
Using the occlusion technique it is possible to directly measure whether the task can 
be performed within the remit of these guidelines using total shutter open time 
(TSOT). TSOT 9 refers to the total time that the scene is visible. If PLATO goggles 
are used this is the sum of all sequences where the goggles are open, if the screen 
blanking technique is used it is the sum of the sequences where the task is visible. The 
International Standards Organisation [ISO 16673: 2007) recommends that in-vehicle 
tasks must be completed in less than twenty-seven seconds, comprising six 1.5 second 
viewing opportunities and six 3.5 second occlusion periods. With this in mind it is 
necessary for the integration of IVIS that the tasks do not require the driver's attention 
for periods that exceed these recommendations. 
Using a task designed to meet the static criterion of a total task time of fifteen seconds 
Baumann, Keinath, Krems and Bengler (2004) showed that the occlusion tool was a 
useful method for evaluating the safety of IVIS. The task involved the presentation of 
short text messages on a hand held computer suitable for in-car use. Each message 
9 The value of TSOT will vary dependent on what vision/occlusion intervals are used 
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was up to forty words long and contained two abbreviations of well known German 
highways. The texts were presented at a rate of three words per screen and each 
screen was presented for an occlusion period lasting 0.7 seconds each. The 
participants were required to recall the names of the two highways included in the text 
and answer questions regarding the content of the text message. Degradation in 
performance was observed in the occlusion condition where the task was interrupted 
at two second intervals. Around one third of answers in the occlusion condition were 
correct. Information presented during the interruption phase of the trial was lost and 
could not be recovered making it difficult to complete the task. The results of 
Baumann et al (2004) illustrate that tasks can meet Green's (1999) fifteen second 
criteria but at the same time participants fail to complete the task within Zwahlen et 
ai's (1988) edict that each interaction with the system should take no more than two 
seconds. Recommendations regarding acceptable values for TSOT have been made; 
however, research suggests that many driver support systems seriously exceed these 
(Stevens, Bygrave, Brook-Carter and Luke, 2004). Conversely the recommended 
TSOT's may not allow certain tasks, that have not been found to adversely influence 
driving performance, pass such a criterion. 
There are problems with the assessment of IVIS based on total glance time. A high 
value would seem to imply that the task would be unsafe, however a task that is 
highly 'chunkable' (requiring many short glances) may not impact on the performance 
of the driving task as much as a task that can be completed quicker but is reliant on 
much longer individual glances. A task with a total glance time value of 34 seconds 
comprising of 34 individual I second glances is more desirable than a task that takes 
18 seconds to complete but us comprises of three 6 second glances. If a task can be 
completed under occlusion conditions it has demonstrated that it is resumable (often 
referred to as 'chunkability'). The assumption is that such tasks will be suitable for 
use while driving. 
This has been illustrated by Chaing, Brooks and Weir (2001, 2004) whose results 
indicate that the total number of glances and their cumulative duration are not 
important. What is more important is the ability of the user to interrupt the secondary 
task as demands increase and then resume the task when demands are reduced 
(resumability of the task). Chaing, Brooks and Weir (2001), using an on the road 
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instrumented vehicle trial, discovered that participants could easily enter destinations 
into a satellite navigation system when allowed to work at their own pace. Typically 
participants made more glances than allowed in the current recommendations; 
however 92% of all glances lasted less than the widely accepted 2 second limit on 
single glance duration. This in conjunction with participants' low estimates of 
sUbjective workload indicates that drivers can easily accommodate tasks that are user 
paced and interruptible. 
The chunkability of a task can be calculated using the occlusion technique using the 
R( esumability) ratio which is a ratio of the time the task interface is visually available 
to the "driver" and the total time to complete the task uninterrupted 
R= TSaT 
TTFunoccl 
Where R = Resumability; TSOT = Total shutter open time and TTTunoccl = Total 
task time unoccluded. R- values greater than I are indicative of an added cost 
associated with the IVIS system and suggest that participants would have difficulty in 
completing tasks in the brief glances afforded them in the driving environment. R-
values near to 1 indicate minimal effect of performing a task when occluded 
compared to performing the task under single task conditions. The R ratio is reliant on 
two factors; the amount of information that can be obtained during periods of vision 
and the amount of a task that can be completed without vision. It is possible that a low 
R ratio is reflective of elements of a task that can be completed with blind operation 
(Pettitt, Bumett, Bayer, and Stevens, 2006). 
The key premise of the occlusion technique is that the periods where participants are 
without vision are representative of their glances to the road scene when using IVIS. 
A fundamental criticism of this reasoning is that there is a lack of a loading task while 
vision is occluded. Participants are able to maintain their task goal state during the 
occluded periods without interference from another task. This is contrary to 
naturalistic driving where drivers perform several tasks while looking at the road, 
such as monitoring the road and traffic and looking for navigational cues. The 
technique therefore produces an estimate of performance that fails to account for any 
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attentional cost when switching back and forth between two tasks. Because the visual 
occlusion technique does not incorporate a task during the occluded periods, it is 
difficult to know if subjects are able to resume the lVIS task without any attention 
switching latency. It is important to recognise that key aspects of time sharing are 
ignored by the occlusion technique (Lansdown, Bums and Parkes, 2004). 
The occlusion technique has also been criticised as it is reliant on forced occlusion 
and reopening does not correlate with realistic human behaviour. In reality the person 
itself decides whether to withdraw the attention from the road and for how long, 
depending on the current traffic situation, the driver's condition and his experience. 
Also, the sudden opening of the glasses causes a short moment of confusion, which 
shortens the available time to operate the device (resumption lag; Altmann and 
Trafton, 2002). This could potentially increase the overall TSOT and estimates of R. 
Longer resumption lags result in less time to complete the task per unoccluded period, 
which in turn results in the need for more shutter open time. 
The majority of studies implementing the visual occlusion technique do not impose a 
demand on cognitive resources during the occluded periods. Monk and Kidd (2007) 
compared the ISO standard application of the occlusion technique where no task is 
presented during the occluded period to a condition where participants are required to 
perform a visual tracking task during the occluded periods 10 The mean R values for 
the tracking task condition were significantly higher than for the occlusion alone 
condition which indicates that the resumability of the task was reduced by the 
presence of the tracking task during the occluded period. The inclusion of a visual-
motor task during the occluded period presents participants with a more accurate 
representation of the demands made of the driver during the driving task. R values 
using the ISO recommended application of the occlusion technique may 
underestimate the visual demands made of the driver by failing to account for 
additional resumption costs associated with cognitive load during occluded period. A 
simulated driving task performed during the occlusion interval would significantly 
increase the cost and complexity of the occlusion technique. 
10 This was achieved using a screen blanking procedure rather than PLATO goggles (see Stevens, 
Bygrave, Brook-Carter and Luke (2004), for a description of screen blanking). 
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The fact that occlusion is in its relative infancy in comparison to other measures 
means that there is limited research that has successfully established the validity of the 
visual occlusion technique as a measure of driver distraction. The research that does 
exist is flawed in that there is a lack of consensus regarding the best means of 
achieving occlusion, the length of the interval periods, whether the occlusion and 
inspection intervals should be computer or self-paced and if they should be fixed or 
variable, the level of training given to participants and whether a distracter task is 
necessary during the occlusion interval to prevent participants from rehearsing their 
next move or operation during this period. This will continue to be the case as long as 
research efforts using this technique remain uncoordinated (Young, Regan and 
Hammer, 2003). 
3.3.4.3 Lane Change Task (LCT) 
The Lane Change Task (Mattes and Hallen, 2009) is a laboratory based combined 
control and event detection metric based on the dual task paradigm. The LCT is a PC 
based driving simulation that requires participants to maintain control of a virtual 
vehicle and respond to on screen instructions. The dual task paradigm proposes that 
primary task performance will degrade with the introduction of a secondary task. In 
this case LCT performance can be viewed as the primary task and it is designed to be 
analogous to the driving task. It was developed as part of the ADAM 11 project 
(Advanced Driver Attention Metrics; Mattes, 2003). The LCT requires participants to 
negotiate a 3000m long section of three lane highway. Participants are instructed by 
signs on the roadside (l50m apart) to perform a lane change manoeuvre. During this 
task participants are required to perform a specific secondary task. To avoid speed 
confounding the results it is controlled by the program and is kept at a constant 
60kmph. The illumination should reflect daytime driving with a constant light level. 
Low level engine sound is provided in order to provide the driver with auditory 
feedback more akin to what would they would hear in the driving task. Visual 
information is presented using an egocentric (front) view; no visual information is 
presented regarding side or rear views. 
11 ADAM (2002-2004) is ajoint project between the car manufacturers BMW AG and DaimlerChrysler 
AG. 
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Figure 3.5: Screen shot from the LCT. In this instance the driver has to change 
from the centre lane to the right lane. 
Figure 3.6: Lane Change Task experimental paradigm. 
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The vehicle dynamics are such that the simulated car will behave as a standard 
passenger car. Participants are required to change lane when instructed, when not 
performing a lane change manoeuvre they are required to maintain a central position 
within the lane. Performance of the lane change task by itself is used as a measure of 
baseline performance for comparison with performance of the LeT and a secondary 
task. 
J¥ X xlJx ¥ xlJx X ¥I 
Figure 3.7: LCT signs; (a) Left, (b) Centre, (c) Right. 
During a LeT trial the LeT program automatically records data to the computer on 
which it is running. From this data the LeT analysis program can calculate a number 
of performance measures. These include; mean deviation from the normative model, 
mean steering angle, as well as time course and distance information to allow for 
standardisation of experimental runs. The key dependent measure of driving 
performance is mean deviation from the normative model for LeT performance. 
Mean deviation from the normative model is a measure of the effect of secondary-task 
demand. It measures the deviation between the normative model and the actual 
driving course of the participant along the track. Figure 3.8 is a symbolic 
representation of mean deviation. The solid line is a representation of the normative 
model that plots the ideal path through the course or what would be near perfect 
performance, while the broken line is representative of the participant's actual path 
through the course. This measure covers important aspects of the driver's 
performance; namely the quality of the manoeuvre with a slow lane change resulting 
in a larger deviation from the normative model, lane keeping performance, with poor 
lane keeping again resulting in an increased deviation. It also serves as a measure of 
signal detection, late perception of the sign or missing a sign will further increase 
deviation. The LeT posits that primary task performance will degrade with the 
introduction of a secondary task; as such we would expect mean deviation to increase 
in dual task conditions as workload increases. 
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Figure 3.8: The LeT compares the normative model (solid line) to the 
participants driving course (broken line). 
The LCT is designed to provide a simple cost effective, reliable and valid tool for 
evaluating the demand of secondary task systems. It consists of a simple but 
structured driving simulation that is largely artificial. This means however, that the 
LCT is low in ecological validity in that it measures what people can do rather than 
what people usually do and does not represent a realistic driving simulation but rather 
a surrogate to the driving task. It does not contain many of the elements that make the 
driving task so complex such as traffic, free speed choice, route navigation etc. 
A major benefit of simulation is that it allows certain aspects of reality to be 
reproduced and manipulated. High physical fidelity can be counterproductive if even 
subconsciously perceived differences between the real and simulated environments 
exist. This problem is illustrated by the phenomenon of "simulator sickness" which 
may result from perceptual conflict experienced by pilots in high fidelity aircraft 
simulators (Crowley, 1987). In terms of simulation of the driving environment it may 
be sufficient to rely on psychological fidelity as in the case of the LCT. The notion of 
psychological fidelity suggests that it is sufficient that something behaves as we 
would expect it to behave. The LCT contains aspects of the real driving task such as 
manoeuvring and lane keeping (lateral control) and responding to external traffic 
signs (probe reaction) and as long as the simulation behaves according to how we 
expect it to behave then the results produced using the LCT will be valid. 
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The LeT has good internal validity in that changes to the independent variable will 
result in predictable changes in the dependent variable (in an experiment this reflects 
the X-Y or causal relationship). In the LeT, as the independent variable is 
manipulated the mean deviation from the normative model will increase or decrease 
accordingly. One possible flaw in the LeT methodology is the absence of speed 
management. Speed has been identified as an important element of the driving task 
(Horberry, Hartley, Gobetti, Walker, Johnson, Gersbach and Ludlow, 2004) and as 
such a driver's ability to control their speed is a key measure of driving performance. 
Matthews and Sparkes (1996) propose that the experience of real driving facilitates 
the development of time-sharing skills which allow the driver to engage in efficient 
switching between attention, road signs and other tasks. If this is the case then the 
LeT method may not be sensitive to participants' differing accommodation of the 
secondary task. With this in mind it would be difficult to accept that differences in 
performance were due to differences in characteristics when they may in fact be due 
to differences in accommodation strategy unless it is assumed that the underlying 
characteristics of the individual were responsible for how these strategies develop. It 
would be necessary to investigate the role of such characteristics in the behavioural 
adaptation that occurs during the accommodation of such tasks into the driving 
environment before any concrete hypotheses can be formulated. 
The assumption behind the LeT is that distraction is measured by the difference in 
driving performance between baseline driving and driving while performing a 
secondary task. Furthermore distraction is defined as having both visual and cognitive 
attention being off the road (Harbluk and Noy, 2002). This is a major difference in 
comparison to other methods such as occlusion and PDT. It is for this reason that the 
LeT was chosen since it not only measures visual distraction, but the cognitive aspect 
of it as well. A potential advantage of the LeT is that it could be used to define an 
absolute criterion for driver performance. The difficulty will be in defining an 
'unsafe' value. An international standard for the application of the LeT is 
approaching completion. 
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3.4 In-Vehicle Information Systems (lVIS) 
The driving task is primarily a visual task with most of the information being 
processed in the visual mode. Equally the majority of IVIS 12 devices are reliant on 
some form of visual processing during the information input stage and to some extent 
during the execution of the tasks. This thesis considers two approaches to IVIS in the 
experimental contexts, it implements methodologies using both real and reference 
tasks. 
3.4.1 Real Tasks 
The use of real tasks enables a summative evaluation of a single system (i.e. different 
tasks within the same system). Such an approach allows a consideration of the impact 
of sensation seeking on the different tasks drivers encounter while using IVIS. It may 
also improve the face validity of the results if the findings are associated with an 
ecologically realistic task. The major criticism of this approach is that the use of 
actual tasks from one particular system will limit the generalisation of findings to the 
general IVIS market. This thesis makes use of two systems a personal desktop 
assistant and a scrolling share price task both of which have been applied in previous 
research (Horberry, Stevens, Robins, Cotter and Bumett, 2007). 
3.4.1.1 Personal Desktop Assistant (PDA) 
The PDA is a Hewlett Packard I-PAQ (see figure 3.12). It operates using a Marvell 
PXA3IO 624MHz processor and supports calendar, e-mail and office software 
applications. The I-PAQ also supports satellite navigation software. In this instance 
Tom-Tom Navigator 6 software (UK and Ireland Version) was installed. The 
navigator 6 software package includes point of interest navigation, destination entry 
and real time traffic information. 
12 It is necessary when setting up the secondary task presentation that they are placed where they 
would be located in a car cockpit. This is to ensure that glance angles, reach distances etc. are realistic. 
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There are two tasks utilising the PDA; entering a destination by 'Point of interest' 
(PO!) and entering a destination using the 'address entry' function. The POI task 
requires participants to enter a destination using the 'point of interest' function. The 
PO! function groups popular destinations by type e.g. theme parks, hospitals and 
hotels. Destinations are listed by distance from the point of origin (location of the 
user). The address entry task requires participants to enter a destination by manually 
entering the desired address using a keyboard. These tasks contain both visual and 
manual elements and as such they compete with both channels for the resources that 
are normally attributed solely to the driving task. 
3.4.1.2 Scrolling Share Tasks 
The task comprises a three letter stock code presented verbally which must be located 
within a single column scrolling display located on the dashboard (these tasks may 
also be presented on a lap top computer screen in laboratory settings). When 
participants have located the target stock code they are required to report the price 
located to the right of the code (Noy, Lemoine, Klachan and Bums, 2004). To 
increase the demands placed on the driver in terms of workload there is a second 
version of this task in which participants are required to locate a share price embedded 
within three columns of ten stock codes. This task is primarily a visual task. As such it 
competes for resources with the visual elements of the driving task (e.g. event 
detection obstacle detection, sign reading etc.). In terms of the LCT the scrolling 
shares tasks compete for resources that would otherwise be dedicated to event 
detection. 
Horberry, Stevens, Rogers, Cotter and Bumett (2007) evaluated the four IVIS tasks 
used here using expert opinion and 'Keystroke Level Model' task analysis (KLM; 
Pettitt, Bumett and Stevens, 2006). The panel of experts consisted of members of staff 
from TRL, Nottingham University and the Chemnitz University of Technology 
(Germany). The tasks were assessed on four criteria; input (how the driver enters 
information), task (what needs to be done), display (what information is presented), 
and output (what results are displayed by the system). The negative, neutral and 
positive factors of each task were identified. Table 3.1 provides a summary of the 
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expert review in terms of these factors (see appendix A, for full details of the expert 
review matrix). 
Table 3.1: Summary of scores from the expert review matrix 
Task Positive Features Negative Features Total Score 
PDA PO! 14 9 +5 
PDAADDRESS 8 7 +I 
SHARES SHORT 3 II -8 
SHARES LONG 3 12 -9 
Adapted from Horberry, Stevens, Robins, Cotter and Burnett (2007) 
The KLM technique involves breaking down the task into its basic actions, referred to 
as operators, which include key presses and hand movements. The total time taken by 
an expert performer can then be calculated accounting for both mental and physical 
tasks. Horberry et al (2007) calculated predicted task times in terms of the occlusion 
technique (table 3.2). 
Table 3.2: Results of observed and predicted TSOT and R 
Task Predicted TSOT Observed TSOT Predicted R Observed R 
PDA PO! 7.50 7.63 0.96 0.85 
PDAADDRESS 10.50 11.77 0.77 0.81 
SHARES SHORT 7.35 10.94 0.58 0.78 
SHARES LONG 5.85 11.62 0.73 0.87 
Adapted from Horberry, Stevens, Robins, Cotter and Burnett (2007) 
The share price task has been chosen due to the existing precedent within the research 
literature. It is an accepted example of an in-vehicle task that is not currently 
widespread but that could realistically be implemented. The destination entry tasks 
were selected as an example of the tasks that are currently completed by drivers on the 
move. 
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3.4.2 Reference Tasks 
The rationale behind the use of reference tasks is that, an IVIS device will produce a 
particular reaction pattern and if a reference task produces the same reaction pattern, it 
can be concluded that the reference task equates to the IVIS task and therefore it is a 
suitable surrogate. Reference tasks are generic in nature and allow us to consider the 
impact of IVIS tasks on a general level. By using a reference task we are able to 
investigate the basic perceptual building blocks required to complete an IVIS task 
without the specifics of the system/task influencing performance. A good secondary 
reference task is designed to be; analogous to IVIS devices, complex enough to illicit 
the same responses as a real IVIS yet, simple enough as to be analogous to all IVIS. 
These tasks can only be used as a surrogate for IVIS tasks that are reliant on the same 
underlying processes i.e. a visual search task such as the HASTE arrows task cannot 
be used as a surrogate for an IVIS system that primarily employs the auditory 
modality. The use of reference tasks allows investigators to explore the context of 
IVIS use (i.e. driving) using a generic concurrent task. 
3.4.2.1 HASTE 
A secondary reference task was developed as part of the HASTE (Human machine 
interface And the Safety of Traffic in Europe) project, based on models of visual 
search and empirical testing (Carsten, 2004; Carsten and Brookhuis 2005; Santos et 
ai, 2005). The aim of the HASTE project was to develop methodologies and 
guidelines for the assessment of IVIS. A key task was the identification of the 
relationships between the traffic scenario, the driver and IVIS. The secondary 
reference task developed in the HASTE project is a visual search task in which 
participants are required to report whether or not a pre- specified target is embedded 
in a multi-item display. In the case of the HASTE task the target item is an upwards 
facing arrow. 
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In order to increase the difficulty of this task the direction of the arrows acting as 
distracters can be manipulated to increase the required visual search to locate the 
target. 
........ 
• .... ........ 
• • • • ........ ...... • 
.. t .... • t· .. 
Figure 3.9: Stimulus array from the HASTE project "upwards arrow" reference 
task 
3.4.2.2 ADAM Surrogate reference task (SURT) circles 
Another further example of a secondary reference task is the ADAM SUrrogate 
Reference Task (SURT). In this instance the specified target is a circle that is 
distinguishable from other items (also circles) within the display by size. Non-target 
items are designed to act as distracters. 
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Figure 3.10: Screen shot of the secondary reference task. 
Figure 3.10 illustrates how visual complexity of the task can be manipulated by 
altering the size of the target, the thickness of the line and the number of distracters 
present. The size of the target is always 44 arc minutes. ill the left image distracters 
are 22 arc minutes in which the target is easy to find , in the centre image distracters 
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are 35 arc minutes finding the target is moderately difficult and in the right hand 
image the distracter size is 40 arc minutes, in this instance the target is very difficult 
to distinguisb. 
Figure 3.11: Response key array for LCT. 
Participants are required to make a manual response using the standard keyboard 
arrow key arrangement using a keypad (as shown in Figure 3.11) participants are 
required to indicate the quadrant of the display containing the target item using the 
cursor keys. Manual difficulty can be changed by altering the number of sections into 
which the screen is divided, thus the number of key presses required to signal a 
response. The SURT program records the number of responses made, number of key 
presses, number of errors, total task time and reaction time (to first key press). 
A major benefit of the SURT reference task is tbat it allows for precise measurement 
of secondary task performance. Any analysis of the real tasks is reliant on the direct 
observation of participant responses. Very few errors are made and even more rarely 
do these errors result in a failure to complete the task. This thesis will utilise the 
ADAM circles task rather than the HASTE rationale simply because the ADAM task 
was developed specifically as a calibration task for use with the LCT and is currently 
in the process of becoming a draft standard. 
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3.5 Sensation Seeking Measures 
3.5.1 Zuckerman's Sensation Seeking Scale Form V (SSS- V) 
The sensation seeking scale has been used extensively in psychological research so 
much so that it can be considered the standard measure of sensation seeking. The 
Sensation Seeking Scale Form V (Zuckerman, Eysenck and Eysenck, 1978) is 
composed of 40 dichotomous forced choice questions. The forced choice paradigm 
requires participants to choose the option that most reflects their behaviour. Each 
question on the SSS is expressed as an intention "I would like ... " 
A I like wild uninhibited parties. 
B I prefer quite parties with good conversation. 
See Appendix 8 for full SSS 
A score of one is given if the sensation seeking option is selected. A score of zero is 
assigned if the alternative option is chosen. The total score is generated by calculating 
the number of sensation seeking responses. This scoring system is consistent with 
other applications of the sensation seeking scale. 
There are four factors that contribute to sensation seeking (Zuckerman, Eysenck and 
Eysenck, 1978). Each of these sub-scales is represented by ten questions on the SSS. 
Each of the items has a minimum factor loading of 0.30 in order to be included on a 
sub-scale. The dimensions of sensation seeking explored by the SSS are; 
Thrill and adventure seeking: Contains questions relating to the participants' 
attraction to thrill, dread and particularly a willingness to engage in physically risky 
activities or extreme sports like parachuting, mountaineering and skiing. 
e.g. A 
8 
I would like to take up the sport of waterskiing. 
I would not like to take up waterskiing. 
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Experience seeking: Contains questions relating to participants aspirations to 
undergo a variety of novel experiences through the mind and senses, especially 
arousing music, art, travel, social non-conformity and the association with fringes of 
conventional society. 
e.g. A I would like to take a trip with no pre-planned or definite routes 
or timetables. 
B When I go on a trip I like to plan my route and timetable fairly 
carefully. 
Disinhibition: Contains questions which relate to participants loss of self control and 
sensation seeking through social activities e.g. drinking, parties, sex. 
e.g. A I feel best after taking a couple of drinks. 
B Something is wrong with people who drink to feel good. 
Boredom Susceptibility which refers to their intolerance toward monotonous, 
repetitious or predictable people and events. 
e.g. A The worst social sin is to be rude. 
B The worst social sin is to be a bore. 
Rowland and Franken (1986) confirmed the four-factor structure of the sensation 
seeking trait as proposed by Zuckerman et al (1978) in a large scale Canadian sample 
(N= 738). However, not all items loaded onto the expected factors and some loaded 
onto multiple factors or no factors at all. The four factors account for only 20-30% of 
the variance within the results. Items I, 10 and 34 are consistently found not to map 
onto the desired factors and items I, 10, 12, 22 and 33 are susceptible to changes in 
language overtime. Ball, Farnill and Wangeman (1983) provide further evidence 
supporting the four factor solution to sensation seeking. Using a large Australian 
sample they found that within the constraints of a four factor model the emerging 
factors were in-keeping with previous solutions. 
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Birenbaum and Montag (1987) investigated the replicability of the sensation seeking 
factor loadings in a non-English speaking country (Israel; N= 169 female 
participants). The results of this study support the notion that sensation seeking is a 
multi-factorial construct. However, only three of the four factors identified by 
Zuckerman et al (1978) were recovered. Items originally relating to experience 
seeking did not load onto the expected factor. Corulla (1988) also provides evidence 
for multi-factorialloadings of many items included on the SSS-V. When restricted to 
a four factor solution 17 of the original items did not meet the minimum requirement 
of a 0.25 factor loading for inclusion on the relevant sub-scale (2 Dis, 6 ES, 4 T AS 
and 5 BS items). This evidence suggests that the SSS-V is better used as a measure of 
general sensation seeking rather than a measure of the four sub factors. 
Gray and Wilson (2007) analysed the SSS-V using Smallest Space Analysis (SSA; 
Shye, Elizur and Hoffman, 1994). They translated the 40 item dichotomous choice 
questionnaire into an 80 item questionnaire based on Likert scale type responses type. 
Half of the items were reverse coded so that for all the items a high score represents a 
high level of sensation seeking. The result of an initial SSA provided empirical 
evidence that the four factor analysis of sensation seeking as previously identified was 
valid. It did not however support the original loading of each item onto their original 
subscales. 
The Thrill and Adventure seeking Scale (T AS) subscale was found to be very reliable 
(Cronbach's Alpha, 0.91) and could not be improved by the removal of any items, as 
all items on the T AS subscale were more strongly associated with other items on the 
T AS than items on the other three subscales. There was an improvement in the 
Cronbach Alphas of each of the other three subscales after items were moved or 
removed completely. A total of 19 of the 80 items were removed as they were found 
to unreliably map on to the defined factor, or they did not discriminate between high 
and low sensation seekers. Seven items were removed from the Experience Seeking 
subscale, five from the Disinhibition subscale and seven from the Boredom 
susceptibility subscale. The results of this analysis were supported by the fact that it 
was generally the items that have previously received criticism i.e. those argued to be 
culturally or temporally specific such as references to the 'jet set' or 'swingers' that 
were removed. In response to this article it has been noted that the factor structure of 
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the SSS-V has been replicated in many studies including those usmg translated 
versions of the test and that the alpha value of T AS could not be improved by the 
deletion of items and that the improvements in the other three scales ranged between 
0.01 and 0.02 and as such deleting 19 items did not significantly impact the 
reliabilities of the four scales (Zuckennan, 2007a). 
In a comparison between scores obtained in 1978 and 1995 (Zuckennan, et aI, 1978) 
found a significant increase in mean sensation seeking score, regardless of age and 
gender. This result is less likely to reflect a change in the sensation seeking behaviour 
between the two groups and is more likely to reflect cultural changes between the two 
time periods. Many of the behaviours used to exemplify sensation seeking in the SSS 
need updating, for instance some of the examples of adventure seeking activities such 
as surfing and water-skiing are not viewed as demanding as in previous generations 
nor is access to such activities as difficult. So too does some of the language. Much of 
that used in the SSS is anachronistic in that it reflects the period when the 
questionnaire was originally designed (late 60's early 70's) and the language is not 
representative of current society. It makes reference to swingers, the jet set, and 
queers etc which are tenns that may not be relevant to modem respondents. 
Kalton and Schuman (1982) examined the biases that can occur in response to 
questionnaires including; order effects; acquiesce and social desirability bias (SDB). 
The use of self-report inventories in personality research has been criticised as they 
are open to 'faking'. They are open to efforts to please the researcher, give socially 
desirable answers or deliberate deception. It is believed that there is a tendency to 
select socially desirable response alternatives when completing any self report 
measure (Maccoby and Maccoby, 1954) this is likely to apply to the sensation seeking 
scale. 
Farley and Haubrich (1974) gave Fonn IV to 90 undergraduate students on three 
separate occasions and asked participants to provide an honest self-description, best 
impression and worst impression. They found no significant differences between the 
three conditions on any of the sub-scales suggesting that there is minimal impact of 
social desirability on the response set for the SSS-V. Contradictory evidence is 
provided by Rowland and Heatherton (1987) who presented participants the SSS-V 
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twice. They were asked to answer one truthfully and one with answers that would 
present theCbest possible image to someone they found attractive. A significant 
difference was observed between the scores under normal instructions (M = 18, SO = 
5.40) and scores with instructions designed to illicit the best impression (M = 23.85, 
SO = 6.25). One possible explanation for these differences is that the instructions 
given to participants were different. Farley and Haubrich (1974) instructed 
participants to produce the best public image, Rowland and Heatherton added the 
caveat of it being some one the participant found attractive. It is conceivable that that 
different sensation seeking profiles are acceptable in these different circumstances as 
what is desirable in a potential mate may not be as desirable in an employee. 
The forced choice paradigm is an attempt to remove the influence of social 
desirability. Farley (1967) examined the role of social desirability bias (SDB) in 
responding to the SSS. SO responding was measured by the Edwards social 
desirability scale (ESO; Edwards, 1957); Marlow- Crowne social desirability scale 
(MC-SO; Crowne and Marlow, 1960) and the Eysenck Personality Inventory Lie 
scale (EPI-L; Eysenck and Eysenck, 1964). Results indicate that SOB did not account 
for a significant amount of variance in the SSS responses of participants. 
Although the forced choice format of the sensation seeking scale (SSS-V) IS 
beneficial in the reduction of social desirability it brings with it a number of 
disadvantages. It has been identified as a cause of frustration. When confronted with a 
pair of items the choice may become difficult for the participant if they believe neither 
choice is applicable (Cronbach, 1960). They may develop a tendency to respond 
randomly not only to such items but to other more specific items in the test therefore 
potentially useful information is lost and no indication is given of the extent to which 
participants agree or disagree with each item. This is a further response set that may 
affect personality tests which lackson (1973) identified as acquiescence. 
Acquiescence is the tendency to answer 'true' or 'yes'. It is conceptualised as a 
continuum with those who consistently answer yes at one end and those who 
consistently answer no at the other. In terms of personality questionnaires it can be 
viewed as passive compliance rather than active agreement/disagreement. The impact 
of acquiescence can be diluted by ensuring that equal numbers of yes and no 
responses are attributed positively in the questionnaire key (Anastasi 1988). 
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Franken, Gibson and Rowland (1989) investigated whether or not there is a link 
between sensation seeking score and participant's satisfaction with the forced choice 
format of form V. As well as completing the SSS- V participants indicated on a 10 
point Likert type scale the degree to which they found the forced-choice fonnat fun, 
frustrating, informative, irritating, entertaining or stressful. Results indicate that 
negative feelings elicited towards the forced choice format are low. In fact the forced 
choice fonnat was generally viewed in a positive light. Only female participants 
reported any negative feelings towards the forced choice format. Elevated negative 
ratings (frustration, irritation and stress) in high sensation seeking females were linked 
to social desirability. Sensation seeking is a trait in which many of the behaviours that 
typify a high scorer are socially undesirable in females, thus amplifying the effects of 
social desirability for this group. 
Form VI (Zuckerman, 1984) contains 128 items drawn from previous versions of the 
SSS. Items refer to specific activities and are divided into two sections one regarding 
current experience and the other dealing with future intentions. Each scale contains 64 
items and each item contained on the experience scale has a corresponding item on 
the intentions scale. In turn these scales are subdivided into four sub-scales [T AS 
intentions (TAS-Int), Dis intentions (Dis-Int), TAS Experience (TAS-Exp) and Dis 
Experience (Dis-Exp)). Responses are made on a three point Likert-type scale. Within 
the experience scale available responses are; A. I have never done this, B. I have done 
this once and C. I have done this more than once. In the intentions scale responses 
include, A. I have no desire to do this, B. I have though of doing this but probably will 
not and C. I have thought of doing this and will do it if I had the chance. 
The Likert responses involved in Form VI require participants to respond regarding 
their direct experiences, current behaviour and future expectancies therefore SO may 
have a greater influence on this response format (Zuckerman, 1994). Despite the 
existence of a Form VI of the most commonly used version of the SSS is still Form V 
(Gray and Wilson, 2007). The sensation seeking scale Form V is a valid and reliable 
method for determining an individual's behavioural expression of sensation seeking 
traits. A disadvantage of the SSS is that it is not designed to sample behaviours within 
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the driving context; however the advantage of using a broad trait measure is that it is 
sensitive to a range of situations. 
3.5.2 Arnett Inventory a/Sensation Seeking (AISS; Arnett, 1994) 
Arnett (1994) criticised the SSS-V for focusing on behaviours that are related to risk 
taking and including items that refer directly to the behaviours which the scale is used 
to measure. There are limits to the conclusions that can be made where studies have 
used the SSS-V because several items refer to strenuous physical activities (mountain 
climbing, skiing, windsurfing, etc.). The nature of these items make it difficult to 
attribute the decline in sensation seeking associated with increasing age to an absolute 
decline in sensation seeking when it could in fact reflect age related differences in 
strength and endurance. Older respondents may answer such questions with the 
mindset that they are physically unable to engage in such activities and therefore 
would not consider answering these items in a sensation seeking manner. 
Arnett (1994) identified a serious confounding factor in the scale in that it contains 
numerous items that refer to the behaviours that it has often been used to investigate, 
therefore reported relationships between sensation seeking and these types of 
behaviour may in fact be a correspondence between similar items on different 
questionnaires. This is not ideal however Arnett himself provides evidence of the 
predictive power of the SSS-V. Arnett (1990) illustrates the strong correlation 
between drink driving and sensation seeking. The strongest relationship is observed 
between drink driving and disinhibition, which is unsurprising given the content of the 
items on the Dis scale. What is surprising is that drink driving is also related to T AS 
and BS sub-scales neither of which contain items referring to alcohol which suggests 
that drink driving is motivated in part by a person's overall propensity for sensation 
seeking and that the SSS-V is sensitive enough to illicit such relationships (only 2 of 
40 items refer to alcohol directly). It is important to realise that Arnett's criticism of 
the SSS-V is valid if researchers are negligent in their identification of those items 
that overlap and fail to report such influences on the relationships they identify. 
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To counter these criticisms Arnett (1994) proposed a viable alternative scale to the 
SSS-V. The Arnett Inventory of Sensation Seeking (AISS) is a 20 item questionnaire 
consisting of two subscales; intensity and novelty (10 items each). Participants 
indicate whether the term applies to them on a four point Likert scale ranging from I 
= describes me very well, through 2 = describes me somewhat and 3 = does not 
describe me very well to 4 = does not describe me at all. Some of the items are 
negatively weighted, then reversed coded in order to balance the questionnaire. 
e.g. When taking a trip, I think it is best to make as few plans as possible and just 
take it as it comes. 
2 3 4 
See appendix C for a full version of the AISS. 
Many of the same robust relationships established with the SSS-V have been found to 
exist with the AISS (Arnett, 1994; Arnett, Offer and Fine, 1997). Arnett (1996) 
correlated the AISS with reckless behaviour. Significant relationships were found 
between AISS and five types of driving (including speeding, racing other drivers and 
reckless overtaking), alcohol use, sex without contraception, sex with someone know 
only casual, number of sexual partners, drug use, vandalism and theft. The AISS was 
also found to replicate similar patterns to those obtained using the SSS-V in that 
males scored higher than did female participants and there was a marked age decline 
for the intensity subscale and total AISS score. 
Arnett (1994) compared the AI SS and SSS-V on their correlations with a series of 
risky behaviours. Both scales were found to correlate significantly with a wide range 
of risky behaviours (driving while intoxicated, driving at over 80mph, driving greater 
than 20mph over the speed limit, racing in a car, passing another vehicle in a no 
passing zone, sex with someone not known well, marijuana use, vandalism and theft), 
in each case the AISS was correlated more strongly than the SSS-V. Moreover the age 
and gender trends typically associated with sensation seeking were replicated using 
the AISS, with young male participants typifying the high sensation seeker. In terms 
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of direct compansons the correlation between the AISS and SSS-V measures of 
sensation seeking was r = 0.41 which is lower than would be expected. 
Andrew and Cronin (1997) found that the correlation between the two scales was 
higher (r = 0.59) than reported by Amett (1994). Which is again low considering the 
two scales are designed to measure the same construct; however Andrew and Cronin 
(1997) found a significant relationship between both the AISS and SSS-V and alcohol 
consumption in an Australian sample. This suggests that there is some convergence 
between the constructs being measured. F errando and Chico (200 I) compared both 
scales and found a significant correlation between total scores on SSS-V and AI SS 
(Alpha coefficients of 0.72 for total score 0.51 for the novelty subscale and 0.63 for 
the intensity scale) that was greater than both Amett's (1994) and Andrew and Cronin 
(1997) samples. This equates to a dis- attenuated correlation between total scores of 
eO.93. This indicates that both questionnaires are measuring the same construct. 
Haynes, Miles and Clements (2000) compared the factor structures of both SSS-V and 
AISS using confirmatory factor analysis. 822 participants completed both measures. 
Fit indices indicate that the theoretical structure of the AISS did not adequately 
explain the data obtained. In order to explain the data obtained 3 intensity items and 4 
novelty (7 in total) items were removed. This was not the case for SSS-V in which all 
items loaded onto the hypothesised factors (although two BS dimension loaded in the 
opposite direction to what was expected). Ferrando and Chicco (2001) compared the 
SSS-V and AI SS questionnaires using structural equation modelling techniques. 
Using a Non-Normed Fit Index (NNFI) is a descriptive measure of the goodness offit 
a comparison of models with between I and 6 factors was made for SSS-V. A NNFI 
value of 0.95 or higher is required for an acceptable indicator ofa good fit. The results 
suggest that a three factor solution provides an adequate goodness of fit to explain the 
data collected with SSS-V, however the NNFI can be improved with the addition of a 
fourth factor. Models with more than four factors do not significantly improve the 
NNFI. This is evidence that supports the original four factor structure of SSS-V. 
Similar analysis of AISS reveals that the original bi-factorial structure model is best 
and that the addition of extra factors does not improve goodness of fit measures, 
however the factor structure of the AI SS is weak; several items have no substantial 
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loadings onto either factor. Ferrando and Chico (2001) could identify only four items 
on each scale that can be said to precisely measure the constructs in question. 
A major benefit of the AlSS over the SSS-V is that it provides a more culturally 
relevant scale, with a more amenable response format. It does not assume that 
sensation seeking is characterised by antisocial behaviours. The items that constitute 
the AlSS do not refer to such behaviours. As such, there is evidence to suggest that 
the AlSS is not influenced by social desirability because participants are not required 
to respond in a manner that conforms to behavioural norms. It also serves to reduce 
the influence of the social desirability response set. Evidence for this is provided in 
Amett's (1994) comparison of the AlSS to SSS-V in which a greater response rate 
was observed for the AlSS (778 of 822) were suitable for analysis in comparison to 
the SSS-V (748 of 822). This suggests that participants were more comfortable 
completing the AlSS questionnaire than SSS-V. 
The SSS-V is still the most widely used method of measuring sensation seeking 
(Ferrando and Chico, 2001) and the weight of evidence supporting the validity and 
reliability of the Sensation Seeking Scale form V is overwhelming, however the AlSS 
is undoubtedly developing into a valid and reliable alternative to the SSS-V. 
3.6 Chapter Conclusions 
In this chapter the potential methods for simulating the driving task were described 
and the methods applied in this thesis were identified based on a discussion of the 
relevant strengths and weaknesses of each. This thesis utilises a complementary 
approach that employs both simple (LCT) and advanced (CarSIM) simulation 
techniques. It details the methods used to identify sensation seekers (SSS-V) and the 
behaviours that typify such individuals. 
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Chapter Four: Sensation Seeking in the Driving Population 
4.1 Introduction 
Human Factors has been identified as a major contributor to the causation of road 
traffic accidents (Petridou and Moustaki, 2000) and a variety of individual differences 
have been shown to affect driver performance including; age (Deery, 1999; Lam, 
2002; Keall, Frith and Patterson, 2004), driving experience (Lourens, Vissers and 
Jessurun, 1999; Gregerson, Nyberg and Berg, 2003; McCartt, Shabanova and Leaf, 
2003), gender (Adler, 1975; Attewell, 1998; Evans, 1991; Bergdahl and Norris, 2002), 
fatigue (Brown, 1994; Verwey and Zaidel, 1999; Thiffault and Bergeron, 2003), 
aggression (Dolland, Doob, Mowrer, and Sears, 1939; Underwood, Chapman, Wright 
and Crundall, 1999; Deffenbacher, Oetting and Lynch, 1994; Deffenbacher, Lynch, 
Oetting and Yingling, 2001) and alcohol use (Arnett, Wilde, Munt, and MacLean, 
2001; Dott and McKeverly, 1977; Liguori and Robinson, 2001; Zwahlen, 1976) 
among others. A vast body of research exists that illustrates how these characteristics 
are distributed through the driving population and the impact which they have on 
performance of the driving task. 
The results of the literature review contained within this thesis identify sensation 
seeking as a variable that can have a significant influence on driver performance but is 
rarely considered when selecting participants for evaluation trials. It has been shown 
to significantly correlate with a wide range of risky driving behaviours (Jonah, 1997) 
such as tailgating (Heino, van der Molen and Wilde, 1996), driving while intoxicated 
(Zuckerman and Kuhlman, 2000), non-seat belt use (Wilson, 1990) and in particular 
speeding (Whissell and Bigelow, 2003). A key question concerning this concept 
regards how it is distributed throughout the driving population. 
Within this thesis sensation seeking is conceptualised as a continuum along which 
every individual will place. It makes an underlying assumption that sensation seeking 
is normally distributed. This is in line with the general assumption that the majority of 
complex biological and psychological traits are dispersed throughout the general 
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population following a nonnal distribution such as, height (Galton 1889), body 
temperature (Allen, 1996), intelligence (Burt, 1963), introversion and extroversion 
(Renner and Anderle, 2000). Behaviour of those around the mean is thought to be less 
predictable than those at the extremities. We can consider that those who lie at either 
extremity of a trait have that trait as a fundamental component of their personality. 
This notion is reflected in Allport's (1961) theory of Central and Cardinal Traits. 
Central traits are the building blocks of personality and reflect general consistencies in 
behaviour. Cardinal traits are higher order traits that define every aspect of an 
individual's life. We would expect that those who are found at the tails of the 
distribution would be far more likely to display cardinal traits. 
4.2 Aim of the chapter 
The key aim of this chapter is to address the question; what is the prevalence of 
sensation seeking in the driving population? It will attempt to illustrate the 
distribution of sensation seeking scores throughout the driving population and their 
correlation with self report driving behaviour, particularly risk/rule breaking (as 
measured by the OBQ). It aims to identify significant demographic trends, establish 
important covariates of sensation seeking that influence its expression and having 
established the distribution of sensation seeking scores it will seek to address the issue 
of participant selection and in an attempt to define the ideal sensation seeking sample 
for evaluation studies. 
4.3 Method 
4.3.1 Participants 
421 (\ 88 male, 231 female, I undisclosed) participants completed an online 
questionnaire. Participants had an average age of 32.37 years (SO = 12.18 years, 
range 18 - 75). They reported having held a full UK driving license for an average of 
12.85 years (SO = 10.89, range 0.5 - 49). 39 (approximately 10%) drivers reported 
that their jobs require them to drive regularly. 
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The questionnaire was advertised in a variety of locations including; The For 
SalelW anted notice board, post graduate discussion groups and the ESRI home page 
web site at Loughborough University. It was also circulated via TRL and 
HUMANIST mailing lists. The questionnaire was also circulated via a group mailing 
of Loughborough University undergraduates and staff in several departments. 
Completed questionnaires were returned to the investigator via a re-mailer that 
allowed participants that did not wish to provide their email address to remain 
anonymous. Only complete questionnaires were processed statistically. Participants 
were entered into a prize draw to win an I -pod shuffle as an incentive to complete the 
questionnaire. 13 The winner was selected using a random number generator. 
A key consideration within this chapter is how the demographic characteristics of this 
sample compare to the wider UK driving population? What are the current trends in 
these statistics and how will they change in the short term? There are currently (2006) 
33.7 million registered drivers in the UK with 72% of all those eligible possessing a 
license. There are 18.4 million male drivers (55% of the driving population) and 15.3 
million female drivers (45%). In this sample this trend was reversed with 55% of this 
sample being female, which may introduce a slight bias in favour of female 
respondents. It will be important to examine the influence of gender on sensation 
seeking as it has been identified as a significant demographic variable in the 
expression of sensation seeking. 
Since 1997 the proportion of men holding a full car driving licence has remained 
stable at 81 % while there has been an increase in female drivers of 6% (57% to 63%). 
Over the same period the proportion of young licence holders has steadily decreased, 
although recent data suggests that this trend may be reversing. In 2006 34% of those 
aged 17-20 held a driving licence in comparison to 27% in 2004 and 43% in 1997 (see 
appendix D for a detailed table). There has been a large increase in the number of 
older women holding a driving licence. Between 1997 and 2006 the proportion of 
women aged 60-69 holding a licence increased from 45 to 63%. Over the same period 
the proportion of women aged 70 or over holding licences increased by 10% (21 % to 
31 %). Due to the aging nature of the population this trend will continue to increase in 
13 Participants were required to provide their e-mail address as a point of contact in order to be entered 
in the prize draw. 
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the short tenn. 81 % of households in the UK, in 2006, had direct access to a motor 
vehicle (84% of men, 78% of women 14). The proportion of women who were main 
drivers increased from 38 per cent in 1997 to 47 per cent in 2006. The proportion of 
men who were main drivers was 64 per cent in 1997 and 63 per cent in 2006 15 (see 
appendix E for a detailed table). 
These changes to the profile of British drivers may have a significant impact on the 
proliferation of sensation seeking. It is possible that there may be an increase in 
drivers with low sensation seeking scores. The reported increase in older drivers and 
in particular female drivers may serve to reduce the mean sensation seeking within the 
driving population as these drivers are typical1y sensation avoiders (Rosenbloom and 
Wolf, 2002a; Torki, 1993; Rosenblitt, Soler, Johnson and Quadango, 2001). The 
recent decrease in younger drivers may have also reduced the mean sensation seeking 
however, the fact that this trend appears to be reversing suggests that the number of 
young drivers may increase and these drivers are most likely to be high sensation 
seekers (Zuckennan and Neeb, 1980; Mian and Kay, 2003). 
4.3.2 Measures 
In addition to basic demographic details (age, gender and frequency of driving, about 
disabilities that affect driving, the number of years a ful1 driving license had been held 
and annual mileage) two standard self report questionnaires were employed. 
4.3.2.1 Sensation Seeking Scale Form V (SSS-V) 
The questionnaire contained the 40 items that constitute Zuckennan, Eysenck and 
Eysenck's (1978) sensation seeking fonn V (Appendix B), presented in its original 
forced choice fonnat (see chapter 3 for a discussion of the scales development and a 
discussion of its advantages and disadvantages). Demographic data were col1ected 
regarding the participants' age, gender, driving experience, and their propensity 
towards rule breaking. 
14 Each car is associated with a main driver. This is the household member that drives the furthest in 
that car in the course of a year. 
15 All statistics taken from Department of Transport (2007) National Travel Survey 2006 
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4.3.2.2 Driver Behaviour Questionnaire (DBQ) 
The revised Driver Behaviour Questionnaire (Parker, Reason, Manstead and 
Stradling, 1995) was used to measure aberrant driver behaviours. It includes eight 
items addressing slips and lapses, mistakes and violations (total 24). Participants were 
asked to indicate how often they committed each of the 24 behaviours in the previous 
year on a six-point scale (1 = Never through to 6 = Nearly all the lime). 
See Appendix E for a full version of the D BQ 
Reason (1990) describes a tripartite theoretical taxonomy of aberrant behaviours 
consisting of slips and lapses (errors of action), mistakes (errors of intention) and 
violations (deliberate infringement). 
Lapses refer primarily to attentional failures that are embarrassing and may be a 
source of inconvenience to the driver but are unlikely to lead to road traffic accidents 
(Reason, Manstead, Stradling, Baxter, and Campbell, 1990) for example, forgetting 
where you left your car in a car park or misreading signs and take the wrong turn off a 
roundabout. Lapses are more commonly reported by female (Reason et ai, 1990) and 
older drivers (Parker, McDonald, Rabbitt and Sutcliffe, 2000). 
Errors are defined as mistakes which have potentially dangerous consequences. They 
involve the "failure of planned actions to achieve their intended consequences" and 
include failures of observation and misjudgement; they have potentially dangerous 
consequences such as underestimating the speed of an oncoming vehicle when 
overtaking or failing to notice pedestrians crossing on turning into a side road. Some 
studies have reported that male drivers report more errors than females (Aberg and 
Rimmo, 1998; Parker et ai, 1995a). Other studies have found that females report more 
dangerous Errors (Blockey and Hartley, 1995). Age has been found to be negatively 
associated with Errors (Reason et ai, 1990). 
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Violations refer to deliberate deviations from those practices which are necessary to 
maintain the safe operation of a potentially hazardous system. In the case of driving a 
car these include actions such as running a red light, speeding and driving under the 
influence of alcohol. There is a necessary distinction made between errors and 
violations. Violations are reliant on a motivational component and the contextual 
demands of the situation and may have adverse consequences for the driver. More 
violations are reported by young male drivers (Aberg and Rimmo, 1998; Blockey and 
Hartley, 1995; Parker et ai, 1995; Westerman and Haigney, 2000). Violations are 
found to be significantly associated with potentially dangerous consequences (Reason 
et ai, 1990) including accident rate (Reason, Manstead, Stradling, Parker and Baxter, 
1991). They include both active and passive involvement (Parker, West, Stradling and 
Manstead, 1995). 
Alpha coefficients of 0.72 for lapses, 0.84 for errors and 0.80 for violations suggest 
that the DBQ is a reliable research tool. Test-retest reliabilities over a seven month 
period were 0.75 for lapses, 0.69 for errors and 0.81 for violations (Parker, Reason, et 
ai, 1995) further suggesting the reliability of the measure. The tripartite factor 
structure has been replicated in a number of studies in a number of different cultures; 
e.g. Western Australia (Blockey and Hartley, 1995); Sweden (Aberg and Rimmo, 
1998) and Finland (Lajunen, Parker and Summala, 2004). Westerman and Haigney 
(2000) using principle component analysis with varimax rotation verified the original 
three factor structure. Three factors accounted for 37.9% of the variance in scores. 
They did find that one item did not load onto its original factor, "Attempt to drive 
away from traffic lights in third gear" originally defined as a lapse item, instead 
loaded onto factor 2 (Errors). 
The results of these studies also provide evidence for Reason et ai's (\ 990) notion that 
more subtle distinctions may be made within the sub-scales of the DBQ. For example, 
they make the distinction between rule-based and knowledge based errors, derived 
from Rasmussen's skill-rule-knowledge taxonomy. Rule based errors occur when an 
established but inappropriate condition-action rule is activated, whereas knowledge-
based errors occur when there is a knowledge gap in the experience of the driver and 
they are forced to deal with the action with an incomplete mental model. 
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In this thesis the DBQ is used as a measure of a participant's propensity to 
unsuccessfully complete the driving task i.e. a failure to drive with due care and 
attention with regards to safe operation of the vehicle. Slips, lapses and errors arise 
from human information processing limitations or inaccurate knowledge (Reason, et 
ai, 1990). Planning failures (Errors) imply a breakdown in driving skill and therefore 
there occurrence may indicate differences in skills/ cognitive function between 
different sensation seeking groups. Particular importance should be attributed to the 
violations sub-scale as violations reflect attitudes and personality characteristics; they 
include a motivational component and refer to deliberate deviations from safe 
practices that should be considered in a wider social context and are relevant to 
sensation seeking (Parker et ai, 1995a). 
4.3.3 Web Questionnaires 
The questionnaires were presented to participants via the World Wide Web. The use 
of on-line questionnaires is on the increase (Coup er, 2000). In 2006 13.9 million 
households (57%) in Great Britain could access the internet from home (Pollard, 
2006) and 46% of adults reported that they could access the internet from their place 
of employment. Broadband connections account for 82.8% of all internet connections 
(Pollard, 2007). Pettit (1999) found that participants recruited through the internet 
tended to be young, economically advantaged, well educated and female 16. This 
suggests that the old, economically disadvantaged and poorly educated will be under 
represented in samples obtained via the internet and as a result such samples may not 
reflect the wider population. 
With widespread access, the intern et has emerged as a new method to obtain subjects 
for the social sciences. It allows for large scale data collection of psychological survey 
data using a non-student sample. Automatic submission responses can be made at any 
hour of the day, on any day of the week and at the total convenience of the user and 
researchers get wide ranging access to very large numbers of potential research 
participants. The use of web questionnaires allows researchers to make significant 
time savings, although it is initially time consuming to construct a web page, after the 
initial set up data acquisition and even analysis can be fully automated. This brings 
16 Given the rapid spread of the internet this finding may no longer be accurate. 
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with it associated cost benefits over postal questionnaires as, printing costs, paper, 
envelopes and postage becomes redundant. The increased efficiency offered by 
computerised tests will ensure their increasing use in test administration (Meier, 
1994). 
The use of web questionnaires has a major advantage, in that participants' perception 
of their anonymity can be increased due to the remote nature of the task. The 
increased perception of anonymity can lead to greater levels of disclosure and reduce 
the tendency of participants to provide socially acceptable, false or acquiescent 
response sets. This is due to reduced levels of social pressure in situations where an 
experimenter is not present (Joinson, 200 I). Joinson (1999) found significant 
differences in responses by those completing paper based questionnaires in 
comparison to those completing the questionnaire online with regard to participants' 
perceptions of anonymity. Participants in the anonymous condition, regardless of 
presentation media, scored significantly lower on measures of social anxiety and 
social desirability scales. Non-anonymous participants using pen and paper scored 
highest on social desirability and social anxiety. Perception of anonymity might be 
greater among internet based participants leading to de-individuation among computer 
users in which participants experience reduced public self awareness and less concern 
for others' opinions. If social desirability is consistently found to be lower on the 
internet then it becomes a significant sampling method for future results. 
Caution needs to be taken with the use of internet samples that have not been 
compared to paper based and other more traditional measures as it is unclear at 
present the extent to which personality measures would be answered differently on 
line than with pen and paper methods. It is essential to establish the reliability of the 
two forms by contrasting participants' responses using a within subjects design. There 
is a growing body of evidence that suggests that the results of web-based 
questionnaires are comparable to traditional pen and paper versions. Smith and Leigh 
(1997) compared paper and pen responses to those of an internet sample on a 
questionnaire designed to measure nature and frequency of sexual fantasies. They 
found that although the two groups differed in terms of age and gender composition, 
they did not differ on the important constructs measured by the questionnaire (sexual 
orientation, marital status, ethnicity, education, religion). Buchanan and Smith (1999) 
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found that scores on the internet version (Alpha coefficient of 0.75) of the self-
monitoring scale (SMS-R, Gangestad and Snyder, 1985) were more reliable than the 
conventional pen and paper application (alpha 0.73) and Gangestad and Snyder's 
original estimates (alpha 0.70). Oavis (1999) compared online and pen/paper versions 
of the Ruminative Responses Scale (RRS; from the Response Styles Questionnaire; 
Nolen-Hoeksema and Morrow, 1991). Cronanbach Alphas were similar for four 
conditions (web-based and three different student samples who completed the 
questionnaire in the traditional fashion) ranging between 0.82 and 0.88; suggesting 
that the internal consistency of the RRS was high and that this questionnaire measures 
a single construct with comparable results between web and paper based 
presentations. 
Oavis (1999) recorded where the web-based respondents had accessed the 
questionnaire. Three categories of connection were identified; connection from a 
home modem, connection from a public computer suite on campus, and connection 
from a non-public campus computer. Results indicate that there was no significant 
difference in the information provided regardless of where participants accessed the 
online questionnaire. This suggests that permitting access from multiple locations 
does not adversely affect the responses of participants. 
Tentative evidence has been presented that suggests the internet is a viable method for 
questionnaire data collection. It is important however, to note that despite evidence of 
negligible differences in web-based and paper responses, we cannot assume that this 
will be the case for every questionnaire. Contrary to much of the evidence regarding 
web-based administration of personality questionnaires Joinson and Nettle (2005) 
found an increased level of sensation seeking in participants using a paper version 
(Mean = 19.58, SO = 6.26, N = 163) of the sensation seeking scale (SSS-V) in 
comparison to an online version (Mean = 17.52, SO = 6.46, N = 285). The results 
suggest an increase in self-disclosure in the paper condition. They did however find 
evidence that the relationships found between SSS-V total and age/gender were 
present in both datasets (web and paper). Although the method of questionnaire 
delivery does appear to have an effect on sensation seeking the fact that it does not 
influence the relationship with key demographic variables is encouraging as this 
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suggests that the SSS-V is valid and that there is an element of reliability in applying 
the SSS-V online. 
The decision of participants not to participate is a conscious decision (Self selection 
bias; Smith and Leigh, 1997). In terms of sensation seeking the completion of the 
SSS-V may itself be a source of stimulation (high sensation seekers demonstrating a 
preference towards stimulation) the results may therefore favour high sensation 
seekers as low sensation seekers may be more likely to choose not to undertake the 
survey. 
There is a caveat to the generalisation of this sample to the driving population as a 
whole. The fact that this is an online questionnaire raises questions regarding who 
completes such questionnaires. The increasing heterogeneity of internet users makes it 
difficult to make assumptions about what constitutes a typical user. There may be a 
sampling bias depending on where the questionnaire is posted that prohibits the 
selection of a truly random sample of the driving population. Although the results 
using this sample may not be applicable in the wider context of the driving population 
the trends identified within the sample may be. Due to there being a bias towards 
students and employees of Loughborough University we do not expect that the scores 
obtained here will be absolutely valid in terms of the general driving population; 
however previous studies suggest that the relative validity will be sufficient to make 
generalisations. 
The aim of this chapter was to assess sensation seeking within the driving population. 
How far does the representativeness of this sample impact on the conclusions which 
can be drawn? Smart, (1966) estimated 80% of all psychology research used an 
undergraduate student sample. In 1985, 83% of the articles in the Journal of 
Personality and Social Psychology, Personality and Social Psychology Bulletin, and 
the Journal of Experimental Social Psychology relied solely on undergraduate 
subjects, almost all from the United States (Sears, 1986). How might this heavy 
dependence on one narrow data base have biased the results and conclusions of such 
research? Research over the full life span has suggested that in comparison to older 
adults, university students are likely to have less formalised attitudes, sense of self, 
stronger cognitive skills, stronger tendencies to comply with authority, and more 
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unstable peer group relations (Sears, 1986). If biases resulting from overreliance on 
student samples are ignored the there is a danger that the conclusions of the research 
may be flawed. 
" ... the existing science of human behaviour is largely a science of sophomores." 
McNemar (1946) 
This raises an important question; is the use of university based samples a major 
detriment to sensation seeking research? Kish and Busse (1968) established the link 
between scores on the Sensation-Seeking scale (SSS) and educational attainment in 
three different groups (hospitalized alcoholics, hospital employees, and college 
students). Results demonstrate that sensation-seeking was positively related to 
intelligence level, and perceptual, spatial, and numerical aptitudes. 
Zuckerman and Neeb (1980) collected demographic data in conjunction with 
sensation seeking scores for over 2,000 respondents to a magazine advert. Several 
indicators of socio-economic class were included in the analysis (participants own 
education, parents education, fathers occupation, mothers occupation and status 
[student, unemployed or job title]. For male respondents only their own level of 
education was found to correlate with total scores on SSS-V and even then this 
relationship was weak. The socio-economic indicators had far more influence on the 
sensation seeking scores of female respondents with only fathers' occupation not 
having a significant influence on sensation seeking score. The relationship between 
SS and student status was particularly pronounced. This suggests that male college 
students are representative of the wider population, but that female college students 
are not as they tend to have higher SS scores than those who did not attend college. 
This relationship may be dependent on age, as non-students tend to be older than 
students. Evidence also suggests that those who fail to finish college tend to have 
higher sensation seeking scores than those who complete their degree course. 
Roth, Schumacher and Brahler (2005) used the AISS to investigate the impact of 
socio-demographic factors on the expression of sensation seeking. Their sample 
consisted of 2043 healthy subjects (aged 14-93 years) constituting a representative 
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Gennan population sample. Of this sample only 6.1 % (118) participants had 
completed a university education. Results indicate that sensation seeking scores 
increase in the higher income and education brackets with the greatest effect on 
education in the novelty sub-scale. 
There is evidence to suggest that level of education does not influence the propensity 
towards sensation seeking. Ripa, Hansen, Mortensen, Sanders and Reinisch (200 I) 
compared a sample that represented all educational levels to a sample obtained from a 
university population on a Danish version of the sensation seeking scale and found 
that the pattern of results in the sample containing all educational levels replicated the 
typical results observed in University samples. Despite the contradictory evidence the 
consensus appears to be that such a heavy reliance on university samples does not 
have major negative consequences in the investigation of sensation seeking. 
The same considerations that are applicable to university samples are applicable to the 
use of internet samples. There is evidence to suggest that student samples are 
reflective of those generally obtained via the interne!. Alternatively, web based 
samples may be more representative of the general population as participants are 'true 
volunteers' that do not consist of undergraduate populations coerced into participation 
with offers of course credit or financial incentive. Disparity from the general 
population will lessen as access to the internet increases. This evidence suggests that 
results obtained here with respect to sensation seeking can be generalised to the wider 
population. 
4.3.4 Procedure 
All questionnaire items were administered VIa an online questionnaire. It was 
constructed using the Dreamweaver Studio 8 software package and was hosted on the 
Ergonomics and Safety Research Institute (ESRJ) website. 
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4.4 Results and Discussion 
4.4.1 The distribution of sensation seeking 
This study set out with the aim of assessing the importance of sensation seeking in the 
general driving population by investigating its distribution within the general driving 
population and its correlation with a self report measure of driver risky/rule breaking 
behaviour. This was done with the intention of aiding participant selection and 
facilitating the definition of an ideal sensation seeking sample. A significant 
constraint on the results of this study is the representativeness of this sample. The 
initial aim was to select from the general driving population. This was not the case 
with 72% or 302 of 421 respondents having an Iboro.ac.uk email suffix 17. 
Table 4.1: Sensation seeking total scores 
N Mean Std dev 
Total 420 18.30 6.74 
Male 188 19.92 6.88 
Female 231 16.99 6.28 
A key assumption regarding sensation seeking made at the beginning of this chapter 
was that sensation seeking is normally distributed throughout the population. The 
results of this survey are supportive of this assumption in that they are indicative of a 
normal distribution (mesokurtic). This is illustrated in figure 4.1. As can be observed 
in figure 4.1 there is a peak within the data. In this instance 35 participants scored 23 
on the Sensation Seeking Scale; this is 13 more than the next most popular result (22 
participants score 19). It is possible that conclusions reliant on data that contains such 
peaks may be misleading. The median statistic may be more informative as it is less 
susceptible to such deviations. In this case the fact that the median is greater (19) than 
17 This is an inaccurate measure of the location of respondents but gives a reasonable indication of the 
proportion of respondents that were university based. 
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the mean score (18.2) and that we can still observe the normal distribution suggests 
that the impact of the extreme score is minimal. 
Figure 4.1: Distribution of Sensation seeking scores 
Mean =18.3014 
Std. De .... =6.74084 
N =418 
There is a link between distributions and probabilities. If we know the distribution of 
sensation seeking throughout our sample is normally distributed then we can define 
the probability of such a score occurring in the general population using Z-scores. The 
Z score of an item indicates how far and in what direction the item deviates from the 
distributions mean and are a method of transforming any normal distribution to a 
standard normal distribution. The standard normal distribution has a mean of 0 and a 
standard deviation of I. By converting each score into a z-score or by standardising 
our distribution comparisons can be made between distributions with very different 
scores. 
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Figure 4_2: Z-scores and their relationship to the standard normal distribution_ 
The pre-screenmg of participants and their subsequent selection on the basis of 
inclusion and exclusion criteria is a common practice in research using human 
participants. Participants scoring at the upper and lower limits of distributions on 
variables of interest are often identified for use in follow up studies (Davis, 1999) in 
order to facilitate research on interactions between subject variables, such as 
personality traits, and experimental treatments. In this instance the data collected in 
the web questionnaire is transformed into a standardised normal distribution so that a 
selection criterion may be applied to a sensation seeking sample that will lead to the 
selection of disparate groups for further experiments. 
A number of methodological approaches have been proposed. Buckhalt and Oates 
(2002) used a median split to assign participants to high and low sensation seeking 
groups. Although the averages of the groups were in the upper and lower quartiles of 
their distribution 25 of 48 (over 50 %!) had sensation seeking scores within three 
points of the median. This could lead to spurious results as the groups are more likely 
to be homogenous given that so many respondents are located so close to the mean 
score. A researcher investigating a linear relationship between a predictor and a 
response variable should sample more cases from the extreme levels of the predictor 
than from the mid-range (Baguley, 2004). The extreme values have greater leverage 
in the analysis and provide more information about the slope of the regression line. 
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Sampling such cases therefore produces more accurate parameter estimates and more 
powerful tests (McClelland, 1997). 
There is a significant gap in the literature regarding how participants are divided into 
sensation seeking groups. The majority of studies do not state how they have selected 
groups and those that have do not justify their selection criteria. Further more, there 
are no reliable population statistics for sensation seeking. Those that do exist are 
reliant on the use of university populations (Table 4.2) and even when they are not 
reliant on undergraduate populations often some other bias remains, for example, the 
widely cited study by Zuckerman and Neeb (1980) although not reliant on students 
recruitment was conducted through an article in Psychology Today, in which 
participants interested in taking part in a postal questionnaire were encouraged to 
write to the author, therefore the sample is not only bias by the demographic of 
Psychology Today but by the fact that the sample is self selecting and differences 
between those who chose to take part and those that did not cannot be discounted. 
The selection criteria used here is based on anthropometric design principles wherein, 
it is accepted that the 5th and 95th percentiles are appropriate cut off points to cater for 
a reasonably practicable proportion (90%) of the population. Beyond these percentiles 
the costs associated with accommodating these people's requirements generally 
outweigh the number of users who will benefit. It is therefore necessary to work out 
the 5t\ 50th (mean or average user) and 95th percentile values (see Table 4.3). Heino, 
van der Molen and Wilde (1996) apply a similar approach in their study of the 
differences in risk experience between sensation seekers and sensation avoiders. The 
group of sensation seekers consisted of 21 participants with high sensation seeking 
scores, selected based on a deciles-score of eight or more; whereas the sensation 
avoiders group was 21 participants with low sensation seeking scores (deciles-score of 
three or less). This selection strategy facilitated a significant difference in risk taking 
at the behavioural level between sensation seekers and sensation avoiders but at the 
same time allowed for age, gender and experience to be controlled. 
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Table 4.2: Key sensation seeking studies and their populations 
Author 
Zuckerman, Eysenck 
and Eysenck (1978) 
Study 
"Development of SSS-V" 
Population 
97 US 
undergraduates 
/ 893 from the 
Maudsley twin 
register 
Zuckerman and Neeb (1980) "demographic influences on SS" 2115 respondents to 
magazine advert 
(Psychology Today) 
Clement and Jonah (1984) "Field dependence, 
. sensati on seeking 
and driving behaviour" 
Rowland and Franken (1986) "FA of the SSS-V" 
Amett (1991) "Risk-taking and young adults" 
Amett (1996) "Sensation seeking, 
aggressiveness, and 
adolescent risk taking 
Jonah, Thiessen "Sensation seeking, risky driving 
and Au-Y eung (200 I ) and behavioural adaptation" 
Gray and Wilson (2007) "Reliability and validity of SSS-V" 
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285 undergraduate 
students 
738 Canadian 
university 
undergraduates 
115 College educated 
133 adolescent males 
279 Canadian 
college students 
142 students 
Table 4.3: Sensation seeking scores by Percentile 
Percentile Score 
7.2 
18.3 
29.4 
What number of participants within this sample would meet the 5th , 50th and 95th 
selection criteria? Within the sample selected here 2 participants lie at the 5th 
percentile, 20 at the 50th and 14 at the 95th• The Lane Change Task draft standard 
recommends sixteen participants for a successful LCT trial. Obviously given the 
number of participants in this sample that lay at the fifth percentile it would be 
impossible to complete an LCT trial using this sample without expanding the 
selection criterion, or recruiting further participants. Ideally we would recruit further 
participants that score at the fifth percentile however, given the restraints placed on 
PhD work and the chance nature of participant scores it is impractical to continue 
recruiting participants in the hope of getting the desired scores. The most practicable 
solution to this problem is to expand the range of scores from which we select our 
sample. Again using this data set as an example a further 17 participants have scores 
that are less than the fifth percentile and 17 have scores that are greater than the 95th 
percentile, thus increasing our number of possible participants to 19 at the 5th, 20 at 
the 50th and 31 at the 95th percentile, without having to select participants from within 
the normal population (the 90% catered for in design). This allows us to theoretically 
recruit sufficient numbers to complete a valid LCT trial. 
4.4.2 Sensation seeking sub-scales 
Sensation seeking has been conceptualised in a hierarchical trait format (Zuckerman, 
Kuhlman and Camac, 1988; Zuckerman, Kuhlman, Thomquist and Kiers,199l), it 
consists of the general trait with four component sub-factors, identified on the 
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sensation seeking scale by the sub-scales T AS, ES, BS and Dis (refer to table 2.1 for a 
description of these sub-factors). The use of these sub-scales enables researchers to 
show which scales were most highly related to specific phenomena, in this case we 
will investigate the relationship between theses sub-scales, gender, age and DBQ 
response. Table 4.4 shows that participants scored highest on the thrill and adventure 
seeking sub-scale of SSS-V, followed by experience seeking, boredom susceptibility 
and they scored lowest on the disinhibition scale. The greatest variability is found in 
the TAS and BS sub-scales. Scores on the ES and Dis sub-scales were more 
consistent. 
Table 4.4: Sub-scales Total 
Scale Mean Std dev 
TAS 5.937 3.021 
ES 5.296 1.975 
BS 4.238 2.590 
Dis 2.789 1.980 
(N- 419, F- 231, M-188) 
4.4.3 Sensation seeking and Gender 
A key demographic variable in the measurement of sensation seeking is gender. It has 
been shown to exert significant influence over the propensity to seek sensation at the 
behavioural level. Male participants have been shown to score significantly higher on 
SSS-V than female participants (Rosenblitt, Soler, Johnson, and Quadango, 2001; 
Rosenbloom and Wolf, 2002a; Torki, 1993). The results of this study show that male 
subjects scored a mean of 19.92 on Zuckerman's sensation seeking scale form V, 
whereas female participants scored a mean of 16.99. An independent samples t-test 
was significant [t (416) = -4.518, p < 0.005]. This result indicates that male 
participants scored significantly higher on the sensation seeking scale than female 
participants. This is consistent with the research literature regarding gender 
di fferences in sensation seeking. 
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Table 4.5: SSS-V total scores by Gender 
Male Female 
Mean 19.919 16.991 
Std dev 6.659 6.277 
Gender 
Female Male 
I-
0.00 
15 10 5 o 5 10 15 20 25 
Frequency Frequency 
Figure 4.3: Population pyramid of Sensation Seeking total score distribution by 
gender 
Figure 4.3 illustrates the distribution of total sensation seeking scale scores by gender. 
The distribution of male sensation seeking scores can be described as a platykurtic 
distribution (a relatively flat distribution), in which proportionately fewer cases are 
observed across a wider range of scores than in the standardised nonnal distribution 
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(Mesokurtic). The distribution of female scores is more reflective of this kind of 
distribution. This may be explained by a slight sampling bias towards female 
respondents (55% of the sample).lt is more likely however the higher scores obtained 
by male respondents extends (skews) the tails of the distribution. 
Table 4.6: SSS-V sub-scales by Gender 
Male Female 
Scale Mean Std dev Mean Std dev 
TAS 6.440 2.996 5.524 2.985 
ES 5.352 2.073 5.253 1.903 
SS 4.819 2.637 3.790 2.460 
Dis 3.352 1.871 2.349 2.349 
(N= 419, F= 231, M=188) 
An independent samples Hest was significant [t (408) = 2.849, p < 0.005] for gender 
differences in scores of the experience seeking subscale. This result indicates that 
male participants scored significantly higher in experience seeking than female 
participants. Male participants are more likely to engage in activities that provide 
them with variety of experience. They are more likely to engage in socially 
unacceptable or deviant activities. Female participants are more socialised and are less 
likely to engage in rule breaking behaviours. If this is accurate we would expect to 
observe a significant gender difference between scores on the DSQ and especially the 
violation sub-scale. 
The results of independent t-tests were not significant for the remaining sub-scales 
(SS [I (408) = -.249, p> 0.05]; Dis [t (408) = .244, p> 0.05]; TAS [t (408) = .184, p> 
0.05]). This result is contrary to traditional findings however it would be in-line with 
the convergence hypothesis. The "Convergence Hypothesis" purports that women are 
becoming more like men in their behaviours (Adler, 1975; Simon, 1975). As female 
social roles expand into areas predominantly dominated by males, the adoption of less 
socially acceptable behaviour (drinking, smoking, crime and traffic violations) will 
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increase to levels observed In males (Wilsnack, Vogeltanz, Wilsnack and Harris, 
2000). 
Table 4.7: Means and standard deviations ofSSS-V scores from Zuckerman and 
Neeb (1980) 
Male Female 
Scale Mean Std dev Mean Std dev 
TAS 8.2 2.2 7.1 2.5 
ES 6.9 2.1 4.7 2.2 
BS 4.6 2.5 4.3 2.4 
Dis 6.3 2.4 2.4 2.5 
(N= 977, F= 646, M=331) 
A comparison of means (Table 4.7) obtained in Zuckerman and Neeb (1980) to data 
obtained here suggests that female participant's sensation seeking scores on the ES, 
BS, and Dis sub-scales are becoming more masculinised. This argument is further 
strengthened when we reconsider the current trend of increasing numbers of female 
drivers (Department of Transport, 2007) and the increase in traffic accidents and 
citations of female (particularly young) drivers (Bergdahl and Norris, 2002; Dobson, 
Brown, Ball, Powers and McFadden, 1999). 
The T AS scale contains items that refer to the socially acceptable elements of 
sensation seeking such as sky diving, surfing and water skiing. It is not surprising 
therefore to observe the least significant difference between scores on this dimension, 
as such activities are socially acceptable for either sex in modern society. More 
surprising is the suggestion of convergence between scores on the disinhibition scale, 
which refers to sensation seeking through social activities (drinking, partying, sexual 
activities, etc); however a consideration of the literature regarding the convergence 
hypothesis reveals a substantial literature regarding the convergence of behaviours 
that typify this scale. 
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A key example of such behaviour in the driving context is driving under the influence 
of alcohol. It was at one time considered socially deviant for women to drink publicly, 
with changing social norms this is no longer the case and as such it has become 
commonplace for women to drink large amounts (Jacobsen, Hacker and Atkins 1983). 
Popkin, Rudisill, Wailer and Geissinger (1988) report that as more women are driving 
so they are exposed to the hazards of drink driving this is evidenced in their increased 
accident involvement as a consequence of their drinking. DUI arrest rates for women 
drivers in North Carolina (US) increased by 43% in the early eighties at the same time 
arrest rates for male drivers decreased by 9% and between 1971 and 1982 17% of 
women who drank reported that they had driven while impaired and around 66% of 
those who drank more than 60ml a day reported driving while drunk (Wilsnack, 
Wilsnack and Klassem 1986). 
Popkin, et al (1988) reported that exposure rates and patterns are changing in line with 
the increased number of female drivers. Data from North Carolina supports this view. 
Between 1969 and 1983 there was a substantial increase in licensed drivers, 39% for 
males and 71 % for females, so that by 1985 the number of male and female drivers 
had almost converged (51 %M, 49%F). Women are clearly changing in terms of their 
drinking and driving behaviour. An indication that women are drinking and driving 
more often can be seen in the proportion of female drivers involved in fatal traffic 
accidents (Popkin, 1991). FARS (Fell, 1976) data suggests that alcohol related traffic 
deaths as a whole are declining but that this decline is only with respect to male 
accident involvement. In contrast, female alcohol related accidents are actually 
increasing and are almost as high as the male rates, especially in the 21-24 age range. 
Examination of data from North Carolina suggests that there is a significant driving 
under the influence problem emerging in the 21-24 year old female population. 
Boredom Susceptibility is characterised by intolerance to monotonous activities. 
There has been no published evidence of a gender difference that would make one 
gender more tolerant towards monotonous activities than the other and no evidence of 
such a difference was found in this study. 
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4.4.4 Sensation seeking and Age 
As identified in the review of the research literature, age is a significant demographic 
variable in the measurement of sensation seeking. Strong evidence is presented that 
suggests a decline in sensation seeking as age increases (Zuckerman and Neeb, 1980; 
Carton, Jouvent, Bungener and Widlocher, 1992; Amett, 1994; Farmer, Redman, 
Harris, Mahmood, Sadler and McGuffin, 2001; Mian and Kay, 2003). 
Table 4.8: SSS-V total scores by age category 
Age N Mean Std dev 
17-26 188 19.94 6.780 
27-36 91 18.75 7.061 
37-46 70 17.19 6.638 
47-56 46 13.32 6.258 
57-66 20 14.42 6.353 
67-76 15 N/A 
The results of this study indicate that there is a steady decline in SSST as the age of 
the respondent increases. This was illustrated by a significant negative correlation 
between total scores obtained on the sensation seeking scale and participants age (r 
(418) = -.252, p< .01). Figure 4.4 further illustrates the age related decrease In 
sensation seeking. This finding is consistent with previous research findings. 
Significant negative relationships were observed between participant age and the TAS 
(r (413) = -.343, p< .01) and BS (r (412) = -.211, p< .01) sub-scales. There is an age 
related decline in TAS scores, suggesting that as we age we are less likely to engage 
in physically challenging and risky activities. Amett (1994) criticised the TAS sub-
scale as several items refer to strenuous physical activities (mountain climbing, skiing, 
windsurfing, etc.). The nature of these items make it difficult to attribute the decline in 
sensation seeking associated with increasing age to an absolute decline in sensation 
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seeking behaviours when they could reflect age related differences in strength and 
endurance. The scores regarding the boredom susceptibility scale suggest that as we 
age we become more tolerant towards repetitious, predictable or monotonous 
activities. 
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Figure 4.4: Correlation between Age and Sensation Seeking Total score 
Relationships between the Dis (r (412) = -.049, p> .05) and ES (412) = -.009, p> .05) 
subscales and age were not significant. This suggests that there are no changes to our 
propensity to seek novel experiences (ES is defined by social non-conformity and an 
association with the fringes of society) or engage in a wide range of social activities 
(Dis is characterised through drinking, partying and sexual behaviours) as we age. 
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Table 4.9: Sub-scales Age 
TAS ES BS Dis 
Age Mean Std dev Mean Std dev Mean Std dev Mean Std dev 
17-26 6.75 2.68 5.21 1.91 4.82 2.74 2.87 1.99 
27-36 6.22 2.92 5.66 1.90 4.12 2.53 2.75 1.83 
37-46 5.20 3.01 5.16 1.91 3.78 2.25 2.86 2.05 
47-56 4.22 3.04 5.33 2.16 3.04 2.44 2.60 1.78 
57-66 3.65 3.28 4.85 2.25 3.50 2.09 2.45 1.88 
67-76 NA 5 NA 6 NA 3 NA 
(N= 419, F= 231, M=188) 
Despite the overwhelming weight of evidence that indicates sensation seeking 
declines with age there is evidence that sensation seeking is still relevant to risk taking 
despite advancing years. Clement and Jonah (1984) found a significant relationship 
between total sensation seeking scores and driving speed that was stable even after 
controlling for age and driving experience. This suggests that although the absolute 
levels of sensation seeking in the ageing driver may decrease there may still be a 
relative effect of sensation seeking to consider. 
4.4.5 Driver Behaviour Questionnaire 
Evidence presented both here and in the research literature is indicative of an age 
related decline in sensation seeking, generally as participant age increases sensation 
seeking total score decreases. This suggests that when sampling sensation seekers we 
may in fact be sampling an age related phenomenon and the inability to distinguish 
between these variables will confound any data collected. By using the DBQ we aim 
to show through driver self report that, despite declining sensation seeking scores, the 
behaviours that epitomise the sensation seeking in their formative years remain 
consistent with age, illustrating the impact of sensation seeking on older drivers and 
identifying the life course persistence of sensation seeking behaviours. By 
establishing that these behaviours are persistent it is not suggested that the age-
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sensation seeking relationship be ignored when selecting a sample, but that older 
driver behaviour may not be as straight forward as this relationship suggests. 
It is necessary to highlight a note of caution regarding the low scores of older 
participants and the likelihood they will act as a source of variation within the results. 
It may be possible for an older driver to exhibit a differential sensation seeking profile 
than is the norm and score highly on the sensation seeking scale. It is also feasible that 
some older drivers may score low on the sensation seeking scale even though they 
were high sensation seekers when they were younger and thus their behaviours may 
not reflect their responses 18. The same argument may be applied in terms of young 
drivers who score low on the sensation seeking scale. However, in terms of 
longitudinal behaviour, it is very unlikely to find someone who was a low sensation 
seeker in their early twenties and then develops high sensation seeking tendencies as 
they age. It is far more likely to find an older driver whose sensation seeking 
behaviours persist despite declining scores on the sensation seeking scale. The DBQ 
scores of older drivers should be used as evidence to support the selection of a 
stratified sample. Ideally a sample should include low scoring young drivers and high 
scoring old drivers. This is in addition to those participants more likely to follow the 
age related trends identified here and in other research. 
Table 4.10: DBQ Scores 
Scale Mean Std Dev 
Total 46.153 8.252 
Lapses 13.573 2.996 
Errors 18.671 4.203 
Violations 13.966 4.385 
(N= 420, F= 231, M= 188) 
Participant DBQ scores appear to be distributed normally within the population. They 
are however indicative of a leptokurtic distribution, wherein scores are tightly 
18 This is supposition without a direct longitudinal comparison of current and historic behaviour 
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clustered within a narrow range of scores with relatively little dispersion throughout 
the range of possible scores (figure 4.5). 
20.00 30.00 40.00 50.00 
DBQ 
60.00 70.00 80.00 
Figure 4.5: Distribution of Driving Behaviour Questionnaire scores 
Mean =46.1531 
Std. Dev. =8.25176 
N =418 
A significant positive correlation was observed between total scores obtained on the 
sensation seeking scale and total scores obtained on the DBQ (r (417) = .240, p< .01). 
Figure 4.6 illustrates that as participant total sensation seeking score increases so does 
their total score on the driver behaviour questionnaire. This suggests that the DBQ 
contains behaviours which typify sensation seeking. Correlation of the DBQ with the 
four sensation seeking sub-scales further suggests that the DBQ contains items that 
correspond to each of the sub-scales. ES (r (417) = .119, p< .05); BS (r (417) = .257, 
p< .01) and Dis (r (417) = .208, p< .01) were significantly correlated with total score 
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on the DBQ scale. The correlation with T AS was not significant (r (417) = .095, P = -
.054). 
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Figure 4.6: Correlation between Driver Behaviour Questionnaire Total scores 
and Sensation Seeking Total score 
A significant positive correlation was observed between total scores obtained on the 
sensation seeking scale and participant scores on the violation subscale of the DBQ (r 
(417) = .370, p< .01), neither Lapses or Errors were significantly correlated with total 
sensation seeking score (Lapses [r (417) = .062, p>.05]; Errors [r (417) = .052, 
p>.05]). This is further illustrated in figure 4.7 which shows that as participant 
sensation seeking scores increase so do violation scores. Greater emphasis is placed 
on violations in relation to sensation seeking as this section of the DBQ contains 
behaviours most likely to be exhibited by a high sensation seeker, such as speeding, 
aggressive driving and drink driving. Further evidence of this is apparent in the 
, 
correlations between DBQ and SSS-V sub-scales. 
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Figure 4.7: Correlation between Violation scores and Sensation Seeking Total 
score 
4.4.5.1 Lapses 
There were no significant correlations between the sensation seeking sub-scales and 
the lapse sub-scale [TAS (r (417) = -.034, p>.05), ES (r (417) = .065, p>.05), BS 
(417) = .035, p>.05) and Dis (r (417) = .070, p>.05)] which suggests that sensation 
seeking is not an underlying factor in the occurrence oflapses. 
4.4.5.2 Errors 
There were no significant correlations between the sensation seeking sub-scales and 
the Errors sub-scale [T AS (r (417) = -.077, p> .05), ES (r (417) = .095, p = .054), BS 
(417) = .160, p> .05) and Dis (417) = .069, p> .05)]. Again, as with Lapses, these 
results suggest that sensation seeking is not an underlying influence in the occurrence 
of Errors. These two results in combination suggest that there are no differences in the 
skill level of sensation seekers and that there ability to perform the driving task is 
comparable. 
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4.4.5.3 Violations 
There is a significant correlation between the T AS sub-scale of the SSS-V and the 
violations sub-scale of the DBQ (r (417) = .238, p< .01). The TAS sub-scale is 
typified by a need for adventure and a willingness to engage in physically risky 
activities that provide sensations of speed or defiance of gravity such as sky diving. 
We must therefore view car use as a viable means of satistying such needs. 
The correlation between the violation and boredom susceptibility sub-scales was 
significant (r (417) = .395, p< .01). This result suggests that risky car use is a viable 
means of alleviating boredom and avoiding repetitive experiences. The correlation 
between T AS, BS and the violation sub-scales is consistent with previous research 
that identifies T AS and BS as the most relevant to risky driving behaviours 
(Rosenbloom and Wolf (2002a, 2002b). 
The correlation between violations and Disinhibition is also significant (r (417) = 
.290, p< .01). This result is surprising given that the disinhibited sensation seeker 
pursues sensation through social means such as parties, social drinking and sex, unless 
we consider driving a social activity. There is evidence to suggest that car use can be 
regarded in such a manner. 
"A car is a temporary assemblage within which the human remains complete, 
including their enduring dispositions, characteristics and motivations." 
Dant (2005) 
Driving in busy traffic involves a large number of interactions with other road users, 
all of whom are looking to maximise their progress within the context of the traffic 
system. Most interactions follow a set of learnt behaviours relating to safe operation 
of the vehicle within the system. As a driver you must understand the regulations 
relating to driving and the largely unwritten rules of the road and the "culture" of 
driving. There is a need to drive in ways that are mindful of other road users, remain 
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courteous and considerate and drive in a manner that is comprehensible to others. As 
well as responding to the presence of other road users and the physical form of the 
road, the car driver must respond to the signs which have been placed to give 
information about the road and how it should be used. Parker, et al (1995) describe 
violations as a deliberate subversion of these rules. When viewed in this light the 
finding that violations are correlated with Dis is less surprising than it might appear. 
The ES sub-scale is associated with the seeking of novel sensations and experiences, 
especially through the senses. We would therefore expect that those who score highly 
on this scale will also score highly on the violation sub-scale of the DBQ. This does 
not appear to be the case as evidenced by the lack of correlation between ES and 
violation sub-scales (r (417) = .087, p> .05). A possible explanation for this is that car 
use is a common experience and therefore does not satisfy the needs of a high 
experience seeker. What is surprising is that the ES sub-scale can also be 
characterised by a conscious effort to subvert social rules and be non-conformist and 
rule breaking is a central component of committing a violation. We would expect high 
ES scorers to demonstrate a willingness to contravene the rules of the road. This result 
however suggests that this is not the case. 
These results suggest that sensation seeking is an important underlying factor in the 
committal of driving violations and vice versa that violations are a key behavioural 
indicator of sensation seeking. 
4.4.6 Driver Behaviour Questionnaire and Age 
The relationship between age and total scores on the DBQ was not significant (r (417) 
= -.061, p> .05). This implies that despite the relationship between sensation seeking 
and age some driving behaviours are independent of age. However, an analysis of the 
sub-scales of the DBQ and age appear to contradict the notion that sensation seeking 
behaviours are life course persistent. There was no significant correlation between the 
Lapses sub-scale and age (r (417) = .007, p> .05) or between Errors and age (r (417) = 
.084, p> .05). The finding that there is no correlation between Lapses and age is 
surprising as it is contradictory to previous research which typically finds a significant 
increase in Lapses reported as people age (Parker, McDonald, Rabbit! and Sutcliffe, 
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2000). There was however, a significant negative relationship between age and 
Violations (r (417) = -.216, p< .01). This indicates that young drivers report 
significantly more violations than older drivers (this is illustrated in Figure 4.9), 
which in turn means we must reject the hypothesis that sensation seeking behaviours 
are life course specific. The fact that these behaviours occur more frequently in 
adolescence is further evidence that sensation seeking declines with age. Examination 
of the standard deviations in table 4.9 shows that the variability in participant 
responses reduces with age suggesting that there is greater consistency in behaviour of 
older participants. 
A speed-accuracy trade off may produce similar or better levels of error as driver's 
age (Westerman, Davies, Glendon, Stammers and Matthews, 1998). 
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Table 4.11: Breakdown of DBQ sub-scales by Age 
Lapses Errors 
Mean Std dev Mean Std dev 
13.42 2.91 IS.53 4.34 
I3.S9 3.26 IS.2 3.S7 
13.77 2.75 IS.S7 4.3S 
13.22 2.S2 19.5 3.61 
13.75 3.S9 19.05 5.15 
14 NA 20 NA 
o 
10.00 20.00 
VIOLATIONS 
30.00 
Violations 
Mean Std dev 
15.0S 4.99 
13.9 4.46 
12.46 2.74 
12.5 2.69 
12.32 3.22 
16 NA 
(N= 419, F= 231, M=ISS) 
40.00 
Figure 4.9: Correlation between Violation scores and Age 
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4.4.7 Driver Behaviour Questionnaire and Gender 
Does the gender profile of the DBQ, and particularly the violation sub-scale, reflect 
that observed in the SSS and is there convergence between male and female scores for 
violations, or do we observe a significant difference between genders? 
Table 4.12: Breakdown ofDBQ and sub-scales by Gender 
Mean Std dev 
Scale Male Female Male Female 
Total 45.941 46.270 8.379 8.147 
Lapses 13.335 13.709 2.822 3.044 
Errors 17.973 19.230 4.067 4.249 
Violations 14.665 13.409 4.798 3.943 
(N= 419, F= 231, M=188) 
Figure 4.10 illustrates the distribution of total DBQ scores by gender. The distribution 
of male scores follows the typical standard distribution (Mesokurtic) in comparison to 
the leptokurtic and tightly clustered distribution of the female respondents. The 
distributions of female respondent's scores greatly resemble the overall distribution of 
scores. This again may be reflective of a slight sampling bias towards female 
respondents (55% of the sample) with the higher scores obtained by female 
respondents skewing the distribution of scores towards the centre. 
There is no apparent gender difference in the self report Lapse scores. An independent 
samples Hest revealed that the mean Lapse sub-scale score was not significantly 
different between male (M = 13.34) and female (M = 13.71) participants [/ (413) = 
1.284, P> 0.05]. From this we must conclude that gender is not a significant variable 
in the causation of Lapses. This is however contradictory to previous research which 
has reported that Lapses are more commonly reported by female drivers (Xie and 
Parker, 2002). 
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Figure 4.10: Population pyramid of DBQ total score distribution by gender 
An independent samples t-test revealed that there was a significant difference in the 
mean score of the Error sub-scale [/ (413) = 3.054, P<0.005]. This result indicates that 
female drivers (M = 19.23) commit significantly more Errors than male drivers (M = 
17.97). This again is contradictory to previous research which reports that male 
drivers report more Errors than female respondents (Ab erg and Rimmo, 1998; Parker 
et ai, 1995). 
As previously stated Errors are failures of intended actions to achieve their intended 
outcomes. One possible explanation for this is the link between Errors and skill. It is 
feasible that failures in planned actions are the result of inappropriate scripts or 
schemas which in turn are indicative of insufficient driving skill. This difference may 
162 
be explained by a difference in driving experience between the genders. Typically 
male drivers drive greater distances annually than female drivers. Over the period 
1997 to 1999 men in Great Britain travelled on average 9,185 miles per person per 
year and made an average of I, I 04 journeys each year. Women made a similar 
number of journeys (1,065) but travelled far less distance (6,156 miles per person per 
year). The difference in distance travelled is, in part, related to the types of journeys 
that men and women make and their mode of travel. (Department of the Environment, 
Transport and the Regions, 1999). 
Within this sample the difference in number of years with a driving license is not 
significant [r (417) = 1.247, P> 0.05]. This result suggests that there is no difference 
in the number of years that male (Mean = 13.9 years) and female (Mean = 11.48 
years) drivers have held their driving licenses. It does not however inform us as to the 
amount of driving each participant undertakes each year. This identifies one weakness 
within the design of the web questionnaire. Rather than requiring participants to 
answer a question regarding the number of years that they have been driving it may 
have been more informative to ask them to approximate their annual mileage. This 
should be rectified in future studies. 
An independent samples t-test revealed that there was a significant difference in the 
mean score of the Violation sub-scale [t (413) = -2.928, P<0.005]. This result 
indicates that male drivers (M = 14.66) commit significantly more Violations than 
female drivers (M = 13.41). This finding is consistent with those found in the 
literature regarding sensation seeking and risk taking, in that it is more likely to be 
(young) male respondents who engage more frequently in risk taking and rule-
breaking (?) behaviours while driving. 
4.5 Conclusion 
The purpose of the current study was to investigate the prevalence of sensation 
seeking in the driving population. It attempted to illustrate the distribution of 
sensation seeking scores throughout the driving population and their correlation with 
self report driving behaviour, particularly risk/rule breaking (as measured by the 
DBQ). Having established the distribution of sensation seeking scores it addressed the 
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issue of participant selection III an attempt to define the ideal sensation seeking 
sample for subsequent studies. 
Sensation seeking was found to be a significant variable in the driving population. 
The results support the initial notion that sensation seeking is distributed nonnally 
within the driving population and that it is a continuum along which all participants 
will place. Results are also supportive of the selection of a stratified sample for 
evaluation trials. The findings of this study are consistent with previous studies 
regarding an age related decline in total sensation seeking. They also replicate the 
previously observed relationship between sensation seeking and gender in that male 
drivers score significantly higher than female drivers. The results of the DBQ analysis 
support the selection of a stratified sample. They do not support the life course 
persistence of sensation seeking behaviour. They provide strong evidence for an age 
related decline in sensation seeking and the behaviours that typifY sensation seeking. 
Selection of a truly representative sample may serve to increase the variability of such 
a sample. Therefore in evaluation trials we chose to control those variables which we 
know introduce variability. When selecting sensation seeking samples for future 
evaluation trials we should seek to control for the effects of age and gender as the two 
most significant demographic influences. In order to control for the effects of age and 
gender we should include in our sample; high sensation seeking older participants, 
low sensation seeking younger participants, high sensation seeking female 
participants and low sensation seeking male participants. 
It is necessary to repeat the note of caution regarding the generalisation of these 
findings because of the nature of the sample. The consistency of these findings in 
relation to previous research however, suggests an element of relative validity. 
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Chapter Five: The influence of sensation seeking on 
performance of the lane change task. 
5.1 Introduction 
Chapter Four established sensation seeking as a significant variable in the driving 
population. The results support the view that sensation seeking is normally distributed 
throughout the driving population. It is a continuum along which all participants will 
place. 
It is now necessary to examine the impact of sensation seeking on the driving task 
with particular reference to In-Vehicle Information Systems and the demands of tasks 
associated with their operation while the vehicle is in motion. The fundamental 
hypothesis of this thesis is that there will be a difference in driving performance under 
dual-task conditions between high and low sensation seekers. This is a two tailed 
hypothesis that does not imply directionality. There are two possible outcomes (three 
if we include the null hypothesis of no difference between high and low sensation 
seekers); first that high sensation seekers will perform better than low sensation 
seekers and second that high sensation seekers will perform worse than low sensation 
seekers. 
There are a number of competing explanations for these outcomes that are feasible 
within the framework of sensation seeking theory. As previously stated high sensation 
seekers are believed to have an inherent need for stimulation (Optimum Level of 
Stimulation; Hebb, 1949; Zuckerman, 1969), which unchecked often facilitates 
dangerous risk taking and other proscribed driving behaviours. It is possible that that 
the use of IVIS while driving will provide the stimulation preferred by high sensation 
seekers therefore we would expect to see better performance on all tasks under dual 
task conditions from this group in comparison to Low sensation seekers who in 
contrast prefer to avoid over-stimulation. 
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Alternatively we could find that low sensation seekers perform better than high 
sensation seekers under dual-task conditions. High sensation seeking has been 
correlated with risk taking many times (Whissell and Bigelow, 2003; Jonah, 1997; 
Bierness and Simpson, 1988; Ulleberg, 2001; Ulleberg and Rundmo, 2003) and it is 
reasonable to posit that high sensation seekers will more readily neglect the driving 
task in order to successfully complete the IVIS task if they perceive the risk to be 
worthwhile or indeed a risk at all. The results of this study will indicate whether high 
sensation seekers perform better or worse than low sensation seekers under dual-task 
conditions. The results will have significant implications for the future design of IVIS 
and selection of participants for evaluation trials whatever direction the results 
indicate. 
5.2 Aim of this Chapter 
The aIm of this study was to determine the differences between High and Low 
sensation seeking groups on performance of the Lane Change Task both alone and 
under dual-task (IV IS) conditions. The results of this study will provide evidence to 
answer the research questions that guide this thesis; what is the impact of IVIS on 
primary task (driving) performance and does sensation seeking impact on 
performance ofthe driving task in conjunction with IVIS? 
5.3 Method 
5.3.1 Apparatus 
The apparatus used in this experiment was the Lane Change Task simulator (see 
Chapter 3 for full description). Table 5.1 is a list of the tasks used in dual-task 
conditions. The secondary tasks contained in this table are described in section 3.5.1. 
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Table 5.1: List of Tasks 
Task 1: PDA POI - entering a destination by selecting a "point of interest" using the 
PDA 
Task 2: PDA address - entering a destination by "address" function using the PDA 
Task 3: Shares short - searching for a share price from a single scrolling column of 
text using an LCD screen 
Task 4: Shares long - searching for a share price from three scrolling colu~ns of text 
using an LCD screen 
Task 5: SURT easy: - distracters are 22 arc minutes 19 in which the target is easy to 
find. 
Task 6: SURT circles task average: - distracters are 35 arc minutes finding the target 
is moderately difficult. 
Task 7: SURT circles task difficult: - distracter size is 40 arc minutes; in this instance 
the target is very difficult. 
5.3.2 Participants and experimental design 
A non-random sample of 50 participants (20 Female, 30 Male) was selected from staff 
and students at Loughborough University20 who had previously completed the web-
based questionnaire (Chapter Four). Participants were required to have a full United 
Kingdom driving licence and normal or corrected vision. Participants were paid £5 for 
their involvement in this study. They had an average age of 38 years and 7 months 
and had held a driving license for an average of 18 years and 3 months, self report 
estimate of annual mileage was an average of 10,296 miles (SD = 5,569). 
A within- between subjects repeated measures quasl- experimental design was 
implemented. The within subjects factor was the effect of IVIS on driving 
performance and the between subjects factor was sensation seeking score. The 
19 The size of the target was always 44 arc minutes. 
20 Six participants were not associated with Loughborough University but had completed the 
questionnaire. 
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dependent measure of driving performance was mean deviation from the normative 
model for LCT performance (see figure 3.7 and accompanying description). 
Participants were divided into three groups; High Sensation Seekers (HSS), Low 
Sensation Seekers (LSS) and a control group consisting of Normative Sensation 
Seekers (NSS) based on 5th , 50th and 95th percentiles of total sensation seeking score 
from the population distribution defined in Chapter Four. The design was quasi-
experimental as it was reliant on the pre-selection of participants based on their 
sensation seeking scores as measured on Zuckerman, Eysenck and Eysenck's (\ 978) 
sensation seeking scale form V. The design was repeated measures as each participant 
was required to complete each condition. 
5.3.3 Procedure 
Informed consent was sought from participants pnor to commencement of the 
experiment (Appendix G). Participants were informed of their right to withdraw at 
any time, for any reason without penalty. Participants completed a practice session, in 
order to familiarise themselves with the operation of the LCT (instructions for the 
LCT were provided, see appendix H). Upon satisfactory performance of the practice 
task participants were required to complete the experimental trials. Participants were 
required to complete a block of 5 LCT trials lasting IS minutes in total. These trials 
served to act as a baseline measure of driving performance. There were seven IVIS 
tasks and participants were required to complete an LCT trial for each of these tasks. 
5.4 Results and Discussion 
5.4.1 Participant selection 
The central theme of Chapter Four concerned the distribution of sensation seeking 
within the driving population and the methods used to select samples from this 
population. As identified in Chapter Four there are a number of sampling issues to 
consider in selecting a sensation seeking sample. Age and Gender have been 
identified as significant demographic variables that influence the expression of 
sensation seeking. 
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Table 5.2: Mean Age by sensation seeking group 
LSS NSS HSS 
Mean 41 38 38.44 
Std Dev 14.84 11.76 13.01 
Range 21-63 21-61 24-59 
Table 5.2 illustrates the mean, standard deviation, and age ranges of each of the three 
sensation seeking groups within this sample. It is evidence of an attempt to select a 
stratified sample that includes members of all age groups. A further illustration of the 
similarity between groups is provided in Figure 5.1. A one-way between subjects 
ANOVA was not significant [F (2, 47) =0.239, P> .005 ns]. This result confirms that 
age across the three sensation seeking groups was homogeneous. This suggests that 
any differences observed between groups can be attributed to the differences in 
sensation seeking between groups and not age acting as a confounding variable, based 
on the assumption that age will affect all groups equally. 
Table 5.3 demonstrates the gender differences in sensation seeking scores within this 
sample. The scores reflect the common trend of male participants scoring higher than 
females. They reflect an attempt to stratifY the sample by selecting female participants 
who score as high as the highest scoring men. This is illustrated by an increase in the 
standard deviation of female participants' scores in comparison to male participants. 
There is increased variability in the female sample; because the deliberate selection of 
some high scoring participants has increased the distance of low scorers from the 
mean and therefore the standard deviation. 
A one-way between subjects ANOVA was not significant [F (1, 47) =1.333, P> .005 
ns]. This result confirms that sensation seeking scores between genders was 
homogeneous. This suggests that gender is not a significant confounding variable and 
that gender will affect all groups equally. 
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Table 5.3: Sensation seeking scores by gender 
Total Male Female 
Mean Std Dev Mean Std Dev Mean Std Dev 
17.4 5.873 18.267 5.77 16.1 5.929 
5.44 3.045 6 2.639 4.6 3.470 
5.30 1.832 5.4 1.923 5.15 1.725 
3.94 2.226 4.033 1.956 3.8 2.628 
2.70 1.474 2.833 1.315 2.5 1.701 
-,-
--
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Error Bars: 95% Cl 
Figure 5.1: Graphical representation of mean age by sensation seeking group 
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Figure 5.2: Graphical representation of mean sensation seeking scores (Total, 
TAS, ES, BS and Dis) by gender 
Figure 5.2 shows the overlap between male and female participants sensation seeking 
scores. Both genders exhibit similar scores for both total sensation seeking score and 
sub-scales (with the exception of the T AS sub-scale). The T AS sub-scale is typified 
by socially acceptable manifestations of sensation seeking behaviour such as sky 
diving, mountain climbing and skiing. Although there is not absolute convergence 
between scores there is a relative convergence illustrated in the 95% confidence 
intervals [error bars 1 of each measure. 
Given that the potential impacts of the major demographic influences was moderated 
through the sampling strategy employed, how did the sample selected here fit with the 
recommendations made regarding the selection of a sensation seeking sample in 
Chapter Four? Ideally only those participants who exactly meet the selection criteria 
identified (in this case those at the Slh, 50th and 9Slh percentiles) would have been 
used. This however was not always possible. As discussed in Chapter Four, those 
located at the periphery of samples are, by their very nature, less common than other 
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members of the population and as such it is more difficult to guarantee that these 
participants will be available or willing to take part. In an ideal world recruitment 
would continue until enough participants that met the desired criteria were available. 
However it is often necessary to expand the selection criteria in order to allow as 
study to proceed. In this instance participants were selected from above the 95th 
percentile for the HSS groups and below the 5th percentile for the LSS group. Scores 
for these groups are shown in Table 5.4. 
Table S.4: Sensation seeking scores by group 
Mean Standard Deviation 
LSS NSS HSS LSS NSS HSS 
Total 10.438 17.625 23.75 2.966 1.455 2.380 
TAS 2.3125 5.563 8.322 2.152 2.032 1.448 
ES 4.0 5.188 6.563 1.673 1.515 1.365 
BS 2.25 3.75 5.625 1.693 1.612 2.062 
Dis 1.875 3.063 3.25 1.408 1.436 1.291 
Comparison of the sensation seeking scores of participants contained within the LSS 
group to the selection criteria recommended in Chapter Four (5th percentile for a low 
sensation seeking group) indicated a significant difference. Participants in the LSS 
group scored significantly more on the sensation seeking scale (M = 10.44, SD = 
2.966) than those at the 5th percentile of data collected in Chapter Four (M =7.2), 1 
(15) = 4.366, P = 0.00 I. 
The NSS group did not significantly differ from the 50th percentile scores obtained in 
chapter 4. Participants in the NSS group scored slightly less on the sensation seeking 
scale (M = 17.625, SD = 1.455) than those at the 50th percentile of data collected in 
Chapter Four (M = 18.3), but this did not reach significance [I (IS) = -1.856, P> 0.05 
nsJ. 
Comparison of the sensation seeking scores of participants contained within the HSS 
group to the selection criteria recommended in Chapter Four was significantly 
different. Participants in the HSS group scored significantly less on the sensation 
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seeking scale (M = 23.75, SD = 2.380) than those at the 95th percentile of data 
collected in Chapter Four (M = 29.4), t (15) = -9.494, P > 0.05. This demonstrated a 
difficulty in recruiting participants who scored at the extremes of the sensation 
seeking population. 
It is important to consider what impact the failure to select a sample based on the 
chosen strategy may have had on the results obtained. A one-way between subjects 
ANOVA was significant [F (2, 47) = 128.55, P < .005]. This result confirmed that the 
three sensation seeking groups (Low, Normative and High) scored significantly 
different for sensation seeking and that the groups were heterogeneous. This suggests 
that any differences observed between groups can be attributed to the differences in 
sensation seeking between groups, therefore the impact of expanding the selection 
criteria to ensure adequate numbers of participants should be minimal. 
5.4.2 Mean deviation/ram the normative model 
Comparison between baseline and IVIS tasks shows that there was a performance cost 
associated with dual task performance. The results of a mixed factor repeated 
measures ANOV A revealed a significant main effect for the within subjects factor of 
IVIS group [F (7, 287) = 9.881, P < .05]. Within subjects contrasts between baseline 
and the IVIS conditions were significant (PDA POI [F (I, 41) = 29.921, P < .005]; 
PDA Address [F (I, 41) = 35.497, P < .005]; Shares Short [F (I, 41) = 54.370, P < 
.005]; Shares Long [F (I, 41) = 30.731, P < .005]; SURT Easy [F (I, 41) = 55.758, P 
< .005]; SURT Average [F (I, 41) = 99.001, P < .005] and SURT Difficult [F (I, 41) 
= 77.736, P < .005]). Illustrating that performance in all IVIS conditions was 
significantly worse than baseline [ single task] performance. 
The mean deviation from the normative model for the SURT difficult condition is 
comparable to that of the SURT easy (illustrated in Figure 5.1). There is a feasible 
explanation for this pattern of results. Matthews and Sparkes (1996) demonstrate task 
adaptation in which participants performance in a dual task setting was shown to 
improve due to participants applying more effort to these tasks and relaxing when 
performing the driving task alone. A similar effect may be observed here in that 
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participants may be mobilising more resources and increasing effort in the more 
difficult conditions or relaxing and decreasing effort while completing the easier 
tasks. These results are in line with the theory of compensatory effort (Hockey, 1997) 
which states that when faced with a difficult task participants will either mobilise 
more effort in order to achieve performance goals (with an associated increase in 
physiological and behavioural costs) or reduce their performance goals to avoid such 
costs. 
The results of a repeated measures ANOV A suggested that there was no significant 
difference in participants' ability to perform the different IV IS tasks in conjunction 
with a tracking task analogous to driving [F (6, 38) = 2.299, P > .05 ns]. What were 
the possible explanations for this lack of difference between IVIS conditions? The 
first obvious reason is that the LCT was not sensitive to the differences in demand 
between tasks. It is possible that the dependent variable (mean deviation from the 
normative model) is a crude measure of driving performance. It is clear from this 
analysis that the LCT is capable of distinguishing between baseline and secondary 
task performance what is not clear is whether this measure provides a sufficient level 
of granularity to discriminate between different IVIS tasks. The problem is that this 
measure does not diagnose the cause of the deviation; it provides an aggregate 
measure of driving performance. It is possible that choosing the wrong lane could 
cause a similar deviation from the normative path as a poorly performed, but correct 
lane change. 
There is evidence to suggest that the LCT is sensitive to different levels of task 
demand (Mattes and Hallen, 2009). For example, Bums, Trbovich, McCurdie, and 
Harbluk (2007) used the LCT to assess the driving performance of twenty one drivers 
while they performed typical navigation tasks e.g. Point of Interest (POI) entry and 
destination entry. The results indicated that the LCT was a sensitive measure of driver 
distraction. The participants showed greater mean deviation in lane change path when 
driving while performing a secondary task than baseline performance. When driving 
while performing secondary tasks drivers showed differences in mean deviation from 
the normative model as a function task type and complexity. 
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Table 5.5: Mean and standard deviation of deviation from the normative model 
Baseline LeT 
SURT Easy 
SURT Average 
SURT Difficult 
PDA POt 
PDA Address entry 
Shares Short 
Shares Long 
3 
0.00 
by task and sensation seeking group 
Mean 
LSS NSS HSS 
1.623 1.716 1.683 
1.989 2.028 2.073 
2.080 2.133 2.032 
2.333 2.211 2.123 
2.388 2.015 2.218 
2.251 2.268 1.973 
2.226 2.2 2.040 
2.186 2.076 2.020 
Error Bars: 95% Cl 
Standard Deviation 
LSS NSS 
.278 .250 
.282 .274 
.288 .404 
.510 .395 
.984 .159 
.555 .628 
.498 .357 
.569 .477 
HSS 
.390 
.525 
.386 
.437 
.647 
.559 
.681 
.566 
SS_GROUP 
.LSS 
.NSS 
.HSS 
Figure 5.3: Mean deviation from the normative model by task and sensation 
seeking group 
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These differences were also reflected in participants mean task time to complete the 
secondary tasks. These studies provide evidence that the LCT and mean deviation 
from the normative model are able to discriminate between different types and 
complexity levels of secondary IVIS tasks. 
An alternative explanation is that the tasks themselves are not different in terms of the 
demand they place on the driver. If the mean deviation measure is accurate and 
capable of distinguishing between varying levels of task difficulty it can be concluded 
that the tasks used were not sufficiently different to elicit differences in performance 
or that the LCT was not demanding enough so that task difficulty becomes an issue. 
Since the LCT consists of roads without curves or other traffic the driving task is a 
relatively uncomplicated task (Green, 1993); as such participants may be able to cope 
with the demands of the tasks competing for attention and in turn be capable of 
maintaining LCT performance, even if this level is above that of single task [baseline] 
performance. Therefore, the results of this study may have been different if the LCT 
consisted of more complex driving situation with other traffic and roads with greater 
lateral deviation. 
A further possibility arises if it is accepted that the dependent measure is sensitive to 
changes in performance and that the tasks place different demands on the driver, it is 
possible that participants maintained what they consider to be an acceptable level of 
performance on the LCT in order to accommodate the secondary task. It is possible 
that participants traded off performance of the secondary tasks in order to maintain 
their performance of the LCT. This possibility will be examined further in the analysis 
of secondary task performance. 
The fundamental aim of this study was to determine the differences between High and 
Low sensation seeking groups on performance of the Lane Change Task both alone 
and under dual-task (IVIS) conditions. The results of a mixed factor repeated 
measures ANOV A were not significant for the between subjects factor sensation 
seeking group [F (7,287) = 1.099, P > .05 ns]. Given this result the null hypothesis 
that any difference in mean deviation from the normative model' is not due to the 
influence of sensation seeking cannot be rejected, participant's sensation seeking 
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scores did not appear to influence perfonnance of the lane change task In either 
direction. 
The current results suggest that there is no significant difference between low, 
nonnative and high sensation seekers in tenns of the skills measured by the LCT 
(tracking, event detection, lateral control). This is surprising given the convincing 
theoretical arguments that can be disseminated from the literature concerning the 
differences between high and low sensation seekers in the driving context. This raises 
the dilemma of the non-rejected null hypothesis (Hoenig and Heisey, 200 I): what 
should we do when we fail to reject a hypothesis? At this stage it is necessary to 
consider the possibility that a Type II (~ error) error has been made. Examination of 
statistical power should show whether this is the case. 
5.4.2.1 Statistical power analysis 
Power is the probability of correctly deciding that an independent variable had no 
effect. It is defined as; 
"The probability of correctly rejecting a false Ho" 
Howell (1999) 
and is a function of the relationship between four variables involved in statistical 
inference; sample size (N), significance criterion (alpha [a] level), population effect 
size, and statistical power (Cohen, 1992). Also known as a Type II error, it is a failure 
to reject the null hypothesis when the alternative hypothesis is the true state of nature 
e.g., a court finding a person not guilty of a crime that they in fact committed. In this 
instance it is the probability that the test will find a statistically significant difference 
between high, low and nonnative sensation seekers, as a function of the size of the 
true difference between these populations. 
A retrospective power analysis should be conducted when a non-significant result is 
obtained, particularly when using a relatively small (>20) sample size, the statistical 
power of the significance test should be examined (Aguinis, 2004). If the test has low 
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statistical power acceptance of the null hypothesis should be reserved and the result 
reported as inconclusive, because an increase in power may produce a statistically 
significant result. Conversely, a non significant result, despite high power means that 
the non-rejection of Ho can be confirmed. The aim of retrospective analysis is to guard 
against wrongly declaring the null hypothesis to be true (Erturk, 2005). 
A retrospective analysis of power was conducted to determine the power of this study 
for both the effect of sensation seeking and the effect of IVIS condition on LCT 
performance. This allowed an assessment as to whether sample size may have been 
too small to detect a real effect can be evaluated. The results obtained from a 
particular study can be used to estimate the population effect size, which in turn may 
be used, in conjunction with sample size and alpha level to estimate the power under 
which the research was conducted. 
Calculating power usually requires researchers to first focus on effect size (Zumbo 
and Hubley, 1998) by specifying the minimum effect size they wish to detect. The 
greater the effect size, the greater the power. As this is a retrospective analysis the true 
value or the 'observed' effect size can be calculated. Some critics of retrospective 
power analysis claim that it is not useful to use the observed effect size as the targeted 
effect size (Aguinis, 2004), it is preferable to use a standardised estimate of minimal 
effect size that is independent of the scale used to measure the dependent variable 
such as Cohen's d (Cohen, 1988). First focusing on the effect size (Gamma [y]) 
between LSS and HSS groups21, the difference between the two population means (Ill 
_ 1l2) under HI must be calculated, which in this instance is that HSS (Ill) will perform 
different to LSS (1l2) and divide by the common standard deviation of both 
populations (a) therefore; 
y= ,ul- ,u2 
er 
21 NSS have been removed from this analysis as the size and direction of the results are less predictable 
but generally lay somewhere in between the high and low groups. The fact that there is no significant 
difference between sensation seeking groups suggests that there would be little impact of including this 
data on the outcome of the analysis and their exclusion allows for a simplified analysis to be conducted. 
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2.2075 - 2.064 0.1391 
y= = 
.0331 
0.42 
.0331 
This figure means that under these conditions a difference of 0.42 standard deviations 
between the two means can be expected. What does this mean in terms of effect size? 
Cohen (1988) provides a commonly accepted standard for the interpretation of effect 
size, where 0.2 is indicative of a small effect, 0.5 a medium and 0.8 a large effect size 
[c.f. Welkowitz, Ewen and Cohen (1991) for further discussion]. A medium effect 
size is supposed to represent an effect that is visible to the naked eye, a small effect 
size is noticeably smaller than medium but is not trivial, and a large effect size is the 
same distance above medium as a small effect is below it. These definitions are 
subjective but have been adopted for general use. 
Applying these conventions to the current analysis results are indicative of a medium 
effect size between groups that is not significantly different. As this is a noteworthy 
effect size it is not unreasonable to expect to obtain a significant difference between 
sensation seeking groups. The fact that we have a reasonable effect size but power is 
still small suggests that the experiment may be under powered in terms of sample size. 
It is possible that the sample size used in this particular experimental design is 
insufficient in terms of reaching statistical significance. 
Having determined the effect size it is necessary to factor in the sample size. This 
experiment has used the LCT draft standard (Mattes, 2003) recommended 16 
participants. The following is a formula that combines effect size ('() and sample size 
(Delta [8]). The effect of sample size is dependent on the test used, when calculating 
the difference between two independent groups 8 is defined as the product of the 
square root ofN (where N equals the number of cases in anyone sample) divided by 
the number of groups and then multiplied by the effect size. 
8 = y.~ = 0.42 .f! = 0.42 . ./8 = 0.42· (2.828) = 1.187 
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Using the appropriate table22 and the value obtained from this fonnula it is possible to 
ascertain a value for Power. The Power value for the effect between sensation seeking 
groups is 0.21, based on a l5 of 1.187 and an (l value of 0.05. This equates to a 21 % 
chance of rejecting the null hypothesis (Ho) meaning that it is highly unlikely that an 
effect will be observed between sensation seeking groups. Given that this design has 
resulted in low statistical power it must be concluded that the result obtained here is 
inconclusive. It is possible that increasing the power of future experiments using this 
methodology may substantially increase the chances of obtaining a significant result. 
Focusing on the effect between baseline and IVIS perfonnance, a lack of significant 
difference between IVIS conditions means that all the IVIS conditions can be treated 
as one by collapsing across the means so that there are effectively two conditions 
(IVIS and Baseline). 
r 
r 
2.1374 -1.674 = 0.4634 = 1.4 
.0331 .0331 
Returning to Cohen's (1988) conventions regarding effect size, this is a very large 
effect, suggesting that the IVIS tasks used in this study had a substantial impact on 
LCT perfonnance and by extension the driving task. 
J = r· ff = 1.4· N = 1.4·.J8 = 1.4· (2.828) = 3.959 
Substituting the calculation of effect size into the fonnula for power gives a figure of 
0.97, giving a 97% chance of rejecting the null hypothesis, meaning that we are 
almost certain to find a significant effect when the sample contains 16 participants. 
22 Several sources provide tables of the sample sizes required for different levels of statistical power. 
This analysis makes use of Appendix E.5 Howell (1999). 
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It is important to note that retrospective power calculations have been criticised 
(Thomas, 1997; Hoenig and Heisey, 2001; Zumbo and Hubley, 1998). The main 
criticism is that when power is calculated retrospectively it is a function of the alpha 
value and therefore adds little extra to the analysis because, both the P-value and 
power are dependent on the observed effect size and so are inversely related. This 
means that tests with non significant P values always correspond to low observed 
powers (Thomas, 1997) and computing the observed power after observing the P 
value should cause nothing to change about our interpretation of the P value (Hoeing 
and Heisey, 2001). Therefore calculating power using the observed effect size and 
variance is simply a way of re-stating the statistical significance of the test. 
Despite such criticisms many current scientific journals request a retrospective power 
analysis as a matter of course, particularly when findings support the null hypothesis 
(Aguinis, 2004). Further more, the American Psychological Association have 
amended the research section of the 5th edition of the Publication Manual of the 
American Psychological Association to include the requirement that effect size 
estimates be provided. 
'For the reader to fully understand the importance of your findings, it is almost 
always necessary to include some index of effect size or strength of relationship 
in your results section' 
American Psychological Association (2001) 
Retrospective power analysis IS important for both the interpretation of research 
results and the planning of subsequent studies (Hogarty and Kromrey, 2001). 
Consideration of retrospective power, particularly when evidence supports the null 
hypothesis, allows researchers to examine where improvements can be made in the 
design that can increase power and therefore decrease the chances of Type 11 error. 
5.4.2.1.1 increasingpower 
How can we increase the power of this design for future studies involving the 
sensation seeking trait? The easiest way of achieving high statistical power is to 
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ensure an adequate sample size (Heiman, 1999) and increasing the sample size is the 
most commonly used method of increasing statistical power (Fox and Mathers, 1997). 
This is intuitive, as the more observations our result is based on, the greater our 
conviction that these results are accurate. Sample sizes with 20 or fewer participants 
face a high risk of failure to find an effect unless the researchers are sure that the 
effect size for the variables of interest are large (Aguinis, 2004). As with the majority 
of research selection of sample represents a trade-off between the costs associated 
with data collection (smaller samples are easier to deal with in terms of time and 
money than are larger samples) and the basic requirements of sound [powerful] 
research (larger samples provide more protection against Type JI errors) while larger 
samples provide diminishing returns in terms of increased power. The relationship 
between sample size and power is not linear (8aguley, 2004). 
These calculations are made with the pnmary purpose of improving future 
experiments by determining the sample size required to attain an acceptable level of 
power to detect the observed effect size at the specified alpha level. To determine 
sample size, researchers must consider four questions. First, what alpha level should 
be used? One method for increasing the power of a test is to increase the significance 
(alpha) criterion value, thus increasing the chance of obtaining a statistically 
significant result and rejecting the null hypothesis, when the null hypothesis is false 
i.e. reducing the risk of a Type JI error. A significance criterion is a statement of how 
unlikely a result must be, if the null hypothesis is true, to be considered significant. 
There is a general agreement within psychology that alpha can be no greater than .05 
meaning that the probability that we reject a true hypothesis is always less than 5%, or 
1 in 20. Increasing the alpha value can be a dangerous strategy as it increases the risk 
of obtaining a statistically significant result when the null hypothesis is in fact true i.e. 
increasing the risk of a Type I error. The analysis in this instance uses the minimum 
alpha value permissible of .05. 
What is the critical effect size that is important to the research? It is important that 
researchers consider effect size a priori. It is almost impossible to accurately estimate 
effect size a priori; if it could be there would be little benefit from running the 
experiment. More often than not it is the experimenter's judgement of what is a 
meaningful population difference. Such estimates can be compared to the observed 
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[post hoc 1 effect size to see if there is an actual difference between groups. If the a 
priori and post hoc effect sizes are comparable then it can be concluded that the effect 
is important or meaningful (Asraf and Brewer, 2004). One reason why researchers fail 
to consider effect size is the preoccupation with obtaining significant results as 
significance has often been equated with importance (Asraf and Brewer, 2004). 
Should a one-tailed or two-tailed statistical test be used? A two-tailed test has less 
power than a one tailed test and so requires a larger sample size to achieve a given 
level of power. The fact that the experimental hypothesis was two tailed dictates that a 
two-tailed test be used. If we were to use a one tail test and the relationship turns out 
to be the opposite of what we expect the result will appear as not significant. The use 
of a two tailed test is better in this instance because a significant difference with be 
found regardless of the direction of the effect. 
And finally, what level of power is required? Although there are no formal standards 
for power, most researchers who assess the power of their tests use 0.80 as a standard 
for adequacy (Cohen, 1988), however many peer reviewed journal articles do not 
meet this standard. Fox and Mathers (1997) analysed 1422 statistical tests from 85 
original papers published in the British Journal of General Practice and found an 
average power of 0.71, of these studies only 37 (44%) attained power of 0.80 or more. 
Power should preferably exceed .50 giving the researcher a 50% chance of detecting 
an effect. 
It is important to note that .80 was intended as a minimum recommendation for power 
(Cohen, 1992), and was not intended to become a convention on which to base the 
level of power. Power should be as close to I as possible so that the probability of 
correct rejection is as high as possible (Asraf and Brewer, 2004). 
5.4.2.1.2 Sample Size 
Based on the assumption that the observed effect size is the true population effect size 
it is possible to calculate the number of participants that would be required to find a 
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significant effect. The observed effect size can be substitute into the calculation of 
sample size. 
The purpose of the LCT is to provide a cost effective means of estimating the impact 
of IVIS devices. The LCT draft standard (ISO, 2007) recommends 16 participants. 
-
This is adequate in terms of the impact of IVIS, where the minimum number of 
participants required to achieve the desired effect size (Large = 0.80) is exactly the 16 
that is recommended. In fact bigger effects than 0.80 are easily achievable with 16 
participants. 
N = 2152 = 2(3.9592) = 2(15.674) = 31.347 16 
y2 1.42 1.96 1.96 
Because the sample size is sufficient for the LeT to establish an effect of the 
introduction of IVIS it remains a useful tool in the quantification of distraction 
potential. However this is insufficient to detect an effect of sensation seeking where 
89 participants per group (267 in total) is the minimum sample size required to obtain 
a power of 0.80 and ensure that a true effect could be found if in fact the observed 
effect size is the true population effect size. This increases the probability that a Type 
II error has been made with regard to sensation seeking. 
N = 2152 = 2(2.802) 2(7.84) 
y2 0.422 0.1764 
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15.68 = 88.888 
0.1764 
It is possible that rather than results reflecting low sample size that there is an absence 
of an important effect, however given the large body of research that illustrates the 
impact of sensation seeking on the driving task that was covered in Chapter Two, it 
seems unlikely that some effect would not be apparent. 
Are there other reasons for a Type 11 error? Are there methodological considerations 
in the LCT that restrict the size of the effect obtained here and therefore restrict the 
power of the design? A criticism of the LCT is that it is low in ecological validity in 
that it measures what people can do rather than what people usually do. It does not 
represent a realistic driving simulation but rather a surrogate to the driving task, in 
that it does not contain many of the elements that constitute the driving task (traffic, 
free speed choice, route navigation etc.), further more it is these elements that 
facilitate the behaviours that typify high sensation seeking in the driving context. The 
constraints of the LCT serve to decrease the observable effect size which in turn 
increases the number of participants required to find said effect. 
5.4.3 Secondary task peiformance 
Analysis of the mean deviation from the normative model suggests that there are no 
differences between IVIS conditions. However, the LCT is an application of the dual 
task methodology and as such a key consideration in the analysis of any results using 
this paradigm must take into account prioritisation of the tasks involved. The 
instructions given to participants (Appendix H) do not give them information about 
which task they should give preference to, unless they ask in which case they are told 
to perform both tasks to the best of their ability; as such these instructions may 
introduce a confounding variable to the analysis as participants may prioritise tasks 
differently. Analysis of secondary task performance facilitates the exploration of task 
prioritisation and the differences if any between IVIS conditions. 
Analysis of the secondary task performance should indicate how participants 
prioritised the tasks. Should similar mean deviations from the normative model be 
observed across conditions then we would expect a decline in secondary task 
performance. If they assign higher priority to the secondary task then we would 
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expect to see a significant change in mean deviation as the difficulty of the secondary 
task is manipulated. 
5.4.3.1 Real task performance 
The LeT assessment recommends two key measures of secondary task performance 
that should be obtained for each participant; mean task completion time and number 
of errors made in the completion of the task. Task duration can be used as a 
comparative measure of performance under dual and single task conditions and such 
comparisons are a meaningful way of assessing relative performance degradations. 
Total Task Time (TTT) is defined as the time which elapses from the start of the task 
to its completion i.e. when the task's end state is verified. The LeT program allows 
the researcher to set markers that identify the individual periods where the participant 
is completing the task so that this information can be extracted from the data stream. 
For secondary task duration; 
'" k"'. () _D_is_ta_n_c_e 1 as lime s = 
16.67 
The current draft of the standard (ISO, 2007) cautions that very long tasks may affect 
the measurement of TTT, as the length of an LeT run may truncate task completion, 
or constrain the number of tasks completed. The relatively short and simple nature of 
the tasks implemented here means that this is unlikely to be a factor in this analysis. 
This notion is supported by a consideration of the static task times presented in Table 
5.6. 
The results of the statistical analysis suggest that there is a significant increase in 
mean total task time between performance of the real tasks alone and under dual task 
conditions. A paired samples t-test revealed a significant difference between Static 
task time (STT; M= 10.8) and LeT TTT (M= 16.63) for the shares short task, t (44) 
= 5.846, P< 0.005. This indicates that the mean task time was significantly higher 
when participants performed IVIS tasks in conjunction with the LeT than when 
performed alone. Similar results were observed for shares long (t (45) = 5.688, P< 
0.005 [STT M = 11.15; LeT TTT M = 17.87)); PDA POI (t (43) = 11.322, P< 0.005 
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[STI M = 7.6; LCT TTI M = 28.53]) and PDA address entry (t (44) = 14.08, P< 
0.005 [STT M= 11.7; LCT TTT M= 40.16]). The PDA tasks require both visual and 
physical resources, both of which are also required for the LCT, place the greatest 
demand on the driver. The increase in task time suggests that these tasks are 
interruptible and the participants are doing so in order to maintain what they believe is 
an acceptable level of performance on the LCT. 
Table 5.6: Mean total task time (TTT) by 'real' task condition 
STATIC TIT LCTTTI 
PDA PO! 7.6 28.53 
PDA Address 11.7 40.16 
Shares Short 10.8 16.63 
Shares Long 11.15 17.87 
With regards to sensation seeking, results of a bivariate correlation between sensation 
seeking and LCT TIT suggest that sensation seeking does not explain the increase in 
mean total task times for any of the four real task conditions (Shares short [er (45) = 
.062, P> .05 ns]; Shares long [er (46) = .104, P> .05 ns]; PDA POI [er (44) = .226, P 
> .05 ns] and PDA address [er (45) = -.006, P > .05 ns]). This is further evidence to 
substantiate the earlier findings that are in support of the null hypothesis that any 
differences between sensation seeking groups will occur by chance. 
The second measure is the total number of errors which is the sum of two sub-classes 
of error; those affecting successful task completion, which includes control inputs that 
may cause a participant to fail in completing the task23 and extraneous control inputs. 
These errors are characterised by control inputs that result in a "non-optimal" path to 
the task goal, or which may represent recovery from an error of the first type 
23 It is not unsuccessful task completions that are to be counted, but errors, some of which may lead to 
an unsuccessful task completion. 
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(corrective inputs). Extraneous control inputs do not necessarily result in unsuccessful 
task completion, but reflect 'extra' workload and can also indicate performance 
degradation. 
The draft standard raises an important issue with regard to the counting of errors, in 
that it can prove to be unusable for short, easy-to-Iearn, or highly familiar tasks. This 
appears to be the case here where very few errors were made, averaging out at less 
than one per participant in the tasks involving a PDA and even less in the share price 
tasks, therefore the data collected regarding errors is highly unlikely to inform us 
about any apparent trends both in terms of dual task performance and the influence of 
sensation seeking. Observation of the errors that were made revealed that the majority 
of errors were extraneous control inputs and were a consequence of a participant's 
unfamiliarity with IVIS and their difficulties with combining the manual elements of 
the PDA and LCT tasks. However, because of the scarcity of errors this evidence does 
not mean very much in the grand scheme of things. The counting of errors can 
however; be very meaningful for unfamiliar tasks, tasks that are moderate to long in 
length and for tasks that are high in complexity. 
5.4.3.2 Surrogate reference task (SURT) task performance 
While the analysis of real task data is reliant on post hoc data mining from the LCT 
program, SURT task performance is far more reliable. The measurement of variables 
defined by the SURT task program are operationalised prior to conducting the 
experiment, data collection is computerised and the accuracy of information is 
increased as it does not rely on human operators. The SURT task analysis program 
provides an Excel formatted file that contains; number of responses made, number of 
key presses, number of errors, total task time and reaction time (to first key press). 
Analysis of real task data as well as a significant body of literature regarding the dual 
task paradigm has well established that dual task performance will be worse than 
performance of either task in isolation, therefore the focus of this analysis will be on 
the impact of sensation seeking on performance of the SURT task. 
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5.4.3.2.1 Number ofSURT Responses 
The results of a mixed factor repeated measures ANOV A were significant for the 
within subjects factor of SURT condition [F (2, 42) = 77.809, P < .05]. This 
demonstrates that there is a significant decline in the total number of responses as the 
difficulty of the S URT task increases. 
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Figure 5.4: Mean number of responses by SURT task and sensation seeking 
group 
Figure 5.4 illustrates that HSS make the highest number of responses in the SURT 
average and SURT difficult conditions, LSS make the most responses in the SURT 
easy condition they also make more responses in the SURT average condition than 
NSS, NSS make more responses in the SURT difficult condition than LSS. However, 
sensation seeking group membership did not explain the differences between SURT 
task conditions as the overall result of between subjects analysis was not significant [F 
(4,86) = .354, P < .05 ns]. 
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Figure 5.5: Correlation between sensation seeking total score and number of SURT responses 
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The correlation between sensation seeking total score and the number of trials 
completed in the SURT conditions (Figure 5.5) was positive across all conditions but 
did not reach significance [easy, r (47) = .003, P>0.05 ns; average, r (47) = .079, 
P>0.05 ns and difficult, r (47) = .276, P = .058 ns). The fact that the number of 
responses in the SURT difficult condition is approaching significance coupled with 
the previous discussion regarding sample size suggest that this result could be a 
function of the reduced number of participants in terms of statistical power. An 
increased sample size may find a significant correlation between these variables. 
5.4.3.2.2 Error Rate 
The results of a mixed factor repeated measures ANOV A were significant for the 
within subjects factor of SURT condition [F (2, 42) = 12.880, P < .05]. This confirms 
that the number of errors made increases in line with the increase in difficulty 
between SURT conditions. Figure 5.6 illustrates that NSS made the most errors in all 
SURT task conditions, whereas HSS made more errors than LSS in the SURT 
difficult condition. In the SURT easy and SURT average conditions the differences in 
errors appears to be negligible. These trends are not supported by the statistical 
analysis of the impact of sensation seeking group membership on SURT task errors 
which was not significant [F (4, 86) = .354, P < .05 ns], therefore we must conclude 
that sensation seeking does not explain the differences in performance between SURT 
task conditions. 
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Figure 5.6: Mean number of errors by SURT task and sensation seeking group 
5.4.3.2.3 Mean Task Time 
The results of a mixed factor repeated measures ANOV A were significant for the 
within subjects factor of SURT condition [F (2, 41) = 33.196, P < .05]. This 
authenticates the trend illustrated in Figure 5.7 which suggests that mean task time 
increases as the difficulty of the SURT task is increased. In terms of sensation seeking 
Figure 5.6 shows that LSS took the most time to complete each SURT task in both the 
average and difficult conditions, in the SURT easy condition it is the NSS who took 
longest to complete each item. HSS were quickest to complete each task in the SURT 
easy and SURT average conditions; in the SURT difficult task NSS were quickest. 
The interaction between SURT task condition and sensation seeking group was 
significant [F (4, 84) = 3.035, P < .05], suggesting that LSS task significantly longer 
than HSS to complete each SURT task, although this does not translate into a 
significant difference in number of responses made. 
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Analysis of reaction time (to first key press) suggests that differences are due to better 
reaction times in HSS in comparison to NSS and LSS. The results of a mixed factor 
repeated measures ANOVA were significant for the within subjects factor of SURT 
condition [F (2, 42) = 17.639, P < .05]. As with mean task time, there was a 
significant increase in mean reaction time as the difficulty of the SURT task increases. 
The interaction between SURT condition and sensation seeking was significant [F (4, 
86) = 2.796, P < .05]. Figure 5.8 shows that for each of the SURT tasks the HSS 
appeared to had the quickest reaction times (with the SURT difficult condition being 
the exception), while NSS had better reaction times than low sensation seekers in all 
conditions except SURT easy where NSS have the longest reaction times. 
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Figure 5.7: Mean task time by SURT task and sensation seeking group 
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Figure 5.8: Mean reaction time by SURT task and sensation seeking group 
5.4.3.2.5 Mean Key Presses 
The result of a one-way ANOV A was significant for the difference between number 
of key presses required to complete the SURT tasks and the actual number of key 
presses made by participants [F (1,133) = 197.174, P < .05). This confirms the trend 
illustrated in Figure 5.9 which shows that significantly more key presses were used 
than were required. Sensation seeking group membership does not explain the 
difference between actual and required key presses, the result of between subjects 
analysis was not significant [F (2,133) = .021, P < .05 ns). The increase in SURT task 
difficulty does not explain the difference between actual and required key presses, as 
the result of between subjects analysis was not significant [F (2, 133) = 1.004, P < .05 
ns). There is however, an expected significant decrease in the number of key presses 
inline with the decrease in number of responses made as difficulty of the SURT task 
increased [r (142) = .936, p< .001], as illustrated in figure 5.10. 
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The difficulty of the SURT task is increased by increasing the size of the distracters 
relative to the size of the target. The participants' ability to complete the SURT task 
decreased inline with such changes. The results obtained here show that the 
participants' number of responses and accuracy decreased as reaction times increased 
in response to changes in the difficulty of SURT. This is in line with the current 
theoretical position of much of the research literature which states that when the 
number of distracters in search displays is increased, response times generally 
increase too (Wolfe, 1998). This increase is much greater when the target and 
distracters differ only in some subtle or complex fashion, e.g. when they consist of the 
same parts but arranged differently (Logan, 1994) or when targets and distracters vary 
along some continuous dimension like length or orientation and the difference 
between them is subtle (Treisman, 1991). 
An important methodological consideration that requires further deliberation is how 
participants appear able to maintain LCT performance across the seven different 
secondary task conditions at what they believe to be an acceptable level of 
performance? 
This study has shown a clear difference between baseline and secondary task 
performance. However, results of the objective performance measures (mean 
deviation from the normative model) of driving performance suggest that there are no 
differences between IVIS conditions. At this stage we should remind ourselves of the 
possible reasons for this pattern of results. It is a possibility that the LCT is not 
sensitive to differences in task demand; however a number of studies have been 
presented that show that this is not generally the case (Wilschutt et ai, 2008; Bums et 
ai, 2007). An alternate possibility is that the tasks themselves were not significantly 
different in terms of the demands placed on the driver. They were selected based on 
the results of an expert review and keystroke analysis (Horberry et ai, 2007), which 
concluded that the demands placed on the driver were sufficiently different in terms of 
performance. These differences were subsequently confirmed in a study utilising the 
occlusion technique. Secondary task time data collected here supports these 
observations; however data concerning mean deviation from the normative model 
does not indicate a difference in driving task performance. 
196 
Results suggest that the SURT difficult task is too difficult for participants and that 
those participants disengage from the secondary task. Secondary task performance is 
sacrificed to maintain what the participant perceives to be an acceptable level of 
primary task performance. In conjunction with this increase there is a decrease in the 
mean deviation from the normative model. This is surprising given that this would be 
indicative of good performance of the LeT. However, this point is clarified in the 
analysis of participant's performance on the secondary task. Data regarding 
performance of the secondary task suggests that this is due to participants applying 
greater resources to the driving task as the difficulty of the secondary task increases. 
This may be a positive finding in terms of introducing new IVIS devices into the 
driving environment. If this trend would be observed in real life then the impact of 
IVIS on the driving task may not be as severe as first thought. It is important to note 
that there are a significant number of variables to consider that would impact on this 
interaction such as; the motivation to engage in the task in the first place and 
participants' evaluation of the risks associated with their use. lt may be sufficient that 
drivers are educated as to what is a safe level of interaction with IVIS devices. 
Participants are not given instructions on how to prioritise tasks and if they ask are 
told to 'try to complete both tasks to the best of your ability' and this may introduce a 
possible source of variation into the results, as different participants place different 
emphasis on the primary and secondary tasks. Because the IVIS tasks are more 
ecologically valid, in that they reflect tasks drivers are likely to complete during 
normal driving, they will more than likely be attributed more credence than the LeT 
which is artificial [C.F. Brown, 1978]. Similarly, the LeT is also designed to be 
analogous to the driving task, which is something that the majority of participants do 
on a regular basis therefore greater emphasis may be placed on the novel and more 
infrequent IVIS tasks as participants try to provide the desired response24 • 
Secondary task results suggest that this is not the case, if the participants were 
focusing their resources on the secondary task we would not expect to find such 
significant increases in real task completion times under secondary task conditions. 
24 This is a common demand characteristic encountered in research using human participants. 
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Further more, a significant difference in mean deviation from the normative model 
between secondary tasks of varying difficulty would be expected. As this was not the 
case, and if it is assumed that the IVIS tasks are adequately difficult and that the LeT 
is sensitive to differences in performance, it must be concluded that participants 
placed greater emphasis on successful performance of the LeT. A third possibility 
that must be considered is that participants assigned equal importance to both tasks 
and that they tried to balance their performance by completing both tasks to the best 
of their ability. 
Participants appeared able to maintain LeT performance across the seven different 
secondary task conditions at what they believe is an acceptable level of performance. 
The lack of significant difference between IVIS tasks in terms of their effect on mean 
deviation raises the question as to whether the secondary tasks used were sufficiently 
different in terms of difficulty to result in differentiated LeT performance. Results 
suggest that participants were capable of maintaining driving task performance i.e. 
they were prioritising the driving task over the secondary tasks. SURT task data 
suggests that participants were sacrificing secondary task performance in line with the 
increased task difficulty associated with dual task conditions. It is necessary to 
confirm this pattern of behaviour in future studies so that we can be confident in the 
conclusion that participants are sacrificing secondary task performance in order to 
maintain primary driving performance. 
A variable that was not considered that may impact a participant's ability to perform 
IV IS type tasks is their experience with IVIS and particularly if they are familiar with 
using them while driving. It is reasonable to expect that an experienced user will be 
familiar with the terms and functionality in a way that they will more easily remember 
instructions (Israelsson and Karlsson, 2003). The action of expert performance are 
automatic while rule-based behaviour will dominate in unfamiliar situations where 
previous experience helps select the appropriate actions for the task (Duncan, 1990). 
Demands for resources were elevated in the experiment because drivers were 
unfamiliar with the LeT, which may have been further exacerbated if they were 
unfamiliar with IVIS type tasks. This may have served to inflate the impact of IVIS 
tasks on measures of driving performance. 
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What do the secondary task results tell us about the role of sensation seeking in how 
participants are prioritising these tasks? As the difficulty of the SURT condition 
increased low sensation seekers appeared to make fewer responses, take longer to do 
so but also make fewer mistakes than NSS, who appeared to adopt a cautious 
approach regardless of the difficulty level, and HSS who seemed more willing to 
maintain SURT performance despite increased difficulty. This suggests that LSS 
placed greater emphasis on LeT performance as they took more time to consider and 
complete each SURT task. It is possible that they also placed greater importance on 
S U RT task performance, in that they appeared to regard quality as more important 
than quantity, hence the decrease in number of responses made. It is important to 
repeat that only reaction time and total task time were significantly influenced by 
sensation seeking. 
The results of this study raise a number of questions. Will a difference be observed 
between sensation seeking groups in a more ecologically valid setting? The key 
variable that has been associated with sensation seeking is speed, the LeT controls 
speed by keeping it a constant 60kmph, this serves to limit the scope available for the 
observation of sensation seeking behaviour. It also serves to limit the possibility for 
participants to compensate high task demand through speed reduction. This 
observation is in line with the conclusions drawn by contemporary researchers 
utilising the LeT in similar settings [c.f. Wilschut et aI, 2008]. 
The use of an advanced driving simulator may provide an environment that is more 
submersive and achieve in terms of ecological validity. However, the main advantage 
of using an advanced simulator is the high degree of control that can by achieved by 
the researcher with regards to situational and environmental variables such as traffic, 
junctions, traffic lights, speed etc. that are not available to the LeT method. Allowing 
free speed choice within the design of future experiments may improve the chances of 
obtaining a significant result with regards to sensation seeking responses. Although 
the use of an advanced simulator would increase ecological validity there are negative 
aspects of simulator use to consider. As previously stated there is a lack of 
consequence associated with driving undertaken in a simulator that may affect the 
way drivers prioritise tasks. The fact that safety is not compromised may lead 
participants to attribute attentional resources differently than they would in the real 
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driving environment and exhibit different risk taking behaviour. Further more; 
Duncan (1998) suggests that participant's ability to accommodate an IVIS task in a 
simulated environment is worse than their ability to accommodate the same task on 
the test track (evidenced by increases in SDLP, speed, braking and responses to a self-
report questionnaire). Results suggest that participants on the test track had more 
resources available to complete secondary tasks than when completing the same tasks 
in the simulator. In the simulator conditions participants appeared to be operating at 
the limits of their capabilities, meaning improvements in performance are more 
difficult to achieve. It is not unreasonable therefore to suggest that more resources 
may be available in the simulator than in a laboratory setting where considerable 
effort must be exerted to accommodate the more abstract elements of the task. 
5.5 Conclusion 
The fundamental purpose of this study was to determine the differences between 
High, Normative and Low sensation seeking groups on performance of the LeT both 
alone and under dual-task (IVIS) conditions. 
The results of this study support the following conclusions; 
1. Evidence of an impact of sensation seeking is inconclusive, at this time the 
null hypothesis cannot be rejected. 
2. Based on the results of this study it must be concluded that the LeT is 
insensitive with reference to measuring the impact of sensation seeking within 
the driving context. 
3. Strong evidence IS presented of a significant impact of IVIS on driving 
performance. 
4. There is some evidence that participants' trade-off secondary task performance 
in order to maintain primary [LeT] performance. 
The critical finding of this study is the large effect observed between baseline and 
IVIS conditions. Strong evidence is provided that shows that IVIS impair 
performance of the driving task. One question that is raised by such results is how to 
quantity the distraction caused by the introduction of secondary tasks and what impact 
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this has on safe operation of the vehicle. Poor performance does not necessarily mean 
unsafe performance. Further more, what do these findings mean in the wider context 
of the driving environment? A comparison to a widely accepted safety criterion that 
impacts driving performance such as blood alcohol concentration (BAC) or fatigue 
would provide a context in which to place these results. 
Further study of these issues is warranted in order to; 
1. Examine sensation seeking using an experimental paradigm high in ecological 
validity e.g. an advanced driving simulator. 
2. Confirm the pattern of results here through replication and confirm the trade 
off between IVIS and performance in terms of mean deviation from the 
normative model. 
3. Benchmark performance to an accepted safety critical criterion. 
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Chapter Six: Driving whilst using In-Vehicle Information 
Systems (IVIS): benchmarking the impairment to alcohol 
6.1 Introduction 
An important question generated by the results of the study described in Chapter Five 
concerned how we could quantify the distraction caused by the secondary tasks could 
be quantified. It is important to know what these findings mean in the wider context 
of the driving environment as poor performance does not necessarily equate to unsafe 
performance. A comparison to a widely accepted safety criterion such as blood 
alcohol concentration (SAC) would provide a context in which to place these results. 
Despite the fact that a significant relationship was not found between sensation 
seeking and LCT performance a significant effect was observed with regards to the 
impact of IVIS on LCT performance. However these results do not indicate whether 
these differences in performance would translate into safety critical failures in 
performance of the driving task. The development of a safety critical criterion will 
allow re-analysis of the results of chapter five with a consideration of IVIS use and 
their impact on the safe performance of the driving task. 
"It has been conspicuously difficult to bridge between theoretical and empirical 
findings to develop safety criterion regarding acceptable in-transit human 
interface interactions". 
Green (l999b) 
In 1999 the European Commission (EC) adopted the European Statement of 
Principles (ESoP) in acknowledgement of the importance of Human-Machine 
Interaction (HMI) safety for in-vehicle information systems. The ESoP aims to 
encourage motor manufacturers and the developers of IVIS to comply with a number 
of basic safety requirements concerning the design of, and driver interaction with, in-
vehicle information, communication and entertainment systems. The Department of 
transport (UK) has been a leading contributor to HMI research in Europe through the 
ESoP programme; it is also involved in projects to develop design guidelines, a code 
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of practice and checklist for the assessment of HMI safety of in-vehicle information 
systems. Similar best practice documents have been proposed by the Alliance of 
Automobile Manufacturers25 (AAM) and the Japanese Automobile Manufacturers 
Association26 (JAMA). 
A number of safety critical principles regarding the time an IVIS task should take to 
complete have been proposed. The main guiding principle is the 'fifteen second' rule 
(J2364) proposed by the Society of Automotive Engineers (SAE, 1998). This proposal 
suggests that a task can be considered safe to undertake whilst driving when it takes 
fifteen seconds or less to complete when executed without driving [static task 
time].The logic behind the 15 second rule is that there is a high correlation between 
task time and total eyes-off-the-road time (Tijerina, Palmer and Goodman, 1998) and 
that if the task takes 15 seconds continuous visual attention it is likely to impede 
performance of the driving task and therefore pose a significant threat to safety. 
Zwahlen, Adams and Debald (1988) recommend that for safety reasons drivers should 
not be distracted from the driving task for greater than two seconds. This is reflected 
in the European statement of principles which recommends that a task should take no 
more than four glances, with maximum glance durations of 2 seconds (giving a total 
glance time of 8 seconds). Similarly, the US statement of principles (AAM, 2003) 
recommends that the duration of a single task while the vehicle is in motion should 
not exceed 2 seconds. In addition, the task completion should not require more than a 
total of 20 seconds total glance time to the system display or controls. 
The majority of these measures can be criticised as many of the time limits proposed 
are somewhat arbitrary. Focusing on J2364 (SAE, 1998) for example, selection of the 
fifteen second rule was based on consensus opinion of the authors. The SAE began 
with the position that sixty seconds is too long to complete a task in terms of safe 
operation of a motor vehicle, while three seconds is too short to complete any 
meaningful IVIS task therefore, the standard should fall somewhere in between 
(Green, 1999b; SAE, 2002). Much of the evidence available at the time this standard 
" The Alliance of Automobile Manufacturers is a trade association of ID car and light truck 
manufacturers including BMW group, Chrysler LLC, Ford MC, General Motors, Mazda, Mercedes 
Benz USA, Mitsubishi, Porsche, Toyota and Volkswagen. 
26 JAMA is a Tokyo-based trade association representing 14 Japanese car, truck, bus and motorcycle 
manufacturers. 
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was developed supported maximum times well under the fifteen second limit (Dingus, 
1988; Campbell, Carey and Kantowitz, 1997; Tijerina, Palmer and Goodman, 1998; 
Green, 1998; Tijerina, Johnston, Parmer, Winterbottom, and Goodman, 2000; Chaing, 
Brooks and Weir, 2001; Lansdown, Bums and Parkes, 2004; Noy,-Lemoine, Klachan 
and Bums, 2004). 
Despite evidence to support shorter total times, fifteen seconds was chosen as it was 
representative of a consensus between the members of the Subcommittee, some of 
whom felt 12 seconds was too short; fifteen seconds was selected as a compromise. It 
is important to note that lower task time limits « I 0 seconds) further reduce the 
distraction potential of IVIS, but may be too restrictive in terms of the tasks that 
would be allowed. It is for this reason that new metrics such as the occlusion 
technique and the LCT are being developed as replacement measures. Designing tasks 
that can be completed within such time limits should be the aim of IVIS design as far 
as is reasonably practicable. A practical result of the IS-Second Rule is that most 
destination entry tasks will not be allowed in moving vehicles. Furthermore, basing 
safety judgements on a static time criterion makes three critical assumptions (Reed-
Jones, Trick and Matthews, 2008; Tijerina, et aI, 2000); 
I. Static time on task predicts time on task while driving. The use of static task 
time as a surrogate for dual task performance assumes that there are no 
emergent properties of the two tasks when performed in conjunction. 
2. Time on task is predictive of time on task when drivers expect hazards. The 
use of static time on task in a hazard-free environment assumes that drivers do 
not change the way they carry out the task when faced with periodic hazards 
on the road such as turning traffic or pedestrians. 
3. Time on task is based on the assumption that if drivers are interacting with a 
device, then they are not really paying full attention to the road, and thus 
driving errors and crash risk should increase with time on task. 
Reed-Jones, Trick and Matthews (2008) conducted a study in which they examined 
the ability of 32 drivers to perform a number of tasks (a mobile phone task and 
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manipulating the controls of a radio) while driving in an advanced driving simulator 
using the 15 second rule. Results show that static time on task underestimates the time 
to complete a task when it is completed in a dynamic environment. Time on task 
measured in static hazard-free environments underestimates the effect of having to 
coordinate the task with driving (an average increase of 3.7 seconds). It is worth 
noting that the differences between the two tasks were consistent with the mobile 
phone task taking significantly more time to complete than the radio tuning task, 
regardless of how time on task was measured (static, dynamic hazard-free, dynamic 
hazard-filled). This suggests that there is an element of relative validity to the 15 
second rule in that the increases in task time under dual task settings are related to the 
extra demands of the driving task. 
Tijerina, Johnston, Parmer, Winterbottom, and Goodman (2000) conducted a test-
track study (7.5 mile closed circuit) to assess the diagnostic properties of the 15-
second rule. Ten drivers (aged 55-69) completed tasks both in a parked vehicle [static 
task time] and while driving [dynamic task time]. Participants completed 15 different 
tasks, including three destination entry tasks (address, intersection, point of interest). 
Other task include; a manual mobile phone dialling task, manually tuning an after-
market in-dash radio to specific AM and FM stations and manipulate the heating, 
ventilation, and air-conditioning controls. Three response variables were measured; 
static task time (STT; defined as the time taken while performing a task in a parked 
vehicle), dynamic task time (OTT; the time taken to perform an in-vehicle task and 
drive the 7.5 mile test track) and the number of lane exceedences per trial (number of 
times the vehicle crossed either lane during completion of a task). Results were 
examined inline with the assumptions associated with static task times (Reed-Jones, et 
aI, 2008; Tijerina, et aI, 2000). They indicate that; 
• The correlation between SIT and OTT time was positive (R2= 0.39). 
However, in some instances the dynamic task times were shorter than the 
static completion times. This suggests that SIT cannot be used to accurately 
predict OTT. 
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• The relationship between the number of lane exceedences per trial (a measure 
of degraded vehicle control that may be associated with increased crash risk) 
and STT was positive (R2= 0.27). This suggests that almost three quarters of 
the variability in lane departures remains unaccounted for by knowing static 
completion time. Use of OTT to predict the number of lane exceedences 
improves the percentage of response variability accounted for when compared 
to static completion time (R2 = 0.43), however this still explains less than 50% 
ofthe total variance. 
A further analysis of the 15 second rule was conducted using Signal Detection Theory 
(SOT; McNicol, 1972). SOT provides a quantitative method of modelling diagnostic 
system sensitivity and decision bias (willingness to declare a signal present). In this 
instance, it serves as an estimate of the sensitivity of STT (i.e., any task which takes 
longer than 15 seconds to complete fails and any task which takes 15 seconds or less 
to complete passes) as a predictor of lane exceedences [binary classifier] during task 
completion while driving. In order to generate a ROC curve the criterion is varied and 
the classification of dynamic trial outcomes (in terms of lane exceedences) is 
recalculated each time. Results indicate that the area under the ROC curve is 0.55. 
Given that the null hypothesis of any ROC curve is that the true area under the curve 
is 0.5, this indicates that the static completion time has diagnostic sensitivity close to 
zero. 
Of the 15 tasks examined using the 15 second rule, 9 were correctly classified and 6 
were incorrectly classified. The HV AC task was the only true negative, meaning it 
was completed in less than 15 seconds and had no significant impact on lane keeping 
performance. True Positives i.e. tasks that take longer than 15 seconds to complete 
statically and are associated with degraded lane keeping performance on the test track 
included all destination entry tasks completed through visual-manual methods, as well 
as the manual dialling of an unfamiliar number on the cellular telephone. One task 
was identified as a False Negative (taking less than 15 seconds when performed 
static ally, yet associated with disrupted lane keeping performance), tuning the radio to 
an AM frequency. False Positives (the static completion time was greater than 15 
seconds, yet there was no evidence of degraded lane keeping performance) included 
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all of the voice-recognition system destination entries, manually dialling a mobile 
phone and tuning the aftermarket radio to an FM frequency. 
False negatives and false positives are particularly relevant to the success of the 15 
second rule. False negatives are a safety concern because some functions that would 
be deemed suitable for use while driving have been shown to disrupt a driver's ability 
to maintain lateral control of the vehicle. For example, tuning the radio, when done in 
a parked car, test participants were able to successfully complete the AM tuning task 
within the 15 second criterion, however during concurrent task performance lane 
keeping was disrupted, possibly due to a conflict between the resources 
(visual/manual) required to complete each task. Similarly, false positives are of 
concern because participants were not able to complete a given task within the 15 
second deadline despite no significant degradation in driving performance. It is these 
results that are most damning for the 15 second rule as they indicate that some tasks 
(or systems) evaluated solely on the basis of J2364 would be rejected as unsafe with 
no empirical data to support their exclusion. 
A further criticism of the 15 second rule is that it does not take into account the 
interruptability of the target task. A similar criticism has been made of the occlusion 
technique (Noy, Lemoine, Klachan and Bums, 2004; Chaing, Brooks and Weir, 2004; 
Pettitt, Burnett, Bayer, and Stevens, 2006). The problem with assessments based on 
total glance time is that a high value implies that the task would be unsafe, however a 
task that can be completed with multiple short glances (often referred to as 
'chunkability') will not effect performance in the same way as a task that can be 
completed quicker but requires much longer individual glances. For example, a task 
with a total glance time value of 34 seconds comprising of 34 individual I second 
glances is more desirable than a task that takes 15 seconds to complete but comprises 
three 5 second glances. Chaing, Brooks and Weir (2001) found that participants took 
longer than 15 seconds to complete a number of destination entry tasks; however 92% 
of all glances lasted less than 2 seconds indicating that drivers can accommodate tasks 
that are user paced and interruptible even if they exceed the prescribed 15 second 
limit. 
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The important question is whether there is a change in performance that impacts the 
safe operation of the driving task? Data indicates that the task with higher static time 
on task (mobile phone dialling) also produced significantly more lane deviations and 
higher ratings of perceived distraction. However, results did not support the view that 
collisions and hazard response times would increase as participants perform more 
demanding tasks. In fact performance during the phone dialling task was better than 
during the radio manipulation task. 
The IS-second rule can not be used to reliably predict the acceptability of a device. It 
has been found to be effective at identifying the most distracting tasks. However, 
much of the evidence evaluating the diagnostic sensitivity of J2364 has concluded 
that, in general, the probability of accurately classifying unsafe performance is around 
chance level and in this regard, the discrimination accuracy is comparable to far 
greater time limits e.g. 30 or 45 seconds (Parkes and Hooijmeijer, 2000). Rather than 
relying on design principles such as the IS second rule an alternative approach is to 
make comparisons with the impairment due to an accepted safety critical criterion, in 
this case alcohol. There is a long standing legal precedent regarding the consumption 
of alcohol and driving. The same is not true with regard to in-vehicle information 
systems. They are currently dealt with under Highway Code rule 128 which states; 
"There is a danger of driver distraction being caused by in-vehicle systems such 
as route guidance and navigation systems, congestion warning systems, pes, 
multimedia, etc. Do not operate, adjust or view any such system if it will distract 
your attention while you are driving; you MUST exercise proper control of your 
vehicle at all times. If necessary find a safe place to stop first." 
While there is growing evidence that use of lVIS (hands free and hand held) can 
impair driving performance there is no criterion or objective measure. It is however of 
increasing concern to legislators and as such it is becoming the focus of current 
research efforts. It has been well established that driving performance whilst under the 
influence of alcohol is highly likely to be impaired and as such legislation exists that 
prohibits driving with a blood alcohol concentration of 80mg of alcohol per 100ml of 
arterial blood or above. 
208 
6.1.1 Alcohol and Driving 
The effects of alcohol on driving performance have been well established in the 
research literature. Impairments of simulated driving performance have been 
demonstrated even at modest blood alcohol concentrations (BAC). Amett, Wilde, 
Munt, and MacLean (200 I) identity the acute impairments of alcohol in a simulated 
environment. Noting a dose-dependent relationship between alcohol and performance 
degradation of psychomotor performance, impairment of both tracking variability and 
an increased number of off road incidents were observed. Other effects of alcohol on 
driving performance in a driving simulator include decreased steering ability (Dott 
and McKeveriy, 1977); increased speed variability (Gawron and Ranney, 1988); 
increased standard deviation of lateral position (Lenne, Dietze, Rumbold, Redman and 
Triggs, 2003); reaction times increase (Zwahlen, 1976; Laurell, 1977); greater brake 
reaction time and body sway (Liguori and Robinson (200 I). 
The effects of low doses of alcohol on driving and cognitive performance have been 
found to include significant impairments of divided attention, immediate and delayed 
free recall, and the driving task itself; however no impairment of word recognition 
was observed despite delays in reaction time to the words (Parks, Leister, Patat, Troy, 
Vermeerren, Volkerts and Verster, 2002). Other cognitive effects of alcohol include, 
impaired response inhibition (Fillmore and Vogel-Sprott, 1999,2000); restricted focus 
of attention (Steele and Josephs, 1990) and risk perception (Frick, Rehm, Knoll, 
Reifinger, and Hasford, 2000). Lenne, Triggs and Redman (1997) suggest a note of 
caution regarding the use of driving simulators in that degradation of psychomotor 
performance occurs more rapidly in a simulated environment in comparison with real 
task performance. The degree of impairment is dose related. However, it is not 
identical or linear for all behaviours. It is clear that behavioural skills requiring 
cognitive functioning suffer the greatest impairment. 
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6.1.2 Benchmarking mobile phone use while driving to alcohol 
impairment 
In the United Kingdom there is recent legislation regarding the use of hand held 
mobile phones while driving. Passed in 2003, statutory instrument No. 2695 
(Department of transport; Road vehicles Regulations, 2003, construction and use, 
amendment No. 4) prohibits drivers form using a hand held telephone while driving 
or; 
" ... a device, other than a two way radio, which performs an interactive 
communication function by transmitting and receiving data." 
This amendment was passed on the strength of the research evidence that suggests 
driving while using a mobile phone is detrimental to performance of the driving task 
so much so that performance is degraded to unsafe levels. 
Although there is little data about mobile phone involvement in crash statistics and 
certainly not enough to form a conclusion about the real risk related to the use of 
mobile phones while driving, there are a number of epidemiological studies that have 
attempted to quantify the risk. An approximate nine fold increase in risk offatality has 
been observed for drivers who use mobile phones while driving (Dragutinovic and 
Twisk, 2005; Violanti and Marshall, 1996; Violanti, 1998, Redeleier and Tibshirani, 
1997a; McEvoy, Stevenson, McCartt, Woodward, Haworth, Palamara, and Cercarelli, 
2005). Violanti and Marshall (I996) report that participants who spent greater than 
fifty minutes per month talking on their mobile phones while driving were six times 
more likely to be involved in a road traffic accident than those who used their mobile 
phone for less than fifty minutes while driving. The likelihood of fatality was doubled 
by the mere presence of a mobile phone in the vehicle (Violanti, 1998). 
Phone use seriously impairs a driver's ability to perform crucial driving manoeuvres 
such as changing lanes and adjusting lane use and speed (McKnight and McKnight, 
1993; Hancock, Lesch and Simmons, 2003). Performance of the driving task while 
simultaneously using a mobile phone becomes increasingly difficult as speed 
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increases (Shinar, Tractinsky and Compton 2005). Redelmeier and Tibshirani (1997) 
studied 699 drivers who had cellular telephones and who were involved in motor 
vehicle collisions resulting in substantial property damage but no personal injury, who 
reported to the North York Collision Reporting Centre between July I, 1994, and 
August 31, 1995. The mobile phone records of each participant were analysed for 
activity on both the day of their accident and the preceding seven days, with particular 
attention to the time, duration, and direction (incoming or outgoing) of each call. It 
was found that the risk of having a car accident is increased four fold when a mobile 
phone is present. The relative risk of accident involvement is similar to the level of 
risk associated with driving with a BAC at the legal limit. It is important to note that 
the dangers of driving under the influence are considerably greater as drink drivers 
may be well over the legal limit. 
If drivers distracted by secondary tasks are incurring increased workload this means 
they may be unable to process unexpected stimuli. Rakauskas, Ward, Bernat, 
Cadwallader, Patrick and de Waard (2005) provide psychophysiological evidence that 
distracted drivers may be more impaired in this respect than drivers under the 
influence of alcohol (BAC 0.08). Response accuracy while driving and talking on the 
phone was lower than when driving intoxicated to the legal limit. Intoxication was 
found to impair event related potentials associated with the detection of novel stimuli 
(P300). Participants reported high levels of workload in IVIS conditions with highest 
workload reported in the mobile phone conversation condition. 
Further evidence of the similarity of the impairment experienced by intoxicated 
drivers and those drivers using mobile phones was provided by Strayer, Drews and 
Crouch (2003). Strayer et al (2003) used a driving simulator to compare driver 
performance in a car following task in a number of conditions (baseline, mobile phone 
and alcohol intoxication). Drivers in both the mobile phone condition and the alcohol 
condition performed differently to those in the baseline conditions. It was found that 
drivers in each of these conditions exhibited different driving profiles. Drivers in the 
cell phone condition exhibited slower reactions than the base line and compensated 
for this by increasing their following distance. Alcohol condition drivers demonstrated 
a more aggressive driving style in that they maintained shorter headways and applied 
greater brake force in response to an unexpected collision event. Controlling for time 
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on task and driving difficulty, drivers talking on a mobile phone were more impaired 
than drivers under the influence of alcohol. 
Bums, Parkes, Burton, Smith and Burch (2002) attempted to benchmark the 
impairment of both hands-free and hand-held phone conversation to alcohol 
intoxication at the UK legal limit (alcohol was individually determined for 
participants using the Widmark factor; Widmark, 1932, 1981). 20 participants drove a 
15 km route in the TRL advanced driving simulator. The phone conversation task 
consisted of questions from the Rosenbaum Verbal Cognitive Test Battery (Waugh, 
Glumm, Kilduff, Tauson, Smyth, Pillalamarri, 2000) that measures judgement, 
flexible thinking and response times. The test consists of 30 sentence memory tasks 
and 30 verbal puzzle tasks. Results showed that performance when driving while 
intoxicated at around the legal limit was significantly worse than baseline driving 
performance. Poorest performance however, was on measures of driving behaviour 
(speed control and response time) when participants were engaged in mobile phone 
conversation (hand- held was significantly worse than hands free). It was concluded 
that driving behaviour was more impaired during a phone conversation than by having 
a blood alcohol concentration at the UK legal limit (80mg/I00ml). 
6.2 The aim a/this study 
Using a comparable methodology to the study of Bums et al (2002) this work is the 
first step towards establishing a similar benchmark for IVIS devices. The purpose of 
this study is twofold; firstly it will establish the potential for distraction that may be 
evident in the use of IVIS devices and secondly it will establish a safety critical value 
for the LCT task above which performance can be considered unsafe. Without this 
process there will be a difficulty in quantifying performance of the lane change task. 
Currently the only LCT comparison undertaken is between dual and single task 
performance. This does not inform us as to whether the difference in performance is 
significant, nor does it reveal whether IVIS will become a significant problem for the 
modem driver. Worse than normal driving when using IVIS devices does not 
necessarily mean that driving is dangerous. 
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6.3 Method 
6.3.1 Apparatus 
The apparatus used in this experiment was the Lane Change Task simulator (see 
Chapter 3 for full description). Table 6.1 provides a list of the tasks used in dual-task 
conditions. The secondary tasks contained in this table are described in section 3.5.1. 
Table 6.1: List of Tasks 
Task 1: PDA POI - entering a destination by selecting a "point of interest" using the 
PDA 
Task 2: PDA address - entering a destination by "address" function using the PDA 
Task 3: Shares short - searching for a share price from a single scrolling column of 
text using an LCD screen 
Task 4: Shares long - searching for a share price from three scrolling columns of text 
using an LCD screen 
6.3.1.1 Breathalyzer 
The breathalyzer used in this study was a Lion laboratories alcometer SD-400. It is a 
hand-held instrument with automatic breath sampling, data storage, PC compatibility 
and digital display giving read-out of the subject's breath alcohol concentration. 
As alcohol is transported round the body via the circulatory system some of the 
alcohol that reaches the lungs is expelled into the breath from the blood in the 
pulmonary artery. Breath Alcohol Concentration (BrAC) is a reference measure of the 
concentration of alcohol in the blood stream. It is based on Henry's Law27 which 
posits that the concentration of alcohol in the breath is dependent on its concentration 
in the blood. When the lungs exchange oxygen from the air to the blood carbon 
dioxide evaporates from the blood to the breath at the same time as a small 
27 Henry's law: "The mass of a gas that dissolves in a definite volume ofliquid is directly proportional 
to the pressure of the gas provided the gas does not react with the solvent." 
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representative proportion of alcohol. Care must be taken to ensure deep lung air rather 
than air from the upper respiratory tract is sampled, because this is the air that has 
been in contact with the blood. If the measurement is taken too soon after the 
participant has consumed their last drink the reading would be artificially high due to 
residual alcohol in the mouth. It is recommended that at least 15- 20 minutes elapses 
between the subject's last drink and the breath test (generally 90% is dispersed in 8 
minutes). 
6.3.1.2 Alcohol 
Participants are required to drink an alcoholic beverage. The beverage constitutes 
vodka (40%) plus a disguising mixture (e.g. cream-soda) mixed using the adjusted 
W idmark formula so that participants become intoxicated at the legal limit 
(80mg/IOOml) with the volume of the mixer adjusted to maintain a 20% total volume. 
In this study only regular users were used and the dosage was moderate. As the study 
was reliant on administering of alcohol to participants there are a number of ethical 
practices to consider. The key concern with alcohol is the safety of participants during 
and after the experiment. Participants should not be given alcohol if they are on 
medication or are suffering from any condition that could be complicated by the 
consumption of alcohol. This will lead to the exclusion of participants with liver and 
kidney ailments, digestive problems and those on antibiotics. Equally women who 
believe they may be or know they are pregnant should be excluded from the study as 
pregnant women should not consume more than two units of alcohol per week 
(Direct.Gov.uk, 2006) and although this study does not exceed this widely 
recommended guideline no amount of alcohol has been shown to be safe to consume 
during pregnancy, therefore a cautious approach should be adopted. 
Experimenters would be considered negligent if when investigating the negative 
impact of alcohol at the legal limit they then allowed participants to drive away on 
completion of the study; therefore transport to and from the facility was provided. 
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6.3.1.3 Widmarkfactor 
Blood alcohol concentration is traditionally calculated usmg the Widmark factor 
(Widmark, 1932, 1981). The Widmark equation can be defined as the proportion of 
body alcohol concentration to blood alcohol concentration (Zuba and Piekoszewski, 
2004). 
A C=--fJ60·( 
r·W 
r = 0.68 for Males 
r= 0.55 for Females 
Where A is the amount of alcohol consumed (g), r is the Widmark factor, W is the 
body weight (kg), B60 is the rate at which BAC falls (g/l/h) and t is the time elapsed 
since drinking started (h). 
The Widmark rho is lower for females given that they tend to be smaller, weigh less 
and have higher body fat which in turn means that they have proportionally less total 
body water than male drinkers. Controlling for body weight it takes 15% less alcohol 
for women to reach the same intoxication level as men (Burns and Moskowitz 1980). 
Watson, Watson and Batt (1981) improved the accuracy of determining alcohol 
consumption by basing their calculations on anthropometric data thus circumventing 
the use of Widmark's r which has been criticised by numerous researchers as it is 
purported to introduce a degree of uncertainty into the estimate because the individual 
value of Widmark' s r is an unknown. 
Where; 
Co = 0.8·A 
TBW 
A = Alcohol, 0.8 = Average proportion of water in the blood and TBW = Total body 
water. 
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Total body water is calculated; 
TBW(Females) = [0.247. W]+ [1.70· H]- 2.1 
TBW(Males) = [0.336· W]+ [1.70. H]- [0.0952. AGE]+ 2.45 
Adjusted to give how much alcohol is required to reach legal limit 
A=TBW.C 
0.8 
There are a number of factors that can affect the accuracy of alcohol measurements 
see appendix I for a brief discussion ofthese factors. 
6.3.1.5 Health Questionnaire 
The questionnaire is adapted form a Loughborough University health questionnaire 
template that is required in part fulfilment of the university'S ethical practice 
procedure. The questionnaire contains items relating to both current and past medical 
history that may be relevant when considering the nature of this study. The inclusion 
of questions concerning whether female participants are or could be pregnant again 
reflects the nature of experiments that require participants to consume alcohol. It 
contains further questions related to participants' alcohol consumption that will help 
decide whether or not participants should be excluded from the experiment on 
grounds of inadequate or elevated alcohol consumption. See Appendix J for a copy of 
the questionnaire in full. 
6.3.2 Participants and experimental design 
15 participants were selected at random from the TRL volunteer database, a pool of 
1300 drivers selected to represent a cross section of the driving population. 
Participants were required to have a full United Kingdom driving licence and normal 
or corrected vision. Participants with elevated alcohol consumption were excluded 
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based on their average consumption28 ; however participants were required to be 
regular consumers of alcohol. Tee- total drivers will have little or no tolerance to the 
effects of alcohol. Experienced drinkers are able to tolerate increased levels of alcohol 
in the body without demonstrating the outer symptoms associated with alcohol 
consumption (loss of concentration, impaired vision, loss of balance etc.) and as the 
vast majority of the population are drinkers it is necessary to sample from the largest 
proportion of the driving population. Participants were paid £30 for their involvement 
in this study. Due to the nature of this study they were also provided with transport to 
and from the experimental facility. 
A within subjects 'repeated measures' design was used wherein each subject 
completed each of the three conditions, this was a part counterbalanced trial design, so 
that learning effects could be controlled for in the statistical analysis. The only 
condition that was not counterbalanced was the alcohol condition as it was impractical 
to wait for participants BAC to return to zero before undertaking the non-alcohol 
condition. The alcohol condition was always the last part of the experiment. 
6.3.3 Procedure 
Informed consent was sought from participants pnor to commencement of the 
experiment (Appendix G). Upon giving consent participants were required to 
complete a health questionnaire to ensure that they were fit to proceed with the study 
(Appendix J). Participants were breathalysed before the experiment started to ensure 
they were not already intoxicated. If their blood alcohol level was above zero then 
they were excluded from the experiment as it was not practicable to calculate the 
correct dosage of alcohol to achieve the desired level (BAC 80mg/ I OOml). 
Participants were required to complete a block of 5 LCT trials lasting IS minutes in 
total. These trials were completed without the pres7nce of a secondary task and 
without the influence of alcohol. These trials served to act as a baseline measure of 
driving performance. In the IVIS conditions participants were required to complete 4 
LCT trials. Each of these trials was dedicated to one of the four IVIS tasks. 
28 The UK Department of Health recommendation for safe alcohol consumption is 34 units of alcohol 
per day for men and 2-3 Units for women. 
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In the alcohol condition participants were given 10 minutes drinking time in which to 
consume the mixture, followed by a brief waiting period (20 minutes from finishing 
the drink). The justifications for such a waiting period are that the effects of alcohol 
take around 20-65 minutes to reach their peak and it may take this long for any 
residual alcohol on the breath to disperse. Participants were breathalysed again prior 
to beginning the LCT section of the experiment to ensure that they were at or over the 
legal limit. Participants were then required to complete another block of 5 three 
minute LCT trials lasting a total of 15 minutes. Instructions were provided to 
participants as to how to complete the LCT trials (Appendix H). Participants were 
required to remain in the facility after completion of the alcohol condition in order for 
their SAC to return to normal. 
6.4 Results and Discussion 
6.4.1 Mean deviation from the normative model 
Previous research has established the negative effects on driving performance of 
mobile phones. This risk has been quantified by benchmarking the effects to the 
impairment caused by alcohol at the legal driving limit (80mg of alcohol per 100ml of 
arterial blood). The aim of the current study was to extend this concept to include 
other In-Vehicle Information Systems. Results indicate that in general driver 
performance of the Lane Change Task both alone and under the influence of alcohol 
is significantly better than performance of the LCT with an IVIS task (PDA POI being 
an exception in this instance). The best performance of the LCT task was observed in 
the baseline (LCT alone) condition, LCT performance under the influence of alcohol 
was significantly worse than baseline performance but significantly better than 
performance of the LeT whilst using IVIS. 
In the alcohol condition participants consumed an average of 132ml (range 92-
202ml) of alcohol (184-404ml including mixer). This produced a mean intoxication of 
38.7~g per 100ml of breath with (range 29-50~g) within the 40 minute waiting 
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period. The legal BAC limit of 80mg of alcohol per 100ml of arterial blood equates to 
351lg per 100 ml of breath. 
Table 6.2: Mean and standard deviation of mean deviation from the normative 
model for each condition. 
Mean Standard Deviation 
Baseline LCT 1.322 .22022 
Alcohol 1.441 .28597 
PDA POI 2.020 .52444 
PDA Address entry 2.095 .32433 
Shares Short 1.969 .33267 
Shares Long 2.007 .44740 
A one-way repeated measures ANOV A was calculated for mean deviation from the 
normative model on the LCT across the six conditions (Baseline, PDA POI, PDA 
Address, Shares short, Shares long, and Alcohol). There was a significant main effect 
by condition for mean deviation from the normative model [F (5, 15) = 14.421, 
P<0.05]. A Bonferroni29 pair-wise comparison of the six treatment conditions was 
conducted. There were a number of significant comparisons (Baseline and shares 
short, Baseline and shares long, Baseline and PDA POl, Baseline and PDA Address, 
Alcohol and shares short, Alcohol and shares long, and Alcohol and PDA Address, P< 
0.05). 
29 Application of the Bonferroni correction reduces the likelihood of accepting statistically significant 
but trivial results (Winer, Brown, & Michels, 1991). 
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Figure 6.1: Mean deviation from the normative model by LCT condition 
Figure 6.1 shows the mean deviation from the normative model by LCT treatment 
condition. It appears to show that there is no difference between baseline performance 
of the LCT and performance under the influence of alcohol. This result is surprising 
given the levels of intoxication achieved in this procedure. A further analysis of the 
differences between the alcohol and baseline LCT was conducted. A paired samples t-
test revealed a significant difference in the mean deviation from the normative model 
before and after intoxication with alcohol, t (14) = -2.281, P< 0.05. This indicates that 
the mean deviation score was significantly higher after alcohol intoxication (M = 
1.4415) than the mean deviation score for baseline driving (M = 1.3218). 
220 
6.4.2 Secondary task performance 
Error Bars: 95% Cl 
CONDITION 
• ALONE 
_LeT 
Figure 6.2: Mean total task time alone and under dual task (LeT) conditions 
Comparison of the four IVIS conditions revealed a significant increase in mean total 
task time (TTT) in dual task conditions. There is however, no significant difference in 
the mean deviation from the normative model for LCT driving between any of the 
tasks. A paired samples t-test revealed a significant difference in the mean total task 
time when performed alone and under dual task conditions, t (3) = -4.129, P< 0.05. 
This indicates that the mean total task time was significantly higher in the dual-task 
condition (M = 24.566) than when performed alone (M = 12.711). This suggests that 
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despite poorer perfonnance in general, participants can maintain a consistent level of 
perfonnance across the four IVIS tasks (evidenced by no significant difference in 
LCT perfonnance). Table 6.3 is a comparison ofthe TIT obtained in this trial to those 
obtained by Horberry, et al (2007). It shows that the tasks take longer to complete 
while perfonning the LCT than predicted by the key stroke analysis and longer than 
observed using the occlusion technique. 
Table 6.3: Comparison oftotal task time with Horberry, Stevens, Rogers, Cotter 
and Burnett (2007) 
TASK Observed TSOT(s) TSOT + TSCT30(s) 
PDA PO! 
PDA Address 
Shares Short 
Shares Long 
TSOT ~ Total Shutter Open Time 
TSCT ~ Total Shutter Closed Time 
Horberry et al (2007) 
7.6 15.1 
11.7 23.7 
10.S IS.O 
11.15 21.65 
LCT(s) 
19.225 
35.1279 
19.3001 
24.6125 
The differences in TTT are indicative of the costs of dual task perfonnance. The PDA 
tasks are user paced which can account for differences in TTT between these task and 
the scrolling share tasks (system paced). It could also account for the differences 
between TTT for the two PDA tasks. It is reasonable to suggest that these tasks 
compete for resources with the manual elements of the LCT (lateral control, course 
tracking) and PDA Address entry is most demanding manual task; it requires an 
increased number of key presses in comparison to the PDA POI task (Shares Short 
and Long contain no manual element). 
30 An occlusion schedule of 1.5 seconds shutter open and 1.5 seconds shutter closed was used. 
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The same is true of the Shares Long task as it is the most visually demanding task; 
again it is reasonable to suggest that this task would compete for resources with the 
visual elements of the LCT (event detection) illustrated by poorer performance in 
dual-task conditions. There is, however, no difference in LCT performance between 
this and the less demanding shares short task. The expert analysis (Horberry et aI, 
2007) did not identify any operational differences between the two share price tasks; 
however there will be a di fference in the visual search strategies required on the part 
of the participant as there is an increase in visual workload due to three scrolling lists 
rather than one. This is exacerbated by the fact that these tasks are not interruptible. 
They are system paced and if participants miss the target they have to wait for it to 
scroll round. These elements are the most likely causes of the increases in TTT for the 
Shares Long task illustrated in table 6.3. 
6.4.3 Setting a safety critical criterion 
One of the aims of this research was to establish a performance value for the LCT 
beyond which performance would be considered dangerous. Signal Detection Theory 
(SOT; Tanner and Swets, 1954) was applied in order to evaluate the optimal safety 
critical criterion. In the basic SOT model, both signal and noise are represented by an 
evidence variable which varies along a continuum. It is necessary to pick a criterion 
with regard to the evidence variable (LCT performance). In this instance, a value 
based on the mean deviation from the normative model of the alcohol condition is 
proposed (\ .442 metres). This means that if the mean deviation of an individual score 
is greater than the 1.442 criterion, then the signal is present. Conversely, if the score is 
less than 1.442, the decision is that no signal or only noise is present. This criterion 
can be modified as the findings of this study are replicated, extended and as more 
studies using the LCT are produced this safety value can be refined. A value based on 
the mean can be criticised as there will always be variability within it. There will be 
people who score lower than this value and are impaired and those who score higher 
than this figure but do not perform as impaired. 
All of the measures used to describe performance in SOT are derived from the 
relationships between the Signal Present and Signal Absent distributions. Figure 6.3 
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shows a graph of two hypothetical response curves. The curve on the left is for the 
noise-alone (signal absent i.e. safe driving) trials and the curve on the right is for the 
signal-plus-noise (signal present i.e. unsafe driving) trials. The horizontal axis is 
labelled specificity and the vertical axis is labelled probability. A diagnostic system's 
power to discriminate depends on how widely the probability distributions for the 
noise and signal distributions are separated. In a highly discriminating diagnostic 
system these two distributions are separated so there is little overlap between the two 
populations; while in a poorly discriminating system the signal and noise distributions 
overlap to a greater extent. 
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Figure 6.3: Graphical representation of SDT including d' 
The most commonly used SOT measure of sensitivity is d' (d-prime). d' is an index of 
the discriminative power of a signal and refers to the standardized difference between 
the means of the signal present and signal absent distributions and is given by the 
difference between the means (or separation between the peaks) of the signal-plus-
noise and the noise-only probability distributions, divided by the standard deviation of 
the noise-only distribution. 
224 
ACTUAL VAL·UE 
P N 
TRUE FALSE 
POSITIVE POSITIVE 
FALSE TRUE 
NEGATI\lE NEGATIVE 
Figure 6.4: 2x2 contingency table 
A classification model is used to map instances into a certain classes or groups. The 
classifier can be a real value (continuous output) in which the classifier boundary 
between classes must be determined by a threshold value, for example to determine 
the safety of a driver based on the 1.442 criterion. In this instance a binary 
classification is made, in which the outcomes are labeled either as [P]ositive (i.e. > 
1.442) or [N]egative class (i.e. < 1.442). There are four possible outcomes from a 
binary classifier. If the outcome from a prediction is P and the actual value is also P, 
then it is called a true positive (TP); however if the actual value is N then it is called a 
false positive (FP). Conversely, a true negative (TN) has occurred when both the 
prediction outcome and the actual value are N, and false negative (FN) is when the 
prediction outcome is N while the actual value is P (see Figure 6.4). For a system of 
fixed diagnostic sensitivity, the rate of true and false positives are directly 
proportional to each other and rise and fall together accordingly as the criterion value 
is altered (Figure 6.5). 
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Figure 6.S: Graphical representation of a binary classifier 
Figure 6.6 is a Receiver Operating Characteristic (ROC). ROC curves were developed 
in relation to signal detection theory (Tanner and Swets, 1954). To generate ROC 
curves the probability that a given LCT score will correctly identity an unsafe driver 
(i.e. the probability of a hit or, more formally, the sensitivity of the test) is plotted 
against the probability that at this score level the driver will in fact be safe (the 
probability of a false alarm or the specificity of the test). It is possible for the area 
under the ROC curve to vary between 0.5 (indicating no power to distinguish signal 
from noise) and 1.0 (indicating almost complete separation between signal and noise 
distributions). The null hypothesis of any ROC curve is that the true area under the 
curve is 0.5. ROC curves that bow above the diagonal toward the upper left (as is the 
case here) denote increasingly sensitive or discriminating diagnostic systems, 
independent of the decision criteria used. The greater the separation of noise and 
signal distributions, the greater the area under the ROC curve. In this instance, the 
area under the curve is calculated to be .820; therefore the null hypothesis that the true 
area is 0.5 can be rejected. On this evidence in must be concluded that the proposed 
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value of 1.442 as a safety critical criterion for LCT performance is a more than 
satisfactory indicator of whether the signal is present (unsafe driving). 
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Figure 6.6: Receiver Operating Characteristic for recommended safety critical 
criterion value of 1.442 in all conditions. 
However, using this figure three drivers in the baseline condition (driving without 
distraction) would be identified as unsafe. There are two obvious reasons for this; one 
is that these drivers are in-fact unsafe drivers regardless of whether there are IVIS 
present or not, the other is that the criterion does not sufficiently differentiate what is 
safe and unsafe. This is not surprising as a measure of central tendency for the alcohol 
condition (a 7/8 split on who was identified as safe and unsafe) was used to calculate 
the proposed safety value. However, the use of a measure of central tendency serves 
to reduce the number of false-positives (incorrectly identifYing drivers as impaired) 
and false-false responses (identifying drivers as unimpaired incorrectly) in 
comparison to relying on the use of range figures. A key future research area will be 
an application and refinement of this figure. The sensitivity of this value can be 
improved by considering the dual task (IVIS) conditions (PDA POI, PDA Address, 
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Shares Short and Shares long) in isolation from the baseline and alcohol conditions. 
Figure 6.7 shows that, using the proposed figure as the safety critical value 96.66'% 
(58 of 60 tasks in total) of IVIS tasks performed while driving were identified as 
unsafe. False alarms (incorrectly identifying drivers as safe) occurred 3.33'% of the 
time (2 of 60). 
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Figure 6.7: Receiver Operating Characteristic for recommended safety critical 
criterion value of 1.442 in IVIS conditions. 
Participants maintain performance at a perceived level of acceptable risk to safety. 
The results of this study show that participants are inaccurate judges of what is safe. 
Despite reducing performance of the LCT to what they consider acceptable levels, a 
comparison to the safety critical value recommended here demonstrates that this level 
is in fact unsafe. Furthermore, it is unsafe in comparison to a widely established legal 
precedent regarding SAC and driving designed to safe guard the driving population. It 
may be because the LCT is an abstract task that participants find it difficult to judge 
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what appropriate perfonnance is. Results here and in chapter five provide evidence to 
suggest that operation of IVIS devices while the vehicle is in motion is unsafe. 
6.4.4 Criticism of benchmarking against alcohol impairment 
There are a number of criticisms that are inevitably associated with alcohol 
comparisons. Although the impainnents caused by IVIS can be as significant as those 
associated with driving while legally intoxicated, the mechanisms that underlie these 
mechanisms are fundamentally different. Driving while using an IVIS is a measure of 
a driver's ability to accommodate two tasks (divided attention) whereas alcohol acts 
as a central nervous system depressant. Alcohol directly impairs a drivers' cognitive 
functioning; concurrent phone use momentarily generate higher levels of task 
demand, but it does not impair cognitive capability per se. 
Using the benchmarking technique it will not be possible to assess all the effects on 
safety in driving from the distraction caused by IVIS, as it is necessary to consider a 
participant's exposure to distraction. Whereas alcohol intoxication imposes a 
continual risk, distraction imposes only momentary risk. Redelemeir and Tibshirani 
(J 997) concluded that cumulative risks associated with alcohol intoxication are much 
greater than those associated with using a mobile phone. The most significant factor 
in this difference is the relatively short duration of most mobile phone calls compared 
with the number of hours in which alcohol stays in the blood stream (Carsten and 
Brookbuis, 2005). When engaging in an IVIS task drivers can disengage from the task 
as workload increases. This is illustrated in this study through increased total task 
times in the four IVIS conditions despite no differences in LCT perfonnance. If 
participants were constantly engaged in these tasks we would expect differences in 
mean deviation from the nonnative model across the four tasks as they are designed to 
differ in tenns of difficulty. In contrast alcohol intoxicated drivers cannot disengage 
from being drunk in situations of increased workload. Alcohol intoxicated drivers 
may also consume amounts that facilitate blood alcohol concentrations far exceeding 
the legal driving limit. 
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Pettit, Burnett and Stevens (2005) define distraction as a "Delay by the driver in the 
recognition of information necessary to safely maintain the lateral and longitudinal 
control of the vehicle (Impact) due to some event, activity, object or person, within or 
outside the vehicle (Agent) that compels or tends to induce the drivers shifting 
attention away from the fundamental driving tasks (Mechanism) by compromising 
the drivers auditory, biomechanical, cognitive or visual faculties or combinations 
thereof (Type)". Considering this definition in terms of alcohol intoxication, the 
impact of alcohol (Agent) on driving performance is primarily poorer lateral and 
longitudinal control of the vehicle (other impacts associated with alcohol include; 
increased speed variability, Gawron and Ranney, (1988); reaction times, Zwahlen 
(1976); brake reaction time and body sway, Liguori and Robinson (200 I )). This is due 
to the consumption of alcohol, and the driver's subsequent intoxication through the 
metabolism of alcohol (Mechanism). By compromising the biomechanical and 
cognitive abilities of the driver (Type) performance is reduced. While in terms of 
IVIS use, the impact of IVIS (Agent) on driving performance is primarily poorer 
lateral and longitudinal control of the vehicle (other impacts associated with IVIS use 
include; variability in speed, Chaing, Brooks and Weir (2001); reduction in the useful 
field of view, Ward, Parkes and Crone (1995); variation of accelerator use Rakauskas, 
Gurgerty and Ward (2004) and brake response times Hancock, Lesch and Simmons 
(2003)). This occurs through the division of attention (Mechanism) by compromising 
the physical capabilities and visual performance of the driver (Type). Discussing the 
two phenomena in these terms leads to the conclusion that the impacts on driving 
performance are the same even though the mechanisms and agents by which these 
impacts occur are not. Furthermore, dependent on the IVIS task in question, the Type 
of distraction may be comparable. 
The use of a gIven drinking scenano may not produce the desired BAC as the 
complex interaction of moderating factors makes it difficult to achieve the desired 
35/-lg per IlO0ml rate in every participant. In this study participants consumed an 
average of 132ml (range 92- 202ml) of alcohol (l84-404ml including mixer). This 
produced a mean intoxication of 38.7/-lg per 100ml of breath with (range 29-50/-lg) 
within the 40 minute waiting period which is 3.7/-lg higher than the target level. 
Ideally a participant's blood alcohol concentration would not be directly calculated 
from the adjusted Widmark factor as this can be inaccurate (Brouwer, 2004). 
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Experimenters should initially calculate intoxication using the Widmark formula and 
then adjust the amount of alcohol over repeated sessions plotting intoxication-
elimination curves for each participant in order to ensure that a precise dosage is 
given at the time of the experiment. There is a limit to the accuracy of BAC 
measurement in this study due to the limitations placed on resources. They do not 
allow for the repeated intoxication of participants and therefore there is an element of 
unreliability in the BAC measurement. 
Considerable individual differences in the metabolism of alcohol have been reported 
(Dubowski, 1985). Friel, Baer, and Logan (1995) illustrate the variability in 
absorption time in a study examining time to peak alcohol intoxication in 115 college 
students who exceeded legal intoxication levels at least twice a month. Participants 
received a standardised alcohol dose (lower for females than for males) over 10 
minutes after which BAC was measured for two hours. The time to peak BAC varied 
between 10 and 91 minutes after the onset of absorption. Mean BAC were 
significantly lower in females than in males. Further more a comparison between 
calculations of alcohol intoxication using the Widmark equation and the actual dose 
given to participants show that the calculated dose 105 and 120 minutes after 
consumption did not overestimate the true dose, but could underestimate it by as 
much as 30 mL. 
Despite the outlined criticisms and factors that effect alcohol trials the comparison 
between alcohol impairment and the impairment due to secondary tasks will continue 
to attract researchers because clear social norms, established thresholds and risks exist 
for alcohol impairment, which can be used as a benchmark of the distraction potential 
caused by such devices. Any activity, including the introduction of lVIS, that causes a 
change in safety-related driving behaviour equal to or greater than alcohol 
intoxication, should be avoided. 
6.5 Conclusions 
Driving while intoxicated is a clearly established danger. The results of this study 
have demonstrated that the performance of some tasks central to the functioning of in-
vehicle information systems impair drivers significantly more than alcohol 
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intoxication at the United Kingdom drink driving limit. If we accept that perfonnance 
at this limit is dangerous then we must conclude that the use of IVIS while driving can 
be as dangerous as driving while intoxicated at the legal limit. 
The results of this study support the following conclusions; 
1. Driving whilst using IVIS is significantly worse than driving at the United 
Kingdom legal driving limit. 
2. Recommended safety critical criterion value of 1.442 (Mean standard 
deviation from the normative model in the alcohol condition). 
3. Despite poorer performance, participants can maintain a consistent level of 
performance across the four IVIS tasks (evidenced by no significant difference 
in LeT performance). 
4. There is an increase In the time taken to complete the lVIS tasks when 
performed in conjunction with the driving task. 
The critical finding of this study is that using an IVlS system while driving can impair 
the driver's ability to perform the LeT more than alcohol. The key elements of the 
LeT are lateral control and event detection. In the driving task there may be some 
leeway in terms oflateral control, there is however no forgiveness for failure to detect 
events particularly hazards. 
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Chapter Seven: The Impact of Sensation Seeking on 
Simulated Driving Performance and a Surrogate Secondary 
task 
7.1 Introduction 
The Lane Change Task (LCT) is a combined vehicle control and event detection 
metric and as such contains two of the basic elements necessary to perform the 
driving task (lateral control and responding to external traffic signs), however there 
are concerns regarding the fidelity and scope of the task. While the LCT is arguably a 
useful surrogate for the driving task, however it does not contain many of the 
elements that make the driving task so complex such as traffic, free speed choice, 
route navigation etc. This limitation may also affect the sensitivity of the LCT as a 
workload measure. The lack of complexity in the LCT may result in insufficient 
replication of the demands of the driving task. Within the context of system 
evaluation this could lead to the approval of systems identified as safe using the LCT 
that are in-fact dangerous in more complex driving scenarios. 
This situation was indicated by the results of chapter five. The fundamental purpose 
of which was to determine the differences between High, Normative and Low 
sensation seeking groups on performance of the LCT both alone and under dual-task 
(IVIS) conditions. Strong evidence was presented that shows that IVIS impair 
performance of the driving task (a large effect observed between baseline and IVIS 
conditions). However, evidence for an impact of sensation seeking was inconclusive 
and therefore the null hypothesis must be preserved. Based on the results presented in 
Chapter Five it must be concluded that the LCT may be insensitive with reference to 
measuring the impact of sensation seeking within the driving context. Because the 
LCT is reliant on a forced paced primary task with little room for behavioural 
adaptation, it cannot be concluded that the differences observed in performance are 
valid. 
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There is much greater physical and functional fidelity in an advanced driving 
simulator compared with low-cost simulation. Physical fidelity is defined as the 
degree to which the simulation looks, sounds and feels like the environment which it 
is attempting to replicate. Functional fidelity is defined as the degree to which the 
simulation acts in terms of equipment and behaves how we would expect it to; in this 
instance it includes the vehicle and its dynamics, other vehicles and the road 
environment etc. With the enhanced fidelity afforded by simulators such as CarSIM 
(see Chapter Three) significant improvements in behavioural validity are likely. The 
behaviour observed will be increasingly likely to reflect their behaviour in similar 
situations in the real world. The use of CarSIM will allow for the introduction of more 
complex elements to the driving scenario. These elements include traffic, junctions, 
traffic lights etc; and at the same time the driving simulation method allows the 
experimenter to maintain control over such elements. 
7.2 Aim ofthis Chapter 
The primary aim of this study was to determine the differences in driving performance 
between High and Low sensation seeking groups both alone and under dual-task 
(lVIS) conditions in an advanced driving simulator. It will contribute to the existing 
knowledge regarding sensation seeking and its impact on both the driving task and its 
compatibility with IVIS tasks. The results of this study will provide evidence to 
answer the research questions that guide this thesis; what is the impact of lVlS on 
primary task (driving) performance and does sensation seeking impact on 
performance of the driving task in conjunction with lVIS? Finally, it will act as a 
validation of the LCT method and confirm the results obtained in Chapter Five. 
7.3 Method 
7.3.1 Apparatus 
The apparatus used in this experiment was CarSIM, TRL's advanced driving 
simulator (see Chapter 3). The visual scene was a computer generated representation 
of a three lane motorway complete with other vehicles, road markings and signage 
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(see figure 7.1). It was designed to reflect both physical and visual elements of the 
LCT. However, as discussed in Chapter 5, there is a necessary increase in the visual 
complexity of this scenario in comparison to the LCT. 
Figure 7.1: Screen shot of driving scenario 
The visual complexity is increased by the introduction of traffic (cars, vans, lorries 
and buses) presented at an intermittent rate. The introduction of other vehicles has 
replaced the lane change sigos observed in the LCT method31 . The cognitive 
processes that are required to complete the LCT include event detection and vehicle 
handling, both of which are present in the motorway scenario. The detection of 
roadside instructions requires very similar resources to those required to detect traffic, 
although the detection of traffic is complicated hy the dynamic nature of vehicles on 
the move. Similarly, vehicle handling skills are central to both the LCT and CarSIM 
task. In the LCT lateral control is a significant factor in determining deviation from 
the normative model, which in turn is the key dependent variable, while in the 
simulator, as in real driving, lateral and longitudinal control are important elements in 
maintaining safe control of the vehicle. As such; the consequences of poor 
performance may be more salient in the advanced driving simulation as the 
31 Participanls are nol required to change lanes but can choose to do so when interacting with traffic 
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environment is more representative of the driving task where the motivation to avoid 
road traffic accidents is high. 
Another change that increases the difficu lty of the advanced simulator scenario in 
comparison to the LCT is that there are no restrictions placed on speed, participants 
are informed that they are driving on a motorway. They are not directly instructed to 
maintain a given speed; they are told to drive as they would normally drive. The speed 
limit is consistent with the limit on a UK motorway (70 MPH). Figure 7.2 details the 
intemallayout of Car SI M in terms of the SuRT task. The left-hand image is an in car 
TIT screen mounted in the centre console that displays the SuRT task images and the 
right-hand image is a key pad specially designed for this task. It has three buttons; a 
left and right button to allow participants to select a response and a third button to 
confirm the response. 
Figure 7.2: Internal layout of CarSlM 
Table 7.1 is a list of the tasks used in dual-task conditions. The secondary tasks 
contained in this table are described in section 3.5.1. 
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Table 7.1: List of Tasks 
Task 1: SURT easy: - distracters are 22 arc minutes32 in which the target is easy to 
find. 
Task 2: SURT circles task average: - distracters are 35 arc minutes finding the target 
is moderately di fficult. 
Task 3: SURT circles task difficult: - distracter size is 40 arc minutes; in this instance 
the target is very difficult. 
7.3.1.1 Speeding Attitude Scale 
The Speeding Attitudinal Scale (SAS; Whissell and Bigelow, 2003) is a narrow trait 
measure that may better predict trait behaviour in a specific context (driving) than the 
SSS-V which is a concerned with the broad spectrum of behaviours. It consists of 
fourteen items specific to the driving context that are presented in a Likert style 
response format e.g. 
1 have found out how my car performs at speeds well above the speed limit. 
Strongly Disagree Strongly Agree 
I 2 3 4 5 6 7 
See Appendix K for full SAS 
The SAS is significantly correlated with the SSS-V (r (158) = 0.40, P< 0.0 I). The 
results using the SAS replicate many of the patterns found using the SSS-V, 
particularly with reference to demographic trends. Male participants report higher 
scores than female participants and SAS scores tend to decline with age. 
The advantage of the SAS over the SSS is that it samples sensation seeking in the 
specific context of driving and its related behaviours. This is evidenced by a 
significant correlation between SAS scores and speeding tickets that is not apparent in 
the literature regarding the SSS. 
32 The size of the target was always 44 arc minutes. 
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The main criticism of the SAS is that it has not yet been validated. Despite Whissell 
and Bigelow's (2003) paper receiving widespread citation in the literature regarding 
risk taking and sensation seeking there has been little or no evidence published that 
confirms their initial findings. An important outcome of this study will be an 
attempted replication of Whissell and Bigelow's (2003) findings. It will also provide 
experimental evidence of the link between sensation seeking, as measured by the 
SAS, and driving behaviours. Whissel and Bigelow's (2003) original paper was a 
questionnaire correlation study that was reliant on self-report measures of past 
behaviours such as speeding tickets and accidents. The current study will examine the 
relationship between SAS scores and direct measures of driving performance. 
The SAS is used in this thesis as an alternative to the SSS-V as SSS was viewed as 
inappropriate for the target sample. 
7.3.1.2 Risk Assessment Questionnaire 
The link between sensation seeking and risk taking has been well established (Burns 
and Wilde, 1995; Iversen and Rundmo, 2002; Jonah and Clement, 1984). UlIeberg 
and Rundmo (2003) conducted a questionnaire based study of 1932 Norwegian 
adolescents. Results indicate that high sensation seeking, normlessness and aggression 
were associated with both risk-taking attitudes (i.e. negative attitudes towards traffic 
safety) and risky driving behaviours (speeding, joyriding, tailgating, etc). A plausible 
explanation for this is that sensation seekers need to seek stimulation. A measurement 
of risk assessment was included in this study to further investigate the relationship 
between participant's perception of risk and their behaviour in the simulator. 
The Risk Assessment Questionnaire (RAQ; Rudmo and Iversen, 2004) contains eight 
items that act as a measure of attitudes towards risk that are separated into three 
different dimensions. Responses were measured using a seven-point Likert scale. 
They measure cognition-based (probability assessments of the likelihood of traffic 
related hazards), emotion-based (worry and concern) aspects of perceived risk. For 
example, 
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How often do you feel unsafe or that you yourself could be injured in a traffic 
accident? 
J 2 3 4 5 6 7 
Never Nearly all the time 
See Appendix L for the full RAQ scale 
The majority of questions measure affect related to traffic related risk (the extent to 
which the respondent felt safe or unsafe). Respondents were asked to assess the 
probability that the respondent himself or herself would be the victim as well as 
drivers in general. The higher the participant's scores, the higher the probability of a 
traffic accident is judged to be, the more worried and "unsafe" they are in general 
and the lower the score is, the less concerned they are. 
Rudmo and Iversen (2004) found that the probability of accidents and injuries was 
rated as greater for the general driving population in comparison to the risk for the 
respondent themselves. This pattern was reversed with regards to participant's 
feelings of insecurity. Respondents were more worried and felt more unsafe when 
thinking of the risk of suffering a traffic accident themselves compared to a driver in 
general. Significant gender differences were observed in that female respondents tend 
to judge the probability of accident or injury to be greater than their male equivalents. 
However, respondents' assessment of their likelihood of suffering a traffic accident 
and their concern with the risks associated with driving did not significantly predict 
their risk taking behaviours while driving. Importantly, participant's feelings of worry 
as well as the measure of emotional reactions related to traffic hazards were 
significantly associated with risk behaviour. In that the more emotionally disturbing 
traffic hazards were rated, the safer their driving was found to be. 
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7.3.2 Participants and Design 
A sample of 18 participants (11 Male, 7 Female) was selected from the TRL 
participant database (a pool of 1000 drivers representative of a cross section of the 
driving population). The data of one participant was removed due to simulator 
sickness. Participants were required to have a fun United Kingdom driving licence 
and normal or corrected vision. Participants were paid £\ 5 for their involvement in 
this study. They had an average age of 48 years and 10 months and had held a driving 
licence for an average of 30 years and \0 months, self report estimate of annual 
mileage was an average of 11,971 miles (SO = 6,443). 
A within- between subjects repeated measures quasl- experimental design was 
implemented. The within subjects factor was the effect of IVIS on driving 
performance and the between subjects factor was sensation seeking score, as 
measured on the speeding attitude scale (SAS; Whissell and Bigelow, 2003). 
Participants were divided into two groups; High Sensation Seekers (HSAS) and Low 
Sensation Seekers (LSAS) based on Slh and 95th percentiles of total SAS score from 
the population distribution in the obtained sample. The design was quasi-experimental 
as it reliant on the pre-selection of participants based on their SAS scores. The design 
was repeated measures as each participant was required to complete each condition. 
7.3.3 Dependent measures 
To date various methods have been developed that measure driver's performance in a 
simulated environment. Several driving variables were recorded. Such as time 
(seconds), position in space (X, Y, Z coordinates), lane, speed (km/ph), brake force, 
headway (distance), headway (time), gear selection, accelerator use, steering, 
headlights (on! oft), handbrake (on! oft), trip meter and section of scenario. From 
which five dependent measures describing driving performance were delineated. 
• Mean speed 
• Maximum Speed 
• Headway (Time) 
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• Headway (minimum) 
• Standard Deviation Lateral Position (SDLP) 
The rationale for selection of these variables is that each has a proven [but separate] 
relationship with both sensation seeking and the use of IVIS, and are therefore more 
likely to facilitate a positive outcome in terms of the experimental hypotheses. Further 
justification of their use is provided within the discussion section. 
7.3.4 Procedure 
Upon arriving at the TRL facility, participants completed an informed consent form 
and were be briefed on the operation of the simulator. Participants were informed of 
their right to withdraw at any time, for any reason without penalty. The right to 
withdraw is a key consideration in this instance as simulator sickness is a common 
occurrence when implementing simulator protocols (Parkes, 2005). 
Participants completed a practice session in order to familiarise themselves with the 
operation of the simulator. This consisted of a 5 minute drive along a simulated two 
lane country road with no traffic. Participants were required to slow down at various 
points to match their speed to the posted limits, usually when driving through a 
village. Upon satisfactory performance of the practice task participants were required 
to complete 2 experimental trials. In the baseline condition participants were required 
to focus their attention on the primary driving task. No extra tasks other than driving 
were in competition for the resources of the driver. The second condition [SURT] 
requires participants to complete 3, 5 minute trials for each of the three levels of 
SURT difficulty. Each trial required 15 minutes of sustained driving in the simulator. 
The order of these trials was counterbalanced in order to account for both practice and 
order effects. 
7.4 Results and Discussion 
The primary aim of this study was to determine the differences in driving performance 
between High and Low sensation seeking groups both alone and under dual-task 
(IVIS) conditions in an advanced driving simulator. A secondary aim of this study 
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was to validate through replication the results obtained in Chapter Five with a driving 
task of increased ecological validity. 
7.4.1 Sample Selection 
The initial stage of this experiment was dedicated to sample selection. During the 
course of negotiation with the simulator provider the SSS-V was deemed to be 
unsuitable for use with the individuals in the participant database population. 
Therefore it is not possible to use the standardised selection criteria defined in Chapter 
Four. The SAS was identified as a viable alternative to the SSS-V. The same 
methodology used in Chapter Four was applied to the SAS in order to define an 
appropriate sample. 
1000 members of TRL's participant database were sent a postal questionnaire. 402 
(210 male, 191 female, I undisclosed) responses were received (40% return rate) each 
contained a completed the Speeding Attitude Scale and the answers to some brief 
demographic questions. Participants had an average age of 49.65 years (SD = 16.99 
years, range 17 - 85). They reported having held a full UK driving license for an 
average of 29.33 years (SD = 15.29, range 0.5 - 66) and an average annual mileage of 
10,622 (SD = 7,028, range 500- 56,000). 
7.4.1.2 Speeding Attitude Scale results 
An important consideration for the use of the SAS is whether there is correspondence 
between the results obtained using previous measures of sensation seeking. Do the 
results using the SAS replicate the patterns found using the SSS-V? A within subjects 
comparison between SAS and SSS-V scores will be described in the analysis of 
participant's questionnaire responses in the experimental conditions. The following is 
a relative comparison to the trends obtained in the analysis of data in Chapter Four. 
Figure 7.3 shows that total scores for the SAS are normally distributed. The 
distribution is leptokurtic evidenced by the relatively tall and narrow distribution 
further more, the data appears to be positively skewed [kurtosis = .522] in that, the 
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right tail of the distribution is longer and the mass of the distribution is located to the 
left of the mean. This demonstrates a tendency towards low scores on the SAS. 
Table 7.2: SAS total scores 
N Mean 
Total 39.07 
Male 210 43.54 
Female 191 34.25 
0.00 20.00 40.00 60.00 80.00 
SAS 
Figure 7.3: Distribution of SAS scores 
33 One Participant did not declare a gender 
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Std dev 
100.00 
16.29 
16.35 
14.78 
Mean =39.0697 
Std. Dev. =16.28625 
N =402 
This can be explained by a slight age bias in the sample obtained in which older 
drivers are over represented skewing the tail end of the distribution This is illustrated 
in Figure 7.4. It shows that in general age scores are normally distributed; however 
scores are tightly clustered within a narrow range of scores with relatively little 
dispersion throughout the range of possible scores [leptokurtic]. 
AGE 
Figure 7.4: Age distribution 
Mean =49.655 
Std. Dev. "'16.98934 
N=4OO 
Age and gender were the key demographic variables in the measurement of sensation 
seeking identified in Chapter Four. A key indicator of whether or not the SAS is an 
appropriate surrogate measure for the SSS-V is if the demographic trends observed in 
SSS-V data are replicated in a sample of SAS responses. 
7.4.1.2.1 Age 
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Age is a significant demographic variable in the measurement of sensation seeking. 
Strong evidence is available in the research literature that suggests a decline in 
sensation seeking as age increases (Zuckerman and Neeb, 1980; Amett, 1994; Mian 
and Kay, 2003). Results in Chapter Four indicate that there is a significant and steady 
decline in sensation seeking as age increases. It is necessary to establish whether these 
trends are present in the SAS population. 
There is a significant correlation between participants age and SAS score [r (402) =-
.389, P < .005]. This suggests that as participants get older their attitude towards 
speeding becomes more negative (facilitating a reduction in SAS scores) and, by 
association, a reduction in sensation seeking. This result is a replication of trends 
observed within the sensation seeking literature and further strengthens the 
relationship that has been established between SAS and sensation seeking. 
Table 7.3: SAS total scores by age category 
Age N Mean Std dev 
17-26 50 48.34 16.97 
27-36 54 48.15 16.95 
37-46 62 42.03 15.03 
47-56 75 37.81 14.54 
57-66 92 33.96 14.51 
67-76 48 30.75 12.19 
77+ 19 30 16.15 
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Figure 7.5: Correlation between Age and SAS Total score 
7.4.1.2.2 Gender 
o 
o 
100.00 
Gender has been established as a significant influence on sensation seeking at the 
behavioural level (Rosenblitt et al 2001; Resenbloom and Wolf, 2002a). Male 
participants generally score higher than female participants on measures of sensation 
seeking (Torki, 1993). The results in Chapter Four are consistent with the research 
literature, male participants scored significantly higher on the sensation seeking scale 
than female participants. It is important to establish the same trends within the SAS 
population. 
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GENDER -Normal 
Frequency Frequency 
Figure 7.6: Distribution of SAS scores by gender 
The result of a one-way ANOV A demonstrates that there is a significant difference 
between the SAS scores of male and female respondents [F (I, 400) = 35.419, P < 
.005]. This is further illustrated in Figure 7.6 which shows the distribution of SAS 
scores between gender groups. There is a clear difference between the two 
distributions, although both are normally distributed, there is a definite tendency 
towards low scores in the female group with the majority of their scores grouped 
towards the lower end of the distribution, further more the shape of the distribution is 
leptokurtic (scores are more tightly packed within a narrow range). Scores in the male 
group are much more evenly distributed making for a mesokurtic distribution. 
7.4. J .2.3 Defining a sample 
Sample selection is based on the principles defined in Chapter Four (5th, 50th and 95th 
percentile scores; see Table 7.3). In this instance 9 participants score at the 5th 
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percentile (mean age = 62.33, SO = 7.9S), 7 score at the SOth percentile and 3 
participants score at the 9Sth percentile (mean age = 31.33, SO = 6.03). 
Table 7.4: SAS scores by Percentile 
Percentile Score 
16.1S 
37.00 
68.00 
Unfortunately these numbers are not sufficient to meet sample size recommendations 
for the current design. The recommended sample size using power conventions from 
Cohen (1992) is 26 participants per group (based on a large effect, an alpha of .OS and 
using an ANOV A). Through negotiation with sponsors and cost issues associated with 
the use of advanced driving simulators a target of 20 participants (10 high sensation 
seekers, 10 low sensation seekers) was agreed. Although this was not ideal, 
particularly given the recommended sample sizes, negotiation between doctoral 
candidate and sponsor, or author and editor is not uncommon in research (Cohen 
1962). 
It is clear that adequate numbers are still not achievable using the current sample34 It 
is therefore necessary to expand the selection criteria further to ensure that adequate 
numbers are achievable. By expanding the selection criteria to those below the Sth and 
above the 9Sth percentiles an extra II participants below the Sth (mean age = S9.09, 
SO = IS.17) and 19 participants score above the 9Sth (mean age = 38.21,16.19) are 
available for selection. From this the 18 participants described in section 7.3.2 were 
recruited. 
34 Again in an ideal scenario the sample would be expanded until adequate numbers were obtained. 
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7.4.2 Questionnaire data 
18 participants were selected to complete the experimental component of the study 
based on the information obtained in the postal questionnaire. Participants completed 
several questionnaires during the experimental session. The aim of questionnaire data 
was to investigate the interaction of several variables that are identified in the 
literature review as having an effect on driving performance with particular reference 
to their relationship with sensation seeking (SAS). 
7.4.2.1 SSS-V 
Participants were asked to complete the SSS-V in order to confirm the relationship 
between SAS scores and sensation seeking general scores established by Whissell and 
Bigelow (2003) who found that the SAS is significantly correlated with SSS-V total 
scores [r (158) = 0.40, P<O.O I]. In this instance, the result of a Pearson's correlation 
was highly significant [r (17) = .767, P < 0.01]. Participants that obtain high scores on 
the sensation seeking scale also score high on the SAS (further illustrated in Figure 
7.7). It is important to note that this is a small sample, meaning that any conclusions 
drawn from it should be treated with caution until it is confirmed in a larger sample. It 
is however important for the rationale of the current research that there is such strong 
support for the relationship between SAS and SSS-V scores. 
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Figure 7.7: Correlation between SSS-V total score and SAS score 
7.4.2.2 DBQ 
Driver lapses, errors and violations are of special interest because of their likely 
contribution to road accidents. The tendency to commit violations has been identified 
as a significant risk-taking behaviour and high correlations have been observed with 
sensation seeking scores (Wynn, 2005; Rimmo and Aberg, 1999; Schwebel, Severson, 
Ball and Rizzo, 2006). Errors and violations have the potential to be dangerous and 
could lead to road traffic accidents. Violations have been shown to predict accident 
involvement (Parker, West, Stradling, and Manstead, 1995; Parker, Reason, Manstead 
and Stradling, 1995; Mesken, Lajunen and Summala, 2002). In the current research, 
DBQ data was collected to confirm the relationships established between sensation 
seeking, lapses, errors and violations in Chapter Four. Further more, a potential 
relationship between SAS and the DBQ could also be investigated, all be it in a 
relatively small sample. 
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Data collected in Chapter Four suggests that the DBQ addresses behaviours which 
typifY sensation seeking. Significant correlations were observed between sensation 
seeking total scores and participant scores on the violation subscale of the DBQ (r 
(417) = .370, p< .01). Data collected here follows a similar trend with highly 
significant correlations between SAS score and DBQ total score [r (17) = .894, P < 
0.01). This is illustrated further in Figure 7.8 which shows that participants that obtain 
high scores on the sensation seeking scale also score high on the SAS. Furthermore, 
the correlation between the violations sub-scale of DBQ and SAS total score was 
highly significant [r (17) = .964, P < 0.01). This is unsurprising given that speeding 
has been identified as a key violation. It can be expected that there will be significant 
correspondence between our attitude towards speeding and our propensity to commit 
[speeding) violations. These results confirm that sensation seeking is an important 
underlying factor in the committal of driving violations and, vice versa, that violations 
are a key behavioural indicator of sensation seeking. 
80.00 
6000 
'" « 
'" 
40.00 
20.00 o 
20.00 30.00 
o 0 
o o 
0 
40.00 SO.OO 
TOTAL_SCORE 
0 
0 
00 0 
000 
R Sq Unear. 0.799 
60.00 70.00 
Figure 7.8: Correlation between DBQ total score and SAS total score 
One major difference between data collected here and in Chapter Four is in the 
relationship between sensation seeking, Lapses and Errors. In Chapter Four neither of 
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these relationships was significant (Lapses [r (417) = .062, p>.05]; Errors [r (417) = 
.052, p>.05]). Similarly, there were no significant relationships between the sub-
scales of the SSS-V and either Lapses or Errors. This suggests that sensation seeking 
is not an underlying factor in the occurrence of Lapses or Errors. However, in this 
instance both Lapses [r (17) = .678, P = .003] and errors [r (\ 7) = .964, P < .01] were 
significantly correlated with total SAS scores. 
It is possible that drivers who score high on the SAS (indicating a relaxed attitude 
towards speeding) are more prone (Mean = 20.22) to errors than those who score less 
on the SAS (Mean = 14.88). One possible explanation for this is a speed-accuracy 
trade-off. Westerrnan, Davies, Glendon, Stammers and Matthews (\ 998) identified a 
similar concept in a study of older drivers. In which it was found that older drivers 
commit less errors partly because they drive at far slower speeds. It is possible that a 
similar effect was due to the significant differences in speed between sensation 
seeking groups, as low sensation seekers tend to drive much slower. It is also possible 
that this relationship has occurred due to the significant difference between the mean 
ages of the groups [much older drivers in the low sensation seeking group]. This 
explanation would however, contradict the data from Chapter Four where no 
significant correlations were established between the Lapse and Error sub-scales and 
age and it would also contradict previous research that generally finds a significant 
increase in Lapses as people age (Parker, McDonald, Rabbitt and SutC\iffe, 2000). 
7.4.2.3 Risk Assessment Questionnaire 
A significant body of work has linked a willingness to take risks to the sensation 
seeking concept. In fact, a significant element of risk is implicit in Zuckerrnan's 
operationalised definition of sensation seeking (Zuckerrnan, 1994), which states that 
sensation seekers demonstrate a ..... willingness to take physical, social, legal and 
financial risks for the sake of such experiences". While it is widely acknowledged that 
HSS tend to take more risks than LSS the definition of sensation seeking does not 
imply that sensation seekers must take risks but that they are willing to take such 
risks to meet their needs. The willingness to take risks has been shown to affect the 
propensity of sensation seekers to take risks, particularly while driving (Fumham and 
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Saipe, 1993; Heino, van der Molen and Wilde, 1996). A positive outcome of this 
study will be a preliminary investigation of the relationship between sensation seeking 
(measured using both the SSS-V and SAS measures) and risk perception (RAQ). 
Again the fact that it is a relatively small sample means results are useful only as a 
pilot for a larger study. 
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Figure 7.9: Correlation between SAS scores and risk total scores 
Results suggest that risk perception is not related to participants sensation seeking 
scores as correlations between total RAQ score and both the SAS [r (17) = -.150, P > 
.05 ns land SSS-V [r (17) = -.253, P> .05 ns 1 measures of sensation seeking were not 
significant. Further more, there was no significant difference in RAQ responses 
between sensation seeking groups [F (I, 16) = .048, P> .05 ns]. This is contrary to 
previous literature that has established a link between sensation seeking and risk 
taking behaviour (Rundmo and [versen, 2004; Ripa, Hansen, Mortensen, Sanders and 
Reinisch, 200[; Jonah, Thiessen and Au- Yeung, 2001). Given the lack of significant 
relationships between RAQ and sensation seeking measures and the fact that this 
contradicts much of the previous research on these topics further analysis of the RAQ 
scores is warranted. 
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Analysis of the RAQ sub-scales reveals that there is a significant correlation between 
SAS total score and the emotion sub-scale of the RAQ [r (17) = .942, P = .019]. The 
result of a one-way ANOV A found no significant differences between the emotion 
sub-scale scores of the two SAS groups [F (1,16) = .048, P > .05 ns]. 
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Figure 7.10: Relationship between SAS total score and Concern sub-scale 
A significant negative relationship was found between participants scores on the 
concern sub-scale and sensation seeking scores [r (17) = -.507, P = .038]. Similarly, a 
significant difference between SS groups scores on the concern sub-scale was the 
result of a one-way AN OVA [F (I, 16) = 5.250, P = .037]. These results in 
conjunction suggest that traffic hazards are judged to be more emotionally disturbing 
by members of the low sensation seeking group. This is a plausible explanation of the 
willingness of high sensation seekers to take risks as the emotional consequences of 
risk taking are less salient. High sensation seekers attach less importance to the 
affective component of risk taking. The relationship between participants scores on 
the cognition sub-scale and SAS score [r (17) = .127, P> .05 ns] was not significant. 
Further more, no significant differences were found between SS groups scores on the 
cognition sub-scale (AN OVA [F (1,16) = .120, P > .05 ns]). The cognitive or belief-
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based component of risk perception (probability assessment of accidents) has to be 
distinguished from an affective component in that; emotion and concern were 
significantly related to sensation seeking (SAS) but, rational [cognitive] aspects of 
risk perception were not significant predictors of sensation seeking. This is contrary to 
the majority of studies which conclude that differences between sensation seeking 
groups are caused by "misperception" of dangers and traffic hazards (Arnett, 1990; 
Horvarth and Zuckerman, 1993; Heino, van der Molen and Wilde, 1996; Ulleberg and 
Rundmo, 2003; Rundmo and Iversen, 2004). These results however, suggest that 
probability assessments are not a significant factor in risk taking. 
7.4.3 Driving results 
The questionnaire data has provided a clearer picture of the sample used in this study 
by investigating the interrelation of several variables thought to have a significant 
impact on driver performance. It is now necessary to examine driving perfonnance. 
Several key driving behaviours have been addressed throughout the course of this 
thesis including speed, lateral control, headway etc. An examination of these variables 
will identify the effect of IVIS on performance of the driving task and the impact of 
sensation seeking on this relationship. 
7.4.3.1 Speed 
The sensation of speed is one of the primary aims of the sensation seeking driver and 
the majority of risk taking behaviours (including speeding) are a consequence of 
impeded progress in traffic flow (Zuckerman, 2007b). The habits and preferences of 
sensation seekers are aimed at maintaining an optimal high level of arousal. Fast 
driving is a common means of achieving this. It is reasonable to assume that accident 
and speeding ticket prone young drivers are more likely to be high sensation seekers, 
scoring high on scales that measure attitudes towards speeding and harbouring self-
serving attitudes and erroneous beliefs congruent with their higher preferred levels of 
arousal (Whissell and Bigelow, 2003). Evidence suggests that participants who record 
high scores on scales designed to measure sensation seeking report higher speeds 
when driving (Clement and Jonah, 1984; Furnham and Saipe, 1993; Arnett, 1991). 
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A conclusion of the results in Chapter Five was that participant behaviour was 
constrained by the limitations of the experimental design. Participants were required 
to complete trials using the LCT while maintaining a fixed speed. Results suggested 
that sensation seeking was not significantly related to performance; this is consistent 
with the constant speed factor. HSS participants were unable to drive at higher speeds 
that might have resulted in degraded secondary task performance. In order to 
overcome this limitation the speed of participants was not limited in the driving 
simulator study. Free adjustment of speed is a precondition for a relationship between 
speed and task demand (Harms and Patten, 2003). Further more, personality 
differences are more predictive of differences in behaviour when the situation and 
socially demanded response are less obvious (Zuckerman, 1991) e.g. there might be 
little variation in response to a red light at a junction, however responses might be 
expected to vary with the onset of the amber light as this is more ambiguous in what is 
acceptable/expected. In allowing participants free speed choice the likelihood of 
observing the behavioural characteristics of sensation seeking are increased as it is in 
measures of speed that we are most likely to encounter sensation seeking behaviours. 
Two key variables of interest with regards to speed were considered in this study; 
mean speed and maximum speed. 
HSS 
LSS 
Combined 
Baseline 
121.33 
102.76 
112.59 
Table 7.5: Mean Speed (km/h) 
SuRT Easy SuRT Average 
112.49 
88.1 
101.0 I 
110.55 
92.34 
101.98 
SuRT Difficult 
106.82 
87.52 
97.74 
The correlation between mean speed and sensation seeking (SAS) in the baseline 
condition was significant [r (17) = .685, P = .002], illustrating quite clearly the direct 
link between sensation seeking and mean speed. This is further illustrated in Figure 
7.11 which shows a strong positive relationship. Table 7.5 shows that there is a 
decrease in mean speed between baseline and dual [SURT] task performance. The 
result of a repeated measures ANOV A confirms that this difference is significant [F 
(3,45) = 9.791, P< 0.01]. Furthermore, a one-way ANOVA shows that there is a 
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significant difference between the mean speeds of high and low sensation seekers in 
the baseline condition [F (I, 16) = 9.235, P = .008]. Similar results were obtained for 
the Easy [F (I, 16) = 15.089, P = .001], Average [F (I, 16) = 15.022, P = .001] and 
Difficult SURT task conditions [F (I, 16) = 13.724, P = .002]. This shows that high 
sensation seekers drive significantly faster in all conditions than low sensation 
seekers. 
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Figure 7.11: Correlation between mean speed and SAS total score 
The difference between the maximum speed achieved in baseline and SURT task 
conditions was not significant [F (3, 13) = 2.901, P = .075 ns]. When considered in 
conjunction with the analysis of mean speed this result shows that both high and low 
sensation seekers achieve similar maximum speeds, but that high sensation seekers 
are better at maintaining these high speeds. 
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Table 7.6: Maximum Speed (km/PH) 
Baseline SuRT Easy SuRT Average SuRT Difficult 
HSS Max 147.76 166.37 140.95 145.59 
HSS Average 132.40 126.45 123.58 123.35 
LSS Max 130.55 121.54 138.18 122.85 
LSS Average 1.59 104.66 108.20 104.39 
The difference in maximum speed achieved between the sensation seeking groups was 
not significant [F (I, 16) = 2.902, P = .109 ns] for the baseline condition. This 
suggests that when demands of the driving task are low the differences between the 
two groups' maximum speeds are negligible. Further support for this view is found in 
the analysis of differences between sensation seeking groups for S URT conditions. 
Results of a series of one-way ANOV As show that sensation seekers achieved higher 
maximum speeds than low sensation seekers in all SURT task conditions (Easy [F (I, 
16) = 9.956, P = .007], Average [F (1,16) = 6.643, P = .021] and Difficult [F (1,16) = 
10.123, P = .006]), thus illustrating, that as the demands of the dual-task settings 
increase, low sensation seekers reduce their maximum speed possibly to divert more 
resources to the secondary task. 
7.4.3.2 Headway 
Evans and Wasielewski (1982) found that accident-involved drivers were more likely 
to follow with shorter time headways than accident-free drivers. Time-headway is a 
measure of longitudinal risk margin that is defined as the time lapse in seconds from 
the moment that the rear bumper of the car in front passes a certain point until the 
front bumper of a following car passes the same point. It has become a useful and 
frequent indicator of driver performance (Brackstone and McDonald, 2007). 
Previous research has established a link between headway and sensation seeking. 
Heino, van der Molen and Wilde (1996) identified a statistically significant difference 
between the time headways of sensation seekers and sensation avoiders. Sensation 
seekers and avoiders have been found to accept the same amount of perceived risk in 
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a car following scenario. Sensation seekers however reach this level of risk by driving 
considerably closer to the lead vehicle. It is expected that this pattern of results will be 
replicated in the single task (no IVIS) conditions. What is not clear is how sensation 
seekers/avoiders will perform when interacting with IVIS and how this in turn will 
impact their driving performance. 
Evans (1991) identifies two factors that contribute to short headway following; the 
first is that drivers have learned that the relative speed between themselves and the 
vehicle rarely changes suddenly and therefore the risk of accident is low and the 
second is that drivers learn to feel safe travelling at such headways because they have 
frequently done so without experiencing negative consequences (i.e. accidents and 
traffic citations). It is possible that both these aspects influence the headways of high 
sensation seekers, who have been shown to have a different perspective in terms of 
risk perception in comparison to the general driving population (Zuckerman, 1994; 
Arnett, 1990; Franken, Gibson and Rowland, 1992; Hansen and Breivik, 200 I). 
HSS 
LSS 
. Combined 
Table 7.7: Mean time headway (Seconds) 
Baseline 
4.847 
4.938 
4.89 
SuRT Easy SuRT Average 
5.656 
5.242 
5.461 
4.867 
4.328 
4.6\3 
SuRT Difficult 
5.839 
6.405 
6.106 
Table 7.7 shows that there is an increase in time headway between baseline and dual 
[SURT] task performance. The result of a repeated measures AN OVA confirms that 
this difference is significant [F (3, 14) = 7.216, P < .005]. The greatest headways are 
observed in the SURT difficult condition which is un surprising given that it is the 
most demanding condition and that previous literature has established that headways 
generally increase with increases in demand (Brookhuis, de Vries and de Waard, 
1991; Recarte and Nunes, 2003; de Waard, Kruizinga and Brookhuis, 2008). With this 
in mind it is surprising that headways observed in the SURT Easy condition are 
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greater than those observed in the SURT average condition. Furthennore, headways in 
the Baseline condition are comparable to those observed in the Average condition. 
The differences in time headways between sensation seeking groups are not 
significant. A one-way ANOV A shows that there is no significant difference between 
the headways of high and low sensation seekers in Baseline [F (1,16) = .038, P = .848 
ns], Easy [F (I, 16) = .527, P = .479 ns], Average [F (I, 16) = .694, P = .418 ns] or 
Difficult [F (I, 16) = 1.521, P = .236 ns]. It must be concluded that any headway 
differences between sensation seeking groups were at the chance level. 
HSS 
LSS 
Combined 
Baseline 
19.54 
14.16 
17.00 
Table 7.8: Minimum headway 
SuRT Easy SuRT Average 
47.11 
23.39 
35.95 
28.36 
15.18 
22.16 
SuRT Difficult 
28.82 
23.36 
26.27 
The difference between the minimum headway achieved in baseline and SURT task 
conditions was not significant [F (3, 13) = 2.907, P = .075ns]. A one-way ANOVA 
shows that there is no significant difference between the minimum headways of high 
and low sensation seekers in Baseline [F (1,16) = 1.370, P= .260 ns], Easy [F (I, 16) 
= 3.672, P = .075 ns], or Difficult SURT task conditions [F (I, 16) = .714, P = .412 
ns]. An exception to this trend is observed in the SURT Average condition [F (I, 16) 
= 5.657, P = .031]. It is possible that when the demands of the task are more 
ambiguous participants are less able to judge what a safe headway is; low sensation 
seekers may err on the side of caution while sensation seekers may be less aware of 
the risks associated with short headways. However, it is also possible that this result 
may be spurious and must be treated with caution until replicated in further studies. 
Overall, it must be concluded that there were no significant differences between 
sensation seeking groups in tenns of the longitudinal control of the vehicle. It is 
important to note however, that following distances are highly variable as they are 
situation dependent. Following is not the natural state of driving and headways are 
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only registered if and when a driver encounters slow moving traffic this makes direct 
comparisons difficult (Brackstone and McOonald, 2007). 
7.4.3.3 Standard Deviation Lateral Position (SDLP) 
SOLP is a widely used measure of driving performance. It measures the driver's 
ability to maintain lateral control of the vehicle by providing an index for each 
participant's road tracking error and ability to control the lateral motion of the car. 
Lateral position is sensitive to distraction through an increase in the number of lane 
deviations and exceedences during secondary task conditions. It is based on the 
assumption that the ideal path is along the centre of the lane (Green, Cullinane, 
Zylstra and Smith, 2004). Poor lateral control manifests itself as an increase in the 
SOLP. 
There is a caveat to using SOLP as a measure in a driving simulator in that it is low in 
absolute validity and, as such, only relative assumptions can be made. Reed and 
Green (1999) illustrate this in a comparison of participants (N= 12) performance on a 
telephone dialling task. There were two conditions; driving in a simulator and driving 
in a naturalistic setting. Lane keeping performance was more precise in the 
instrumented vehicle trials than in the driving simulator. Larger variances in steering 
wheel position and lane position (SOLP) were observed in simulated conditions. 
Ouncan (1998), in a validation of TRL's advanced driving simulator, illustrates that 
SOLP in the driving simulator is twice that of SOLP on the test track. Improved 
performance was observed in both the simulated environment and the test track when 
participants were instructed to concentrate on this aspect of the driving task further 
illustrating the relative validity of the driving simulator. The addition of an IVIS task 
increased the SOLP to a greater extent in the simulator than on the test track. Speed 
was also more affected in the driving simulator with the introduction of a subsequent 
IVIS task. Further more; SOLP can be affected by overtaking manoeuvres and 
voluntary changes due to the curvature of the road (Roskam, Brookhuis, de Waard, 
Carsten, Read, Jamson, bstlund, Boiling, Nilsson, Antilla, Hoedemaeker, Janssen, Harbluk, 
Johansson, Tevell, Fowkes, Victor, Engstrom, 2002). 
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HSS 
LSS 
Combined 
Baseline 
0.407 
0.399 
0.404 
Table 7.9: Mean SDLP 
SuRT Easy SuRT Average 
0.424 
0.349 
0.389 
0.451 
0.406 
0.430 
SuRT Difficult 
0.450 
0.425 
0.439 
Table 7.9 appears to show an increase in SDLP as the difficulty of the SURT task 
increases as well as a difference between sensation seeking groups. However the 
statistical analysis does not support these relationships. The result of a repeated 
measures ANOV A shows that there are no significant differences between conditions 
in terms of SDLP [F (3, 14) = 2.216, P = .132 ns]. Furthermore, a one-way ANOVA 
shows that there is no significant difference between the SDLP of high and low 
sensation seekers in Baseline [F (1,16) = .048, P = .830 ns], Easy [F (I, 16) = 3.555, 
P = .079 ns], Average [F (I, 16) = .637, P = .437 ns] or Difficult SURT task 
conditions [F (I, 16) = .169, P = .687 ns]. It must be concluded that the SURT task 
did not impact lateral control of the vehicle, nor were there significant differences 
between sensation seeking groups. 
7.4.4 Surrogate reference task performance 
Analysis of the driving data suggests that there is a significant impact of IVIS on the 
driving task. There is substantial evidence both here and in the research literature that 
suggests that high sensation seekers achieve and maintain far greater speeds than low 
sensation seekers and that this is true even under dual task conditions. However, the 
results of this study provide little evidence to support differences in driving skill, in 
terms of longitudinal and lateral control, between sensation seeking groups. It is 
therefore important to consider performance on the SURT task in terms of differences 
between sensation seeking groups. High sensation seekers appear to maintain high 
speeds at the same time as maintaining the safety critical elements of the driving task 
such as safe headways and lateral position. It is conceivable therefore that there are 
differences in performance elsewhere. Is there an associated cost, in terms of 
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secondary task perfonnance, of preserving the driving task? It is possible that high 
sensation seekers sacrifice secondary task perfonnance in order to maintain their 
preferred speed. Analysis ofSURT task data should indicate if this was the case. 
7.4.4.1 Number ofSURT responses 
The result of a repeated measures ANOV A was significant for the level of difficulty 
[F (2, 14) = 35.855, P < .001]. This demonstrates that there is a significant decline in 
the number of responses as the difficulty of the SURT task increases. 
Error Bars: 95% Cl 
SS_GROUP 
.HSS 
IiILSS 
Figure 7.12: Mean number of responses by SURT task and sensation seeking 
group 
Further analysis of the mean number of responses made in each SURT task condition 
found a significant difference (one-way AN OVA) between the number of responses 
made by high and low sensation seeking groups in the Easy SURT task condition [F 
(I, 16) = 7.476, P = .015]. No significant differences were observed between 
sensation seeking groups in the Average [F (I, 16) = \.965, P > .05 ns] and Difficult 
conditions [F (I, 16) = .058, P> .05 ns]. Figure 7.12 illustrates that HSS make the 
most responses in the SURT Easy and Average conditions but that LSS make 
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marginally more responses in the SURT Difficult condition. These results suggest that 
high sensation seekers complete significantly more SURT tasks than low sensation 
seekers when the SURT task is easiest, but as the difficulty level of the SURT task 
increases the differences between the two groups disappeared. 
7.4.4.2 Error Rate 
The result of a repeated measures ANOV A for the difference in error rate between 
levels of SURT task difficulty was significant [F (2, 14) = 6.497, P = .01]. Figure 7.13 
illustrates that the most errors were made in the SURT Difficult condition, while the 
least number of errors were committed in the Average condition with the number of 
errors in the Easy condition falling between. 
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Figure 7.13: Mean number of errors by SURT task and sensation seeking group 
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Figure 7.13 appears to show that low sensation seekers make more errors than high 
sensation seekers regardless of SURT task difficulty. However, the results of a series 
of one-way ANOVAs do not support this. Only in the SURT Average condition is the 
relationship between sensation seeking group and number of errors significant 
Average [F (I, 16) = 4.962, P = .042]. In both the SURT Easy [F (I, 16) = .476, P > 
.05 ns] and Difficult [F (I, 16) = 1.608, P > .05 ns] conditions the number of errors is 
not significantly different between sensation seeking groups. One possible 
explanation of these results is that, in the Easy condition errors occur as a result of 
participants not applying maximum effort and concentration due to the relatively 
simple nature of the SURT task, while in the Difficult condition errors occur because 
of the significant increase in complexity of the SURT task. It is possible that the 
Average condition is a true reflection of the differences in SURT task perfonnance 
between sensation seeking groups. A more likely scenario is that these results are 
inconclusive in that they do not accurately reflect the true relationship between 
sensation seeking groups. An important issue with regard to the counting of errors 
was raised in Chapter Five, in that it can prove to be unusable for short, easy-to-Iearn, 
or highly familiar tasks. This appears to be the case here where some participants 
made very few if any errors while others made a substantial number of errors. This 
means that there was insufficient data to formulate reliable theories and conclusions 
regarding the between groups relationship. 
7.4.4.3 Mean Task Time 
The results of a repeated measures ANOV A were significant for the within subjects 
factor ofSURT condition [F (2,14) = 13.611, P = .001]. This authenticates the trend 
illustrated in Figure 7.14 which shows that as SURT task difficulty increases there is 
an increase in the mean time taken to complete each task. 
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Figure 7.14: Mean task time by SURT task and sensation seeking group 
In tenns of sensation seeking Figure 7. I 4 shows that low sensation seekers took the 
most time to complete each task in all SURT conditions. The interaction between 
SURT task condition and sensation seeking group was only significant for the SURT 
Easy condition [F (1,16) = 7.517, P = .015]. The relationship between task time and 
sensation seeking group was not significant for both the Average [F (I, 16) = 2.3 70, P 
> .05 ns] and Difficult [F (1,16) = .026, P> .05 ns] SURT task conditions. 
This, as with the number of responses made, suggests that in the easiest SURT 
condition high sensation seekers are able to complete more tasks and do so quicker 
however, as the difficulty of the SURT task increases so do the resources required to 
complete both tasks and as such the differences between groups disappear as the tasks 
push participants closer to the limits of perfonnance. 
7.4.4.4 Mean Reaction Time 
The results of a repeated measures ANOVA was significant for mean reaction time [F 
(2, 14) = 9.229, P = .003]. As with mean task completion time there was a significant 
increase in the mean reaction time as the difficulty of the SURT task increases. 
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Figure 7.15: Mean reaction time by SURT task and sensation seeking group 
Figure 7.15 suggests that low sensation seekers react slower than high sensation 
seekers at the onset of each trial. A one-way ANOV A shows that this is the case for 
the SURT Easy condition [F (1,16) = 6.991, P = .018], but not for SURT Average [F 
(I, 16) = 2.169, P> .05 ns] or Difficult [F (I, 16) = .004, P > .05 ns]. This suggests 
that high sensation seekers react quicker to the onset of the S URT task when task 
demands are low but that these differences disappear as the difficulty of the SURT 
task increases. 
7.4.4.5 Number of Key Presses 
The result of a repeated measures ANOV A was significant for the mean number of 
key presses made in each SURT condition [F (2, 14) = 4.333, P = .034]. Figure 7.16 
shows that the number of key presses increases in line with increases in the difficulty 
of the SURT task. This increase in key presses occurs despite a significant decrease in 
the number of responses made. This suggests that participants are less accurate in the 
SURT difficult condition and that the increase is part of a search strategy using the 
highlighted section of the screen to emphasize the target circle. 
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Figure 7.16: Mean number of key presses by SURT task and sensation seeking 
group 
There were no significant differences between sensation seeking groups in any of the 
three SURT conditions (Easy [F (1,16) = .310, P> .05 ns], Average [F (I, 16) = .713, 
P> .05 ns] or Difficult [F (I, 16) = .004, P > .05 ns]). 
What do the secondary task results tell us about the role of sensation seeking in how 
participants are prioritising these tasks? As the difficulty of the SURT condition 
increased low sensation seekers appeared to make fewer responses, take longer to do 
so and also make more mistakes than HSS, they appeared to adopt a cautious 
approach regardless of the difficulty level. This suggests that LSS placed greater 
emphasis on LeT performance as they took more time to consider and complete each 
SURT task; they appeared to regard quality as more important than quantity. It is 
important to note that many of these differences disappeared as the difficulty of the 
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SURT task increased. This suggests that the resources available to high and low 
sensation seekers during these tasks are the same, but that HSS are more comfortable 
with dual-task performance when demands are stimulating rather than challenging. 
7.4.5 Compensatory driving behaviours 
The use of an advanced driving simulator has resulted in greater ecological validity 
than a similar experiment using the LCT (described in Chapter 5). The environment in 
this experiment was more representative of a realistic driving task due to superior 
environmental feedback i.e. engine noise, vehicle dynamics, rear and side views. It 
also contains more of the elements that make the driving task complex e.g. traffic, free 
speed choice and route navigation. Furthermore, the simulator measures what people 
actually do and not just what they are capable of doing as in the LCT. 
What do these results mean in terms of performance in Chapter Five? In the LCT 
experiment participants appeared able to maintain performance across the seven 
different secondary task conditions at what they believed to be an acceptable level of 
performance. Results suggested that participants were capable of maintaining driving 
task performance i.e. they were prioritising the driving task over the secondary tasks. 
SURT task data suggested that participants were sacrificing secondary task 
performance in line with the increased task difficulty associated with dual task 
conditions 
In this experiment data suggests that participants change there driving behaviour in 
order to maintain S URT task performance. Furthermore, they attempt to complete the 
SURT task to the best of their abilities but, the driving task remains the priority. There 
is a compromise in performance of both tasks in order to meet the demands of the 
experimental scenario. The completion of the SURT task leads to changes in driving 
performance particularly a significant reduction in speed during the use of IVIS. One 
explanation for this is that it could be the result of attention being diverted from 
driving goals to the SURT task. Within the context of multiple resource theory 
(Wickens, 1984; 2002), it is possible that driving at a slower speed reduces the 
demands placed on drivers resources and thereby enables resource availability to be 
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maintained at a level that equates with a perceived safety standard. However, it is 
possible that this new standard does not reflect what is for safe vehicle operation. 
Without sufficient attentional resources dedicated to the primary task [driving] drivers 
will be less able to cope with safety critical situations or increases in task demands. 
An alternative, yet complimentary, interpretation is that this effect is the result of a 
compensatory mechanism designed to reduce crash risk. Evidence suggests that 
drivers are capable of adapting their behaviour intelligently in order to cater for the 
increased load associated with IVIS (Wierwille, Antin, Dingus and Hulse, 1988). 
There is evidence in previous studies that drivers engage in risk compensatory 
behaviour that increase their margin for error during IVIS use (Dingus, McGehee, 
Mankkal, Jahns, Camey and Hankey, 1997; Shinar, Tractinsky and Compton, 
2005).Evidence presented by Haigney, Taylor and Westerman (2000) support the 
notion that drivers engage in compensatory behaviour in an attempt to reduce 
workload when using a mobile phone in order to maintain perceived safety margins. 
In their study participants drove significantly slower during a mobile phone call than 
either prior to or after the call. Given that the frequency of collisions or off-road 
incidents did not increase during the call supports the notion that participants were 
engaging in the process of risk compensation. 
If workload is predictable drivers will generally attempt to control its impact by 
making the driving task easier. The most noteworthy of example of which is a 
reduction in speed (Harms, 1991). Horberry, Anderson, Regan, Triggs and Brown 
(2006) demonstrate the impact of in-car tasks on drivers speed choice. 31 participants 
drove a 6km course in the MONASH University advanced driving simulator. 
Participants were presented with two distraction tasks; an auditory/vocal task which 
simulated hands-free mobile phone conversation. Participants were asked a series of 
general knowledge questions presented over the driving simulators audio system and a 
visual/manual task where they were required to interact with the cars radio/cassette 
player (tuning, changing the speaker balance, inserting and ejecting cassettes). Results 
indicate that drivers adopted lower mean speeds during the in-vehicle distraction 
conditions in comparison to baseline driving. The greatest impact on speed was 
observed in the visual task where participants were required to take their eyes off the 
road. 
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There are two sets of task involved with driving, the immediate and peripheral. 
Immediate tasks are central to driving and include staying on the roadway, 
maintaining forward motion, continuing on the intended course and identifying and 
reacting to changing events that can impact the driver (Seppelt and Wickens, 2003). 
Peripheral tasks are less important to the overall success of driving and include 
monitoring speed, the surrounding environment and processing static signs or objects 
in the periphery. For example, Beede and Kass (2006) illustrate that participants 
protect their lane keeping performance under dual-task (driving and a mobile phone 
task) by shedding peripheral tasks. Simplifying their driving behaviours allows them 
to maintain a straighter course in the presence of the distracting tasks and may have 
allowed them to focus more on their phone conversations. 
A participant's willingness to engage in compensatory behaviours is explained by the 
theory of compensatory effort (Hockey, 1997) which states that when faced with a 
difficult task [in this instance dual task performance 1 that conflicts with their goals 
[safe vehicle operation/successful IVIS task performance 1 participants will experience 
a state of stress (e.g. cognitive dissonance) in which participants will be motivated to 
reduce the discrepancy between the stress state and the optimal state (Hockey, 1986) 
i.e. the satisfactory performance of both the driving and IVIS tasks. To achieve this, 
the individual must either mobilise more effort in order to achieve performance goals 
(with an associated increase in physiological and behavioural costs), reduce their 
performance goals to avoid such costs, remove or modify the stressor in the 
environment or endure the stress state (with an associated long term impact). Within 
this framework; drivers' appear to be reducing performance goals, thus reducing 
driving task demands and workload. In the majority of cases a slower mean speed was 
observed in conditions where task demands were high. Similar strategies are seen in 
elderly drivers, who have been shown to alter their driving behaviours in order to cope 
with the demands of driving and the deterioration of driving skills which are an 
inevitable consequence of ageing. 
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7.6 Conclusion 
The primary aim of this study was to determine the differences in driving performance 
between High and Low sensation seeking groups under dual-task (lVIS) conditions in 
an advanced driving simulator. The critical findings of this study were the large effect 
observed between baseline and IVIS conditions and the significant difference in the 
driving speeds of sensation seekers. Further evidence was provided that shows that 
IVIS impair performance of the driving task. 
The results of this study support the following conclusions; 
1. Strong evidence IS presented of a significant impact of IVIS on driving 
performance. 
2. There is a significant difference in the mean driving speeds of high and low 
sensation seekers. 
3. The difference between maximum speeds was not significant. 
4. Sensation seeking does not affect longitudinal and lateral vehicle control. 
5. Participants engage compensatory strategies in order to meet the demands 
associated with dual-task performance. 
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Chapter Eight: Overview of the results 
8.1 Introduction 
The previous chapters have described and discussed the results of a series of empirical 
studies. In particular, the impact of sensation seeking on the use of In-Vehicle 
Information Systems (IVIS) has been investigated experimentally in order to 
understand the changes in driving behaviour associated with the use of such systems 
and the way in which sensation seeking mediates these changes. This chapter will 
summarise the results of the research reported in this thesis, first in terms of the 
introduction of IVIS in terms of their impact on the use of standardised measures of 
distraction potential and, secondly, with respect to the selection of participants for 
IVIS evaluation trials. 
8.2 Summary of results: impact of IVIS use 
IVIS devices of increasing complexity are being used by drivers at an accelerating 
rate (CanaIys 2007; Ethier, 2007; Brinton, 2007). However, the use of some systems 
at inappropriate times, presents an unacceptable risk to all road users by distracting 
drivers (Green, 1997; Bums and Lansdown, 2000; Stevens and Minton, 2001; Stutts, 
Reinfurt, Staplin and Rodgman, 200 I). The impact of these changes on the driving 
process in terms of vehicle safety and usability are the focus of much current research 
and public discussion. The research reported in this thesis extends our knowledge of 
driver response to the use of in-vehicle systems and also informs the further 
refinement of evaluation methods. 
In Chapter Five the Lane Change Task (LCT), a surrogate measure of driving that 
contains elements of lateral control and event detection, was used to measure the 
impact of IVIS on performance and examined the role of sensation seeking as a 
mediating variable in this relationship. The results indicate that there is a significant 
performance cost associated with dual task performance that is consistent with 
previous research using the LCT (Bums et ai, 2007; Wilschut et ai, 2008). A 
significant main effect was observed between the baseline condition and all secondary 
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task IVIS conditions. There were however, no differences between the different 
secondary tasks. This was surprising given that the selection of these tasks was based 
on both an expert review and a key stroke level task analysis (Horberry, Stevens, 
Robins, Cotter and Bumett, 2007). 
Two alternative options were suggested as possible explanations for this result. The 
first was that the LCT is not sufficiently sensitive to differences in the demands of the 
different IVIS tasks. The LCT is an aggregate measure and it is possible that choosing 
the wrong lane could cause a similar deviation from the normative path as a poorly 
performed but correct lane change. The fact that previous research has shown that the 
LCT can discriminate between tasks (Bums et ai, 2007; Wilschut et ai, 2008) makes 
this explanation less likely. The alternative suggestion was that participants were 
varying the amount of effort assigned to the different tasks. Matthews and Sparkes 
(\ 996) found that participants applied more effort in dual task conditions and relaxed 
when performing the driving task alone. A similar effect may be observed here in that 
participants may be mobilising more resources and increasing effort in the more 
difficult conditions or relaxing and decreasing effort while completing the easier 
tasks. 
These results are in line with the theory of compensatory effort (Hockey, 1997) which 
states that, when faced with a difficult task, participants will either mobilise more 
effort in order to achieve performance goals (with an associated increase in 
physiological and behavioural costs) or reduce their performance goals to avoid such 
costs. Analysis of secondary task performance supported the view that participants 
reduced their performance goals for each task in order to preserve dual task 
performance at a level they believed to be acceptable. Results showed that as the 
difficulty of the SURT task increased, performance declined (significant decreases in 
number of responses, increase in number of errors and an increase in task completion 
time). This suggests that participants were reducing their SURT level performance, 
but at the same time maintaining LCT performance. Additionally, the relationship 
between task completion time and sensation seeking was significant. High sensation 
seekers reacted faster than low sensation seekers and this leads to quicker total tasks 
times for this group. 
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The study reported in Chapter Six attempted to benchmark the impairment caused by 
IVIS to that caused by intoxication with alcohol at the UK drink driving limit. The 
aim was to expand previous research concerning mobile phone impairment to other 
IVIS devices. Results show that performance of the driving task in conjunction with a 
variety of IVIS devices was significantly worse than both baseline [LCT only] driving 
and driving at the current UK standard for driving under the influence of alcohol. A 
significant increase was found between static task times and time taken to complete 
tasks in conjunction with the LCT [dynamic task time]. However, as in Chapter Five, 
no significant differences were found between the different IVIS conditions in terms 
of mean deviation from the normative model. Again, this is supportive of the view 
that participants are prioritising LCT (driving) performance and further credence is 
given to this notion by considering data relating to total task times. A significant 
difference in terms of time taken to complete these tasks was found between the 
different IVIS tasks. Total task times are indicative of the costs of dual task 
performance. Results suggest that the greatest change in performance is observed 
during the use of IV IS which compete directly with resources usually dedicated to the 
driving task. Furthermore, the comparison between task times of IVIS tasks (based on 
expert review and key stroke level task analysis; Horberry, et aI, 2007) and dynamic 
task times observed under dual (LCT) task conditions shows that these tasks take 
longer to complete during LCT trials than predicted using the key stroke level model 
and the occlusion technique (Horberry et aI, 2007). 
In Chapter Seven an attempt was made to extend the results obtained in Chapters Five 
and Six using a method with greater ecological validity. The main aim of this study 
was to determine the differences in driving performance between high and low 
sensation seekers. This will be addressed in the subsequent section regarding 
sensation seeking. With regards to the impact of IVIS, speed has been identified as a 
key indicator of driver performance both in previous research literature (Zuckerman 
and Neeb, 1980; Wasielewski, 1984; Jonah, 1997; Ripa et aI, 2001; Goldenbeld and 
van Schagen, 2007; Wynn, 2005) and in the conclusions drawn in Chapter Five. In 
Chapter Seven, results revealed a significant difference in mean speed between 
baseline and dual task performance. Decreases in speed were observed as the 
difficulty of the SURT task increases. However, maximum speed differences were not 
significant, which suggests that the peak speeds achieved in each condition were 
275 
similar but only when task demands were low could high speeds be maintained. This 
evidence strengthens the notion that speed is an important characteristic of driving 
behaviour. 
The LCT is a composite measure of lateral control and event detection and both of 
these variables can be measured in the driving simulator. Lateral control is typically 
measured in terms of standard deviation of lateral position (SDLP). SDLP is an index 
of each participant's road tracking error and ability to control the lateral motion of the 
car. Lateral position is sensitive to distraction through an increase in the number of 
lane deviations and exceedences during secondary task conditions. No significant 
differences in SDLP were reported between conditions. This means that the variability 
in lateral control was similar across, not only the different levels of the SURT task, 
but also between baseline driving and dual-task conditions as well. In conjunction 
with the analysis of secondary task performance, that outlined a decline in 
performance as the difficulty of the SURT tasks increase; this result indicated that 
participants were prioritising the driving task over performance of the secondary 
[SURT] task. An improvement in task performance and a worsening of the SDLP 
would be expected if participants were favouring the SURT. 
One measure that is not available in the LCT, but is normally available in an advanced 
driving simulator, is headway [a measure of longitudinal control]. Both mean and 
minimum headway were considered in this analysis. A significant increase in mean 
headway was observed between baseline and IVIS conditions. The analysis of 
minimum headway did not reveal a significant difference between baseline and IVIS 
conditions. These results indicate that participants achieved similar minimum 
following distances in all conditions but that following distances increased when 
drivers diverted resources away from the driving task and towards SURT 
performance. This again indicates that participants were reducing the performance 
goals associated with the driving task in order to accommodate the SURT task. This is 
consistent with previous research that suggests that drivers will increase headways in 
order to compensate for the increase in risk associated with lVlS use (Haigney, Taylor 
and Westerman, 2000; Harms, 1991; Horberry, Anderson, Regan, Triggs and Brown, 
2006; Dingus, McGehee, Mankkal, J ahns, Camey and Hankey, 1997). 
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The first aim of this thesis was to further assess the distraction potential of in-vehicle 
information systems. Overall, these results show that there is a significant difference 
in performance of the driving task after the introduction of an IVIS system. 
Distraction caused by the use of in-vehicle information systems has the potential to 
impair driving performance but at present it has not been possible to quantify the 
absolute nature of this impairment.. The results of this thesis highlight the need for 
suitable methods of quanti tying distraction potential. 
8.3 Quantifying distraction potential 
In Chapter Two a distinction was made between absolute and relative measures of 
distraction. The limited utility of relative measures is well understood and, at present, 
there is no consensus on absolute measures. Relative measures refer to those metrics 
that are reliant on a comparison between a novel system and a range of previously 
defined tasks (e.g. radio tuning, adjustment of climate controls). If the novel system 
produces more distraction 'relative' to the comparison task it must be concluded that 
the device produces undesirable levels of distraction. The drawback to using relative 
measures is that the development of appropriate comparison tasks has proved 
particularly difficult (Haigney and Westerman, 2001). Furthermore, it is difficult to 
know for certain that differences between comparison and target tasks will in fact lead 
to a safety critical change in performance. Accurate definition of the impact of IV IS is 
dependent on both the comparison task and measurement variables used. 
Absolute measures refer to those measures which have a prescribed value beyond 
which performance is deemed unsafe. The prime example of an absolute measure is 
the '15 second rule' (12365; SAE, 1998) which states that tasks taking greater than 15 
seconds when completed at the side of the road is unsuitable for operation while the 
vehicle is in motion. Concerns regarding the use of J2365 were outlined in Chapter 
Six and centre on the ability to distinguish between tasks that produce acceptable and 
unacceptable levels of distraction (diagnostic sensitivity) when applying this 
procedure. Evidence has shown that many tasks can be completed safely while driving 
that do not meet the 15 second static task time standard (Tijerina, Johnston, Palmer, 
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Winterbottom and Goodman, 2000; Parkes and Hooijmeijer, 2000; Reed-Jones, Trick 
and Matthews, 2008). 
Chapter Three included a discussion of the key laboratory based methods of 
measuring the potential for distraction of secondary tasks. These methods are all 
relative measures and as such have limited scope for comparison because none of 
these measures have a safety critical value beyond which performance is regarded as 
inadequate .. They are reliant on within subjects comparisons that measure the change 
in performance between single and dual task performance, it is however possible that 
this change does not equate to a change in the driver's ability to operate a vehicle 
safely. Three key methods were identified and considered; the peripheral detection 
(POT), occlusion and lane change tasks (LCT). 
The occlusion task is designed to reproduce the visual time sharing required by 
drivers who use an IVIS while driving (Goujon, 2001) by periodically obstructing a 
participant's vision. However, there is concern within the research community that the 
occlusion task is not a true dual task paradigm in that participants can still focus their 
attention on the primary task while occluded (Young, Regan and Hammer, 2003; 
Lansdown, Bums and Parkes, 2004; Monk and Kidd, 2007). Furthermore, there are 
problems when using total glance time as an index of performance. High values are 
generally assumed to indicate unsafe performance; however, it is possible for a task to 
be highly 'chunkable' (requiring many short glances), yield high task times but not 
impact on performance of the driving task (Chaing, Brooks and Weir, 2001). What is 
more important is a participant's ability to interrupt the secondary task when primary 
task demands are high. Additionally, the technique is reliant on forced occlusion and 
reopening that does not correlate with realistic human behaviour (Altrnann and 
Trafton, 2002). While these doubts remain the occlusion task should be considered 
unsuitable for sole use in the evaluation of IVIS devices. 
Similarly, the peripheral detection task has been criticised as it adds to the workload 
of the driver (Engstrom, Aberg, Johansson and Hammarback, 2005). A typical POT 
trial consists of the primary task (driving), the secondary task (operating the IVIS 
device) and a tertiary task (POT). The POT may be too difficult to perform while 
driving and using an IVIS. Furthermore, a lack of sensitivity to different levels of 
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driver workload has been shown using the POT (Patten, Kircher, Ostlund and Nilsson, 
2004) and evidence has shown that the POT is not suitable for measuring the 
distraction caused by IVIS unless information is presented visually (Hanns and 
Patten, 2003). On this basis the POT was dismissed as unsuitable in this instance. 
The final option was the Lane Change Task (LCT). Currently under development as 
an ISO standard, it is a true dual task that requires the participant to switch attention 
between a primary driving task (measuring event detection, lateral control and 
tracking performance) and the IVIS task. What little evidence that has been published 
regarding the LCT suggests that it is possible to distinguish between single and 
varying levels of dual task performance (Bums et ai, 2007; Wilschut et ai, 2008). The 
results of Chapter Five supported the view that the LCT is a useful tool in the 
measurement of distraction potential of IVIS. A power analysis supports the draft 
standard recommendation of 16 participants. Results indicate a large effect size of 1.4 
between baseline and dual task conditions that equates to a power function of 0.97 or, 
a 97% chance of rejecting the null hypothesis, meaning it is almost certain that a 
significant effect will be found when the sample contains 16 participants. 
A similar analysis of the difference between LCT performance in relation to sensation 
seeking shows that far greater numbers are needed to investigate a between groups 
variable. Results indicate a relatively small effect size (0.42) and in turn limited power 
(0.21) equating to a 21 % chance of rejecting the null hypothesis. Strategies for 
improving power were discussed and it was concluded that increasing the number of 
participants recruited for between subjects comparison was the best solution. Based 
on the observed effect size the number of participants required to obtain a statistical 
power of 0.80 (based on recommendations from Cohen, 1988) was 89 participants per 
group and 267 in total to replicate the current design. It is important to repeat a note of 
caution regarding retrospective power analyses as they have received both widespread 
support and criticism (Thomas, 1997; Hoenig and Heisey, 2001; Zumbo and Hubley, 
1998; Aguinis, 2004; APA, 200 I). 
The results of Chapter five, namely a significant increase in mean deviation from the 
normative model in IVIS conditions when compared to a baseline measure of LCT 
performance, raised an important issue with regard to the impact of IVIS, how to 
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quantify LCT results and, by extension, quantify the distraction potential of IVIS? 
Many of the current design principles/ standards that evaluate the impact of IVIS are 
limited by the fact that they are based on task times. The LCT is not. It is a surrogate 
measure of driving that contains elements of lateral control and event detection. The 
key measure is deviation from an ideal path throughout the LCT trial. The LCT is 
limited however, by the fact that there is not a safety critical value above which 
performance is deemed unsafe. The current measure of performance for the LeT is a 
within subjects comparison between baseline [single task] and dual task performance. 
The problem with this is that poorer performance does not necessarily equate to 
unsafe performance. A key issue with the use of the LCT is to establish a criterion that 
denotes poor [safety critical] performance. 
The aIm of Chapter six was to establish a benchmark companson between the 
impairment caused by IVIS use and the impairment caused by driving under the 
influence of alcohol, and to use this comparison as a basis for the development of a 
safety critical value for the LCT beyond which performance can be deemed unsafe. 
The impairment caused by alcohol intoxication is widely accepted to impact safe 
performance of the driving task to the extent that legislation exists in most countries 
to prohibit driving under the influence of alcohol. The main finding of Chapter Six 
was that performance under IVIS conditions is significantly worse than when driving 
under the influence of alcohol at the UK legal limit. A value based on the mean value 
of deviation from the normative model in the alcohol condition (1.442 metres) was 
suggested as an initial starting point. 
The success of this value was calculated using Signal Detection Theory (SOT; Tanner 
and Swets, 1954). A receiver operating characteristic (ROC) curve was plotted that 
illustrates that in 96.66% of IVIS trials (58 of 60 tasks) the mean deviation from the 
normative model was greater than during the intoxicated drive, while only 3.33% (2) 
of tasks were incorrectly classified as unsafe. This is strong evidence that participants 
are poor judges of what is safe. In was concluded in Chapter Five that participants 
were reducing their performance goals for each task in order to preserve dual task 
performance at a level they believed to be acceptable. The results of Chapter Six 
suggest that this level is unsafe. Furthermore, the benchmarking process converts the 
LCT from a relative to an absolute measure and allows for both relative and absolute 
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judgements regarding the impact of IVIS. The use of both is complimentary and 
compensates for the shortcomings of each when used in isolation. Overall, it can be 
concluded that the LCT is a viable method in the quantification of distraction 
potential. 
8.4 Summary of results: Sensation seeking 
The link between attitudes and driving behaviour has been well established (Parker et 
ai, 1995; West and Hall, 1997; Ulleberg and Rundmo, 2003; Whissell and BigeIow, 
2003; Iversen, 2004) and it has been suggested that the relationship between 
personality traits and risky driving behaviours is mediated by the attitudes of the 
individual (Ulleberg and Rundmo, 2003). Ajzen and Fishbein (1977,1980) argue that 
behaviour is determined by an individual's intention to perform the behaviour and that 
this intention is, in turn, a function of their attitude towards the behaviour and their 
subjective norm. Thus, attitudes can predict behaviour provided that they are both 
accurately defined and measured and that there is a specific degree of correspondence 
between the variables under investigation. Azjen and Fishbein (1980) defined, an 
attitude as an index of the degree to which a person likes or dislikes an object, where 
"object" is used in the generic sense to refer to any aspect of the individual's world. 
There is a direct relationship between attitudes, personality and behaviour, each 
concept interacting to impact on the individual's performance. 
The results of Chapter Two (literature review) identified sensation seeking as a 
variable that can have a significant influence on driver performance but is rarely 
considered when selecting participants for evaluation trials. In this thesis sensation 
seeking was defined as "the seeking of varied, novel, complex, and intense sensations 
and experiences and the willingness to take physical, social, legal and financial risks 
for the sake of such experiences" (Zuckerman; 1994). It has been shown to 
significantly correlate with a wide range of risky driving behaviours (Jonah, 1997) 
such as tailgating (Heino, van der Molen and Wilde, 1996), driving while intoxicated 
(Zuckerman and Kuhlman, 2000), non-seat belt use (Wilson, 1990) and in particular 
speeding (Whissell and Bigelow, 2003). 
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A key question concerning this concept regards how sensation seeking is distributed 
throughout the driving population. Chapter Four was designed to answer the question; 
what is the prevalence of sensation seeking in the driving population? Results 
indicated that sensation seeking was normally distributed throughout the population 
confirming a long standing assumption within the research literature. One problem 
with many of the studies of sensation seeking is that their samples generally consist of 
undergraduates and this raises the possibility of an age related confound. An attempt 
was made here to sample from a wider range of drivers. A sampling strategy based on 
the principles of inclusive design was proposed wherein participants would be 
selected based on 5th, 50th and 95th percentile scores. This strategy would encompass 
the widest range of people it is reasonably practicable to include in evaluation trials. 
In addition, a number of trends reported in this study were consistent with previous 
research. For example, male participants scored higher than female participants 
(Torki, 1993; Rosenblitt, Sol er, 10hnson and Quadango, 2001; Rosenbloom and Wolf, 
2002a) and an age related decline in sensation seeking scores was observed 
(Zuckerman, Eysenck and Eysenck, 1978; Carton, 10uvent, Bungener and Wildlocher, 
1992; Mian and Kay, 2003). 
The main aim of the study described in Chapter Five was to determine the differences 
between high, low and normative sensation seekers' performance of the LCT, both 
alone, and under dual task conditions. Analysis of the between groups factor 
[sensation seeking group] did not reveal any significant differences in LCT 
performance. In this instance there was a failure to reject the null hypothesis and it 
was concluded that the results were inconclusive. A subsequent examination of 
statistical power revealed that under these design conditions there was a 21 % chance 
of rejecting the null hypothesis and that the design was drastically under-powered, 
suggesting that there is an increased probability of a Type 11 error. This was not the 
case in a similar analysis of the dual task LCT performance which found a large effect 
and high power (97% chance of rejecting the null hypothesis). 
The possibility that there was an absence of effect was discussed. However, this is 
highly unlikely given the existence of previous research that illustrates the impact of 
sensation seeking on the driving task. A more realistic possibility was that the LCT 
restricts the behaviour of participants and therefore the power of the design. In an 
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attempt to improve this design for future studies a calculation of the sample size 
necessary to reach a power of 0.80 [80% chance of rejecting the null hypothesis] was 
performed and a recommended group size of 88 participants per group would be 
required to obtain a reliable significant result with respect to sensation seeking using 
the LCT. 
Evidence from Chapter Seven examines the differences between the performances of 
high and low sensation seekers (measured using the Speeding Attitude Scale Whissell 
and Bigelow, 2003) in an advanced driving simulator (CarSIM). The use of CarSIM 
increased the ecological validity of the experimental context. A significant correlation 
was found between participants SAS and SS scores replicating the same patterns 
observed in Whissell and Bigelow's (2003) study, all be it in a small sample. 
Additionally, a significant relationship was established between participants' SAS 
scores and total score on the Driver Behaviour Questionnaire (DBQ). Furthermore, as 
participants' SAS scores increased, so did the number of violations reported. 
No significant relationships were established between SAS and the total scores of the 
Risk Assessment Questionnaire (RAQ). This is contrary to previous literature that has 
established that high sensation seekers perceive risk in a different manner to low 
sensation seekers i.e. high sensation seekers generally perceive less risk in a variety of 
situations (Furnham and Saipe, 1993; Heino, van der Molen and Wilde, 1996; Ripa, 
Hansen, Mortensen, Sanders and Reinisch, 200 I; 10nah, Thiessen and Au- Yeung, 
200 I). Analysis of the RAQ sub-scales revealed that the concern and emotion 
dimensions were significantly correlated with SAS scores but the cognition dimension 
was not. This suggests that the emotional consequences of risk taking are more salient 
to low sensation seekers than they are to high sensation seekers and that the 
probability of accident is not an important element in the risk assessment of sensation 
seekers. 
The relationship between mean speed in the simulator and SAS scores was significant. 
High sensation seekers wcre found to drive faster in all conditions (baseline, SURT 
easy, SURT average and SURT difficult) than low sensation seekers. Differences in 
maximum speed were not significant. When considered together these results indicate 
that both high and low sensation seekers achieve similar maximum speeds, but that 
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high sensation seekers chose to maintain these high speeds. Overall, this suggests that 
as the demands of the task increase low sensation seekers choose to reduce there 
speeds to a greater extent than high sensation seekers, possibly to divert more 
resources to the secondary task. 
There were no significant differences between the sensation seeking groups for both 
mean headway [longitudinal control] and SDLP [lateral control]. This result is 
interesting as it lends support to the finding in Chapter Five that there were no 
significant differences between the mean deviations from the normative model of high 
and low sensation seekers. Inappropriate sample size was hypothesised to explain this 
lack of significant difference however, this may indicate that there are in fact no 
differences in the driving performance of high and low sensation seekers in terms of 
these variables. It is important to note that this finding would need to be replicated in 
future studies given that following distances are highly variable and context 
dependent (Brackstone and McDonald, 2007). Furthermore, it has been suggested that 
the SDLP is low in absolute validity and can be affected by overtaking manoeuvres 
and may therefore be unreliable (Duncan, 1998; Reed and Green, 1999; Roskam, et ai, 
2002). 
With regards to the SURT task there was a substantial decline in the number of 
responses as the difficulty of the SURT task was increased. Additionally, there was a 
significant increase in the number of errors made. This supports the notion proposed 
in Chapter Five that participants tend to prioritise the driving task over the SURT task. 
A significant increase in mean task time was observed in the SURT easy condition 
and this difference was significant between sensation seeking groups. This suggests 
that high sensation seekers have a performance advantage over low sensation seekers 
in very easy tasks but that these differences disappear as task difficulty increases. This 
is further evidence that speed is an important characteristic of driving behaviour and is 
in line with findings from both the literature review (Zuckerman and Neeb, 1980; 
Wasielewski, 1984; Clement and Jonah, 1984; Arnett, 1991; Whissell and Bigelow, 
2003) and Chapter Five. A central aim of this thesis was to assess the impact of 
sensation seeking on the use of IVIS. The experimental program focused on the 
difference in performance between high and low sensation seekers when engaged in 
IVIS related tasks concurrent to the driving task. Overall, results indicate that high 
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sensation seekers perform better under dual task conditions and in particular when the 
demands of the tasks are low. 
8.5 Selection of participants 
This thesis has attempted to understand the factors determining individual differences 
in human performance within the context of the driving environment. It highlights the 
need to define the driver characteristics that affect performance of the driving task, a 
basic requirement in the planning, execution and analysis of evaluation trials 
undertaken in standards development or IVIS conformance testing. Sensation seeking 
was identified as a key characteristic affecting the outcomes of human performance 
trials. This series of experiments has illustrated the importance of controlling as many 
driver variables as possible by illustrating the impact on simulated driving 
performance of a driver characteristic that is very rarely reported when describing a 
sample population unless it is the variable of interest. Selecting a sample that does not 
consider sensation seeking may lead to outliers that in turn lead to spurious 
conclusions. 
In order to successfully contrast evaluation studies it is important that they involve 
comparable participant populations, without which any conclusions drawn are 
impaired. Each time we undertake a study we must define the required population 
from which our sample is to be drawn. This requires the definition of participant 
characteristics. Before we can actively manage the measurement of participants we 
must identify those driver characteristics which differ greatly across the target 
popUlation in order to successfully define our sample. The identification of 
appropriate research participants for investigating the use of IV IS is a critical venture 
for the human factors discipline, particularly for the dissemination of results for use 
by the wider research community (e.g. preparing literature reviews and the replication 
of results). 
Currently, III participant-based trials, reports typically describe the methods of 
selecting and assigning participants to experimental conditions with details of any 
payments made to them. The total number of participants is reported along with the 
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number assigned to each experimental condition and if any participants did not 
complete the experiment, and why (American Psychological Association, 200 I). In 
general, when describing the participants that took part in a study, major demographic 
characteristics such as sex, age, and race/ethnicity are reported. In addition, when a 
particular demographic characteristic is an experimental variable, or is important for 
the interpretation ofresults, specifics about the group are also provided. This does not 
give sufficient detail to allow for reliable comparison between studies. It would be 
more useful to report driver characteristics, even when they are not analytic variables, 
as it would give the reader a more complete understanding of the sample. This is 
particularly useful when integrating results into the wider research context. 
Inevitably, it is the responsibility of the researcher to make the decision about what 
participants are suitable to take part in an investigation. No two studies will be 100% 
the same, they may have certain criteria which they use to exclude participants, such 
as fatigue, alcohol, drugs or legal medication, and vision disorders. It would be 
resource intensive to investigate and report every characteristic of every participant 
and a more practicable solution is needed. A necessary first step in this process is to 
devise a method of recording the variables that have been investigated. Clearly 
identifying the variables that have been recorded facilitates comparison between 
studies. It would be difficult to make the reporting of these characteristics mandatory; 
however, widespread adoption of such systems would lead to increased comparability 
of studies and assist in the specification of test protocols. The progress that can be 
made by agreeing a standardised method of reporting sample distribution far 
outweighs the effort necessary to achieve consensus regarding sample selection. To 
achieve this there is a need for automotive human factors researchers to better define, 
understand and manage driver characteristics. The identification of appropriate driver 
characteristics is critical to helping researchers select samples that are representative 
of target populations. Furthermore, it allows more accurate definition of individual 
groups by facilitating the control of variability within groups. For example, restricting 
the range of scores within high and low sensation seeking groups to ensure that the 
selected groups are heterogeneous. This strengthens the interpretation of results when 
making comparisons both between groups and between studies. 
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What is currently lacking is guidance for researchers as to what variables they may 
like to consider and the impact that these variables have on performance trials. 
Driving is not an exclusive task and there is great variance within the driving 
population. It is apparent when reviewing the literature that there are a vast number of 
characteristics that can affect the ability of a driver to perform the driving task and 
that in many cases these characteristics are intertwined. Despite the differences in the 
effects of these characteristics one reoccurring trend is apparent. When discussing the 
development of new IVIS devices is the need for such devices to enhance the user's 
performance and not to exacerbate the problems of the target group. Table 8.1 lists a 
number of relevant factors in selecting a sample, the potential impact of these factors 
and an appropriate management strategy in instances when they are not the 
independent variable. These factors are likely to play an important role in participants 
performance during trials designed to evaluate the driving task. Furthermore, 
delineation of these variables is complicated by the complex interaction offactors, for 
example, differences between driving exposure between men and women as a 
function of age. It is important to note that this list is not exhaustive, there are other 
factors not considered. 
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Table 8.1: Factors affecting participant trials 
Age 
Experience 
Gender 
Fatigue 
Sensation Seeking 
Anger, 
and Road Rage 
Young drivers: Lack of exposure/ experience 
Older drivers: ve Vision 
Inexperience is the primary factor contributing to the poor safety 
record of novice drivers. Differences are largely associated with 
information processing strategies. High exposure drivers, particularly 
skew distributions. 
Male drivers: Are involved in more accidents, commit more 
violations, drive without a seat belt; drive with a blood alcohol level 
slightly over the legal limit and drive further and more often. 
Female drivers: Have lower annual mileage, have more accidents 
related to vehicle handling and manoeuvring, limited experience of 
different vehicles and make fewer 
A key factor in road traffic (7% of all accidents are sleep-
related; 15% of motorway accidents). Severely reduces the mental 
resources available to the driver. 
High sensation seekers: drive at higher speeds, report more violations 
and take greater risk than low sensation seekers. 
Low sensation seekers: drive at lower speeds, commit fewer violations 
and take less risks than either normative of sensation seekers. 
High anger drivers are an at risk group for accident. 85% of all crashes 
in Great Britain are the result of aggressive driving (speeding and 
ignoring traffic rules). High state anger may interfere with attention, 
information and motor 
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Select a stratified sample including old and 
young drivers representative of population norms 
select from around the mean. 
Select a sample, select from around the 
mean or, use a minimum/maximum annual 
mileage. 
Select equal numbers of male and female 
participants. 
Screen participant for acute fatigue symptoms. 
Selection of a sample based on standardised 
populations. Select equal numbers of high and 
low sensation seekers based on 5th (low) and 95 th 
(high) percentile scores. 
Use a state measure of driving anger to identity 
those participants who may display inappropriate 
affect. 
Locus of Control Internal locus of control is predictive of aggressive driving behaviour, Select equal number of participants with Internal 
accident rate and self-report violations and External locus of control 
External locus of control is predictive of low conformity, low 
emotional stability, lower energy level, lack of compulsion, and 
egocentrism 
ADHD ADHD patients are high risk for adverse driving outcomes e.g. Selection of a sample representative of the 
speeding, citations and crashes and are more likely to have had their frequency of ADHD within the standardised 
licenses revoked or suspended. population. 
Alzheimer's Affects \0% of the population over 65 and most of those over 85, Exclusion may be advisable dependent on the 
Disease results in impaired ability to drive safely. AD patients drive less than progress of the disease. 
half the distance per week of controls and are at increased risk of 
traffic accident. 
Schizophrenia The impact of schizophrenia varies greatly across patients. Cognitive Exclusion may be advisable dependent on the 
and psychomotor impairments are a core feature of schizophrenia. extent of symptoms, some high functioning 
There is increased risk of accident due to significantly slower speeds (organised) schizophrenics may be suitable 
and poor lateral vehicle control. however low functioning schizophrenics will not. 
Cardiovascular Considerable risk of accident (particularly post-operative). Drive Exclude those drivers whose driving profile 
Disease significantly fewer miles per year than healthy controls. Post- changes post-treatment, or differs greatly from 
operative cognitive decline is common. matched controls. 
Diabetes Accident involvement of patients with diabetes is estimated at 5.2%. Exclusion can not be justified given the rate of 
Insulin dependent diabetes (Type I) patients are more frequently diabetes in the UK driving population, therefore 
involved in road traffic accidents in comparison to matched controls selection of a sample that reflects this population 
More than 2m diagnosed with diabetes in UK. is advised. 
Narcolepsy Increased accident rate in drivers diagnosed with narcolepsy or sleep Screen participant for acute fatigue symptoms. 
apnoea. Impaired cognitive functioning during an episode and 
increases in sleep paralysis, hallucinations and "micro-sleeps". 
Alcohol Use Impairment of psychomotor performance, increased tracking Screen participants for acute intoxication. 
variability, decreased steering ability, increased speed variability, Exclude chronic users and t-totals (particularly 
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increased SDLP, increased reaction times, greater brake reaction times for trials involving alcohol). 
and body sway. Significant impairments of divided attention, 
immediate and delayed free recall, impaired response inhibition, 
restricted focus of attention and risk perception. 
Cannabis A mild hallucinogen. Effects include; euphoria, increased appetite, Screen participants for acute intoxication. 
anxiety, short-term memory loss and circulation effects which may Exclude chronic users 
increase risks of heart attacks. 
Antipsychotics e.g. Can produce muscular rigidity and slowing of motor movements. Can Exclusion may be advisable dependent on [side] 
Clozapine decrease delusions, hallucinations, and disorganised thinking which effects. 
(Clozaril) occur in seriously disturbed patients. These medications have been 
shown to potentiate the effects of alcohol, sedative-hypnotics, 
narcotics and antihistamines. 
Neuroleptics e.g. Side effects include; sedation, reduced alertness, drowsiness, Exclusion may be advisable dependent on [side] 
Alprazolam confusion, sleepiness, dizziness and headache. Impacts on driving effects and the driver's current state. 
(XANAX) variables include; impaired driving quality, increased SDLP decreased 
alertness, mental activation and mental effort during driving. 
Vision Deficits e.g. Driving is highly reliant on the visual modality (estimates of 90%) and Use participants with normal or corrected vision. 
cataracts, colour any changes in normal vision will undoubtedly have an impact on Alternatively screen participants for visual 
VISIOn driving performance. Drivers with increased visual deficits are more deficits prior to participation. 
likely to avoid particular road situations (night time, motorway 
driving) and were likely to drive fewer miles annually. 
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Chapter Nine: Thesis Conclusions 
9.1 Final conclusions 
This thesis has described a programme of research designed to investigate the impact 
of sensation seeking on the use of in-vehicle information systems and to consider the 
implications for major stakeholders. It consists of a literature review and series of 
experimental studies. The main conclusions ofthis thesis were: 
• In-vehicle information systems have a significant impact on performance of the 
LCT task. 
• There is an increase in the time taken to complete the lVIS tasks when performed 
in conjunction with the LCT task. 
• In-vehicle information systems have a significant impact on performance in an 
advanced driving simulator. 
• There is a decrease in SURT task performance as the difficulty of the task 
Increases. 
• Participants engage compensatory strategies In order to meet the demands 
associated with dual-task performance. 
• Driving whilst using lVlS is significantly worse than driving at the UK legal drink 
drive limit. 
• Sensation seeking is a key demographic variable that IS normally distributed 
within the driving popUlation. 
• There is strong evidence of an age related decline in sensation seeking and the 
behaviours that typify sensation seeking. 
• There is a significant difference in the driving speeds of high and low sensation 
seekers. 
• Sensation seeking does not affect longitudinal and lateral vehicle control. 
• Data regarding the DBQ does not support the life course persistence of sensation 
seeking behaviour. 
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• The LCT is insensitive with reference to measunng the impact of sensation 
seeking within the driving context. 
9.2 Contribution to knowledge 
This work has attempted to understand the factors determining individual differences 
in human performance within the context of IVIS use. The impact of sensation 
seeking on the use of IVIS was quantified and the implications for stakeholders were 
explored. 
The impact of IVIS on driver behaviour has been recognised as an important factor in 
determining driving performance and has been considered in several studies (for 
example, Jamson, Westerman, Hockey and Carsten, 2004). The impact ofIVIS on the 
driving task must be thoroughly assessed before such systems are launched in the 
market place in order to ensure the desired benefits are achieved. The findings of the 
research reported here suggest that there are significant negative effects on driving 
when IVIS are introduced. However this study provides important new insights on the 
effect of IVIS on driver performance in terms of sensation seeking. Results show that 
when task demands are low high sensation seekers perform significantly better than 
low sensation seekers under dual-task conditions, but that these advantages disappear 
as task demands increase. 
This new knowledge has important implications for the design of evaluations trials 
and the design ofIVIS. 
9.3 Further research 
The following section highlights some of the issues that merit further reflection and 
possible future experimental investigation. It represents a consideration of the 
limitations of the experimental methods employed in the current work. 
• In order to successfully contrast evaluation studies it is important that they 
involve comparable participant populations. Without such populations any 
conclusions drawn are potentially unreliable. Each time we undertake a study 
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we must define the required population from which our sample is to be drawn. 
This requires the definition of participant characteristics. Before we can 
actively manage the measurement of participants we must identify those driver 
-
characteristics which differ greatly across the target population in order to 
successfully define our sample. The results of this study have helped to 
identify one of those driver characteristics [sensation seeking] that has a 
significant impact on performance of the driving task whilst using IVIS. The 
next step is to define further the characteristics that affect performance trials 
and to build this knowledge base towards defining a behavioural model of 
driver characteristics. This will allow future researchers and system designers 
to produce more accurate evaluations of new systems by controlling for these 
characteristics when selecting participants. 
• The experimental work conducted in this research was concerned with driver 
behaviour over relatively short time periods. It is widely accepted that given 
"practice" human operators can develop high levels of [dual] task 
performance. In the driving context, the probability that drivers can safely 
complete the required level of practice is low. Further complicating this issue 
is the "experience paradox" which posits that drivers gain the most experience 
during the most dangerous phase of driving, the period when they are least 
skilled (Gregersen, Nyberg and Berg, 2003). Drivers must survive long 
enough to complete sufficient practice in order for dual task performance to 
become automatic (Shiffren, 1988). There is some early evidence that drivers 
can accommodate extraneous tasks and that performance improves over time 
[c.f. Shinar, Tractinsky and Compton, 2005; Chisholm, Caird and Lockhart, 
2008]. It is necessary to consider the long-term effects of IV IS use in order to 
clarify how driver's appropriation strategies develop with long-term 
experience. These issues can only be fully resolved with longitudinal trials. 
• One of the central assumptions regarding IVIS that defined the scope of this 
thesis was that the most frequently implemented IVIS device is a route 
navigation system (Barfield and Dingus, 1998). The obvious extension of this 
research is to investigate the impact of sensation seeking on a wider range of 
IVIS and ADAS. An example of which is Intelligent Speed Adaptation (ISA). 
293 
294 
References 
Aberg, L. and Rimmo, P-A. (1998). Dimensions of aberrant driver behaviour. Ergonomics, 
41, pp. 39-56. 
Aberg, L. and Wallen Warner, H. (2007). Speeding-deliberate violation or involuntary 
mistake? European Review of Applied Psychology, 58(1), pp. 23-30. 
Adler, F. (1975). Sisters in Crime. New York: McGraw-Hill. 
Aguinis, H. (2004). Regression analysis for categorical moderators. New York: Guilford 
Press. 
Agrawal, P. and Famolari, D. (1999). Mobile Computing in Next Generation Wireless 
Networks. Paper presented at the 3rd International Workshop on Discrete Algorithms and 
Methods for Mobile Computing and Communications, Seattle, W A, USA, 20th August 1999. 
Ajzen, I. and Fishbein, M. (1977). Attitude-behaviour relations: A theoretical analysis and 
review of empirical research. Psychological Bulletin, 84, pp. 888-918. 
Azjen, I. and Fishbein, M. (1980). Understanding attitudes and predicting social 
behaviour. Englewood Cliffs, NJ: Prentice Hall. 
Allen L. (1996). Shoemaker What's Normal? Temperature, Gender, and Heart Rate. Journal 
of Statistics Education, 4(2), available online at 
http://www.amstaLorglpublications/jse/v4n2/datascts.shoemaker.htmlacccsscd 18/01/08. 
Allen, P., Bhagat, A., Burki, N., Francis, L., Frost, D., Kilbey, P., B Noble, B., Robinson, D., 
Singh, R. and Wilson, D. (2007). Road casualties Great Britain 2006. Department of 
Transport, London: The Stationery Office. 
Alliance of Automobile Manufacturers (2003) Statement of Principles, Criteria and 
Verification Procedures on Driver Interactions with Advanced In-Vehicle Information 
and Communication Systems. Washington, D.e.: Alliance of Automobile Manufacturers. 
295 
Allport, G. W. (1961). Pattern and growth in personality. New York: Holt, Rinehart and 
Winston. 
Aim, H. and Nilsson, L. (1995). The effects of a mobile telephone task on driver behaviour in 
a car following situation. Accident Analysis & Prevention, 27(5), pp. 707-715. 
Altmann, E.M., and Trafton, J.G. (2002). Memory for goals: An activation-based model. 
Cognitive Science, 26, 39-83. 
American Psychological Association, (200 I). Publication Manual of the American 
Psychological Association, 5th ed., American Psychological Association, Washington, DC. 
Ames S.L., Zogg, J.B. and Stacy, A.W. (2002). Implicit cognition, sensation seeking, 
marijuana use and driving behavior among drug offenders. Personality and Individual 
Differences, 33(7), pp. 1055-1072. 
Anastasi, A. (1988). Psychological testing (6 th ed.). Englewood Cliffs, NJ: Macmillan. 
Andrew, M. and Cronin, C. (1997). Two measures of sensation seeking as predictors of 
alcohol use among high school males. Personality and Individual Differences, 22(3), pp. 
393-401. 
Amett, J.J. (1990). Drunk driving, sensation seeking, and egocentrism among adolescents. 
Personality and Individual Differences, 11, pp. 546--551. 
Amett, J. (1991). Still crazy after all these years: Reckless behaviour among young adults 
aged 23-27. Personality and Individual Differences, 12, 1305-1313. 
Amett, J.1. (1994). Sensation seeking: a new conceptualization and a new scale. Personality 
and Individual Differences, 16(2), pp. 289-296. 
Amett, J.J. (1996). Sensation seeking, aggressiveness, and adolescent reckless behaviour. 
Personality and Individual Differences, 20(6), pp. 693-702. 
Amett, J.1., Offer, D. and Fine, M.A. (1997). Reckless driving in adolescence: 'state' and 
'trait' factors. Accident Analysis & Prevention, 29(1), pp. 57-63. 
296 
Arnedt, J.T., Wilde, O.J.S. Munt, P.W. and MacLcan, A.W. (2001). How do prolonged 
wakefulness and alcohol compare in the decrements they produce on a simulated driving 
task? Accident Analysis & Prevention, 33(3), pp. 337-344. 
Asraf, R.M. and Brewer, lK. (2004). Conducting tests of hypotheses: the need for an 
adequate sample size. The Australian Educational Researcher, 31(1), pp. 79-94. 
Attewell, R. (1998). Women bebind tbe wbeel: a statistical overview of road crasb 
involvement, Report no. CR 178. Federal Office of Road Safety, Canberra, Australia. 
Austin, E. J., Manning, J. T., Mclnroy, K. and Mathcws, E. (2002). A preliminary 
investigation of the association between personality, cognitive ability and digit ratio. 
Personality and Individual Differences, 33(7), pp. 1115-1124. 
Ayvasik, H.B., Er, N. and Sumer, N. (2005). Traffic violations and errors: The effects of 
sensation seeking and attention. Proceedings of the Tbird International Driving 
Symposium on Human Factors in Driver Assessment, Training and Vehicle Design. 
Maine. 
Baddeley, A. (1968). A three-minute reasoning test based on grammatical transformations. 
Psycho nomic Science, 10, pp. 341-342. 
Baguley, T. (2004). Understanding statistical power 10 the context of applied research. 
Applied Ergonomics, 35, pp. 73-80. 
Ball, I.L., Farnill, D. and Wangeman, j. (1983). Factorial invariance across sex of the form V 
of the sensation seeking scale. Journal of personality and Social Psychology, 45, pp. 1156-
1159. 
Ball, K. and Owsley, C. (1991). Identitying correlates of accident involvement for the older 
driver. Human Factors, 33(5), pp. 583-596. 
Ball, K., Owsley, c., Sloane, M.E., Roenker, D.L. and Bruni, J.R. (1993). Visual attention 
problems as a predictor of vehicle crashes in older drivers. Investigative Ophthalmology Vis 
Sci, 34, pp. 3110-3123. 
297 
Ball, S.A. and Zuckennan, M. (1992).Sensation seeking and selective attention: Focused and 
divided attention on a dichotic listening task. Journal of Personality and Social Psychology, 
63, pp. 825-831. 
Baumann, M., Keinath, A., Krems, J.F. & Bengler, K. (2004). Evaluation of in-vehicle HMI 
using occlusion techniques: experimental results and practical implications. Applied 
Ergonomics, 35, 3, pp. 197-205. 
Barbe, J. and Boy, G. (2008). Analysis and mode ling methods for the design and evaluation 
of an eco-driving system. Proceedings of the European Conference on Human Centred 
Design for Intelligent Transport Systems, HUMANIST publications, Lyon, pp. 183-192. 
Barfield, W. and Dingus T.A. (1998). Human Factors in Intelligent Transportation 
Systems. Lawrence Erlbaum Associates: New Jersey. 
Barratt, E.S. (1972). Anxiety and impulsiveness: toward a neuropsychological model. In 
C. Speilberger (Ed.), Anxiety: Current trends in theory and research. New York: Academic 
Press. 
Barratt, E.S. (1994). Impulsiveness and aggression. In: Monahan, J., Steadman, HJ. (Eds.), 
Violence and mental disorder: developments in risk assessment. University of Chicago Press, 
Chicago, pp. 61-79. 
Barratt, E.S. and Patton, J.H., (1983). Impulsivity: cognitive, behavioural, and 
psychophysiological correlates. In: Zuckerman, M. (Ed.), Biological Bases of Sensation 
Seeking, Impulsivity and Anxiety. Hillsdale, NJ: Erlbaum, pp. 77-116. 
Barrow, K. (1991). Human factors issues surrounding the implementation of in-vehicle 
navigation and information systems (SAE Tech. Paper Series No. 910870). Warrendale, 
PA: Society of Automobile Engineers. 
Beede, K.E. and Kass, S.J. (2006). Engrossed in conversation: The impact of cell phones on 
simulated driving performance. Accident Analysis & Prevention, 38, pp. 415-421. 
Bergdahl, J. and Norris, M.R. (2002). Sex differences in single vehicle fatal crashes: a 
research note. The Social Science Journal, 39, pp. 287-293. 
298 
Berlyne, D. (1960). Conflict, Arousal, and Curiosity. New York: McGraw-Hill. 
Beyreuther, G and Laidebeur, A. {I 989). RTI, State of the Art Review. Drive Project V 
1017 (BERTIE), Report No. 28. 
Beirness, 0.1. {I 993). Do we really drivc as we live? The role of personality factors in road 
crashes. Alcohol, Drugs and Driving 9, pp. 129-143. 
Bierness, D. (1995). The relationship between lifestyle factors and collisions involving 
young drivers. In: H. Simpson, (Ed.) New to the Road: Reducing the Risks for Young 
Motorists. Los Angeles: Youth Enhancement Service, University of California, Los Angeles, 
71-78. 
Bierness, DJ., and Simpson, H.M. {I 988). Lifestyle Correlates of Risky Driving. Alcohol 
Drngs Driving, 4, pp. 193-204. 
Birenbaum, M. and Montag, I. (1987). On the replicability of the factorial structure of the 
sensation seeking scale. Personality and Individual Differences, 8(3), pp. 403-408. 
Bishop, R. (2005). Intelligent Vehicle Technology and Trends. London: Artech House 
Publishers. 
Bjorkland, D.F. and Harnishfeger, K.K. {I 989). In defense of resources. Journal of 
Experimental Child Psychology, 47(1), pp. 19-25. 
Blaauw, G.J. (l982). Driving Experience and Task Demands in Simulator and Instrumented 
Car: A Validation Study, Human Factors, 24(4), pp. 473-486. 
Blight, 1. (2006). Portable Navigation Market Forecast Tables 2005-2011. Strategy 
Analytics, Boston: MA. 
Blockey, P.N. and Hartley, L.R. {I 995). Aberrant driving behaviour: errors and violations. 
Ergonomics, 38, pp. 1759-1771. 
Blundell, J.E. and Hill, AJ. (l995). Hunger and Appetite. In B. Parkinson, and A.M. 
Colman (Eds.). Emotion and Motivation. London: Longman. 
299 
Boksem, M.A.S., Meijman, T.F. and Lorist, M.M. (2005). Effects of mental fatigue on 
attention: An ERP study. Cognitive Brain Research, 25, pp. 107-116. 
Brackstone, M. and McDonald, M. (2007). Driver headway: how close is too close on a 
motorway? Ergonomics, 50(8), pp. 1183-1195. 
Brainerd, C.J. and Reyna, V.F. (1989). Output-Interference Theory of Dual-Task Deficits in 
Memory Development. Journal of Experimental Child Psychology, 47(1), pp. 1-18. 
Breivik, G. (1998). Sensation seeking and physical activity among drug abusers. 
Manuscript. Oslo: NUSPE 
Brinton, T. (2007). Satellite navigation market continues to soar. Space.com, Available at 
http://www.msnbc.msn.com/idl22651187/. Accessed 24/09/2008. 
Broadbent, D.E. {I 954). The role of auditory localization in attention and memory span. 
Journal of Experimental Psychology, 47, pp. 191-196. 
Broadbent, D.E. (1958). Perception and communication. London: Pergamon Press. 
Brocke, B., Beauducel, A. and Tasche, K.G. (1999). Biopsychological bases and behavioural 
correlates of sensation seeking: contributions to a multilevel validation. Personality and 
Individual Differences, 26, pp. 1103-1123. 
Brook-Carter, N., Parkes, A.M., Burns, P. & Kersloot, T. (2002). An investigation of the 
effect pf an urban adaptive cruise control (ACe) system on driving performance. In: 
Proceedings of the 9'h World Congress on Intelligent Transport Systems ITS, Chicago, 
Illinois, October 14-172002. Washington D.e: ITS America. 
Brookbuis, K.A., De Vries, G. and De Waard, D. (1991). The effects of mobile telephoning 
on driving performance. Accident Analysis & Prevention, 23, pp. 309-316. 
Broughton, J., Baughan, c., Pearce, L., Smith, L., Buckle, G. (2003). Work-related road 
accidents. TRL Rep. 582, Transport Research Laboratory, Crowthome: UK. 
Brouwer, I.G. (2004). The Widmark formula for alcohol quantification. Journal of the South 
African Dental Association, 59(10), pp. 427- 428. 
300 
Brown, 1.0. (1965). Effect ofa car radio on driving in traffic. Ergonomics, 8(5), pp. 475-479. 
Brown, 1.0. (1978). Dual task methods of assessing wok-Ioad. Ergonomics, 21 (3), pp.221-
224. 
Brown, 1.0. (1994). Driver Fatigue. Human Factors, 36, pp. 298-314. 
Brown, 1.0. and 1. A. Groeger, 1.A. (1988). Risk perception and decision taking during the 
transition between novice and experienced driver status. Ergonomics, 31 (4), pages 585 - 597. 
Brown, 1.0. and Poulton, E.C. (1961). Measuring the spare 'mental capacity' of car drivers by 
a subsidiary task. Ergonomics, 4(1), pp. 35-40. 
Brown, I.D. and Nimmo-Smith, I. (1996). Simulator based safety assessments of in-vehicle 
driver support technology: an exploratory study using autonomous intelligence cruise 
control. Confidential report on Contract No, DRU 9/8112 for the Vehicle Safety and 
Engineering Division of the Department of Transport. 
Brown, I.D., Tickner, A.H. and Simmonds DC. (1969). Interference between concurrent tasks 
of driving and telephoning. Journal of Applied Psychology, 53(5), pp. 419-424. 
Brundell-Freij, K. and Ericsson, E. (2005). Influence of street characteristics, driver category 
and car performance on urban driving patterns. Transportation Research Part D, 10, pp. 
213-229. 
Buchanan, T. and Smith, J.L. (1999). Using the intemet for psychological research: 
personality testing on the World Wide Web. British Journal of Psychology, 90, pp. 125-144. 
Buckhalt, 1.A. and Oates, D.F. (2002). Sensation seeking and performance on divided 
attention tasks varying in cognitive complexity. Personality and Individual Differences, 32, 
pp. 67-78. 
Burgess, C. (2000). The Wilful Traffic Offender Profile and its implications for education 
and training. Unpublished PhD Thesis. School of Psychology: University of Exeter. 
301 
Burnett, G.E. (2000). "Turn right at the traffic lights" The requirement for landmarks In 
vehicle navigation systems. The Journal of Navigation, 53(3), pp. 499-510. 
Burnett, G.E. (2008). Designing and evaluating in-car user-interfaces. In l Lumsden (ed.). 
Handbook of research on user interface design and evaluation for mobile technology. Idea 
Group Incorporated: Pennsylvania. 
Burnett, G.E., and Lee, K. (2005). The effect of vehicle navigation systems on the 
formation of cognitive maps, In G. Underwood (Ed.) Traffic and Transport Psychology: 
Theory and Application. Elsevier, pp 407-418. 
Burnett, G.E., Summerskill, SJ. and Porter, J.M. (2004). On-the-move destination entry for 
vehicle navigation systems: Unsafe by any means? Behaviour & Information Technology, 
23(4), pp, 265-272. 
Burns, M. and Moskowitz, H. (1980). Methods for estimating expected blood alcohol 
concentrations. (NTIS: DOT HS-805 563) Southern California Research Institute. L.A.: 
California. 
Burns, P.e. (1997). Navigation and the older driver. Unpublished PhD thesis, 
Loughborough University, UK. 
Burns, P.e. ( 2001). UK perspectives on occlusion and its requirements for validation. 
Workshop on Occlusion, Torino, Italy, 12-13'h November 2001. 
Burns, P.e. (2009). North American approaches to principle, codes, guidelines, and 
checklists for in-vehicle HMI. In M.A., Reagan, lD. Lee, and K.L. Young (eds.). Driver 
distraction: theory, effects and mitigation. CRC Press: Taylor & Francis, London, pp. 411-
424. 
Burns P. e. and Lansdown T. e. (2000). E-Distraction: The Challenges for Safe and 
Usable Internet Services in Vehicles. Driver Distraction Internet Forum. Available at 
http://wwwnrd.nhtsa.dot.gov/departmcnts/nrd-13/drivcr-distractionlTopicsOI3040229.htm. 
Accessed 23/06/2005. 
Burns, P. e., Parkes, A., Burton, S., Smith, R. K., BUTCh, D. (2002) How Dangerous is 
Driving with a Mobile Phone? Benchmarking the Impairment to Alcohol. TRL Report, 
302 
Burns, P.c., Trbovich, P. L., McCurdie, T. and Harbluk, J.L. (2007). Measuring Distraction: 
Task Duration and the Lane-Change Test (LCT). Human Factors and Ergonomics Society 
Annual Meeting Proceedings, Surface Transportation, pp. 19S0-19S3. 
Bums, P.C. and Wilde, O.J.S. (1995). Risk taking in male taxi drivers: relationships among 
personality, observational data and driver records. Personality and Individual Differences, 
IS(2), pp. 267-278. 
Burt, C. (1963). Is intelligence distributed normally? British Journal of Statistical 
Psychology, 16, pp. 175-190. 
Calhoon-La Orange L. L., Don Jones, T., Reyes, E., Ott, S. (1993). Monoamine oxidase levels 
in females: relationships to sensation seeking, alcohol misuse, physical fitness, and menstrual 
cycle. Personality and individual differences, 14(3), pp. 439-446. 
Campbell, J.L., Carney, C., and Kantowitz, B.H. (1997). Draft Human Factors Design 
Guidelines for Advanced Traveller Information Systems (A TIS) and Commercial 
Vehicle Operations (CVO), Washington, D.C.: U.S. Department of Transportation, Federal 
Highway Administration. 
Canalys (2007). Worldwide mobile navigation device market more than doubles- Garmin 
and TomTom neck and neck as global leaders in Q2 2007. Canalys research release 
2007/0S3. 
Canalys (200Sa). Global mobile navigation device shipments hit 39 million in 2007- US 
market exceeds expectations as Q4 brings 346% year-on-year growth. Canalys research 
release 200S/031. 
Canalys (200Sb). US PND market doubles in Q2 - Leaders in Garmin, TomTom and 
Magellan have more than 80% of the market. Canalys research release 200S/0SI. 
Carey, T. (200S). Satnav danger revealed: navigation device blamed for causing 300,000 
crashes. Mirror.co.uk. Available on line http://www.mirror.co.uk/news/top-
s tories/200S/07 /2 I /satna v -danger -revea led-na vi gat ion-dcvicc-b lamcd-for-causing -300-000-
crashcs-115S75-20656554/. 
Accessed 21107/200S. 
303 
Carrol, E.N. and Zuckerman, M. (1977). Psychopathology and Sensation Seeking in 
"Downers," "Speeders," and "Trippers": A Study of the Relationship between Personality and 
Drug Choice. Substance Use & Misuse, 12(4), pp. 591- 601. 
Carsten, O. M. J. (2004). Implications of the first set of HASTE results on driver distraction. 
Behavioural Research in Road Safety 2004: Fourteenth Seminar. London: Department for 
Transport. 
Carsten, O. and Brookhuis, K. (2005). Issues arising from the HASTE project. Transport 
Research Part F: Traffic Psychology and Behaviour, 8(2), pp. 191-196. 
Carsten, O. and Fowkes, M. (2000). External Vehicle Speed Control. Phase 11 Results. 
Executive Summary. University of Leeds, UK. 
Carsten, O.MJ., Groeger, J.A., Blana, E. and Jamson, A.H. (1997). Driver performance in 
the EPSRC Driving Simulator: A validation study, Final report to EPSRC Contract No. 
GRlK56 I 62, Leeds: Leeds University. 
Carton, S., Jouvent, R., Bungener, C. and Widlocher, D. (1992) Sensation seeking and 
depressive mood. Personality and Individual Differences, 13, pp. 843-849. 
Chaing, D.P., Brooks, A.M. and Weir, D.H. (2001). An experimental study of destination 
entry with an example automobile navigation system. Society of Automotive Engineers, 
paper 20011-01-0810. 
Chaing, D.P., Brooks, A.M. and Weir, D.H. (2004). On the highway measures of driver 
glance behaviour with an example automobile navigation system. Applied Ergonomics, 35, 
pp. 215-223. 
Chapman, M. (1989). Resources versus response competition: a false disjunction? Journal of 
Experimental Child Psychology, 47(1), pp. 39-41. 
Chen, F. (2006). In-Vehicle communication system design. In F. Chen, Designing Human 
Interface Speech Technology. Springer: US. 
304 
Cheny, C. (1953). Some experiments on the recognition of speech, with one and two ears, 
Journal of Acoustic Society of America, 25, pp. 975. 
Chisholm, S.L., Caird, 1.K. and Lockhart, 1. (2008). The effects of practice with MP3 players 
on driving performance. Accident Analysis & Prevention, 40, pp. 704-713. 
Chotai, 1., Lundberg, M., & Adolfson, R. (2003). Variations in personality traits among 
adolescents and adults according to their season of birth in the general population: further 
evidence. Personality and Individual Differences, 35, pp. 897-908. 
Clement, R. and 10nah, B.A. (1984). Field dependence, sensation seeking and driving 
behaviour. Personality and Individual Differences, 5(1), pp. 87-93. 
Cohen, 1. (1962). The statistical power of abnormal-social psychological research: A review. 
Journal of Abnormal and Social Psychology, 65, pp. 145-153. 
Cohen, 1. (1988). Statistical power analysis for the behavioral sciences (2nd ed.). Hillsdale, 
Nl: Lawrence Earlbaum Associates. 
Cohen, 1. {I 992). A power primer. Psychological Bulletin, 112(1), pp. 155-159. 
Cornsweet, n.M., (1969). Use of cues in the visual periphery under conditions of arousal. 
Journal of Experimental Psychology, 80( I), pp. 14-18. 
Corulla, W.J. (1988). A further psychometric investigation of the sensation seeking scale 
Form-V and its relationship to the EPQ-R and the I. 7 Impulsiveness questionnaire. 
Personality and Individual Differences, 9(2), pp. 277-287. 
Costa, P.T. and McCrae, R.R. (1988). Personality in adulthood: A six-year longitudinal study 
of self-reports and spouse ratings on the NEO Personality Inventory. Journal of Personality 
and Social Psychology, 54(5), pp. 853-863 
Couper, M.P. (2000). Web surveys: a review of issues and approaches. Public Opinion 
Quarterly, 64, pp. 464-494. 
Cronbach, L.J. {I 960). Essentials of psychology testing. Harper: New York. 
305 
Crowley, 1.S. (1987). Simulator sickness: A problem for anny aviation. Aviation, Space 
Environ Med, 58(4), pp. 355-357. 
Crowne, D.P. and Marlow, D. (1960). A new scale of social desirability independent of 
psychopathology. Journal of Consulting Psychology, 24, pp. 349- 354. 
Crozier, W.R. and Birdsey, N. (2003). Shyness, sensation seeking and birth-order position. 
Personality and Individual Differences, 35, pp. 127-134. 
Crundall, D., Underwood, G. and Chap man, P. (1999). Driving experience and the functional 
field of view. Perception, 28(9), pp. 1075 - 1087. 
Dahlen, E.R., Martin, R.e., Ragan, K. and Kuhlman, M.M. (2005). Driving anger, sensation 
seeking, impulsiveness, and boredom proneness in the prediction of unsafe driving. Accident 
Analysis & Prevention, 37, pp. 341-348. 
Dahlen E.R. and White, R.P. (2006). The big five factors, sensation seeking, and driving 
anger in the prediction of unsafe driving. Personality and Individual Differences, 41, pp. 
903-915. 
Daitzman, R. and Zuckennan, M. (1980) Disinhibitory sensation seeking, personality and 
gonadal honnones. Personality and Individual Differences, I, pp. 103-110. 
Daitzman. R., Zuckennan, M., Sammlewitz, P.H. and Ganjam, V. (1978). Sensation seeking 
and gonadal honnones. Journal of Biosocial Science, 10, pp. 401-408. 
Dant, T. (2005). The Driver-Car. In M. Featherstonc, N.J. Thrift and 1. Urry (eds.) 
Automobilities, pp.61- Sage. 
Davis, R.N. (1999). Web-based administration of a personality questionnaire: Comparison 
with traditional methods. Behaviour Research Methods, Instruments, & Computers, 
31(4), pp. 572-577. 
Deery, H.A. (1999). Hazard and risk perception among young novice drivers. Journal of 
Safety Research, 30, pp. 225- 236. 
306 
-----= 
_ .. -
Deffenbacher, J.L., Deffenbacher, D.M., Lynch, R.S. and Richards, T.L. (2003). Anger, 
aggression, and risky behavior: a comparison of high and low anger drivers. Behaviour 
Research and Therapy, 41 (6), pp. 701-718. 
Deffenbacher, J.L., Lynch, R.S., Oetting, E.R. and Yingling, D.A., (2001). Driving anger: 
correlates and a test of state-trait theory. Personality and Individual Differences 31, pp. 
1321-1331. 
Deffenbacher, J.L., Oetting, E.R., and Lynch, R.S. (1994). Development of a driving anger 
scale. Psychological Reports, 74, pp. 83- 91. 
Dellinger, A.M., Sehgal, M., Sleet, D.A., Barrett-Connor, E. (200 I). Driving cessation: What 
older former drivers tell us. Journal of the American Geriatrics Society, 49(4), pp. 431-
435. 
Dellu, F., Mayo, W., Piazza, P.V., Le Moal M. and Simon, H. (1993). Individual differences 
in behavioral responses to novelty in rats. Possible relationship with the sensation·seeking 
trait in man. Personality and individual differences, 15(4) pp. 411-418. 
Department of the Environment, Transport and the Regions (1999). National Travel Survey: 
Journeys per man per year: by age and main mode of transport, 1997-1999: Social Focus on 
Men. Dataset SFM61S, available on line at 
htlp://www.statistics.gov.uklSTATBAS E/ProducLasp?vlnk-7 556&More-Y, 
17101108 
accessed 
Department for Transport. (1998). Young car drivers in road accidents: Great Britain. 
Department of Transport (2007). Transport statistics bulletin, National travel survey: 2006. 
Transport statistics. 
Detterman, D. (\988). Cognitive Abilities Test. Case Western Reserve University. 
Cleveland: Ohio. 
De Waard, D. (1996). The measurement of drivers' mental workload. PhD thesis, 
University of Groningen. Haren, The Netherlands: University of Groningen, Traffic Research 
Centre. 
307 
Dimmer, A.R. and Parker, D. (1999). The accidents, attitudes and hehavior of company 
car drivers. In G.B. Grayson (Ed.), Behavioral Research in Road Safety IX, pp. 78- 85, 
Transportation Research Laboratory, Crowthorne: UK. 
Dingus, T.A. (1988). Attentional Demand for an Automobile Moving-Map Navigation 
System, (unpublished PhD dissertation). Blacksburg, V A: Virginia Polytechnic Institute and 
State University, Department ofIndustrial Engineering and Operations Research. 
Dingus, T.A. and Hulse, M.C. (1993). Some human factors design issues and 
recommendations for automobile navigation information systems. Transportation Research 
C, I, pp. 119-131. 
Dingus, T. A., S. G. Klauer, V. L. Neal, A. Petersen, S. E. Lee, J. Sudweeks, M. A. Perez, J. 
Hankey, D. Ramsey, S. Gupta, C. Bucher, Z. R. Doerzaph, J. Jermeland, and R. R. Knipling. 
2006. The WO-car naturalistic driving study, Phase II-Results of the lOO-car field 
experiment. (Contract No. DTNH22-00-C-07007). Washington, DC: National Highway 
Traffic Safety Administration. 
Dingus, T.A., McGehee, D.V., Mankkal, N. Jahns, S.K., Carney, C. and Hankey, J.M. (1997). 
Human factors field evaluation of automotive headway maintenance/collision warning 
devices. Human factors, 39, 216-229. 
Direct Line (Motor Insurance). (2002). The mobile phone report: A report on the effects of 
using a hand-held and a hands-free mobile phone on road safety. Croydon, UK: Direct 
Line Insurance. 
Dirkin, G.R. and Hancock, P.A. (1985). An attentional view of narrowing: the effect of noise 
and signal bias on discrimination in the peripheral visual field. In 1.0. Brown, R. Goldsmith, 
K. Coombes and M.A. Sinc1air (eds.). Proceedings of the Ninth Congress of the International 
Ergonomics Association, Bournemouth, 2-6 September 1985, London: Taylor and Francis. 
Dobson, A., Brown, W., Ball, J., Powers, J. and McFadden, M. (1999). Women drivers' 
behaviour, socio-demographic characteristics and accidents. Accident Analysis & 
Prevention, 31, pp. 525-535. 
Dollard, J.L., Doob, L., Miller, N., Mowrer, O.H. & Sears, R.R. (1939). Frustration and 
Aggression. New Haven, CT: Yale University Press. 
308 
- - ---~-
Donohew, L., Zimmerman, R., Cupp, P.S., Novak, S., Colon, S. and Abell, R. (2000). 
Sensation seeing, impulsive decision-making and risky sex: implications for risk-taking and 
design of interventions. Personality and Individual Differences, 28, pp. 1079-1091. 
Dott, A.B., and McKelvey, R.K. (1977). Influence of ethyl alcohol in moderate levels on the 
ability to steer a fixed- base shadowgraph driving simulator. Human Factors, 19, pp. 295-
300. 
Downs, A. (2004). Still stuck in traffic: Coping with peak-hour traffic congestion. 
Washington DC: Brookings Institution Press. 
Dragutinovic, N. and Twisk, D. (2005). Use of mobile phones while driving - effects on road 
safety: A literature review. R-2005-12, SWOV, Leidschendam: Netherlands. 
Dubowski, K. M. (1985). Absorption, distribution and elimination of alcohol: Highway safety 
aspects. Journal of studies on Alcohol, 10, pp. 98-108. 
Dudeck, c.L. (1980) Human factors considerations for in-vehicle route guidance. 
Transportation Research Record, 737, pp. 104-107. 
Duncan, B. (1998). Calibration trials of TRL driving simulator. In Gale, A.G., Brown, I.D., 
Haslegrave, C.M., Moorhead, I. & Taylor, S.P. (Eds.), Vision in Vehicles VI. Elsevier 
Science B.V, Amsterdam. 
Duncan, J. (1979). Divided attention: The whole is more than the sum of its parts. Journal of 
Experimental Psychology: Human Perception and Performance, 5, pp. 216-228. 
Duncan, J. (1990). Goal weighting and the choice of behaviour in a complex world. 
Ergonomics, 10/11, pp. 1265-12-79. 
Dureman, E.I. and Boden, C. (1972). Fatigue in simulated car driving. Ergonomics, 15(3), 
pp. 299-308. 
Eckardt, MJ., File, S.E., Gessa, G.L., Grant, K.A., Guerri, c., Hoffman, P.L., Kalant, H., 
Koob, G.F., Li, T-K. and Tabakoff, B. (1998). Effects of Moderate Alcohol Consumption on 
309 
-- - --
------
the Central Nervous System. Alcoholism: Clinical and Experimental Research, 22(5), pp. 
998-1040. 
Edwards, A.L. (1957). The social desirability variable in personality assessment and 
research. New York: Dryden. 
Elander, J., West, R., French, D. (1993). Behavioral-correlates of individual-differences in 
road-traffic crash risk: An examination of methods and findings. Psychological Bulletin, 
113(2), 279-294. 
Engstrom, J., Aberg, N., Johansson, E. and Hammarback, J. (2005). Comparison between 
visual and tactile signal detection tasks applied to the safety assessment of in-vehicle 
information systems. Proceedings of the third international driving symposium on human 
factors in driver assessment, training and vehicle design. 
Ericsson, E., Larsson, H. and Brundell-Freij, K. (2006). Optimizing route choice for lowest 
fuel consumption - potential effects of a new driver support tool. Transportation Research 
Part D, 14(6), pp. 369-383. 
Erturk, S.M. (2005). Retrospective power analysis: when? Radiology, 237(2), pp. 743. 
Estes, W. K. and Taylor, H. A. (1964). A detection method and probabilistic models for 
assessing information processing from brief visual displays. Proceedings of the National 
Academy of Science, 52, pp. 446-454. 
Ethier, S. (2007). Personal Navigation Devices: Worldwide Shipment Growth to Slow as 
Handset Navigation Arrives In-Stat, Product Number IN070343I ID. Scottsdale, Arizona. 
Ethier, S. (2008). The Worldwide Personal Navigation Device Market Update. In-Slat, 
Product Number IN0804074I D. Scottsdale, Arizona 
European commission (2000). Commission recommendation of 21 December 1999 on safe 
and efficient in-vehicle information and communication systems: A European statement of 
principles on human machine interface. 
Evans, L. (1991). Traffic safety and the driver. New York: Van-Nostrand Reinhold. 
310 
----
--' ~----
Evans, L. and Wasielewski, P_ (1982). Do accident-involved drivers exhibit riskier everyday 
driving behavior? Accident Analysis and Prevention, 14 (I), pp. 57-64. 
Eysenck, H.J. and Eysenck, B.G. (1964). Manual of the Eysenck personality Inventory. 
London: University of London Press. 
Fairclough, S.H., Ashby, M.C., Ross, T. and Parkes, A.M. (1991). Effects of hands-free 
telephone use on driving behaviour. Proceedings of the 24th ISA T A International 
Symposium on Automotive Technology and Automation, Automotive Automation Ltd, 
Road Transport Informatics (RTI)/ Intelligent Vehicle-Highway Systems (IVMS), pp. 403-
409. 
Farley, F.H. (1967). Social desirability and dimensionality in the sensation-seeking scale. 
Acta Psycho logic a, 26, pp. 89-96. 
Farley, F.H. and Haubrich, A.S. (1974). Response set in the measurement of stimulation -
seeking. Educational and Psychological Measurement, 34(3), pp. 631-637. 
Farley, F. H., and Sewell, T. (1976). Test of an arousal theory of delinquency: Stimulation-
seeking in delinquent and non-delinquent black adolescents. Criminal Justice and Behavior, 
3,315-320. 
Farmer, A., Redman, K., Harris, T., Mahmood, A., Sadler, S. and McGuffin, P. (200 I). 
Sensation-seeking, life events and depression: the Cardiff depression study. British Journal 
of Psychiatry, 178, pp. 549-552. 
Fastenmeier, W., Hailer, R. and Lemer, G. (1994). A preliminary safety evaluation of route 
guidance comparing different MMI concepts. In Proceedings of First World Congress on 
Applications of Transport Telematics and Intelligent Vehicle Highway Systems: Vol. 4. (pp. 
1750-1756). Boston: Artech House. 
Fell, J C (1976). A motor vehicle accident causal system: the human element. Human 
Factors, 18 (I), pp. 85-94. 
Ferrando, P.J. and Chico, E. (2001). The construct of sensation seeking as measured by 
Zuckerman's SSS-V and Ameli's AISS: a structural equation model. Personality and 
Individual Differences, 31, pp. 1121-1133. 
311 
-------------
------
Festinger, L. (1957). A theory of cognitive dissonance. New York: Harper and Row. 
Fillmore, M.T. and Vogel-Sprott, M. (1999). An alcohol model of impaired inhibitory control 
and its treatment in humans. Experimental and Clinical Psychopharmacology, 7(1), pp. 49-
55. 
Fillmore, M.T. and Vogel-Sprott, M. (2000). Response inhibition under alcohol: effects of 
cognitive and motivational conflict. Journal of Studies on Alcohol, 61 (2), pp. 239-246. 
Finch, D.J., Kompfner, P., Lockwood, C.R. and Maycock, G. (1994). Speed, speed limits 
and accidents. TRL Project Report 58, Transport Research 
Laboratory, Crowthorne, UK. 
Fink, B., Neave, N., Laughton, K. and Manning, J.T. (2006). Second to fourth digit ratio and 
sensation seeking. Personality and Individual Differences, 41, pp. 1253-1262. 
Fiske, D.W. (1971). Measuring the concepts of personality. Aldine: Chicago. 
Fox, N. and Mathers, N. (1997). Empowering research: statistical power in general practice 
research. Family Practice, 14(4), pp. 324-329. 
Fox, S. and Parkes, A.M. (1989). The effects of driving and handsfree telephone use on 
conversational style and decision making ability. HUSAT Memo No. 434R [Restricted]. 
HUSAT Research Institute, Loughborough University of Technology. 
Fowler, C,J., von Knorring, L. and Oreland, L. (1980). Platelet monoamine oxidase activity in 
sensation seekers. Psychiatry Research, 3(3), pp. 273-9. 
Franken, R.E., Gibson, K. And Rowland, G.L. (1989). Sensation seeking and feelings about 
the forced-choice format. Personality and Individual Differences, 10(3), pp. 337-339. 
Freixanet, M.G. (1991). Personality profile of subjects engaged ID high physical sports. 
Personality and Individual Differences, 12, pp. 1087-1093. 
312 
-- ---- -
Frick, U., Rehm, J., Knoll, A., Reifinger, M. and Hasford, J. (2000). Perception of traffic 
accident risk and decision to drive under light alcohol consumption. Journal of Substance 
Abuse, 11(3), pp. 241-251. 
Friel, P.N., Baer, 1. and Logan, B.K. (1995). An evaluation of the reliability of Widmark 
calculations based on breath alcohol measurements. Journal of Forensic Science, 40(1), pp, 
91-94. 
Fulker D.W., Eysenck S.B.G. and Zuckerman M. (1980). A genetic and environmental 
analysis of sensation seeking. Journal of Research in Personality, 14, pp. 261-281. 
Fumham, A. and Saipe, J. (1993). Personality correlates of convicted drivers. Personality 
and Individual Differences, 14(2), pp. 329-336. 
Gale, A. G. (1996). New car displays and driver interaction assessment: A critique. 
Proceedings of the Annual Conference of the Ergonomics Society, University of Leicester, 
Great Britain, pp. 323-328, April 10-12. 
Galton, F. (1889). Natural Inheritance. MacMillan 
Gangestad, S.W. and Snyder, M. (1985). 'To carve nature at its joints': on the existence of 
discrete classes in personality. Psychological Review, 92, pp. 317-340. 
Gardner, D.J. and Rockwell, T.H. (1983). Two views of motorist behaviour in rural freeway 
construction and maintenance zones: the driver and state highway patrolman. Human 
Factors, 25, pp. 415-424. 
Gaither, G.A. and Sellbom, M. (2003). The sexual sensation seeking scale: reliability and 
validity within a heterosexual college student sample. Journal of Personality Assessment, 
81, pp. 157-167. 
Garmin (2008a) Garmin® Named Global Leader in Portable Satellite Navigation_ Press 
Release, March 18, 2008, available at 
http://www8.garmin.com/prcssroom/corporateI031808.html. Accessed 24/09/2008. 
313 
- --- -----
Gannin (2008b). Garmin reports record second quarter revenues on strength of 
automotive! mobile and outdoorlfitness segments. Gannin Limited Cayman Islands!July 
30, 2008IPR Newswire. 
Gawron, V.J. and Ranney, T.A. (I988). The effects of alcohol dosing on driving perfonnance 
on a closed course and in a driving simulator. Ergonomics, 31(9), pp. 119-1244. 
Gentry, R.T., Baraona, E., Amir, I., Roine, R, Chayes, Z.W., Shanna, R. and Lieber, C.S. 
(1999). Mechanism of the Aspirin- induced rise in blood alcohol levels. Life Sciences, 
65(23), pp. 2505-2512. 
Glendon, A.!. (2007). Driving violations observed: An Australian study. Ergonomics, 50(8), 
pp. 1159-1182. 
Glendon, A. I. and Sutton, D. C. (2005). Observing motorway driving violations. In D. A. 
Hennessey & D. L. Wiesenthal (Eds.), Contemporary issues in road user behavior and 
traffic safety. New York: Nova Science. 
Goldenbeld, C. and van Schagen, I. (2007). The credibility of speed limits on 80krnlh rural 
roads: The effects of road and person(ality) characteristics. Accident Analysis & Prevention, 
39(6), pp. 1121-1130. 
Goodman; M.J., Tijerina, L., Bents, F.D., Wierwille, W.W. (I 999). Using Cellular 
Telephones in Vehicles: Safe or Unsafe? Transportation Human Factors, I (I), pp. 3 - 42. 
Goujon, S. (2001). First evaluation of possible occlusion technique criteria. LAB PSA, 
Peugeot-Citroenl Renaul!. Workshop on Occlusion, Tarino, Italy, 12_13'h November 2001. 
Gray, J. A. and Wedderburn, A. A. I. (1960). Grouping strategies with simultaneous stimuli. 
Quarterly Journal of Experimental Psychology, 12, pp. 180-184. 
Gray, J.M. and Wilson, M.A. (2007). A detailed analysis of the reliability and validity of the 
sensation seeking scale in a UK sample. Personality and Individual Differences, 42, pp. 
641-651. 
Green, P. (1993). Measures and Methods Used to Assess the Safety and Usability of Driver 
Infonnation Systems, Technical Report UMTRI-93-12, Transportation 
314 
- ----= 
Research Institute: Michigan. 
Green, P. (1997). Potential safety impacts of automotive navigation systems. Automotive 
. Land Navigation Conference, June 18, Detroit: Michigan. 
Green, P. (1998). Visual and Task Demands of Driver Information Systems (Technical 
Report UMTRl-98-16), Ann Arbor, MI: The University of Michigan Transportation Research 
Institute. 
Green, P. (1999a). The IS-Second Rule for Driver Information Systems. ITS America 
Ninth Annual Meeting Conference Proceedings, Washington, D.C.: ITS America, CD-ROM. 
Available on line at http://www.umich.cdu/-driving/publications.html. acccsscd 07/07/06. 
Green, P. (2000). Crashes Induced by Driver Information Systems and What Can Be Done to 
Reduce Them. Proceedings of Convergence, pp. 26-36. 
Green, P. (2004). Driver distraction, telematics design, and workload managers: safety issues 
and solutions. Society of Automotive Engineers, Paper number 2004-21-0022. 
Green, P.A. (2009). Driver interface safety and usability standards: an overview. In M.A., 
Reagan, J.D. Lee, and K.L. Young (eds.). Driver distraction: theory, effects and mitigation. 
CRC Press: Taylor & Francis, London, pp. 445-464. 
Green, P., Cullinane, B., Zylstra, B. and Smith D. (2004). Typical values for driving 
performance with emphasis on the standard deviation of lane position: a summary of 
the literature. SAfety VEhicles using adaptive Interface Technology (Task 3). 
Gregersen, N.P., Nyberg, A., and Berg, H-Y. (2003). Accident involvement among learner 
drivers- an analysis of the consequences of supervised practice. Accident Analysis & 
Prevention, 35, pp. 725-730. 
Groeger, J. A. (2000). Understanding driving: Applying cognitive psychology to a 
complex everyday task. Hove: Psychology Press. 
Guttentag, R.E. (1989). Dual-task research and the development of memory. Jonrnal of 
Experimental Child Psychology, 47(1), pp. 26-3\. 
315 
--..::::; 
Haigney, D.E., Taylor, R.G. and Westerman, SJ. (2000). Concurrent mobile (cellular) phone 
use and driving performance: task demand characteristics and compensatory processes. 
Transportation Research Part F: Traffic Psychology and Behaviour, 3, pp. 113-121. 
Haigney, D. and Westerman, S.J. (2001). Mobile (cellular) phone use and driving: a critical 
review of research methodology. Ergonomics, 44(2), pp. 132 - 143 
Hallman, J., von Knorring, A-L., von Knorring, L. And Oreland, L. (1990). Clinical 
characteristics of female alcoholics with low platelet monoamine oxidase activity. 
Alcoholism: Clinical and Experimental Research, 14(2), pp. 227-231. 
Hameed, K. (2003). The application of mobile computing and technology to health care 
services. Telematics and Informatics, 20, pp. 99-106. 
Hancock, P.A., Lesch, M. and Simmons, L. (2003). The distraction effects of phone use 
during a crucial driving manoeuvre. Accident Analysis & Prevention, 35, pp. 501-514. 
Hanowski, R.J. and Dingus, T.A. (2000). Will intelligent transportation systems improve 
older driver mobility? In Schaie, W. and Pietrucha, M. (eds.) Mobility and Transportation in 
the Elderly, New York: Springer Publishing Company. 
Hansen, E. B. and Breivik, G. (200 I). Sensation seeking as a predictor of positive and 
negative risk behavior among adolescents. Personality and Individual Differences, 30, 627-
640. 
Harbluk, J.L. and No,y Y.I., (2002). The Impact of Cognitive Distraction on Driver Visual 
Behavior and Vehicle Control. Ottawa: Transport Canada: Ergonomics Division February 
2002. TP#13889E. 
Hardy, DJ., Castellon, S.A., Hinkin, c.H., Levine, A.J. and Lam, M.N. (2007). Sensation 
seeking and visual selective attention in adults with HIV/AIDS. AIDS and Behavior, 12(6), 
pp. 930-934. 
Harms, L. (1991). Experimental studies of variations in cognitive load and driving speed 
in driving simulation. In Gale, A.G., Brown, 1.0., Haslegrave, C.M., Moorhead, 1. & Taylor, 
S.P. (Eds.), Vision in Vehicles Ill. Elsevier Science B.V, Amsterdam. 
316 
Hanns, L. (1996). Driving Performance on a Real Road and in a Driving Simulator. In 
Gale, A.G., Brown, I.D., Haslegrave, C.M., Moorhead, I. & Taylor, S.P. (Eds.), Vision in 
Vehicles V. Elsevier Science B.V, Amsterdam. 
Hanns, L. and Patten, C. (2003). Peripheral detection as a measure of driver distraction. A 
study of memory-based versus system-based navigation in a built-up area. Transportation 
Research, Part F 6, pp. 23-36. 
Ham!, N., Field, J. and Kirkwood, B. (1996). Gender differences and areas of common 
concern in the driving behaviors and attitudes of adolescents. Journal of Safety Research, 
27, pp.163-173. 
Hart, S.G. and Staveland, L.E. (1988). Development of NASA-TLX (Task Load Index): 
Results of empirical and theoretical research. In P.A. Hancock & N. Meshkati, (eds.), 
Human Mental Workload, Amsterdam: North Holland Press, pp. 239-250. 
Hartman, M.L. and Rawson, H.E. (1992). Differences in and correlates of sensation seeking 
in male and female athletes and non-athletes. Personality and Individual Differences, 13, 
pp. 805-812. 
Haynes, C. A., Miles, J. and Clements, K. N. (2000). A confinnatory factor analysis of two 
models of sensation seeking. Personality and Individual Differences, 29(5), pp. 823- 839. 
Hebb, D.O. (1949). The organization of behaviour: A neuropsychological theory. New 
York: Wiley. 
Hebb, 0.0. (1955). Drives and the C.N.S. Psychological Review, 62(4), pp. 243-254. 
Heiman, G.W. (1999). Research Methods in Psychology. Houghton Miffiin: Boston. 
Heino, A., van der Molen, H., & Wilde, G.J.S. (1996). Differences in risk experience between 
sensation avoiders and sensation seekers. Personality and Individual Differences, 20, pp. 
71-79. 
Helendaer, M. and Hagvall, B. (1976). An instrumented vehicle for studies of driver 
behaviour. Accident Analysis & Prevention, 8, pp. 271-277. 
317 
Heron, W. (1957). The pathology of boredom. Scientific American, 196, pp. 52-69. 
Hersch, S.W. (1997). Older drivers: license restriction vs. revocation. In: California 
Department of Motor Vehicles: Research notes. Available on line at www.dmv.ca.gov 
(accessed 30th June, 2005). 
Hockey, G.R.J. (1986). A state control theory of adaptation and individual differences in 
stress management. In G.R.J. Hockey, A.W.K. Gaillard, & M.G.H. Coles (Eds.), Energetics 
and Human Information Processing. Dordrecht: Kluwer Academic. 
Hockey, G.R.J. (1997). Compensatory control; in the regulation of human performance under 
stress and high workload: A cognitive-energetical framework, Biological Psychology, 45, pp. 
73-93. 
Hoenig, J.M. and Heisey, D.M. (2001). The abuse of power: the pervasive fallacy of power 
calculations for data analysis. The American Statistician, 55(1), pp. 1-6. 
Hogarty, K.Y. and Kromrey, J.D. (2001). Probabilistic hindsight: A SAS Macro for 
retrospective statistical power analysis. Proceedings of SUGI 26, April 22-25, Long Beach 
Convention Center. Long Beach: California. 
Horberry, T., Hartley, L. Gobetti, K., Walker, F., Johnson, B., Gersbach, S. and Ludlow, J. 
(2004). Speed choice by drivers: the issue of driving too slowly. Ergonomics, 47(14), pp. 
1561-1570. 
Horberry, T., Anderson, J., Regan, M.A., Triggs, T.J. and Brown, J. (2006). Driver 
distraction: The effects of concurrent in-vehicle tasks, road environment complexity and age 
on driving performance. Accident Analysis & Prevention, 38, pp. 185-191. 
Horberry, T., Stevens, A., Robins, R., Cotter, S. and Burnett, G. (2007). Development of an 
occlusion protocol with design limits for assessing driver visual demand, TRL, PPR 256. 
Horrey, W.J., Lesch, M.F. and Garabet, A. (2008). Assessing the awareness of performance 
decrements in distracted drivers. Accident Analysis & Prevention, 40, pp. 675-682. 
318 
Horrey, W.J and Wickens, e.D. (2004). Cell phones and driving performance: a meta 
analysis. Proceedings of the Human Factors and Ergonomics Society, 48th annual meeting, 
pp. 2304-2308. 
Van der Horst, R. (2004). Occlusion as a measure for visual workload: an over view of TNO 
occlusion research in car driving. Applied Ergonomics, 35, 3, pp. 189-196. 
Horvath, P. and Zuckerman, M. (1993). Sensation seeking, risky appraisal, and risky 
behaviour. Personality and Individual Differences, 14, pp. 41-52. 
Howarth, C.l. (1987). Psychology and information technology, in information technology 
and people? In F. Blackler and D. Oborne (Eds.), Designing for the future. Cheltenham: 
British Psychological Society. 
Howe, M.L. and Rabinowitz, F.M. (1989). On the uninterpretability of dual-task performance. 
Journal of Experimental Child Psychology, 47(1), pp. 32-38. 
Howell, D.e. (1999). Fundamental statistics for the hehavioural science (4th Ed). Duxbury 
Press: Pacific Grove CA. 
Hull, e.L. (1943). Principles of be ha vi or: An introduction to behavior theory. New York: 
Appleton-Century-Crofts. 
Hymbaugh, K. and Garret!, J. (1974). Sensation seeking among skydivers. Perceptual and 
Motor Skills, 38(1), pp. 118. 
Isen, A.M. and Partick, R. (1983). The effect of positive feelings on risk taking: when the 
chips are down. Organizational Behaviour and Human Performance, 31 (2), pp. 194-202. 
Iso-Ahola, S. E. and Crowley, E. D. (1991). Adolescent substance abuse and leisure boredom. 
Journal of Leisure Research, 23, 260-271. 
Israelsson, E. and Karlsson, N. (2003). How does a speech user interface affect the driving 
task? Contemporary Ergonomics 2003,1(12), pp. 347 - 352. 
International Standards Organisation (2001). Road vehicles - ergonomic aspects of 
transport information and control systems - maximum allowable visual distraction for 
319 
in-vehicle information and communication systems (Draft work item 
ISOrrC22/SCl3IWG8 N322). Geneva, Switzerland: International Organization for 
Standardization. 
International Standards Organisation (2002). Road vehicles - Ergonomic aspects of 
transport information and control systems: Dialogue management principles and 
compliance procedures (ISO Report No. 15005:2002). Geneva, Switzerland: International 
Organization for Standardization. 
International Standards Organisation (2002). Road vehicles - Measurement of driver visual 
behaviour with respect to transport information and control systems - Part 1: 
Definitions and parameters. (ISO Report No. 15007-1:2002). Geneva, Switzerland: 
International Organization for Standardization. 
International Standards Organisation (2002). Road vehicles - Measurement of driver visual 
behaviour with respect to transport information and control systems - Part 2: 
Equipment and procedures. (ISO Report No. 15007-2:2002). Geneva, Switzerland: 
International Organization for Standardization. 
International Standards Organisation (2003) Road vehicles - Ergonomic aspects of 
transport information and control systems - Specifications and compliance procedures 
for in-vehicle visual presentation. (ISO Report No. 15008:2003). Geneva, Switzerland: 
International Organization for Standardization. 
International Standards Organisation (2003). Road vehicles - Ergonomic aspects of 
transport information and control systems: Procedure for assessing suitability for use 
while driving. (ISO Report No. 17287:2003). Geneva, Switzerland: International 
Organization for Standardization. 
International Standards Organisation (2007). Road vehicles - Ergonomic aspects of 
transport information and control systems - Occlusion method to assess visual demand 
due to the use of in-vehicle systems. (ISO Report No. 16673:2007). Geneva, Switzerland: 
International Organization for Standardization. 
International Standards Organisation (2008). Road vehicles - Ergonomic aspects of 
transport information and control systems - Simulated lane change test to assess in-
320 
vehicle secondary task demand. (ISO Report No. 26022: 2008) Geneva, Switzerland: 
International Organization for Standardization. 
ito, T. and Miki, Y. (1997). Japan's Safety Guideline on In-Vehicle Display Systems, 
Proceedings of the Fourth ITS World Congress, Brussels, Belgium: VERTIS, CDROM. 
Iversen, H. and Rundmo, T. (2002). Personality, risky driving, and accident involvement 
among Norwegian drivers. Personality and Individual Differences, 33, pp.1251-1263. 
Jack, S.J. and Ronan, K.R. (1998). Sensation seeking among high and low risk sports 
participants. Personality and Individual Differences, 25(62), pp. 1063-1083 
Jackson, D.N. (1973). Structured personality assessment. In B.B. Wolman (Ed.), Handbook 
of general psychology (pp. 775-792). Englewood Cliffs, NJ: Prentice-Hall. 
Jackson, P.G. (1998). In search of better route guidance instructions. Ergonomics, 41 (7), pp. 
1000-1013. 
Jacobsen, M., Hacker, G., and Atkins, R. (1983). The Booze Merchants: The Inebriation of 
America. Center for science in the public interest books, Washington, D.e. 
Jahn,G., Oehme, A., Krems, J.F. and Gelau, e. (2005). Peripheral detection as a workload 
measure in driving: effects of traffic complexity and route guidance system use in a driving 
study. Transportation Research Part F, 8, pp. 255-275. 
JAMA: Japan Automobile Manufacturers Association (1996). Guideline for Picture Display 
Equipment (English translation of revised version). (distributed as ISO document 
ISO/TC22/.sCI3IWG9IN62), Geneva, Switzerland: International Standards Organization. 
JAMA: Japan Automobile Manufacturers Association (2000). Guideline for In-vehicle 
Display Systems - Version 2.1 (distributed as ISO document ISO/TC 22/SC l3IWG 8IN304), 
Geneva, Switzerland: International Standards Organization. 
Jamson, A.H., Wcstcrman, S.J., Hockey, G.R.J. and Carsten, O. (2004). Speech-based E-Mail 
and driver behaviour: effects of an in-vehicle message system interface. Human Factors, 46, 
pp. 625- 639. 
321 
Joinson, C. and Nettle, D. (2005) Season of birth variation in sensation seeking in an adult 
population. Personality and Individual Differences, 38, pp. 859-870. 
Joinson, A.N. (1999). Social desirability, anonymity and internet based questionnaires. 
Behaviour Research Methods, Instruments, & Computers, 31 (3), pp. 443-438. 
Joinson, A.N. (2001). Self-disclosure in computer-mediated communication: the role of self-
awareness and visual anonymity. European Journal of Social Psychology, 31, pp. 177-192. 
Jonah, B.A. (1986). Accident risk and risk-taking behaviour among young drivers. Accident 
Analysis & Prevention, 18(4), pp. 255-71. 
Jonah, B.A. (1990). Age differences in risky driving. Health Education Research, 5(2), 139-
149. 
Jonah, B.A. (1997). Accident risk and risk-taking behaviour among young drivers. Accident 
Analysis & Prevention, 18, pp. 255-271. 
Jonah, B.A., Thiessen, R. and Au- Yeung, E. (200 I). Sensation seeking, risky driving and 
behavioural adaptation. Accident Analysis & Prevention, 33, pp. 679-684. 
Kahneman, D. (1973). Attention and Effort. Englewood Cliffs, NJ: Prenticc Hall. 
Kalton, G. & Schuman, H. (1982). The Effect of the Question on Survey Responses: a review. 
Journal ofthe Royal Statistical Society, 145(1), pp. 42-73. 
Kanellaidis, G., Golias, J. and Zarifopoulos, K. (1995). A survey of drivers attitudes towards 
speed limit violations. Journal of Safety Research, 26, pp. 31-40. 
Keall, M.D., Frith, WJ. and Patterson, T.L. (2004). The influence of alcohol, age and number 
of passengers on the night-time risk of driver fatal injury in New Zealand. Accident Analysis 
& Prevention, 36(1), pp. 49-61. 
Keinan, G., Meir, E. and Gome-Nemirovsky, T. (1984). Measurement of risk-taker's 
personality. Psychological Reports, 55,163-167 
322 
Kcrr, J.S. (1991). Driving without attention mode (DWAM): a formalisation of 
inattentive states in driving. In: Gale, A.G., Brown, I.D., Haslegrave, C.M., Moorhead, I. 
and Taylor, S. (Eds.), Vision in Vehicles-llI. Elsevier, North-Holland, pp. 473-479. 
Keskinen, E. (1996). Why do young drivers have more accidents? In: J.F., Fahrerinnen 
(Eds.), Young Drivers (in German and in English).Berichte der Bundesanstalt fur 
Stra _ enwesen, Mensch und Sicherheit, Heft M 52, Bergisch Gladbach, Germany. 
Kish, G.B., Busse, W. (1968). Correlates of stimulus-seeking: Age, education, intelligence, 
and aptitudes. Journal of Consulting and Clinical Psychology, 32(6), pp. 633-637. 
Kish, G.B. and Donenworth, G.V. (1969). Interests and stimulus seeking. Journal of 
Counselling Psychology, 16, pp. 551-556. 
Kosnik, W.D., Sekuler, R. and Kline, D. W. (1990). Self-reported problems of older drivers. 
Human Factors, 32, pp. 597-608. 
Kosnik, W., Winslow, L., Kline, D., Rasinski, K. and Sekuler, R. (1988). Vision changes in 
daily life throughout adulthood. Journal of Gerontology, 43, pp. 63-70. 
Klauer, S. G., Dingus, T. A., Neale, V. L., Sudwecks, 1. D. and Ramsey, D. J. (2006) The 
Impact of Driver Inattention on Near-Crash/Crash Risk: An Analysis Using the lOO-Car 
Naturalistic Driving Study Data National Highway Traffic Safety Administration , 
Washington, DC. 
Laapotti, S. and Keskinen, E. (2004). Has the difference in accident patterns between male 
and female drivers changed between 1984 and 2000? Accident Analysis & Prevention, 
36(4), pp. 577-584. 
Lajunen, T., Parker, D. and Surnrnala, H. (2004). The Manchester Driver Behaviour 
Questionnaire: a cross-cultural study. Accident Analysis & Prevention, 36, pp. 231-238. 
Lajunen, T., and Surnrnala, H. (1995). Driving experience, personality, and skill and safety 
motive dimensions in drivers' self-assessments. Personality and Individual Differences, 
3:pp.307-318. 
323 
Lam, L.T. (2002). Distractions and the risk of car crash injury: the effect of drivers' age. 
Journal of Safety Research, 33, pp. 411-419. 
Lambert, W. and Levy, L.H. (1972). Sensation seeking and short term sensory deprivation. 
Journal of Personality and Social Psychology, 24, pp. 46-52. 
Lamble, D., Kauranen, T., Laakso, M. and Summala, H. (1999). Cognitive load and detection 
thresholds in car following situations: safety implications for using mobile (cellular) 
telephones while driving. Accident Analysis & Prevention, 31, pp. 617-623. 
Lansdown, T. C. (1997). Visual allocation and the availability of driver information. In T. 
Gothengater and E. Carbonell (eds), Traffic & Transport Psychology: Theory and 
Application. Amsterdam: Pergamon. 
Lansdown, T. c., Brook-Carter, N. and Kersloot, T. (2004). Distraction from multiple in-
vehicle secondary tasks: vehicle performance and mental workload implications. 
Ergonomics, 47 (I), pp 91-\04. 
Lansdown, T.C., Bums, P.C. and Parkes, A.M. (2004). Perspectives on occlusion and 
requirements for validation. Applied Ergonomics, 35, 3, pp 225-232. 
Lashley, K.S., (1951). The problem of serial order in behavior. In L.A. leffress (Ed.), 
Cerebral mechanisms in behavior. New York: Wiley. 
Laurell, H. (1977). Effects of small doses of alcohol on driver performance in emergency 
situations. Accident Analysis & Prevention, 9, pp. 191-201. 
Lee, 1.0. (2004): Simulator fidelity: How low can you go? 48th Annual Meeting of the 
Human Factors and Ergonomics Society, Santa Monica, CA. 
Lenne, M.G., Dietze, P., Rumbold, G.R., Redman, J.R. and Triggs, T.J. (2003). The effects of 
the opioid pharmacotherapies methadone, LAAM and beprenorphine, alone and in 
combination with alcohol, on simulated driving. Drug and Alcohol Dependence, 72(3), pp. 
271-278. 
Lenne, M.G. Triggs, TJ. and Redman, 1.R. (1997). Time of day variations in driving 
performance. Accident Analysis & Prevention, 29(4), pp. 431-437. 
324 
Lesch, M.F. and Hancock, P.A. (2004). Driving perfonnance during concurrent cell-phone 
use: are drivers aware of their perfonnance decrements? Accident Analysis & Prevention, 
36, pp. 471-480. 
Lesnik-Oberstcin, M. ; Cohen, L. (1984). Cognitive style, sensation seeking, and assortative 
mating Journal of personality and social psychology, 46(1), pp. 112-117. 
Leuba, C. (1955). Towards some integration of learning theories: the concept of optimal 
stimulation. Psychological Reports, I, pp. 27-33. 
Levine, O.H. (1995). Effect of Visual Display Parameters on Driving Performance in a 
Virtual Environments Driving Simulator_ Unpublished masters thesis, Northern University, 
Boston: Massachusetts. Available at http://users.rcn.comlolevine/thesis/. Accessed 18/12/07. 
Liguori,A. and Robinson, I.H. (200 I). Caffeine antagonism of alcohol-induced driving 
impainnent. Drug and Alcohol Dependence, 63, pp. 123-129. 
Little. P. and Zuckennan. M. (1986). Sensation seeking and music preferences. Personality 
and Individual Differences, 4,575-578. 
Logan, G.D. (1994). Spatial attention and the apprehension of spatial relations. Journal of 
Experimental Psychology: Human Perception and Performance, 20, pp. 1015-1036. 
Lourens, P.F., Vissers, I.A.M.M., Iessurun, M. (1999). Annual mileage, driving violations, 
and accident involvement in relation to drivers' sex, age, and level of education. Accident 
Analysis & Prevention, 31(5), pp. 593-597. 
Lourey, E. and McLachlan, A. (2003). Elements of sensation seeking and their relationship 
woth two aspects of humour appreciation - perceived funniness and overt expression. 
Personality and Individual Differences, 35, pp. 277-287. 
Lund, A.K. (1986). Voluntary seat belt use among U.S. drivers: geographic, socioeconomic 
and demographic variation. Accident Analysis & Prevention, 18(1), pp. 43-50. 
Lund, N. (2001). Attention and Pattern Recognition. Routledge: East Sussex. 
325 
Luria, A.R. (1973). The frontal lobes and the regulation of behaviour. In J.M. Warren and 
K. Akert (Eds.), The frontal Granular Cortex and Behaviour. New York: McGraw-Hill. 
Lyman, S., Ferguson, S.A., Braver, E.R. and Williams, A.F. (2002). Older driver 
involvements in police reported crashes and fatal crashes: trends and projections. Injury 
Prevention, 8, pp. 116-120. 
Lyman, J.M., McGwin, G, Jr. and Sims, R.V. (2001). Facotrs related to driving difficulty and 
habits in older drivers. Accident Analysis & Prevention, 33(3), pp. 413-421. 
Lynn, P. and Lockwood, C.R. (1998). The accident liability of company car drivers. TRL 
Rep. 317. Transportation Research Laboratory, Crowthorne: UK. 
Maccoby, E.E. and Maccoby, N. (1954). The interview: A tool of social science. In G. 
Lindzey (Ed.), Handbook of social psychology, Reading, MA: Addison-Wesley. 
Mackworth, N.H. (1965). Visual noise causes tunnel vision. Psychonomic Science, 3, pp. 67-
68. 
Matlby, J. and Day, L. (200 I). Spiritual involvement and belief: the relationship between 
spirituality and Eysenck's personality dimensions. Personality and Individual Differences, 
30, pp. 187-192. 
Marchau, V.A.WJ., van der Heijden, R.E.C.M. and Molin, EJ.E. (2005). Desirability of 
Advanced Driver Assistance from Road Safety Perspective: The Case ofISA. Safety Science, 
43, pp. 11- 27. 
Martens, M.H. and van Winsum, W. (2000). Measuring distraction: the Peripheral 
Detection Task. Proceedings NHTSA: Internet Forum on the safety impact of driver 
distraction when using in-vehicle technologies. 
Martin, M. (1985). Individual differences in sensation seeking and attentional ability. 
Personality and Individual Differences, 6, pp. 637-639. 
Maslow, A. (1954). Motivation and Personality. Harper and Row: New York. 
326 
=~---
Massie, D.L., Green, P.E. and Campbell, K.L. (1997). Crash involvement rates by driver 
gender and the role of average annual mileage. Accident Analysis & Prevention, 29(5), pp. 
675-685. 
Mattes, S. (2003). The lane-change-task as a tool for driver distraction evaluation. In H. 
Strasser, K. Kluth, H. Rausch, and H. Bubb, (Eds.), Quality of work and products in 
enterprises of the future. Erognomia, Stuttgart, 57. 
Mattes, S. and Hallen, A. (2009). Surrogate distraction measurement techniques: The 
Lane Change Task. In M.A., Reagan, J.D. Lee, and K.L. Young (eds.). Driver distraction: 
theory, effects and mitigation. CRC Press: Taylor & Francis, London. 
Matthews, G. and Sparkes, TJ. (1996). The role of general attentional resources in 
simulated driving performance. In Gale, A.G., Brown, 1.0., Haslegrave, C.M., Moorhead, I. 
& Taylor, S.P. (Eds.), Vision in Vehicles V. Elsevier Science B.V, Amsterdam. 
Matthews, R., Legg, S. and Chariton, S. (2003). The effect of cell phone type on drivers 
subjective workload during concurrent driving and conversing. Accident Analysis & 
Prevention, 35, pp. 451-457. 
McCartt, A.T., Shabanova, V.1. and Leaf, W.A. (2003). Driving experience, crashes and 
traffic citations of teenage beginning drivers. Accident Analysis & Prevention, 35, pp. 311-
320. 
McClelland, G.H. (1997). Optimal design in psychological research. Psychological Methods, 
2, pp. 3-19. 
Mc Daniel, S.R. and Zuckerrnan, M. (2003). The relationship of impulsive sensation seeking 
and gender to interest and participation in gambling activities. Personality and Individual 
Differences, 35, pp. 1385-1400. 
McDonald, M., Brackstone, M.A., Sultan, B. and Roach, C. (1997). Close folIowing on the 
motorway: initial findings of an instrumented vehicle study. In Gale, A.G., Brown, 1.0., 
Haslegrave, C.M., & Taylor, S.P. (Eds.), Vision in Vehicles VII. Elsevier Science B.V, 
Amsterdam. 
327 
McEvoy, S.P., Stevenson, M.R., McCartt, A.T., Woodward, M., Haworth, C., Palamara, P. 
and Cercarelli, R. (2.0.05). Role of mobile phones in motor vehicle crashes resulting in 
hospital attendance; a case-crossover study. British Medical Journal, 
doi:1 ,o.1136fbmj.38537.397512.55. available on line at 
http://bmj.bmjjoumals.com/cgi/rcprintl33 117 5 14/428?maxtoshow=&H ITS-I ,o&hits= 1 ,o&RE 
SUL TFORMA T=&author I =McEvoy&andorcxactfulltcxt=and&scarchid= I &FIRSTlNDEX = 
,o&sortspcc=relcvancc&resourcetype=HWCIT. Accessed 311.07/.06. 
McEvoy, S.P., Stevenson, M.R. and Woodward, M. (2.0.07). The prevalence of, and factors 
associated with, serious crashes involving a distracting activity. Accident Analysis & 
Prevention, 39, pp. 475-482. 
McKnight, A.J. and McKnight, A.S. (1993). The effect of cellular phone use upon driver 
attention. Accident Analysis & Prevention, 25(3), pp. 259-265. 
McNemar, Q. (1946). Opinion-Attitude Methodology. Psychological Bulletin, 43, pp. 289-
374. 
McNicol, D. (1972). A primer of signal detection theory. London: Alien and Unwin. 
Meier, S. (1994). The chronic crisis in psychological measurement and assessment: A 
historical survey. San Diego: Academic Press. 
Mesken, J., Lajunen, T. and Summala, H. (2.0.02). Interpersonal violations, speeding violations 
and their relation to accident involvement in Finland. Ergonomics, 45(7), pp. 469-483. 
Mian, O. and Kay, E.J. (2.0.03). A companson of sensation seeking between dental and 
biological science students. European Journal of Dental Education, 7, pp. 171-176. 
Michon, J. A. (1985). A Critical View of Driver Behaviour Models: What Do We Know, 
What Should We Do? Human Behaviour and Traffic Safety. L. Evans and R. C. Schwing. 
New York, Plenum Press. 
Milgram, P., and van der Horst, R. (1984). Field- sequential colour stereoscopy with liquid 
crystal spectacles. Proceedings Fourth International Display Research Conference. Paris: 
Societe des electriciens, des electroniciens et des radio-electroniciens. 
328 
Miller, G.A. (1956). The magical number seven, plus or minus two: some limits on our 
capacity for processing information. The Psychological Review, 63, pp. 81-97. 
Millstein, S.G. (1993). Perceptual attribution ai, and affective processes in perceptions of 
vulnerability through the life span. In N.J. Bell and R.W. Bell (Eds.), Adolescent risk 
taking. London: Sage publications. 
Miura, T. (1986). Coping with Situational Demand: A Study of Eye Movements and 
Peripheral Vision Performance. In, Gale et al. (Eds.). Vision in Vehicles, pp. 205-217. 
Elsevicr Science Publishers. 
Moe, D. and Jenssen, G.D. (1995). Young Drivers risk-taking behaviour and accidents. First 
Interdisciplinary Conference on Young Drivers (pp. 12-14). Cologne, Germany, December 
1994. 
Monk, C.A. and Kidd, D.G. (2007). R we fooling ourselves: does the occlusion technique 
short change R estimates? Proceedings of the fourth international driving symposium on 
human factors in driver assessment, training and vehicle design. Iowa City, Iowa: University 
ofIowa Public Policy Center. 
Moore, V.M., Dolinis, 1. and Woodward, A.J. (1995). Vehicle speed and risk ofa severe 
crash. Epidemiology, 6(3), pp. 258-262. 
Moray, N. (1959). Attention in dichotic listening. Quarterly Jonrnal of Experimental 
Psychology, 11, pp. 55-60. 
Moray, N. (1967). Where is capacity limited? A survey and a model. Acta Psychology, 27, 
pp. 84-92. 
Mourant, R.R. and Rockwell, T.H. (1972). Strategies of visual search by novice and 
experienced drivers. Human Factors, 14(4), pp. 325-335. 
Morrongiello, B.A. and Matheis, S. (2004). Determinants of children's risk-taking in different 
social-situational contexts: the role of cognitions and emotions in predicting children's 
decisions. Journal of Applied Developmental Psychology, 25(3), pp. 303-326. 
329 
- - - ----------
Munden, lM. (1967). The relation between a driver's speed and his accident rate. 
Crowthorne, Berkshire: Transport and Road Research Laboratory. Report No.: LR 88. 
National Highway Traffic Safety Administration. (1997). Traffic Safety Facts 1994. US 
Department of Transportation, Washington, DC. 
Navon, D. (1984). Resources - A theoretical soup stone? Psychological Review, 91, pp. 216-
234. 
Navon, D. (1985). Attention division or attention sharing? In M.I. Posner and O.S.M Marin 
(eds.) Mechanisms of Attention: Attention and Performance. Hillsdale, N.l: Earlbaum. 
Navon, D. and Gopher, D. (1979). On the economy of human information processmg 
systems. Psychological Review, 86, pp. 214-255. 
Neale, V. L., Dingus, T. A., Klauer, S. G., Sudweeks, J. and Goodman, M. (2005). An 
overview of the lOO-car naturalistic driving study and findings. In Proceedings of the 19th 
International Technical Conference on the Enhanced Safety ofVehic1es National Highway 
Traffic Safety Administration, Washington, DC (Publication No. DOT HS 809 825). 
New York State Legislature (2001). Section 122S-C. Use of mobile telephones, New York 
State consolidated laws. Available at: http://asscmbly.statc.ny.us/lcg/ (accessed 18 August 
2008). 
Nilsson, L. (1993). Contributions and limitations of simulator studies to driver behaviour 
research. In Parkes, A.M., and Fransen, S., (Eds.), Driving Future Vehicles. (pp. 401-407), 
London, Taylor and Francis. 
Nolen-Hoeksema, S. and Morrow, l (1991). A prospective study of depression and 
posttraumatic stress symptoms after a natural disaster: the 1989 Loma Prieta earthquake. 
Journal of Personality and Social Psychology, 61, pp. 115-121. 
Norman, D.A. (1968). Toward a theory of memory and attention. Psychological Review, 75, 
pp. 522-536. 
Norman, D.A: and Bobrow, D.G. (1975). On data-limited and resource-limited processes. 
Cognitive Psychology, 7, pp. 44-64. 
330 
Norris, F.H., Matthews, B.A. and Riad, J.K. (2000). Characterological, situational, and 
behavioral risk factors for motor vehicle accidents: a prospective examination. Accident 
Analysis & Prevention, 32, pp. 505-515. 
Noy, Y.I. (1997). Ergonomics and Safety of Intelligent Driver Interfaces. Lawrence 
Erlbaum Associates: New Jersey. 
Noy, Y.I., Lemoine, T.L., Klachan, C. and Burns, P. (2004). Task interruptability and 
duration as measures of visual distraction. Applied Ergonomics, 35, pp. 207-213. 
Noy, Y.I. and Zaidel, D. (1991). Methodological framework for evaluating ergonomics 
and safety of advanced driver information systems. In Y. Queinnec and F. Danielou (Eds.), 
Designing for everyone. London: Taylor & Francis. 
OECD. (1988). Route guidance and in-car commnnication systems (Report prepared by 
OECD scientific experts group). Paris: Organisation and Economic Co-operation and 
Development. 
Olsson, S. and Burns, P.C. (2000). Measuring driver visual distraction with a peripheral 
detection task. Proceedings NHTSA: Internet Forum on the safety impact of driver 
distraction when using in-vehicle technologies. 
Oltedal, S. and Rundmo, T. (2006). The effects of personality and gender on risky driving 
behaviour and accident involvement. Safety Science, 44, pp. 621-628. 
Owsley, c., Ball, K., McGwin, G., Sloane, M.E., Roenker, D.L., White, M.F. and Overley, 
E.T. (1998). Visual processing impairment and risk of motor vehicle crash among older 
adults. JAMA, 279, pp. 1083-1088. 
Parasuraman, R., Warm, J.S., and Dember, W.N. (1987). Vigilance: Taxonomy and utility. In 
L.S. Mark, J.S. Warm, & R.L. Huston (Eds.), Ergonomics and human factors: Recent 
research (pp. 11-32). New York: Springer-Verlag. 
Parker, D., Lajunen, T. and Summala, H. (2002) Anger and aggression among drivers in three 
European countries. Accident Analysis & Prevention, 34, pp. 229-235. 
331 
Parker, D., McDonald, L., Rabbitt, P. & Sutcliffe, P. (2000). Elderly drivers and their 
accidents: the Ageing Driver Questionnaire. Accident Analysis & Prevention, 32, pp. 751-
759. 
Parker, D., Reason, J.T., Manstead, A.S.R. and Stradling, S.G. (1995). Driving errors, driving 
violations and accident involvement. Ergonomics, 38(5), pp. 1036-1048. 
Parker, D., West, R., Stradling, S. and Manstead, A.S.R. (1995). Behavioural characteristics 
and involvement in different types of traffic accident. Accident Analysis & Prevention, 
27(4), pp. 571-581. 
Parkes, A.M., Fairclough, S.H. and Ross, T. (1991). Multi-level evaluations of in-vehicle 
route navigation systems. Proceedings of the Ergonomics Society's 1991 Annual 
Conference, Lovesey, E.J. (ed.), Taylor & Francis, pp. 157-162. 
Parkes A.M. and Hooijmeijer V. (2000). The Influence of the Use of Mobile Phones on 
Driver Situation Awareness. Driver Distraction Internet Forum. Available at http://www-
nrd.nhtsa.dot.gov/dcpartments/nrd-13/driver-distraction/TopicsO 13040229.htm. Accessed on 
24/06/05. 
Parkes, A.M. and Ross, T. (1991 a). The need for performance based standards in future 
vehicle man machine interfaces. Proceedings of the DRIVE conference, 2, Elsevier, 
Advanced Telematics in Road Transport, Brussels, pp. 1312-\320. 
Parkes, A.M. and Ross, T. (199Ib). Driver centred design for future vehicle systems. In Y. 
Queinnec and F. Daniellou (eds.), Proceedings of the 11th Congress of the International 
Ergonomics Association, Taylor & Francis, pp. 1486-1488. 
Parkes, A.M. (2005). Improved realism and improved utility of driving simulators: are 
they mutually exclusive? HUMANlST Workshop Brno; January 26th, 2005. 
Parks, V., Leister, C., Patat, A., Troy, S., Vermeerren, A., Volkerts, E.R. and Verster, J.c. 
(2002). Effects of ethanol at a blood alcohol concentration of 0.4 g/L on actual driving and 
memory. European Neuropsychopharmacology, 12, Supplement 3, pp. 432-433. 
332 
-~ 
=---
Pashler, H. and Johnston, 1. C. (1998). Attentional limitations in dual-task perfonnance. In H. 
Pashler (Ed.), Attention. Psychology Press/Erlbaum (UK) Taylor & Francis, Hove, England 
UK. pp 155-189. 
Pashler, H. (2000). Task switching and multitask performance. In S. Monsell & J. Driver 
(Eds.), Control of cognitive processes: Attention and perfonnance XVIII (pp. 277-309). 
Cambridge, MA: The MIT Press. 
Patten, C.J.D., Kircher, A., Ostlund, J. and Nilsson L. (2004). Using mobile telephones: 
cognitive workload and attention resource allocation. Accident Analysis & Prevention, 36, 
pp. 341-350. 
Patten, C.J.D., Kircher, A., Ostlund, J., Nilsson, L. and Svenson, O. (2006). Driver experience 
and cognitive workload in different traffic environments. Accident Analysis & Prevention, 
38(5), pp. 887-894. 
Patton, J.H., Stanford, M.S. and Barratt, E.S. (1995). Factor structure of the Barratt 
impulsiveness scale. Journal of Clinical Psychology, 51 (6), pp. 768-774. 
Perez, J. and Torrubia, R. (1985). Sensation seeking and antisocial behaviour in a student 
sample. Personality and Individual Differences, 6, pp. 401-403 
Petridou, E. and Moustaki, M. (2000). Human Factors in the causation of traffic accidents. 
European Journal of Epidemiology, 16, pp. 819-826. 
Pettit, F.A. (1999). Exploring the use of the World Wide Web as a psychology data collection 
tool. Computers in Human Behaviour, 15, pp. 67-71. 
Pettitt, M.A., Burnett, O.E., Bayer, S., and Stevens, A. (2006) Assessment of the occlusion 
technique as a means for evaluating the distraction potential of driver support systems. lEE 
Proceedings on Intelligent Transport Systems, 153(4),pp. 259-266. 
Pettitt, M.A., Burnett, O.E. and Stevens, A. (2005). Extending the keystroke level model 
(KLM) to assess the visual demand of an in vehicle infonnation system (IVIS). Proceedings 
of the World Congress on Intelligent Transport Systems. 
333 
- - ----=: 
Pettitt, M., Burnett, G. and Stevens, A. (2007). An extended keystroke level model (KLM) for 
predicting the visual demand of in-vehicle information systems. Proceedings of the SIGCHI 
conference on Human Factors in computing systems, San Jose: Califomia. 
Philip, P., Sagaspe, P., Taillard, J., Valtat, C., Moore, N., Akerstedt, T., Charles, A., and 
Bioulac, B. (200S). Fatigue, sleepiness and performance in simulated versus real driving 
conditions. Sleep, 28(12), pp. ISII-ISI6. 
Pilner, P. and Melo, N. (1997). Food Neophobia in humans: effects of manipulated arousal 
and individual differences in sensation seeking. Physiology and Behaviour, 61(2), pp. 331-
33S. 
Pohlmann, S. and Traenkle, U. (1994). Orientation in road traffic. Age-related differences 
using an in-vehicle navigation system and conventional map. Accident Analysis & 
Prevention, 26(6), pp. 689-702. 
Pollard, M. (2006). Internet Access: 57% of households had access. National Statistics 
On line http://www.statistics.gov.uk!ccilnuggct.asp?id=8 Accessed on 23/07/2007. 
Pollard, M. (2007). Internet connectivity: March 2007. National Statistics 
http://www.statistics.gov.uklpdfdirlintcOS07.pdf Accessed 23/07/2007 
Popkin, C.L. (1991). Drinking and driving by young females. Accident Analysis and 
Prevention, 23(1), pp. 37-44. 
Popkin, c.L., Rudsill, L.c., Wailer, P.F. and Geissinger, S.B. (1988). Female drinking and 
driving: recent trends in North Carolina. Accident Analysis & Prevention, 20(3), pp. 219-
22S. 
Pugh, G.E. (1978). The Biological Origin of Human Values. New York: Routledge. 
Ranney T. A., Mazzae E., Garrott R. and Goodman M. J. (2000). NHTSA Driver 
Distraction Research: Past, Present, and Future. Driver Distraction Internet Forum. 
Ayailable on line at http://wwwnrd.nhtsa.dot.gov/dcpartmcnts/nrd-13/driver-
distraction/Welcome.htm. Accessed 24/06/0S. 
334 
Rakauskas, M.E., Gugerty, L.J. and Ward, N.J. (2004). Effects of naturalistic cell phone 
conversations on driving perfonnance. Journal of Safety Research, 35, pp. 453-464. 
Rakauskas, M.E., Ward, N.J., Bernat, E.M., Cadwallader, M., Patrick, c.J., de Waard, D. 
(2005). Psychophysiological measures of driver distraction and workload while 
intoxicated. Proceedings of The Third International Symposium on Human Factors in Driver 
Assessment, Training, and Vehicle Design, pp. 151-158 (CD-ROM), Iowa City, lA: Human 
Factors Research Program, The University oflowa. 
Rasmussen, J. (1980). What can be learned from Human Error Reports? In K.D. Duncan, 
M. Gruneberg, D. Wallis (eds), Changes in Working Life. Wiley: London. 
Rasmussen, J. (1983). Skills, rules, and knowledge; signals, signs, and symbols, and other 
distinctions in human perfonnance models, IEEE Transactions on Systems, Man, and 
Cybernetics, SMC-B, PP. 257-266. 
Reason, J. (1990). Human Error. Cambridge: Cambridge University Press. 
Reason, J.T., Manstead, A.S.R., Stradling, S., Baxter, J. and Campbell, K. (1990). 
Errors and violations on the roads. Ergonomics, 33, pp. 1315-1332. 
Recarte, M.A. and Nunes, L. (2003). Mental workload while driving: effects on visual search, 
discrimination and decision making. Journal of Experimental Psychology: Applied, 9(2), 
pp. 119-137. 
Redelmeier,D.A. and Tibshirani, R.J. (1997). Association between cellular-telephone calls 
and motor vehicle collisions. The New England Journal of Medicine, 336(7), pp. 453-458. 
Reed, M.P. and Green, P.A. (1999). Comparison of driving perfonnance on-road and in a 
low-cost simulator using a concurrent telephone dialling task. Ergonomics, 42(8), pp. 10 15-
1037. 
Reed-Jones, J., Trick, L.M. and Matthews, M. (2008). Testing assumptions implicit in the use 
of the 15-second rule as an early predictor of whether as in-vehicle device produces 
unacceptable levels of distraction. Accident Analysis & Prevention, 40, pp. 628-634. 
335 
Reeves, F.B. and Bergum, B.O. (1972). Perceptual narrowing as a function of peripheral cue 
relevance. Perceptual Motor Skills, 35(3), pp. 719-724. 
Reeves, I. and Stevens, A. (1996). A practical method for comparing driver distraction 
associated with in-vehicle equipment. In: Gale, A.G. (Ed.), Vision in Vehicles V. Elsevier, 
Amsterdam. 
Renner, W. and Anderle, F-G. (2000). Venturesomeness and extraversion as correlates of 
juvenile drivers' traffic violations. Accident Analysis & Prevention, 32, pp. 673-678. 
Reyna, V.F. and Brainerd, C.J. (1989). Output-Interference, generic resources and cognitive 
development. Journal of Experimental Child Psychology, 47(1), pp. 42-46. 
Rimmo, P.A. and Aberg, L. (1999). On the distinction between violations and errors: 
sensation seeking associations. Transportation Research Part F, 2 pp. 151-166 
Ripa, C.P.L., Hansen, H.S., Mortensen, E.L., Sanders, S.A. and Reinisch, I.M. (2001). A 
Danish version of the sensation seeking scale and its relation to a broad spectrum of 
behavioural and psychological characteristics. Personality and Individual Differences, 30, 
pp. 1371-1386. 
Roberti, I.W. (2004). A review of behavioural and biological correlates of sensation seeking. 
Journal of Research in Personality, 38(3), pp. 256-279. 
Roberto, I.W., Storch E.A. and Bratava, E.A. (2004). Sensation seeking, exposure to 
psychosocial stressors, and body modifications in a college population. Personality and 
Individual Differences, 37, pp. 1167-1177. 
Roge, 1., Peybale, T., Kiehn, L. and Muzet A. (2002). Alteration of the useful visual field as a 
function of state of vigilance in simulated ear driving. Transportation Research Part F, 5, 
pp. 189-200. 
Rosenblitt, I.C., Soler, H., lohnson, S.E. and Quadango, D.M. (2001). Sensation seeking and 
hormones in men and women: exploring the link. Hormones and Behaviour, 40, pp. 396-
402. 
336 
Rosenbloom, T. (2003). Sensation seeking and risk taking in mortality salience. Personality 
and Individual Differences, 35, pp. 1809-1819. 
Rosenbloom, T. and Wolf, Y. (2002a). Sensation seeking and the detection of risky road 
signals: A developmental perspective. Accident Analysis & Preveution, 34, pp. 569-580. 
Rosenbloom, T. and Wolf, Y. (2002b). Signal detection in conditions of everyday life traffic 
dilemmas. Accident Analysis & Prevention, 34, pp 763-772. 
Roskam, A.l., Brookhuis, K.A., de Waard, D. Carsten, O.M.l., Read, L., lamson, S., bstlund, 
l., Boiling, A., Nilsson, L., Antilla, V., Hoedemaeker, M., lanssen, W.H., Harbluk, l., 
lohansson, E., Tevell, M. Fowkes, M. Victor, T., Engstrom. l. (2002). Deliverable 1 -
Development of Experimental Protocol. Human machine interface And the Safety of 
Traffic in Europe (HASTE). Project GRDI/2000/25361 S12.319626 
Roth, M., Schumacher, l. and Brahler, E. (2005). Sensation seeing in the community: sex, age 
and sociodemographic comparisons on a representative German population sample. 
Personality and Individual Differences, 39, pp. 1261-1271. 
Rothengatter, l A. (1987). Current issues in road user research. In lA. Rothengatter and R.A. 
de Bruin (Eds.). Road users and traffic safety. Maastricht: Van Gorcum. 
Rothengatter, T. {I 997). Errors and violations as factors in accident causation. In T. 
Rothengatter & E. Carbonell Vaya (Eds.), Traffic and Transport Psychology, Theory and 
Application (pp. 59-64) Amsterdam: Pergamon. 
Routtenberg A. {I 968). The two-arousal hypothesis: reticular formation and limbic system. 
Psychological Review, 75{l), pp. 51-80. 
Rowland, G.L., and Franken, R.E. {I 986). The four dimensions of sensation seeking: a 
confirmatory factor analysis. Personality and individual differences, 7(2), pp. 237-240. 
Rowland, G.L. and Heatherton, T. (1987). Social norms for the desirability of sensation 
seeking. Personality and Individual Differences, 8, pp. 753-755. 
337 
Roza, Z.e. (2004): Simulation Fidelity Theory and Practice: A Unified Approach to 
Defining, Specifying and Measuring the Realism of Simulations. Doctoral thesis: Delft 
University of Technology, Faculty of Aerospace Engineering, Delft. 
Rugg, M.D. (1986). Constraints on cognitive performance: some problems with and 
alternatives to resource theory. In G.R.J. Hockey, A.W.K. Gaillard, and M.G.H. Coles (eds.), 
Energetics and human Information Processing, Dordrecht: Martinus Nijhoff Publishers. 
(pp. 353-371). 
Rundmo, T. and Iversen, H. (2004). Risk perception and driving behaviour among 
adolescents in two Norwegian counties before and after a traffic safety campaign. Safety 
Science, 42, pp. 1-21. 
Sabey, B.E. and Taylor, H. (1980). The known risks we run: The highway. In R.e. 
Schwing and W.A. Albers Jr. (Eds.). Societal Risk Assessment: How safe is safe enough? 
General Motors Research Laboratories. 
Santos, J., Merat, N., Mouta, S., Brookhuis, K., De Waard, D. (2005). The interaction 
between driving and in-vehicle information systems: comparison of results from laboratory, 
simulator and real-world studies. Transportation Research Part F: Traffic Psychology and 
Behaviour, 8(2), pp. 135-146. 
Schneider, W. and Shiffrin, R.M. (1977). Controlled and automatic human information 
processing: I. Detection, search and attention. Psychological Review, 84, pp. 1-66. 
Schneider, W., Dumais, S.T. and Shiffrin, R.M. (1984). Automatic processes and attention. In 
R. Parasuraman and D.R. Davies (Eds.), Varieties of attention (pp. 1-27). San Diego, CA: 
Academic Press. 
Schroth, M.L. and Lund, E. (1994). Relationships between need achievement, sensation 
seeking and cognitive performance. Personality and Individual Differences, 16(6), pp. 861-
867. 
Schwebel, D.e., Severson, J., Ball, K.K. and Rizzo, M. (2006). Individual difference factors 
in risky driving: The roles of angerlhostility, conscientiousness, and sensation-seeking. 
Accident Analysis & Prevention, 38, pp. 801-810. 
338 
Scott, D. (1994). An evaluation of low-cost driving and flight simulations. In S.A. Robertson 
(ed.). Contemporary Ergonomics, London Taylor and Francis: CRC Press. 
Scourfield, J., Stevens, D.E., and Merikangas, K.R. (1996). Substance abuse, comorbidity, 
and sensation seeking: gender differences. Comprehensive Psychiatry, 37(6), pp. 384-392. 
Sears, 0.0. (1986). College Sophomores in the Laboratory: Influences of a narrow data base 
on social psychology's view of human nature. Journal of Personality and Social 
Psychology, 51(3), pp. 515-530. 
Seppelt, B. and Wickens, C.D. (2003). In-vehicle tasks: Effects of modality, driving 
relevance, and redundancy (Technical Report AHFD-030\6/GM-03-3) Prepared for General 
Motors Corporation. Warren, Ml. 
Sexton, B.F. (1997). Validation trial for testing impairment of driving due to alcohol, 
TRL report 226. 
Shapland, J. (1978). Self reported delinquency in boys aged II to 14. British Journal of 
Criminology, 18, pp. 255-266. 
Shargel, L. and Yu, A.B. (1999). Applied Bio-pharmaceutics & Pharmacokinetics. (4th 
ed.). New York: McGraw-Hill. 
Shaw, C. (2004). Interim 2003- based national population projections for the United Kingdom 
and constituent countries. Population trends, 118, pp. 6-16. 
Shaw, G.A. and Giambra, L.M. (1993). Task unrelated thoughts of college students diagnosed 
as hyperactive in childhood. Developmental Neuropsychology, 9, pp. 17-30. 
Sheridan, T.B. (2004). Driver Distraction from a Control Theory Perspective. Human 
Factors, 46(4), pp. 587-599. 
Shriffen, R. M. (1988). Attention. In R. C. Atkinson, R. J., Herrnstein, and R. D. Luce (Eds.), 
Stevens' handbook ofcxpcrimcntal psychology, Second edition. New York: John Wiley. 
339 
Shiffrin, R.M. and Schneider, W. (1977). ControlIed and automatic human information 
processing: n. Perceptual learning, automatic attending, and a general theory. Psychological 
Review, 84, pp. 127-190. 
Shinar, D. and Schieber, F. (1991). Visual requirements for safety and mobility of older 
drivers. Human Factors, 33, pp. 507- 519. 
Shinar, D., Tractinsky, N. and Compton, R. (2005). Effects of practice, age, and task 
demands, on interference from a phone task while driving. Accident Analysis & Prevention, 
37(2), pp. 315-326. 
Shye, S., Elizur, D., and Hoffman, M. (1994). Introduction to Facet theory: content design 
and intrinsic data analysis in behavioural research. Thousand Oaks: Sage. 
Simon, R.J. (1975). Women and Crime. Lexington MA: Heath. 
Singer, M.V., Leffmann, c., Eysselein, V.E., Calden, H., Goebell, H. (1987). Action of 
ethanol and some alcoholic beverages on gastric acid secretion and release of gastrin in 
humans. Gastroenterology, 93, pp. 1247-1254. 
Slanger, E. and Rudestam, K.E. (1997). Motivation and disinhibition in high risk sports: 
sensation seeking and self-efficacy. Journal of Research in Personality, 31, pp. 355-374. 
Smart, R. (1966). Subject selection bias in psychological research. Canadian Psychologist, 7, 
pp. 115-121. 
Smith, D.1. (1976). Official driver records and self-reports as sources of accident and 
conviction data for research purposes. Accident Analysis & Prevention, 8, pp. 207-211. 
Smith, M.A. and Leigh, B. (1997). Virtual subjects: Using the internet as an alternative source 
of subjects and research environment. Behaviour Research Methods, Instruments, & 
Computers, 29, pp. 496-505. 
Smith, T.J. and Merhi, O. (2005). Ergonomic performance standards and regulations -
their scientific and operational basis. In W. Karowowski (ed.), Handbook on standards and 
guidelines in Ergonomics and Human Factors. Routledge: Taylor & Francis, London. 
340 
Society of Automotive Engineers (\998). SAE Standard for Calculating the Time to 
Complete In-Vehicle Navigation and Route Guidance Tasks (SAE J2365), Committee 
Draft of November 23, Warrendale, PA: Society of Automotive Engineers. 
Society of Automotive Engineers (2002). SAE Recommended practice calculation of the 
time to complete in-vehicle navigation and route guidance tasks. (SAE J2364), 
Warrendale, PA: Society of Automotive Engineers. 
Stacy, A. W., Newcomb, M.D. and Bentler, P.M. (1991). Personality, problem drinking, and 
drunk driving: Mediating, moderating, and direct-effect models. Journal of Personality and 
Social Psychology, 60, pp. 795-811. 
Stanton, N.A., Walker, G.H., Young, M.S., Kazi, T. and Salmon, P.M. (2007). Changing 
drivers' minds: the evaluation of an advanced driver coaching system. Ergonomics, 50(8), 
pp. 1209-1234. 
Steele, C. M. and Josephs, R. A. (1990). Alcohol myopia: It's prized and dangerous effects. 
American Psychologist, 45, pp. 921-933. 
Stevens, A. (2009). European approaches to principles, codes, guidelines, and checklists 
for in-vehicle HMI. In M.A., Reagan, lD. Lee, and K.L. Young (eds.). Driver distraction: 
theory, effects and mitigation. CRC Press: Taylor & Francis, London, pp. 395-410. 
Stevens, A., Bygrave, S., Brook-Carter, N. and Luke, T. (2004). Occlusion as a technique for 
measuring in-vehicle information systems (IVIS) distraction: a research literature review. 
Transport Research Laboratory (TRL) report no. TRL609. TRL, Crowthome, Berkshire, VK. 
Stevens, A. and Minton, R. (200 I). In-vehicle distraction and fatal accidents in England and 
Wales. Accident Analysis & Prevention, 33, pp. 539-545. 
Stevens, A. and Paulo, D.A.O. (1997). The use of mobile phones while driving: a review. In: 
TRL Report 318. Transport Research Laboratory, UK. 
Stim, A., Hinz, A. and Brahler, E. (2006). :Prevalence of tattooing and body piercing in 
Germany and perception of health, mental disorders, and sensation seeking among tattooed 
and body-pierced individuals. Journal of Psychosomatic Research, 60(5), pp. 531-534. 
341 
Straus, S.H. (2005). New, improved, comprehensive, and automated drivers license test 
and vision screening system. Esracorp: Arizona Department of Transportation. 
Strayer, D. L., Drews, F. A. and Crouch, D. J. (2003). Fatal distraction? A comparison of 
the ceU-phone driver and the drunk driver. In D. V. McGehee, J. D. Lee and M. Rizzo 
(Eds.) Driving Assessment 2003: International Symposium on Human Factors in Driver 
Assessment, Training, and Vehicle Design. Public Policy Center: University oflowa (pp. 25-
30). Accessed 14/07/06. 
Strayer, D. L. and Johnston, W. A. (2001). Driven to distraction: Dual-task studies of 
simulated driving and conversing on a cellular phone. Psychological Science, 12, pp. 462-
466. 
Stroop, J. R. (1935). Studies of interference In serial verbal reactions. Journal of 
Experimental Psychology, 18, pp. 643-662. Available online at 
http://psychclassics.yorku.ca/Stroop/ accessed 0 I 102/08. 
Stulhofer, A., Graham, c., Bozicevic, I., Kufrin, K. And Ajdukovic, D. (2007) An Assesment 
of HIV/STI vulnerability and related sexual risk-taking in a nationally representative sample 
of young Croatian adults. Archives of Sexual Behaviour, Published online 001: 
10.1 007/s 10508-007-9234-8. 
Stutts, J.c., Reinfurt, D.W., Staplin, L. and Rodgman, E.A. (2001). The Role of Driver 
Distraction in Traffic Crashes. AAA Foundation for Traffic Safety, Washington, DC. 
Stutts, J.c., Stewart, J.R., and Martell, C. (1998). Cognitive test perfonnance and crash risk in 
an older driver population. Accident Analysis & Prevention, 30, pp. 337-346. 
Sumer, N. (2003). Personality and behavioral predictors of traffic accidents: Testing a 
contextual mediated model. Accident Analysis & Prevention, 35, pp. 949-964. 
Szalma, J.L. and Hancock, P.A. (2002). On mental resources and performance under 
stress. Unpublished white paper, MITLaboratory, University of Central Florida. Available at 
www.mit.ucf.cdu 
Tanner, W.P. Jr, and Swets, J.A. (1954). A decision- making theory of visual detection. 
Psychological Revue, 61 (6), pp. 401-409. 
342 
Tellegen, A., Lykken, D.T., Bouchard lr, T.J., Wilcox, K.J., Segal, N.L. and Rich, S. (1988). 
Personality similarity in twins reared apart and together. Journal of Personality and Social 
Psychology, 54(6), pp. 1031-1039. 
Terasaki, M. and Imada, S. (1988). Sensation seeking and food preferences. Personality and 
individual differences, 9(1), pp. 87-93 
Thiffault, P. and Bergeron, 1. (2003). Fatigue and individual differences III monotonous 
simulated driving. Personality and Individual Differences, 34, pp. 159-176. 
Thomas, E.A.C. and Weaver, W.B. (1975). Cognitive processmg and time perception. 
Perception and Psychophysics, 17, pp. 363-367. 
Thomas, L. (1997). Retrospective power analysis. Conservation Biology, 11(1), pp. 276-280. 
Tijerina, L. (2000). Issues in the evaluation of driver distraction associated with in-
vehicle information and telecommunications systems. In NHTSA Driver Distraction 
Internet Forum. Available at http://www-nrd.nhtsa.dot.gov/dcpartments/nrd-13/drivcr-
distraction/PDF/3.PDF. Last acccsscd 17/09/2008. 
Tijerina, L., 10hnston, S., Palmer, E., Winterbottom, M.D., and Goodman, M. (2000). Driver 
Distraction with Route Guidance Systems (Technical Report DOT HS 809 069), East 
Liberty, OH: National Highway Traffic Safety Administration . 
. Tijerina, L., Palmer, E., and Goodman, M.J. (1998). Driver workload assessment of route 
guidance system destination entry while driving: a test track study, Proceedings of the 5th 
ITS World Congress, Berlin, Germany: VERTIS (CD-ROM). 
Tillman, W. A. and Hobbs, G. R. (1949). The accident-prone automobile driver: A study of 
the psychiatric and social background. American Journal of Psychiatry, 106,321-331. 
TomTom (2007). TomTom Hits JO Million Product Mark. Press release: 09 May 2007. 
Available at http://www.tomtom.com/ncws/category.php?ID=4&NID=361 &Language= I. 
Accessed May 10 2007. 
343 
TomTom (2008). TomTom Reports fourth quarter and full year results 2007. Available at 
http://www.tomtom.comlncws/catcgory.php?1 D=4&NlD=494& Y car=2008&Languagc= I . 
Accessed 24/09/2008. 
Torki, M.A. (1993). Sex differences in sensation seeking to Kuwait. Personality and 
Individual Differences, 14(6), pp. 861-863. 
Torrance, E.P. (1974). Manual for the Torrance tests of Creative Thinking. Bensenville, 
IL: Scholastic Testing Servicc, Inc. 
Treisman, A.M. (1960). Contextual cues in selective listening. Quarterly Journal of 
Experimental Psychology, 12, pp. 242-248. 
Trcisman, A.M. (1964). Selective attention in man. British Medical Bulletin, 20, pp. 12- 16. 
Treisman, A. M. (1979). The psychological reality of levels of processing. In L. S. Cerrnak 
& F. I. M. Craik (Eds.), Levels of processing and human memory. Hillsdale, N.J.: Lawrence 
Erlbaurn Associates. 
Treisman, A.M. (1991). Search, similarity, and integration of features between and within 
dimensions. Journal of Experimental Psychology: Human Perception and Performance, 
17, pp. 652-676. 
Treisman, A. M. and Geffen, G. (1967). Selective attention: Perception and response? 
Quarterly Journal of Experimental Psychology, 19, pp. 1-18. 
Treisman, N. (1964). Sensory scaling and the psychophysical law. Quarterly Journal of 
Experimental Psychology, 16, pp. 11-22. 
Trimpop, R. and Kirkcaldy, B. (1997). Personality predictors of driving accidents. 
Personality and Individual Differences, 23(1), pp. 147-152. 
Turner, C. and McClure, R. (2003). Age and gender differences in risk-taking behaviour as an 
explanation for high incidence of motor vehicle crashes as a driver in young males. 
International Journal oflnjury Control and Safety Promotion, 10(3), pp. 123-130. 
344 
-------------
Ulleberg, P. (2001). Personality subtypes of young drivers: Relationships to risk-taking 
preferences, accident involvement, and response to a traffic safety campaign. Transportation 
Research, Part F: Traffic Psychology and behaviour, 4(4), pp. 279-297 
Ulleberg, P. and Rundmo, T. (2003). Personality, Attitudes and Risk Perception as Predictors 
of Risky Driving Behaviour among Young Drivers. Safety Science, 41, pp. 427-443. 
Underwood, G., Chapman, P., Wright, S., and Crundall, D. (\999). Anger while driving. 
Transport Research Part F, 2, pp. 55-68. 
van Anders, S. M., Vernon, S. M. and Wilbur, C. J. (2006). Finger length ratios show 
evidence of prenatal hormone transfer between opposite-sex twins. Hormones and Behavior, 
49(3),pp.315-319. 
van de Beek, c., Thijssen, J.H.H., Cohen-Kettenis, P.T., van Goozen, S.H.M., Buitelaar, J.K. 
(2004). Relationships between sex hormones assessed in amniotic fluid, and maternal and 
umbilical cord serum: What is the best source of information to investigate the effects of fetal 
hormonal exposure? Hormones and Behaviour, 46, pp. 663-669. 
Vanderschuren, M. (2008). Safety improvements through Intelligent Transport Systems: A 
South African case study based on microscopic simulation modelling. Accident Analysis & 
Prevention, 40, pp. 807-817. 
Vavrik, J. (1997). Personality and risk-taking: a brief report on adolescent male drivers. 
Journal of Adolescence, 20(4), pp. 461-465. 
Verwey, W.B. and Zaidel, D.M. (1999). Preventing drowsiness accidents by an alertness 
maintenance device. Accident Analysis & Prevention, 31, pp. 199-211. 
Violanti, J.M. (1997). Ccl1ular telephones and traffic accidents. Public Health, Ill, pp. 423-
428. 
Violanti, J.M. (1998). Cellular phones and fatal traffic collisions. Accident Analysis & 
Prevention, 30(4), pp. 519-524. 
Violanti, J.M. and Marshall, J.R. (1996). Cellular phones and traffic accidents: an 
epidemiological approach. Accident Analysis & Prevention, 28(2), pp. 265-270. 
345 
de Waard, D., Kruizinga,A. And Brookhuis, K.A. (2008). The consequences of an increase in 
heavy goods vehicles for passenger car drivers' mental workload and behaviour: A simulator 
study. Accident Analysis & Prevention, 40, pp. 818-828. 
Wailer, P.F. (1991). The older driver. Human Factors, 33(5), pp. 499-505. 
Ward, NJ., Parkes, A. and Crone, P.R. (1995). Effect of Background Scene Complexity and 
Field Dependence on the Legibility of Head-Up Displays for Automotive Applications. 
Human Factors, 37(4), pp. 735-745. 
Wasielewski, P. (1984). Speed as a measure of driver risk: observed speeds versus driver and 
vehicle characteristics. Accident Analysis & Prevention, 16(2), pp. 89-103. 
Watchel, J.A. (1996). Applications of appropriate simulator technology for driver 
training, licensing and assessment. In Gale, A.G., Brown, 1.0., Haslegrave, C.M., 
Moorhead, I. & Taylor, S.P. (Eds.), Vision in Vehicles V. Elsevier Science B.V, Amsterdam. 
Watson, P.E., Watson, 1.0. and Bat!, R.D. (1981). Prediction of blood alcohol concentrations 
in human subjects: updating the Widmark equation. Journal of Studies on Alcohol, 42(7), 
pp. 547-556. 
Waugh, J., Glumm, M., Kilduff, P., Tauson, R., Smyth, c., Pillalamarri, R. (2000). Cognitive 
workload while driving and talking on a cellular phone or to a passenger. International 
Ergonomics Association Conference, San Diego, USA. 
Wechsler, D. (1981). WAIS-R Manual: Wechsler Adult Intelligence Scale-Revised. 
Psychological Corporation Cleveland: Ohio. 
Welkowitz, J., Ewen, R. and Cohen, J. (1991). Introductory statistics for the behavioural 
sciences (4th ed.). Harcourt Brace Jovanovich, San Diego: CA. 
Wertheim, A.H. (1978). Explaining highway hypnosis: experimental evidence for the role of 
eye movements. Accident Analysis & Prevention, 10, pp. 111-129. 
346 
Wertheim, A.H. (1991). Highway hypnosis: a theoretical analysis. In: Gale, A.G., Brown, 
1.0., Haslegrave, C.M., Moorhead, I., Taylor, S. (Eds.), Vision in Vehicles-Ill. Elsevier, 
North-Holland, pp. 467--472. 
West, R. and Hall, J. (1997). The role of personality and attitudes in traffic accident risk. 
Applied Psychology, 46(3), pp. 253-264. 
Westerman, SJ. Davies, D.R., Glendon, A.I., Stammers, R.B. and Matthews, G. (1998). 
Ageing and word processing competence: Compensation or compilation? British Journal of 
Psychology, 89(4), pp. 579-597. 
Westerman, S.J., and Haigney, D. (2000). Individual differences in driver stress, error and 
violation. Personality and Individual Differences, 29, pp. 981-998. 
Welkowitz, J., Ewen, R. and Cohen, J. (1991). Introductory Statistics for the Behavioural 
Sciences (4th Ed). New York: Academic Press. 
Whissell, R.W. and Bigelow, BJ. (2003). The speeding attitude scale and the role of 
sensation seeking in profiling young driver at risk. Risk Analysis, 23(4), pp. 811- 820. 
Whitlock, G., Norton, R., Clark, T., Pledger, M., Jackson, R. and MacMahon, S. (2003). 
Motor vehicle driver injury and socioeconomic status: a cohort study with prospective and 
retrospective driver injuries. Journal of Epidemiology and Community Health, 57(7), pp. 
512-516. 
Widmark, E.M.P. (1932). Principles and applications of medico-Iegal alcohol 
determination. Translated into English by R.C. Baselt, University of California (1981). 
Wickens, C.D. (1980). The structure of attentional resources. In R.S. Nickerson (ed.), 
Attention and Performance VIII, Laurence Erlbaum, Hillsdale: New Jersey. 
Wickens, C. D. (1984). Processing resources in attention. In R. Parasuraman and D. R. Davies 
(Eds.). Varieties of attention. San Diego, CA: Academic Press 
Wickens, C.D. (2002). Multiple resources and performance prediction. Theoretical Issues in 
Ergonomic Science, 3(2), pp. 159-177. 
347 
----- -------------------
Wickens, C.D. and Hollands, J.G. (2000). Engineering Psychology and Human 
Performance, New Jersey: Prentice-Halllnc. 
Wierwille, W. W. (1993). Demands on driver resources associated with introducing advanced 
technology into the vehicle. Transportation Research C, I, pp. 133-142. 
Wierwille, W.W., Antin, J.F., Dingus, T.A. and Hulse, M.C. (1988). Visual attention demand 
of an in-car navigation display system. In A.G. Gale (ed.), Vision in Vehicles 11, pp. 307-316. 
Wierwille, W.W. and Tijerina, L. (1996). An analysis of driving incident narratives as a 
means of determining problems caused by in-vehicle visual allocation and visual workload. 
In: Gale, A.G., et al. (Eds.), Vision in Vehicles IV. Elsevier, Amsterdam. 
Wilde, G.J.S. (1982). The theory of risk homeostasis: implications for safety and health. Risk 
Analysis, 2(4), pp. 209-225. 
Wilde, G.J.S. (1998). Risk homeostasis theory: an overview. Injury Prevention, 4, pp. 89-91. 
WiIliams, A.F. and Carsten, O. (1989). Driver age and crash involvement. American Journal 
of Health, 79, pp. 326-327. 
Williams G.W. (1963). Highway Hypnosis: An Hypothesis. International Journal of 
Clinical and Experimental Hypnosis, 11(3), pp. 143 - 151. 
Wilschult, E.S., Rinkenauer, G., Brookhuis, K.A. and Falkenstein, M. (2008). Effects of 
visual search task complexity on lane change task performance. Proceedings of the 
European Conference on Human Centred Design for Intelligent Transport Systems, 
HUMANIST publications, Lyon, pp. 23-32. 
Wilsnack, S.C., Wilsnack, R.W., and Klasscn, A.D. (1986). Epidemiological research on 
womens drinking, 1978-1984. Women and Alcohol: Health Related Issues, pp. 1-68. 
Wilsnack, R.W., Vogeltanz, N.D., Wilsnack, S.C. and Harris T.R. (2000). Gender differences 
in alcohol consumption and adverse drinking consequences: cross-cultural patterns. 
Addiction, 95(2), pp. 251-265. 
348 
Wilson, RJ. (1990). The relationship of seat belt non-use to personality, lifestyle and driving 
record. Health and Education Research,S, pp. 175-185. 
Winer, B. J., Brown, D. R. and Michels, K. M. (1991). Statistical principles in experimental 
design. (rev. 3rd ed.). New York: McGraw-Hill. 
van Win sum, W., Martens, M. and Herland, L. (1999). The effect of speech versus tactile 
driver support messages on workload, driver behaviour and user acceptance. TNO-
report TM-99-C043. Soesterberg, Netherlands. 
Withaar, F.K., Brouwer, W.H. and van Zomeren, A.H. (2000). Fitness to drive in older 
drivers with cognitive impairment. Journal of the International Neuropsychological 
Society, 6, pp. 480-490. 
Witkin, H.A., Oltman, P.K., Raskin, E. and Karp, S.A. (1971). A Manual for the Embedded 
Figures Test. Consulting Psychologists Press 
Wolfe, J.M. (\998). Visual Search. In H. Pashler (Ed.), Attention. Psychology PresslErlbaum 
(UK) Taylor & Francis, Hove, England UK. 
Wooldrige, M., Bauer, K., Green, P. and Fitzpatrick, K. (2000). Comparison of driver visual 
demand in test track, simulator, and on-road environments. University of Michigan. 
World Health Organisation (2004). World report on road traffic injury prevention. 
Washington D.C.: World Bank. 
Wynn, T. (2005). Driver Performance: The Effect of Sensation Seeking on Risk- Taking 
Behaviours. Proceedings of the international workshop on modelling driver behaviour in 
automotive environments, pp. 258-264, JRC, Ispra: Italy. 
Wynn, T., Richardson, J.H., Georgeon, 0., Bellet, T., Henning, M.J. and Krems, J.F. (2008). 
Cognitive Activity Modelling: A Case Study of Lane Change Schemas and Sensation 
Seeking. Proceedings of the European Conference on Human Centred Design for 
Intelligent Transport Systems, HUMANIST publications, Lyon, pp. 277-285. 
349 
Xie, C. and Parker, D. (2002). A social psychological approach to driving violations in two 
Chinese cities. Transportation Research Part F: Traffic Psychology and Behaviour, 5(4), 
pp. 293-308. 
Yagil, D. (1998). Gender and age related differences in attitudes toward traffic laws and 
traffic violations. Transportation Research Part F, I, pp. 123-135. 
Young, K., Regan, M., Hammer, M. (2003). Driver distraction: a review of the literature. 
Monash University Accident Research Centre, Report No. 206, November 2003. 
Young, M.S. and Stanton, N.A. (2002) Attention and Automation: new perspectives on 
mental underload and performance. Theoretical Issues in Ergonomics Science, 3(2), pp. 
178-194. 
Zuba, D. and Piekoszewski, W. (2004). Uncertainty in theoretical calculations of alcohol 
concentrations. Ith Intemational Conference on Alcohol Drug and Traffic Safety. Glasgow: 
Scotland. 
Zuckerman, M. (1969). Theoretical formulations. In Zubek, J.P. (ed.) Sensory deprivation: 
fifteen years of research. New York: Appleton-Century-Crofts, p. 407-432. 
Zuckerman, M. (1971). Dimensions of sensation seeking. Journal of Consulting and 
Clinical Psychology, 36, pp.45-52. 
Zuckerman, M. (1978). Sensation seeking and psychopathy. In R.D. Hare and D. Schalling 
(eds.). Psychopathic behaviour: approaches for research. New York: Wiley. 
Zuckerman, M. (1979a). Sensation seeking: beyond the optimal level of arousal. New 
York: Wiley. 
Zuckerman, M. (1979b). Sensation seeking and risk-taking. In C.E. Izard (Ed.), Emotions in 
personality and psychopathology. New York: Plenum Press. 
Zuckerman, M. (1983). Sensation seeking and sports. Personality and Individnal 
Differences, 4, pp. 285-293. 
350 
.::.... ---
Zuckerman, M. (1984). Experience and desire: A new format for Sensation Seeking Scales. 
Journal of Psychopathology and Behavioral Assessment, 6(2), pp. 101-114. 
Zuckerman, M. (1988). Sensation seeking, risk-taking and health. In M.P. Janisse (ed.). 
Individual Differences, Stress and Health Psychology. New York: Springer-Verlag. 
Zuckerman, M. (199Ia). Problems in the behavioural sciences: psychobiology of 
personality. Cambridge University Press. 
Zuckerman, M. (199Ib). Sensation seeking: the balance between risk and reward. In L.P. 
Lipsitt and L.L. Mitnick (eds.) Self-regulatory behaviour and risk taking: Causes and 
Consequences. Westport, Connecticut: Greenwood Publishing Group. 
Zuckerman, M. (1993). Sensation seeking and impulsivity: A marriage of traits made in 
biology. In W.G. McGowan, J.L. Jobnson and B. Shure (Eds.), The Impulsive client: Theory, 
research and treatment. Washington DC: American Psychological Association. 
Zuckerman, M. (1994). Behavioural expressions and biosocial bases of sensation seeking. 
Cambridge University Press. 
Zuckerman. M. (1996). The Psychobiological Model for Impulsive Unsocialized Sensation 
Seeking: A Comparative Approach. Neuropsychobiology, 34:125-129 
Zuckerman, M. (2007a). Sensation Seeking and Risky Behaviour. American Psychological 
Association 
Zuckerman, M. (2007b). The sensation seeking scale V (SSS-V): still reliable and valid. 
Personality and Individual Differences, 43, pp. 1303-1305. 
Zuckerman, M., Ball, S. and Black, T. (1990). Influences of sensation seeking, gender, risk 
appraisal, and situational motivation on smoking. Addictive Behaviour, 15(3), pp. 209-220. 
Zuckerman, M., Bone, R. N., Neary, R., Mangelsdorff, D. and Brutsman, B. (1972). What is 
the sensation seeker? Personality trait and experience correlates of the sensation-seeking 
scales. Journal of Consulting and Clinical Psychology, 39, pp. 308-321. 
351 
Zuckerman, M., Eysenck, S.B.G., and Eysenck, H.J. (1978). Sensation seeking in England 
and America: cross-cultural, age and sex comparisons. Journal of Consulting and Clinical 
Psychology, 46, pp. 139-149. 
Zuckerman, M., Kolin, E.A., Price, L. and Zoob, I. (1964). Development of a Sensation 
Seeking Scale. Journal of Consulting Psychology, 28, pp. 477-82. 
Zuckerman, M. and Kuhlman, D.M. (2000). Personality and risk taking: Common biosocial 
factors. Journal of Personality, 68, pp. 999-1029. 
Zuckerman, M., Kuhlman, D.M. and Camac, C. (1988). What lies beyond E and N? Factor 
analyses of scales believed to measure basic dimensions of personality. Journal of 
personality and social psychology, 54( I), pp. 96-107. 
Zuckerman, M., Kuhlman, D.M., Thomquist, M. and Kiers, H. (1991). Five (or three) robust 
questionnaire scale factors of personality without culture. Personality and Individual 
Differences, 12(9), pp. 929-941. 
Zuckerman, M. and Myers, P.L. (1983). Sensation seeking in homosexual and heterosexual 
males. Archives of Sexual Behaviour, 12(4), pp. 347-356. 
Zuckerman, M., and Neeb, M. (1980). Demographic influences in sensation seeking and 
expressions of sensation seeking in religion, smoking and driving habits. Personality and 
Individual Differences, I, pp. 197-206. 
Zuckerman, M., Persky, H., Hopkins, T.R., Murtaugh, T., Basu, G.K. and Schilling, M. 
(1966). Comparison of stress effects of perceptual and social isolation. Archives of General 
Psychiatry, 14, pp. 356-365. 
Zuckerman, M., Persky, H., Link, K.E., and Basu, G.K. (1968). Experimental and subject 
factors determining response to sensory deprivation, social isolation, and confinement. 
Journal of Abnormal Psychology, 73, pp. 183-194. 
Zuckerman, M., Sola, S., Masterson, J. and Angelone, J.V. (1975). MMPI pattcrns in drug 
abusers before and after treatment in therapeutic communities. Journal of Consulting and 
Clinical Psychology, 43, pp. 286-296. 
352 
Zuckennan, M., Tushup, R. and Finner, S. (1976). Sexual attitudes and experience; attitude 
and personality correlates and changes produced by a course in sexuality. Journal of 
Consulting and Clinical Psychology, 44, pp. 7-19. 
Zumbo, B.D. amd Hubley, A.M. (1998). A note on misconceptions concerning prospective 
and retrospective power. The Statistician, 47(2), pp. 385-388. 
Zwahlen, H.T., (1976). The Effects of Ethyl Alcohol on a Driver's Driving Skill, Visual 
Perception, Risk Acceptance, Choice Reaction Times and Infonnation Processing Rates. 
Journal of Occupational Accidents, I, pp. 21-38. 
Zwahlen, H.T., Adams Jr., C.c. and DeBald, D.P. (1988). Safety aspects of CRT touch 
panel controls in automobiles. In Gale, A.G., Freeman, M.H., Vision in Vehicles 11, Elsevier 
Science, Amsterdam, pp. 335-344. 
Zylman, R. (1972). Drivers' records: are they a valid measure of driving behavior? Accident 
Analysis & Prevention, 4, pp. 333-349. 
353 
Appendix A: Expert review matrix 
Stage Task 1 Task 2 Task 3 Task 4 
4 button pushes! 4 screens 9 button pushes! 5 screens o button pushes! continually movinq o button pushes! continually movinq 
require stylus require stylus No input required- purely visual no input required- purely visual 
Input user paced user paced system paced system paced 
learnino reauired {exoerience learnina reauired (exoerience effects) less learnina reauired less learnina reauired 
success deoends on individual strateav success deoends on individual strateav 
.. 
nn nn 
could need to use under conditions could need to use under conditions of 
of hiqh workload hiqh workload 
structured task structured task no task structure no task structure 
drivinq related drivinq related not drivinq related not drivinq related 
requires cognitive categorisation no reference points in screen - no reference points in screen -
(e.g. airport or shopping centre) constantly changing visual image constantly changing visual image 
task is semi-interruptable/chunkable 
Task task is chunkable ! interruptable (no info lost although additional glances task is not interruptible task is not interruptible 
sometimes better than stopping to user may need to act on partial info for 
re-route example spellinq of town names 
scrollinq sub-task too Iona 
interferes with driving task due to interferes with driving task due to interferes with driving task due to interferes with driving task due to 
holding information in working holding information in working memory holding information in working memory holding information in working memory 
requires takinq hand off wheel requires takinq hand off wheel does not require takinq hand off wheel does not require takinq hand off wheel 
confirmation bias - look for similar forgetting streeUother address - need to 
e.g Bristol! Brighton hold info in memory 
uses icons some button pushes are on same no differentiation between lines e.g. no differentiation between lines e.g. 
size of selection items non-QWERTY keyboard does not facilitate searches e.a. does not facilitate searches e.a. 
Display Partlv uses colour codina 
oredictabilitv of disolav movina taraet soeed of movement movina taraet soeed of movement 
selection of final ooint of interest 
auditory feedback possible auditory feedback possible pickinq wronq values no feedback pickinq wronq values no feedback 
Visual feedback - immediate visual feedback - immediate 
Output reduces need to use additional reduces need to use additional might need to use additional distracters might need to use additional distracters distracters e.g. pieces of paper distracters e.g. pieces of paper e.g. pieces of paper e.g. pieces of paper 
land onloff land on!off 
little system delay little system delay but problem with fast 
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Appendix 8: Zuckerman's Sensation Seeking Scale 
Please indicate by circling the appropriate letter the statement which most accurately 
describes you. When it is hard to choose, select the option that describes you best or 
that you dislike the least. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
I like wild uninhibited parties. 
I prefer quite parties with good conversation. 
There are some movies I enjoy seeing a second or even third time. 
I can't stand watching a movie that I have seen before. 
I often wish I could be a mountain climber. 
I can't understand people who risk their necks climbing mountains. 
I dislike all body odours. 
I like some of the earthy body smells. 
I get bored seeing the same old faces. 
I like the comfortable familiarity of everyday friends. 
I like to explore a strange city or section of town by myself even if it 
means getting lost. 
I prefer a guide when I am in a place I don't know well. 
I dislike people who do or say things just to shock or upset others. 
When you can predict almost everything a person will do and say he or 
she must be a bore. 
I usually don't enjoy a movie or play where I can predict what will 
happen in advance. 
I don't mind watching a movie or play where I can predict what will 
happen in advance. 
I have tried marijuana or would like to. 
I would never smoke marijuana. 
I would not like to try any drug which might produce strange and 
dangerous effects on me. 
I would like to try some ofthe drugs that produce hallucinations. 
A sensible person avoids activities that are dangerous. 
I sometimes like to do things which are a little frightening. 
I dislike swingers (people who are uninhibited or free about sex) 
I enjoy the company of real swingers. 
I find that stimulants make me uncomfortable. 
I often like to get high (drinking liquor or smoking marijuana). 
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14 
15 
16 
17 
18 
A 
B 
A 
B 
A 
B 
A 
B 
A 
timetables. 
B 
carefully. 
19 A 
B 
20 A 
B 
21 A 
B 
22 A 
women). 
23 
24 
25 
26 
27 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
I like to try new foods I haven't tried before. 
I order dishes which I am familiar with so as to avoid disappointment 
and unpleasantness. 
I enjoy looking at home movies, videos and travel slides. 
looking at someone's home movies, videos or travel slides bores me 
tremendously. 
I would like to take up the sport of water skiing. 
I would not like to take up waterskiing. 
I would like to try surfboard riding. 
I would not like to try surfboard riding. 
I would like to take a trip with no pre-planned or definite routes or 
When I go on a trip I like to plan my route and timetable fairly 
I prefer 'down to earth' kinds of people as friends. 
I would prefer to make friends in some of the 'far out' groups like 
artists or 'punks'. 
I would not like to learn to fly an aeroplane. 
I would like to learn to fly an aeroplane. 
I prefer the surface water to the depths. 
I would like to go scuba diving. 
I would like to meet some people who are homosexual (men and 
I stay away from anyone I suspect of being 'gay' or 'lesbian'. 
I would like to try parachute jumping. 
I would never want to jump out of a plane, with or without a parachute. 
I prefer friends who are excitingly unpredictable. 
I prefer friends who are reliable and predictable. 
I am not interested in an experience for its own sake. 
I like to have new and exciting experiences and sensations even if they 
are a little frightening, unconventional or illegal. 
the essence of good art is in its clarity, symmetry of form and harmony 
of colours. 
I often find beauty in the 'clashing' colours and irregular forms of 
modern paintings. 
I enjoy spending time in the familiar surroundings of home. 
I get very restless if! have to stay around home for any length of time. 
356 
28 
29 
30 
A 
B 
A 
B 
A 
boisterous. 
31 
32 
33 
jet set. 
34 
others. 
35 
36 
37 
38 
craft. 
39 
40 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
I like to dive off the high board. 
I don't like the fe~ling I get standing in the high board (or [ don't go 
near it at all). 
[like to date people that are physically exciting. 
I like to date people who share my values. 
Heavy drinking ruins a party because some people get loud and 
Keeping the drinks full is the secret to a good party. 
The worst social sin is to be rude. 
The worst social sin is to be a bore. 
A person should have considerable sexual experience before marriage. 
It is better if two married persons begin their sexual experience with 
each other. 
Even if! had the money, I would not care to associate with the flighty 
rich persons in the 'jet set'. 
[ could conceive of myself seeking pleasure around the world with the 
I like people who are sharp and witty even if they sometimes insult 
I dislike people who have their fun at the expense of hurting others. 
There is altogether too much portrayal of sex in movies. 
I enjoy watching the many sexy scenes in movies. 
I feel best after taking a couple of drinks. 
Something is wrong with people who drink to feel good. 
People should dress according to some standard of taste, neatness and 
style. 
people should dress in individual ways even if the effects are 
sometimes strange. 
Sailing long distances in small sailing crafts is foolhardy. 
I would like to sail a long distance in a small but seaworthy sailing 
I have no patience with dull or boring persons. 
I find something interesting in almost every person I talk to. 
Skiing down a high slope is a good way to end up on crutches. 
I think I would enjoy the sensation of skiing very fast down a high 
mountain slope. 
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Appendix C: The Arnett Inventory of Sensation Seeking (Arnett, 1994) 
I = describes me very well, through 2 = describes me somewhat and 3 = does not 
describe me very well to 4 = does not describe me at all. 
I. I can see how it would be interesting to marry someone from a foreign country 
2 3 4 
2. When the water is very cold, I prefer not to swim even if it is a hot day. 
2 3 4 
3. If I have to wait a long time I am usually patient about it. 
2 3 4 
4. When I listen to music, I like it to be loud. 
2 3 4 
5. When taking a trip, I think it is best to make as few plans as possible and just 
take it as it comes. 
2 3 4 
6. I stay away from movies that are said to be frightening or highly suspenseful. 
2 3 4 
7. I think its fun and exciting to perform or speak before a group. 
2 3 4 
8. If I were to go to an amusement park, I would prefer to ride the rollercoaster or 
other faster rides. 
2 3 4 
9. I would like to travel to places that are strange and far away. 
2 3 4 
\0. I would never like to gamble with money, even if! could afford it. 
2 3 4 
11. 1 would have enjoyed being one ofthe first explorers of an unknown land. 
2 3 4 
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12. I like a movie where there are a lot of explosions and car chases. 
2 3 4 
13. I don't like extremely hot and spicy food. 
I 2 3 4 
14. In general, I work better when I am under pressure. 
2 3 4 
IS. I often like to have the T.V. on while I'm doing something else, such as 
reading or cleaning up. 
2 3 4 
16. It would be interesting to see a car accident happen. 
2 3 4 
17. I think it best to order something familiar when eating in a restaurant. 
2 3 4 
18. I like the feeling of standing next to the edge on a high place and looking 
down. 
2 3 4 
19. Ifit were possible to visit another planet or moon for free, I would be among 
the first to sign up. 
2 3 4 
20. I can see how it must be exciting to be in a battle during war. 
2 3 4 
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Appendix D: Driving License Numbers 1975 to 2006 
Table 2.3 Full car driving licence holders by age and gender: 197511976 to 2006 
All adldts 
1975/1976 
198511986 
1989/1991 
199211994 
1995119971 
1998/2:000 
2002 
2003 
2004 
2005 
2006 
Main 
19751i976 
198511986 
198911991 
199211994 
199511997 1 
1995IZOOO 
2002 
2003 
2004 
2005 
2006 
Fmlale 
1975/1976 
1985/1986 
198911991 
199211994 
1995/1997 1 
1998r.WOO 
2002 
2003 
2004 
2005 
2006 
All aged 
17t· 
" 51 
61 
61 
69 
n 
10 
10 
70 
12 
12 
69 
N 
80 
8/ 
8/ 
81 
80 
8/ 
79 
8/ 
H/ 
19 
4/ 
J9 
.... 
51 
60 
6/ 
6/ 
61 
63 
63 
28 
33 
J3 
18 
13 
1/ 
33 
2. 
21 
.11 
... 
3. 
31 
51 
" 
.'0 
u 
35 
33 
30 
31 
37 
20 
2' 
3J 
J2 
.16 
3. 
3/ 
2.' 
11 
li 
3/ 
21·29 
5' 
63 
71 
15 
11 
75 
61 
61 
65 
66 
61 
78 
73 
81 
83 
80 
80 
1/ 
73 
68 
6' 
1/ 
J3 
54 
6J 6. 
61 
69 
61 
62 
62 
62 
63 
30-39 
61 
" 71 
82 
8/ 
81 
82 
82 
82 
82 
82 
8.' 
86 
88 
9/ 
88 
S9 
88 
87 
87 
86 
86 
J8 
61 
67 
73 
7J 
78 
76 
77 
77 
ii 
18 
60 
n 
18 
" 8/ 
83 
81 
83 
83 
84 
SI 
83 
87 
89 
88 
89 
.'/ 
90 
.0 
89 
90 
8' 
31 
56 
66 
70 
13 
,. 
7. 
77 
77 
7. 
79 
360 
50 
60 
67 
71 
75 
ii 
8/ 
80 
80 
81 
82 
75 
8/ 
85 
88 
89 
88 
89 
9/ 
90 
.0 
./ 
2J 
4/ 
J9 
51 
'2 
67 
73 
10 
1/ 
73 
U 
J> 
J1 
51 
51 
63 
67 
70 
12 
72 
1J 
16 
71 
78 
8/ 
83 
83 
85 
81 
86 
88 
'0 
/J 
U 
33 
31 
IJ 
53 
55 
58 
58 
6/ 
63 
70 and 
oveI 
/5 
21 
32 
33 
38 
39 
" 4J 
J6 
5/ 
50 
3J 
5/ 
58 
59 
65 
65 
68 
69 
13 
16 
I 
JJ 
/J 
/6 
1/ 
17 
26 
18 
3J 
3/ 
Pmerune'millioru;/numbeT 
Estimatod 
licence 
holder! (m) 
19.4 
"'.3 
21.S 
29.3 
JO.3 
31.4 
31.9 
32.1 
32.2 
33.3 
33.7 
13.'1 
IS.1 
16.7 
17.0 
17.2 
)7.4 
17.5 
17.8 
17.7 
18.1 
18.4 
6.0 
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Appendix E: Car availability 1975 to 2006 
Table 2.4 Adult personal car availability by gender: 1975n6 to 2006 
Percentas;einumber 
Persons in households with a car Unweighted 
Persons in sample size 
households Main Other Non All (individuals 
without a car driver driver driver All persons aged 17+) 
All adults 
1975/1976 41 31 9 20 59 100 18,596 
198511986 31 41 12 17 69 100 19.835 
1989/1991 26 46 12 16 74 100 20.398 
1992/1994 25 48 13 14 75 100 19,030 
1995119971 23 50 13 13 77 100 19,426 
1998/2000 21 53 13 13 79 100 19,299 
2002 20 54 12 13 80 100 16,169 
2003 21 55 II 13 79 100 17,000 
2004 20 54 11 14 80 100 16,614 
2005 19 55 12 13 81 100 17,619 
2006 19 55 13 14 SI 100 17,346 
Males 
197511976 36 51 7 6 64 100 8,671 
198511986 26 59 8 6 74 100 9,367 
198911991 21 64 9 6 79 100 9,679 
199211994 20 64 10 6 SO 100 8,862 
199511997' 19 64 11 6 81 100 9,214 
1998/2000 17 66 II 7 83 100 9,149 
2002 17 64 II 8 83 100 7,658 
2003 17 66 10 8 83 100 8,098 
2004 16 62 J3 9 84 100 7,856 
2005 16 63 12 8 84 100 8,348 
2006 16 63 13 9 84 100 8,272 
.'emales 
197511976 45 13 11 31 55 100 9,925 
1985/1986 35 24 15 26 65 100 10,468 
1989/1991 30 31 15 24 70 100 10,719 
199211994 30 35 15 21 70 100 10,168 
1995119971 ?" 
"' 
38 16 20 73 100 10,212 
199812000 25 42 15 19 75 100 10,150 
2002 24 45 13 18 76 100 8,511 
2003 24 45 13 19 76 100 8,902 
2004 24 46 12 19 76 100 8,758 
2005 22 48 12 18 78 100 9,271 
2006 22 47 13 18 78 100 9,074 
I Figures for 1995 onwards are based on weighted data 
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Appendix F: Driver Behaviour Questionnaire 
The following set of statements is concerned with your general behaviour while you 
are driving. Please read each of the statements and indicate how often each of the 
situations occur while you are driving. 
I = Never, 2= Hardly ever, 3= Occasionally, 4= Quite often, 5= Frequently, 6= Nearly 
all the time. 
I Underestimate the speed of an oncoming vehicle when overtaking. 
I 2 3 4 5 6 
2 Brake too quickly on a slippery road, or steer the wrong way into a skid. 
I 2 3 4 5 6 
3 Queuing to turn left onto main road, you pay such close attention to the 
main stream traffic that you nearly hit the vehicle in front. 
I 2 3 4 5 6 
4 F ail to check the rear view mirror before pulling out, changing lanes etc. 
I 2 3 4 5 6 
5 Fail to notice pedestrians crossing on turning into a side road. 
I 2 3 4 5 6 
6 Miss give way signs and narrowly avoid colliding with traffic having right 
of way. 
I 2 3 4 5 6 
7 On turning left nearly hit a cyclist who has come up on your inside. 
2 3 4 5 6 
8 Attempt to overtake someone you had not noticed to be signalling a right 
turn. 
2 3 4 5 6 
9 Misread signs and take the wrong turn off a roundabout. 
I 2 3 4 5 6 
10 Get into the wrong lane when approaching a roundabout or a junction. 
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2 3 4 5 6 
II Forget where you left your car in a car park. 
2 3 4 5 6 
12 Realize you have no recollection of the road you have just been travelling 
along. 
2 3 4 5 6 
13 Intending to drive to destination A, you suddenly notice that you are the 
road to destination B, perhaps because B is your more usual destination. 
2 3 4 5 6 
14 Switch on one thing, such as the headlights, when you meant to switch on 
something else, such as the wipers. 
2 3 4 5 6 
15 Hit something when reversing that you had not previously seen. 
2 3 4 5 6 
16 Attempt to drive away from traffic lights in too high a gear. 
2 3 4 5 6 
17 Disregard the speed limits late at night or early in the morning. 
2 3 4 5 6 
18 Become impatient with a slow driver in the outside lane and overtake on 
the inside. 
2 3 4 5 6 
19 Cross a junction knowing the traffic lights have already turned against you. 
2 3 4 5 6 
20 Driving especially close to the car in front as a signal to its driver to get 
out of the way. 
2 3 4 5 6 
21 Have an aversion to a particular class of road user, and indicate your 
hostility by whatever means you can. 
363 
2 3 4 5 6 
22 Driven even though you realise that you may be over the legal blood-
alcohol limit. 
2 3 4 5 6 
23 Get involved with unofficial races with other drivers. 
2 3 4 5 6 
24 Angered by another drivers behaviour, you give chase with the intention of 
giving him/her a piece of your mind. 
2 3 4 5 6 
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Appendix G: Consent form 
"DRIVING WHILST USING IN-VEHICLE INFORMA nON SYSTEMS (IVIS)" 
This study requires you to perform a number of IVIS tasks while completing a simple 
driving task. The driving task will not involve a real car on the road. 
The raw data collected will be analysed and presented in report format that will be 
submitted for examination. This report may also be subject to presentation at 
academic conferences or in academic journals; however no one participant's data will 
be identifiable in any such report. This data will be treated as confidential and the 
researcher will strive to maintain your anonymity throughout. Storage of data will 
comply with the Data Protection Act 1988. Data will be stored for 6 years and your 
data can be returned to you or destroyed at any time throughout this period. 
This research is subject the ethical guidelines set out by the British Psychological 
Society. These guidelines include principles such as obtaining your informed consent 
before you begin the experiment, notifying you of your right to withdraw and 
protection of your anonymity throughout. The purpose ofthis form is to ensure that 
you are happy to take part in this research and that you fully understand what is 
involved. 
Have you had the opportunity to ask any questions and discuss the study? 
YES/NO 
If you have asked any questions have you had satisfactory answers to your questions? 
YES/NO/NA 
Do you understand that you are free to choose not to complete any aspect of this study 
without having to give a reason why? 
YES/NO 
Do you agree to take part in this study? 
YES/NO 
Do you give your consent for the outlined data to be collected? 
YES/NO 
Do you agree for your data to be used in the writing of a report on this study on the 
understanding that your anonymity will be maintained? 
YES/NO 
SIGNED ........................................................................................... . 
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NAME (Block Capitals) ........................................................................ . 
DATE ............................................................................................... . 
This will hopefully provide you with enough infonnation about the study to allow you 
to make an infonned decision about participation. However if you have any questions 
or would like to discuss any pertinent points please feel free to contact me. 
Please be reminded that you have the right to withdraw from this study at any time 
and have your data returned to you or destroyed. 
THANK YOU for your participation in this study. 
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Appendix H: LeT Instructions 
Instruction to participants 
Welcome, thank you for your participation in this study which is designed to measure 
the impact ofin-Vehicle-Information-Systems (IVIS) on driving performance. During 
the experiment you will be required to drive through a simulated section of three lane 
motorway. There will be no other vehicles present and speed will be kept at a constant 
60kmph. You will be required to complete a lane changing maneuver when instructed 
to do so by one of the following road signs. 
J¥ X xUx ¥ xlJx X ¥I 
The sign marked (a) requires you to navigate the vehicle into the left hand lane, (b) 
the middle lane and ( c) the right hand lane. 
You are required to begin this maneuver as soon as the sign is presented and complete 
it as quickly and efficiently as possible. When there is no sign you are required to 
maintain a central lane position. 
There will be a practice session prior to commencing the experimental trials in order 
for you to feel comfortable within the experimental setting. Please feel free to adjust 
the seating to your own preference and to ask any questions you may have at this 
time. 
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Appendix I: Factors effecting alcohol trials 
Alcohol is classified as a depressant. In moderation it can have a relaxing effect and 
reduce feelings of anxiety, reduce inhibitions and increase sociability. Official 
guidelines recommend no more than 3-4 units a day for adult men and 2-3 units for 
adult women. One unit is half a pint of beer, larger or cider, one small glass of wine, 
or a 25ml measure of spirits (Direct.gov.uk, 2005). It takes the body around one hour 
to process one unit of alcohol (Paton, 2005). Excessive alcohol use can lead to 
slurring of words, loss of balance and vomiting. 
Alcohol is a small water-soluble molecule, which is absorbed in the gastrointestinal 
tract by simple passive diffusion (Roberts and Robinson, 2007). When alcohol is 
consumed it can only pass from the stomach to the small intestines (duodenum) when 
the pyloric valve is open. This process is known as gastric emptying. Alcohol is a 
small soluble molecule that can pass freely through the walls of the duodenum and 
into the bloodstream. It is transported around the body through the circulatory system 
and deposited in the water of the body. Portal venous blood transports it from the gut 
to the liver (a small proportion of alcohol is broken down in the stomach by enzymes 
located in the gastric mucosa35 ). 
Alcohol is removed from the bloodstream by a combination of metabolism, excretion, 
and evaporation. It is broken down by the liver (via the process of oxidisation) by the 
enzyme alcohol dehydrogenase (ADH) into acetaldehyde (Jones and Lacey, 2001) 
which in turn is converted to acetic acid36 by the enzyme aldehyde dehydrogenase 
(AldDH). Only a small amount of alcohol can be broken down in the liver at anyone 
time. Eventually around 90% of the alcohol consumed will be broken down in the 
liver (Stark, 2005). The remaining 10% will be expelled through the breath, urine and 
sweat. The speed of this process varies from person to person (Lands, 1998). The 
normal rate of removal is 151lg of alcohol per 100ml of blood per hour, which is the 
equivalent of one unit (Paton, 2005). If the absorption rate is equal to the removal rate 
then the BAC will not increase. Only when the rate of consumption is greater than the 
35 The small intestine is by far the most efficient region of the gastrointestinal tract for alcohol 
absorption because of its very large surface area. 
36 This is broken down further into carbon dioxide and water, which are easily dealt with by the body. 
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removal rate will BAC increase. If absorption occurs quickly the quantity of alcohol 
reaching the liver can exceed the metabolic capacity of available ADH. This allows a 
greater amount of alcohol to reach general circulation resulting in a higher peak BAC 
(Mumenthaler, Taylor, O'Hara and Yesavage, 1999). 
Elimination rates vary between individuals and are subject to influences from a 
variety of factors (Roberts and Robinson, 2007). Experienced male drinkers with a 
high body mass may process up to 30 grams (38 mL) per hour, but a more typical 
figure is 10 grams (12.7 mL) per hour. Persons below the age of25, women, persons 
of certain ethnicities, and persons with liver disease may process alcohol more slowly 
(Winek and Esposito, 1985; Stowell and Stowell, 1998). 
1.1 Body Weight 
Alcohol has a high affinity for water and a large proportion of human body weight is 
water (around 2/3), alcohol is therefore found in body tissues and fluids. Alcohol is 
distributed by the blood and dispersed equally throughout the total body water; 
therefore the larger the body the greater the volume of water and the lower blood 
alcohol concentration can be achieved. People with increased body fat will contain 
less water than a muscular person of the same weight, therefore the BAC achieved 
will be far greater in the fatty person (Paton, 2005). In general women have lower 
proportional body water content than men (Ely, Hardy, Longford and Wadsworth, 
1999), giving them a smaller volume for the distribution of alcohol and therefore they 
achieve a higher BAC after consuming the same quantity of alcohol as a man with the 
same body weight (Bode and Bode, 1997; Paton, 2005). 
1.2 Gender 
Women are more sensitive to the physiological effects of alcohol than men. It has 
been recognized that women develop higher blood alcohol levels after drinking (Jones 
and Jones, 1976; Blume, 1986) and this is one reason why women suffer more 
physical harm from drinking the same amount of alcohol as men (Elt et ai, 1999). As 
well as the differences in body composition between male and female drinkers there 
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are a number of other gender specific factors that may impact the ingestion, 
absorption and elimination of alcohol. 
The rate of gastric emptying)7 produces significant differences in alcohol intoxication 
between male and female drinkers (Baraona, Abittan, Dohmen, Moretti, Pozzato, 
Chayes, Schaefer and Lieber, 200 I). Regardless of the presence of alcohol, women 
present a slower gastric emptying rate than men (Hermansson and Sivertsson, 1996; 
Notivol R, Carrio, Cano L, Estorch and Vilardell, 1984). Gastric emptying of solids is 
significantly slower in healthy women as compared to men (Gryback, Hermansson, 
Lyrenas, Beckman, Jacobsson and Hellstrom, 2000). Bennink, Peeters, Van den 
Maegdenbergh, Geypens, Rutgeerts, De Roo and Mortlemans (1998) did not observe 
a significant difference in gastric emptying of a liquid meal between men and women. 
Baraona, Abittan, Dohmen, Moretti, Pozzato, Chayes, Schaefer and Lieber (200 I) 
gave sixty-five healthy volunteers of both genders 0.3 g of ethanol per kg of body 
weight (as 5%, 10%, or 40% solutions). Results show that gastric emptying was 42% 
slower in female drinkers. 
Age, menstrual cycle and menopause in women are associated with hormonal changes 
that can affect the rate of gastric emptying. Studies of different phases of the 
menstrual cycle or post-menopause have given varying results, but the general 
consensus is that changes between phases of the cycle are minimal (Mones, Carrio, 
Calabuig, Estorch, Sainz, Bema and Vilardel, 1993; Caballero-Plasencia, Valenzuela-
Barranco, Martin-Ruiz, Herrerias-Gutierrez and Esteban-Carretreo, 1999) and that, 
after menopause, gastric emptying accelerates (Gryback, Hermansson, Lyrenas, 
Beckman, Jacobsson and Hellstrom (2000). Gryback et al (2000) demonstrate slower 
rates of gastric emptying in premenopausal in comparison to postmenopausal women 
and men of all ages. The increase in gastric emptying rate in women is thought to be 
due to a shortened initiallag phase before gastric emptying begins)8. 
Further more, there is evidence that the contraceptive pill can have an impact on the 
impact of alcohol. Jones and Jones (1984) examined the relationship between oral 
37 Normal gastric emptying requires optimal coordination of the proximal stomach, antrum, pylorus 
and duodenum (Fraser, Horowitz, Maddox and Dent, 1994). 
38 All individuals in the Gryback et al (2000) displayed a biphasic gastric emptying curves, with an 
initiallag phase and a subsequent linear emptying phase. 
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contraceptives and the metabolism of alcohol in a group of 40 (20 taking oral 
contraceptives and 20 not taking oral contraceptives) female social drinkers between 
the ages of 21 and 30. The group taking oral contraceptives demonstrated a 
significantly decreased alcohol elimination rate than the women not taking oral 
contraceptives. These results were consistent across the three phases of the menstrual 
cycle and when body fat was taken into consideration. 
An alternative explanation offered for the gender difference ID alcohol levels is a 
smaller gastric metabolism in women (Thomasson, 1995). Women eliminate alcohol 
from their bodies at a rate 10% greater than that of men (Dettling, Fischer, Bohler, 
Ulrichs, Skopp, Graw, and Haffner, 2007) a key reason for which is a significant 
reduction in the activity of alcohol dehydrogenase (ADH) in female drinkers (Frezza, 
Di Padova, Pozzato, Terpin, Baraona and Lieber, 1990; Baraona et ai, 200 I; Parlasek, 
Billinger, Bode and Bode, 2002). The rate of ADH is found to be higher when levels 
of testosterone are low, therefore women reach significantly greater alcohol 
disappearance rates (in g/L/h) and eliminate significantly more alcohol per unit of 
lean body mass compared with men (Eckardt, File, Gessa, Grant, Guerri, Hoffman, 
Kalant, Koob, Li and Tabakoff, 1998). 
1.3 Stomach Contents 
Alcohol ingestion can be slowed by ingesting alcohol on a full stomach thus spreading 
the absorption of alcohol over a greater period of time (Eckardt et ai, 1998). The 
larger the meal and closer in time between eating and drinking, the lower the peak 
alcohol concentration. Generally alcohol is absorbed into the blood stream most 
efficiently in the duodenum; however the presence of solid foods has been shown to 
influence the method and rate of absorption. Cortot, Jobin, Ducrot, Aymes, Giradeaux 
and Modigliani (1986) illustrate that alcohol ingested with a meal is absorbed more 
readily in the stomach and that the contribution of the small intestine is reduced. 
Franke, Kakchbandi, Schneider, Harder and Singer (2005) demonstrate a significant 
increase in gastric half emptying time39 of a high caloric meal in comparison to that of 
the low caloric meal. Half emptying times for low caloric meals were, on average, 70 
39 The time from the onset of the emptying process to the time when the antral area is reduced to 50% 
of the maximal gastric area 
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minutes shorter than meals with a high calorific value. The lag phase of the high 
caloric meal was also significantly longer than that of the low caloric meal (an 
average increase of 35 minutes). The presence of alcohol (both 4% and 10% by 
volume) prolonged the gastric half emptying time of solid meals. This was the result 
of a significant increase in linear emptying phase and not through an increase in lag 
times. 
One of the main factors dictating the rate of absorption of alcohol into the blood is the 
rate of gastric emptying. The composition of the meal can affect the rate of 
absorption. The presence of fattyl solid foods slows down the absorption into the 
blood stream thus affecting the maximum blood alcohol level attainable (Jones, 2005; 
Wahlqvist, 2001; Eckhardt, File, Gessa, Grant, Guerri, Hoffman, Kalant, Koob, Li 
and Tabakoff, 1998). Horowitz, Maddox, Bochner, Wishart, Bratasiuk, Collins and 
Sherman (J 989) assessed the relationship between alcohol absorption and gastric 
emptying. Alcohol absorption was found to be fastest when a liquid meal was 
consumed and slower when alcohol was consumed with or after a solid meal. A study 
of a small sample of women subjects found that the peak BAC was significantly 
higher in those drinking alcohol and sodium (simulating salty food) than in those 
drinking alcohol with no sodium (Tal bot and La Grange, 1999). 
1.4 Strength of Alcohol 
The rate at which alcohol is absorbed by the gastrointestinal tract is greatly affected 
by the percentage of volume in alcohol in the beverage and the rate of drinking 
(Winek and Esposito, 1985). The concentration of a drink for most rapid absorption 
into the blood is 20% alcohol by volume (roughly 'h spirit [25ml] to 'h mixer). Drink 
concentrations higher than 30% tend to irritate the mucous membranes of the 
gastrointestinal tract and the pyloric sphincter, causing increased secretion of mucous 
and a dose dependent delay in gastric emptying (Mushambi, Bailey, Trotter, Chad and 
Rowbotham, 1993; Singer, Leffmann, Eysselein, Calden and Goebell, 1987). Beer is 
more slowly absorbed due to the large volume of liquid that is consumed relative to 
the volume of alcohol. When the alcohol content is less than 10%, the concentration 
gradient in the gastrointestinal tract is low and absorption is slowed (Pfeiffer, Hogl 
and Kaess, 1992; Franke, Harder, Teyssen and Singer, 2004). Alcohol in beers and 
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wmes IS absorbed more slowly than in distilled spirits because of both lower 
concentrations of alcohol and the higher sugar content of these drinks which can delay 
gastric emptying (Franke, Kakchbandi, Schneider, Harder and Singer, 2005; Julkunen, 
Tannenbaum, Baraora and Lieber, 1985). Roine, Gentry, Lim, Baraona and Lieber 
(1991) demonstrate that the consumption of a concentrated solution of alcohol results 
in lower BAC than a dilute solution, when subjects are tested in the fed state. The 
effect of the concentration of ingested ethanol on the resulting blood alcohol 
concentrations (BAC) was tested by administering 0.3 g/kg body weight alcohol post-
prandially and calculating the mean area under the blood alcohol curve (AUC). Both;-
the AUC and mean peak BAC was significantly lower with a concentrated (40%) than 
with a dilute (4%) solution. This effect is associated with more first pass metabolism 
and less bioavailability with the high ethanol concentrations. This effect could be 
attributed to two factors; increased gastric retention of alcohol and a large increase in 
first-pass metabolism. Further evidence is provided in a study by Roberts and 
Robinson (2007) in which, 21 subjects (12 male, 9 female) consumed three separate 
alcohol solutions on three separate occasions. The three solutions were; neat vodka 
(37.5%), vodka mixed with still water (18.75%) and vodka mixed with carbonated 
water (18.75%). The alcohol, determined by the Widmark equation, was drunk during 
a 5 min period following an overnight fast and BAC was measured over a 4 h period. 
20 of the 21 participants absorbed the dilute alcohol solutions significantly faster than 
the concentrated alcohol. The use of a carbonated mixer had a less predictable effect 
on absorption rates, with around two thirds of participants absorbing the alcohol with 
the carbonated mixer at a faster rate than the water based solution. The remaining 
participants demonstrated either no change or a decrease in absorption rate. 
I.5Drug Use 
The elimination rate of alcohol can also be slowed by certain drugs which interfere 
with the action of alcohol dehydrogenase slowing gastric emptying and as a 
consequence delay alcohol absorption (Johnson, Horowitz, Maddox, Wishart and 
Shearman, 1991). For example; Aspirin (acetylsalicylic acid) has been shown to 
increase blood alcohol concentrations (BAC) after oral consumption of ethanol in men 
(Roine, Gentry, Hernandez-Munoz, Baraona, and Lieber 1990). This effect has been 
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linked with non-competitive inhibition of gastric ADH. BAC is not affected by aspirin 
when ethanol is infused intravenously. Aspirin increases alcohol bioavailability4o by 
decreasing the first pass metabolism (FPM) of ethanol in the stomach. This study 
shows that the aspirin-induced increases in blood alcohol levels are due to inhibition 
of the FPM of ethanol. Aspirin could also have increased BAC by accelerating the 
rate of gastric emptying. However, Gentry, Baraona, Amir, Roine, Chayes, Sharma, 
and Lieber (1999) show that aspirin does not have a significant effect on the rate of 
gastric emptying. Several other drugs have been shown to inhibit ADH activity, most 
notably nicotine (John son, Horowitz, Maddox, Wishart and Shearman, 1991), 
ranitidine ([Zantac]; Caballeria, Baraona, Deulofeu, Hernandez-Munoz, Rodes and 
Lieber, 1991; Hernandez-Munos eta ai, 1990), cimetidine ([Tagamet]; Di Padova, 
Roine, Frezza, Gentry, Baraona and Lieber, 1992) and acetaminophen ([paracetamol]; 
Altomare, Leo and Lieber, 1984; Parlasek, Billinger, Bode and Bode, 2002). 
1. 6 Ethnicity 
Some people of Asian decent (40-50% of Japanese, Chinese, etc) are highly sensitive 
to the effect of alcohol due to a defective liver enzyme (Wall, Peterson, Peterson, 
Johnson, Thomasson, Cole and Ehlers, 1997). It is caused by an inherited deficiency 
of the AD enzyme which is responsible for the oxidisation of ethanol (Wall, Carr and 
Ehlers, 2003). This causes acetaldehyde levels to peak higher, producing more severe 
hangovers and other effects such as flushing and tachycardia (WHO, 2006). 
1.7 Tolerance 
Tolerance refers to a reduction in the effectiveness of a drug, in this case alcohol, after 
a period of prolonged or heavy use. There are two types of tolerance; metabolic and 
functional. Metabolic tolerance refers to an increase in AD production by the liver in 
response to heavy or regular alcohol consumption and an acceleration of gastric 
emptying. In chronic users this results in significantly faster elimination, through 
oxidisation, of alcohol. Readie, Hung, Hochman, and Shih (2006) demonstrate an 
increased elimination rate in chronic alcoholics in relation to non-alcoholics. A 
40 Bioavailability is a measurement of the extent of a therapeutically active drug that reaches the 
systemic circulation and is available at the site of action (Shargel and Yu, \999). 
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convemence sample of alcohol-intoxicated patiems admitted to the emergency 
department of a New Jersey hospital. BAC measurements were obtained over 4 hours 
and elimination curves were calculated for each participant. Chronic alcoholics, with 
alcohol levels greater than 400 mg/dL (milligrams per decilitre) eliminated alcohol at 
a mean rate of 28 mg/dLl per hour (range 21-36). Heavy drinkers generally have 
higher levels of the main alcohol metabolizing enzyme alcohol dehydrogenase 
(Bosron and Li, 1986). Faster metabolism of alcohol can lead to lower peak BAC by 
chronic alcohol users than the average drinker when the same amount of alcohol is 
consumed. The increase in alcohol dehydrogenase and the complications associated 
with processing this increase is a contributing factor in the destruction of the liver 
(cirrhosis) in chronic users. Functional tolerance is a decrease in sensitivity to the 
effects of alcohol wherein, consumption of a constant amount of alcohol produces a 
lesser effect after repeated drinking experiences, or an increased amount of alcohol 
are necessary to produce the same effect. The APA (OSM-IV, 2000) operationally 
defines tolerance as; 
"the subjective experience of a change in alcohol effects" 
Chronic drinkers display functional tolerance when they show few obvious signs of 
intoxication even at high BAC, which in others would be incapacitating or even fatal 
(Chesher and Greeley, 1992). Because heavy drinkers do not experience significant 
behavioural impairment as a result of drinking, such tolerance may facilitate alcohol 
consumption (Vogel-Sprott, 1992). This may contribute to alcohol dependence, affect 
the performance of tasks, such as driving, contribute to the ineffectiveness or toxicity 
of other drugs and medications; and may contribute to the risk for alcoholism 
(National Institute on alcohol abuse and alcoholism, 1995). It is important to note, that 
even in heavy alcohol users functional impairment is clearly measurable at the blood 
alcohol concentration level. 
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Appendix J: Alcohol! Health Questionnaire 
HEALTH SCREEN QUESTIONNAIRE FOR STUDY VOLUNTEERS 
NamelNumber 
• As a volunteer participating in a research study, it is important that you are 
currently in good health and have had no significant medical problems in the 
past. This is (i) to ensure your own continuing well-being and (ii) to avoid the 
possibility of individual health issues confounding study outcomes. 
Please complete this brief questionnaire to confirm your fitness to 
participate: 
1. At present, do you have any health problem for which you are: 
(a) on medication, prescribed or otherwise ............. Yes 
(b) attending your general practitioner..... ........ ....... Yes 
(c) on a hospital waiting list.......... ........... ....... ..... ... Yes 
2. Have you ever had any of the following: 
N°b No 
No 
(a) Convulsions/epilepsy ......................................... Yes No 
(b) Asthma ............................................................... Yes No 
(c) Eczema ............................................................... Yes No 
(d) Diabetes .............................................................. Yes No 
(e) A blood disorder ................................................. Yes No 
(t) Head injury ......................................................... Yes No 
(g) 
(h) 
(i) 
(j) 
(k) 
(I) 
Digestive problems ........................................... . 
Heart problems .................................................. . 
Problems with bones or joints 
Disturbance of balance/coordination ................ . 
Numbness in hands or feet ................................ . 
Disturbance of vision ........................................ . 
Yes 
Yes 
Yes 
Yes 
Yes 
Yes 
No 
No 
No 
No 
No 
No 
(m) Ear / hearing problems ....................................... Yes No 
(n) Thyroid problems ............................................... Yes No 
381 
(0) Kidney or liver problems .................................. . 
(p) Allergy to nuts ................................................... . 
yesD 
yesD 
NoD 
NoD 
If YES to any question, please describe briefly if you wish (eg to confirm 
problem was/is short-lived, insignificant or well controlled.) 
5. Additional questions for female participants 
(a) 
(b) 
6. Alcohol 
could you be pregnant? 
Are you breast feeding? 
(a) Do you presently consume alcohol beverages? 
Please indicate the quantity of... 
Daily 
Weekly 
Monthly 
Beer Wine 
(b) Did you ever drink more than at present? 
Please indicate the quantity of ... 
Daily 
Weekly 
Monthly 
Beer Wine 
Spirits 
Spirits 
Yes~ NO~ 
YesU NOU 
yesD 
yesD NoD 
(c) Have you ever consulted a doctor or received Yes No 
(d) 
treatment because of your alcohol use? ......... . 
Have you ever been charged with driving under 
the influence of alcohol? 
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Yes No 
Appendix K: The Speeding Attitude Scale 
1. I have found out how my car performs at speeds well above the speed limit. 
Strongly Disagree 
2 3 4 5 
2. I have raced other drivers for the sheer thrill of it. 
Strongly Disagree 
2 3 4 5 
3. Fast cars are fun to drive. 
Strongly Disagree 
2 3 4 5 
6 
6 
6 
Strongly Agree 
7 
Strongly Agree 
7 
Strongly Agree 
7 
4. Sometimes when I am upset, I rev the engine higher than normal. 
Strongly Disagree 
2 3 4 5 6 
5. Drag racing on an abandoned road can be fun to watch. 
Strongly Disagree 
2 3 4 5 6 
6. I like the feeling of accelerating. 
Strongly Disagree 
2 3 4 5 6 
Strongly Agree 
7 
Strongly Agree 
7 
Strongly Agree 
7 
7. It is nice to get ahead of a parade of cars all travelling at the same speed. 
Strongly Disagree 
2 3 4 5 6 
Strongly Agree 
7 
8. Just following the flow of traffic justifies driving at high speeds. 
Strongly Disagree 
2 3 4 
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5 6 
Strongly Agree 
7 
9. Driving tricks, such as "four wheel skids" and "laying rubber" are fun. 
Strongly Disagree Strongly Agree 
2 3 4 5 6 7 
10. I have put the "pedal-to-the-metal" on a deserted road, just to see what it 
feels like. 
Strongly Disagree Strongly Agree 
2 3 4 5 6 7 
11. I have chased another motorist with my car. 
Strongly Disagree Strongly Agree 
2 3 4 5 6 7 
12. After an argument, I might drive faster than I should. 
Strongly Disagree Strongly Agree 
2 3 4 5 6 7 
13. I have occasionally made a "U" turn when it was not allowed because I would 
otherwise have to drive for some distance to turn around. 
Strongly Disagree Strongly Agree 
2 3 4 5 6 7 
14. On a motorway with a traffic jam, I try to get into the lane that is moving the 
fastest. 
Strongly Disagree Strongly Agree 
2 3 4 5 6 7 
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Appendix L: Risk Assessment Questionnaire 
The following set of statements is concerned with your general behaviour while you 
are driving. Please read each of the statements and indicate how often each of the 
situations occur while you are driving. 
I = Never, 2= Hardly ever, 3= Sometimes, 4= Occasionally, 5= Quite often, 6= 
Frequently, 7= Nearly all the time. 
How often do you feel unsafe or that you yourself could be injured in a traffic 
accident? 
2 3 4 5 6 7 
How often do you worry about yourself being injured in a traffic accident? 
2 3 4 5 6 7 
How often do you feel unsafe that drivers in general could be injured in a traffic 
accident? 
2 3 4 5 6 7 
How often do you worry that drivers in general could be injured in a traffic accident? 
2 3 4 5 6 7 
How probable do you think it is in general for an adolescent to be injured in a traffic 
accident? 
2 3 4 5 6 7 
How probable do you think it is for yourself to be injured in a traffic accident? 
2 3 4 5 6 7 
How concerned are you about traffic risks and are think about the risks for an 
adolescent in general? 
2 3 4 5 6 7 
How concerned are you about traffic risks and think that you yourself could be 
victimised? 
2 3 4 5 6 7 
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