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On random measures, unordered sums and discontinu-
ities of the first kind
Frank Oertel
Department of Mathematics
University College Cork
By investigating in detail discontinuities of the first kind of real-valued
functions and the analysis of unordered sums, where the summands are given
by values of a positive real-valued function, we develop a measure-theoretical
framework which in particular allows us to describe rigorously the repre-
sentation and meaning of sums of jumps of type
∑
0<s≤tΦ ◦ |∆Xs|, where
X : Ω×R+ −→ R is a stochastic process with regulated trajectories, t ∈ R+
and Φ : R+ −→ R+ is a strictly increasing function which maps 0 to 0 (cf.
Proposition 3.13). Moreover, our approach enables a natural extension of
the jump measure of ca`dla`g and adapted processes to an integer-valued ran-
dom measure of optional processes with regulated trajectories which need
not necessarily to be right- or left-continuous (cf. Theorem 4.5). In doing
so, we provide a detailed and constructive proof of the fact that the set of
all discontinuities of the first kind of a given real-valued function on R is at
most countable (cf. Lemma 2.3, Theorem 2.5 and Theorem 2.6).
By using the powerful analysis of unordered sums, we hope that our
contributions fill an existing gap in the literature, since neither a detailed
proof of (the frequently used) Theorem 2.5 nor a precise definition of sums
of jumps seems to be available yet.
1. Preliminaries and notations
In this section, we introduce the basic notation and terminology which we
will throughout in this paper. To perpetuate the lucidity of the main ideas,
we only consider R-valued functions and R-valued trajectories of stochastic
processes, although a transfer to the (finite) multi-dimensional case is easily
possible. Most of our notations and definitions including those ones originat-
ing from the general theory of stochastic processes and stochastic analysis
are standard. We refer the reader to the monographs [5], [8], [9], [10], [11],
[12] and [17]. Concerning a basic introduction to the the powerful theory
AMS 2000 subject classifications. 28A05, 40G99, 60G05, 60G57
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of unordered sums, we recommend the monographs [7] and [16]. Since at
most countable unions of pairwise disjoint sets play an important role in this
paper, we use a symbolic abbreviation. For example, if A :=
⋃∞
n=1An, where
(An)n∈N is a sequence of sets such that Ai ∩ Aj = ∅ for all i 6= j, we write
shortly A :=
⋃∞
n=1· An.
Throughout this paper, (Ω,F ,F,P) denotes a fixed probability space,
together with a fixed filtration F. Even if it is not explicitly emphasized, the
filtration F = (Ft)t≥0 always is supposed to satisfy the usual conditions
‡. A
real-valued (stochastic) process X : Ω× R+ −→ R (which may be identified
with the family of random variables (Xt)t≥0, where Xt(ω) := X(ω, t)) is
called adapted (with respect to F) if Xt is Ft-measurable for all t ∈ R+. X
is called right-continuous (respectively left-continuous) if for all ω ∈ Ω the
trajectory X•(ω) : R+ −→ R, t 7→ Xt(ω) is a right-continuous (respectively
left-continuous) real-valued function. If all trajectories ofX do have left-hand
limits (respectively right-hand limits) everywhere on R+, X− = (Xt−)t≥0
(respectively X+ = (Xt+)t≥0) denotes the left-hand (respectively right-hand)
limit process, where X0− := X0+ by convention. If all trajectories of X
do have left-hand limits and right-hand limits everywhere on R+, the jump
process ∆X = (∆Xt)t≥0 is well-defined on Ω×R+. It is given by ∆X := X+−
X− (cf. also Section 2). A right-continuous process whose trajectories do
have left limits everywhere on R+, is known as a ca`dla`g process. If X is F ⊗
B(R+)-measurable, X is said to be measurable. X is said to be progressively
measurable (or simply progressive) if for each t ≥ 0, its restriction X|Ω×[0,t] is
Ft⊗B([0, t])-measurable. Obviously, every progressive process is measurable
and (thanks to Fubini) adapted.
A random variable T : Ω −→ [0,∞] is said to be a stopping time or
optional time (with respect to F) if for each t ≥ 0, {T ≤ t} ∈ Ft. Let
T denote the set of all stopping times, and let S, T ∈ T such that S ≤ T .
Then [[S, T [[:= {(ω, t) ∈ Ω × R+ : S(ω) ≤ t < T (ω)} is an example for
a stochastic interval. Similarly, one defines the stochastic intervals ]]S, T ]],
]]S, T [[ and [[S, T ]]. Note again that [[T ]] := [[T, T ]] = Gr(T )|Ω×R+ is simply
the graph of the stopping time T : Ω −→ [0,∞] restricted to Ω × R+.
O = σ
{
[[T,∞[[ : T ∈ T
}
denotes the optional σ-field which is generated
by all ca`dla`g adapted processes. The predictable σ-field P is generated by
all left-continuous adapted processes. An O- (respectively P-) measurable
process is called optional or well-measurable (respectively predictable). All
‡F0 contains all P-null sets and F is right-continuous.
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optional or predictable processes are adapted. For the convenience of the
reader, we recall and summarise the precise relation between those different
types of processes in the following
Theorem 1.1 Let (Ω,F ,F,P) be a filtered probability space such that F
satisfies the usual conditions. Let X be a stochastic process on Ω × R+.
Consider the following statements:
(i) X is predictable;
(ii) X is optional;
(iii) X is progressive;
(iv) X is adapted.
Then the following implications hold:
(i)⇒ (ii)⇒ (iii)⇒ (iv).
If X is right-continuous, then the following implications hold:
(i)⇒ (ii) ⇐⇒ (iii) ⇐⇒ (iv).
If X is left-continuous, then all statements are equivalent.
Proof. The general chain of implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) is well-
known (for a detailed discussion cf. e. g. [5], Chapter 3). If X is left-
continuous and adapted, then X is predictable. Hence, in this case, all four
statements are equivalent. If X is right-continuous and adapted, then X is
optional (cf. [5], Remark following Theorem 3.4. and [8], Theorem 4.32). In
particular, X is progressive. 
By identifying processes that are almost everywhere identical, there is no
difference between adapted measurable processes, optional processes, pro-
gressive processes and predictable processes (cf. [14]). In particular, since
every adapted right-continuous process is optional, hence measurable, it is
therefore almost everywhere identical to a predictable process.
Let A ⊆ Ω× R+ and ω ∈ Ω. Consider
DA(ω) := inf{t ∈ R+ : (ω, t) ∈ A} ∈ [0,∞]
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DA is said to be the de´but of A. Recall that inf(∅) = +∞ by convention.
A is called a progressive set if 1A is a progressively measurable process. For
a better understanding of the main ideas in the proof of Theorem 4.3, we
need the following non-trivial result (a detailed proof of this statement can
be found in e. g. [3] or [8]):
Theorem 1.2 Let (Ω,F ,F,P) be a filtered probability space such that F
satisfies the usual conditions. Let A ⊆ Ω × R+. If A is a progressive set,
then DA is a stopping time.
2. Discontinuities of the first kind
In the following, let us denote by I an arbitrary (bounded or non-bounded)
closed interval in R, containing at least two elements. In other words, let I
be precisely one of the following sets:
[a, b], [a,∞), (−∞, a],R,
where a, b ∈ R, a < b. Let f : I −→ R be a real-valued function and
t ∈ I such that (t,∞) ∩ I 6= ∅.§ Recall that the real value f(t+) is the
right-hand limit of f at t, if for every ε > 0 there exists a δ > 0 such that
|f(t+)−f(s)| < ε whenever s ∈ (t, t+δ).¶ Let t ∈ I such that I∩(−∞, t) 6= ∅.
The real value f(t−) is said to be the left-hand limit of f at b, if for every
ε > 0 there exists a δ > 0 such that |f(t−)−f(s)| < ε whenever s ∈ (t−δ, t).
Let us denote by
L+(f) := {t ∈ I : (t,∞) ∩ I 6= ∅ and f(t+) exists}
the set of all finite right-hand limits of f , and by
L−(f) := {t ∈ I : I ∩ (−∞, t) 6= ∅ and f(t−) exists}
the set of all finite left-hand limits of f . Let t ∈ L(f) := L+(f) ∩ L−(f).
Then ∆f(t) := f(t+)− f(t−) ∈ R denotes the jump of f at t, leading to the
well-defined function ∆f : L(f) −→ R, the associated function of jumps of
f . Let int(I) denote the interior of I. An easy calculation shows that
int(I) = {t ∈ I : (t,∞) ∩ I 6= ∅} ∩ {t ∈ I : I ∩ (−∞, t) 6= ∅},
§Any interior point of I satisfies that condition.
¶Due to the choice of t and the structure of I, we obviously may choose δ > 0 sufficiently
small such that (t, t+ δ) ⊆ I.
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and it follows that
L(f) = int(I) ∩ {t ∈ I : f(t−) exists and f(t+) exists} (2.1)
is a subset of int(I). The set L(f) is known as the set of discontinuities of the
first kind of f or jump points of f . I \L(f) is called the set of discontinuities
of the second kind of f (cf. [11]).
Fix an arbitrary ε > 0 and consider the set J(f ; ε) of all jumps of f of
size at least ε, i. e.,
J(f ; ε) := {t ∈ L(f) : |∆f(t)| ≥ ε}.
The set of all jumps of the function f is then given by
J(f) := {t ∈ L(f) : ∆f(t) 6= 0} = {t ∈ L(f) : |∆f(t)| > 0} =
⋃
n∈N
J(f ;
1
n
).
Consider the function f˜ : −I −→ R, defined by f˜(s) := f(−s). f˜ simply
describes the vertical reflection of f . Since the right-hand limit of f (respec-
tively the left-hand limit of f) is uniquely determined, vertical reflection of
f immediately implies the following important‖
Proposition 2.1 Let f : I −→ R be a real-valued function. Let f˜ : −I −→
R, defined by f˜(s) := f(−s) for all s ∈ −I. Then
(i) L+(f) = −L−(f˜), and f(t+) = f˜((−t)−) for all t ∈ L+(f);
(ii) L−(f) = −L+(f˜), and f(t−) = f˜((−t)+) for all t ∈ L−(f).
In particular, L(f) = −L(f˜) and
J(f ; ε) = −J(f˜ ; ε)
for all ε > 0.
Clearly, there exists a direct link to the well-known and rich class of regulated
functions (cf. [7], 7.6. and [13]). By using our notation, recall that f :
I −→ R is said to be regulated on I if and only if if int(I) ⊆ {t ∈ I :
f(t−) exists and f(t+) exists}, if the left endpoint of I belongs to L+(f), and
if the right endpoint of I belongs to L−(f) (if the latter exist). Consequently,
due to (2.1), we may state the following
‖Note that the set −I belongs to the same class as the given interval I.
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Remark 2.2 Let f : I −→ R be a real-valued function. Then the following
statements are equivalent:
(i) f is regulated on I;
(ii) L(f) = int(I), the left endpoint of I belongs to L+(f), and the right
endpoint of I belongs to L−(f) (if the latter exist).
Let t ∈ R and (tn)n∈N be an arbitrary sequence of elements in a given non-
empty subset A of R. If lim
n→∞
tn = t and t < tn+1 < tn (respectively tn <
tn+1 < t) for all n ∈ N, as usual, we make use of the shorthand notation
tn ↓ t (respectively tn ↑ t). Since compact intervals will play an important
role later on, the next statement is given for I := [a, b] only, where a < b.
However, as the proof clearly shows, our arguments are of local nature, so
that we actually may choose every interval I of the above type (including
R+).
Lemma 2.3 Let a < b, f : [a, b] −→ R be an arbitrary real-valued function
and t ∈ [a, b].
(i) Let (tn)n∈N ⊆ L(f) such that tn ↓ t. If t ∈ L
+(f), then
lim
n→∞
f(tn−) = f(t+) = lim
n→∞
f(tn+).
(ii) Let (tn)n∈N ⊆ L(f) such that tn ↑ t. If t ∈ L
−(f), then
lim
n→∞
f(tn−) = f(t−) = lim
n→∞
f(tn+).
In each of these cases, we have
lim
n→∞
|f(tn+)− f(tn−)| = 0.
Proof. To verify (i), let t ∈ L+(f) and (tn)n∈N ⊆ L(f) such that tn ↓ t and
n,m ∈ N arbitrary. Put τmn := tn − ξmn, where 0 < ξmn :=
tn−tn+1
2m
. Then
t < tn+1 < τmn < tn
for all m,n ∈ N, and τmn ↑ tn (as m → ∞) for all n ∈ N. Thus, using the
definition of left-hand limits, we have
f(tn−) = lim
m→∞
f(τmn) (2.2)
6
for all n ∈ N. Let ε > 0. Since by assumption t ∈ L+(f), there exists a δ > 0
such that
f
(
(t, t+ δ)
)
⊆
(
f(t+)− ε, f(t+) + ε
)
.
Since tn ↓ t, it follows that lim
n→∞
f(tn) = f(t+) and that there exists Nδ ∈ N
such that tn − t < δ for all n ≥ Nδ. Consequently, τmn ∈ (t, t + δ) for
all m ∈ N and n ≥ Nδ, implying that |f(t+) − f(τmn)| < ε for all for all
m,n ≥ Nδ. In other words, if t ∈ L
+(f), then the double-sequence limit
lim
m,n→∞
f(τmn) = f(t+) exists! Thanks to a further epsilon-delta argument,
we therefore obtain
f(t+) = lim
n→∞
(
lim
m→∞
f(τmn)
) (2.2)
= lim
n→∞
f(tn−).
Now we use the same method to approach each tn decreasingly from the
right side. More precisely, let m,n ∈ N arbitrary and put ρmn := tn+ ξm,n−1,
where ξm,0 := 0 and 0 < ξmn :=
tn−tn+1
2m
. Then
t < tn < ρmn < tn−1
for all m ∈ N, n ∈ N∩ [2,∞), and ρmn ↓ tn (as m→∞) for all n ∈ N. Thus,
using the definition of right-hand limits, we have
f(tn+) = lim
m→∞
f(ρmn) (2.3)
for all n ∈ N. Again, since t ∈ L+(f), we obtain the existence of a double-
sequence limit, namely lim
m,n→∞
f(ρmn) = f(t+). Hence,
f(t+) = lim
n→∞
(
lim
m→∞
f(ρmn)
) (2.3)
= lim
n→∞
f(tn+).
To complete the proof, we only have to consider the remaining case (ii). So,
let t ∈ L−(f) and (tn)n∈N ⊆ L(f) such that tn ↑ t. Then sn ↓ s, where
sn := −tn and s := −t. Consider the function f˜ : [−b,−a] −→ R, defined
by f˜(s) := f(−s). Due to Proposition 2.1, it follows that sn = −tn ∈
−L(f) = L(f˜) for all n ∈ N and s = −t ∈ −L−(f) = L+(f˜). Therefore, we
precisely obtain the situation of part (i), but now related to the function f˜ !
Consequently,
lim
n→∞
f˜(sn−) = f˜(s+) = lim
n→∞
f˜(sn+),
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and the claim follows by Proposition 2.1. 
If f : R+ −→ R is a regulated function, it follows that L
+(f) = R+ and
L−(f) = (0,∞). Hence, we may define f+(t) := f(t+) ∈ R for all t ∈ R+
and f−(t) := f(t−) ∈ R for all t ∈ (0,∞), implying the existence of well-
defined functions f+ : R+ −→ R and f− : (0,∞) −→ R. A first immediate
non-trivial implication of Lemma 2.3 is the following statement which will
be used in the proof of Lemma 4.1.
Corollary 2.4 Let f : R+ −→ R be a regulated function. Then f+ is
right-continuous on R+ and f− is left-continuous on (0,∞).
Theorem 2.5 Let f : [a, b] −→ R be an arbitrary real-valued function, where
a < b. Then
(i) J(f ; ε) is finite for all ε > 0.
(ii) J(f) is at most countable.
Proof. Since J(f) =
⋃
n∈N
J(f ; 1
n
), we only have to prove (i). Assume by
contradiction that J(f ; ε) is not finite. Due to the Bolzano-Weierstrass The-
orem the bounded and infinite set J(f ; ε) has at least one accumulation point
t ∈ [a, b] (cf. e. g. [4]). Then there exists a sequence (tn)n∈N ⊆ J(f ; ε) such
that tn → t (as n → ∞), tk 6= tl for all k 6= l, and tn 6= t for all n ∈ N
(since J(f ; ε) is not finite). We therefore can select a monotone subsequence
of (tn)n∈N which then also converges to t. To avoid some cumbersome nota-
tion, WLOG, we may assume that the original sequence (tn)n∈N is already
the monotone one. Consequently, we arrived exactly at either scenario (i)
or scenario (ii) of Lemma 2.3. Since tn ∈ J(f ; ε) for all n ∈ N, we clearly
obtain a contradiction, and the claim follows. 
The next result shows that at most countability of the jumps even can be
guaranteed for all real-valued functions which are defined on the whole of R+
(respectively R).
Theorem 2.6 Let f : J −→ R be an arbitrary real-valued function, where
J ∈ {R+,R}. Then
(i) J(f ; ε) is at most countable for all ε > 0.
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(ii) There exists a partition {Dk : k ∈ N} of J(f) such that each Dk is a
finite subset of J(f). In particular, J(f) is at most countable.
Proof. First, consider the case J = R+. LetM := {t ∈ R+ : f(t−) exists and f(t+) exists}.
Since int(R+) = (0,∞) =
⋃∞
n=1· (n − 1, n], representation (2.1) therefore im-
plies that
L(f) =
∞⋃
n=1
·
(
(n−1, n]∩M
)
=
∞⋃
n=1
·
(
(n−1, n)∩M
)
∪(N∩M)
(2.1)
=
∞⋃
n=1
· L(f |[n−1,n])∪(N∩M).
Hence,
J(f) =
∞⋃
n=1
· J(f |[n−1,n]) ∪ (N ∩ J(f)) (2.4)
and
J(f ; ε) =
∞⋃
n=1
· J(f |[n−1,n]; ε) ∪ (N ∩ J(f ; ε)) (2.5)
for all ε > 0. Thus, (i) follows by Theorem 2.5. To prove (ii), fix n ∈ N and
consider fn := f |[n−1,n]. Due to Theorem 2.5, the set J(fn;
1
m
) is finite for
each m ∈ N. Since J(fn;
1
m
) ⊆ J(fn;
1
m+1
) for all m ∈ N, it therefore follows
that J(fn) can be written as an at most countable union of disjoint finite
sets, namely as
J(fn) =
∞⋃
m=1
J(fn;
1
m
) =
∞⋃
m=1
· Am,n, (2.6)
where A1,n := J(fn; 1) = (∆fn)
−1
(
[1,∞)
)
and Am+1,n := J(fn;
1
m+1
) \
J(fn;
1
m
) = (∆fn)
−1
(
[ 1
m+1
, 1
m
)
)
for all m ∈ N. Hence, (2.4) implies that
J(f) =
∞⋃
n=1
·
∞⋃
m=1
· Am,n ∪ (N ∩ J(f)) =
∞⋃
k=1
· Bk ∪ (N ∩ J(f)),
where {Bk : k ∈ N} = {Am,n : (n,m) ∈ N× N}. Consequently,
J(f) =
∞⋃
l=1
· Dl,
where Dl := Bl ∪ ({l} ∩ J(f)) is a finite set for all l ∈ N. 
Since partitions of this type will play a fundamental role, we introduce the
following
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Definition 2.7 Let D be an at most countable subset of R which is not
empty. A partition {Dk : k ∈ N} of D is called a finitely layered partition of
D if D =
⋃∞
k=1· Dk, where Dk is a finite subset of D for all k ∈ N.
3. Unordered sums
Using the previous results about the structure of the sets L(f) and J(f), we
can introduce sum of jumps functions like e. g. P(L(f)) ∋ B 7→
∑
s∈B(∆f(s))
2 ∈
[0,∞] in a mathematically concise manner. Our aim is to provide an exact
description of such sums which is independent of the choice of the partition
of J(f) (cf. Theorem 3.8 and Proposition 3.13). In particular, we will show
that finitely layered jump partitions provide a natural frame for integer val-
ued random measures which are a special case of such a (randomised) sum
(cf. Theorem 4.5).
To this end, let L be an arbitrary non-empty set and h : L −→ R+ a posi-
tive real-valued function. Consider the set F(L) := {F : F is a finite subset of L}.
Clearly, (F(L),⊆) is an ordered set, and we may therefore consider the
well-defined net sh : F(L) −→ R+, defined by sh(F ) :=
∑
s∈F h(s), where
F ∈ F(L). If the net sh converges to a limit point p ∈ R+,
∑
s∈L h(s) := p
is called the unordered sum over L. If the net sh converges, sh is called
summable. Let us recall the following
Theorem 3.1 Let L be an arbitrary non-empty set and h : L −→ R+ a
positive real-valued function. Then the following statement s are equivalent:
(i)
∑
s∈L h(s) exists;
(ii) The set {sh(F ) : F ∈ F(L)} is bounded in R+.
If the net sh converges, then
∑
s∈L h(s) = sup{sh(F ) : F ∈ F(L)}.
Since we have to include the case that the net sh is not convergent, Theorem
3.1 justifies the following natural extension of the unordered sum above:
Definition 3.2 Let L be an arbitrary non-empty set and h : L −→ R+ an
arbitrary positive real-valued function. Define∑
s∈L
h(s) := sup
{∑
s∈F
h(s) : F ∈ F(L)
}
If ∅ 6= A ⊆ L, put
∑
s∈A h(s) :=
∑
s∈A h|A(s). Put
∑
s∈∅ h(s) := 0.
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First note that in general,
∑
s∈L h(s) ∈ [0,∞] and that
∑
s∈E h(s) ≤
∑
s∈F h(s)
for all subsets E ⊆ F ⊆ L. If L = {s1, . . . , sn} itself is a finite set, then ob-
viously
∑
s∈L h(s) =
∑n
i=1 h(si) =
∑n
i=1 h(sσ(i)) for all permutations σ ∈ Sn,
which justifies the notation. However, the following important fact, which
we will use later on, requires a proof.
Lemma 3.3 Let L be an arbitrary non-empty set and h : L −→ R+ an
arbitrary positive real-valued function. Let A and B be arbitrary subsets of
L. Then the following statements hold:
(i)
∑
s∈L h(s)1A(s) < +∞ if and only if
∑
s∈A h(s) < +∞. Moreover,∑
s∈A
h(s) =
∑
s∈L
h(s)1A(s).
(ii)
∑
s∈A h(s)1B(s) < +∞ if and only if
∑
s∈A∩B h(s) < +∞. Moreover,∑
s∈A∩B
h(s) =
∑
s∈A
h(s)1B(s).
These sums may be finite or infinite.
Proof. Since (ii) obviously follows by (i) (by applying (i) to the function
h1B), we only have to prove (i). If A = ∅, nothing is to prove. So, let A 6= ∅.
Assume first that
∑
s∈A h(s) < +∞. Let F be an arbitrary finite subset of
L. Since F equals the disjoint union of the (finite) sets A∩F and (L\A)∩F ,
standard associative and commutative summation of finitely many numbers
immediately gives∑
s∈F
h(s)1A(s) =
∑
s∈A∩F
h(s)1A(s) =
∑
s∈A∩F
h(s).
Since the finite subset F of L was arbitrarily chosen, it therefore follows that∑
s∈L
h(s)1A(s) ≤
∑
s∈A
h(s) < +∞.
Now let
∑
s∈L h(s)1A(s) be finite. Then, if G is an arbitrary finite subset of
A ⊆ L, we obviously have∑
s∈G
h(s) =
∑
s∈G
h(s)1A(s) ≤
∑
s∈L
h(s)1A(s) < +∞,
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which proves the other inequality. Consequently, we have shown that the
equality holds if
∑
s∈A h(s) is finite or if
∑
s∈L h(s)1A(s) is finite. Hence, it
must be true if these sums are finite or if this is not the case. 
Proposition 3.4 Let L be an arbitrary non-empty set, α, β ≥ 0 and h, g :
L −→ R+ arbitrary positive real-valued functions. Then
∑
s∈L g(s) < +∞
and
∑
s∈L h(s) < +∞ if and only if
∑
s∈L(αg(s)+ βh(s)) < +∞. Moreover,∑
s∈L
(αg(s) + βh(s)) = α
∑
s∈L
g(s) + β
∑
s∈L
h(s).
These sums may be finite or infinite.
Proof. First, let
∑
s∈L g(s) < +∞ and
∑
s∈L h(s) < +∞. Since addition is
associative and commutative, the equality obviously is true for every finite
subset F of L. Consequently, we already obtain the inequality∑
s∈L
(αg(s) + βh(s)) ≤ α
∑
s∈L
g(s) + β
∑
s∈L
h(s) < +∞.
Now let
∑
s∈L(αg(s) + βh(s)) < +∞. Let E be an arbitrary finite subset of
L. Then,
max
{
α
∑
s∈E
g(s), β
∑
s∈E
g(s)
}
≤
∑
s∈E
(αg(s)+βh(s)) ≤
∑
s∈L
(αg(s)+βh(s)) < +∞,
and it follows that both, Γ :=
∑
s∈L g(s) and ∆ :=
∑
s∈L h(s) are finite. To
prove the other inequality, let ε > 0 be given. Then there exist finite subsets
F and G of L such that
αΓ + β∆ <
∑
s∈F
αg(s) +
∑
s∈G
βh(s) + ε.
Since we currently are working with summation of finitely many elements
only, we obviously may conclude that
αΓ + β∆− ε <
∑
s∈F∪G
αg(s) +
∑
s∈F∪G
βh(s) =
∑
s∈F∪G
(αg(s) + βh(s)).
Since F ∪ G is a finite subset of L, we have arrived at the other inequality.
Hence, similarly as in the proof of Lemma 3.3, we have shown that the
equality holds if
∑
s∈L(αg(s) + βh(s)) < +∞ or if
∑
s∈L g(s) < +∞ and∑
s∈L h(s) < +∞. 
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Corollary 3.5 Let L be an arbitrary non-empty set and h : L −→ R+ an
arbitrary positive real-valued function. Let C and D be arbitrary subsets of
L. If C ∩D = ∅, then∑
s∈C∪D
h(s) =
∑
s∈C
h(s) +
∑
s∈D
h(s).
These sums may be finite or infinite.
Proof. Since C ∩D = ∅, we have 1C∪D = 1C +1D. Hence, by Lemma 3.3 and
Proposition 3.4, it therefore follows that∑
s∈C∪D
h(s) =
∑
s∈L
h(s)1C∪D(s) =
∑
s∈L
(h(s)1C(s)+h(s)1D(s)) =
∑
s∈C
h(s)+
∑
s∈D
h(s).

Theorem 3.6 Let L be an arbitrary non-empty set and h : L −→ R+ a
real-valued function. Let {Dn : n ∈ N} be an arbitrary partition of a set
D ⊆ L. Then the following statements are equivalent:
(i)
∑
s∈D h(s) < +∞;
(ii)
∑
s∈Dn
h(s) < +∞ for all n ∈ N and
(∑
s∈Dn
h(s)
)
n∈N
∈ l1.
Moreover, ∑
s∈D
h(s) =
∞∑
n=1
∑
s∈Dn
h(s).
These sums may be finite or infinite.
Proof. Nothing is to show if D = ∅. So, let D 6= ∅, and assume first that (i)
holds. Since Dn ⊆ D for all n ∈ N, each finite subset of each Dn is already
a finite subset of D, implying that
∑
s∈Dn
h(s) ≤
∑
s∈D h(s) < +∞ for all
n ∈ N. Let n ∈ N arbitrary and consider the set Cn :=
⋃n
k=1· Dk ⊆ D. Due
to Corollary 3.5, we have
0 ≤
n∑
k=1
∑
s∈Dk
h(s) =
∑
s∈Cn
h(s) ≤
∑
s∈D
h(s) < +∞.
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Since n ∈ N was arbitrarily chosen, we may conclude that
0 ≤
∞∑
k=1
∑
s∈Dk
h(s) ≤
∑
s∈D
h(s) < +∞.
Hence,
(∑
s∈Dk
h(s)
)
k∈N
∈ l1, and statement (ii) follows. Now assume
that (ii) holds. Then 0 ≤
∑
s∈Dn
h(s) < +∞ for all n ∈ N and 0 ≤∑∞
n=1
∑
s∈Dn
h(s) < +∞. Let F be an arbitrary finite subset of D. Choose
a sufficiently large number n ∈ N such that F ⊆
⋃n
k=1· Dk, implying that
F =
⋃n
k=1· Fk, where Fk := F ∩ Dk for all k ∈ {1, 2, · · · , n}. Consequently,
we have ∑
s∈F
h(s) =
n∑
k=1
∑
s∈Fk
h(s).
Since each Fk is a finite subset of Dk, assumption (ii) further implies that
n∑
k=1
∑
s∈Fk
h(s) ≤
n∑
k=1
∑
s∈Dk
h(s) ≤
∞∑
k=1
∑
s∈Dk
h(s) < +∞.
Since the finite subset F ofD was arbitrarily chosen, it follows that statement
(i) is true, and we have
∑
s∈D
h(s) ≤
∞∑
n=1
∑
s∈Dn
h(s) < +∞.
Clearly, we have shown that the equality holds if the case (i) or the case (ii)
is given. Since (i) is equivalent to (ii), the equality necessarily also must hold
if one of the both unordered sums is not finite. 
Since N× N =
⋃∞
m=1·
⋃∞
n=1· {(m,n)} =
⋃∞
n=1·
⋃∞
m=1· {(m,n)}, Theorem 3.6 im-
mediately recovers a well-known result concerning the rearrangement of the
terms in a double series (cf. e. g. [4]):
Corollary 3.7 Let (amn)(m,n)∈N×N be an arbitrary double-sequence in R+.
Then
∞∑
m=1
∞∑
n=1
amn =
∑
n∈N×N
amn =
∞∑
n=1
∞∑
n=1
amn
14
By using the language of measure theory, we have proven the following im-
portant result:
Theorem 3.8 Let L be an arbitrary non-empty set and h : L −→ R+ an
arbitrary positive real-valued function. Then
µh : P(L) −→ [0,∞]
A 7→
∑
s∈A
h(s),
is a well-defined measure on the measurable space (L,P(L)).
Remark 3.9 Let A and B be arbitrary subsets of L. Then Lemma 3.3
implies that
µh(A) =
∑
s∈L
h(s)1A(s) = µh11A(L) (3.1)
and
µh(A ∩ B) =
∑
s∈A
h(s)1B(s) = µh11B(A). (3.2)
Dependent on the choice of the function h, we recognise two special and
well-known cases:
(i) If h(s) := 1 = 1L(s) for all s ∈ L, then µ11L is precisely the counting
measure.
(ii) If h := 1{s0}, where s0 ∈ L, we obtain exactly the Dirac measure at s0,
since
µ11{s0}(A)
(3.2)
= µ11L({s0} ∩ A)
(3.2)
= µ11A({s0}) = 1A(s0) = δs0(A)
for all A ∈ P(L).
Corollary 3.10 Let L be an arbitrary non-empty set and h : L −→ R+ an
arbitrary positive real-valued function.
(i) If A ∈ P(L) is finite, then
µh(A) =
n∑
ν=1
h(ν),
where n = card(A).
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(ii) If A ∈ P(L) is countable, then
µh(A) =
∞∑
n=1
h(ϕ(n))
for all bijective mappings ϕ : N −→ A.
Proof. First note that µh({a}) = h(a) for all a ∈ A ⊆ L. Statement (i) now
follows directly by Theorem 3.8. To prove (ii), let an := ϕ(n), where n ∈ N
is arbitrary. Then, by Theorem 3.8 again, we have
µh(A) = µh(
∞⋃
n=1
· {an}) =
∞∑
n=1
µh({an}) =
∞∑
n=1
h(an),
and the proof is finished. 
We have developed all necessary tools which now allow us to give a lucid and
short proof of the following non-trivial result.
Theorem 3.11 Let L be an arbitrary non-empty set and h : L −→ R+ an
arbitrary positive real-valued function. Put P := {s ∈ L : h(s) > 0}. If∑
s∈L h(s) < +∞, then P is at most countable, and∑
s∈L
h(s) =
∑
s∈P
h(s) =
∞∑
n=1
h(ϕ(n))
for all bijective mappings ϕ : N −→ P .
Proof. By assumption, Σ :=
∑
s∈L h(s) < +∞. Since P =
⋃∞
n=1 Pn, where
Pn := {s ∈ L : h(s) >
1
n
}, we only have to show that each subset Pn of L is
at most countable. We even show more and claim that
Pn is finite and consists of at most ⌊nΣ⌋ elements for all n ∈ N, (3.3)
where R ∋ x 7→ ⌊x⌋ := max{m ∈ Z : m ≤ x} describes the assignment
rule of the floor function. We assume by contradiction that (3.3) is false.
Then there would exist m ∈ N and a finite subset Gm of Pm such that
card(Gm) = ⌊mΣ⌋+ 1. But then, due to the definition of the floor function,
we would have
+∞ > ⌊mΣ⌋+1 > mΣ =
∑
s∈L
mh(s) ≥
∑
s∈Gm
mh(s) > card(Gm)·1 = ⌊mΣ⌋+1,
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which obviously is a contradiction. Hence, statement (3.3) is true, implying
that the set P is at most countable.
Clearly, we have
∑
s∈L\P h(s) = 0. Hence,
∑
s∈L h(s) =
∑
s∈P h(s) =
µh(P ) (due to Corollary 3.5), and Corollary 3.10 finishes the proof. 
By linking Lemma 3.3 and (the proof of) Theorem 3.6, we can characterise
the finiteness of the measure µh in the following way:
Proposition 3.12 Let L be an arbitrary non-empty set and h : L −→ R+
an arbitrary positive real-valued function. Then the following statements are
equivalent:
(i) µh : P(L) −→ R+ is a finite measure.
(ii) If {Ln : n ∈ N} is an arbitrary partition of L such that
∑
s∈Ln
h(s) <
+∞ for all n ∈ N and
(∑
s∈Ln
h(s)
)
n∈N
∈ l1, then
µh(A) =
∞∑
n=1
∑
s∈Ln
h(s)1A(s)
for all A ∈ P(L).
(iii) There exists a partition {Cl : l ∈ N} of L such that
∑
s∈Cl
h(s) < +∞
for all l ∈ N,
(∑
s∈Cl
h(s)
)
l∈N
∈ l1 and
µh(A) =
∞∑
l=1
∑
s∈Cl
h(s)1A(s)
for all A ∈ P(L).
We have arrived at a point now, where we can apply our general framework
to discontinuities of the first kind. In particular, we can easily provide a
representation of unordered sums over all jumps of f ; a fact, which frequently
is used in the literature on general semimartingales including references on
Le´vy processes, but which seemingly hasn’t been rigorously proven yet, very
similar to the case of the proof of Theorem 2.5 (cf. e. g. [1], [11], [15]).
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Proposition 3.13 Let f : R+ −→ R be an arbitrary function, and assume
that ∅ 6= J(f). Let {Dn : k ∈ N} be an arbitrary partition of J(f). Let
Φ : R+ −→ R+ be strictly increasing and continuous such that Φ(0) = 0. Let
B be a non-empty subset of L(f). Then
∑
s∈B
Φ
(
|∆f(s)|
)
= µΦ◦|∆f |
(
B∩J(f)
)
=
∞∑
n=1
∑
s∈Dn
Φ
(
|∆f(s)|
)
1B(s) =
∞∑
n=1
Φ
(
|∆f(ϕ(n))|
)
for all bijective mappings ϕ : N −→ B ∩ J(f). If in addition f is regulated,
then∑
0<s≤t
Φ
(
|∆f(s)|
)
= µΦ◦|∆f |
(
(0, t]∩J(f)
)
=
∞∑
n=1
∑
s∈Dn
Φ
(
|∆f(s)|
)
1(a,t)(s) =
∞∑
n=1
Φ
(
|∆f(ϕ(n))|
)
for all t ∈ (0,∞) and bijective mappings ϕ : N −→ (0, t] ∩ J(f).
Proof. Let B be an arbitrary non-empty subset of L(f). Due to Theorem
2.6, D := J(f) is at most countable. Since Φ : R+ −→ R+ is strictly
increasing and continuous, it is invertible, and Φ−1 : R+ −→ R+ is strictly
increasing as well (due to the Inverse Function Theorem). Hence, the set
{s ∈ B : Φ(|∆f(s)|) > 0} = {s ∈ B : |∆f(s)| > 0} = B ∩D is an at most
countable subset of D ⊆ L(f). Consider the the function h := Φ ◦ |∆f |.
Then µh(B ∩ D)
(3.2)
= µh11B(D). Since Φ(0) = 0, equality (3.2) implies that
µh(B ∩ (L \D)) = µh11B(L \D) = 0, and it follows that∑
s∈B
h(s) = µh(B) = µh(B ∩D) = µh11B(D) =
∞∑
n=1
∑
s∈Dn
h(s)1B(s).
Since the set B∩D is an at most countable subset of L(f), the first statement
follows by Corollary 3.10. If in addition f is regulated, then L(f) = (0,∞)
(due to Remark 2.2), implying that B := (0, t] ⊆ L(f) for all t ∈ (0,∞).
Now, the second statement follows immediately from the first one. 
If f : R+ −→ R were regulated, a natural question would be to ask for the
representation of the function of jumps ∆g : L(g) −→ R, where g(t) :=∑
s∈(0,t] Φ
(
|∆f(s)|
)
, t ∈ (0,∞). To this end, let h : (0,∞) −→ R+ be
an arbitrary positive real-valued function, and assume that µh((0,∞)) =∑
s∈(0,∞) h(s) < ∞. Then g(t) :=
∑
s∈(0,t] h(s) = µh((0, t]) ∩ P ) < +∞ for
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all t ∈ R+, where P := {s ∈ (0,∞) : h(s) > 0}. Let t ∈ (0,∞). Since
µh : P((0,∞)) −→ R+ is a (finite) measure, it follows that g(t+
1
n
)− g(t−
1
n
) = µh(In) for sufficiently large n ∈ N, where In := (t −
1
n
, t + 1
n
]. Since
In ↓ {t} as n→∞, we obviously have
∆g(t) = lim
n→∞
µh(In) = µh({t}) = h(t).
Hence, L(g) = (0,∞), and ∆
(∑
s∈(0,·) h(s)
)
= ∆g = h on (0,∞). Moreover,
since g( 1
n
) = µh((0,
1
n
]) → µh(∅) = 0 as n → ∞, it follows that 0 ∈ L
+(g)
and g(0+) = 0 = g(0). Consequently, Remark 2.2 implies the following
Proposition 3.14 Let h : (0,∞) −→ R+ be an arbitrary positive real-
valued function. If
∑
s∈(0,∞) h(s) <∞, then the function
g : R+ −→ R+
t 7→
∑
s∈(0,t]
h(s),
is regulated, L(g) = (0,∞), and
∆g = h.
4. Random measures induced by optional processes
Next, we transfer the main results of our previous investigations to (trajecto-
ries of) stochastic processes. Again, let (Ω,F ,F,P) be a given filtered prob-
ability space such that F satisfies the usual conditions. If X is an adapted
and ca`dla`g process, then it is well-known that the left limit process X− is
predictable. Recall that every adapted and right-continuous process is op-
tional (cf. Theorem 1.1). Consequently, we deal with a special case of the
slightly more general
Lemma 4.1 Let (Ω,F ,F,P) be a filtered probability space such that F satis-
fies the usual conditions. Let X : Ω×R+ −→ R be a stochastic process such
that all trajectories of X are regulated. Then all trajectories of the left limit
process X− (respectively of the right limit process X+) are left-continuous
(respectively right-continuous). If in addition X is optional, then X− is pre-
dictable.
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Proof. Fix ω ∈ Ω and consider the (fixed) trajectory f := X•(ω) : R+ −→
R. Since f is a regulated function, it follows that that L−(f) = (0,∞).
Consequently, due to Corollary 2.4, it clearly follows that the trajectory Y•(ω)
of the left limit process Y := X− is left-continuous on (0,∞). Similarly, it
follows that the trajectory of the right limit process X+ is right-continuous
on R+ = L
+(f). Now assume that in addition X is optional and therefore
adapted. Then X− is an adapted process too. Consequently it follows that
Y = X− is adapted and left-continuous, and the definition of predictability
finishes the proof. 
Now, we return to finitely layered partitions and start with the following
observation. Despite its seemingly clear context, it will be of high importance
for our further investigations.
Lemma 4.2 Let ∅ 6= D be a finite subset of R, consisting of κD elements.
Consider
sD1 := min(D)
and, if κD ≥ 2,
sDn+1 := min(D ∩ (s
D
n ,∞)
)
,
where n ∈ {1, 2, . . . , κD−1}. Then D∩(s
D
n ,∞) 6= ∅ for all n ∈ {1, 2, . . . , κD−
1} and sDn < s
D
n+1 for all n ∈ {1, 2, . . . , κD − 1}. Moreover, we have
D =
κD⋃
n=1
· {sDn }.
Proof. Obviously, nothing is to prove if κD ∈ {1, 2}. Let κD ≥ 3. Obviously,
we have D ∩ (sD1 ,∞) 6= ∅. Now assume by contradiction that there exists
n ∈ {2, . . . , κD − 1} such that D ∩ (s
D
n ,∞) = ∅. Choose the minimal m ∈
{2, . . . , κD−1} such that D∩(s
D
m,∞) = ∅. Then s
D
k := min(D∩(s
D
k−1,∞)
)
∈
D is well-defined for all k ∈ {2, . . . , m}, and we obviously have sD1 < s
D
2 <
. . . < sDm. Moreover, by construction of m, it follows that
s ≤ sDm for all s ∈ D. (4.1)
Assume now that there exists s∗ ∈ D such that s∗ 6∈ {sD1 , s
D
2 , . . . , s
D
m}. Then,
by (4.1), there must exist l ∈ {1, 2, . . . , m − 1} such that sDl < s
∗ < sDl+1,
which is a contradiction, due to the definition of sDl+1. Hence, such a value
s∗ cannot exist, and it consequently follows that D = {sD1 , s
D
2 , . . . , s
D
m}. But
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then m = card(D) ≤ κD − 1 < κD, which is a contradiction. Hence, s
D
k ∈ D
is well-defined for all k ∈ {1, 2, . . . , κD}. Since card(D) = κD, the proof is
finished. 
Theorem 4.3 Let (Ω,F ,F,P) be a filtered probability space such that F
satisfies the usual conditions. Let X : Ω× R+ −→ R be an optional process
such that all trajectories of X are regulated. Then ∆X is also optional. Put
X0− := X0+. If for each trajectory of X its set of jumps is not finite, then
there exists a sequence of stopping times (Tn)n∈N such that (Tn(ω))n∈N is a
strictly increasing sequence in (0,∞) for all ω ∈ Ω and
J(X•(ω)) =
∞⋃
n=1
· {Tn(ω)} for all ω ∈ Ω,
or equivalently,
{∆X 6= 0} =
∞⋃
n=1
· [[Tn]].
Proof. Since the filtration is right-continuous, a direct calculation shows that
the right limit process X+ is adapted. Due to Lemma 4.1, all paths of X+
are right-continuous on R+. Since the filtration is right-continuous, it follows
that X+ is also adapted and hence an optional process. Consequently, since
the process X was assumed to be optional, and since each predictable process
is optional, a further application of Lemma 4.1 implies that the jump process
∆X = X+ −X− is the sum of two optional processes, hence optional itself.
Fix ω ∈ Ω. Consider the trajectory f := X•(ω). Due to statement (ii) of
Theorem 2.6, there exists a finitely layered partition of J(f) ⊆ L(f) = (0,∞)
which now is randomised, and it follows that we may write J(f) as
J(f) =
∞⋃
m=1
· Dm(ω),
where κm(ω) := card(Dm(ω)) < +∞ for all m ∈ N. Let M(ω) := {m ∈ N :
Dm(ω) 6= ∅}. Fix an arbitrary m ∈M(ω). Consider
0 < S
(m)
1 (ω) := min(Dm(ω))
and, if κm(ω) ≥ 2,
0 < S
(m)
n+1(ω) := min
(
Dm(ω) ∩ (S
(m)
n (ω),∞)
)
,
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where n ∈ {1, 2, . . . , κm(ω) − 1}. Since ∆X is optional, it follows that
{∆X ∈ B} is optional for all Borel sets B ∈ B(R). Moreover, since ∆f(0) =
∆X0(ω) := 0 (by assumption), it actually follows that {s ∈ R+ : (ω, s) ∈
{∆X ∈ C}} = {s ∈ (0,∞) : (ω, s) ∈ {∆X ∈ C}} for all Borel sets C ∈ B(R)
which do not contain 0. Hence, as the construction of the sets Dm(ω) in the
proof of Theorem 2.6 clearly shows, S
(m)
1 is the de´but of an optional set.
Consequently, due to Theorem 1.2, it follows that S
(m)
1 is a stopping time. If
S
(m)
n is a stopping time, the stochastic interval ]]S
(m)
n ,∞[[ is optional too (cf.
[8], Theorem 3.16). Thus, by construction, S
(m)
n+1 is the de´but of an optional
set and hence a stopping time. Due to Lemma 4.2, we have
J(f) =
⋃
m∈M(ω)
· Dm(ω) =
⋃
m∈M(ω)
·
κm(ω)⋃
n=1
· {S(m)n (ω)}. (4.2)
Hence, since for each trajectory of X its set of jumps is not finite, the at most
countable set M(ω) is not finite, hence countable, and a simple relabelling of
the stopping times S
(m)
n finishes the proof. 
We will see now how the choice of finitely layered jump partitions enables a
natural approach for recovering the jump measure of a ca`dla`g and adapted
stochastic process, and how we can transfer the structure of the jump measure
to more general classes of optional processes which need not necessarily to
be right-continuous.
Proposition 4.4 Let (Ω,F ,F,P) be a filtered probability space such that F
satisfies the usual conditions. Let X : Ω× R+ −→ R be an optional process
such that all trajectories of X are regulated and ∆X0 := 0. Consider
MX(ω) :=
{
(s,∆Xs(ω)) : s ∈ J(X•(ω))
}
,
where ω ∈ Ω. Then
card(MX(ω)∩G) =
∑
s∈J(X•(ω))
1G
(
s,∆Xs(ω)
)
=
∑
s>0
1G
(
s,∆Xs(ω)
)
1{∆X 6=0}(ω, s)
for all (ω,G) ∈ Ω× B(R+)⊗ B(R).
Proof. For simplicity reasons, we may assume that the set of jumps of each
trajectory of X is not finite (due to Theorem 3.6 and representation (4.2)).
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Fix (ω,G) ∈ Ω×B(R+)⊗B(R). Consider DX(ω) := J(X•(ω)) ⊆ L(X•(ω)) =
(0,∞). Theorem 2.6 implies that the random set
MX(ω) :=
{
(s,∆Xs(ω)) : s ∈ DX(ω)
}
= Gr
(
∆X•(ω)|DX(ω)
)
is at most countable. Put j
X
(ω,G) := card(MX(ω) ∩ G). Due to Theorem
4.3, it follows that there exists a sequence of stopping times {Tn : n ∈ N}
such that
MX(ω) ∩G =
∞⋃
m=1
·
{(
Tm(ω),∆XTm(ω)
)}
∩G,
where ∆XTm(ω) := ∆XTm(ω)(ω) = ∆X(ω, Tm(ω)). Since all unions are dis-
joint ones, the respective cardinals are additive. Consequently,
j
X
(ω,G) =
∞∑
m=1
card
({(
Tm(ω),∆XTm(ω)
)}
∩G
)
=
∞∑
m=1
1G
(
Tm(ω),∆XTm(ω)
)
,
and Theorem 3.6 together with Lemma 3.3 imply that
j
X
(ω,G) =
∑
s∈DX(ω)
1G
(
s,∆Xs(ω)
)
=
∑
s>0
1G
(
s,∆Xs(ω)
)
1{∆X 6=0}(ω, s).

Theorem 4.5 Let (Ω,F ,F,P) be a filtered probability space such that F
satisfies the usual conditions. Let X : Ω× R+ −→ R be an optional process
such that all trajectories of X are regulated and ∆X0 := 0. Then the function
j
X
: Ω× B(R+)⊗ B(R) −→ Z+ ∪ {+∞}
(ω,G) 7→
∑
s>0
1G
(
s,∆Xs(ω)
)
1{∆X 6=0}(ω, s)
is an integer-valued random measure.
Proof. We only have to combine Theorem 4.3 and [8], Theorem 11.13. 
Put G := B × Λ, where B ∈ B(R+) and Λ ∈ B(R). Since each trajectory of
X is regulated, B \ {0} ⊆ (0,∞) = L(X•(ω)). Hence, Lemma 3.3 directly
leads to the following representation:
j
X
(ω,B × Λ) = j
X
(ω, (B \ {0})× Λ) =
∑
s∈B\{0}
1Λ(∆Xs(ω))1{∆X 6=0}(ω, s)
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for all B ∈ B(R+) and Λ ∈ B(R).
To sum up, j
X
(ω,G) in general counts, ω-by-ω, the number of all s > 0
such that ∆X
s
(ω) 6= 0 and (s,∆Xs(ω)) ∈ G. In other words,
j
X
(ω, (dt, dx)) =
∑
s>0
1{∆X 6=0}(ω, s) · δ(
s,∆Xs(ω)
)(dt, dx).
We finish this paper by considering right-continuous trajectories again and
note the following
Corollary 4.6 Let (Ω,F ,F,P) be a filtered probability space such that F
satisfies the usual conditions. If X : Ω×R+ −→ R is an adapted and ca`dla`g
process such that ∆X0 := 0, then jX is the jump measure of X.
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