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ABSTRACT. This paper constitutes a first step in the author’s program to in-
vestigate the question of when a homotopy of 2-cocycles ω = {ωt}t∈[0,1] on
a locally compact Hausdorff groupoid G induces an isomorphism of the K-
theory groups of the reduced twisted groupoid C∗-algebras:
K∗(C∗r (G ,ω0)) ∼= K∗(C
∗
r (G ,ω1)).
Generalizing work of Echterhoff et al. from [6], we show that if G = G⋉X is a
transformation group such that G satisfies the Baum-Connes conjecture with
coefficients, a homotopy ω = {ωt}t∈[0,1] of 2-cocycles on G⋉ X gives rise to
an isomorphism
K∗(C∗r (G⋉ X,ω0)) ∼= K∗(C
∗
r (G⋉ X,ω1)).
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1. INTRODUCTION
In this paper, we study the question of when a homotopy of 2-cocycles
ω = {ωt}t∈[0,1] on a transformation group G ⋉ X induces an isomorphism of
the twisted K-theory groups
K∗(C∗r (G⋉ X,ω0)) ∼= K∗(C
∗
r (G⋉X,ω1)).
Variants on this question have been investigated by Packer and Raeburn in [25],
[26] and Echterhoff, Lück, Phillips, and Walters in [6], but its origins lie in the
results established about the structure and K-theory of the rotation algebras by
Rieffel, Pimsner and Voiculescu, among others, in the early 1980s.
For θ ∈ R, let Aθ denote the universal rotation algebra; that is, the algebra
generated by two unitaries u, v satisfying the commutation relation
uv = vue2πiθ.
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We can also realize Aθ as a twisted group C∗-algebra:
Aθ = C
∗
r (Z
2, cθ),
where the twisting 2-cocycle cθ : Z2 ×Z2 → T is given by
cθ ((j, k), (m, n)) = e
2πiθkm.
Note that the map θ 7→ cθ ((j, k), (m, n)) is continuous for each ((j, k), (m, n)) ∈
Z2 ×Z2; because of this continuity, we say that {cθ}θ∈R is a homotopy of 2-cocycles
on Z2.
Rieffel proved in 1981 [30] that although
Aθ ∼= Aθ′ ⇔ [θ] = ±[θ
′] ∈ R/Z,
the Morita equivalence relation on the rotation algebras is less strict: two rotation
algebras Aθ , Aθ′ are Morita equivalent iff θ, θ′ are in the same orbit of a natural
action of GL2(Z) onR (which is defined in Section 2 of [30]). Finally, Pimsner and
Voiculescu proved in [27] that for any θ ∈ R, we have
(1.1) K0(Aθ) ∼= Z⊕Z ∼= K1(Aθ).
The example of the rotation algebras thus tells us that K-theory is the appro-
priate C∗-algebraic invariant for which to ask whether a homotopy of 2-cocycles
is detected by this invariant: the homotopy of 2-cocycles that gives rise to the
rotation algebras induces a K-theoretic equivalence, but not a C∗-algebraic iso-
morphism or even a Morita equivalence. In other words, these more precise in-
variants will not, in general, be preserved under a homotopy of 2-cocycles.
The Pimsner-Voiculescu result (1.1) about the K-theory of the rotation alge-
bras was vastly generalized in a 2010 paper [6] by Echterhoff, Lück, Phillips, and
Walters. For a second countable locally compact Hausdorff group G that satis-
fies the Baum-Connes conjecture with coefficients K, Echterhoff et al. proved in
Theorem 1.9 of [6] that if {ωt}t∈[0,1] is a homotopy of 2-cocycles on G, then
K∗(C∗r (G,ω0)) ∼= K∗(C
∗
r (G,ω1)).
Our main theorem in this paper is an extension of this result to the case when G
is a transformation group G = H⋉X:
THEOREM 5.1. Let G be a second countable locally compact Hausdorff group
acting on a second countable locallly compact Hausdorff space X such that G satisfies
the Baum-Connes conjecture with coefficients, and let ω be a homotopy of continuous
2-cocycles on the transformation group G⋉X. For any t ∈ [0, 1], the ∗-homomorphism
qt : C∗r (G⋉ X× [0, 1],ω)→ C
∗
r (G⋉ X,ωt),
given on Cc(G⋉X× [0, 1]) by evaluation at t ∈ [0, 1], induces an isomorphism
K∗(C∗r (G⋉X × [0, 1],ω)) ∼= K∗(C
∗
r (G⋉X,ωt)).
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REMARK 1.1. Higson and Kasparov proved in [12] that every a-T-menable
group satisfies the Baum-Connes conjecture with coefficients. Examples of such
groups include all amenable groups (hence all compact, abelian, and solvable
groups), all free groups, and the Lie groups SO(n, 1) and SU(n, 1). Moreover,
a-T-menability is inherited by closed subgroups, so any closed subgroup of the
above groups also satisfies the Baum-Connes conjecture with coefficients.
REMARK 1.2. Theorem 5.1 can also be viewed as a generalization of Theo-
rem 4.2 from the 1990 paper [26] of Packer and Raeburn. When translated into
the notation of the current paper, Packer and Raeburn’s Theorem 4.2 states that if
G is a discrete subgroup of a solvable simply-connected Lie group, and G acts on
a locally compact Hausdorff space X, then a homotopy of 2-cocycles {ωt}t∈[0,1]
on G⋉X induces an isomorphism
K∗(C∗r (G⋉ X,ω0)) ∼= K∗(C
∗
r (G⋉X,ω1)).
By Theorem 8.2 of [14], discrete subgroups of solvable simply-connected Lie
groups satisfy the Baum-Connes conjecture with coefficients, so our Theorem 5.1
applies to a much broader class of groups than those covered in Theorem 4.2 of
[26].
1.1. CONTEXT AND FUTURE WORK. A transformation group G⋉ X is an exam-
ple of a groupoid, a class of mathematical objects that includes groups, group
actions, equivalence relations, and group bundles. The study of the full and
reduced C∗-algebras C∗(G),C∗r (G) associated to a locally compact groupoid G
was initiated by Jean Renault in [29], and has been pursued actively by many
researchers. Although Renault also defined the twisted groupoid C∗-algebras
C∗(G,ω),C∗r (G,ω) for a 2-cocycle ω ∈ Z
2(G,T) in [29], these objects have re-
ceived relatively little attention until recently. However, it has now become clear
that twisted groupoid C∗-algebras can help answer many questions about the
structure of untwisted groupoid C∗-algebras (cf. [23], [22], [5], [13], [3]), as well as
classifying those C∗-algebras which admit diagonal subalgebras (also known as
Cartan subalgebras) — cf. [17]. In another direction, [32] establishes how the K-
theory of twisted groupoid C∗-algebras connects to the classification of D-brane
charges in string theory.
Motivated by these applications of twisted groupoid C∗-algebras and their
K-theory, we propose to investigate the question of when a homotopy of the twist-
ing 2-cocycle gives rise to a K-theoretic isomorphism
(1.2) K∗(C∗r (G,ω0)) ∼= K∗(C
∗
r (G,ω1)).
In addition to the transformation-group case G = G⋉X considered in the present
paper, we will address this question in a forthcoming paper [9] for the case when
G = GΛ is the groupoid associated to a higher-rank graph Λ. (A generalization
of directed graphs, higher-rank graphs and their associated groupoids and C∗-
algebras were introduced in [18].)
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We also explore in [10] the situationwhere G is a locally compact group bun-
dle π : G → M over a paracompact space. Our interest in these groupoids was
inspired by the special case when G is a symplectic vector bundle; in this case,
Theorem 1 of [28] combines with the Thom isomorphism to tell us that the homo-
topy of 2-cocycles associated to the symplectic form gives rise to the isomorphism
(1.2) of the K-theory groups of the twisted groupoid C∗-algebras. Corollary 3.4 of
[10] presents a substantial generalization of this result.
We are unaware of any examples of groupoids G and homotopies ω of co-
cycles where (1.2) fails to hold.
1.2. OUTLINE AND STANDING HYPOTHESES. To tackle the proof of Theorem
5.1, we will first need to understand the reduced twisted groupoid C∗-algebra
C∗r (G⋉ X,ω); Section 2 reviews this construction for general groupoids G, in or-
der to establish the context and simplify formulas. In Section 3 we show that a
homotopy of 2-cocycles on a compact groupoid G gives rise to a trivial bundle
of C∗-algebras over [0, 1]. Section 4 describes carefully the isomorphism between
the twisted crossed product C∗-algebra defined by Packer and Raeburn in [25],
and the twisted groupoid C∗-algebra described in Section 2; this material is no
doubt well known to experts but we were unable to find a precise reference, so
we include it here. Finally, in Section 5 we combine the results of the preceding
sections in order to prove Theorem 5.1, following the line of argument presented
in Theorem 1.9 of [6]. Since this argument relies on a technical result in equi-
variant KK-theory (namely, Theorem 1.5 of [4]), Section 5 opens with a section
reviewing those elements of Kasparov’s equivariant KK-theory that we will need
to invoke.
In order to use the KK-theoretic result from [4], we will need to assume
that all C∗-algebras under consideration are separable and all groups are second
countable. The same hypotheses are invoked in [25]. Consequently, in Section
4 we begin to require all groups and spaces in question to be Hausdorff, locally
compact and second countable; for the material earlier in the paper we do not
need to assume second countability. However, throughout this paper we will
assume that all groups and spaces are locally compact Hausdorff.
2. GROUPOIDS
In this section we reviewmany of the basic concepts and constructions from
the theory of groupoid C∗-algebras, focusing on the case where our groupoid G is
a transformation group G⋉X. Many of the definitions are given first for general
groupoids, to simplify notation and to contextualize our work in this paper.
DEFINITION 2.1. A groupoid is a set G equipped with a subset G(2) ⊆ G ×
G (called the set of composable pairs), a multiplication map G(2) → G given by
(x, y) 7→ xy, and an inverse map G → G, written x 7→ x−1, such that:
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• If (x, y), (y, z) ∈ G(2), then so are (x, yz) and (xy, z), and x(yz) = (xy)z;
• For any x ∈ G, the pair (x, x−1) ∈ G(2);
• For any (x, y) ∈ G(2), we have x−1(xy) = y and (xy)y−1 = x.
Any groupoid comes equipped with range and source maps r, s : G → G, defined
by r(x) = x−1x and s(x) = xx−1. Observe that r and s have a common image,
which we call the unit space of G, and denote G(0). If u ∈ G(0), we will write
Gu = {x ∈ G : s(x) = u}; Gu = {x ∈ G : r(x) = u}.
In this paper we will consider almost exclusively the following class of
groupoids.
EXAMPLE 2.2. Suppose G is a group acting (on the left) on a space X. We
define a groupoid G⋉X, called the transformation group, to be G×X as a set, with
(G⋉X)(0) = X:
s(γ, u) = γ−1 · u, r(γ, u) = u.
In other words, we can think of an element x = (γ, u) ∈ G ⋉ X as an arrow
(labeled γ) taking us from the point v := γ−1 · u ∈ X to the point u:
u v
γ
Then ((γ, u), (η, v)) ∈ (G⋉ X)(2) ⇔ γ−1 · u = v, and
(γ, u) · (η, γ−1 · u) = (γη, u); (γ, u)−1 = (γ−1, γ−1 · u).
Note that for any u ∈ X, we have (G⋉X)u ∼= (G⋉ X)u ∼= G.
EXAMPLE 2.3. Let G be a group acting trivially on the one-point space. A
moment’s thought reveals that the associated transformation group is isomorphic
to the group G. In other words, groups are examples of transformation groups
and hence of groupoids.
REMARK 2.4. In this paper, we will use x, y, z to denote elements of an ar-
bitrary groupoid G, whereas Greek letters such as γ, η will denote elements of a
group G. The letters u, v will denote elements of the unit space of our groupoid
– so u, v ∈ X if the groupoid G under consideration is a transformation group
G⋉ X.
DEFINITION 2.5. We say that a groupoid G is a locally compact Hausdorff
groupoid or LCH groupoid if G is a locally compact Hausdorff topological space
such that multiplication and inversion are continuous (when G(2) has the topol-
ogy induced by the product topology on G × G).
REMARK 2.6. Since the range and source maps can be constructed from
multiplication and inversion, it follows that r, s are also continuous in a LCH
groupoid.
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EXAMPLE 2.7. If G = G⋉ X is a transformation group, where G and X are
locally compact Hausdorff spaces and the action of G on X is continuous, then the
product topology on G× X makes G⋉ X into a LCH groupoid. We will always
use this topology on G⋉ X in this paper.
DEFINITION 2.8. Let G be a LCH groupoid. A (continuous) map ω : G(2) →
T is called a (continuous) 2-cocycle if
(2.1) ω(x, y)ω(xy, z) = ω(x, yz)ω(y, z)
whenever (x, y), (y, z) ∈ G(2), and if
(2.2) ω(x, s(x)) = 1 = ω(r(x), x)
for any x ∈ G.
As 2-cocycles are the only flavor of cocycle we will discuss in this paper, we
will usually drop the 2 and refer to them simply as cocycles.
EXAMPLE 2.9. For any groupoid G, the function ω : G2 → T given by
ω(x, y) = 1 ∀(x, y) ∈ G(2) is a 2-cocycle, called the trivial 2-cocycle.
EXAMPLE 2.10. Let G = Z2 and fix t ∈ R. Then the function ct : Z2 ×Z2 →
T given by
ct ((j, k), (m, n)) := e2πit(km)
is a 2-cocycle.
REMARK 2.11. Ifω0,ω1 are two 2-cocycles on G, then the pointwise product
ω0ω1 also satisfies the cocycle condition, as does the pointwise inverse ω
−1
0 for
any cocycle ω0. Thus, the set of 2-cocycles on G forms a group, usually denoted
Z2(G,T).
DEFINITION 2.12. Let G be a LCH groupoid. We consider G × [0, 1] to be
a LCH groupoid by equipping it with the product topology (using the standard
topology on [0, 1]). Set
(G × [0, 1])(2) = G(2) × [0, 1].
That is, the groupoid structure on G × [0, 1] is that of a bundle of groupoids over
[0, 1], so that all groupoid operations on G × [0, 1] preserve the fibers.
We say that ω is a homotopy of 2-cocycles on G if ω : (G × [0, 1])(2) → T is a
continuous 2-cocycle.
REMARK 2.13. Every homotopy of cocycles on G gives rise to a family
{ωt}t∈[0,1] of continuous 2-cocycles on G which varies continuously in t.
In order to associate C∗-algebras to LCH groupoids G and continuous co-
cycles ω, we will start by turning the continuous compactly supported functions
Cc(G) into a convolution algebra, and then taking an appropriate completion. To
do so, we need to integrate over G, which requires a Haar system on G.
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DEFINITION 2.14. Let G be a locally compact Hausdorff groupoid. A collec-
tion {λu}u∈G(0) of non-negative Radon measures is a Haar system if
• supp(λu) = Gu for any u ∈ G(0),
• For any f ∈ Cc(G), the function u 7→
∫
Gu f (x)dλ
u(x) is in C0(G(0)),
• The system of measures is left-invariant: For any f ∈ Cc(G) and any
x ∈ G, ∫
G s(x)
f (xy)dλs(x)(y) =
∫
G r(x)
f (y)dλr(x)(y).
EXAMPLE 2.15. If G is a LCH group, then G(0) contains only one point,
namely, the unit e of G, and so the first two conditions of the definition are ir-
relevant. The third condition tells us that any Haar measure on G constitutes a
Haar system.
Unlike for groups, Haar systems for groupoids need not exist or be unique.
One generally assumes from the beginning the existence of a fixed Haar system
on the groupoid in question, a precedent we will follow in this paper.
EXAMPLE 2.16. If G = G⋉ X for a LCH group G and a LCH space X, then
fix a Haar measure λ on G. Setting λu = λ for every u ∈ X makes {λu}u∈X into a
Haar system on G⋉X. We will always use this Haar system on a transformation
group in this paper.
Given a continuous cocycle ω on a LCH groupoid G, and a Haar system
{λu}u∈G(0) on G, we can turn Cc(G) into a convolution algebra Cc(G,ω):
f ∗ω g(x) :=
∫
G r(x)
f (y)g(y−1x)ω
(
y, y−1x
)
dλr(x)(y)(2.3)
f ∗(x) := f (x−1)ω (x, x−1).(2.4)
In the case when G = G⋉X is a transformation group, the formula for convolu-
tion becomes
(2.5) f ∗ω g(γ, u) :=
∫
G
f (η, u)g(η−1γ, η−1u)ω
(
(η, u), (η−1γ, η−1u)
)
dλ(η).
Convolution multiplication is evidently linear, but also is easily checked to
be associative and to satisfy f ∗ ∗ω g∗ = (g ∗ω f )∗ (cf. [29] II.1). One needs to
invoke the cocycle condition (2.1) in order to show associativity.
To make Cc(G,ω) into a C∗-algebra, we need to complete it with respect to
a suitable norm. There are two C∗-algebras canonically associated to Cc(G,ω);
however, in this paper we will only be concerned with the reduced twisted C∗-
algebra of a transformation group G = G⋉ X, so we present only this construc-
tion here. The reader who wishes to understand groupoid C∗-algebras in more
generality is referred to [21] or [29].
DEFINITION 2.17. Given a groupoid G, let µ be a measure on G(0) with full
support. As in [21] Definition 2.45, we construct a measure ν−1 on G, which is
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the pullback, under the map x 7→ x−1, of the measure induced by µ on G. To be
precise, a function ξ on G is in L2(G, ν−1) iff
‖ξ‖22 :=
∫
G(0)
∫
Gu
|ξ(x−1)|2dλu(x)dµ(u) < ∞.
In the case when G = G ⋉ X, so G(0) = X and λu is Haar measure on G, the
formula above becomes
‖ξ‖22 =
∫
X
∫
G
|ξ(γ−1, γ−1 · u)|2 dλ(γ)dµ(u).
Convolution multiplication defines a ∗-representation of Cc(G,ω) on
L2(G, ν−1) which we will denote Ind µ:
DEFINITION 2.18. For f ∈ Cc(G,ω), we define the operator Ind µ( f ) on
L2(G, ν−1) by
Ind µ( f )ξ(x) := ( f ∗ω ξ)(x) =
∫
G
f (xy)ξ(y−1)ω(xy, y−1) dλs(x)(y)
for ξ ∈ L2(G, ν−1).
REMARK 2.19. The notation Ind µ indicates that this representation of
Cc(G,ω) is induced from the representation of C0(G(0)) on L2(G(0), µ) by multi-
plication operators.
A variation on Theorem 6.18 from [8] tells us that Ind µ( f )ξ ∈ L2(G, ν−1)
whenever f ∈ Cc(G,ω) and ξ ∈ L2(G, ν−1), andmoreover that the operator norm
‖Ind µ( f )‖ is bounded by the L1-norm ‖ f‖ν−1,1 of f with respect to the measure
ν−1. Since convolution multiplication is linear, associative, and ∗-preserving, it
follows that Ind µ is a ∗-representation of Cc(G,ω).
DEFINITION 2.20. The reduced norm ‖ · ‖r on Cc(G,ω) is given by
‖ f‖r := ‖Ind µ( f )‖.
The completion of Cc(G,ω) with respect to the norm ‖ · ‖r is the reduced twisted
groupoid C∗-algebra C∗r (G,ω).
REMARK 2.21. One can check that any full measure µ on G(0) will give rise
to an equivalent norm to ‖ · ‖r , so the C∗-algebra C∗r (G,ω) is independent of µ.
In fact, there are multiple equivalent definitions of the reduced norm (cf. [20]
Definition 6.3 and [29] Definition III.2.8).
2.1. EXAMPLES. We now present a few examples of twisted transformation-
group C∗-algebras.
EXAMPLE 2.22. If X = pt is trivial, then any 2-cocycle ω on G⋉X is simply
a 2-cocycle on the group G, and the reduced twisted transformation-group C∗-
algebra is the reduced twisted group C∗-algebra C∗r (G,ω).
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EXAMPLE 2.23. (This example is a special case of Proposition 4.2 below.)
Given a nontrivial action α of G on X, consider the trivial 2-cocycle 1 on G⋉X. In
this case, C∗r (G⋉ X, 1) is isomorphic to the reduced crossed product C
∗-algebra
C0(X)⋊r G (cf. Definition 7.7 of [33]), where the action of G on C0(X) is induced
from α. The isomorphism φ : C∗r (G⋉ X, 1) → C0(X)⋊r G is given on the dense
subalgebra Cc(G× X) by
φ( f )(γ, u) = ∆(γ)−1/2 f (γ, u).
Here ∆ denotes the modular function of the group G.
EXAMPLE 2.24. LetG⋉X be a transformation group, and letω : G×G → T
be a continuous 2-cocycle on the group G. Then ω also defines a 2-cocycle ω˜ on
G⋉ X:
ω˜
(
(γ, u), (η, γ−1u)
)
:= ω(γ, η).
Although ω˜ does not depend on X, the associated twisted groupoid C∗-algebra
C∗r (G⋉ X, ω˜) is not, in general, isomorphic to C0(X)⊗ C
∗
r (G,ω). For example,
consider the case X = T2,G = Z2, where the action of Z2 on T2 is given by
(m, n) · (z,w) = (zan1 ,wa
m
2 )
for a fixed (a1, a2) ∈ T2, and where the 2-cocycle ω on Z2 is given by
ω ((m, n), (j, k)) = anj3
for a3 ∈ T fixed. Then the twisted transformation group C∗-algebra C∗r (Z
2 ⋉
T2, ω˜) is not isomorphic to C(T2)⊗ C∗r (Z
2,ω).
To see this, let δ denote the Kronecker delta function. Using the formulas
given in (2.4) for the adjoint and product in Cc(Z2 ⋉ T2, ω˜), one can check that
the functions
φ1((m, n), (z,w)) = δ(1,0)(m, n) φ2((m, n), (z,w)) = δ(0,1)(m, n)
ψ1((m, n), (z,w)) = zδ(0,0)(m, n) ψ2((m, n), (z,w)) = wδ(0,0)(m, n)
are unitaries which generate the ∗-algebra Cc(Z2 ⋉T2, ω˜), and which satisfy the
commutation relations
φ1φ2 = a3φ2φ1 φiψj = ajψjφi if i 6= j(2.6)
φiψi = ψiφi ψiψj = ψjψi ∀ i, j ∈ {1, 2}.(2.7)
While C(T2) ⊗ C∗r (Z
2,ω) is also generated by four unitaries, two of those
(corresponding to the generators of C(T2)) are central. Since none of the genera-
tors φ1, φ2,ψ1,ψ2 is central (unless a1 = a2 = 1), it follows that C∗r (Z
2 ⋉T2, ω˜) is
only isomorphic to C(T1)⊗ C∗r (Z
2,ω) when Z2 acts trivially on T2.
In fact, C∗r (Z
2⋉T2, ω˜) can be realized as a twisted group C∗-algebra
C∗r (Z
4, σ): writing aj = e
2πiθj, the 2-cocycle σ is given by
σ(r, s) = eπir·Θs
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for r, s ∈ Z4, where
Θ =


0 θ3 0 θ2
−θ3 0 θ1 0
0 −θ1 0 0
−θ2 0 0 0

 .
The isomorphism C∗r (Z
2⋉T2, ω˜) ∼= C∗r (Z
4, σ) is given on the unitary generators
by
φ1 7→ δe1 , φ2 7→ δe2 , ψ1 7→ δe3 , ψ2 7→ δe4 .
Thus, C∗r (Z
2⋉T2, ω˜) is an example of a noncommutative 4-torus.
EXAMPLE 2.25 (cf. Example 1.5 in [24], Theorem 4.1 in [25]). Generalizing
Example 2.24, let G be a locally compact second countable group with closed
abelian normal subgroup N. Then G/N acts on Nˆ by
γ · φ(n) = φ(γ−1nγ);
the action is well-defined because N is abelian. Similarly, by choosing a section s
of the short exact sequence
1→ N → G → G/N → 1
we can define a 2-cocycle σ on the transformation group G/N ⋉ Nˆ:
σ((γ, φ), (η, γ−1 · φ)) = φ
(
s(γ)s(η)s(γη)−1
)
.
If we stop here, then the Fourier transform on Nˆ gives us an isomorphism
ψ : C∗r (G/N⋉ Nˆ, σ)→ C
∗
r (G); this follows from Proposition 4.2 below and Theo-
rem 4.1 of [25]. However, if we have an action of G/N on another locally compact
Hausdorff space X, then σ gives us a 2-cocycle σ˜ on G/N⋉ Nˆ×X which is inde-
pendent of X, and the twisted transformation-group C∗-algebra C∗r (G/N ⋉ Nˆ ×
X, σ˜) is not, in general, isomorphic to a tensor product C0(X)⊗ C∗r (G/N⋉ Nˆ, σ)
or even to a crossed product C0(X× Nˆ)⋊r G/N.
3. THE COMPACT CASE
Asmentioned in the Introduction, our proof of Theorem 5.1 was inspired by
a 2010 paper [6] by Echterhoff, Lück, Phillips, andWalters. In particular, Theorem
1.9 in that paper establishes a version of our Theorem 5.1 for groups, rather than
transformation groups. The idea of the proof of Theorem 1.9 in [6] is to use a tech-
nical theorem from [4] to reduce the question to the case of G a compact group,
which is much more tractable thanks to results of Echterhoff and Williams in [7]
on C0(X)-linear actions on continuous trace algebras. The same technique of re-
duction to the compact case works in the case of a transformation group as well,
as we shall see, so we will begin by examining the case when our transformation
group is compact.
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The main result in this section is the following:
PROPOSITION 3.1. Let ω be a homotopy of cocycles on a compact Hausdorff
groupoid G. Then the map
qt : C∗r (G × [0, 1],ω)→ C
∗
r (G,ωt)
given on Cc(G × [0, 1]) by qt( f )(x) = f (x, t) is a homotopy equivalence, and thus
induces an isomorphism
K∗(C∗r (G × [0, 1],ω))→ K∗(C
∗
r (G,ωt)).
The proof will proceed through a series of lemmas, some of which have
slightly more general hypotheses than those in the statement of Proposition 3.1.
We begin with a definition.
DEFINITION 3.2. Let ω : G(2) → T be a 2-cocycle on a groupoid G. A func-
tion θ : G(2) → R is a cocycle logarithm for ω if
θ(x, yz) + θ(y, z) = θ(xy, z) + θ(x, y)
and
ω(x, y) = exp(θ(x, y)) := e2πiθ(x,y)
for all (x, y) ∈ G(2).
LEMMA 3.3. Let G be a compact groupoid, and let ω be a homotopy of cocycles on
G. Given t ∈ [0, 1], we define a cocycle ht on G × [0, 1] by
ht(x, y, s) = ω(x, y, t).
For each t ∈ [0, 1], we can find ǫt > 0 such that the cocycle Ht, given on
G × ((t− ǫt, t+ ǫt) ∩ [0, 1]) by
Ht(x, y, s) := ω(x, y, s)ht(x, y, s)−1,
admits a continuous cocycle logarithm.
Proof. Observe that ω and ht are continuous cocycles on G × [0, 1] by def-
inition. Moreover, Proposition 1.10 in [11] tells us that G(2) × [0, 1] is a closed
subset of a compact space, and hence is compact. Thus, for each t ∈ [0, 1] we
can find ǫt > 0 such that |s− t| < ǫt implies that Ht(x, y, s) lies in the right-hand
half of the circle, strictly between −i and i, for all (x, y) ∈ G(2). This implies that
the principal branch of the logarithm is a cocycle logarithm for Ht, for any t: Let
θt(x, y, s) be the argument of Ht(x, y, s) that lies in the interval (−π,π). Then
since the product of cocycles is a cocycle by Remark 2.11, the cocycle identity for
Ht implies that for each fixed (x, y) ∈ G(2) and s ∈ [0, 1],
θt(x, y, s) + θt(xy, z, s) = θt(x, yz, s) + θt(y, z, s) + 2πk
for some k ∈ Z. If k = 0 then the principal branch of the logarithm is a cocycle
logarithm as claimed.
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In order to have k 6= 0 we must have that at least one of the pairs
{θt(x, y, s), θt(x, yz, s)}, {θt(xy, z, s), θt(y, z, s)}
has a difference of at least π. However, since −π/2 < θt(x, y, s) < π/2 for all
(x, y) ∈ G(2), this is impossible, so the principal branch of the logarithm is a
cocycle logarithm as claimed.
When a cocycle ω admits a logarithm, we can use left invariance of the Haar
system to show that in many cases, ω is cohomologous to the trivial cocycle. This
will be an important ingredient in our proof, because cohomologous cocycles give
rise to isomorphic C∗-algebras.
DEFINITION 3.4. Let ω0,ω1 be two cocycles on a groupoid G. We say that
ω0,ω1 are cohomologous if there exists a function b : G → T such that for any
(x, y) ∈ G(2), we have
ω0(x, y) = (δb)(x, y)ω1(x, y) := b(x)b(y)b(xy)
−1ω1(x, y).
REMARK 3.5. When G is a LCH groupoid and ω0,ω1 are continuous 2-
cocycles that are cohomologous via a continuous function b, then a straightfor-
ward check shows that the map f 7→ f · b on Cc(G) induces an isomorphism1
C∗r (G,ω0) ∼= C
∗
r (G,ω1).
The class of groupoids alluded to above, for which the existence of a cocycle
logarithm for ω implies that ω is cohomologous to the trivial cocycle, is the class
of proper groupoids.
DEFINITION 3.6. A groupoid G is proper if the map (r, s) : G → G(0) × G(0)
is proper.
REMARK 3.7. Proposition 1.10 of [11] tells us that G(0) ⊆ G is closed in any
LCH groupoid. Consequently, if G is compact then G is proper.
EXAMPLE 3.8. A transformation group G⋉ X is proper iff G acts properly
on X – that is, iff for any K1,K2 ⊆ X compact, {γ ∈ G : γK1 ∩K2 6= ∅} is compact.
In particular, if G is compact, then G⋉ X is always proper.
If G is a proper groupoid, then Tu describes in Proposition 6.11 of [31] how
to construct a continuous cutoff function c : G(0) → R+ such that for any u ∈ G(0),
(3.1)
∫
Gu
c(s(x))dλu(x) = 1
Wewill use this cutoff function to show that if a 2-cocycleω on a proper groupoid
admits a logarithm, then ω is cohomologous to the trivial cocycle.
1This isomorphism in fact holds for both the full and the reduced C∗-algebras.
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PROPOSITION 3.9. Let G be a proper groupoid. Suppose that a 2-cocycle ω on G
admits a cocycle logarithm θ : G(2) → R. Then ω is cohomologous to the trivial cocycle
on G.
Proof. Define
b(x) =
∫
G s(x)
θ(x, z)c(s(z)) dλs(x)(z).
Using the left-invariance of the Haar system, and (3.1), we see that whenever
(x, y) ∈ G(2),
b(x) + b(y)− b(xy) =
∫
G s(x)
θ(x, z)c(s(z)) dλs(x)(z)
+
∫
G s(y)
θ(y, z)c(s(z)) dλs(y)(z)
−
∫
G s(y)
θ(xy, z)c(s(z)) dλs(y)(z)
=
∫
G s(y)
(θ(x, yz) + θ(y, z)− θ(xy, z)) c(s(z)) dλs(y)(z)
=
∫
G s(y)
θ(x, y)c(s(z)) dλs(y)(z)
= θ(x, y).
Thus,
ω(x, y) = exp(θ(x, y)) = exp(b(x)) exp(b(y)) exp(b(xy))−1
= δ(exp ◦b)(x, y),
so ω is a coboundary, as claimed.
REMARK 3.10. We note that since c is continuous, b will be continuous
whenever θ is. Consequently, if a continuous 2-cocycle ω on a LCH groupoid
G admits a continuous logarithm, then C∗r (G,ω) ∼= C
∗
r (G).
With these lemmas in hand, we can now proceed with the proof of Proposi-
tion 3.1.
Proof of Proposition 3.1. The two previous Lemmas, combined with our
earlier observation that cohomologous cocycles induce isomorphic twisted C∗-
algebras, imply that if ω is a homotopy of continuous cocycles on a compact
transformation group G = H⋉ X, then for any t ∈ [0, 1], there exists ǫt > 0 such
that
C∗r (G × (t− ǫt, t+ ǫt),ω) ∼= C
∗
r (G × (t− ǫt, t+ ǫt), ht).
We claim that C∗r (G × (t− ǫt, t+ ǫt), ht) ∼= C0((t− ǫt, t+ ǫt),C
∗
r (G,ωt)). To
see this, let ε = (t− ǫt, t+ ǫt) and observe that Cc(ε×G) is dense in both algebras.
Since the cocycle ht doesn’t depend on s ∈ ε, the multiplication and involution
operations on Cc(ε×G) are the same in both algebras.
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To see that the norms agree on the two algebras, recall that in the groupoid
G × ε, we have (x, s)−1 = (x−1, s). If we write ν−1 for the measure on G induced
from a full measure µ on G(0) as in Definition 2.17, and ν˜−1 for the measure on
G × ε induced from µ and from Lebesgue measure on ε, then∫
G×ε
f (x, s)dν˜−1(x, s) =
∫
ε
∫
G(0)
∫
Gu
f (x−1, s)dλu(x) dµ(u) ds
=
∫
ε
∫
G
f (x, s)dν−1(x)ds.
In other words, L2(ν˜−1) = L2(ε, L2(ν−1)) ∼= L2(ε) ⊗ L2(ν−1). Moreover,
a quick examination of the formula for the representation Indµ of Cc(G× ε) on
L2(ν˜−1) ∼= L2(ε) ⊗ L2(ν−1) will show that this representation decomposes into
pointwise multiplication on L2(ε) and convolution on L2(ν−1). Thus, the repre-
sentation Ind µ of the groupoid convolution algebra Cc(G × ε, ht) is the same as
the representation of Cc(ε) ⊙ Cc(G,ωt) on L2(ε) ⊗ L2(ν−1) by multiplication in
the first component, and twisted convolution multiplication in the second. Since
this latter representation gives rise to C0(ε) ⊗ C∗r (G,ωt) ∼= C0(ε,C
∗
r (G,ωt)), we
have proved that
C∗r (G × (t− ǫt, t+ ǫt), ht) ∼= C0((t− ǫt, t+ ǫt))⊗ C
∗
r (G,ωt)
as claimed.
In sum, when G is a compact groupoid, C∗r (G × [0, 1],ω) is a locally trivial
continuous field of C∗-algebras over [0, 1], with fiber algebra C∗r (G,ωt) over t ∈
[0, 1]. Consequently, the fiber algebras C∗r (G,ωt) are all isomorphic. Since any
locally trivial fiber bundle over a contractible space is trivializable, we have
C∗r (G × [0, 1],ω) ∼= C([0, 1],C
∗
r (G,ωt)) ∼= C([0, 1])⊗ C
∗
r (G,ωt).
Moreover, since [0, 1] is compact and contractible, the natural map
qt : C∗r (G × [0, 1],ω)→ C
∗
r (G,ωt)
is a homotopy equivalence, and induces an isomorphism
K∗(C∗r (G × [0, 1],ω)) ∼= K∗(C
∗
r (G,ωt))
as claimed.
4. TWISTED CROSSED PRODUCTS
In this section, we connect our construction of the reduced twisted transfor-
mation-group C∗-algebra from Section 2 with that of Packer and Raeburn in [25,
26]. Our eventual goal is to invoke the Packer-Raeburn “stabilization trick” (The-
orem 3.4 in [25]) to show that
C∗r (G⋉ X,ω)⊗K ∼= C0(X,K)⋊r G.
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In order to do this we need to exhibit an isomorphism between the reduced
twisted groupoid C∗-algebra C∗r (G ⋉ X,ω) as defined in Section 2, and the re-
duced twisted crossed product C∗-algebra π˜× R(C0(X)⋊α,u G) described in Def-
inition 3.10 and Remark 3.12 of [25]. Since Packer and Raeburn restrict their at-
tention in [25] to separable C∗-algebras and locally compact second countable
groups, we begin here to impose those hypotheses as well, which will be in force
throughout the rest of this paper.
To that end, suppose that G ⋉ X is a second countable, locally compact
Hausdorff transformation group, and that ω is a continuous 2-cocycle on G⋉ X.
Writing A = C0(X), the action of G on X that underlies the transformation-group
structure gives rise to a continuous action α of G on A by
(4.1) αγ( f )(v) := f (γ−1 · v).
Moreover, if we define u : G× G → C(X,T) = UM(A) by
u(γ, η)(v) := ω((γ, v), (η, η−1 · v)),
then the fact thatω satisfies the cocycle condition (2.1) tells us that for any γ, η, ρ ∈
G we have
(4.2) αγ(u(η, ρ))u(γ, ηρ) = u(γ, η)u(γη, ρ).
Furthermore, the continuity of ω implies that u is also continuous, and hence
Borel. In other words, (A,G, α, u) is a twisted dynamical system in the sense of
[25] Definition 2.1.
DEFINITION 4.1 ([25] Definition 2.1). Let A be a separable C∗-algebra, G a
locally compact second countable group, and let α : G → Aut A, u : G × G →
UM(A) be Borel maps. The quadruple (A,G, α, u) is a twisted dynamical system if
• αe = id and u(γ, e) = u(e, γ) = 1
• αγ ◦ αη = Ad(u(γ, η)) ◦ αγη
• αγ(u(η, ρ))u(γ, ηρ) = u(γ, η)u(γη, ρ)
for all γ, ρ, η ∈ G.
Conversely, if (A,G, α, u) is any twisted dynamical system with A = C0(X)
abelian, the action α of G on A must arise from an action of G on X. Then if we
define ω : (G⋉X)(2) → T via
ω((γ, v), (η, γ−1 · v)) := u(γ, η)(v),
an easy check will show that ω satisfies the cocycle condition (2.1).
If we additionally assume that α, u are continuous, then α gives rise to a
locally compact Hausdorff transformation group G⋉ X and the cocycle ω asso-
ciated to u is continuous. In other words, continuous twisted dynamical systems
(A,G, α, u)with A = C0(X) abelian are in bijection with continuous 2-cocycles ω
on the transformation group G⋉ X. Our goal in this section is to check that the
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corresponding reduced C∗-algebras π˜ × R(A×α,u G),C∗r (G⋉ X,ω) are isomor-
phic.
The reduced twisted crossed product of a twisted dynamical system
(A,G, α, u) is defined in [25] Remark 3.12 as the image of the universal twisted
crossed product A×α,u G under the representation
π˜ × R : A×α,u G → B(L2(G,H)
induced from a faithful representation π : A → B(H). An explicit formula for
the covariant representation (π˜, R) associated to π is given in [25] Definition 3.10.
However, we can also view the reduced twisted crossed product as a completion
of Cc(G, A), because Definition 2.4 of [25] implies that Cc(G, A) maps densely
into A×α,u G. This perspective will make it easier to compare C∗r (G⋉X,ω) and
π˜× R(A×α,u G).
Conditions (b) and (c) of Definition 2.4 of [25], combined with Lemma 1.92
in [33], tell us that if (π,U) is a covariant representation of (A,G, α, u) on the
Hilbert space H, then the integrated form π ×U : A×α,u G → B(H) is given on
Cc(G, A) by
π ×U( f ) =
∫
G
π( f (γ))Uγdλ(γ).
Thus, using the formulas for (π˜, R) given in Definition 3.10 of [25], we see that the
reduced twisted crossed product π˜ × R(A×α,u G) is the completion of Cc(G, A)
in the norm given by the representation π˜× R, where (for f ∈ Cc(G, A),
ξ ∈ L2(G,H))
π˜ × R( f )ξ(γ) =
∫
G
π(αγ( f (η))∆(η)1/2u(γ, η))ξ(γη) dλ(η).
Here ∆ : G → R+ denotes the modular function of G.
When we specialize to our case of interest (namely, continuous twisted dy-
namical systems with A = C0(X)), using the faithful representation π of C0(X)
on L2(X, µ) as multiplication operators for some full measure µ on X, the formula
above becomes
(4.3)
π˜× R( f )ξ(γ, v) =
∫
G
f (η, γ−1v)∆(η)1/2ω((γ, v), (η, γ−1v))ξ(γη, v) dλ(η).
We now check that there is a convolution structure on Cc(G,C0(X)) such
that the ∗-algebras Cc(G⋉ X,ω) and Cc(G,C0(X)) are isomorphic, and that the
reduced norms gives rise to an isomorphism of C∗-algebras
C∗r (G⋉ X,ω) ∼= π˜ × R(A×α,u G).
While this result may be well-known to experts, we include a proof here because
we have not found a satisfactory reference to it in the literature.
PROPOSITION 4.2. Let G⋉ X be a second countable, locally compact Hausdorff
transformation group, and let ω be a continuous 2-cocycle on G ⋉ X. Fix a full mea-
sure µ on X. There is an associated twisted dynamical system (C0(X),G, α, u) such that
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C∗r (G⋉ X,ω) is isomorphic to the reduced twisted crossed product π˜ × R(C0(X)⋊α,u
G) described in Remark 3.12 of [25], where π : C0(X) → B(L2(X, µ)) is the represen-
tation of C0(X) on L2(X, µ) by multiplication operators.
Proof. We begin by observing that Cc(G,C0(X)) forms a subalgebra of
π˜× R(C0(X)⋊α,u G), not merely a dense subspace: if f , g ∈ Cc(G,C0(X)) then
f ∗ g(γ, v) :=
∫
f (η, v)g(η−1γ, η−1 · v)ω((η, v), (η−1γ, η−1 · v)) dλ(γ)
f ∗(γ, v) := f (γ−1, γ−1 · v)∆(γ−1)ω((γ−1, γ−1 · v), (γ, v))
are also elements of Cc(G,C0(X)), and one can check, using (4.3), that the ∗-
algebra structure thus defined is preserved by the representation π˜ × R.
Using this ∗-algebraic structure on Cc(G,C0(X)), we now define a ∗-homo-
morphism φ : Cc(G⋉ X,ω)→ Cc(G,C0(X)) and a unitary
U : L2(G⋉X, ν−1) → L2(G, L2(X)),
that intertwine the representations π˜ × R and Ind µ. That is, for any f ∈ Cc(G⋉
X,ω), ξ ∈ L2(G, L2(X)), we will show that
(4.4) π˜× R(φ( f ))(ξ) = U Ind µ( f )(U∗ξ).
It follows that φ is norm-preserving, and therefore extends to a ∗-homomorphism
C∗r (G⋉X,ω)→ π˜× R(C0(X)⋊α,u G) that implements the desired isomorphism.
The appearance of themodular function in the involution in Cc(G,C0(X)) ⊆
π˜ × R(C0(X) ⋊α,u G) above means that the standard inclusion Cc(G × X) →֒
Cc(G,C0(X)) will not be a ∗-homomorphism. Instead, we define φ : Cc(G ⋉
X,ω)→ Cc(G,C0(X)) by
φ( f )(γ, v) := f (γ, v)∆(γ−1)1/2;
a straightforward check shows that φ is multiplicative and ∗-preserving.
Defining U : L2(G⋉ X, ν−1)→ L2(G, L2(X)) by
Uξ(x) = ξ(x−1)ω(x, x−1)
= ξ(γ−1, γ−1 · v)ω((γ, v), (γ−1, γ−1 · v))
if x = (γ, v) ∈ G ⋉ X, a similarly straightforward check (invoking the cocycle
condition (2.1)) shows that (4.4) holds, and moreover thatU is a unitary operator.
It follows (as remarked above) that
C∗r (G⋉ X,ω) ∼= π˜ × R(C0(X)⋊α,u G)
as desired.
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5. THE MAIN THEOREM
We are now ready to tackle the proof of Theorem 5.1. Our proof closely
parallels the proof given in the group case (Theorem 1.9 in [6]) by Echterhoff,
Lück, Phillips, and Walters; thus, our first step is to find an element
x ∈ KKG(C0(X× [0, 1],K),C0(X,K))
in the G-equivariant KK-theory of A := C0(X× [0, 1],K) and B := C0(X,K), such
that if H ≤ G is compact, and we write xH for the element x thought of as merely
an H-equivariant KK-element, the map
#xH : KKH(C, A) → KKH(C, B)
given by taking the Kasparov product with xH is an isomorphism for any H ≤ G
compact. We will do this by showing that x corresponds to the element
[qt] ∈ KK(C∗r (G⋉X × [0, 1],ω),C
∗
r (G⋉ X,ωt))
arising from the ∗-homomorphism qt : C∗r (G⋉ X × [0, 1],ω) → C
∗
r (G⋉ X,ωt)
of “evaluation at t ∈ [0, 1],” since we know from Proposition 3.1 that qt induces
a homotopy equivalence, and hence a KK-equivalence, when the transformation
group G⋉X is compact. Thus, if X is compact, #xH is an isomorphism for any
compact subgroup H ≤ G. In other words, when X is compact, x satisfies the
hypotheses of Proposition 1.6 of [6], so it follows that x (and thus [qt]) gives rise
to an isomorphism on K-theory, as claimed.
When X is not compact, for each H ≤ G compact we can write C0(X,K) =
lim
−→
C0(Yi,H,K) as an inductive limit, whereYi,H is a pre-compactH-invariant sub-
space of X such that Yi,H is also H-invariant. We then use the K-theoretic 6-term
exact sequence, the continuity of K-theory, and the result established in the case
of a compact base space to see that [qt] also gives rise to an isomorphism
[qt] : K∗(C∗r (G⋉X × [0, 1],ω))→ K∗(C
∗
r (G⋉ X,ωt))
when X is not compact. (We thank the anonymous referee for suggesting this line
of argument to us.)
5.1. KK-THEORY. We begin by reviewing a few fundamental constructions in
equivariant KK-theory. First, recall that if two separable C∗-algebras A, B ad-
mit actions by a second countable locally compact Hausdorff group G, then an
element of KKG(A, B) is given by an equivalence class of KK-triples (E , T, F),
where E is a Z/2Z-graded right Hilbert B-module admitting an action of G;
T : A → L(E ) is a graded ∗-homomorphism from A into the bounded adjointable
operators on E ; F ∈ L(E ) is a degree-1 operator; and the module operations on E
and the operators T, F are all G-equivariant.
In particular, [2] Examples 17.1.2(a) tells us that if ψ : A → B is a G-
equivariant ∗-homomorphism, then ψ gives rise to a KK-triple (B,ψ, 0) and hence
to an element [(B,ψ, 0)] ∈ KKG(A, B). Almost all of the KK-elements that will
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concern us in this paper will be of this form. We will often denote [(B,ψ, 0)] sim-
ply by [ψ].
Given a G-algebra A, we can also use KK-theory to define the topological
K-theory of G with coefficients in A as the abelian group
Ktop∗ (G; A) = lim
L⊆EG
KKG∗ (C0(L), A),
where the limit is taken over all G-compact subspaces L of a universal proper G-
space EG. There is a natural map (see [1] Section 9) from the topological K-theory
of G with coefficients in A to the usual K-theory group of the reduced crossed
product A⋊r G:
µ : Ktop∗ (G; A)→ K∗(A⋊r G).
The map µ is called the assembly map, and G is said to satisfy the Baum-Connes con-
jecture with coefficients if µ is an isomorphism for any G-algebra A. As mentioned
in Remark 1.1, every a-T-menable group satisfies the Baum-Connes conjecture
with coefficients.
Following [33] Sections 2.2 and 7.2, given a G-algebra A and a faithful repre-
sentation π of A on aHilbert spaceH, we define the reduced crossed product A⋊r G
as the completion of the convolution algebra Cc(G, A) in the norm coming from
the representation IndGe π of Cc(G, A) on L
2(G)⊗H induced from π. Lemma 7.8
in [33] tells us that the reduced crossed product does not depend on the choice of
faithful representation π.
We will also have occasion to consider the full crossed product A⋊ G, which
is defined in Lemma 2.27 of [33] as a universal object for covariant representa-
tions of the dynamical system (A,G). Being a universal object, the full crossed
product behaves well with respect to functorial constructions such as inductive
limits; moreover, for amenable groups G, A⋊ G ∼= A⋊r G. We will take partic-
ular advantage of this ability to use the full and reduced crossed products inter-
changeably in the case when G is compact.
For A, B as above, we write jG : KKG(A, B) → KK(A ⋊r G, B ⋊r G) for
the descent map defined in [15] Theorem 3.11. The descent homomorphism is
functorial, and generalizes to KK-theory the natural map
HomG(A, B)→ Hom(A⋊r G, B⋊r G)
in the category of C∗-algebras and (equivariant) ∗-homomorphisms. In other
words, if φ : A → B is a ∗-homomorphism, then jG([φ]) = [φG], where φG :
A ⋊r G → B ⋊r G is the ∗-homomorphism given on the dense ∗-subalgebra
Cc(G, A) by φG( f )(γ) = φ( f (γ)).
The deepest and most useful aspect of KK-theory is the Kasparov product #,
which is a functorial map
# : KKGi (A, B)× KK
G
j (B,D)→ KK
G
i+j(A,D),
where i, j ∈ {0, 1}. See [15] Theorem 2.11 for more details.
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Finally, Theorem 5.4 in [16] tells us how to construct an element Λpt ∈
KK∗(C,C∗r (G)) such that if G is compact and B is a C
∗-algebra with a G-action,
then the map KS : KKG∗ (C, B)→ KK∗(C, B⋊r G) given by
KS(x) = Λpt#jG(x)
is an isomorphism.
5.2. PROOF OF THEOREM 5.1. Having reviewed the preliminaries, we now begin
the process of finding the element x ∈ KKG(A, B) alluded to at the beginning of
this section, where A = C0(X× [0, 1],K), B = C0(X,K) for a G-space X.
Let ω be a homotopy of cocycles on G⋉ X, and write evt : A → B for the
∗-homomorphism evt( f )(x) = f (x, t). Proposition 4.2 tells us how to construct
twisted dynamical systems
(C0(X× [0, 1]),G, α, u), (C0(X),G, α, ut)
such that
C∗r (G⋉X× [0, 1],ω) ∼= π˜× R(C0(X× [0, 1])⋊α,u G);
C∗r (G⋉ X,ωt) ∼= π˜× R(C0(X)⋊α,ut G).
Now, Theorems 3.4 and 3.11 of [25] tell us how to construct, from the above
twisted dynamical systems, actions β, βt of G on A, B respectively such that
π˜× R(C0(X× [0, 1])⋊α,u G)⊗K ∼= A⋊β,r G,
π˜ × R(C0(X)⋊α,ut G)⊗K ∼= B⋊βt,r G.
Moreover, examining the formula for β given by Equation 3.1 in [25] in this par-
ticular case reveals immediately that β preserves the fibers over [0, 1]. In other
words, evt is equivariant, and consequently induces a ∗-homomorphism
evGt : A⋊r,β G → B⋊r,βt G,
which is given on the dense ∗-subalgebra Cc(G× X × [0, 1],K) by
evGt ( f )(γ, u) := f (γ, u, t).
Since the descent map jG : KKG(A, B) → KK(A⋊r G, B⋊r G) generalizes
the map HomG(A, B)→ Hom(A⋊r G, B⋊r G), it follows that
jG([evt]) = [evGt ].
We can now complete the proof of our main theorem.
THEOREM 5.1. Let G⋉X be a second countable locally compact Hausdorff trans-
formation group such that the group G satisfies the Baum-Connes conjecture with coeffi-
cients, and let ω be a homotopy of continuous cocycles on G⋉X. For any t ∈ [0, 1], the
∗-homomorphism
qt : C∗r (G⋉ X× [0, 1],ω)→ C
∗
r (G⋉ X,ωt),
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given on Cc(G⋉X× [0, 1]) by evaluation at t ∈ [0, 1], induces an isomorphism
K∗(C∗r (G⋉X × [0, 1],ω)) ∼= K∗(C
∗
r (G⋉X,ωt)).
Proof. We begin by examining the case when H ≤ G is a compact subgroup.
We will show that the diagram
(5.1) KKH∗ (C, A)
#[evt]
//
KS

KKH∗ (C, B)
KS

KK∗(C, A⋊β,r H)
Φ

#[evHt ]
// KK∗(C, B⋊βt,r H)
Φt

KK∗(C,C∗r (H⋉ X× [0, 1],ω))
#[qt]
// KK∗(C,C∗r (H⋉X,ωt))
commutes, where A = C0(X × [0, 1],K), B = C0(X,K) as above. Here Φ,Φt
denote the KK-equivalences induced by the C∗-algebraic isomorphisms
φ : A⋊β,r H ∼= C
∗
r (H⋉X × [0, 1],ω)⊗K,(5.2)
φt : B⋊βt,r H
∼= C∗r (H⋉X,ωt)⊗K(5.3)
provided by Theorems 3.4 and 3.11 of [25] and Proposition 4.2 of the present
paper.
The functoriality of the descent map jH tells us that if x ∈ KKH∗ (C, A), we
have2
jH(x)#jH([evt]) = jH(x#[evt]) ∈ KK∗(C∗r (H), B⋊βt,r H);
consequently,
KS(x#[evt]) = Λpt#jH(x#[evt]) = Λpt#jH(x)#jH([evt])
= Λpt#jH(x)#[evHt ]
= KS(x)#[evHt ].
In other words, the top square of the diagram commutes.
To see that the bottom square of the diagram commutes, since all of the
maps in question come from ∗-isomorphisms, it suffices to check that
(5.4) (qt ⊗ id) ◦ φ = φt ◦ evHt .
Examining the formula for the actions β, βt given in Equation 3.1 of [25], and the
isomorphisms of our Proposition 4.2 and Corollary 3.7 in [25], we see that these
all preserve the fiber over t ∈ [0, 1]. Consequently, we have the desired equality
(5.4), and the bottom square of (5.1) commutes as well.
We now specialize further, to the case when X is compact. In this case,
the transformation groups H ⋉ X × [0, 1],H ⋉ X are compact, so we know by
Proposition 3.1 that qt : C∗r (H ⋉ X × [0, 1],ω) → C
∗
r (H ⋉ X,ωt) is a homotopy
2This equation holds regardless of whether H is compact.
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equivalence, and hence induces an isomorphism on KK-theory. It follows from
the commutativity of (5.1) that taking the Kasparov product with [evt] induces an
isomorphism
KKH∗ (C, A) ∼= KK
H
∗ (C, B)
whenever H and X are compact. In other words, the element [evt] ∈ KKG∗ (A, B)
satisfies the hypotheses of Proposition 1.6 in [6]. The conclusion of that proposi-
tion tells us that evt induces an isomorphism
Ktop∗ (G; A)→ K
top
∗ (G; B),
and since we hypothesized that G satisfies the Baum-Connes conjecture with co-
efficients, we moreover have
K∗(A⋊β,r G) ∼= K∗(B⋊βt,r G).
The isomorphism of (5.3) now tells us that for any t ∈ [0, 1], we have
K∗(C∗r (G⋉X × [0, 1],ω)) ∼= K∗(C
∗
r (G⋉X,ωt)).
It remains to check that this isomorphism is implemented by qt, as claimed.
As described in Section 9 of [1], the Baum-Connes assemblymap µ is a mod-
ification of the descent map jG. Since we know that jG(evt) = evGt , it follows that
the isomorphism induced by evt on
K∗(C∗r (G⋉X × [0, 1],ω)) ∼= K∗(C
∗
r (G⋉X,ωt)),
which we obtain by composing µ with the K-theoretic isomorphism Φt induced
by the ∗-isomorphism φt of (5.3), is also given by evaluation at t on Cc(G⋉ X ×
[0, 1]) ⊆ C∗r (G⋉ X × [0, 1],ω). This finishes the proof of Theorem 5.1 in the case
when X is compact.
We now consider the case when X is merely locally compact. (We thank the
referee for suggesting the following line of argument, and Siegfried Echterhoff for
pointing out a flaw in our original implementation of it.) Let ω be a homotopy of
2-cocycles on G⋉X, and let H ≤ G be compact. We can write
C0(X× [0, 1],K) = lim−→C0(Yi × [0, 1],K),
where each Yi × [0, 1] ⊆ X × [0, 1] is an open pre-compact H-invariant subspace.
Recall that the action β of H on C0(X × [0, 1],K) which is associated to the
2-cocycle ω preserves the fiber over t ∈ [0, 1], so each subspace Yi ⊆ X is invari-
ant under each action βt of H. Moreover, (full) crossed products commute with
inductive limits, so the isomorphisms
C∗r (H⋉Yi × [0, 1],ω)⊗K ∼= C0(Yi × [0, 1],K)⋊β,r H
C∗r (H⋉Yi,ωt)⊗K ∼= C0(Yi,K)⋊βt,r H
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of equation (5.3) combine with the fact that for compact groups H, the full and
reduced crossed products are isomorphic, to give us isomorphisms
C0(X× [0, 1],K)⋊β H = lim−→C0(Yi × [0, 1],K)⋊β H(5.5)
= lim
−→
C∗r (H⋉Yi × [0, 1],ω)⊗K,(5.6)
C0(X,K)⋊βt H = lim−→C0(Yi,K)⋊βt H = lim−→C
∗
r (H⋉Yi,ωt)⊗K.(5.7)
We also note that the compactness of H allows us to assume that Yi, and
therefore ∂Yi , are also H-invariant. Thus, for each i, we have a short exact se-
quence of H-algebras
0→ C0(Yi × [0, 1],K)→ C0(Yi × [0, 1],K)→ C0(∂Yi × [0, 1],K)→ 0,
which translates into the short exact sequence
(5.8) 0 // C∗r (H⋉Yi × [0, 1],ω)⊗K // C
∗
r (H⋉Yi × [0, 1],ω)⊗K
ss❤❤❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
❤
C∗r (H⋉ ∂Yi × [0, 1],ω)⊗K // 0
thanks to the isomorphism of (5.3), the fact that the (full) crossed product pre-
serves exact sequences, and the fact that the full and reduced crossed product are
isomorphic for a compact group such as H. This short exact sequence gives us a
6-term exact sequence in K-theory:
(5.9)
K0(C∗r (H⋉Yi × [0, 1],ω))
K0(C∗r (H⋉Yi × [0, 1],ω))
K0(C∗r (H⋉ ∂Yi × [0, 1],ω)) K1(C
∗
r (H⋉Yi × [0, 1],ω))
K1(C∗r (H⋉Yi × [0, 1],ω))
K1(C∗r (H⋉ ∂Yi × [0, 1],ω))
Note that we also have an analogous short exact sequence
0→ C∗r (H⋉Yi,ωt)⊗K → C
∗
r (H⋉Yi,ωt)⊗K → C
∗
r (H⋉ ∂Yi,ωt)⊗K,
and thus an analogous 6-term exact sequence in K-theory, for each t ∈ [0, 1].
Since H ⋉ Yi and H ⋉ ∂Yi are compact transformation groups, Proposition
3.1 implies that for each i, the evaluation maps
qt : C∗r (H⋉Yi × [0, 1],ω)→ C
∗
r (H⋉Yi,ωt)
qt : C∗r (H⋉ ∂Yi × [0, 1],ω)→ C
∗
r (H⋉ ∂Yi,ωt)
both induce an isomorphism on K-theory:
K∗(C∗r (H⋉Yi × [0, 1],ω)) ∼= K∗(C
∗
r (H⋉Yi,ωt)),
K∗(C∗r (H⋉ ∂Yi × [0, 1],ω)) ∼= K∗(C
∗
r (H⋉ ∂Yi,ωt)).
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Combined with the K-theory exact sequence (5.9), these isomorphisms imply that
qt : C∗r (H⋉Yi × [0, 1],ω)→ C
∗
r (H⋉Yi,ωt) also induces an isomorphism
K∗(C∗r (H⋉Yi × [0, 1],ω)) ∼= K∗(C
∗
r (H⋉Yi,ωt))
for each i.
The continuity of K-theory and the isomorphisms of (5.7) now translate qt
into an isomorphism
K∗(C0(X× [0, 1],K)⋊β H) ∼= K∗(C0(X,K)⋊βt H),
and the commutativity of the diagram (5.1) takes this isomorphism to the isomor-
phism #[evHt ] : KK
H
∗ (C,C0(X× [0, 1],K))→ KK
H
∗ (C,C0(X,K)).
It follows that the hypotheses of Proposition 1.6 in [6] are again satisfied by
the element [evGt ] ∈ KK
G(C0(X× [0, 1],K),C0(X,K)), and so we have an isomor-
phism
K∗(C∗r (G⋉ X× [0, 1],ω)) ∼= K∗(C
∗
r (G⋉ X,ωt))
for any t ∈ [0, 1]. The same arguments we employed above in the case where X
is compact also tell us that this isomorphism is induced by the ∗-homomorphism
of evaluation at t. This finishes the proof of Theorem 5.1.
COROLLARY 5.2. Let G⋉X be a second countable locally compact transformation
group such that G satisfies the Baum-Connes conjecture with coefficients, and let ω =
{ωt}t∈[0,1] be a homotopy of 2-cocycles on G⋉X. The homotopy induces an isomorphism
K∗(C∗r (G⋉X,ω0)) ∼= K∗(C
∗
r (G⋉X,ω1))
of the K-theory groups of the reduced twisted transformation-group C∗-algebras.
6. FUTUREWORK
The results established in this article provide an answer to the question
“When does a homotopy {ωt}t∈[0,1] of 2-cocycles on a groupoid G give rise to
an isomorphism of the K-theory groups
K∗(C∗r (G,ω0)) ∼= K∗(C
∗
r (G,ω1))
of the twisted groupoid C∗-algebras?” in the case when G = G⋉X is a transfor-
mation group. In order to apply the proof techniques we have employed here, fol-
lowing [6], to a broader class of groupoids, we will need to work harder. Proposi-
tion 1.6 in [6], which is the crucial technical lemma for Theorem 1.9 in [6] as well
as for our Theorem 5.1, allows us to study a homotopy of cocycles ω on G⋉X by
simply studying the restriction of ω to H ⋉ X for all compact subgroups H of G.
Since compact groups are very friendly, well-understood objects, this latter ques-
tion is much easier to solve. As of this writing, we are unaware of any analogous
simplification results for more general groupoids.
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Asmentioned in the Introduction, Kumjian, Pask, and Sims have used com-
pletely different techniques in [19] to show that if a cocycle ω on a higher-rank
graphΛ admits a cocycle logarithm, so that ω(λ, µ) can be written as exp(c(λ, µ))
for some R-valued 2-cocycle c on Λ, then
K∗(C∗(Λ,ω)) ∼= K∗(C∗(Λ)).
In a forthcoming paper [9], we extend the techniques of [19] to show that any
homotopy of cocycles on Λ gives rise to K-equivalent twisted higher-rank graph
C∗-algebras; it has been suggested to us that these techniques might also apply to
the case of Deaconu-Renault groupoids.
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