In this paper, we analyze the convergence of the immersed boundary (IB) method as applied to a static Stokes flow problem. Using estimates obtained in [5] , we consider a problem in which a d-dimensional structure is immersed in n-dimension, and prove error estimates for both the pressure and the velocity field in the L p (1 ≤ p ≤ ∞) norm. One interesting consequence of our analysis is that the asymptotic error rates in the L 1 norm do not depend on either d or n and in the L p (p > 1) norm they only depend on n − d. The resulting estimates are checked numerically for optimality.
1. Introduction. The immersed boundary method has been widely used to solve problems with moving interfaces (fluid-structure interaction, two phase fluid flow, etc) along which variables of interest often possess discontinuities. In IB formulations, these problems are recast as partial differential equations (PDE) over a simpler domain with singular source terms distributed along the interfaces. Dirac delta functions are used to represent the singular source term as a distribution defined on the entire fluid domain. The PDE are often discretized on a Eulerian grid over the fluid domain, while the singular source term is often discretized by integrating over a Lagrangian grid on the interface using regularized Dirac delta functions (often called discrete delta functions) . The discretized equations are then often solved with standard methods.
In addition to the IB method, many other methods are often used to solve such free surface problems, with boundary integral methods and level set methods being prime examples. Among these methods, algorithms based on the IB method are often very efficient and easy to implement. Although it has been justified by numerical results in practice, convergence of the IB method is often unresolved from an analytical point of view. Despite being the topic of many papers [6, 8, 9, 1, 3, 4] , convergence analysis of IB methods is still at a primary stage. As a first step to analyze full dynamic problems, convergence properties of the IB method were studied for a stationary Stokes flow problem in [6] . For the velocity field, point-wise and L ∞ error estimates are obtained. Then as an application of the results, L 2 error estimates are studied for a simple dynamic problem. The analysis relies on the geometric structure of the 2D model problem, which is a one-dimensional elastic string immersed in a two-dimensional fluid domain.
In [5] , the analysis is extended to a more general elliptic model problem. It is worth mentioning that the analysis in [5] , despite carried through for an immersed boundary method setup, is developed for more general problems involving discontinuities that are regularized by using discrete delta functions. For an immersed boundary model problem with general choices of n and d, where n is the dimension of the fluid domain and d is the dimension of the immersed structure, the error is decomposed and carefully studied. Some estimates are established for the part of the error that is related to the immersed boundary method and essentially the discrete delta function in use. It is shown that the convergence properties depend on certain properties of the discrete delta function, the involved differential operators, accuracy of the discretization schemes used to discretize the spatial derivatives, and regularities of the interface and the forces exerted along it. As an application, the results are used to analyze point-wise convergence behaviors of the velocity field for a 2D Stokes flow immersed boundary problem.
The goal of this paper is to explain how to obtain L p (1 ≤ p ≤ ∞) error estimates for similar problems. We choose a Stokes flow immersed boundary model problem which is similar to the 2D model problem in [5] but with general choices of n and d, where 1 ≤ d ≤ n. The analysis is based on the point-wise error estimates and essentially the immersed boundary error estimates (Theorem 4.6) in [5] . In this sense, this paper can be seen as a sequel to the latter. We establish L p error estimates for not only the velocity but also the pressure. It is interesting to see that the L 1 error estimates basically do not depend on either n or d. For all 1 < p ≤ ∞, the L p error estimates only depend on n − d. To focus on the impact of the properties of the discrete delta function on the error estimates, we use spectral schemes for the spatial derivatives in the model problem. But the analysis is written in a general framework that requires little modification if instead conventional finite difference schemes are used. It can be seen in the proofs of the theorems how the convergence properties are determined by all these factors. For example, the smoothing order of the discrete delta function, introduced in [5] , only affects the asymptotic error rates via the relatively negligible logarithmic terms while it is the moment order, the accuracy of the spatial differentiation schemes and the regularity of the involved functions that can be dominant factors.
We now give a brief outline of this paper. In Section 2, we introduce the model problem, formulate and decompose the errors. In Section 3, we provide some technical results that will be used in developing the L p error estimates. In Section 4, the L 1 error estimates are established. Section 5 discusses the L p error estimates for all 1 ≤ p ≤ ∞, when n ≥ 2, n − 1 ≤ d ≤ n. In Section 6, we test the predicted results in numerical experiments for optimality. Section 7 gives a summary of the results and includes a short discussion on possible relaxations of the assumptions. Appendix A contains some estimates for the Green's functions that are needed in the convergence analysis.
Model Problem and Error
Decomposition. In this section we state the model problem and decompose the errors to facilitate further analysis.
Model Problem. Consider a Stokes flow problem on an
In other words, Γ = X(Θ). For simplicity, when d < n we choose Θ to be a square [0, 2π] d and when d = n we choose Θ to be a torus, that is, Θ = (R/2πZ) d . We suppose that Γ is away from the boundary of U, i.e., Γ ⊂⊂ U. Let F(θ) denote the force distributed along Γ. Throughout this paper, we assume that X is a C 2 -diffeomorphism between Θ and Γ and F is also a C 2 function on Θ. In the IB method formulation we spread F over the entire domain U using Dirac delta functions and represent the problem as the following equations:
where all the equations are rendered dimensionless with the dynamic viscosity µ = 1, u is the velocity vector, P is the pressure, f is the source term generated by spreading F over U and δ is the Dirac delta function. As in [5, 6] , the equations in (2.3) are imposed to ensure unique solutions. The problem is discretized as follows. We first lay a uniform Eulerian grid G h with grid width h on U and a uniform Lagrangian grid G θ with grid width ∆θ on Γ. In this paper ∆θ and h are assumed to be proportional to each other to avoid nonessential complexities. We place the grids in the way that coordinates of the grid points on G h are all multiples of h and coordinates of the grid points on G θ are all of the form ∆θ 2 + i∆θ, for some i = 0, 1, · · · , 2π ∆θ − 1, that is, the Lagrangian grid starts ∆θ/2 away from the edges of Θ. A second order mid-point rule is used to discretize the integrals on Θ. The equations (2.1), (2.2) and (2.3) are discretized as follows.
where ∆ h and ∇ h are spectral or finite difference discretizations of ∆ and ∇ respectively and δ h is the discrete delta function used to regularize the Dirac delta function δ. As explained in [5] , usually we should choose schemes of order q ≥ 2 for ∆ h and ∇ h , which basically means the consistency errors from using ∆ h and ∇ h to discretize ∆ and ∇ are O(h q ). The precise meaning of q is defined by e.q.(4.15) in [5] . In this remaining part of this paper, we use spectral schemes for ∆ h and ∇ h in which case q = ∞. Therefore the accuracy of the schemes does not affect the convergence behaviors, and we can focus on the other factors in which we are mainly interested. We point out that the analysis also works for conventional finite difference schemes since it is based on the results in [5] which are developed for general discretization schemes of order q. Assume the discrete delta function δ h has the following form:
for some function φ defined on R. Following [5] , we impose the following conditions on φ:
• φ is compactly supported.
• φ is of moment order m (m ≥ 1), that is,
for all r ∈ R. In this paper, we always assume m ≥ 2 which is usually necessary for obtaining enough accuracy or even convergence in practice.
• φ is of smoothing order s (s ≥ 0), which is defined as the following: If s ≥ 1, then there is a function ψ(r) of compact support such that
where s l is the binomial coefficient; if s = 0, then it just means that φ is compactly supported. The condition for compact support is imposed for computational efficiency. We denote by a φ the smallest positive half integer (i.e., 2a φ is an integer) such that φ(r) = 0 only if −a φ ≤ r < a φ . For any X ∈ U, let R X = {x :
As suggested in [8, 6, 5] , the moment order controls the accuracy of the interpolation operation (see equation (2.22) ). The smoothing order was introduced in [2] and [5] , and has the effect of taming error components with high spatial frequency. In addition, sometimes φ is assumed to satisfy the following condition [7] :
for some constant C independent of r. In this paper we do not consider this condition. Our convergence analysis relies on proper representations of the errors u − u h and P − P h . In [5] , we divide the error into two parts, the quadrature error and the immersed boundary error and have established estimates (Theorem 4.6) for the latter. We decompose the errors similarly in the following section.
Error Decomposition.
Following [6] and [5] , we represent u, P , u h and P h using Green's functions. We use G and Π to denote the continuous Green's functions for the velocity field and the pressure respectively. Similarly G h and Π h are used for the corresponding discrete Green's functions. We write G, Π, G h and Π h as Fourier sums:
where I n is the n × n identity matrix, and the components k 1 , k 2 , · · · , k n of the vector k are integers. We comment that if instead here some conventional finite difference schemes are used for ∆ h and ∇ h , then G h and Π h can be written in the same form and the analysis can be carried out in a similar fashion. The coefficients in the Fourier sums will be determined by the Fourier symbols of the discretized operators and behave similarly to P k and Q k . Here we only provide details for the case where spectral schemes are used. Write u, P , u h and P h as follows:
where
where Y ∈ U. The function Iq defined on U can be seen as an interpolant of the grid function q and for this reason the operator I is called the interpolation operator.
In this model problem I may act on vectors and matrices, with the understanding that it acts on each component separately. The goal is to obtain L p (1 ≤ P ≤ ∞) estimates of the following errors:
In [5] we split the error into two parts: the quadrature error and the immersed boundary error, namely the error from discrete integration and the error from using the IB method. For example, the error for the velocity field is divided as follows:
where E ve Q (x) is the quadrature error and E ve IB (x) is the immersed boundary error. The estimates of the quadrature errors from using a mid-point rule depend on G and its derivatives. Some useful estimates of these Green's functions and their derivatives when n = 2 are provided in Appendix A and for higher dimensional problems the results are similar. The result (Theorem 4.6) obtained in [5] provides some comprehensive estimates for E ve IB (X, x).
Here we take a similar approach. In order to obtain the L p error estimates, we first divide Θ.
then Θ = ∪θ ∈G θ Iθ. Write u − u h and P − P h as follows:
. We rely on (2.27) and (2.28) to develop the L p error estimates. The needed estimates of M and N will be discussed in the next section.
At the end of this section, we state a result from [6] on the boundedness of the interpolation operator I defined in (2.22) that will be used later in developing the L p error estimates.
Lemma 2.1. Let q(x) be a function defined on the fluid grid G h . When interpolating at a point X 0 = X(θ 0 ), we have
35)
for some constant C > 0 that depends only on φ.
3. Estimates of M and N . Consider two points x ∈ U and X(θ),θ ∈ G θ . As mentioned earlier, our approach to obtaining the L p error estimates relies on the estimates of M and N , which are largely based on Theorem 4.6 in [5] and hence depend on x − X(θ), θ ∈ Iθ. Recall that by assumption X is a C 2 diffeomorphism between Θ and Γ. Lemma 3.1. For the model problem (n ≥ 2, 1 ≤ d ≤ n), there exists a uniform constant ρ > 0 such that for any θ 0 ∈ Θ, we can find d mutually different integers
for all i = 1, 2, · · · , d. As a result, for any θ ∈ Θ, γ ∈ Θ, when θ and γ are sufficiently close or when X(θ) and X(γ) are sufficiently close, the distances |θ − γ| and |X(θ) − X(γ)| are comparable. In precise, there exists a sufficiently small constant > 0 and constants C, C , 0 < C < C , all of which only depend on the geometry of X such that for any
Proof. By assumption X is nonsingular on Θ, that is, the following function Λ is positive at any point θ 0 ∈ Θ:
Since Λ is continuous and defined on a compact set , there exists a constant C 1 > 0 such that for any θ 0 ∈ Θ,
Then from the definition of Λ, we know there exists a certain choice of
where C 2 > 0 is a constant determined by C 1 . By assumption X is C 1 on a compact set and hence
is uniformly bounded for any i = 1, 2, · · · , n and j = 1, 2, · · · , d.
Expanding (3.5) and choosing a proper ρ, we get (3.1). The result (3.2) is an immediate conclusion when if sufficiently small. From Lemma 3.1 and the assumption on h and ∆θ being proportional to each other, we know that when h and ∆θ are sufficiently small, for anyθ
∆θ, for some constant λ > 0 that does not depend onθ or Y. Then as an immediate result, for all x ∈ U such that x − X(θ) > λ∆θ, we have
for all Y ∈ R X(θ) ∪ X(Iθ). In this case, the estimates of M and N only depend on x − X(θ) and are stated as follows.
16)
where i = 1, 2 and C > 0 denote uniform constants that do not depend on x,θ or h. Proof. First divide M(θ, x) as in (2.33). The mid-point rule is of second order accuracy and hence from the assumption that X is C 2 we have
where α i = 0, 1, 2, i = 1, 2 and C > 0 denote uniform constants. In the second inequality we used Lemma A.1 and in the third inequality we used (3.6) from the definition of λ. Similarly, only using the assumption that X is C 1 , we have
On the other hand, by Theorem 4.6 in [5] , we have
Collecting these results and using the assumption that F is C 2 on a compact set, we obtain the estimates (3.7), (3.8), (3.9), (3.10) and (3.11) for M(θ, x). For N (θ, x), estimates (3.13), (3.9), (3.15) and (3.16) can be proved similarly. To obtain (3.9), we divide N (θ, x) as in (2.30) and then use (A.3) and (A.5). We omit the details.
L
1 Estimates. We have the following L 1 error estimates:
Theorem 4.1. Consider the model problem for any n ≥ 2, 1 ≤ d ≤ n. When ∆θ and h are sufficiently small, we have
where C > 0, η ≥ 0 are constants that do not depend on d, h or ∆θ, but η may vary with n and different assumptions on m and s. Proof. We only prove (4.1) since the proof for (4.2) is very similar. Throughout this proof we use C > 0 to denote uniform constants that do not depend onθ, h or ∆θ but may not remain the same. From (2.27) we have For anyθ, we divide U as follows:
where λ is the same constant introduced in Section 3. Then we have
Further analysis relies on the concrete estimates of the Green's functions and M, N which depend on n. The remaining part of the proof is written for the 2D problem (n = 2), but the argument leads to basically the same results for higher dimensional (n ≥ 3) problems. Consider
(4.8)
In the second inequality we used the continuity assumption on F, (A.1) and Lemma 2.1. The third inequality is based on (A.4) and (3.6).
Next we estimate
A c (θ,∆θ) M(θ, x) dx. First consider the easier case, that is, when m ≥ 3, s ≥ 1. Using (3.11), we get 9) and this along with (4.8) gives
for allθ ∈ G θ . Hence, in this case we have
Now consider the most general case, that is, when the assumption is m ≥ 2, s ≥ 0. In this case, some estimates of M and N depend on |x 1 − X 1 | and |x 2 − X 2 | instead of the distance x − X(θ) . We further divide A c (θ, ∆θ):
On A 1 (θ, ∆θ), using (3.7) we get
On A 2 (θ, ∆θ), using (3.8) we get
(4.13)
Adding up (4.8), (4.12) and (4.13), we get
14)
for allθ ∈ G θ and hence in this case (m ≥ 2, s ≥ 0) we have
When the assumptions on m and s are between these two cases, we can obtain in a similar way the corresponding L 1 error estimates in the form of (4.1) using the estimates provided in Lemma 3.2, for some 1 ≤ η ≤ 3. We omit the details.
L
p Estimates. In this section, for the model problem we develop L p error estimates for all p ≥ 1. Our approach is to first establish L ∞ error estimates and then interpolate them with the L 1 error estimates provided in Section 4. The velocity field and the pressure are only bounded when n − d is either 0 or 1, so we only consider these two situations.
From the assumption of X being a C 2 diffeomorphism between Γ and Θ and Γ being away from the boundary of U, we claim that we can extend Γ to a slightly bigger set that includes any point x ∈ U that is sufficiently close to Γ in the sense that |x − X| ≤ σ, ∀X ∈ Γ, where σ > 0 is a small constant that only depends on the geometry of Γ. The precise meaning of extending Γ is explained as follows. When d = n − 1, it means that for a setΘ = {(θ, θ d+1 ) : θ ∈ Θ, θ d+1 ∈ I}, where I ⊂ R is a closed interval, we can define a functionX onΘ such that for some point θ 0 ∈ I
• , where I
• denotes the interior of I, we haveX(θ) = X(θ) for allθ = (θ, θ 0 ) ∈Θ. When d = n, it means that we can extend X onto a bigger compact setΘ ⊂ R n , Θ ⊂⊂Θ such that the new functionX defined onΘ is consistent with X on Θ. In both cases, the extended immersed structure includes all x ∈ U that is sufficiently close to Γ, in the sense that |x − X| ≤ σ, ∀X ∈ Γ. Furthermore,X is a C 2 diffeomorphism betweenΘ andΓ, whileΓ is still away from the boundary of U. We have x =X(θ x ) ∈Γ = X(Θ), for some uniqueθ x ∈Θ. As a special case, this extension argument is used in [6] to obtain global error estimates for a similar 2D model problem (n = 2, d = 1), where the added parameter θ d+1 denotes the distance from x to the immersed boundary. The result in Lemma 3.1 holds for the extended functionX onΘ as well and we use the same notation to denote the corresponding small constant. We set < σ so that for any x ∈ U, as long as |x − X| ≤ for some X ∈ Γ, Lemma 3.1 can be applied. First we state and prove the L ∞ error estimates for both cases, d = n − 1 and d = n. The proofs are only written in detail for n = 2, but when n ≥ 3 the same results can be obtained similarly. As mentioned earlier, when n = 2, d = 1, the L ∞ estimates for the velocity field have been studied in [6] . Here we rewrite the proof in a more general framework that can be applied to the pressure and higher dimensional problems. In all the proofs throughout this section we use C > 0 to denote constants that do not depend on ∆θ, h, x, θ orθ.
Theorem 5.1. Consider the model problem when n ≥ 2, d = n − 1. When h and ∆θ are sufficiently small, we have
where C > 0 and η ≥ 0 are constants that do not depend on h or ∆θ but η may vary with different assumptions on n, m and s. Proof. We only prove the results for n = 2, d = 1. For higher dimensional problems, the proof is similar. Consider the velocity field first. From (2.27) we have
As explained earlier in this section, we can extend X onto a bigger compact setΘ. We use the same notation to denote the small constant and choose < σ. Given that ∆θ is sufficiently small, we have > λ∆θ. Divide G θ as follows:
For B 1 (x, ∆θ), using (3.6) and (3.7) we get
If B 2 (x, ∆θ) ∪ B 3 (x, ∆θ) = ∅, then x is sufficiently close to Γ and hence there is a uniqueθ
from Lemma 3.1 we see that 
where in the second inequality we used Lemma 2.1, (A.1), (A.4), and in the third inequality we used (5.9). Then we have
For B 3 (x, ∆θ), using (3.7) and (5.9) we get
Adding up (5.8), (5.11) and (5.12), we get
and this along with (5.3) proves
The pressure P in the continuous problem is globally bounded, that is, |P (x)| ≤ C for all x ∈ U. Write P h (x) as in (2.21). We get
where in the second inequality we use Lemma 2.1, (A.5) and the assumption that F is C 2 . From (5.15), similar to the proof of (5.1), we get
for any x ∈ U. This proves (5.2). Theorem 5.2. Consider the model problem when n ≥ 2, d = n. When ∆θ and h are sufficiently small, we have
where C > 0 and η ≥ 0 are constants that do not depend on h or ∆θ but η may vary with different assumptions on n, m and s.
Proof. We only prove (5.17) for n = 2, d = 2 since (5.18) and the same results for higher dimensional problems can be proved similarly. From (2.27), we have
and hence it suffices to prove that for any x ∈ U, we have
for some constants C > 0 and η ≥ 0 that do not depend on x, h or ∆θ. Define B 1 (x, ∆θ), B 2 (x, ∆θ) and B 3 (x, ∆θ) as in (5.5), (5.6), and (5.7). As in the previous theorems, the estimates we are trying to prove depend on the assumption on m and s. We start with the assumption that m ≥ 3, s ≥ 1. In this case, the proof is similar to that of Theorem 5.1. For B 1 (x, ∆θ), similar to (5.8), using (3.6) and (3.11) we get
If B 2 (x, ∆θ) ∪ B 3 (x, ∆θ) = ∅, then x is sufficiently close to Γ and hence there is a unique θ x ∈Θ such that x = X(θ x ). Furthermore, for anyθ ∈ B 2 (x, ∆θ)∪B 3 (x, ∆θ), we have
for all θ ∈ Iθ. For B 2 (x, ∆θ), similar to (5.11), dividing M(θ, x) as in (2.29) and using Lemma 2.1, (A.1), (A.4) and (5.22), we get
For B 3 (x, ∆θ), similar to (5.12), using (3.11) and (5.22) we get
Adding up (5.21), (5.23) and (5.24), we get 25) and this is in the form of (5.20). Now we consider the general case, that is, when the assumption is m ≥ 2, s ≥ 0. From Lemma 3.1 we see that for any θ 0 ∈ Θ, we have either
there is a sufficiently small constant δ 0 > 0 such that for all θ , γ ∈ Θ, θ − γ ≤ δ 0 , we have
, for all i, j = 1, 2. Pick a sufficiently large integer N 0 ≥ 2 √ 2π/δ 0 and evenly divide Θ in both θ 1 and θ 2 directions into N 0 × N 0 closed squares Θ ij , i, j = 1, 2, · · · , N 0 . Then for any i, j, we have either
Given that ∆θ is sufficiently small, we have either
To prove (5.20), it suffices to show that
for some constants C > 0 and η ≥ 0 that do not depend on i, j, x, h or ∆θ. Without losing any generality we suppose we are in the case (i) described by (5.28). Otherwise the proof will be similar. Furthermore, define
∂θ2 > ρ > 0 in (5.28), we know that for any fixedθ 1 ∈ P 1 (Θ ij ), there exists a unique θ
1 (x, ∆θ) into the following sets: 1,1 (x, ∆θ), using (3.6), (3.7) and (5.34) we get
1,2 (x, ∆θ), using (3.6), (3.8), (5.33) and (5.34), we get 2 (x, ∆θ), following the same argument used to prove (5.23), we get
3 (x, ∆θ) into the following sets:
3,1 (x, ∆θ), using (3.6), (3.7) and (5.34) we get
3,2 (x, ∆θ), using (3.6), (3.8), (5.33), (5.34) and (5.22), we get 
where C > 0 and η ≥ 0 are constants that do not depend on h or ∆θ but η may vary with different assumptions on m and s. Theorem 5.4. Consider the model problem when n ≥ 2, d = n − 1. When ∆θ and h are sufficiently small, we have
where C > 0 and η ≥ 0 are constants that do not depend on h or ∆θ but η may vary with different assumptions on m and s.
6. Numerical Simulation. We tested the theorems with numerical experiments when n = 2, d = 1, 2. In this section we provide the results and compare them with the predicted asymptotic error rates.
Consider the model problem described in Section 2.1 when n = 2, d = 1, 2. Pick a large integer N > 0 and let h = 2π N , ∆θ = 4π N so that h and ∆θ are proportional to each other. Use spectral schemes for ∆ h and ∇ h in (2.4), (2.5) and (2.6) and compute u h , P h . It is hard to capture the order of logarithmic terms such as log h −1 with the presence of o(h r ) (r > 0) terms, and hence we only compute the latter. We use the following formulas to compute the L p (1 ≤ p ≤ ∞) error rates for the velocity field and the pressure respectively:
We tested various choices of X and the force functions F with different discrete delta functions. We chose p = 1, 2, ∞. Let R p u and R p P denote the predicted error rates for the velocity field and the pressure respectively.
When n = 2, d = 1, to generate Table 6 .1 we chose N = 512 and
12 + cos θ(6 + cos 3θ) 12 + sin θ(6 + cos 3θ) , The computed error rates ρ Table 6 .2 we chose N = 512 and
3)
The computed error rates ρ
η for a prototypical model problem described in Section 2.1, using results from [5] . When p = 1, r is independent of n and d. When p > 1, the estimates only exist when d = n − 1, n and r only depends on n − d. We tested the theorems with numerical experiments and the computed results suggest the predicted error rates are optimal.
Some technical assumptions are made to streamline the presentation. As seen in the proofs here and in [5] , the error rates depend on m, s, q and the regularity of X and F, where q is the order of the discretization schemes ∆ h and ∇ h . We are mainly interested in the impact of m and s on the error rates, and for this reason we assume X and F are C 2 and use spectral schemes for ∆ h and ∇ h so that q = ∞. The C 2 assumption on X and F is used to get second order accuracy for the mid-point integration scheme. In practice we usually use second order accurate schemes for ∆ h and ∇ h , i.e., q ≥ 2 so that we do not lose too much accuracy from discretizing the spatial derivatives. In fact, from the proofs we see that as long as q ≥ 2, it will not have any impact on on the error rate r, despite that η may be different depending on whether q ≥ 3. The assumption m ≥ 2 guarantees that the immersed boundary error is of second order. In some cases where we only need first order accuracy, some weaker assumptions may be sufficient, such as q ≥ 1, m ≥ 1, and X, F being C It is worth pointing out the assumption that h and ∆θ are proportional to each other is not necessary for either point-wise or L p convergence. For convergence at the points that are not on Γ, h and ∆θ can be chosen independent of each other. For L p convergence, h and ∆θ can also be basically independent of each other, as long as log(∆θ) −1 = o(h 1 ) and log h −1 = o((∆θ) 2 ) for some constant 1 , 2 > 0. Both the point-wise and the L p error estimates may vary depending on the relationship between h and ∆θ. In most cases, it is when h and ∆θ are proportional to each other that we obtain the highest error rates. Depending on the problem, when h and ∆θ are not chosen to be proportional to each other, similar error estimates can be obtained by using the argument presented in this paper.
Appendix A. Estimates of Green's Functions. In this appendix we provide some estimates of the Green's functions G, Π and their derivatives when n = 2. We also state some estimates of the discrete Green's functions G h , Π h when the spectral scheme without filtering is used to discretize the spatial derivatives. The results for the velocity field have been proved in [6] and for the pressure similar results can be obtained. We only state the results.
Lemma A.1. When n = 2, for any x ∈ U, |x| = 0 we have where i, j = 1, 2, G ij and Π ij denote the (ij) th components of G and Π respectively, α i and α j are nonnegative integers and C > 0 are constants.
