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ABSTRACT
BISET FUNCTORS AND BRAUER’S INDUCTION
THEOREM
I˙smail Alperen O¨g˘u¨t
M.S. in Mathematics
Supervisor: Assoc. Prof. Dr. Laurence J. Barker
August, 2014
We introduce two algebras on the endomorphism ring of the direct sum of charac-
ter rings of groups from some collection. We prove the equality of these algebras
to simplify a step in the proof of Brauer’s Induction Theorem. We also show that
these algebras are isomorphic to the direct sum of character rings of the direct
products of the groups from the collection.
Keywords: Brauer’s Induction Theorem, Biset functors.
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O¨ZET
I˙KI˙LI˙ KU¨ME I˙ZLEC¸LERI˙ VE BRAUER’I˙N
GENI˙S¸LETME TEOREMI˙
I˙smail Alperen O¨g˘u¨t
Matematik, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Laurence J. Barker
Ag˘ustos, 2014
Belirli bir toplulug˘a ait grupların karakter halkalarının direkt toplamının
o¨zyapı do¨nu¨s¸u¨m halkasında iki cebir ortaya koyuyoruz. Bu cebirlerin es¸itlig˘ini
kanıtlayarak Brauer’in Genis¸letme Teoremi’nin kanıtındaki bir basamag˘ı ba-
sitles¸tiriyoruz. Ayrıca bu cebirlerin bas¸ta bahsettig˘imiz toplulug˘a ait grupların
direkt c¸arpımlarının karakter halkalarının direkt toplamına izomorfik oldug˘unu
go¨steriyoruz.
Anahtar so¨zcu¨kler : Brauer’in Genis¸letme Teoremi, I˙kili ku¨me izlec¸leri .
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Chapter 1
Introduction
In [1], Bouc brings out biset functors which give rise to concepts of five maps;
induction, restriction, isogation, inflation and deflation. On a group G one can
find two constructions namely Burnside ring of G and the representation ring of
G. These rings shares the same structure obtained from the above maps.
Let AC(G) denote the character ring of group G and M =
⊕
H∈K
AC(H) where K
is a collection of finite groups. We let E(G,H) to be the ring of C homomorphisms
from AC(H) to AC(G) and E =
⊕
G,H∈K
E(G,H), ⊕B =
⊕
G,H∈K
B(G,H). Also let
⊕A =
⊕
G,H∈K
A(G,H).
In Chapter 2 we give some preliminaries about dual modules and their charac-
ters. We also introduce the standard theory of bisets. We state Brauer’s induction
theorem and some of the lemma’s used in its proof.
In Chapter 3, we introduce embeddings ν : M 7→ E, σ :⊕ B 7→ E and
ρ :⊕ A 7→ E. We show that algebra Λ =
⊕
G,H∈K
Λ(G,H), where Λ(G,H) is spanned
by the elements of the form σ(GindH)ν(a)σ(HresG). We also prove that Λ and
ρ(⊕A) are isomorphic and to indicate why these algebras are of some importance,
we use this result to prove a step in the Brauer’s Induction Theorem.
1
In Chapter 4, we investigate the action of ⊕A on M . We show that ρ is
injective map. Using the result of the chapter 3, we conclude that the three
algebras Λ, ρ(⊕A) and ⊕A are isomorphic.
The thesis is motivated by theory of Green functors, as in [2] and [3].
2
Chapter 2
Some Background on Dual
Modules, Theory of Bisets and
Brauer’s Induction Theorem
2.1 Dual Modules and their characters
For a CG-module M its dual, denoted by M∗, is defined as M∗ = HomC(M,C)
and its action of G is given by
(gp)(m) = p(g−1m) (1.1)
for p ∈M∗,m ∈M, g ∈ G. With this action, M∗ becomes a left CG-module. Let
B = {m1, ...mn} be the C-basis for M . We define the basis B∗ = {m∗1, ...m∗n} for
M∗ as follows;
m∗i (mj) =
1 if i = j0 otherwise
Remark. B∗ forms a basis of M∗
Proposition 2.1. Let G be a group of finite order and M be a CG−module. Then
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we have χM∗(g) = χM(g
−1) where χM∗(g) is the character of the representation
corresponding to the dual module M∗.
Proof. Consider matrix representations with respect to a basis B of M and the
dual basis B∗ of M∗. The (i, j)th entry of the matrix of the action of g−1 on M
(with respect to B) is given by m∗i (g−1mj). Hence its trace is
n∑
k=1
m∗k(g
−1mk)
From the equality 1.1 this sum becomes;
n∑
k=1
(gm∗k)(mk)
which is equal to the trace of the matrix for the representation of g on M∗ (with
respect to B∗) corresponding to χM∗(g).
Detailed information on the above subject can be found in [4].
2.2 Bisets and Double Burnside Group
In this section we will give the standard theory of bisets which can be found in
[1].
Definition 2.2. Let G and H be finite groups. Then a (G,H) biset U is a set
with left G action and a right H action such that the actions commute, that is
for all h ∈ H, g ∈ H and for all u ∈ U we have;
(hu)g = h(ug)
Definition 2.3. Let U be a (G,H) biset. Then for u ∈ U the orbit of u in U is
the set of elements having the form guh where g ∈ G and h ∈ H.
From this definition it follows that U is disjoint union of its orbits that is;
U =
⊔
u∈G\U/H
GuH
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where u runs through the representatives of (G,H) orbits.
Definition 2.4. A (G,H) biset is called transitive if it has single orbit.
One can observe that any (G,H) biset is disjoint union of its transitive (G,H)
bisets.
Definition 2.5. Let U be a (G,H) biset then the stabilizer of an element u ∈ U
is the set Uu = {g, h ∈ G×H | guh = u}
We denote isomorphism class of a transitive (G,H) biset with point stabilizer
L by
[
G×H
L
]
.
Definition 2.6. The Double Burnside group B(G,H) is defined to be the free
abelian group on the set of isomorphism classes of (G,H) bisets that is;
B(G,H) =
⊕
L≤G,HG,H
Z
[
G×H
L
]
Let p1 : G×H 7→ G and p2 : G×H 7→ H be the canonical projections. Thus,
p1(g, h) = g and p2 = h for g ∈ G and h ∈ H. We define the star product ∗ of two
subgroups L ≤ G ×H and M ≤ H ×K as the set of elements having the form
(g, k) where g ∈ G and k ∈ K such that there exists h ∈ H with (g, h) ∈ L and
(h, k) ∈M . Let
[
G×H
L
]
be isomorphism class of (G,H) biset X with isotropy
subgroup L. We have a formula, due to Bouc [3], for the cross product of these
transitive bisets given as follows;
Theorem 2.7 (Mackey Product Formula). Let G,H,K be finite groups and let
L ≤ G×H and M ≤ H ×K. Then[
G×H
L
] [
H ×K
M
]
=
∑
p2(L)hp1(M)
[
G×K
L ∗(x,1) M
]
We have the fact that any transitive biset can be written as Mackey product
of five particular bisets, which was proven in [1]. Let G be a finite group and
K,L be subgroups of G satisfying K E L. Also let H be a group, ϕ : G 7→ H be
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an isomorphism and let h, l run over the elements of H,L, respectively. The five
bisets are given as follows;
Induction (G,H)-biset;
GindH :=
[
G×H
{(h, h)}
]
Inflation (L,L/K)-biset;
LinfL/K :=
[
L× L/N
{(l, lN)}
]
Conjugation (G,H)-biset;
GcH :=
[
G×H
{(ϕ(h), h)}
]
Restriction (H,G)-biset;
HresG :=
[
H ×G
{(h, h)}
]
Deflation (L/K,L)-biset;
L/KdefL :=
[
L/K × L
{(lK, l)}
]
2.3 Brauer’s induction Theorem
Expressing a character of a finite group G as a combination of characters induced
from some particular set of subgroups of G has been subject to a number of the-
orems such as Artin’s Induction Theorem, Brauer’s Induction Theorem, Serre’s
Induction Theorem and so on. Here our focus will be on Brauer’s which is given
below:
Theorem 2.8 (Brauer). Every complex character of a finite group G is a
Z−linear combination of characters induced from linear characters of elementary
subgroups of G.
Definition 2.9. Let G be a finite group and p be a prime dividing the order of
G. Then the p-elementary subgroup of G is the direct product of a cyclic group
Cn and a p-group where p does not divide n.
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Proof of the theorem heavily depends on writing trivial character of the group
as a combination of characters induced from elementary subgroups, more precise
statement is as follows:
Lemma 2.10. The 1-character of a group G is an R-linear combination of char-
acters induced from p-elementary subgroups.
Despite the fact that this lemma covers the hardest part of the proof there is
still some work to do. In section 3.3, using bisets we will give a way to move to
the next step in the proof which is:
Lemma 2.11. Every complex character of a finite group G is a Z−linear com-
bination of characters induced from characters of elementary subgroups of G.
Briefly, In section 3.3 we assume lemma 2.10 and obtain 2.11 . Proof of 2.10
and deriving Brauer’s Induction Theorem from 2.11 can be found in [5].
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Chapter 3
Proving Brauer’s Induction
Theorem with Bisets
Let K be a collection of finite groups. Throughout this chapter AC(G) will denote
the character ring of group G and M =
⊕
H∈K
AC(H) . We define E(G,H) to be the
ring of C homomorphisms from AC(H) to AC(G). We let E =
⊕
G,H∈K
E(G,H).
Also let ⊕B =
⊕
G,H∈K
B(G,H) and ⊕A =
⊕
G,H∈K
A(G,H).
3.1 Embedding ⊕B and M into E
Consider the following maps;
ν : AC(G)→ E(G,G)
σ : B(G,H)→ E(G,H)
which are defined explicitly as follows;
Let V be a CG-module corresponding to a character v of G. Then ν sends v
to the map which takes a CG-module [M ], (up to isomorphism) to the module
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[V ⊗CM ]. More precisely;
ν(v) : [M ] 7→ [V ⊗CM ]
Similarly Let X be a (G,H) biset. Then σ sends X to the map which takes a
CH-module [N ] to the module [CGCXCH ⊗CH N ]. So plainly we have;
σ(X) : [N ] 7→ [CGCXCH ⊗CH N ]
Lemma 3.1. ν is injective
Proof. Let V and W be CG-modules. Then ν will send them to the map which
takes a CG-module M to the module [V ⊗CM ] and [W ⊗CM ]. The characters
corresponding to these modules are χ[V⊗CM ] = χV χM and χ[W⊗CM ] = χWχM . For
ν to be injective we must have χV χM 6= χWχM that is χV 6= χW which is the
case when V and W are different modules.
3.2 The algebra Λ
Having defined σ and ν we can introduce the following algebras; Let a and b
be characters of H and β(G,H) be the algebra generated by finite products of
σ(CGXCH) and ν(a) in any order. Moreover let Λ(G,H) be the algebra consisting
of only the product of the form σ(GindH)ν(a)σ(HresG). We let β =
⊕
G,H∈K
β(G,H)
and Λ =
⊕
G,H∈K
Λ(G,H). For following lemmas let α be a homomorphism from G
to H . Also let [N ] and [V ] be the CH-modules corresponding to b and a.
Lemma 3.2. σ(Gres
α
H)ν(a) = ν(Gres
α
H(a))σ(Gres
α
H)
Proof. We will show that for all b ∈ AC(H), we have;
σ(Gres
α
H)ν(a)b = ν(Gres
α
H(a))σ(Gres
α
H)b
from there the result will follow. We have
σ(Gres
α
H)ν([V ] [N ]) = σ(Gres
α
H)([V ⊗N ]) = [GresH(V )⊗C resH(N)]
= [GresH(V )] [GresH(N)] = ν(Gres
α
H(V )) [Gres
α
H(N)] = ν(Gres
α
H(a))σ(Gres
α
H)b
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Lemma 3.3. ν(a)σ(Gind
α
H) = σ(Gind
α
H)ν(Hres
α
G(a))
Proof. We will follow the above logic again;
ν(a)σ(Gind
α
H)b = [V ]⊗C [GindαHN ] = [GindαH(HresαGV )]⊗C [indαHN ]
= σ(Gind
α
H) [Hres
α
GV ]⊗ [N ] = σ(GindαH)ν(HresαG(a))b
Lemma 3.4. ν(Gind
α
H(b)) = σ(Gind
α
H)ν(b)σ(Hres
α
G)
Proof. Let c = [M ] be a CH−module. Then
ν(Gind
α
H(b))c = [Gind
α
HN ]⊗ [M ] = [GindαHN ]⊗ [GindαH(HresαGV )M ]
= σ(Gind
α
H)ν(b)σ(Hres
α
G)c
Theorem 3.5. We have β = Λ.
Proof. From the above lemmas it is evident that any element of β can be trans-
formed into a linear combination of terms having the form σ(GindH)ν(a)σ(HresG)
which is in Λ.
3.3 Proving Brauer’s Induction Theorem with
the help of Λ
Let N be an CH-module also let P be a (G,H)-module. Then there is a character
x of AC(G,H) corresponding to P . Therefore we have the following map;
ρ :⊕ A 7→ E
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where
ρ(P ) [N ] = [CGP ⊗CH N ] (3.1)
This defines an action of ⊕A on the direct sum
⊕
G
AC(G). To check whether
it is faithful, we need to calculate the character corresponding to the module
[CGP ⊗CH N ] which will be done in the next chapter.
Theorem 3.6. Λ = ρ(⊕A)
Proof. Let {Ii}i be the set of elementary subgroups mentioned in the Lemma
2.10 and li be the corresponding characters. Then we have;
ν(1AC(G)) = ν(
∑
i
GindIi(li)) =
∑
i
ν(GindIi(li)) =
∑
i
σ(Gind
ϕ
Ii
)ν(li)σ(Iires
ϕ
G)
Take a ∈ AC(G). Then;
ν(a)ν(1AC(G)) =
∑
i
ν(a)σ(Gind
ϕ
Ii
)ν(li)σ(Iires
ϕ
G)
Using the Lemma 3.3 this can be transformed into following form:
ν(a)ν(1AC(G)) =
∑
i
σ(Gind
ϕ
Ii
)ν(Hres
ϕ
G(a))ν(li)σ(Iires
ϕ
G)
=
∑
i
σ(Gind
ϕ
Ii
)ν(Hres
ϕ
G(a)li)σ(Iires
ϕ
G)
which is in Λ(G,H). This shows that image of every character of G under ν is
in the algebra Λ(G,H). By making the above calculations for all pairs of groups
(G,H) we get Λ = ρ(⊕A)
Theorem 3.7. Theorem 3.6 can be used to prove Brauer’s Induction Theorem
Proof. We will obtain Lemma 2.11 from Theorem 3.6
Let a be a character of finite group G. Then we have
ν(a) =
∑
i
σ(Gind
ϕ
Ii
)ν(Hres
ϕ
G(a)li)σ(Iires
ϕ
G)
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From Lemma 3.4 we get
ν(a) =
∑
i
ν(Gind
ϕ
Ii
(Iires
ϕ
G(a)li))
By injectivity of ν we have
a =
∑
i
Gind
ϕ
Ii
(Iires
ϕ
G(a)li) (3.2)
This completes the proof since Iires
ϕ
G(a)li is a character of the elementary sub-
group Ii.
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Chapter 4
The action of ⊕A on M
4.1 The character χCGP⊗CHN in terms of χP and
χN
Let G be a finite group and F be an arbitrary field. For FG, define Aug(FG)
to be FG-module generated by elements of the form
∑
g∈G
λgg where λg ∈ F and∑
g∈G
λg = 0.
For an FG-module N define Aug(N) to be the product Aug(FG)N . Equiv-
alently Aug(N) is the FG-module generated by elements of the form (1 − g)n
where g ∈ G, n ∈ N .
Let NG = N/Aug(N). Then by Maschke’s theorem we have
N = NG
⊕
Aug(N)
hence we get NG = NG.
Definition 4.1. Let G be a finite group and M a CG-module. Then the opposite
module M op of M is defined to be the right CG-module such that M op is equal
to M as a C vector space and mg = g−1m for g ∈ G and m ∈M .
Now we will make use of above observations to prove following lemma;
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Lemma 4.2. Let P and Q be CG-modules. Then P ∗ ⊗C Q ∼= HomC(P,Q)
Proof. Define a linear map
α : P ∗ ⊗CG Q 7→ HomC(P,Q)
which is specified as
pi ⊗ q 7→ ϕpi,q ∈ HomC(P,Q)
where
ϕpi,q(p) = 〈pi | p〉 q
We must show that α is a map of CG-modules, that is, for g ∈ G, α(g(pi ⊗ q)) =
g ◦ ϕpi,q. We have
g(pi ⊗ q) = gpi ⊗ gq
This has ϕgpi,gq as image under α. More explicitly we have
ϕgpi,gq(p) = 〈gpi | p〉 gq =
〈
pi | g−1p〉 gq = g ◦ ϕpi,q(p)
This ends the proof since we have shown that α is a map of CG-modules and is
injective by definition.
Lemma 4.3. Let P and Q be CG-modules. Then P ∗op ⊗CG Q ∼= HomCG(P,Q)
Proof. We have
P ∗op ⊗CG Q = P ∗op ⊗C Q/
〈
pi ⊗ q − pig−1 ⊗ gq〉
Since P op and P correspond to the same module, we get
P ∗op ⊗CG Q = (P ∗ ⊗C Q)G = P ∗ ⊗C Q/〈pi ⊗ q − gpi ⊗ gq〉
Using Mashcke’s Theorem obtain
(P ∗ ⊗C Q)G = ((P ∗ ⊗C Q)G) = HomCG(P,Q)
which completes the proof.
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Lemma 4.4. Let S and T be simple CG-modules. Then
Sop⊗CGT ∼=
C ifS∗ ∼= T0 otherwise
Proof. Suppose S∗ 6∼= T . Let es be the primitive idempotent of Z(CG)(the centre
of the group algebra CG) such that for s ∈ S we have ess = s. Write
es =
dimS
|G|
∑
g∈G
χs(g
−1)g
Then for s ∈ S and t ∈ T we have the following;
s⊗CG t = ess⊗CG t = (dimS|G|
∑
g∈G
χs(g
−1)g)s⊗CG t
Since s is in the opposite module Sop this becomes
s⊗CG t = s(dimS|G|
∑
g∈G
χs(g
−1)g−1)⊗CG t
= s(
dimS
|G|
∑
g∈G
χ∗s(g)g
−1)⊗CG t = se∗s ⊗CG t = s⊗CG es∗t
From the assumption S∗ 6∼= T we get s ⊗CG t = s ⊗CG 0 = 0. Now Suppose
S∗ ∼= T . Then by the previous lemma we have Sop ⊗CG T ∼= HomCG(S∗, T ) so
from Schur’s lemma we get Sop ⊗CG T ∼= C.
Theorem 4.5. Let M be a C(G,H)-module and W a CH-module. Then for the
character corresponding to the module M ⊗CH W we have
χM⊗CHW (g) =
1
|H|
∑
h∈H
χM(g, h)χW (h)
Proof. For some CG-module U and some CH-module V we have M = U ⊗ V .
From lemma 4.4 we get
U ⊗ V ⊗CH W =
U ⊗ C when V ∗
op ∼= W
0 otherwise
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Hence M⊗CHW is a CG-module and for g ∈ G
χM⊗CHW (g) =
χU(g) if V ∗
op ∼= W
0 otherwise
Then
χM⊗CHW (g) = χU(g)〈V ∗
op
,W 〉 = χU(g) 1|H|
∑
h∈H
χV ∗op (h)χW (h)
= χU(g)
1
|H|
∑
h∈H
χV op(h
−1)χW (h) = χU(g)
1
|H|
∑
h∈H
χV (h)χW (h)
=
1
|H|
∑
h∈H
χUχV (h)χW (h) =
1
|H|
∑
h∈H
χU×V (g, h)χW (h) =
1
|H|
∑
h∈H
χM(g, h)χW (h)
which finishes the proof.
4.2 Injectivity of ρ
To check if its possible to replace ρ(⊕A) with ⊕A, we must show that both algebras
have the same dimension. The logic we follow would be to investigate whether
the map ρ is injective.
Theorem 4.6. The map ρ is injective.
Proof. Let P,Q ∈ ⊕A be arbitrary C(G,H)-modules. Then for an H-module N
we have the following action;
ρ(CGPCH). [N ]
by 3.1 it becomes
=CG PCH ⊗CH N
Showing ρ is injective is equivalent with proving that there is some CH-module
N such that
CGPCH ⊗CH N 6∼=CG QCH ⊗CH N
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Equivalently for some g ∈ G
χP⊗CHN(g) 6= χQ⊗CHN(g)
From theorem 4.5 the character χP⊗CHN(g) is equal to
1
|H|
∑
h∈H
χP (g, h)χN(h)
Suppose for every g ∈ G and every CH-module N we have
1
|H|
∑
h∈H
χP (g, h)χN(h) =
1
|H|
∑
h∈H
χQ(g, h)χN(h)
or
1
|H|
∑
h∈H
(χP (g, h)− χQ(g, h))χN(h) = 0
Let the number of conjugacy classes of H be l . Then treating (χP (g, h)−χQ(g, h))
in above equality as unknowns we get a system of l linear equations with l un-
knowns, which must have unique solution. Hence we must have
(χP (g, h)− χQ(g, h)) = 0
So the assumption holds only if P is isomorphic to Q. Therefore we can derive
the result that ρ is injective.
Therefore;
Theorem 4.7. Λ ∼= ⊕A
Which means that we manage to give three different descriptions for the al-
gebra ⊕A. Firstly we have ⊕A =
⊕
G,H∈K
A(G,H). Secondly, from above theorem
we get ⊕A =
⊕
G,H∈K
Λ(G,H), where Λ(G,H) is generated by linear combinations
of the terms of the form σ(GindH)ν(a)σ(HresG). Lastly, in 3.6 we proved that
Λ = ρ(⊕A), therefore ⊕A can also be seen as an algebra on E generated by the
elements in the image of ρ where ρ(P ) [N ] = [CGP ⊗CH N ] for a CH-module N
is and P ∈ ⊕A.
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