A meta-analysis of 31 studies with 1,791 participants was conducted to investigate the sensitivity of tests of verbal fluency to the presence of focal cortical lesions. Relative to healthy controls, participants with focal frontal injuries had large and comparable deficits on phonemic (r ϭ .52) and semantic (r ϭ .54) fluency. For frontal but not nonfrontal patients, phonemic fluency deficits qualified as differential deficits when compared with IQ and psychomotor speed; phonemic fluency was also more strongly and more specifically related to the presence of frontal lesions than the Wisconsin Card Sorting Test scores. In contrast, temporal damage was associated with a lesser deficit on phonemic fluency (r ϭ .44) but a larger deficit on semantic fluency (r ϭ .61).
A meta-analysis of 31 studies with 1,791 participants was conducted to investigate the sensitivity of tests of verbal fluency to the presence of focal cortical lesions. Relative to healthy controls, participants with focal frontal injuries had large and comparable deficits on phonemic (r ϭ .52) and semantic (r ϭ .54) fluency. For frontal but not nonfrontal patients, phonemic fluency deficits qualified as differential deficits when compared with IQ and psychomotor speed; phonemic fluency was also more strongly and more specifically related to the presence of frontal lesions than the Wisconsin Card Sorting Test scores. In contrast, temporal damage was associated with a lesser deficit on phonemic fluency (r ϭ .44) but a larger deficit on semantic fluency (r ϭ .61).
Tests of verbal fluency are among the most widely used measures to assess cognitive functioning after neurological damage. These measures require time-restricted generation of multipleresponse alternatives under constrained search conditions and involve associative exploration and retrieval of words based on phonemic or semantic criteria (phonemic and semantic fluency, respectively). Verbal fluency tests, in particular phonemic fluency, are commonly used to assess executive dysfunction (Crawford & Henry, in press; Parker & Crawford, 1992; Phillips, 1997 ; R. M. Reitan & Wolfson, 1994) .
Executive functioning is thought to be responsible not for basic cognitive processes but for the set of behavioral competencies that integrate these capacities (Stuss & Benson, 1986) . This aspect of cognition, therefore, permits contextually sensitive, flexible responses. Because all cognitive tests involve a strategic component to at least a certain extent, defining precisely what constitutes an executive measure has proven problematic. However, cognitive tasks particularly dependent on executive processes are presumed to impose substantial demands on self-directed planning and strategy formation (Stuss & Benson, 1986) and require future-oriented, goal-directed (Welsh, Satterlee-Cartmell, & Stine, 1999) , and nonhabitual responses (Perret, 1974; Phillips, 1997) .
Phonemic fluency is regarded as a measure of executive dysfunction because generating words on the basis of orthographic criteria is unusual, requiring the creation of nonhabitual strategies based primarily on lexical representations (Perret, 1974) . In addition, the measure requires efficient organization of verbal retrieval and recall as well as self-monitoring aspects of cognition (the participant must keep track of responses already given), effortful self-initiation, and inhibition of responses when appropriate (Crawford & Henry, in press; Perret, 1974; Phillips, 1997; Ruff, Light, Parker, & Levin, 1997) . Although these cognitive demands are consistent with most definitions of executive functioning, the extent to which semantic fluency should be regarded as a measure of this construct remains less clear. Searching for semantic extensions of a target superordinate relies on well-established search strategies consistent with the organizational structure of the world. Thus, deficits may reflect problems with semantic memory, not executive dysfunction.
Neuropathologically, there is a great deal of evidence that the neural substrates of executive processes lie in the frontal cortex (see Stuss & Benson, 1986) . Thus, because frontal lesions are considered to be particularly associated with executive deficits, for a measure to be regarded as "executive," an important means of cross-validation is to demonstrate that patients with frontal damage are impaired on it (Phillips, 1997) . However, empirical studies have found verbal fluency deficits to be associated with clinical conditions that vary in terms of the relative prominence of frontal dysfunction, including schizophrenia (Crawford, Obonsawin, & Bremner, 1993) , traumatic brain injury (Brooks, Fos, Greve, & Hammond, 1999 ), Parkinson's disease (Flowers, Robertson, & Sheridan, 1995) , and depression (Crowe, 1996) . Moreover, patients with focal nonfrontal injuries have also been found to perform poorly on tests of verbal fluency (Loring, Meador, & Lee, 1994 ; R. C. Martin, Loring, Meador, & Lee, 1990) .
It is not surprising that tests of verbal fluency are sensitive to brain damage per se because patients with severe neurological problems are often impaired on virtually all measures of cognition. However, this lack of specificity means that demonstrating that a particular measure is sensitive to frontal damage is not sufficient by itself to infer that a deficit on the measure in question reflects executive dysfunction. Instead, it must be shown that frontal patients are more impaired on tests of verbal fluency than nonfrontal patients and, more importantly, that frontal but not nonfrontal patients exhibit a differential fluency deficit (i.e., a deficit in excess of the average performance deficit across a range of other cognitive tasks that are not considered to impose heavy executive demands).
Evidence of a differential deficit is particularly important given that, as with all cognitive measures, tests of verbal fluency are multifactorial. Miller's (1984) study demonstrated how fluency deficits in different clinical conditions may not reflect a common underlying problem. Patients with focal frontal lesions, dementia of the Alzheimer's type (DAT), and controls were administered a test of phonemic fluency. Although all clinical groups were significantly impaired relative to controls, when predicted fluency scores were derived from measures of verbal IQ (VIQ), there was a substantial discrepancy between predicted and actual scores for the frontal groups but not for those with DAT. Thus, although performance levels in DAT were consistent with a generalized cognitive deficit, frontal patients exhibited a differential deficit that could not be attributed to decrements in VIQ, thereby suggesting a specific problem with executive processing.
Thus, when assessing the implications of verbal fluency deficits, it is critical that patients' general level of intellectual functioning be taken into consideration (Crawford & Henry, in press ), especially because brain-injured patients with greater than average intelligence have been found to outperform below-average controls with no evidence of cerebral trauma on this measure (Borkowski, Benton, & Spreen, 1967) . However, it is particularly important to ascertain whether deficits on measures of verbal fluency exceed those for VIQ. Verbal fluency tests have a substantial verbal component, and, indeed, phonemic fluency was originally developed as a measure of VIQ (Thurstone & Thurstone, 1941) . Correlations of .64 (Crawford et al., 1993) , .67 (Crawford, Moore, & Cameron, 1992) , and even .87 (Miller, 1984) have been reported between phonemic fluency and VIQ. Thus, deficits on tests of verbal fluency do not by themselves provide evidence of executive dysfunction; rather, it is the pattern of deficits across fluency versus VIQ (and to a lesser extent full-scale IQ [FSIQ] ) that is important. Many have emphasized the importance of assessing whether deficits on executive measures qualify as differential deficits (Crawford, Bryan, Luszcz, Obonsawin, & Stewart, 2000; Laws, 1999; Miller, 1984) , and a rigorous assessment of this issue is critical if the construct validity of tests of verbal fluency as executive measures is to be upheld.
As noted earlier, it is also unclear whether phonemic and semantic fluency can be regarded as comparable in terms of their relative dependence on executive processes. It is, therefore, important to also address whether these two types of fluency are equivalent in terms of their relative dependence on different cortical structures. Phonemic fluency is considered to be particularly sensitive to left frontal damage (Benton, 1968; Milner, 1964; Perret, 1974; Stuss et al., 1998; Tucha, Smely, & Lange, 1999) , which Ramier and Hacean (1970) have attributed to the operation of two basic factors: a verbal factor that is usually located in the left hemisphere and an executive factor that reflects the integrity of the frontal lobes. However, it has been argued that, relative to phonemic fluency, the demands imposed by semantic fluency on executive processes are substantially reduced (Perret, 1974) . Perret (1974) argued that the two tasks differ qualitatively because only phonemic fluency requires suppressing the habitual behavior of using words in a manner related to their meaning. Because semantic fluency search constraints are consistent with the normal organizational structure of the lexicon, these particular inhibitory mechanisms are not required. However, empirical support for Perret's (1974) perspective is inconsistent. Although Baldo and Shimamura (1998) reported that, irrespective of laterality, both phonemic and semantic fluency were significantly, and comparably, impaired in frontal patients relative to healthy controls, other studies suggest that phonemic fluency may be more sensitive to frontal damage than semantic fluency. Beldarrain, Grafman, Pascual-Leone, and Garcia-Monco (1999) , for example, found that patients with frontal lesions were significantly impaired on phonemic but not semantic fluency.
It has also been suggested that, relative to phonemic fluency, semantic fluency imposes greater demands on semantic memory, the component of long-term memory that contains the permanent representation of our knowledge of objects, facts, and concepts as well as words and their meaning (Hodges, Salmon, & Butters, 1992) . Semantic memory is, therefore, critical for the identification and naming of objects and the understanding and production of written words. Because there is a great deal of evidence that temporal structures are the neural substrates particularly responsible for semantic memory, semantic fluency should be relatively more dependent on these cortical regions than phonemic fluency.
Consistent with this perspective, in a functional imaging study, Gourovitch et al. (2000) compared regional cerebral blood flow patterns during performance of phonemic and semantic fluency tests in a sample of healthy volunteers. They found that, relative to a control task, the two measures were associated with comparable activation patterns, including increased activation in left prefrontal regions. However, when phonemic and semantic fluency were directly compared, the left temporal cortex was revealed to be activated more during semantic than phonemic fluency. In addition, temporal structures are disproportionately affected in the early stages of DAT (Terry & Katzman, 1983) , and there is a strong trend for patients with this disorder to be more impaired on semantic than phonemic fluency (Monsch et al., 1997) .
Phonemic and semantic fluency are also differentially disrupted by specific secondary interference tasks. Martin, Wiggs, Lalonde, and Mack (1994) , for example, found that, although a secondary task hypothesized to activate the temporal lobes (object decision) significantly disrupted semantic but not phonemic fluency performance in a sample of healthy volunteers, a frontal lobe-activating secondary task (sequence tapping) was associated with the opposite pattern of impairment. This double dissociation suggests that there is a relatively greater contribution of the frontal lobes to phonemic fluency performance, but that temporal functioning is particularly critical to semantic fluency. Finally, Troyer, Moscovitch, Winocur, Alexander, and Stuss (1998) found that, relative to controls, patients with unilateral left temporal lesions did not differ on phonemic fluency but were significantly impaired on semantic fluency. However, other studies have reported a significant relationship between temporal damage and both types of fluency (Loring et al., 1994 ; R. C. Martin et al., 1990) . Stuss et al. (1998) argue that inconsistencies between studies regarding the relative dependence of phonemic and semantic fluency on different cortical structures may reflect differences in chronicity, precise lesion localization, cause, age, and aphasia, as well as the nature of the comparison group and the precise dependent measure used. Although we have considerable sympathy with this view, it is also necessary to entertain the possibility that some of the variability is artifactual. Hunter, Schmidt, and Jackson (1982) identified many sources of artificial variation across studies, and, when reviewing certain topics in educational research, took an extreme position: "It is our experience that there is usually no important variation in study results after sampling error and other artefacts are removed" (p. 32). Because there is a tendency for sample size to be relatively small in clinical studies, this area of research is especially susceptible to reification of sampling error, the most serious source of artifactual variance. However, it is not possible to correct for this artifact at the level of the individual study (Hunter & Schmidt, 1994) .
Our study is, to our knowledge, the first to use meta-analytic techniques to assess the effect of focal cortical lesions on verbal fluency performance. One of the most important advantages of this methodology is that corrections can be implemented for sampling error. Thus, in the current study, it will be possible to assess whether discrepancies between studies reflect the influence of substantive factors or artifactual variance.
The first aim is to derive mean effect size estimates for phonemic and semantic fluency, stratified according to lesion location (frontal, nonfrontal, and, specifically, temporal) and laterality (left vs. right). The magnitude of each of these means will provide a quantitative summary of the extent to which focal lesions in different cortical regions correlate with performance on each of the fluency measures. As noted, the principal neural substrates of executive processes and semantic memory are presumed to lie in the frontal and temporal lobes, respectively. By quantifying the magnitude of deficits on each of these measures for patients with lesions restricted to each of these cortical structures, the relative dependence of each on executive processes and semantic memory, respectively, can be assessed.
Evidence suggests that phonemic fluency and semantic fluency may not impose comparable demands on executive processes and semantic memory. Thus, the second aim is to compare quantitatively the mean effect sizes for phonemic versus semantic fluency for patients with focal temporal and focal frontal lesions.
Another issue relates to whether the verbal fluency deficits for each of these lesion groups reflect executive or generalized dysfunction (i.e., whether fluency deficits qualify as differential deficits). Thus, the third aim is to compare effects for both general IQ (FSIQ) and VIQ as measured by the Wechsler Adult Intelligence Scales (Wechsler, 1955 (Wechsler, , 1981 with the corresponding verbal fluency deficits for patients with frontal and nonfrontal lesions.
Relatedly, effect sizes are calculated for the Trail Making Test-Part A (TMT-A; W. Reitan, 1990) , a widely used measure of psychomotor speed. A comparison of the magnitude of the deficits associated with this measure with that for verbal fluency is used to address the possibility that deficits on tests of verbal fluency simply reflect generalized slowing (i.e., a reduction in cognitive speed) rather than executive dysfunction.
Finally, effect sizes are calculated for the number of categories completed and perseverative errors on the Wisconsin Card Sorting Test (WCST-CC and WCST-PE, respectively; Heaton, 1981) , one of the most widely used measures of executive functioning (Crawford & Henry, in press; Phillips, 1997; R. M. Reitan & Wolfson, 1994) . A comparison of verbal fluency with the WCST will permit an examination of the convergent validity of these putative measures of executive function as well as an assessment of their relative sensitivity and specificity to frontal and nonfrontal dysfunction. Several inclusion criteria had to be met. First, the patient group had to consist entirely of adults with focal lesions localized in the frontal, temporal, or nonfrontal cortex or lateralized to either the right or left hemisphere. Membership of lesion location and laterality groups was not mutually exclusive. In addition, the study had to include a healthy control group free from neurological or psychiatric disease or signs of neurological or psychiatric disease (i.e., studies that included "pseudoneurological" control groups were also excluded; Beldarrain et al., 1999; Bolter, Long, & Wagner, 1983) . Each study also had to include a measure of phonemic or semantic fluency. Effect size estimates for FSIQ, VIQ, WCST-CC, WCST-PE, and TMT-A were derived from studies that also included verbal fluency. If both FSIQ and VIQ were reported in the same study, VIQ was preferentially coded.
Method

Sample of Studies
For inclusion, the study must also have presented precise statistics convertible to effect size r. Thus, some studies were excluded because it was not possible to calculate effect sizes from the information provided (e.g., Levine et al., 1998; Stuss et al., 1998; Stuss, Gallup, & Alexander, 2001) or only imprecise effect sizes could be calculated (Mangels, Ivry, & Shimizu, 1998; Perret, 1974) . Finally, studies had to have been published in English in a journal.
Statistical Analysis
Meta-analysis is a rigorous alternative to the traditional review process because it involves statistical integration of results. The basis of this methodology is the effect size, a standardized statistic that quantifies the magnitude of an effect. In the current study, the effect size r was used, which corresponds to the degree of correlation between group membership (i.e., presence or absence of a focal cortical lesion) and performance on the measure of interest. The correlation coefficient is associated with a slight bias; thus, Fisher (1928) derived a transformation of r that Snedecor and Cochran (1989) recommended be used in preference to r. However, this transformed estimate is itself associated with a bias, and in a Monte Carlo analysis, Field (2001) reported that transformed effect size estimates produced substantial upward biases of a larger magnitude than the corresponding downward biases associated with untransformed correlation coefficients. Thus, in the current study, untransformed correlation coefficients have been used for statistical analyses.
For each construct, effects were pooled to derive an estimate of the mean; each effect was weighted for sample size to correct for sampling error. To do so, the random-effects meta-analytic model (Shadish & Haddock, 1994) was selected in preference to the more commonly used fixed-effects model because it yields more generalizable parameter estimates. This is because, in the fixed-effects model, the mean is presumed to reflect a common underlying effect parameter. However, in the random-effects model, the mean represents a hyperparameter because it allows for substantive differences beyond sampling error that differentiate the effects contributing to each respective mean (Raudenbush, 1994) .
Statistically, the crucial difference between these methodologies is in the calculation of standard errors and confidence intervals, which for the random-effects model are typically larger. The National Research Council (1992) argues that the fixed-effects model should be the exception rather than the rule because it may lead to inappropriately strong conclusions. Thus, although more technically demanding than the fixed-effects model, it was considered important to use the random-effects model in the current work.
It was also important to test whether the difference in the magnitude of mean effects between, for instance, frontal and nonfrontal patients on phonemic fluency was statistically significant. However, there is no agreed-on method for statistically comparing mean effects using the random-effects meta-analytic model. A particular difficulty is whether the degrees of freedom in such analyses should be based on the number of participants or the number of studies. Given that a relatively small number of studies contribute to each respective mean in the current work, it was considered important to maximize the sensitivity to detect differences in mean effects. Therefore, the standardized difference between the two mean effects of interest was calculated using total sample size as the degrees of freedom.
Occasionally, the same participants contributed toward the mean effect for both variables to be compared (e.g., in comparisons of frontal patients' performance on phonemic vs. semantic fluency). Although each participant only contributed once when determining the sample size used for inferential statistics, including particular groups more than once violates the assumption of statistical independence of effect sizes. In addition, although meta-analysis reduces the impact of sampling error, this methodology also introduces another potential source of error when, as is the case in the current study, there may be duplication of patients or other participants in studies coming from the same experimental location or the same group of scientists. There is, unfortunately, no elegant way to deal with these problems.
Mean effects were also calculated for each of the nonfluency variables identified (IQ, WCST-CC, WCST-PE, and TMT-A) and compared with phonemic fluency. Because there were relatively few effects for each of these nonfluency measures, when comparing each nonfluency mean effect with phonemic fluency, for each comparison the mean effect for phonemic fluency was recalculated using only those studies that assessed both the nonfluency measure of interest as well as phonemic fluency. Semantic fluency was not included in these analyses because few studies were eligible.
To interpret how important a particular effect was in practical terms, we adopted J. Cohen's (1977) guidelines. These suggest that a correlation of .1 should be regarded as representing a small effect, .3 as medium, and .5 as large. In addition, effect sizes were squared and multiplied by 100 because these represent the percentage of the variance (PV) on a measure of interest that is accounted for by group membership (i.e., having a focal cortical lesion vs. being a member of the healthy adult population).
Finally, multiple effect sizes for the same construct were permitted from the same study when more than one experiment was included in the study, or subgroups were created within a particular experiment so long as each respective group differed from one another in terms of the participants sampled. Thus, a particular summary statistic (including effect size estimates) may be based on a number of different groups of participants that exceeds the total number of studies.
Results
Participant Characteristics
Thirty-one studies published between 1982 and 2002 met the inclusion criteria specified. In total, data from 995 focal patients and 796 controls were included. Although relatively closely matched on demographic variables, there was a slight tendency for patients to be younger than controls (M ϭ 49.85, SD ϭ 10.35 vs. M ϭ 51.40, SD ϭ 12.21, respectively), less educated (M ϭ 12.12, SD ϭ 2.08 vs. M ϭ 12.67, SD ϭ 2.43, respectively), and male (57.74% vs. 53.99%, respectively).
Effect Sizes Stratified According to Lesion Location and Laterality
Study-level effect sizes for phonemic and semantic fluency broken down according to lesion location and laterality are presented in Appendix A. For effect sizes, a positive value indicates that patients have performed worse than controls, and a negative value indicates the opposite. Table 1 presents estimates of the mean effects, their variability, and indexes of their practical importance. To estimate the degree of heterogeneity of the effects contributing to each mean, the homogeneity statistic (Q) and the random effects variance ( 2 ) were also estimated, as well as the standard deviation of random effects and the 95% confidence intervals (CIs) within which random effects can be expected to fall. Q quantifies within-group heterogeneity (i.e., the degree to which the studies contributing to each respective mean can be regarded as homogenous). If the Q statistic associated with a mean effect is significant, this suggests that there are substantive differences between the studies contributing to that particular mean. In contrast, a nonsignificant estimate of Q suggests that, once sampling error has been removed, no substantive differences between the studies contributing to the respective mean in question remain (i.e., the null hypothesis of homogeneity of effects cannot be rejected).
All mean effects were significantly different from zero and, in terms of practical importance, all were at least small to medium in magnitude. The PV accounted for by group membership ranged from 6.8% to 44.9%. For phonemic fluency, the mean deficit for the total frontal group (r ϭ .52) was significantly larger than for the total nonfrontal group (r ϭ .33, Z ϭ 4.13, p Ͻ .01) but did not differ significantly from patients with specifically temporal lesions (r ϭ .44, Z ϭ 1.50, p ϭ .13). The phonemic fluency deficits associated with left frontal (r ϭ .60), left nonfrontal (r ϭ .44), and left focal (r ϭ .56) damage were significantly larger than the corresponding deficits for unilateral right frontal (r ϭ .39, Z ϭ 3.77, p Ͻ .01), right nonfrontal (r ϭ .26, Z ϭ 2.12, p ϭ .03), and right focal damage (r ϭ .37, Z ϭ 4.28, p Ͻ .01), respectively.
Nonfrontal patients (r ϭ .55) were comparably impaired on semantic fluency relative to frontal patients (r ϭ .54). Although temporal patients (r ϭ .61) were more impaired on semantic fluency than frontal patients, this difference did not attain significance (Z ϭ 0.99, p ϭ .32). However, both nonfrontal and temporal patients were significantly more impaired on semantic fluency than on phonemic fluency (rs ϭ .55 vs. .33, Z ϭ 2.85, p ϭ .01; rs ϭ .61 vs. .44, Z ϭ 1.99, p ϭ .05, respectively). As for phonemic fluency, although both hemispheres were implicated in performance, lesions lateralized to the left hemisphere were particularly disruptive (rs ϭ .67 vs. .47 for unilateral left and unilateral right, respectively; Z ϭ 3.45, p Ͻ .01). This basic pattern was also apparent for patients with left frontal (r ϭ .66) compared with right frontal (r ϭ .48) lesions and left nonfrontal (r ϭ .64) compared with right nonfrontal (r ϭ .44) lesions, although, because of low statistical power, neither of these comparisons attained significance (Z ϭ 1.92, p ϭ .06, and Z ϭ 1.75, p ϭ .08, respectively).
The main results can be more readily appreciated by referring to Figure 1 . It can be seen that, although the deficits for phonemic and semantic fluency are comparable for the total frontal group as indexed by the PV accounted for by group membership, nonfrontal and temporal patients are substantially more impaired on semantic than on phonemic fluency.
For phonemic fluency, significant heterogeneity was associated with all the mean effects with the exception of that for the unilateral right frontal group. However, compared with frontal patients, the mean effects for nonfrontal and, specifically, temporal patients were associated with substantially greater heterogeneity; for the frontal groups, 2 ranged from .009 to .013; for nonfrontal and specifically temporal patients, the corresponding values were from .044 to .074. For semantic fluency, the studies contributing to the mean effect for the total nonfrontal and temporal groups are significantly heterogeneous as indexed by Q, although again, not to the same degree as the total nonfrontal, unilateral left nonfrontal, unilateral right nonfrontal, and temporal groups on phonemic fluency. For semantic fluency, the effects contributing to each mean for all other groups are statistically homogeneous.
Testing for Publication Bias
A number of validity threats have been identified that may lead to imprecise conclusions in both nonquantitative and meta-analytic reviews. Particularly problematic is "the file drawer problem," which refers to the fact that significant results are more likely to be published than nonsignificant results (Easterbrook, Berlin, Gopalan, & Mathews, 1991) . To assess whether this bias posed a threat to the results of the current study, funnel plot diagrams were constructed for both phonemic and semantic fluency. These diagrams plot sample size against the corresponding study-level effect; if nonsignificant results have been discriminated against, there should be a relative absence of studies with small sample sizes that report weak effects. There was no evidence of this bias operating for either type of fluency. Table 2 presents study-level effects for VIQ-FSIQ, TMT-A, WCST-CC, and WCST-PE alongside the corresponding effects for phonemic fluency for frontal and nonfrontal patients. The mean effect is also presented for each nonfluency variable.
Phonemic Fluency Relative to Other Cognitive Measures
As noted earlier, because there were relatively few effects for each of the nonfluency measures of interest, when comparing phonemic fluency with each, the mean effect for phonemic fluency was recalculated using only those studies that assessed both measures. Thus, 10 studies assessed performance on both IQ and phonemic fluency in frontal patients; in addition to calculating a mean effect for IQ from these 10 studies (which was .18, as shown in Table 2 ), the mean effect for phonemic fluency was recalculated using only these same 10 studies. The mean phonemic fluency effects used in comparisons against IQ, TMT-A, WCST-CC, and WCST-PE were .48 (K ϭ 10), .31 (K ϭ 4), .58 (K ϭ 3), and .58 (K ϭ 3), respectively, for frontal patients and .21 (K ϭ 3), .13 (K ϭ 1), .26 (K ϭ 1), and .26 (K ϭ 1), respectively, for nonfrontal patients.
The PV accounted for by group membership for frontal and nonfrontal patients relative to healthy controls is presented in Figure 2 for each of the nonfluency measures as well as for phonemic fluency. For studies that assessed both IQ and phonemic fluency in frontal patients (K ϭ 10), in terms of the PV accounted for by group membership (i.e., frontal patients vs. healthy controls), the phonemic fluency deficit (PV ϭ 22.7%) qualified as a differential deficit relative to IQ (PV ϭ 3.3%; ⌬PV ϭ 19.4%). However, for studies that assessed both IQ and phonemic fluency in nonfrontal patients (K ϭ 3), this was not the case; PV accounted for by group membership ϭ 4.6% and 3.8%, respectively; ⌬PV ϭ 0.8%. Although only one study compared patients with specifically temporal lesions on phonemic fluency and FSIQ, the difference in the PV accounted for by group membership on these two measures was also small (2.4%; Stanhope, Guinan, & Kopelman, 1998) .
For frontal patients (K ϭ 4), again, in terms of the PV accounted for by group membership the phonemic fluency deficit (PV ϭ 9.9%) qualified as a differential deficit relative to TMT-A (PV ϭ 3.4%; ⌬PV ϭ 6.5%). For patients with nonfrontal damage (K ϭ 1), although it is unfortunate that only one study assessed both phonemic fluency and TMT-A performance in relation to this type of lesion, in this study there was virtually no difference in the PV accounted for by group membership in terms of performance on phonemic fluency relative to TMA (PV ϭ 1.7% vs. 1.0%; ⌬PV ϭ 0.7%).
For studies that assessed WCST-CC, WCST-PE, and phonemic fluency in frontal patients (K ϭ 3), the PV accounted for by group membership for each of these measures was 16.2%, 24.7%, and 34.0%, respectively. Thus, although all three measures were very sensitive to the presence of focal frontal lesions, phonemic fluency was notably the most sensitive. However, to address the specificity of each of these measures to focal frontal injuries, it was also necessary to assess their sensitivity to nonfrontal damage. For nonfrontal patients, the PV accounted for by group membership for WCST-CC, WCST-PE, and phonemic fluency was 3.2%, 6.8%, and 6.8%, respectively. Thus, for frontal relative to nonfrontal patients, the difference in the PV accounted for by group membership for WCST-CC, WCST-PE, and phonemic fluency was 13.0%, 17.9%, and 27.2%, respectively. Therefore, in addition to being more sensitive to frontal injury than either the WCST-CC or WCST-PE, phonemic fluency is also associated with a greater degree of specificity. 
Discussion
Quantifying Verbal Fluency Deficits as a Function of Lesion Location and Laterality
One of the aims of the current study was to quantify, for the first time using meta-analytic techniques, the degree to which focal lesions in different cortical regions are related to performance on tests of phonemic and semantic fluency. The results are particularly useful because they emphasize the magnitude of the effects. Although researchers are urged to report effect sizes for their individual studies (American Psychological Association, 2001) , this is still rarely done in practice. This is unfortunate because effect sizes are far more informative than simply reporting whether a particular effect is significant or not. Moreover, because it is possible, using meta-analysis, to integrate effects across studies, the effects reported here can be considered to be very reliable, robust estimates of the corresponding parameters of interest.
Significant mean effects were associated with both fluency measures across all clinical groups, ranging from .26 to .60 (PV ϭ 6.8 -35.9%) for phonemic fluency and .44 to .67 (PV ϭ 19.2-44.9%) for semantic fluency. Thus, irrespective of lesion location or laterality, cortical insult produces a substantial deficit on both types of verbal fluency. However, there were systematic differences in the magnitude of the effect as a function of lesion location and lateralization. For phonemic fluency, the largest deficit was associated with unilateral left frontal damage (r ϭ .60), followed closely by the unilateral left group (r ϭ .56), which, it should be noted, also included patients with frontal lesions. These results, therefore, provide strong evidence that phonemic fluency is more sensitive to frontal than nonfrontal and left as opposed to right cortical lesions.
Indeed, the phonemic fluency deficit for the total frontal group (r ϭ .52) was significantly in excess of the corresponding deficit for the total nonfrontal group (r ϭ .33), as were the deficits for the left frontal, left nonfrontal, and left focal groups relative to the right frontal, right nonfrontal, and right focal groups, respectively. Thus, these results are consistent with Ramier and Hacean's (1970) suggestion that phonemic fluency performance is mediated by a verbal factor located in the left hemisphere and an executive component that reflects the integrity of the frontal lobes. Although the temporal group (r ϭ .44) was less impaired on phonemic fluency than the total frontal group (r ϭ .52), this difference did not attain significance. However, as is discussed later, frontal, but not nonfrontal or, specifically, temporal, patients were found to exhibit greater impairment on measures of phonemic fluency than on measures that do not impose substantial executive demands (i.e., IQ and TMT-A).
Semantic Fluency Relative to Phonemic Fluency
The degree to which measures of phonemic and semantic fluency impose comparable demands on executive processes has been questioned (Perret, 1974) . However, the current results indicate that the two types of fluency are equivalent in sensitivity to frontal dysfunction, consistent with other evidence that semantic fluency, like phonemic fluency, does tap executive processes. Brain imaging studies during semantic fluency performance, for instance, have shown activation in the dorsolateral prefrontal cortex (Cardebat et al., 1996; Pujol et al., 1996) . Moreover, semantic fluency presumably implicates the same executive processes thought to mediate phonemic fluency performance, such as initiation, efficient organization of verbal retrieval and recall, and self-monitoring; the only notable exception is the need to suppress habitual responses in verbal categorical behavior (Perret, 1974) . Thus, it may be that this latter aspect of phonemic fluency performance is a less important component of the executive requirements of the task than has previously been presumed. However, in addition to being sensitive to frontal damage, semantic fluency is also very sensitive to temporal pathology. Temporal patients were substantially (although not significantly) more impaired on semantic fluency (r ϭ .61) than were frontal patients (r ϭ .54; ⌬PV accounted for ϭ 8.1%). Moreover, temporal patients were significantly more impaired on semantic fluency (r ϭ .61) than on phonemic fluency (r ϭ .44), suggesting that a compromised semantic system is a more important determinant of impaired performance than executive dysfunction. The current results, therefore, provide strong evidence that, relative to phonemic fluency, tests based on semantic criteria are equally sensitive to frontal insult and, contrary to Perret's (1974) contention that tests of phonemic fluency impose greater executive demands, are in fact comparable in this respect. However, semantic fluency is most affected by damage to the semantic system because larger deficits are associated with injury to temporal structures.
Substantive Versus Artifactual Differences?
A number of the mean effects identified in the current study were associated with nonsignificant estimates of Q. Because Q quantifies the degree of heterogeneity between the studies contributing to a particular mean, this is consistent with Hunter and Schmidt's (1990) contention that much of the variability between studies is artifactual. That is, once sampling error was removed, no significant variance between the studies contributing to each of these mean effects remained. However, when K is relatively small, the power to detect heterogeneity is low (Hedges & Olkin, 1985) . Because for many of the mean effects associated with nonsignificant estimates of Q a relatively small number of groups contributed, it may be premature to conclude that the studies contributing to each of these respective means measures a common underlying parameter (i.e., as is well known, one cannot prove the null hypothesis). Thus, all that can be said is that, for some of these effects, the results are consistent with the null hypothesis of homogeneity of effects.
Further, approximately half of the mean effects were associated with significant heterogeneity. Thus, in addition to artifactual variance, there is evidence of substantive differences between studies beyond lesion location and laterality. Differences between studies in terms of cause, chronicity, and lesion laterality may account for these differences, and Stuss et al. (1998) have identified these and other variables as potential moderators of effects. However, much of this variance will be bundled up within rather than between studies, and thus the specific influence of each cannot be explored in the current study (e.g., there were insufficient studies that were restricted only to chronic vs. acute patients). The heterogeneity statistic Q quantifies the degree of heterogeneity between studies but cannot address the degree of heterogeneity within each of the studies contributing to a mean. However, it is recommended that if future primary research breaks down their samples more fully, meta-analysis should be conducted to address those variables that moderate performance on tests of verbal fluency.
Verbal Fluency Relative to Other Cognitive Measures
As discussed earlier, if phonemic and semantic fluency deficits are to be legitimately regarded as reflecting executive dysfunction,
it is important to demonstrate that patients with frontal damage are more impaired on such measures than on measures that impose only minimal executive demands. This was particularly important for VIQ, and indeed, reflecting the verbal nature of these measures, consistently larger deficits were found for patients with left as opposed to right focal lesions.
The weighted difference between phonemic fluency and IQ in terms of the PV accounted for by group membership was quantified for frontal, nonfrontal, and, specifically, temporal patients. For frontal patients, the mean difference was substantially larger than the corresponding difference for both nonfrontal and specifically temporal patients (⌬PV ϭ 19.4% relative to 0.8% and 2.4%, respectively). Therefore, only for frontal patients can phonemic fluency deficits be regarded as differential deficits.
Moreover, for frontal patients, group membership (i.e., frontals vs. controls) accounted for approximately three times more variance in phonemic fluency performance relative to the TMT-A. Thus, psychomotor slowing alone cannot account for the substantial phonemic fluency deficit associated with frontal dysfunction. However, for patients with nonfrontal damage, the phonemic fluency deficit was comparable to the deficit for TMT-A, and this was reflected in the PV accounted for by group membership on the two measures (i.e., they differed by less than 1%). Again, this suggests that, although phonemic fluency deficits associated with frontal damage reflect executive dysfunction, where there are nonfrontal injuries, deficits are consistent with more generalized impairment.
Finally, phonemic fluency was more sensitive to frontal damage than both the WCST-CC and WCST-PE (rs ϭ .58, .40, and .50, respectively). It has been noted that WCST-CC, although a widely used measure, has failed to consistently differentiate patients with frontal insult from healthy controls (Axelrod, Goldman, Heaton, & Curtiss, 1996; Crawford & Henry, in press; Mountain & Snow, 1993; R. M. Reitan & Wolfson, 1994) . Although the WCST-PE was more comparable to phonemic fluency in sensitivity to frontal dysfunction than the WCST-CC, the WCST-PE was poorer at differentiating between frontal and nonfrontal insult relative to phonemic fluency, as was the WCST-CC. Thus, phonemic fluency was not only more sensitive but had better specificity for frontal damage because it accounted for substantially more variance in frontal relative to nonfrontal groups than either the WCST-CC or WCST-PE. Conclusions are, however, limited by the fact that only one study to date has simultaneously assessed performance on these three measures in nonfrontal patients, indicating an important area for future research.
Conclusion
The current results provide strong support for the validity of both phonemic and semantic fluency as executive measures and indicate that the former is more sensitive to frontal dysfunction than either the WCST-CC or WCST-PE and has better specificity. For frontal, but not nonfrontal, patients, the phonemic fluency deficit qualified as a differential deficit. Moreover, the results challenge Perret's (1974) much-cited conclusion that, relative to semantic fluency, phonemic fluency is more sensitive to executive dysfunction because the mean effect sizes for the total frontal group were comparable for the two types of flu-ency. However, semantic fluency is more sensitive to temporal than frontal lesions; thus, semantic fluency appears to be most dependent on the integrity of semantic memory rather than executive processes. Thus, because both measures place comparable demands on frontal structures, but semantic fluency is relatively more dependent on temporal structures, it is suggested that comparison of the relative magnitude of deficits on phonemic and semantic fluency may be used to draw inferences regarding the prominence of executive dysfunction and semantic memory dysfunction, respectively, and, when in the context of performance on other cognitive measures, whether these deficits qualify as differential deficits. 
Studies Included in Quantitative Review
