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Abst rac t - -The  paper deals with a continuous distillation process under stochastic rate of inflows 
collected in a feed tank. The aim of analysis is to find a robust control of extracting feed from the 
tank over a certain t ime horizon such that - -w i thout  knowledge of future realizations of the inflow 
ra te~ome level constraints in the feed tank will be met with high probability. This approach relies 
on formulating and numerically treating probabilistic onstraints. The inflow rate is considered as 
a stochastic process for which two basically different model assumptions are made: the first model 
assumes a Gaussian process, and thus reflects the superposition of many independent elementary 
inflows; the second model treats maybe the simplest case of a single elementary inflow profile, namely 
rectangular inflows with fixed rate and duration but stochastic start ing time. Numerical results 
i l lustrating both assumptions are presented, and advantages over the simple anticipation of nominal 
inflow profiles are highlighted. Q 2003 Elsevier Science Ltd. All rights reserved. 
Keywords - -P robab i l i s t i c  constraints, Stochastic optimization, Continuous distillation, Robust 
feed control. 
1. INTRODUCTION 
Chemical engineering processes are typically influenced by a variety of uncertain parameters. 
Following Pistikopoulos [1], the nature of these parameters can be classified into model-inherent 
(e.g., kinetic constants), process-inherent (e.g., flow rate and temperature variations), external 
(e.g., product demands and prices), and discrete (e.g., equipment availability and failure) uncer- 
tainty. A lot of work has been devoted to the consideration of such different kinds of uncertainty 
in the context of optimizing the design and control of chemical processes. For a nonrepresenta- 
tive list of publications in this direction, we refer to [1-10]. For making an appropriate choice 
of which solution method to use, it is important to realize the level at which uncertainty enters 
the model. For the design of chemical plants, for instance, the definition of a flexibility index by 
Swaney and Grossmann [9] has proven useful. The index measures the maximum deviation from 
a nominal design vector such that feasible control of the given process can be guaranteed. This 
quantity--being of deterministic nature has been extended later by Straub and Grossmann [8] 
towards stochastic flexibility. In this context, it is assumed that the control variables can be 
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fixed after the uncertain parameter has become certain (e.g., after some random variable has 
realized). The situation becomes conceptually different if the design of a plant or some operating 
unit is considered fixed, but the control variables have to be optimized under uncertainty, i.e., 
prior to the realization of some random variable. Of particular interest in such constellation is
the handling of constraints (e.g., product specifications, cheduling constraints, etc.). Of course, 
violation of constraints can never be excluded after fixing the control variable due to possibly 
extreme realizations of random parameters. The question then is how appropriately to handle 
such violations. Sometimes, constraint violations may be directly measured as costs (e.g., penal- 
ties for not meeting product demands, etc.). This allows us to disregard the constraint at all 
and to minimize a goal function instead, where an additional term for expected costs of con- 
straint violations comes into play. Frequently, however, not satisfying a restriction may result in 
compensating activities which are difficult to measure or even in a catastrophe as far as safety 
relevant conditions are concerned. In such situations, it is much more reasonable to formulate 
so-called probabilistic onstraints which require satisfaction of the restrictions at some high level 
of probability according to the distribution of the underlying random parameter. Such an ap- 
proach has been chosen, for instance, by Orqun et al. [7] when defining scheduling constraints 
in batch processes with uncertain operation time or by Terwiesch et al. [10] in semibatch pro- 
cess optimization with random data, where product specifications have to be met with a certain 
probability. 
The specific issue of uncertain feed characteristics in chemical processes has been addressed, 
for instance, by Eliceche et al. [5] and by Diwekar and Kalagnanam [4]. In this paper, we 
focus on the consideration of stochastic rates of inflow into a feed tank as part of an operating 
unit for continuous distillation processes. In contrast o the frequently made assumption of 
uncertain but constant flow rates, we are going to deal with a (discretized) stochastic process. 
Two basically different stochastic models will be considered: elementary inflows with constant 
rate and duration but random initial time on the one hand, and inflow rates as Gaussian processes 
on the other hand. The first model corresponds to a specific output of a single external process 
prior to distillation, whereas the second model typically reflects the superposition of a large 
number of such elementary external processes. This last case requires the efficient calculation of 
values and gradients for high-dimensional multivariate normal distributions in order to embed the 
numerical treatment of probabilistic onstraints into a sequential quadratic programming (SQP) 
environment for solving the optimization problem associated with the distillation process. In 
the first case, an appropriate analysis will lead to linear constraints which are easily dealt with. 
The paper will present several possibilities of modeling probabilistic onstraints and illustrate 
numerical results. 
2. MODEL 
For the ease of presentation, and since the focus of this paper is on the modelling and numerical 
treatment of stochastic parameters, we shall restrict considerations to the simplest case of a 
distillation system, the separation of a binary mixture in a flash unit. The resulting scheme of 
continuous distillation is illustrated in Figure 1. It is assumed that a permanent inflow stream 
of methanol/water mixture, coming from preceding industrial processes, has to be separated in 
an operation unit like the one framed in Figure 1. Here, the mixture is vaporized in a reboiler; 
the vapor--having a higher concentration i the more volatile component methanol--is liquefied 
in a condenser and extracted as distillate (D). Similarly, a bottom product (B) with higher 
concentration i the less volatile component, water, is extracted from the reboiler. Since the rate 
of inflow streams may have peaks and bottoms which the distillation unit is not able to operate 
on, a feed tank is interposed as a stabilizing buffer. Feed is extracted from the tank and directed 
to the reboiler in a controlled way, whereas the inflows are usually out of control. They may vary 
stochastically according to rate, composition, and temperature. In this paper, only the rate is 
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considered to be stochastic. The composition and temperature of feed in the tank is assumed to 
be constant here, since otherwise more complex mathematical models would arise. Our goal is to 
run the continuous distillation process in a way that consumes a minimum of energy and meets 
all necessary restrictions. The main control variables are given by the feed extraction rate and 
the heat consumption (Q) at the reboiler. The basic restrictions are defined by technologica]~ or 
physical constraints as well as by purity constraints on the distillate and bottom product. 
condenser 1 
B 
Figure 1. Scheme of continuous distillation i  a flash unit. 
A specific set of constraints i given by the minimum and maximum filling levels in the feed 
tank (/min and /ma× in Figure 1), as these are influenced by the random character of the inflow. 
A difficulty in the treatment of these constraints arises from the fact that the decision on optimal 
control (i.e., profiles of feed rate and heat input) has to be made unaware of the inflow's realization 
as a stochastic process. Of course, when carrying out the optimization, one could rely on some 
typical or average inflow profile. In practice, however, the concrete inflow will deviate more or 
less clearly from the average one, so one will be faced very likely with impending violations of 
level constraints in the feed tank. These, in turn, require additional efforts in order to prevent 
the tank from running full or empty. Although such unpleasant events can never be avoided with 
absolute certainty, it is reasonable to seek for controls providing a satisfaction of level constraints 
with a high probability. We emphasize that we do not deal with short term reactions to inflow 
perturbations. Rather, we look for a long term (say one day, two days) control which is robust 
with respect o constraint violations. This does not exclude, of course, a reoptimization of the 
system after a few hours according to shifts of the operational state. The appropriate tools for 
achieving the goal are probabilistic onstraints which will be in the focus of this paper. For a more 
complex model relating to stochastic features of inflows in the framework of two energetically 
coupled distillation columns, we refer to [11]. 
In the following, we present he mathematical model behind the problem formulated in the 
introduction. The terminology relates to Figure 1. First, the deterministic dynamics of the flash 
unit system are fixed. Next, probabilistic onstraints are formulated for the feed tank. Finally, 
the abstract control problem is stated and discretized to end up at a finite-dimensional, nonlinear 
optimization problem. 
2.1. Dynamics  of the Flash Unit  System 
The dynamics of the flash unit system, consisting of reboiler and condenser, are governed by 
the following semiexplicit ndex-one-system [12] of differential and algebraic equations. 
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total mass balance: 
component bMance: 
energy balance: 
enthalpy calculation: 
sum balance: 
vapor liquid equilibrium: 
pressure drop equation: 
Reboi ler  
d 
, ,(MR~ = F - V - B, 
dt 
d (MR X~a) =F .Z1  V .X  v B.  1,R, . . . .  X L 
dt 
d HF  Hv  d-t (MR.  H L) = F .  - V .  - B 
2 
HL /V  = ~ "~i,RYL/V "hLIV (T), 
i=1 
2 
~ xL /V  
i,R ~ 1, 
i=l  
X v = KdT ,  PR, X1,R, XR,2) 
Pc - PR = ~ (V,T, XV ,XV)  . 
HL+Q,  
X L i,R~ i = 1, 2, 
total mass balance: 
component balance: 
Total Condenser  
d 
d-t (Me) = Y - D, 
d 
-~ (Me . XLc )  = V .  X y - D X L 
, " 1 ,C"  
The used entities are (with indices R/C  referring to reboiler/condenser and F /L /V  referring to 
feed/liquid/vapor) 
F - (time variant) feed extraction rate; 
Zi - (constant) mole fraction of component i in the feed; 
H F /L /V  - molar enthalpy; 
h L/V - molar enthalpy of component i;
MR/c  - molar holdup of liquid; 
B - molar bottom product extraction rate; 
xL /V  ~,n/C - mole fraction of component i;
Q - heat transferred to the reboiler; 
K~ - vapor liquid equilibrium ratio for component i;
T - temperature at the reboiler; 
PR/c -  pressure; 
V - molar vapor flow rate; 
D - molar distillate withdraw rate. 
Among these quantities, Z1, H E, Pc are constants, F, Q, B, D are decision variables, MR~C, 
L H V X~R/C , H L are differential state variables, and X2,R/C, xvR/c ,  , T, PR, V are algebraic state 
h L/V g i ,  can be found in the literature [13,14]. In variables. A specification of the functions i , 
the model considered here, the vapor holdup is neglected and the enthalpy H L is used instead of 
the inner energy U L on the left-hand side of the energy balance. For a discussion of this slight 
simplification, we refer to [15]. 
2.2. Probabi l ist ic Feed Tank Constraints 
We assume that our optimization horizon is given by the interval [to, tl]. As mentioned in the 
introduction, the filling level l(t) of the feed tank has to satisfy the simple constraints 
/min ~ [(t) ~ /max, for all t E [tO,tl]. (1) 
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In view of the contradiction between the finite optimization horizon and the infinite nature of our 
continuous distillation process, one has to impose an additional so-called cycling constraint on the 
filling level. Otherwise, an optimal strategy with respect o energy consumption would certainly 
consist of running the unit on the lowest possible feed extraction level. This would result in a 
high filling level /(tt) at the end of the optimization horizon. If, for instance, l (t l )  =/max,  then 
it may well happen that there does not exist any feasible control of feed extraction for the next 
horizon It1, t2] due to the risk of violating the upper level constraint (when the inflow runs faster 
than the maximum possible rate of feed extraction). In other words, one has to make sure that 
optimization during any time period is not done at the expense of coming periods. This can be 
realized by the requirement that all inflow has to be processed over the interval, or in equivalent 
terms, the final and initial filling levels coincide: l ( t l )  = l(to). For a higher operational f exibility, 
it is reasonable to formulate the following slight generalization of the last constraint: 
l(tl) =z '  (2) 
Here, l ~ E [/min,/max] is any predefined end-level which may be in the middle of/rain and l ...... in 
the regular case, but which could also be appropriate to choose closer to /ma×, for instance in 
front of a week-end where no or few amounts of inflows only can be expected. 
Next, we are going to take into account he random character of the filling level caused by the 
stochastic nature of inflows. To this aim, denote by ~ the inflow rate which we assume to be a 
one-dimensional stochastic process. Now, the filling level as a function of inflow rate ~, of feed 
extraction rate F, and of time t writes as 
l(~, F, t) = lo + (~(T) -- F(T))  dT. 
Here, l0 denotes the initial level at to. Accordingly, (1) and (2) turn into uncertain constraints 
of the type 
lmin ~ l (~,F , t )  ~ l max, for all t E [to,tl] and l (~,F,  t l )  = l'. 
By 'uncertain constraint' we mean that at the moment of designing the control F for the future 
time period [to, Q], one cannot decide on its feasibility et, since the realization of the stochastic 
process { is unknown. It is obvious that an uncertain constraint cannot be treated in a proper 
way. An immediate remedy would be to replace the unknown parameter { by some typical profile 
of the inflow rate, or more precisely: by its expected value. For instance, the cycling constraint 
would then read as 
/(E~, F, tl) = l', (3) 
where 'E' denotes expectation. Now, the constraint no longer depends on ~; it just reduces to a 
simple linear constraint in the control F, which can be easily treated numerically. Equation (3) 
means that the final filling level will equal ~ on the average. Such an approach seems to be justified 
for the cycling constraint, since violations of (3) by single inflow realizations do not cause serious 
harm, and we may content ourselves with the fact that over many repeated optimization periods 
there will be no systematic gain on average by violating (3) in a specific period at the expense of" 
later periods. 
On the other hand, frequent violations of the level constraints (1), as they have to be expected 
when feasibility is reached only for an average profile of inflow rate, do cause troubles, the com- 
pensation of which is difficult to measure in terms of cost. Consequently, one may be interested in 
controls F being feasible with high probability according to the distribution of ~. More formally, 
one may require that 
p (/min <~ l(~, F, t) <~ /max, for all t e [to, tl]) _> p. (4) 
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Here, P refers to the probability measure associated with ~, and p E (0, 1) is some probability 
level at which we require the inequalities inside parentheses to be fulfilled. Again, we have passed 
from an uncertain to a well-defined constraint with respect o the control variable F only. The 
dependence on ~ got lost by taking the probability, so we call (4) a probabilistic onstraint. In 
contrast o using expectation, the satisfaction of constraints can now be modelled in a much 
stronger sense. For instance, by choosing p = 0.9, a feasible control profile of F would guarantee 
that the entire profile of the filling level l meets the upper and lower constraints for, say, nine 
out of ten realizations of the inflow rate profile ~. 
Reinspecting (4), we note that there is some flexibility in passing from uncertain to probabilistic 
constraints when time is involved as an index: one could have equally well formulated the following 
relation: 
p (lmin ~I(~,F,t) _~ lmax) >p,  for al lt  e [t0,Q]. (5) 
The difference between (4) and (5) is that in the latter case it is not required that almost all of 
the entire profiles are feasible but only the somewhat weaker condition that at each time almost 
all profiles are feasible. This kind of feasibility does not exclude that all profiles are infeasible 
at certain (different) times. We want to refer to (5) as pointwise and to (4) as simultaneous 
probabilistic onstraints. Which one of the two formulations is chosen depends on a careful 
analysis of the purpose of constraints. From a methodological point of view, (5) seems to be 
less tractable in that one deals with an infinite number of inequalities instead of a single one as 
in (4). Problems involving infinitely many inequalities are properly treated in the framework of 
semi-infinite optimization, but after discretizing time (see below) one is back to the finite case 
anyway. Actually, the numerical treatment of (5) turns out to be much simpler than that of (4) in 
many situations due to the possibility of restricting to one-dimensional probability distributions, 
whereas distributions of possibly high dimensions have to been taken into account for (4). 
Another flexibility in the formulation of probabilistic onstraints for feed tank levels arises from 
the joint (as in (4) and (5)) or separate satisfaction of the lower or upper level, respectively. Both 
kinds can be mixed with the above-mentioned distinction between pointwise and simultaneous 
constraints. To give an example, separate simultaneous constraints would read as 
p (/min _~ l(~, F, t), for all t e [to, tl]) _> Pl, 
(6) 
p (/max _> l(~,F,t), for all t E [t0,tl]) ->P2. 
Separate constraints allow us to assign different probability levels to the single restrictions, which 
is useful in case violations have different impacts. Again, the question of whether to use separate 
or joint constraints depends on the context; sometimes the point of view may be fluent. The 
general relation between the constraints (4)-(6) is that (4) is stronger than the other two. There 
is no general relation between (5) and (6) but both may turn out to be equivalent in special cases 
(see end of Section 3.2). 
As already mentioned, both formulations (4) and (5) yield well-defined constraints in the 
control variable F only. However, the functional dependence on F is not given analytically, so 
calculating values or even gradients of these implicit functions of F remains the major challenge 
in the implementation of the stated probabilistic onstraints. In Section 3, we shall specify 
appropriate solution procedures for two basic models of the stochastic inflow rate. 
2.3. The  Nonl inear  Opt imizat ion  P rob lem 
We are now in a position to set up our control problem in the following compact way: 
min J(u) 
subject o 
= f(x,y ,u) ,  
g(x, y) = o, 
(P) 
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x(to) = zo, 
l (E~,u, t l )  = l', 
p (lmin ~ l(~,u,t) Vt E [t0,tl]) _~ Pl, (P)(cont.) 
p(lmax >_ l(~,u,t) Vt E [t0,tl]) >P2, 
uEU,  xEX,  yEY .  
Here, u, x, y, ~ are functions defined on our optimization interval [t0,tl] and representing 
control, differential state, algebraic state, and random variables, respectively. For instance, 
u = (F,Q, B, D) comprises the extraction rates for feed, bottom, and distillate products, as 
well as heat supply. The state variables consist of all the remaining physical quantities in the dy- 
namics of the flash unit system. Finally, ~ refers to the stochastic inflow rate. The goal function 
to be minimized is the total heat consumption 
Ji' J(u) = Q(t) dt. 
We assume that the condenser cooling duty is negligible since it will not influence our solution 
approach, and furthermore, it depends on the specific circumstances whether or not additional 
costs arise by cooling. 
The first three equalities in the constraints above contain the differential and algebraic equa- 
tions of the dynamics described in Section 2.1 as well as initial conditions. The following three 
inequalities relate to the cycling constraint (3) and to the (separate and simultaneous) probabilis- 
tic feed level constraints (6). The abstract constraints at the end represent simple bounds on the 
control and state variables; in particular, u E U incorporates limitations on the feed rate, heat 
supply, and flow rates for bottom and distillate products, and x E X includes purity conditions 
on the bottom and distillate products as well as constraints for the holdup in the reboiler and 
condenser while y E Y defines bounds on physical quantities like temperature, pressure, etc. 
A common approach for solving control problems like (P) is the so-called irect method, where 
the differential equation is discretized and the corresponding functions are finitely parametrized 
in order to yield a (possibly large scale) nonlinear optimization problem in finite dimensions. In 
our case, it may be written as 
min ~a(u) 
subject o 
G(x, y, u) = O, 
hl(E~, u) = l', (NLP) 
P(h2(~,u) <_ O) >_Pl, 
P(h3(~,u) <_ O) >_ P2, 
uEU,  xEX,  yEY ,  
where now u, x, y, ~ are finite-dimensional vectors. A collocation approach will be used here 
to discretize the differential algebraic equation (DAE) [16-18], and the obtained optimization 
problem is then solved by the SQP method SNOPT [19,20]. 
SQP methods are widely used in the context of direct discretization of control problems 
(see [16-18,21]). Applications to chemical process engineering can be found in [22--27[. At 
each point of a major or outer iteration, SQP methods olve a quadratic approximation of the 
nonlinear optimization problem to find a new search direction. In SNOPT, the approximated 
Hessian is projected to the null-space of the matrix formed by the set of active constraints at an 
outer iteration point. SQP methods using projected Hessians (or projected Newton-like updates) 
in such a way that the algorithm is decoupled into range and null spaces are called reduced 
SQP methods. Full space SQP methods take advantage of the problem structure and the overall 
sparsity of the problem [22]. 
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The direct methods may be divided into simultaneous and sequential ones [22,24,25]. Sequential 
approaches solve a small optimization problem containing only the control variables, while the 
DAE is solved by a separate DAE solver in each major iteration. Simultaneous methods, such 
as those based on collocation, solve the optimization problem and the discretized DAE at the 
same time. Thus, a large-scale but well-structured and sparse problem in the control and state 
variables has to be solved [24,25,27]. Simultaneous methods are said to be potentially faster than 
sequential ones but require more implementational effort. 
Here, we use a direct simultaneous approach based on collocation. The control variables are 
discretized by piecewise constant functions. The grid for the index-one DAE is chosen as a 
refinement of the grid for the controls. On each subinterval of the refined grid the DAE is treated 
by a three stage Radau I Ia (collocation) scheme [28,29]. The resulting collocation conditions are 
formulated in terms of the algebraic variables and in terms of the derivatives of the differential 
state variables at the collocation points [17,18]. Additional conditions are needed to ensure 
continuity of the state variables. For consistency purposes, these conditions cannot be required 
for all variables but only for part of the variables depending on the index. Since the differential 
index of our DAE is one, it is sufficient o restrict the continuity condition to the differential 
state variables [30]. 
3. STOCHASTIC  MODELS FOR THE INFLOW RATES 
As announced in the introduction, we shall consider two basically different models for the 
stochastic inflow rate: a model describing some elementary single process of inflow generation 
and a model reflecting the superposition of numerous uch elementary processes. Both situations 
may be relevant in practice depending on the nature of external production prior to distillation. 
We start with the model relating to a lot of independent elementary processes of equal structure. 
According to the law of large numbers, it is reasonable to assume that the rate ~t of overall inflows 
is a Gaussian process, which means that each finite selection (~,r l , . . .  , ~,rn) of random variables 
with Vl, . . . ,  T,~ E [to, ty] has a multivariate normal distribution. 
3.1. Inflow Rates with Mult ivar iate Normal  Distr ibut ion 
We now pass to the discretized viewpoint of our optimization problem. Let To < ... < TN be 
a subdivision of the time interval [t0,tl] with v0 = to and ~N = tl. For such fixed subdivision, 
we may identify the average inflow rate ~ during the interval [~'~-1, T~] with the total amount 
of inflow over this period (i = 1 , . . . ,N) .  According to the statement above, it is assumed 
that the N-dimensional random vector ~ = (~1,..., ~g) has a multivariate normal distribution, 
i.e., ~ ,,~ Af(#, E), where # and ~ are the expectation and covariance matrix, respectively, of ~. 
Figure 2 illustrates an example for the distribution of ~ for N = 32 (the resulting data points are 
joined to yield curve plots). 
The thick curve represents the expectation p or an average profile of inflow rates over the 
interval [to, tl]. Thin curves correspond to ten different samples or realizations of the inflow 
rate process around its expectation. The covariance matrix 5] influences the smoothness of the 
sample curves. In the extreme case of ~ being diagonal, the inflow rate at any time does not 
correlate with the rate at a different ime. This results in completely irregular or n0nsmooth 
variations of the sample curves around the expected curve. In Figure 2, and for the subsequent 
numerical experiments, we have supposed a covariance structure with decreasing positive values 
at increasing distance in time. In practice, # and 5] have to be estimated from observed ata of 
the inflow process. 
In order to specify the functions hi, h2, h3 in (NLP), we note that the filling level in the feed 
tank at time ~-~ calculates as 
z0 + - E Fj, (7) 
j=l  j=l  
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inflow rate 
time 
Figure 2. Expected (bold) and sample profiles for multivariate normally distributed 
inflow rate. 
where 10 is the filling level at TO = tO and ~j, Fj refer to the amounts of inflow and feed extraction, 
respectively, during [zj-1, Tj]. NOW, the cycling constraint (3) requires that the expectation of 
the final filling level (at T N = t l )  equals l', i.e., 
N N 
j= l  j= l  
Taking into account that E~j = #j, the cycling constraint writes as the following simple linear 
restriction in the control variable F: 
N N 
j= l  j= l  
Next, we turn to the first probabilistic constraint in (P) (the second one being treated in the 
same way). According to (7), one may establish this lower level restriction in discretized form as 
P /min < lo + ~ j -  Fj; i= l , . . . ,N  _>Pl. 
j=l j=l 
Introducing the vector m with constant components l min - l0 and the matrix T having entries '1' 
on the lower triangle including the diagonal and entries '0' else, the above relation may be 
compactly written as 
P(T~ k TF  + m) >_ Pl. (8) 
In the following, (8) will be turned into an explicit constraint on the control F which can be 
treated numerically. To this aim, we apply the following affine-linear transformation of the 
random vector ~: 
IT (#-  ~)]k k = 1 , . . . ,g .  
Then, the transformed random vector ~ = (7/1,..., ~/N) is again multivariate normally distributed 
according to ~/~,, Af(0, R) where the covariance matrix R of ~/coincides with the correlation matrix 
of the original random vector ~. Denote by Cn the distribution function of 7, i.e., ¢n(z) = P(~7 <.:- z) 
for all z C R N. Furthermore, define an affine linear transformation a in R N via 
c~k(F) := IT (#-  F)]k - m k = 1 , . . . ,N .  
, 
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One obtains that P(T~ > TF  + m) = P(~I <- a(F)) = (~(a(F)) .  Consequently, (8) can be 
equivalently represented as the explicit constraint on F, 
(~,(a(F)) >_ Pl. (9) 
The function c~(F) being easily calculated from the given data, the whole issue of evaluating (9) 
hinges upon the ability of calculating ~,  hence, of calculating distribution functions of multivari- 
ate normally distributed and standardized (having zero expectation and unit variances) random 
vectors. A direct determination of (I) v via numerical integration of the normal distribution density 
is practically impossible for the dimensions we like to deal with (e.g., N = 20 - 30). A common 
way to estimate such distribution functions consists of different kinds of Monte Carlo schemes. 
The crude Monte Carlo estimator, however, will have quite a large variance for higher dimension. 
That is why, in our study, we rely on a specific variance-reducing and bound-exploiting Monte 
Carlo scheme as developed by Sz£ntai [31,32]. In this scheme, the $1- and S2-terms from the 
Boole-Bonferroni inequalities, which may be calculated by standard procedures for one- and two- 
dimensional normal distribution functions, are used twofold: on the one hand, they give rise to 
two additional Monte Carlo estimators for the values of (I)v, which can be linearly combined with 
the crude estimator in a way to provide a new estimator with minimum variance; on the other 
hand, $1 and $2 yield explicit upper and lower bounds on ¢~ which can be used a posteriori 
to improve again the last estimator in case it falls outside of these bounds. An improvement of
these bounds can be obtained by graph theoretical arguments; see [31]. For an overview about 
these techniques, we refer to [33]. 
Using the described method for ~)~, we are done with the treatment of constraint (9) as far 
as functional values are concerned. This would suffice when applying a simple value-improving 
optimization algorithm as the one by Nelder and Mead. Such algorithms, however, suffer from 
slow convergence and are not efficient with increasing dimensionality of the problem. Since in 
the present analysis an SQP method is to be employed, the additional knowledge of gradients of 
constraint functions is required. By the chain rule, V (~,  o a)(F) = V~(a(F ) )  o Da(F). As 
the Jacobian Da of the simple function a is readily computed, the whole question reduces to the 
determination of gradients of standardized multivariate normal distributions. Fortunately, this 
problem can be led back to the previously described treatment of values of such distributions. 
Indeed, the partial derivatives of • 7 can be analytically expressed in terms of values of an 
appropriate standardized multivariate normal distribution in dimension N - 1 along with the 
trivial computation of the density function. Furthermore, one could even proceed to arrive at 
analytical expressions for second partial derivatives of ¢~ in terms of values of an appropriate 
standardized multivariate normal distribution in dimension N - 2, in order to apply second-order 
optimization methods. We omit the detailed formulae here and refer instead to [11,33]. 
3.2. Inf lows wi th  Constant  Rate  and Length  but  Stochast ic  S tar t ing  T ime 
As an alternative model to the one described in the last section, we now consider simple rect- 
angular inflow processes with given side lengths, namely constant rate c and constant duration d, 
but the starting time of which is supposed to be random. This may be understood as one of the 
most elementary models for external processes prior to distillation. In contrast o the previous 
section, the Subsequent analysis will stress complementary aspects of modelling probabilistic on- 
straints according to the alternatives discussed in Section 2.2. More precisely, we shall consider 
the case of Pointwise joint probability constraints for the filling level as given by (5). Furthermore, 
the randomness being one-dimensional, it is possible to take into account arbitrary distributions, 
not just normal ones. Although this model might appear to be easier to handle than the previous 
one, it turns out that we have to distinguish between so-called moderate inflow, in which case 
the structure of the feasible set may be reduced to the trivial situation of linear constraints, and 
strong inflow which will turn out to be quite difficult to cope with numerically., We keep the mean- 
ing of all notation introduced so far with one exception: now, ~ shall denote the one-dimensional 
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random variable indicating the starting time of inflow rather than a stochastic process or random 
vector as before. Then, the random filling level at some arbitrarily fixed time T, calculates as 
i 
l(~, F, zi) = l0 + c min{max{ri - (, 0}, d} - ~ Fj, 
j= l  
i= l , . . . ,N .  
Applying this relation at time tl = ~-N, the cycling constraint (3) becomes the following linear 
equation in F: 
N 
Fj = 1o - l' + cmin{max{tl - E(, 0}, d}. (10) 
./=1 
On the other hand, the joint and pointwise probabilistic onstraint (5) considered at ~-~ writes as 
, ) P Imi lo +cmin{max{T~-( ,O} ,d}-  ~-~ Fj < l m~x > p. (11) 
j= l  
Similar to the previous ection, this probabilistic onstraint shall be transformed into an explicit 
constraint on F now. To this aim, we introduce the functions 
~l(F ) :=c  -1 zm'n-10+ Fj ; ~2(F) :=c -~ zmax- -z0+ZFj  , 
j= l  j= l  
/~(r, s) := P(min{max{ri  - ~, 0}, d} e [r, sl), for r <_ s. 
Note that a l (F )  <_ a2(F).  Now, (11) becomes 
jO(al(F),ot2(F)) > p. (12) 
Considering the disjoint and exhaustive probabilistic events ~-i < ~, ~ < ~-~ _< ~ + d, ( + d < T,, 
and using that d > 0,/3 may be represented as 
/3(r,s) = P(r~ < ~, 0 e [r,s]) + P(zi e [(,~ + d], ( e [Ti -- S,Ti -- r]) + P ( (+ d < r~, d E [r,s]). 
Recalling that a2(F) > 0 and d > 0, one obtains by complete case distinction that 
~(Ctl(F),o~2(F)) = { 
1, 
P(~ >_ ~-~ - c~2(F)), 
P(~ _< ~-, - a l (F ) ) ,  
0, 
P(~-~ - ~(F )  < ~ < ~-~ - ~(F ) ) ,  
if a l (F )  _< 0 and d _< a2(F),  
if al(F)  <_ 0 and d > c~2(F), 
if 0 < al(F)  <_ d <_ a2(F), 
if d < al(F),  
if 0 < a l (F )  and d > c~2(F). 
(13) 
For the final step of analysis, we distinguish between two qualitatively different situations. 
MODERATE INFLOW. ad <2 l max - /rain. 
This condition means that the total amount of inflow generated by the considered external 
process does not exceed the amount of feed which may be extracted between the limits of the 
tank. Translating (12) in terms of (13), we note first that the last case of (13) cannot happen 
under our condition above. Furthermore, using that Fj > 0 and/min < 1 t, the fourth case cannot 
happen by virtue of the cycling constraint (10), ( N) 
al(F)<_c -1 l ' - I o+ y~F j  <_d. 
j= l  
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Finally, due to p E (0, 1), the first case of (13) does not imply any restriction on F at all, so it 
remains to investigate the second and third cases. Taking into account hat the last case of (13) 
cannot occur, the restrictions imposed by these two cases in view of (12) can be summarized in 
the implications 
d > a2(F) ==~ P((  _< r~ - a2(F)) _< 1 -p  and exl(F) > 0 ==~ P(~ _< Ti -- cq(F)) _> p. 
With 
q l :=sup{z[P (~<z)_<l -P}  and q2 := inf{z [ P(~ -< z) -> P}, 
the above implications can be written as 
i i 
EFj<cdTlo-lmax==~EFj>c(T~-ql)+lo-lmax, nd 
j= l  j= l  
i i 
E Fj > l0 -/rain ==~ E Fj < c(ri - q2) + l0 -/rain. 
j= l  j= l  
Our condition for moderate inflow provides that l0 - /min  _> ad -1- 10 -- /max, and hence, the last 
relations entail the explicit restrictions on F, 
i 
lo-lmaX +cmin{d,'ri-ql} < EFj  <lo-lmin +cmax{O,~ri-q2}. (14) 
j= l  
We note that the quantities ql and q2 introduced above and needed in the evaluation of (14) 
usually coincide with the (1 -p )  and p-quantiles of the distribution function F~ associated with 
(unless this distribution function is locally constant for these levels in which case one has to 
pass to the largest and smallest values, respectively, z such that P(~ < z) < 1 -p  and > p, 
respectively). 
STRONG INFLOW. cd >/max _ /min .  
If the inflow is no longer moderate in the sense above, the feasible set may become disconnected. 
To give an example, consider the data 
/min ---- 0, l0 = l ~ = 5, /max = 10, C = 10, d = 2, N = 2, p = 0.5, 
with an interval [t0,tl] = [1, 5] discretized as {1, 3, 5}. Then, the control has just two compo- 
nents F1, F2. For the random initial time ~, it is assumed that it takes each of the two values 
one and three with equal probability 0.5. Figure 3 shows a plot of the feasible region which turns 
out to be disconnected here. The appearance of several connected components in the feasible set 
complicates the numerical solution of the corresponding optimization problem. However, convex- 
ity of the feasible set can be enforced in the case of strong inflow too, if the random variable ~ has 
a quasiconcave distribution (e.g., normal or uniform distribution, see [33]). This fact was proved 
in [34]. On the other hand, even if convex, the constraints are more complicated to describe in 
the case of strong rather than moderate inflow. Finally, for moderate inflow, the formulations (5) 
and (6) are equivalent (see [34]). 
Summarizing, for our second stochastic model, we have tO distinguish between a nice situation 
providing simple linear constraints on the control F and a situation which is more difficult to 
cope with. 
4. NUMERICAL  RESULTS 
In this section, we give numerical results for solving problem (P) in its discretized form (NLP) 
under the two basic models for the stochastic inflow rate described in Section 3. The calculations 
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Figure 3. Plot of the feasible region (two variables) for a specific situation of strong 
inflow. The line reflects the cycling constraint (10) and the shaded area corresponds 
to extraction rates F1, F2 satisfying the probabilistic constraint (11). The overall 
feasible set consists of the two bold line segments, and hence, is disconnected. 
in the SQP environment were carried out using the SNOPT code developed by Gill et al. [20]. The 
calculations of values and gradients of multivariate normal distributions required for treating the 
probabilistic onstraints in the case of Gaussian inflow rate were based on the FORTRAN ,:ode 
BERNOR by Sz£ntai. The considered time interval comprised a 16 hour horizon with the control 
variables discretized into N = 32 components and the state variables defined on a threefold finer 
grid. For illustrating the effect of using probabilistic onstraints, we compare the solutions with 
those obtained from simply relying on a typical or nominal profile of inflow rates. 
4.1. Resul ts  for the First Stochastic Mode l  
First, we present he results for the case of multivariate normally distributed inflow rate as 
discussed in Section 3.1. We assume a typical profile and a distribution of samples as depicted 
in Figure 2. The starting filling level 10 is chosen quite close to the upper limit 1 m~X such that a 
potential violation of the upper level constraint has to be taken care of. For the definition of the 
cycling constraint (3), we put l' =/0,  and hence, we expect he final filling level to coincide with 
the initial one on average. In other words, the feed extraction over the whole time interval [to, tl] 
has to meet the nominal inflow in that period. For a simple anticipation of the nominal profile 
of inflow rates, the optimal control of feed extraction and heat supply to the reboiler would be 
given by the solid lines in the two diagrams on top of Figure 4. 
As one can see from the lower left diagram of Figure 4, this solution leads to a feasible filling 
level (thick curve) in the feed tank when applied to the nominal inflow. Both the upper level and 
cycling constraints are satisfied. However, since the upper limit is reached at a certain time, it 
is not surprising that it is violated many times when applying the same feed extraction control 
to a set of realized samples of the inflow profiles. On the basis of 100 inflow samples imilar to 
the 10 thin curves in Figure 2, one obtains the filling levels represented by thin curves in the lower 
left diagram of Figure 4. Altogether, 49 of these violate the upper level constraint. If, instead, 
we impose probabilistic onstraints with probability levels Pl = p2 = 0.9 in problem (NLP) 
and proceed as described in Section 3.1, then the corresponding dashed control profiles in the 
diagrams on top of Figure 4 result. Their respective application to the nominal and sample inflow 
profiles lead to the filling level curves depicted in the lower right diagram of Figure 4. Again, the 
expected final level coincides with the initial one, so the cycling constraint is obviously satisfied. 
On the other hand, just six out of the hundred samples would lead to a violation of the tipper 
limit. In general, a gain in robustness i bought by a loss in the objective function. The potential 
benefit of using probabilistic onstraints i that the former may be large compared to the latter. 
In this example, for instance, the theoretical probability of constraint violation is reduced from 
approximately 53% to 10%, whereas the heat consumption, i.e., the area under the curves in the 
right upper diagram of Figure 4, has only slightly increased by approximately 0.4%. 
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Figure 4. Results for multivariate normally distributed inflow rates. Top: Profiles 
of optimal feed extraction rate and heat supply when assuming a nominal profile 
of inflow rates (solid lines) and when using probabilistic onstraints (dashed lines). 
Bottom: Filling level in the feed tank for the nominal and 100 sample profiles of 
inflow rate when applying the control based on anticipating the nominal profile (left) 
and based on probabilistic constraints (right), respectively. Note that the two bottom 
diagrams are differently scaled and that the required minimum level is outside both 
diagrams. 
4.2. Results for the Second Stochast ic Model  
We now turn to the second stochastic model, where the inflow is supposed to be a rectangular 
process with random initial time. This time, the starting filling level l0 is chosen quite close 
to the lower limit I rain. Furthermore, as in the derivation of Section 3.2, we consider pointwise, 
simultaneous probabilistic onstraints (5) at a probability level p -- 0.9. Since the statements 
in Section 3.2 did not require any specific distribution of the random initial time, we assume a 
uniform distribution on some interval here. The data are chosen in a way to meet the condition 
of moderate inflow. The results of computations are summarized in Figure 5 and have to be 
interpreted analogously to those of Figure 4. 
Again, there is a clear difference between the feed extraction controls for the cases of assuming 
nominal inflow profiles and of using probabilistic onstraints. As in Figure 4, the profiles for 
heat input are very similar to those of feed extraction. In both cases the same amount--up to 
0.05%--of total heat consumption results. On the other hand, much more of the 100 sample 
curves representing the feed tank filling level violate the lower limit in the first as compared to 
the second case. The precise number of violations is 41 versus 6. Note, however, that in contrast 
to Figure 4 we have imposed pointwise probabilistic onstraints now. This means that at each 
of the 32 times Ti, the probability of violation is considered separately. To get a clearer picture, 
Figure 6 shows the probability of constraint violation as a function of time for both controls. 
Actually, there seems to be no big difference if at all between the pointwise and the simultaneous 
viewpoints here. Summarizing, we arrive at quite a robust control of the filling level at practically 
no additional costs very much like in the first stochastic model. 
5. CONCLUSION 
We have described an approach of treating inflow with stochastic rate in a problem of continuous 
distillation where level constraints of the feed tank are formulated in a probabilistic way. Doing 
so, a feed extraction control can be designed for a future time horizon which is robust with 
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Figure 5. Results for a model of inflows with fixed rate and duration but random ini- 
tial time. The distribution of initial time is assumed to be uniform on some interval. 
The diagrams have the analogous arrangement and explanation as in Figure 4. 
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Figure 6. Probability of constraint violation as a function of time for feed extraction 
controls based on nominal profiles (solid curve) and based on probabilistic constraints 
(dashed curve). 
respect  to the  unknown inflow process. The  gain over ignor ing randomness  (by just  us ing typical  
or expected  profiles) could be demonst ra ted  numerical ly.  Accord ing genera l i zat ions  to s tochast ic  
const i tu t ion  and/or  temperature  of the  inflow are not  s t ra ight fo rward  and  require ana lyt ica l  and 
numer ica l  techn iques  dif ferent f rom those  cons idered here. The  reason is that  randomness  enters 
the  di f ferent ia l  equat ions  then.  
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