Job transitions and upskilling are common actions taken by many industry working professionals throughout their career. With the current rapidly changing job landscape where requirements are constantly changing and industry sectors are emerging, it is especially difficult to plan and navigate a predetermined career path. In this work, we implemented a system to automate the collection and classification of training videos to help job seekers identify and acquire the skills necessary to transition to the next step in their career. We extracted educational videos and built a machine learning classifier to predict video relevancy. This system allows us to discover relevant videos at a large scale for job title-skill pairs. Our experiments show significant improvements in the model performance by incorporating embedding vectors associated with the video attributes. Additionally, we evaluated the optimal probability threshold to extract as many videos as possible with minimal false positive rate.
INTRODUCTION
Career progression is a very important part of the career plans and goals of many working professionals. However, there are generally some hardships when attempting to transition to a new position in the dynamic job market today where new job sectors are constantly emerging with changing technologies and requirements. Job seekers are often required to acquire the skills necessary for the new position (i.e., upskilling). It is difficult to identify the most important set of skills among various job postings between employers, and further searching for suitable resources to learn these skills poses an additional challenge.
Many researchers and organizations have proposed and implemented various ways to model career paths and analyze the associated skill gaps. Some works mined professional profiles to model the similarity between career paths [10] , analyze job-hopping behavior [6] , and predict career transitions via career network model [7] and contextual embedding [5] . Xu et al. built job transition networks to detect talent circles for talent recommendation [9] . Wowczko analyzed skills demand based on job vacancy data [8] . However, it is still ultimately up to the job seeker to look for the appropriate resources to attain the skills they require.
Proceedings of the Data Collection, Curation, and Labeling for Mining and Learning, August 05, 2019, Anchorage, Alaska, USA CareerBuilder is a human capital management company with over 90 million users globally. It provides various products and services to assist users to find jobs. One of the products is Next Job, which is designed to guide users through potential career paths. This is achieved by our own job transition and job-skill networks modeled using a combined representation learning approach [1] . However, most importantly, the main focus of this work is that in addition to suggesting job titles and the related skills, we are incorporating the means to acquire these skills. Specifically, given a job title, Next Job provides the recommended job transition(s), the most critical skills needed for each new job title, and the resources to obtain these skills, if available. For instance, the Administrative Assistant can advance its career to an Administrative Coordinator or an Executive Assistant (shown in Figure 1 ). The additional skills that may be needed for an Executive Assistant include "Time Management," "Administration," "Clerical Works," etc. By clicking on these skills, the application is directed to a public educational video (hosted on YouTube) that aims to either teach or inform the user about this particular skill. An example snapshot of the video corresponding to the "Time Management" skill can be seen in Figure 2 , which provides tips for viewers to better manage time.
While there are an abundance and a wide variety of learning resources and materials publicly available, we believe that videos tend to be the most engaging option. Furthermore, even though many online platforms offer educational videos, they are often not free of cost and/or are limited to specialized topics. As a result, we selected YouTube because of the breadth as well as the depth of educational video contents it offers at no cost to the users.
The main challenges we faced when building this product are:
(1) Finding the appropriate video for a title-skill pair with acceptable video and audio quality. It is difficult to determine the subset out of all available videos that are suitable for the end-user. (2) Scaling this search for combinations of thousands of unique job titles coupled with tens of distinct skills per title. It is important to note that different job titles may share the same skills, but a video considered suitable for a certain job titleskill pair does not guarantee its usability for the same skill paired with another job title.
These tasks require careful data collection, curation, and labeling, all of which can be both expensive and time-consuming. Therefore, we designed and implemented a machine learning based system to automate our video collection and classification. 
END-TO-END SYSTEM FLOW
Our system is outlined in Figure 3 , and begins with the extraction of the raw jobs and resumes data that we have collected from employers and job seekers. These data are parsed and normalized for training our career path model [1] . This model consists of a job-job and a job-skill network that provide the next job along with associated skills given a current job title. In total, we have 5,425 unique normalized job titles [3] and an average of 15 normalized skill terms [2] per title.
We use the YouTube API 1 to retrieve the videos by feeding in our customized search queries. For each job title-skill pair, the query gets formed in three different ways to try to capture all related videos. Specifically, the queries are generated by (1) skill term (2) skill term + job title (3) "skill term" + job title 2 . The API calls are configured to fetch only video contents in English. Additionally, based on manual assessment, we find that limiting the video category to "Education" tends to yield results more relevant for our purpose. Next, we de-duplicate the extracted videos and repeat the retrieval step until we get up to nine unique videos per title-skill pair. If YouTube does not return enough results, we retain what we have and continue on.
For training our classifier, we first select around 350 titles and their associated skills. Then, our internal data quality team manually curated and assigned a binary label to each video (i.e., either a positive label for relevant or negative for irrelevant). The relevancy is decided solely based on the video content and irrespective of any video viewer statistics. This provided us with around 48,000 labeled videos to use for our model training. The distribution of positive and negative labels is roughly even with approximately 43% being positive. We select the Random Forest algorithm to perform our video relevance classification. Details of the model training and evaluation processes will be discussed in Section 3.
Finally, the classifier is used to automatically categorize the retrieved videos for the rest of our title and skill pool. As we maximize the precision of our model, we are able to confidently rely on it to determine whether a video is relevant or not. The videos marked as irrelevant get discarded and the remaining relevant videos can be displayed to the user.
EXPERIMENTS AND RESULTS
After the manual curation and labeling, the labeled video data set is split into training and testing sets with a ratio of 80:20 to respectively train and evaluate our classifier. Note that the distribution of positive and negative labels are roughly equal, with the positive (i.e., "relevant") being slightly less. We select the Random Forest algorithm to train our training set and tune the hyperparameters via cross validation. Then, we compare the performance on the testing set with two different sets of features used to train our model. Finally, the model utility precision and false positive rate Table 1 summarizes the features and their membership in the first feature set (namely, "feature set 1") and the second feature set (namely, "feature set 2"). The reference numbers correspond to the numerical labels shown in Figure 2 , illustrating some of the signals that are part of YouTube videos which we are able to retrieve and use for training our model. Note that a few of the features we used are not displayed on the graphical user interface but are nevertheless available via the API.
Training Features
Feature set 1 consists of only the statistics related to the video that can be extracted using the YouTube API, including the view, like, dislike, comment counts and the ratio between each count pair, video duration, and the number of days the video has been published for. Feature set 2 includes all the features from the first with the addition of embedding vectors [4] associated with the video title and description. We also incorporate three embedding vectors for the search query, job title, and skill (i.e., "Other vectors") as features. The embedding vectors used here are each 512-dimensional and generated using a pre-trained deep learning model that was built with our internal resume and job data and converts input text into the embedding vector space. Lastly, the cosine similarities between each of these vector pairs are added to the feature set.
Because precision is the most important metric to our system, we tune the model to maximize this metric. Table 2 shows the results for the precision, recall and f-score of each set of features used.
Optimal Probability Threshold
We use feature set 2 to further evaluate our model. Specifically, instead of using the model to predict a label directly (i.e., a probability threshold of 0.5), we let it output the probability of the label being positive. Then, we vary the positive probability thresholds over a range to compare the utility precision (P u ) and false positive rate (F PR). The utility precision is defined as
where the N predicted is the count of unique title-skill pairs with at least one video correctly predicted as relevant, and N labeled is the total number of distinct title-skill pairs with at least one video manually labeled as relevant. The false positive rate is defined as F PR = F P F P + T N where F P is the number of false negatives (i.e., incorrectly predicted positive labels), and T N is the number of true negatives. As such, the denominator of F P + T N denotes the total number of actual negative labels. Figure 4 shows the trade-off between the utility precision and the false positive rate as the probability threshold for our model varies. Setting too low of a probability threshold means that more relevant videos would be captured overall, but would also lead to higher chances of incorrectly marking an irrelevant video as relevant. The opposite trend would be exhibited by setting the probability threshold too high. Thus, we need to find a good balance between being able to obtain at least one relevant video per title-skill pair while maintaining a low number of wrongly categorized irrelevant videos.
DISCUSSION
The results shown in Section 3.1 demonstrate that the model performance is better when including the additional embedding vectors as training features. The most important metric (precision) value of 0.767 significantly outperforms the feature set without the embedding vectors. This can be explained by the fact that relevant videos tend to possess titles and descriptions which are helpful in determining its relevance. Thus, these vectors enable the model to better classify relevant videos that may be newer (i.e., have none Figure 4 : Utility precision and false positive rate vs. the model probability threshold. A low probability threshold yields a high utility precision but also a high false positive rate, while a high probability threshold results in low values of both utility precision and false positive rate.
or very low statistics counts) and irrelevant videos that may have favorable statistics. An example of each of these scenarios is shown in Table 3 . For the job title of "Recruiter, " an actually relevant video with low statistics is classified as irrelevant by the model when using feature set 1, but because feature set 2 takes into account the high vector cosine similarity values between the different attributes, it is able to correctly predict its label. In contrast, for the "Administrative Specialist," while the associated video possesses very high statistics and gets incorrectly labeled by the model with feature set 1, using feature set 2 allows the model to again consider the cosine similarities, which are relatively very low, between the video attributes, enabling it to predict the correct positive label. Therefore, by incorporating the embedding vectors for the various video attributes and the job title and skill, as well as the cosine similarity values between each vector pair, the model is able to better utilize all the available signals, which results in better performance.
Additionally, our evaluation of the utility precision and false positive rate in Section 3.2 demonstrate that a probability threshold of 0.6 yields the optimal balance between the number of relevant videos retrieved and the number of false positives. As can be seen in Figure 4 , as this point, the utility precision is relatively high around 0.5 while the false positive rate starts to flatten out to below 0.07. These results signify that our system is able to automatically select a relevant video for over half of the title-skill pairs with less than 7% error rate.
CONCLUSION AND FUTURE WORK
The Next Job product at CareerBuilder is designed to recommend suitable career paths for users and assist them in upskilling and preparing for their next job. For a given job title, the user is shown at least one potential job progression along with the skills that may be necessary to achieve such transitions. Each skill is associated with an education video, if available, to help the user learn and attain the skill.
As we have over 5,000 distinct normalized job titles, each with an average of over 15 recommended skills, there are two major challenges that we have to overcome. The first is to be able to find appropriate videos for each of the title-skill pairs, and the second is to scale this video retrieval for all such pairs. Therefore, we designed a data collection and classification system to automatically extract relevant videos for each title-skill pair.
The evaluation results for our system show that the machine learning classifier performance is significantly improved by incorporating the embedding vectors associated with the video title and description, and the search query, job title, and skill as features along with the video statistics. These additional features allow the model to take more useful signals into consideration. Furthermore, we found that by adjusting the probability threshold of the model for positive label, the system can achieve an optimal balance between utility precision and false positive rate. This allows an automated retrieval of relevant videos for over 50% of the title-skill pairs with a false positive rate of less than 7%.
A limitation of our proposed system is that it only performs binary classification (i.e., relevant or irrelevant) on training videos for a given job title-skill pair. In practice, the model would fall short in discovering training videos suitable for users having different skill proficiency levels (e.g., beginner, intermediate, advanced). Secondly, it would be interesting to track user interactions toward the suggested videos and integrate these feedback signals to improve our recommendations; for instance, replacing videos that users dislike (skip or stop early on). A reinforcement learning framework would be a suitable technique to overcome this limitation. We leave the development of such a framework as our future work.
