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Abstract. In this paper, I give a new proof of Hiraguchi’s Theorem that the dimension of an n- 
element partially ordered set is at most [-&u] . The signGcant feature of the proof is the lemma 
which states that a partially ordered set has either a cover of rank 0 or a pair of covers with 
elements of one incomparable with elements of the other. 
1. Introduction 
In 194 1, Dushnik and Miller [ 21 introduced the concept of the di- 
mension of a partial ordering, namely the smallest number of linear 
orderings whose intersection is the pqrtial ordering. Ten years later, 
Hiraguchi gave a proof of the rather deep result that the dimension of 
a paztial ordering of an n-element set is at most the greatest integer 
less than or equal to &n (for n 2 4). In this paper, I give a new proof 
of Hiraguchi’s theorem. Since Hiraguchi’s paper is not readily available 
and since my proofs of Hiraguchi’s fundamental lemmas are different 
from his, I shall give a complete exposition of the proof of the theorem 
rather than describing only the fundamental outlines. 
The broad outlines of Hiraguchi’s proof are these. He shows that 
removal of a chain or a pair of chains whose elements are pairwise in- 
comparable from a partially ordered set reduces its dimension by at 
most two. He shows that removal of a maximal and minimal element 
which are incomparable reduces the dimension of a partially ordered 
set by at most one. He defines elementary chains (covering pairs) of 
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rank zero and one and shows th;it the removal of one such covering 
pair reduces dimension by at most one. He shows that if a partially 
ordered set has 7 or fewer elements. then it has an elementary chain 
(covering pair) of rank 0 or 1. Fnally he shows that if the height of a 
poset is 2 or less (no chains have length greater than 3), if every max- 
imal element is comparable with every minimal element and no elemen- 
taq in (covering pair) is of rank zero, then there are two elementary 
CllC )se elements are pairwise incomparable. 
Hiraguchi puts all these results together in an inductive proof as fol- 
101~s. He first verifies that when the set has between four and seven 
elements the theorem is true. Next, he shows that if the height of the 
poset is 3 or more, then removal of a chain with four or more elements 
allows one to use the inductive hypothesis, and if the height is 1 or 0, 
removal of an incomparable pair of maximal or minimal elements (if 
they exist) allows one to use the inductive hypothesis. He then takes 
advantage of the fairly special cases to which he can reduce the theorem 
in the case in which the height of the poset is 2 to reduce this case to 
the inductive hypothesis also. 
My proof differs from his in the follcwing ways. Hiraguchi constructs 
many linear orderings in his proofs of the basic lemmas about the ef- 
fect on dimeu;sion of removing one or two chains; removing an incom- 
parable pair of maximal and minimal elements and removing a cover 
of rank zero. I have replaced most of these constructions with a lemma 
that is essentially avariant of the basic lemma used to prove Szpilrajn’s 
theorem [Lc] . I then prove that a partially ordered set contains either 
a cover of rank zero or two covering pairs with elements of one pair in- 
comparable with those of the other and that the second circumstance 
can occur in a partially ordered set of height 2 or more only if the set 
has at least nine elements. My inductive proof then consists of verifying 
the theorem for partially ordered sets with four or five elements and 
. removing either a covering pair of rank 0, two covering pairs whose 
elements are incomparable, or in one case a maximal element and a 
minimal element which are incomparable to reduce the case where the 
set has n elements to the case where the set has fewer than n elements. 
2. Preliminary results 
By a chain of a partially ordered set (X, P), I mean a subset of X 
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linearly ordered by P. By a cover (x, y) of a partially ordered set I 
mean a pair of elements x and y such that x covers y. I sxy x is above 
y in P if the ordered pair (x, y) is in P and x is below y if (y, x) is in P. 
A cover (x, y) is said to have rank zero if every element above y is 
above every element below x. We use the symbol d(P) to denote the 
dimension of the partially ordered set (X, P) and PIA to denote the 
restriction of the relation P to the set A. We say a relation Q on X is 
an extension of the relation P on X if Q 2 P. 
We shall frequently wish to construct Gxtensions (mainly linear) of 
P from extensions of the restriction of P to a subset of X. This is the 
purpose of Lemma 2.1. By the transitive closure of a relation I mean 
the intersection of all transitive relations containing the relation. 
Lemma 2.1. Let (X, P) be a partially ordered set; ledt Q be an extemion 
of the restriction of 2 to a subset of X. Then the transitive closure 0~. 
P u Q is a partial ordering. 
Proof. Fdr the purposes of this proof, a string of symbols of the form 
xPyQ1~ means (x, y) is in P and (y, w) is in Q. This compact notation 
is read in the same way that we read a string of relations involving “=” 
and “r”, and simplifies things in the same way that such a string does. 
We shall assume Q = PI y. 
I claim that the transitive closure of P u Q is the set 
T= PU ((x,y)j 3 u, u in Y withxPtiQvPy) . 
Clearly, T contains P and Q, so we only need ask if it is transitive. How- 
ever, if (x, y) and @, z) are in T, suppose one pair (say (x, y)) is ii1 P, in 
which case we have xPyPuQvPz for some u and v in Y. Since P is tran- 
sitive, this becomes xPuQvPz which shows that (x, z) is in T. (A similar 
computation would work if we said 0, x) is in P ) 
Suppose neither (x, y) nor (j, z) is in P Then xpUQv&PtQwPz for 
appropri& U, v, t and w in Y. However, since P is transitive, we have 
u!‘t, and since Q contains the restriction of P to Y, we have vet. T’hus 
since Q is transitive and uQvQtQw, wt, have uQw, so that we also have 
x&QwPz, which means that (x, z) is in 5;“. Mow clearly any ordered 
pair in T is in any transitive relation conaining P and Q, so that T is 
the transitive closure of P and Q. 
Now we must show that T is antisy.mmetric. If (x, y) and (y, x) are 
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in l’, then either one pair is in P (or both are and x = y) or neither is 
in P. If (x, y) is in P and (y, x) is not in P, then x~YPUQVPX. However, 
since P is transitive, we have xpU, so that we also have xP~QvPxPu. Us- 
ing the transitivitqr of P, we have t Pu, and since both u and v are in Y, 
this means UQU, :(I v = u. Thus uAi, and we have xpVpX, which means 
x = y as desired. If neither (x, y) nor (y, x) are in P, then we have 
xPuQv&4’tQwl?~ Since P is transitive, we have vPt, and since v and 
t are in Y, we have uQvQtQw or simply uQw. Thus x&QwpXpU, or 
xPuQwPu, and since w and u are in Y, this gives us uQwQu or u = w. 
Then, as above, x = JL This proves that T is a partial ordering. 
i=oroUary 2.2. Let L be a linear extension of the restriction of P to Y. 
Then there is a linear extension of P containing L. 
A second important lemma we shall use in order to construct linear 
orderings is the following. 
Lemma 2.3. Let C bc~ a chain of’s partially ordered set (X, P). Then &he 
transitive closure of 
P u ((x, c) \ c is in C and x is incomparable with c) 
is a Lgartial ordering. 
Proof. I claim that the transitive closure in question is the set 
T = P U ((x, y) 1 x is incomparable with c in C and (c, y) is in i”) 
First we note that T is transitive; for if (x, y) and (,,, Z) are in T, either 
both are not in P, or one is in P, or (x, z) is in P and thus in T. 
Suppose first that neither (x, y) nor (u, z) is in I? Then x is incompar- 
abk with cl, y is below c1 and incomparable with c2 while z is below 
c2 for some cl and c2. Now x cannot be below cz in P since it is in- 
comparable with cl . Thus it is either above c2 in P olr incjmparable 
with c2 in P, in either case, (x, z) is in T. 
Suppose now that (x, y) is in P, and (y, z) is not in R Then y is in- 
xjmparable TNith c in C and z is below G; but since x is above y, it is 
either above or incomparable with c. Thus (x, z j is in T. Similarly,, if
<y, Z) is in P, and (x, y) is not, x is incomparable with c in C, y is be- 
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low c and z is below y and thus below c. Thus (x, 2) is in T. 
We must now check that T is antisymmetric. If (x, u) and (Y, x) are 
in T and not in P, then x is incomparable with cl in C, while y is below 
cl and y is incomparable with c2 in C while x is below c2. We may as- 
sumc that cl is above c2 - but then x is below c J since it is below c2, 
so this case carinot occur. If (x, v) is in P and @, x) is not in P, then y 
is incomparable with c in C and x is below c. However, y is below x, so 
it must also be below c, so this case cannot occur. Thus (x, y) and 01, x) 
are in P so that x = y. Thus T is a partial ordering. 
Coronary 2.4. Let C be a chain of the partial ordering (X, P). Then there 
is a linear extension of P in which each element incomparable (in P) 
with something in C is above everything in C with which it is incompar- , 
able. 
Corollary 2.5. If C, and C2 are chains of the partially ordered set (X, P) 
and each element of C, is incomparable with each element of C,, then 
there is a linear extension of P in which each element of X incomparable 
(in P) with something in C, is above each element in C1 with which it is in- 
comparable, and each element ofX incomparable (in P) with something 
in C2 is below each element of C, with which it is incomparable. 
Proof. Construct he set T of Lemma 2.3 with C replaced by C, . If x is 
incomparable in P with c in C, : then, in T, x is incompar(able with or 
below c; for if /-- I+ cj were in T, c would be comparable with some 
element of C, . Now C2 is a chain of the partially ordered se.: T9 arnd 
clearly Lemma 2.3; implies that 
((2, x)1 (z, c) IS in T and x is incomparable with c for 
some c in C, ) 
is a partial ordering. By Szpilrajn’s theorem [4], there is a linear exten- 
sion of this ordering. This proves the corollary. 
We need four other well known and simple results before embarking 
on the proof described in the introduction to the p’aper. 
Lemma 2.6. If x is a maximum (minimum) ele.ment of the partially 
ordered set (X, P), then d(Plx, tx 1) = d(P). 
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Proof. Write Plx,(x. as an intersection of linear orderings; then place 
x at the top of each one. The intersection of new linear orderings is R 
Emma 2.7. If (X, P) is a partially ordered set and there are partial OF 
derings P, and P, of subsets of X such that P = P, u P,, with 
P, n P2 = 0, then d(P) = max (ci(P1 ), d(P, )). 
Proof. Elements in one of the subsets of X are incomparable with those 
of the other. Write P, and P2 as intersections of linear orderings; 
-pl = L, n . . . n Lk, P, = L; n . . . (7 L&. 
Place L 1 above L; to form L r, L; above L, to form L r, then place Li 
or Li together in any way until either the Li or 1;; run out. Suppose the 
Li run out. Form Lc,,, . . . . Lz by putting L, and Li+r together ap- 
propriately. Trivia!ly, P = Lr CT Lq n . . . n Lg. 
Theorem 2.8. The dimension of a partially ordered set is less than or 
equal to the number of elements in an antichain of maximum size. 
Proof. Let A be a maximum antichain of (X, P); then by Dilworth’s 
theorem [ 1 ] there is a collection of chains Ca, one for each a in A 
such that X = Ua Cc. For each Ca !, let La be the linear extension guar- 
anteed by Corollary 2.4. Clearly, P = fl a La, thus the dimension of P 
is less than or equal to the cardinality of A. 
meorem 2.9. Let C be a chain of the partially ordered set (X, P). Then 
d(P) 5 d(Pl& + 2. 
Proof. This theorem is the special case of Theorem 2.10 in which one 
of the chains is empty. 
Theorem 2.10. Let C:, and C2 be chains of the partially ordered set 
(X, p) such that each member of C, is incomparable with r?ach element 
of C$. men d(P) 5: d(Plx,(,l,Cz,) + 2. 
Proof. Suppose 
PI xyc, u c2 :I =L, n L, n . . . n L,. 
. 
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We wish’to construct k + 2 chains such that P is the intersection of 
these chains. For i = 1 , . . . . k let Li be a linear extension of P U Li (such 
an extension exists by CorolPary 2.2.) Let L6,, be a linear extension 
of P in which elements of X incomparable with elements of C, are be- 
low those elements with which they are incomparable and elements 
incomparable with elements of C2 are above the elements of C, -with 
which they are incomparable. Let L6, 2 be a linear extension of P in 
which elements of X incolnparable with elements of C, are above those 
elements of C, with which they are incomparable and elements of X 
incomparable with elements of C, are below those elements of C, 
with which they are incomparable. L;+l and L;+2 exist by Corollary 
2.5. All the kj: orderings are extensions of P, and if x is incomparable 
with y in P, then (x, y) is in one of the Li and @, x) is in another Li. 
ThusP=L; R . . . n ~5;+~, and the iiheorem is proved. 
Theorem 2.11. Let x and y be maximal and minimal elements, respect- 
ively, of (X, P), and suppose x and y are incomparable; then d(P) <_ 
d(Pl*,{*,u)) + 1 l 
Proof. Suppose Plx,{x,,) = L, n . . . n L,. For each i, let Li be the 
linear extension of P in which x is above every element, y is below 
every element and all other elements are or+red by Li. Let L;,, be 
a linear extension of P such that elements of X incomparable with y 
inParebelowyinLk+r, and elements of X incomparable with x in 
P are above x in L’ k+l ; such an extension exists by Corollary 2.5. Clear- 
ly, P = 1.; 0 . . . n L;,, . 
Theorer~~ 2.12. Let (x, y ) be a co1 er of rank zwo in the partially or- 
dered set (X, P). Then d(P) 5 d(PI,, (x,r 1) + 1. . 
Roof. Suppose P== L, n ._. n Lk. We must construct k -G- 1 chains whose 
intersection is P. Let Li he a linear extension of I? LJ L, for i 2 2. We con- 
struct two orderings from L 1. ‘We wish to form L; by placing elements 
above x in P above x in L; and ordering them by E, , placing elements 
above y but not above x in P between them in L; and ordering them 
by Ll , and placing all other elements of X below y and ordering them 
by .L, , and we wish to form L;’ in a dual fashion. 
Unfortunately, this verbal description does not make it easy to show 
that Li and L); are elxtensions of I’, so we give a more formal descrip 
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tion of L; and L;. To form Li , let T, Ibe the transitive closure of the 
union of P with the relation R that puts elements of X incomparable 
with x or y in P below them in R ; T, is a partial ordering by Lemma 
2.3. NOW let T2 be the transitive closure of the union of ITI and the 
restriction of t , to elements above x in P; T2 is a partial ordering by 
Lemma 2.1. Let T; be the transitive closure of the union of Tz and 
the restriction of L 1 to elements a.bove y but not above X’ and let T4 
tie th.e transitive closure of the union of T3 and the restriction of L 1 
to elements of X not above Y; T3 and T4 are partial orderings. Let 
L; be a linear extension of T4 (in fact, T4 is linear!). 
Similarly, to form 45;‘) let U, be the transitive closure of the union 
of P with the re’:ation R that puts elements of X incomparable with x 
or y in P above them in R. Let iJ2 be the transitive closure of the union 
of V, and the restriction of L, to elements below y_. Let U, be the 
transitive closure of the union of U, and the restriction of L, to ele- 
ments below x but not below y and let U4 be the transirive closure of 
the union of Us and the restriction of L, to elements not below X. Let 
1,; be a linear extension of U4. 
.: ” is contained in ~5,; and L;” by construction. Now, if (u, vj is in d;, , 
then (u, V) is in L; OF L;’ unless either u or v is below x and either u 
or v is above y. (To see this, note the definitions of U4 ;Ind T4, OF re- 
call the verbal description of ~5;’ .) But since (x, y) has rank zero, every 
element below x is below every element above y in P, so that (u, v) is 
in p. thus (SC, V) is in both Li OF L;‘. If something is incomparable to 
x or y , it is below it in Li and above it in L;’ , so thz 
Ihis proves) the theorem. 
3. Main results 
After the proof of Lemma 3.1, which is the main contribution of 
this paper, we can give an easy indyctive proof of Hiraguchil’s theorem. 
Lemma 3.1. A firoite partially ordered set (not of heigh t 0) with no cov- 
ers of rank zero has a pair of covers3 such that the elements {If one are in- 
comparable with the eter?i?nts of the other. Furthermore, 1~ e may as- 
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urne that each of these covers contains a maximal element, and if the 
partially ordered set has a chain of length 3 or more, it has 9 or more 
eiemen ts. 
Proof. Suppose (X, P) has no covers of rank zero. Let X1 be a maximal 
etement of (x, P) and suppose X1 covers y 1 . Since (x, P) has no covers 
of rank (9, there are elements X2 and y2 with X2 covering y1 and X1 
covering y2, and X2 and y2 incomparable. Now the ccirver (X 1, y2 ) does 
not have rank zero, so there are elements X3 and y3 of X such that 
~3 and y3 are incomparable, X3 covers y2, and X1 covers y3. Now y3 
may equal y 1 ; in this case, (X3, y2 ) and (X2, y 1 ) are covers whose ele- 
ments are pairwise incomparable. 
Now y 1 is a suitable element for y 3 unless X3 is above y r ; in this 
case, y3 is different from y 1 . Suppose this is the case, and suppose 
that X2 is above y3. Then even though X2 need not cover y3, there is 
an element z such that x2 covers z and z is above y3. Then z is not 
above y2 (for then x2 would be) and is not below X3 (for then y3 would 
be). Then (X2, z) and (X3, y2) are the desired covers. Thus we have the 
desired covers unless we have: 
( 1) (Xi, yj) is in P if i > j (Xi+ 1 covers yi) ; 
(2) (x 1, yj) is in P for all j (X 1 covers each y$; 
(3) Xi is incomparable with yj if i 5 j, i # 1. 
Assume now that we have such circumstances for two sequences 
x1 ¶ l *a9 Xk and y1, . . . . yk. Then since the cover (x1 p yk) does not have 
rank zero, there are eieinents x~+~ and yk+l such that ~k+~ covers yk 
and x1 covers yk+l with x~+~ and yls_+r incomparable. The element 
Xk+l is different from any other Xi, since all Xi with i # 1 are incom- 
parable with yk . If Xk + l is not above some yi for i < k, then the ele- 
ments of the chain (x li+ 1, yk ) are incomparable with the elements Of 
the chain (Xk, yi). Thus (X k+l,yi)isinPforj<k+ l,orelse,asbe- 
fore, we may find the desired cc’svers. Now yk+lcannot be one of the pre- 
vious Yi’S since (X k+l, yk+] ) is not in P Suppose now that some Xi is 
above ykcl with i < k + 1. Ther: elements of the chain (Xi, yk+l ) are 
incomparable with those of the chain (Xk+ 1, vi). Then, as before, we 
may find the desired covers. Thus, either we have the desired covers 
or else the sequencesxl, . . . . Xk, .:ck+l andyl, . . ..yk.y,$+l satisfy pre- 
cisely the same conditions as the old sequences. But then since (X, P) 
is finite, the first sentence of the lemma is true by induction. 
Since we may choose x1 and v t so that y 1 is clovered 0111~ by max- 
30 K.P. Bogart, Maximal dimensionad partially OtdwPd sets I
imal elements, and since by condition (1) above, each element Xi is 
above y1 , the xi’s may be assumed to be maximal elements. 
Finally, since we may repeat he arguments with a cover (&, w1 ) 
ify , is in a chain with 3 or more elements, we may repeat he argu 
ment we began with to obtain three more elements wl, w2 and We 
below yl . We note that ify3 is yl or y2 or if w3 is wl or w2, the 
partially ordered set would hare a cover of rank zero unless it had 
more elements. This completes the proof. 
Theorem 3-2. Lef (X, P) be a partkdly ordered set such that X has 
n > 3 elements. Then thz dimeMon of (X, P) is Iless than or equal to 
Proof. We show first that if n is 4 or 5, then d(P) cannot be 3 or more. 
Suppose n = 4. Note that the dimension of a 2 or 3 element partial- 
iy ordered set IS no more than two. If d(P) 2 3, the!n (X, F) has an 
antichain with 3 or more elements. Thus if n = 4 and (X, P) has a chain 
with two or more elements, Lemma 2.7 implies that (X, P) has a max- 
imum element or a minimum element. If we delete that element, we 
obtain an antichain which has dimension 2 (as do aI1 antichains). But 
Lemma 2.6 tells us that tilis antichain must have dimension 3. 
If n = 5, we must not have a unique maximum or minimum element, 
or by L2.,nma 2.6 the dimension of (X, P) is 2. Thus we have a 3 ele- 
ment ajitichain and two other elements. By an argument like the one 
above, we may assume that we do not have a four element antichain, 
thus without loss of generality we may assume that our partially or- 
dered set has 3 minimal elements and two maximal elements and, by 
Lemma 2.7, has a connected Hasse diagravtl. There are only four such 
partially ordered sets, up to isomorphism, and all trivially have dimen- 
sion 2. Thus the theorem is true if n is 4 or 5. 
Now suppose the theorem is true for n < k (and suppose _Y has 
k > 5 elements). If k 5 9, then, by Lelmnla 3.1, (A’, P) either has no 
chains with 3 elements or has a cover of rank 0. If in this sitl;ation 
(A’, P) does not have a cover of rank zero, some maximal elkl;lsnt must 
be incomparable with some minimal element. Thus if EC <_ 9 wle delete 
a cover of rank 0 or a maximal element and a minimal element which 
are incomparable; by induction, Theorem 2. I. 1 and Theorem 2.12, the 
dimension of (X, p) is less than or equal to [#J . However, if /C > 9, 
then by Lemma 3.1, Theorem 2.10, Theorem 2.12, and induction, the 
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dimension of (X, P) is less than or equal to [+ k] . This completes the 
proof of the theorem. 
There are simple examples of sets with 2n elements that have dimen- 
sion n (see [ 21). It would be interesting to characterize those partiaily 
ordered sets with 2n or 2n! + 1 elements that have diipension n. Since 
the first draft of this paper was completed, those partially ordered sets 
on 2n elements with dimension  have been characterized; that cha!rac- 
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