A lot of attention has been paid to so-called sharp Sobolev type inequalities, very often in connection with concrete problems from geometry and physics (cf. Aubin [1, 2] 
Let (M, g) be a smooth compact Riemannian manifold without boundary of dimension n 2. For 1 < p < q 0 = min{2, √ n }, Djadli and Druet (2001) [13] proved the existence of extremal functions to the following sharp Riemannian L p -Sobolev inequality:
where p * = np n−p and K (n, p) p and B 0 (p, g) stands for, respectively, the first and second Sobolev best constants for this inequality.
Let then E g (p) be the corresponding extremal set normalized by the unity L p * -norm. In contrast what happens in the whole space R n for 1 < p < n and in the Euclidean sphere S n for p = 2,
we establish the C 0 -compactness of E g (p) for any 1 < p < q 0 .
Moreover, we address the question from a uniform viewpoint on p.
Precisely, we prove that the set 1+ε p q 0 −ε E g (p) is C 0 -compact for any ε > 0. The continuity of the map p ∈ [1, q 0 ) → B 0 (p, g) is discussed in detail since it plays a key role in the proof of the main theorem.
Lieb [29] , Lieb and Thirring [30] , Moser [33] , Struwe [37] , Talenti [38] , Trudinger [40] , among others). Particularly, considerable work has been devoted to the study of extremal functions to these inequalities in recent decades. Such functions are connected, for instance, with the computation of ground state energy in some physical models and with isoperimetric inequalities (cf. Aubin [1] , Brouttelande [7] , Collion, Hebey and Vaugon [11] , Demyanov and Nazarov [12] , Djadli and Druet [13] , Druet [15] , Druet, Hebey and Vaugon [17] , Hebey [20, 21] , Humbert [24] , Yuxiang Li [26] , Zhu [41] ). The goal of the present paper is to discuss the compactness of extremal functions to sharp Riemannian L p -Sobolev inequalities on smooth compact Riemannian manifolds without boundary. Before we go further and exhibit our target problem, a little bit of notation and overview should be presented.
For n 2, 1 p < n and p * = np n−p , the Euclidean L p -Sobolev best constant is given by
Independently, Aubin [1] and Talenti [38] showed that
where ω n and Γ denote, respectively, the volume of the unit Euclidean n-ball and the usual Gamma function. Moreover, they also showed that the supremum is attained and that, for 1 < p < n, the corresponding maximizers are explicitly given, modulo nonzero constant multiple, by
The function v 0 is characterized as the unique solution of the equation
where p denotes the Euclidean p-Laplace operator, 
where dv g is the Riemannian volume element of the metric g.
The Sobolev embedding theorem ensures that the inclusion H 
Unlike the first best constant, the second one relies strongly on the geometry as can be seen from the inequality 
is characterized, modulo a scalar factor and/or a rotation on S n , by u = 1 and u = (β − cos r) −n/2 * , where β > 1 is a constant and r is a distance of the metric h to a given point on S
n .
An interesting question concerns with the compactness of E g (p) (or equivalently, of the set of solutions of (1)). Compactness type problems in nonlinear elliptic PDEs on compact Riemannian manifolds have been extensively focused by several authors and important advances have been recently obtained, we mention for instance [16, 25, 27, 28, 19] for p = 2 and [10] for p = 2. We here are interested in the study of C 0 -compactness of E g (p) . Remark that, in parallel to the Euclidean case, this set can no longer be compact as shows the example E h (2) corresponding to the Euclidean sphere. Surprisingly, the set E g (p) becomes compact when 1 < p < q 0 . We address the question to E g (p) (or to (1)) in a broader sense with p ranging. Precisely, we consider the C 0 -compactness problem of extremal functions (or of solutions of (1)) uniformly on p in compact subsets of (1, q 0 ).
Our main result is the following:
) be a smooth compact Riemannian manifold without boundary of dimension n 2.
The proof of Theorem 1.1 will be presented in Section 3. Part of it involves some well-known tools such as blow-up analysis in PDEs and concentration estimates (cf. [3, 13, 14, 22] , among others). However, some important technical difficulties arise in the discussion of C 0 -compactness of extremal functions to sharp Riemannian L p -Sobolev inequalities, partly caused by our will to treat the problem of uniform way on p and by the absence of information about the behavior of B 0 (p, g) with respect
to p. We begin the proof by taking a sequence (u p ) with [15] . The proof of the continuity at p ∈ (1, q 0 ) is made by contradiction and is inspired in the work of Djadli and Druet [13] . If the conclusion fails, we are led to two possible alternatives. One of them is directly eliminated and the other one implies the existence of minimizers, concentrating at a unique point, for a family of functionals. The proof is then achieved thanks to a concentration study such as that above-referred. The continuity of B 0 (p, g) at p = 2 is an interesting open question. Recently, the authors [4] studied the continuity of B 0 (p, g) in relation to geometry with p ∈ (1, q 0 ] fixed. Moreover, a complete answer on sharpness of topology on the metric space was given for p = 2.
The essential tool and the PDEs setting
This section is devoted to the study of the continuity of B 0 (p, g) on p. 
Then, at least, one of the following situations holds:
Letting now α → +∞ in this inequality, we easily derive a contradiction. If the second alternative holds, that is
for infinitely many α, we introduce for α > 0 the functional
By the definition of B 0 (p α , g) and (2), we have
which implies the existence of a nonnegative minimizer v α ∈ Λ α corresponding to λ α . In addition, the Euler-Lagrange equation satisfied by v α is
By usual elliptic PDEs theory (cf. [39, 34] ), it follows that v α ∈ C 1 (M) and v α > 0 on M. Our aim is to show that it is impossible to exist such a sequence (v α ) of minimizers. If p = 1, as was proved by Druet (cf. [15] ), one knows that (v α ) converges uniformly to v. Thus, taking the limit in (3), we produce the following contradiction: 
for any 1 θ < p * . By (4), we also have 
for any ϕ ∈ C ∞ (M). So, letting α → +∞ in (E α ), one easily checks that
On the other hand, by the Fatou lemma,
which contradicts the previous inequality. We then assume that v = 0 on M. Our goal now is to study concentration properties of (v α ) as α increases. First, we assure that
Since v = 0 on M, we have
Choosing p = p α and u = v α in Lemma A.1, letting α → +∞ and after ε → 0, we derive lim inf
So, (6) follows directly from
We next list a number of claims concerning with fine properties of the sequence (v α ). We say that x ∈ M is a point of concentration of (v α ) if, for any δ > 0, lim sup 
Integrating by parts, we can estimate the first integral above as
Now, for each ε > 0, there exists a constant C ε > 0, independent of α, such that
Plugging the two preceding inequalities into (7), we deduce that
By Hölder's inequality, we have
and
By Lemma A.1, for each ε > 0, there exists a constant D ε > 0, independent of α, such that
Eq. (E α ) also gives
Combining now (8)- (12), one arrives at
where
On the other hand, one knows that lim sup
where a 1, since v α p * α = 1. We claim that a = 1 for any δ > 0. In fact, suppose by contradiction that 0 < a < 1 for some δ > 0. In this case, we can choose ε > 0 small enough and k > 1 close to 1 such that A α > A, k + p α − 1 < p * − ε 0 and kp α < p * − ε 0 , where A and ε 0 are positive constants with ε 0 small enough and both independent of α. Thus, (13) 
Proof of Claim 2. By (13), for each Ω M \ {x 0 } fixed, we find constants ε,
Applying now the De Giorgi-Nash-Moser iterative scheme (cf. [36] ) to Eq. (E α ), we get (14). 2
Let x α ∈ M be a maximum point of v α and set
By Claims 1 and 2, one has x α → x 0 and μ α → 0 as α → +∞.
where ε R is such that ε R → 0 as R → +∞.
Proof of Claim 3. Let exp x α be the exponential chart at x α with respect to the metric g. Clearly, there
where ξ stands for the Euclidean metric. As one easily checks,
and 0 ϕ α 1.
So, (17) and standard elliptic PDEs estimates (cf. [39] ) applied to (16) provide
In particular, ϕ(0) = 1, since ϕ α (0) = 1, and
Letting now α → +∞ in (16) and using (6), (15) and (18), one obtains
Moreover, we have ϕ ∈ D 1,p (R n ). This last claim follows directly from
where again
We next show that
Since
and, by the definition of K (n, p),
The assertion (20) then derives from (18) and
Finally, Claim 3 follows from 
since
Choose δ > 0 small and set
We claim that (ψ α ) is uniformly bounded on B(0, 2) for α > 0 large enough. In fact, for each x ∈ B(0, 2),
Then,
On the other hand, ψ α satisfies
In particular,
Note also that
Thanks to (23) , the De Giorgi-Nash-Moser iterative scheme applied to (24) gives
for some constant C > 0, independent of α. 
