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Abstract

Geolocation is the process of identifying a node using only its Internet Protocol
(IP) address. Locating a node on a LAN poses particular challenges due to the small scale
of the problem and the increased significance of queuing delay. This study builds upon
existing research in the area of geolocation and develops a heuristic tailored to the
difficulties inherent in LANs called the LAN Time to Location Heuristic (LTTLH).
LTTLH uses several polling nodes to measure latencies to end nodes, known
locations within the LAN. The Euclidean distance algorithm is used to compare the
results with the latency of a target in order to determine the target’s approximate location.
Using only these latency measurements, LTTLH is able to determine which
switch a target is connected to 95% of the time. Within certain constraints, this method is
able to identify the target location 78% of the time. However, LANs are not always
configured within the constraints necessary to geolocate a node. In order for LTTLH to
be effective, a network must be configured consistently, with similar length cable runs
available to nodes located in the same area. For best results, the network should also be
partitioned, grouping nodes of similar proximity behind one switch.

xi

GEOLOCATION OF A NODE ON A LOCAL AREA NETWORK

1 - Introduction
1.1 Background
Information sent through the Internet to a particular computer is routed to that
computer via its IP address. An IP address is a unique number assigned to each node on
a network so that information can be sent to it. It is analogous to a phone number for
phones or a street address for a mailbox, except that an IP address does not contain
information about the node’s geographic location.
Geolocation is the act of correlating a node’s IP address to a geographic location.
The precision of the location may change with the application. For instance, an online
casino might want to ensure a user located in a country that prohibits gambling cannot
place bets, but it does not care which city the user is in. Likewise, an advertiser on the
Internet might like to know which city a user is in to provide meaningful advertisements
for businesses local to the user, but is not concerned with the user’s actual address. It is
difficult to accurately locate a node, and the difficulty increases as more precision is
required.
Theoretically, given the time it takes a packet of data to travel from one node to
another, it should be possible to determine the distance between the two nodes. In
reality, this latency does not correspond to an actual distance. Packets are not
constrained to take the most direct route to a node, and even if such constraints were
enforced, the most direct route might not be equivalent to the straight-line distance.
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Furthermore, factors such as queuing delay at routers and other network devices add
delay, increasing the latency by an indeterminate amount.
Rather than attempting to pinpoint the location of a node, this research determines
the relative location of a node with respect to other nodes at known locations. The
system developed in this research, the LAN Time To Location Heuristic (LTTLH), is
based largely on the Time To Location Heuristic (TTLH) [Tur04], which resolves an IP
address to a metropolitan area. LTTLH and TTLH compare the latencies to a target node
with those to nodes whose locations are known. These latencies constitute a signature of
the target node. This latency signature is compared to the latency signatures of nodes in
fixed positions. The node whose latency signature is most similar to that of the target is
presumed to be at the same location as the target.
1.2 Research Applicability
This research is applicable to the field of network security. Given brief, physical
access to a LAN, it is not difficult to introduce a host on that LAN capable of disrupting
network communications or introducing malicious code. This concern increases as
adversaries become more technologically advanced, particularly with respect to hastily
constructed networks supporting forces deployed to hostile areas.
Currently, it is only possible to determine the general area of a host on a LAN by
studying the route packets take to and from the host. This research provides a systematic
method of locating foreign hosts introduced to the LAN. If the location of a malicious
host is known, it is possible to shut down part of the network, rendering the host impotent
while leaving the majority of the network functional. Knowing the location also allows
personnel to concentrate their efforts to a specific area when removing the host.
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1.3 Research Goal
The primary goal of this research is to reliably determine the location of a target
node within a LAN given only the IP address of the node. The secondary goal is to
determine which data layer device a node is using to access the LAN.
To realize these goals, this research first determines if latency signatures can be
constructed in a manner that has meaning at the LAN level of resolution. If so, the
research determines whether these latency signatures can be used to accurately locate a
network node.
1.4 Document Overview
Chapter 2 presents background information for this area of research, defines
terminology used throughout this document, and reviews current literature and research
in the area of geolocation. Chapter 3 describes the methodology, metrics used to evaluate
results, and the design of the experiment. Chapter 4 elaborates on design issues, presents
the results of the experiment and analyzes those results. Chapter 5 presents conclusions
based on the results in Chapter 4 and provides recommendations for future research in
geolocation.
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2 - Literature Review
2.1 Overview
The goal of this research is to discover the geographic location of a node on a
local area network given its IP address. Full knowledge of the network topology and full
access to the network are assumed. However, no knowledge of the current geographic
positions of the nodes to be located is assumed. Network latency alone is used to
determine geographic location. The known locations of network nodes is used to locate
the target node; however, a database of node locations in the LAN is not used for the
following reasons: 1) databases of this sort frequently become outdated as computers,
switches, routers, and such are moved, upgraded, or when IP addresses change in the case
of dynamically assigned IP addresses, and 2) databases cannot account for the location of
portable computers, whether connected to the network via cable or by wireless access.
The primary objective of this chapter is to present current geolocation research
that uses network latency to determine distances or locations, as well as to examine other
proposed methods of determining geographic locations. Additionally, this chapter
defines terms used throughout this document, examines the components of network
latency, and describes the process of latency measurement.
2.2 Current Research
At present, there are five primary methods of geolocation proposed or in use. The goal of
each of these methods is to find the location of a computer, precisely or approximately, within the
Internet. Each method is discussed in turn, describing the merits and shortcomings of each and
their applicability for use in a LAN.
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2.2.1 Inferring Location Based on DNS Names of Hosts
Administrators often name computers based on their location [Lau02]. For
example, mirror.cs.wisc.edu is a mirror site used by the Computer Science Department of
the University of Wisconsin. To infer location based on DNS names, traceroute is used
to identify computers on a path to the target computer. The names of those computers are
used to search a database of well-known names and locations to determine the
approximate location of the target [PaS01]. However, not all administrators name their
devices by location. It is often the case that the name may be misleading [MoC89]. One
program designed to locate nodes by this method, GeoTrack, was tested with a random
sample of 2,380 IP addresses [PaS01]. The median distance error, or the difference
between actual location and estimated location, was 590km. One of the main reasons
cited for the inaccuracy of this method was the fact that many of the client machines used
in this experiment were located behind proxies, resulting in an incomplete traceroute.
One online company, QUOVA, claims it uses DNS Names to determine
geographic locations of Internet nodes to within 99.9% accuracy for country
identification and 93.9% accuracy for state identification [Quo05]. However, even if it
was safe to assume this method worked properly, it would not work for geolocation
within a LAN. Traceroute only reports devices at the network layer. LAN routing is
typically performed at the data layer. Therefore, it is not likely an accurate path from the
host to the target can be identified. Some companies, such as Cisco, make data layer
devices capable of responding to a specialized type of traceroute [Cat05]. To take
advantage of this technology, a LAN would have to be designed for the purpose of
geolocation with naming conventions deliberately configured for this purpose.
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2.2.2 Internet Service Provider (ISP) WHOIS Lookup
This technique is used primarily by businesses to determine the demographics of
potential customers. The ISP of the target computer is determined by querying a
database, such as the American Registry of Internet Numbers, with the target IP address.
The ISP’s physical location is then determined by querying a WHOIS database. This
method is inherently flawed with respect to geolocation. WHOIS records are created by
whoever registers the domain name. If an ISP in Connecticut is registered by an
administrator in Illinois, for example, the address information may reflect the home
office in Illinois. Furthermore, this method is not very accurate in rural areas. Cable
modem users in Casper, Wyoming are assigned IP addresses from their ISP in Denver,
Colorado. For these rural users, this method yields an error of roughly 320 miles.
NetGeo, a Whois-based tool, was found to have a median error distance of 650km using
2,380 IP addresses [PaS01]. Furthermore, since WHOIS lookups provide a location based
on data from the owner of a block of IP addresses, it has no applicability in a LAN.
2.2.3 Geographic Addressing
[Hoc96] recommends using geographic identifiers as part of the proposed IPv6
addressing scheme. Two bytes at the beginning of the address would be used to identify
the country, the following three bytes identify the nearest metropolitan area, and the next
10 bytes identify an intra-metropolitan location. Since the identifier only resolves to
general geographic locations, this method would not apply to geolocation in a LAN
either. Geographic addressing is not likely to be incorporated into IPv6 at this time
[HiD03]. Further, the Internet Assigned Numbers Authority (IANA) makes no
restrictions due to geography for assignment of IPv6 blocks to ISPs [Ian02].
2-3

A similar scheme proposes tying location information to the DNS entry rather
than the IP address [DVG96]. It provides a DNS resource record (RR) to describe
latitude, longitude, altitude, and optionally size and precision information of a host. To
discover the location of a participating host, a LOC DNS query as shown in Figure 2-1 is
performed. The first line of the figure shows a LOC DNS query to Yahoo.com. The
second line is Yahoo.com’s reply which includes latitude (37 23’ 30.9” N), longitude
(121 59’ 19” W), and altitude (7m). The reply also indicates a sphere 2m in diameter
encloses the device answering the query and allows 100m horizontal and 100m vertical
error. Line 3 of the figure shows a failed attempt to query Google.com, which does not
provide location information.

Figure 2-1 – DNS LOC Queries to Yahoo.com and Google.com
This method’s accuracy is limited to that of the user providing the location
information and is strictly voluntary. As shown in Figure 2-1, a DNS query of this type
to Google.com yields no location data, since none was specified. Therefore, this method
will not achieve the objectives of this research, namely, finding a host that doesn’t
advertise its location.
2.2.4 Time to Distance
The most intuitive method for resolving the geographic location of a node is to
attempt to correlate time to distance. If the distance from the target node to three other
points can be determined, then those distances can be triangulated to determine the target
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node’s location. Figure 2-2 shows three nodes with known locations and a designated
target node.

Figure 2-2 – Triangulating a Target Using Latency Measurements
The latency from each node to the target is measured. These latency
measurements are used to calculate the distance of the target from each node, shown as
solid lines. The geographic location of the target computer is estimated to be the
intersection of the radii of each host.
In reality, two nodes are rarely connected directly. Data sent across the Internet is
routed through backbones, high bandwidth transmission lines connecting two or more
switches of an ISP such as Sprint or InternetMCI. This presents several problems. Data
sent to a target node to determine latency typically does not travel in a straight line.
Routing algorithms attempt to send data by the quickest means possible, avoiding
bottlenecks and congestion. Since data travels via different network technologies,
Ethernet vs. ATM for example, the speed at which the data travels cannot be determined
2-5

since properties of different transmission media vary, including the rate of travel. Since
bottlenecks and congestion do occur, queuing delay is also an indeterminate factor.
Figure 2-3 shows a simple example illustrating why latency between two nodes cannot be
correlated to the distance between those nodes.

Figure 2-3 – Latency Cannot Be Correlated To Distance
In a LAN, the line speed is likely to be consistent throughout the network.
Indirect routing will pose as much problem in a LAN as in the Internet, as cables must be
run through conduit, around corners, up floors, and so on. LANs will also have similar
issues with queuing delay. Consequently, the distance between nodes on a LAN is also
indeterminable. However, the location of one node relative to another remains fixed,
making it possible to correlate latency to location.
2.2.5 Time to Location
The seminal work in time to location is due to [Rei04]. Time to location uses
latency to estimate a target node’s location. Rather than estimating the physical distance
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to the target, however, this method determines which of several known locations is
closest to the target.
Time to location generates results using two classes of computers, polling nodes
and end nodes. Every polling node measures the latency from itself to each of the end
nodes. The results from each polling node are included in a table of latencies which
provide a signature of latencies for each end node (Table 2-1). Whichever end node’s
signature most closely matches that of the target is considered the closest location
[Rei04].
Table 2-1 - Euclidean Distance Example
Euclidean
Dist. To
End Nodes (k)
Polling Nodes (i)
Target [d(k)]
A
B
1
211
220
74.1687
2
211
155
10.2956
3
216
151
5.0000
4
218
142
4.4721
5
216
221
75.0000
6
215
126
20.0250
7
216
128
18.0000
8
214
143
3.6056
9
217
135
11.0454
10
216
220
74.0000
Target (y)

216

146

The target’s latency measurements are compared to those of the end nodes using
the Euclidean distance formula
d (k ) =

n

∑ (z
i =1

ik

− yi ) 2

(1)

where n is the number of polling nodes, zik is the latency from the ith polling node to the
kth end node, and yi is the latency from the ith polling node to the target node. The end
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node that has the smallest Euclidean distance from the target is the node with a latency
signature most similar to the target’s. This end node is the closest known location to the
target.
In Table 2-1, z1k is the column of latencies from Polling Node A to each of the
end nodes. y1 is the latency from Polling Node A to the target, 216, and d(k) is the
column labeled Euclidean Distance To Target. To find the Euclidean distance between
the target and End Node 1, begin by squaring the difference between the latency from
Polling Node A to End Node 1, 211, and the latency from Polling Node A to the target,
216, (211 - 216)2 = 25. The same is done for the Polling Node B, (220 – 146)2 = 5,476.
The square root of this sum (25 + 5,476) is 74.1687, which is the Euclidean distance
between End Node 1 and the target. The end node with the smallest Euclidean distance,
in this case End Node 8, has latencies most similar to that of the target and is considered
to be the closest geographic location to the target.
This method, known as the Time To Location Heuristic (TTLH), has proven to be
effective on the Internet [Tur04]. TTLH was able to accurately identify which of 21
cities located within the United States was closest to a given target 100% of the time for
5 out of 6 targets. Figure 2-4 shows the cities used by TTLH and the locations of the
targets [Tur04]. These are promising results, but additional considerations must be made
before using this technique on a LAN.
The first major difference between the Internet and a LAN is the dimensionality.
The distance from the top of a building to the bottom is insignificant when compared to
the distances between the cities involved. This essentially makes time to location on the
Internet a two-dimensional problem. In a LAN, the vertical distance between floors of a
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Figure 2-4 – Locations of Nodes Used in TTLH Experiment
building plays as much a role in latency as does the horizontal distance between different
computers on a single floor. Vertical distances cannot be dismissed when comparing
latencies on a LAN spanning two or more floors in a building. It is quite possible that the
closest known location to a target is above or below the target, particularly when both
computers are near a vertical cable run.
Secondly, since the distances in a LAN are much smaller, delays which would
cause only negligible variances across the Internet become much more significant. The
primary example of this is the amount of time a process must wait to access the CPU.
This effect is discussed in greater detail in Section 2-4, Latency Measurement.
Finally, the Internet is comprised of many asynchronous networks. Most LANs
are not. One benefit of this is that no consideration need be made to additional variances
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introduced by traversing various network line speeds. However, this uniformity will not
aid in discriminating between similar latencies.
2.3 Latency
When discussing networks, latency is typically defined as the amount of time it
takes for information to get from one node to another. It can be thought of as lag, or
transit time. From the time the first bit of a packet is transmitted until that same first bit
is received characterizes latency present between two points. However, latency is
defined herein as round-trip time (RTT), the total time taken to send a message and
receive the response.
There are four factors affecting latency: propagation delay, transmission delay,
queuing delay, and switching speed. Each of these factors is considered separately
below.
2.3.1 Propagation delay
Electronic signals in a network travel from one node to another over some type of
media. In a vacuum, the rate of propagation delay is calculated by dividing the distance
traveled by the speed of light. The delay changes when signals travel through different
media. Through air, propagation delay is slightly less than through a vacuum
(approximately

1
times the speed of light in a vacuum). When traveling through
1.0003

copper or fiber media, the speed slows to roughly 0.767 and 0.667 times the speed of
light, respectively.
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2.3.2 Transmission delay

Transmission delay is the amount of time it takes to put data onto the network
medium. There are two factors involved in transmission delay, the size of the packet
transmitted and the line speed. As the size of the packet increases it takes longer to place
the data onto the medium, increasing the delay. Furthermore, a slower line speed will
naturally require more time to transmit a given packet than a faster line speed.
2.3.3 Switching speed

Switching speed is the time it takes a device (i.e., router or switch) to receive a
packet, modify it if necessary, and retransmit it. Cisco 4500 series switches, which are
predominantly used in this research, are capable of retransmitting data with only a 1.4
microsecond delay [Cis03]. Consequently, the delay attributed to switching speed is
negligible.
2.3.4 Queuing delay

Queuing delay is the time a packet of data waits for transmission. The total
queuing delay can include several sources of delay during the transmission. One source
is the amount of time a process waits for the CPU to either generate and send a packet or
to receive one. This delay is generally only noticeable when the RTT is very small.
Another source is when the packet must transit a router or other queuing device that can
receive several packets simultaneously but must process each one by one. Finally, even
though a packet may be ready to be transmitted, there is a delay while the transmitting
device waits for the network to be free of other traffic.
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Queuing delay introduces variation to latency which must be reduced to reliably
measure latency between two nodes. Packets sent through a network during a period of
heavy loading will generally take longer to reach their destination because of the
increased time spent waiting to be transmitted. The number of routers and other queuing
devices a packet must transverse will affect the RTT [HFP02]. Measures to control the
variation created by queuing delay are discussed in the section on latency measurement
below.
2.3.5 Cumulative Effect of the Four Factors of Delay

Propagation delay, transmission delay, and delays from switching are constant for a given
packet, assuming the path between the two nodes remains the same for each
measurement. Queuing delay is variable. Unless queuing delay is relatively small
compared to the propagation delay, measurements taken between two nodes may
fluctuate significantly, rendering the measurements meaningless.
2.4 Latency Measurement

Latency is measured in milliseconds on the Internet, but in microseconds on a
LAN. Because of the change in scale, some extra considerations must be made when
measuring LAN latency. Variations of a few milliseconds may not have a significant
impact at the Internet level. However, any variation greater than a few microseconds will
have serious impacts on latency measurements taken within a LAN. Consequently,
queuing delays must be eliminated, or at least minimized, to provide consistent latency
measurements on a LAN.
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There are two sources of queuing delay which are noticeable whether the packet
is traveling via the Internet or across a LAN; time spent waiting to be transmitted and
time spent waiting to be processed. Both delays increase as network traffic increases.
A router must examine each packet and decide what to do with it; send it out on
the appropriate path or drop it altogether. As traffic to the router increases, incoming
packets are stored and processed in turn. The total amount of time spent waiting in
queues varies with traffic load on the network.
Transmission delay occurs every time a packet is sent on the network. Only
Ethernet is considered, but the delay is present in other protocols as well. In order for a
device to place a packet on the network, no other device must be transmitting. If there is,
the device waits until the line is idle to send the packet. If two or more devices transmit
data at the same time, a collision will occur and none of the packets will be received.
Each device will wait a random amount of time and attempt to retransmit the packet. The
more traffic there is at a given time, the more time a device will spend waiting for its turn
to transmit and collisions become more likely.
A source of variation that is not noticeable at the Internet level is pre-emptive
multitasking. The operating system of a computer allocates resources, including the
CPU, for processes running on the computer. When more than one process is running
concurrently, the operating system allocates each process a portion of CPU time. If a
process takes longer than the time allocated, the operating system switches the CPU to
another process. From the point of view of a single process, it is allowed a limited
amount of time on the CPU, must wait until other processes have been given their turn,
then gets the CPU back for a while longer. This continues until the process finishes.
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Consider what must occur to collect a latency measurement between two
computers. A process is created on computer A which requests CPU time to create a
packet to induce a response from computer B. Upon receiving access to the CPU, the
process records the time and sends the packet. Once the packet reaches computer B, a
process is activated which responds to the request. However, before the process can do
anything, it must have access to the CPU. A request for the CPU is made and the process
waits until the operating system allocates CPU time. When access to the CPU is granted,
the process sends the response back to computer A. Once the response reaches computer
A, if more time has elapsed than was originally allocated to the process, the process must
again request CPU time to record the time of the response return.
The amount of time spent waiting for CPU is always present in the total latency
measurement. It is inconsequential when measuring great distances, such as on the
Internet, but quite significant when dealing with a LAN, particularly since most operating
systems allocate CPU time slices on the order of milliseconds.
Two methods help reduce the variation due to queuing delay: repeated
measurements and flood pinging. A series of pings collect each measurement. By
comparing the fastest ping response in the series with the average response time, it is
possible to gauge the consistency of the pings. A clean measurement, one free from
excessive queuing delays, will vary only slightly with respect to the minimum time and
the average times taken. If excessive queuing delays occurred during the measurement,
slow pings will drive the average up. By repeating the measurement, excessive queuing
delays can be ignored in favor of clean measurements.
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Flood pinging reduces the amount of time packets must spend waiting in queues
and waiting to be transmitted. By sending a chain of pings without delay, the nodes
involved in the measurement consume almost all network resources for a short period of
time. This has the effect of causing all other nodes using the same portion of the network
to wait until after the measurement has been completed to send their traffic. These two
methods used together significantly reduce the amount of variation due to queuing.
2.5 Summary

This chapter defines terminology used throughout this research and explores
various methods that have been proposed for the purpose of finding the geographic
location of a node on a network, concluding that time to location offers the best chance of
working on a LAN. Additionally, latency is examined in detail and methods used to
reduce the variation inherently present in latency measurement are considered.
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3 - Methodology
3.1 Problem Definition
3.1.1 Goals and Hypothesis

The goal of this research is to reliably predict the approximate geographic
position of target nodes within a LAN using latency measurements to those nodes. The
secondary goal is to identify which switch, router or hub a target node uses to access the
rest of the network.
It is hypothesized that latency, along with a set of nodes at known locations is
sufficient to determine the geographic position of a target node.
3.1.2 Approach

Three categories of nodes are defined for this research; target nodes, polling
nodes and end nodes. Target nodes are nodes at unknown locations. The only
information known about a target node is its IP address. Polling nodes measure latency
from themselves to the target node and the end nodes. The locations of end nodes are
known to the system; they provide baseline latency information to the polling nodes.
Polling nodes are a subset of the end nodes. The difference in their names emphasizes
which machine initiates the latency measurement, the polling node, and which machine
responds, the end node.
Using the polling nodes, latency measurements are collected from each end node
and the target node. LTTLH compares the latency signature of each end node to the
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target. The end node closest to the target node in latency space is deemed to be in the
same location as the target node.
3.2 System Boundaries

The system under test, shown in Figure 3-1, is called the LAN Node Geolocation
System (LNGS), is comprised of polling nodes, end nodes, target nodes, LTTLH, and the
program used to collect latency measurements, ping.

Figure 3-1 – The LAN Node Geolocation System (LNGS)

The ping program used is similar to the standard ping programs included with
most modern operating systems. However, standard ping programs typically are not
precise enough for this application, usually resolving to one millisecond intervals or
greater. Since LNGS is on a local area network, propagation from one node to another
takes less than a millisecond on average. Therefore, the ping program used in this system
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must measure latency at the microsecond level, regardless of which operating system it
runs on.
The ping program used in this research includes a specialized, high-performance
timing library called ltimer [Has03] to provide accurate, microsecond resolution. It uses
the Read Time Stamp Counter (RDTSC) instruction built into Intel’s CPU chipsets since
the Pentium. When queried, RDTSC reports the number of CPU clock cycles since the
unit was powered on. By using the Windows API call QueryPerformanceCounter(),
ltimer determines the timing resolution of the CPU and translates the number of clock
cycles elapsed between queries into a high-resolution time period.
The LAN itself is not considered a part of the system. Although all tests are run
within the network, LNGS has no control over the network. Another parameter which
LNGS has no influence over is the users, both people and processes, accessing the
network.
LTTLH is the component under test. It uses latency measurements to assess
which of the end nodes is the closest to the target node. Since the propagation delay is
the principle component of a measurement used to determine location, LTTLH attempts
to eliminate any variation in latency measurements. LTTLH compares the resulting
propagation delays and chooses the end node, or nodes, that have delays similar to the
target node.
The evaluation of this system is limited to a local area network. That is, other
information sources are not used to determine the location of the target node.
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3.3 System Services

The system provides an end node, or list of end nodes, with latency measurements
similar to the target node, as measured from the polling nodes. If the end node is in fact
the closest end node to the target, the result is a success. If LNGS cannot determine a
single end node, the result is a list of all end nodes meeting LNGS’s criteria. This result
is ambiguous and is considered a failure, even if one of the end nodes given is in fact
closest to the target. A test of LNGS is considered a partial success if the correct switch,
router or hub that connects the target node to the network is determined. Any other result
is a failure.
3.4 Workload

The workload for the system under test is a request to locate a target node.
3.5 Performance Metrics

The performance metric for this system is the success rate. Each experiment
results in a success if the end node nearest the target was selected, a partial success if the
end node’s switch, router or hub is found, or a failure, the correct switch, router or hub is
not identified and either the end node nearest the target is not selected or more than one
end node was selected.
3.6 Parameters

Parameters that affect performance include the network load, the locations of the
polling nodes and end nodes, the number of polling nodes and end nodes, the network
load, and the method used to calculate the delay for the distance metric.
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The location of the polling nodes and end nodes relative to the target node will
have considerable impact on the system. In fact, it is this effect which determines the
location of the target. Consider a simple example with only one polling node and three
end nodes.

Figure 3-2 – Sample Network
In Figure 3-2, End Node 1 and Target Node are approximately the same distance
from Polling Node. End Node 3 is closer to Polling Node while End Node 2 is the
closest. LTTLH will determine that the latency from Target Node to Polling Node is
most similar to End Node 1, with respect to End Nodes 2 and 3, and will report End Node
1 as the location of Target Node.
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If Hub 2 is removed from the network in Figure 3-2, leaving Polling Node and
End Node 2 directly connected to the router, the measurements taken by Polling Node
remain the same except for one significant difference. The latency to End Node 2 now
reflects the distance from Polling Node to the router and back to the end node.
Consequently, the distances from Polling Node to Target Node, End Node 1, and End
Node 2 are more similar. Therefore, it may be difficult for the LTTLH to determine
whether End Node 1 or End Node 2 is the closest to Polling Node.
As the number of polling nodes increase, so does the accuracy of the LTTLH. In
the scenario given above, if there had been a second polling node located in the group of
computers containing End Node 1 and Target Node in Figure 3-2, LTTLH would have
been able to distinguish between End Nodes 1 and 2. However, it has been shown that
increasing the number of polling nodes is only effective up to about nine nodes [Tur04].
Increasing it further degrades system performance.
Similarly, using more end nodes increases the effectiveness of LTTLH. As more
end nodes are added (assuming they are distributed uniformly about the LAN) the
chances increase that one will be near the target.
While out of LNGS’s control, network load will likewise have an impact. During
periods of high congestion, queuing delay will increase, increasing latency. LTTLH
attempts to mitigate queuing delays by consuming all network resources for short periods
of time through flood pinging. Since network load varies throughout the day, the time
the experiments are conducted will affect the performance of the system. During peak
hours, congestion will be greater whereas traffic will have much less impact during offhours.
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Three methods are used to evaluate the propagation delay. One method, Min,
uses the absolute minimum delay from a polling node to an end or target node. The
others calculate an average delay. Because latency measurements are used to calculate
location and not distances, the critical characteristic is that the measurements be
consistent. If it were possible to eliminate all sources of variation from latency
measurements, the average time and minimum time of the delay would be equal and
either technique could be used. However, variations occur and averaging is used to
reduce the effects. Two averaging techniques are applied to latency measurements. The
first averaging technique, Low, uses only the fastest 25 percent of all measurements. The
second, Mid, discards the fastest and slowest latency quartiles and averages the
remaining measurements.
The objective when measuring latency to a node is not necessarily to find the
absolute minimum latency, but to measure latency consistently. If all measurements
result in at least one ping without queuing delay, then using the minimum delay will
provide the best results. However, if some or all of the measurements result in no pings
free from queuing delay then one or both of the averaging techniques is more likely to
provide consistent results.
3.7 Factors

Table 3-1 lists the factors that are varied in the experiments. Network loading is
expected to vary throughout the day. For example, the network is expected to have a
minimal load at 0200. 0800 is expected to have an increased load because most people
arrive to work during this time and begin using the network, checking email and
accessing files. Around 1200, student labs are typically full, but most of the faculty and
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staff are on lunch break. At 1600, students and faculty are both working. Latency
samples are taken at these times to evaluate LNGS under various network loading
conditions.
Table 3-1 – Experimental Factors
Factors
Level
Level Description
s
4
Time of Day
0200, 0800, 1200, 1600
6
Target Node Location
Various locations
4
Polling Node Set Size
3, 6, 9, 12
3
Latency Calculation
Min, Low, Mid
Method
2
Euclidean Distance Method
Normalized Data, Standard
Data

Six different target nodes are used in the evaluation. Target locations are selected
to provide a wide range of scenarios. Scenarios include: proximity of a target to an end
node, a target node connected to the same switch as several, few, or no end nodes, and
using the end node nearest the target as a polling node.
The number of polling nodes used is varied. As mentioned previously, accuracy
increases as more polling nodes are used but begins to degrade with more than nine
nodes. Nine nodes are used in the experiments since that number of nodes yielded
optimal results for TTLH [Tur04]. Three, six and twelve nodes are also used to compare
with the results obtained using nine polling nodes.
3.8 Evaluation Technique

Two techniques are used to evaluate this system. The first method is the direct
collection of data from an operational network. Since the factors of latency depend on
real-world conditions, direct measurement is appropriate for this study. Furthermore,
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direct measurement is simpler than attempting to create models for simulation or
analytical study.
The second technique uses a simulation. An ideal network for LTTLH can be
realized on a simulator. A network that is logically partitioned with each target and end
node located behind a single switching device. Further, a simulation allows all queuing
delay to be eliminated from the experiment to realize the theoretical potential of this
technique.
3.9 Experimental Design

This study uses a full factorial design with five replications of each experiment.
Baseline measurements from the polling nodes to each end node are taken to compare
against latency measurements to the target. Latency is measured from all 12 polling
nodes to each of 15 end nodes for each run of the experiment. This allows a new baseline
to be constructed for each run, reflecting the current network conditions at the time of the
run. This method is preferable to constructing an average baseline for use in all
measurements, since the latency varies considerably with changes in the network load.
Latencies from the polling nodes to the six target nodes are measured for each run
of the experiment, which is performed four times throughout the day. From each run,
results are calculated using three, six, nine, and twelve polling nodes for all three
evaluation methods: Min, Low, and Mid.
3.10 Analyze and Interpret Results

Each experiment is a Bernoulli trial resulting in either success, the reported
location of the node is correct, or failure, the reported location of the node is incorrect.
Secondary results indicate whether an experiment resulted in the correct identification of
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the switch, router or hub connecting the target node to the LAN. Results from
experiments are categorized by time of day, number of polling nodes used, target, method
of calculating latency, and the method of calculating Euclidean distance. The accuracy
of each category is assessed based upon its rate of success. Finally, the accuracy and
reliability of the system is calculated from the overall success rate.
An ANOVA is performed on the success rates observed for each combination of
the factors shown in Table 3-2 to determine which of the factors, or combined effects of
factors, have the greatest impact on the experiments.
Table 3-2 – Factors Used in ANOVA
Factors
Level
Level Descriptions
s
Time of Day
4
0200, 0800, 1200, 1600
Target Node Location
6
6 various locations
Polling Node Set Size
4
3, 6, 9, 12
Euclidean
Distance
2
Normalized Data, Standard
Method
Data

3.11 Summary

LNGS consists of polling nodes, end nodes, target nodes, a program to measure
latency, and the component under test, LTTLH. To test this system, five factors are
varied: the time of day, the location of the target node, the number of polling nodes, the
method of calculating latency, and the method of calculating Euclidean distance. A full
factorial design is used in this study with five replications of each experiment to
determine the rate of success at a 90% confidence level. ANOVA is used to determine
which factors have the greatest effect on the outcome of the experiments.
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4 - Analysis
4.1 Overview

This experiment was conducted in three parts. A simulation provides LTTLH an
“ideal” network with geographic regions partitioned by routers and hubs and a small,
constant queuing delay. LTTLH was run on AFIT’s network, a large LAN spanning
nearly a kilometer. LTTLH was also run on a small office LAN which spanned only
about 300 meters.
4.2 Simulated LAN

Before experimentation was begun on either network, a simulation model of LTTLH was
run using the OPNET network simulation software with a network layout ideal for this
technique as shown in Figure 4-1. The network connects 15 rooms, each room
containing 3 to 10 nodes. In each room, one node was randomly selected to be a target
and one was randomly chosen to be a polling node. All 15 polling nodes are included in
the polling set when calculating the results. By using a simulation model, variation in
latency is eliminated in measurements. Therefore, only single 32-byte pings were sent
from the polling nodes to each end node and target node.
LTTLH correctly identified the nearest node for every target, both with standard
and normalized data. Detailed results from the simulation model are included in
Appendix F.
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Figure 4-1 – Simulated Network

4.3 AFIT LAN

AFIT’s network is a large LAN which spans two buildings, three floors, and uses
Gigabit Ethernet throughout. 21 nodes connected to 7 switches are used to evaluate
LTTLH on this network. Switches and nodes are named according to the following
convention. Switches are lettered from A to G, for example Switch_B is located on the
second floor of Building 1 (Figure A-2 in Appendix A). Polling nodes are named
according to the switch they are connected to and by a sequential number from 1 – 12.
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An example is Poll_B_4, located near Switch_B. End nodes are named similarly, but
using sequential numbers 13 – 15, End_B_14, for example. Targets use the same
convention, but numbering starts over from 1 – 6, such as Target_B_2.
4.3.1 Node Selection.

Various characteristics were considered when placing nodes within the network.
The first is the number of nodes behind the same switch. A node’s latency signature
consists of the delay encountered by packets received from each polling node. The
component of delay due to propagation through the network is identical for two nodes
behind the same switch, except for the distance traveled beyond that switch. Therefore,
the more nodes there are behind the same switch, the greater the potential to confuse
LTTLH. Figure 4-2 is a schematic diagram of the nodes on the AFIT network.
Switch_A has a total of 5 nodes, one of which is a target. Switch_B has 10 nodes, 3 of
which are

Figure 4-2 – AFIT Network Schematic
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targets. Switch_C has a single target and an end node close to that target. Switch_D has
only a target. The nearest node to Target_D_6 is Poll_G_12, which is located behind a
different switch.
The second characteristic used to place nodes is the target’s proximity to the
nearest node. If two nodes are located next to each other, they should be almost exactly
the same distance to their switch. The question to be answered is, “How far away from
the target can the nearest node be before variation begins to confuse LTTLH?”
The third consideration is simply that nodes are distributed throughout the
network. Some nodes are intentionally placed close to other nodes to determine how
well they perform in close proximity to other nodes. However, the remaining nodes are
selected in such a manner that they would cover the two buildings used and be well
dispersed.
4.3.2 Data Collection

Latency measurements are taken from each polling node to the end nodes and
target nodes over a 33 minute period beginning at 0200, 0800, 1200, and 1600 hours for
five days. Latency measurements for all nodes are collected for each run of the
experiment to create baseline latency signatures for the end nodes based on current
network conditions.
A set of twenty-five pings are sent to each end and target node from a given
polling node. Each of the measurement methods, Min, Low, and Mid, are calculated
from each ping set. Min is simply the fastest of the twenty-five pings. Low is an
arithmetic average of the fastest twenty-five percent of the pings. Mid is an average of
the SIQR of the pings.
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The ping set was repeatedly sent to each end and target node until either the
difference between the Min and Mid was less than 10 microseconds or a maximum of 20
sets were sent. Experimentation found that the variation between pings in a set was
either minimal, within 3-4 microseconds, or large, ranging 50 microseconds or more. A
10 microsecond threshold was used because it clearly delineates these two results.
The Low and Mid measurements were kept from the first ping set that had less
than 10 microseconds of difference between Min and Mid. If no set showed less than 10
microseconds of difference, whichever set had the lowest difference is used. Note that
the absolute minimum latency measurement of all ping sets was used for the Min
measurement.
4.3.3 Normalizing Euclidean Distances

Once the Min, Mid, and Low measurements are collected for each end node and
target node, the latencies are normalized using the mean and standard deviation of all
latencies for that node according to the formula [Jai91]

x'ij =

xij − x j
sj

(2)

where xij is the individual measurement from a polling node to the end node, x j is the
average of the latencies from all polling nodes to the end node, and sj is the standard
deviation of latencies from the polling nodes to the end node.
Normalizing equalizes constant differences between two nodes. Figure 4-3 shows
a case where normalizing the measurements would have a positive effect. Both end
nodes are located behind the same switch. All measurements to the end nodes up until
the last
4-5

Figure 4-3 – Added Delay Due to Line Distance

switch are similar for all polling nodes. However, the node on the left uses a minimum of
cable to connect the node to the switch, whereas the node on the right has additional
cable, perhaps because an obstacle prevents a direct connection. The two nodes have
identical signatures except the node on the right differs by a constant delay across all
measurements due to the excess cable. Figure 4-4 [Tur04] shows how it is possible a
node with a different latency signature can be construed as the closest node. Since the
Euclidian distance of this distant node is smaller given the additional delay for the node
on the right in Figure 4-3, the distant node is mistakenly reported to be the nearest node.
Figure 4-5 [Tur04] shows the normalized values of the three nodes. Normalizing the data
eliminates the constant delay and prevents this confusion.
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Figure 4-4 – Graph of Observed Latencies

Figure 4-5 – Graph of Normalized Latencies

However, normalizing the data also has the potential to add error. Consider the
following example. Three nodes are located behind the same switch. Two nodes are
located right next to each other and the third is located some distance away, as shown in
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Figure 4-6. By normalizing the data, all three nodes may appear to be at about the same
distance from the switch. Consequently, there is a higher probability the wrong node will
be selected.

Figure 4-6 – Confounding the Normalized Method
of Calculating Euclidean Distances
4.3.4 Determine the Polling Set Combinations

Table 4-1 shows three latency signatures for Target_A_1 using Min, Low, and
Mid. Reducing the number of polling nodes used to create a signature essentially reduces
the amount of information in the signature. Variation in latency measurements is the
single factor that makes a signature more or less ambiguous. So in reducing the
signature, care is taken to reduce only parts that contribute the most variation.
In Table 4-1, the column labeled “Difference” shows the difference between the
Min and Mid measurements for each polling node. To reduce the polling set size from 12
to 6, for example, the six polling nodes with the greatest difference between Min and Mid
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are eliminated. If two or more polling nodes considered for elimination have the same
difference, the first of those polling nodes is arbitrarily eliminated. In this example the

Polling Node
Poll_A_1
Poll_A_2
Poll_A_3
Poll_B_4
Poll_B_5
Poll_B_6
Poll_B_7
Poll_B_8
Poll_B_9
Poll_E_10
Poll_F_11
Poll_G_12

Table 4-1 - Polling Set Selection
Latency
Difference
Min
Low
Mid
214
224
229
15
149
149
151
2
149
149
150
1
149
149
151
2
216
221
227
11
199
200
203
4
164
164
167
3
145
145
147
2
178
180
185
7
176
178
179
3
146
147
149
3
217
225
229
12

polling set would consist of {Poll_A_2, Poll_A_3, Poll_B_4, Poll_B_8, Poll_E_10,
Poll_F_11}.
4.3.5 Compile the Results.

Once the latency measurements have been collected, a table of normalized results
generated, and the polling nodes selected for each set, the Euclidean distances are
calculated for each target. The end node with the smallest Euclidean distance from the
target is the closest node in latency space and is considered geographically to be the
closest node to the target.
4.3.6 Identification of the Nearest Node

Tables C-1 and C-2 in Appendix C show the results from the nearest node
experiments for both the standard method of calculating Euclidean distances and the
normalized method. Varying all of the factors for six targets yields 576 results in each
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table. Each block contains a number from 0 – 5 which shows the number of successes
out of 5 trials.
One result that readily stands out is the complete failure of the LTTLH to identify
Poll_G_12 as the nearest node to Target_D_6, regardless of which method is used.
Target_D_6 emphasizes that networks are laid out consistently. In this case, packets
traveling to Switch_G must travel considerably farther than those traveling to Switch_D,
which means that Poll_G_12 and Target_D_6 are distant from each other in latency
space, even though geographically, Poll_G_12 is the closest node to Target_D_6. If
Poll_G_12 is removed from consideration, the next nearest node is End_C_15. Tables 42 and 4-3 show the results from a test using End_C_15 as the nearest node, each result
indicating the number of successes out of 5 trials. The results from this test are much
more typical of what is expected, as will be shown.
Table 4-3 – Normalized Results for
Target_D_6 Using End_C_15

Table 4-2 – Standard Results for
Target_D_6 Using End_C_15

The next item to examine is the inability of the standard method, the normalized
method, or both to correctly identify the nearest nodes to Target_B_2, Target_B_3, and
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Target_B_4. Figure 4-7 shows the location of Switch_B (Room 306B) and the nodes
connected to it. Nodes denoted with a square are located on the second floor of the
building, whereas the switch and nodes denoted with a circle are located on the third
floor.

Figure 4-7 - Location of Nodes Behind Switch_B

The paths to these nodes from every polling node are identical until Switch_B.
The only difference in the distance traveled from any given polling node to any two
nodes shown lies beyond the switch. Because there are seven end nodes behind
Switch_B, there are some nodes which, although geographically separated, lie very close
to each other in latency space. For example, both the standard and normalized methods
consistently find Poll_B_6 to be the closest node to Target_B_4, even though the two
nodes are actually located on separate floors.

4-11

Finally, the overall success rates for Target_A_1 and Target_C_5 are shown in
Table 4-4. Not surprisingly, the success rates for both the standard and normalized
methods are consistent and higher than the success rates for the other targets.
Target_A_1 is located behind Switch_A with four other nodes and Target_C_5 shares
Switch_C with only one other node, reducing the likelihood of confounding behind the
switches. It may seem surprising, however, that Target_C_5’s overall success rate is
lower than Target_A_1’s, since Target_C_5 shares a switch with only one other node.
However, if the test is restricted to polling set sizes of 9 or greater, using only the Min
method of measurement and the standard method for calculating Euclidean distances,
Target_C_5’s success rate is 92.5%, compared to a success rate of about 70% for
Target_A_1. By further restricting polling set sizes to 12, Target_C_5’s success rate
increases to 95%, while Target_A_1’s success rate remains about 70%.
Table 4-4 - Success Rates for
Target_A_1 and Target_C_5
Target Node

Percent Success
Standard

Normalized

Target_A_1

70.8

72.5

Target_C_5

64.2

62.1

4.3.7 ANOVA for Nearest Node

Table 4-5 shows the success rates for the main effects and the overall success for
nearest node location. Target_A_1 and Target_C_5 showed the greatest success rates,
indicating that fewer nodes behind the same switch yields more accurate results. In both
cases, the success rate is nearly identical whether standard or normalized data is used.
LTTLH had less success with Targets B_2 through B-4. LTTLH identified the nearest
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node for Target_B_2 88.3% of the time using only standard data, but only 2.5% of the
time using normalized data, indicating that in the case of Target_B_2, normalizing the
data confused LTTLH as discussed in Section 4.2.3. However, in the case of
Target_B_3, LTTLH was successful 66.3% of the time using normalized data but only
4.6% with standard data, showing a case where normalizing the data is beneficial. Both
methods were typically unable to identify the correct node for Target_B_4.

Target Node
Time of Day
Polling Set Size
Latency Calc.
Euclidean Dist.
Overall
Success

Table 4-5 - Accuracy of Main Effects for Target Location
Target_A_
Target_B_
Target_B_
Target_B_
Target_C_
1
2
3
4
5
71.7%
45.4%
35.4%
21.0%
63.1%
0200
0800
1200
1600
38.3%
40.6%
32.4%
33.9%
3
6
9
12
25.6%
36.9%
40.4%
42.2%
Min
Low
Mid
36.5%
36.0%
36.4%
Standard
Normalized
38.0%
34.6%

Target_D_
6
0.0%

36.3%

The time of day showed a small amount of variation. LTTLH was less accurate at
1200 and 1600 when the network experienced increased loads. The success rate
increased as polling set size increased, indicating that more information in a latency
signature helps identify the nearest node more accurately. The method used to calculate
latency, Min, Low, or Mid, had little effect on the success. This demonstrates LLTLH’s
ability to reduce variation in collecting latency measurements. Using standard versus
normalized data when calculating Euclidean distance showed only a small amount of
variation. In the case of the nodes selected for this experiment, the limitations of using
normalized data were greater than the benefits realized.
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An ANOVA for the results of this experiment is shown in Table 4-6. Of the main
effects, which target was used contributed the greatest variation, nearly 50% of the whole
model. Polling Set Size accounted for the second greatest variation among the main
effects with 2.76% variation. The interaction between method used to calculate
Euclidean distance and the target used contributes a significant amount of variation,
which is easily explained by the different successes encountered with each method for
the different targets behind switch B. An interesting interaction to note is between Target
and Poll Set Size,
Table 4-6 - ANOVA for Target Location
Percent
Sum of
Variatio
Source
DF
Squares
n
19
2191.123
100.00
Whole Model
1
3
%
E. Dist. Method
1
4.1684
0.19%
1090.258
Target
5
7
49.76%
Poll Set Size
3
60.4358
2.76%
Time
3
15.6858
0.72%
E. Dist. * Target
5
667.5087
30.46%
E. Dist. * Poll Size
3
5.6997
0.26%
Target * Poll Size
15
119.8872
5.47%
E. Dist. * Time
3
3.8663
0.18%
Target * Time
15
90.9705
4.15%
Poll Size * Time
9
6.6962
0.31%
E. Dist. * Target * Poll Size
15
35.9149
1.64%
E. Dist. * Target * Time
15
18.5816
0.85%
E. Dist. * Poll Size * Time
9
4.0712
0.19%
Target * Poll Size * Time
45
39.0226
1.78%
E. Dist. * Target * Poll Size *
Time
45
28.3559
1.29%
38
Error
4
78.0000
3.56%

F Ratio

Prob > F

56.4768
20.5214
1073.485
0
99.1766
25.7407
657.2393
9.3533
39.3476
6.3447
29.8570
3.6629
11.7875
6.0986
2.2270
4.2691

< 0.0001
< 0.0001
< 0.0001
< 0.0001
< 0.0001
< 0.0001
0.0003
< 0.0001
0.0002
< 0.0001
< 0.0001
0.0198
< 0.0001

3.1022

< 0.0001

< 0.0001

accounting for 5.47% of the variation in the model. LTTLH has little success identifying
the nearest node with only 3 polling nodes. The success rates typically increase as the
number of polling nodes increases. However, with respect to Target_A_1, the success
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rate decreases as the number of polling nodes is increased from 6 – 12. A further
investigation into the nodes excluded from the polling sets for Target_A_1 shows that
Poll_A_2 is excluded from polling sets of size 9, and Poll_A_1 is excluded from polling
sets of size 6, leaving only end nodes behind switch A. This is an indication that polling
nodes behind the same switch as the target creates additional confusion for LTTLH.
4.3.8 Identification of Target’s Switch

The second metric used in this experiment measures whether LTTLH is able to
determine which switch a target node is located behind. This metric does not apply to
Target_D_6, since the target is the only node located behind Switch_D. Also, the
success rate for Target_C_5 is identical to the nearest node success rate, since there is
only one end node behind Switch_C; therefore, the target’s switch was found only if the
nearest node was found. The overall success rates for the remaining four targets are
shown in Table 4-7. Next to each target, the number of end nodes behind the same
switch as the target is shown. Having more end nodes behind a switch increases the
probability of determining the correct switch using standard data.
Table 4-7 - Success Rates for
Finding Switch_A and Switch_B
Target
Node

# End
Node
s

Percent Success
Standard

Normalized

Target_A_1

4

93.3

96.7

Target_B_2

7

99.6

79.6

Target_B_3
Target_B_4
Target_C_5

7
7
1

100
100
64.2

80
95.8
62.1

4-15

4.3.9 ANOVA for Target Switch

The success rates for the main effects and the overall success for switch
identification is shown in Table 4-8. LTTLH’s success in finding the target’s switch is
significantly greater than it’s ability to find the nearest node, irrespective of target. The
only exception is Target_C_5 which only has one end node behind the same switch as the
target. Time of day is less significant in switch identification with only a slight decrease
in success at 1600. In determining a target’s switch, the method used to calculate latency
measurements made no difference whatsoever in LTTLH’s accuracy.
Table 4-8 - Accuracy of Main Effects for Switch Identification
Target_A_
Target_B_
Target_B_
Target_B_
Target_C_
Target Node
1
2
3
4
5
95.0%
89.6%
90.0%
97.9%
64.4%
Time of Day
0200
0800
1200
1600
89.3%
87.2%
87.3%
84.7%
Polling Set Size
3
6
9
12
72.5%
86.2%
93.3%
96.5%
Latency Calc.
Min
Low
Mid
87.4%
87.4%
87.4%
Euclidean Dist.
Standard
Normalized
91.4%
82.8%
Overall
Success
87.1%

Table 4-9 shows the ANOVA for identification of the target’s switch. The
dependence on Target is significantly reduced. In fact, the variation is almost entirely
due to LTTLH’s reduced success for Target_C_5. The interaction between the Euclidean
distance method and the target used is reduced for this ANOVA, but the interaction
between the target used and the polling set size is increased. This is due largely to the
difficulty in identifying the correct switch for Target_C_5, but also because of LLTLH’s
increased success in identifying some target’s switches with normalized data and smaller
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polling set sizes. This also explains the increase in variation for the interaction between
Euclidean distance method, target used, and polling set size.
Table 4-9 - ANOVA for Switch Identification
Percent
Sum of
Variatio
Source
DF Squares
n
F Ratio
15
559.414
100.00
Whole Model
9
6
%
20.5951
129.378
E. Dist. Method
1
22.1021
3.95%
0
184.508
270.012
Target
4
3
32.98%
2
102.372
199.752
Poll Set Size
3
9
18.30%
0
Time
3
3.2896
0.59%
6.4187
E. Dist. * Target
4
27.8667
4.98%
40.7805
E. Dist. * Poll Size
3
9.5229
1.70%
18.5813
Target * Poll Size
12
59.9917
10.72%
29.2642
E. Dist. * Time
3
3.3729
0.60%
6.5813
Target * Time
12
39.4083
7.04%
19.2236
Poll Size * Time
9
5.7854
1.03%
3.7629
E. Dist. * Target * Poll Size
12
35.1333
6.28%
17.1382
E. Dist. * Target * Time
12
9.2833
1.66%
4.5285
E. Dist. * Poll Size * Time
9
3.2354
0.58%
2.1043
Target * Poll Size * Time
36
34.8917
6.24%
5.6734
E. Dist. * Target * Poll Size * Time
36
18.6500
3.33%
3.0325
32
Error
0
54.6667
9.77%

Prob > F
< 0.0001
< 0.0001
< 0.0001
< 0.0001
0.0003
< 0.0001
< 0.0001
< 0.0001
0.0002
< 0.0001
0.0002
< 0.0001
< 0.0001
0.0288
< 0.0001
< 0.0001

4.4 Small LAN

LTTLH was also run on a smaller LAN, located in a one-floor office building.
The small LAN differs from AFIT’s LAN in several significant ways. CAT-5 Ethernet is
used throughout the network and only four switches, all located in the same room, are
used. Furthermore, the network has been upgraded piecemeal; switches were upgraded
only when older ones failed or became obsolete and additional wiring was added as
needed.
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4.4.1 Node Selection

Nodes were selected so that all four switches would be used in the experiment.
Otherwise, the main consideration in selecting nodes was to spread them out as much as
possible in this smaller network. This experiment used the same number of polling
nodes, end nodes, and target nodes as in the AFIT experiment. Appendix D shows the
layout of nodes in this network.
4.4.2 Data Collection

In this experiment, data was collected at 0200 and 1000 hours over a five day
period. Otherwise, the same techniques for data collection, normalization, polling set
selection, and nearest node identification used in the AFIT experiment were used here.
Since the network was not logically partitioned and all four switches were in the same
location, identification of the target’s switch provided no information on the location of
the target. Therefore, no attempt was made to identify the target’s switch in this
experiment.
4.4.3 Identification of the Nearest Node

LTTLH failed to identify the nearest node in nearly every run of this experiment.
Furthermore, LTTLH was unable to provide consistent results using normalized data
since all nodes on the network are routed to the same switch location. Appendix D
shows the preferred node for each target using only observed latencies and Appendix E
shows the number of times that node was chosen. It is useful to examine the reasons
LTTLH chose the nodes it did.
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4.4.3.1 Target C125

The node which LTTLH consistently found to be closest to C125 was polling
node C107. The node that was actually closest to C125 was polling node C140.
However, C140 was connected to another, older switch using store-and-forward
technology. C140 was the closest node to target C125 on the same switch, which was the
recently installed and faster switch. Target PMCH1 is analogous to Target 125; LTTLH
found C90 to be the closest node 88% of the time, in favor of the closest geographic
node, Metaframe.
4.4.3.2 Target C153

The node which LTTLH consistently found to be closest to C153 was polling
node C141. The node that was closest to C153 was polling node C95, which was
actually located in the same room. C153 and C95 were installed at different times and
the Ethernet cable connecting them to the switch room ran different routes, as shown by
the heavy lines in Figure 4-8. The cable going to all three nodes was run through
conduits along the outside wall of the office building. C95’s cable was run in a fairly
direct route to the switch room. C153, however, was connected using extra cable from a
run to a large conference room in the center of the office space. As a result, the distance
of the cable run more closely matched that of C138. Targets C102 and C155 are
analogous to C153. In the case of C102, LTTLH chose node C107 to be the closest and
C137 was found to be the closest node to target C155.
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Figure 4-8 – Cable Run to C153, C95, and C141

4.4.3.3 Target C119

Target C119 is the only target for which LTTLH occasionally (28%) finds the
closest geographic node, C137. However, 45% of the time, LTTLH chose C90 as the
nearest node. In this case, both end nodes have cable runs of approximately the same
length making latency to the target similar for both nodes. Consequently, LTTLH has a
tendency to shift between the two.
4.5 Chapter Summary

The simulation model shows that LTTLH works very well in a network designed
for it. In the simulation, nodes are well partitioned using hubs and routers and variation
is eliminated. Consequently LTTLH is able to find the nearest node in every case. One
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can expect that as variation of measurements increases, the accuracy of LTTLH will
decrease.
LTTLH has limited success identifying the nearest nodes to targets on the AFIT
LAN. However, the results of this experiment show that the three methods of collecting
latency, Min, Low, and Mid, account for almost none of the variation in the model. This
indicates that variation in latency measurements was unlikely the reason for LTTLH’s
limited success. Instead, it is mostly due to the problems inherent in trying to correlate
latency space to geographical space.
LTTLH demonstrated good results identifying the target’s switch, choosing the
correct switch 87% of the time. If the polling set size is restricted to 9 and 12 nodes, the
LTTLH’s success rate increases to 95%.
The small office LAN demonstrated the difficulty LTTLH may have in many
networks. Rapidly developing technology and the high costs associated with network
equipment encourage piecemeal upgrades of small networks. Latency space and
geographic space are not the same, and these types of networks illustrate that point very
clearly.
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5 - Conclusions and Recommendations
5.1 Research Conclusions

The simulation demonstrates that LTTLH will find the nearest node to a target in
a network designed for geolocation, if variation in latency measurements can be
eliminated. On the AFIT LAN, LTTLH is able to correctly identify which switch a node
is connected to 95% of the time with polling set size restricted to 9 and 12 nodes.
However, LTTLH is only able to find the nearest node 41.3% of the time with the same
restrictions. The ANOVA suggests that variation in latency measurements plays only a
small role on the AFIT LAN, demonstrated by the insignificant differences between the
methods used to collect latencies, Min, Low, and Mid. Even so, there are three factors
which prohibit LTTLH from working properly on the AFIT LAN; consistency of cable
runs, switch placement, and node placement.
Irregular cable runs prevent LTTLH from identifying the nearest node. Since
propagation delay is dependent on the length of the line from the polling node to the end
node, LTTLH will not be able to identify the correct node when cables of significantly
different lengths are used to connect nodes located in the same area. This is evidenced
by LTTLH’s complete inability to identify Poll_G_12 as the nearest node to Target_D_6.
The network should be partitioned by switches or other relaying devices. On the
AFIT LAN, all nodes on floors 2 and 3 of building 1 connect to a switch in room 306B
on the third floor. Consequently, LTTLH, while able to determine the correct switch,
was unable to find the nearest node and in many cases was unable to find the
approximate location. Oftentimes, LTTLH identified a node on the wrong floor as the
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location of the target. In the case of building 1, connecting all nodes on the second floor
to a switch, also located on the second floor, will help alleviate this confusion.
Placing many nodes behind the same switch creates confusion as to which node is
actually the closest to the target. However, if nodes are adequately spaced, LTTLH can
identify the correct location using the standard method of calculating Euclidean
distances. But how much space is enough?
Consider the nodes connected to Switch_A; Poll_A_1, Poll_A_2, Poll_A_3,
End_A_13, and Target_A_1. By using one polling node, Poll_A_2, to measure the
latency from itself to each of the other nodes, it is possible to gauge how well it
distinguishes one node from another. Table 5-1 shows the latencies from Poll_A_2 to the
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other nodes from each run of LTTLH. The asterisks denote cases in which ping timed
out.
The nodes are ordered left to right by the least latency on average. Bold number
indicate the times Poll_A_2 recorded an equal or larger latency for a node which had less
latency on average, which would suggest that the two nodes are indistinguishable. For
example, the latencies from Poll_A_2 to Target_A_1 and End_A_12 averaged 148.05
and 149.37 microseconds, respectively. However, at 0200 of day 4, a larger latency was
recorded from Poll_A_2 to Target_A_1 than was recorded to End_A_12.
With only an average of 1.32 microseconds difference between Target_A_1 and
End_A_12, Poll_A_2 was unable to distinguish the two 25% of the time, regardless of
time or day. However, Poll_A_2 could distinguish between End_A_12 and Poll_A_3
90% of the time with an average difference of 1.95 microseconds. Furthermore,
Poll_A_2 was able to distinguish between Target_A_1 and Poll_A_3 100% of the time
with an average difference of 3.27 microseconds.
Switch B also offers an opportunity to examine the space needed between nodes.
Table 5-2 lists latencies recorded from Poll_B_4 to 4 nodes on the third floor of Building
1.
In this case, there is only an average of 1 microsecond difference between the first
two nodes. Poll_B_4 is unable to distinguish these two nodes 50% of the time.
However, with an average difference of 4.6 microseconds between Target_B_2 and
End_B_14, Poll_B_4 can distinguish the two 100% of the time. These results agree with
the first example. In order for LTTLH to distinguish between two nodes on the same
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switch, they must be separated by at least 3 microseconds of latency. Therefore, in order
to determine the nearest node, end nodes should be placed 4-5 microseconds apart.

On some networks, such as the small LAN used in this research, LTTLH will not
work at all. In this case, latency space will not correlate well to geographic space
without extensive redesigning of the network. In the small LAN, only one node was
properly identified as the nearest node to a target, and even that only 28% of the time.
5.2 Recommendations for Future Research

LTTLH has the potential to work well in a metropolitan area network (MAN). A
typical MAN does not have the same issues that prevent LTTLH from performing well
on a LAN. Cable runs to buildings are relatively direct, buildings provide the
partitioning needed by LTTLH, and nodes in separate buildings are already spaced apart.
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It is likely that variations in measurements will increase in a MAN, due to
increased contention and more opportunities for queuing delay. However, with the less
precise resolution of a MAN, variability will not be as noticeable as it is on a LAN.
Furthermore, it may be possible to further reduce variability in measurements by using
one-way latency, instead of RTT latency used in this experiment. Modern hardware
clocks are capable of keeping time to within a couple microseconds [Mik00]. Using a
precise time server, it may be possible to accurately measure one-way latency. If so, the
flood-pinging technique used by LTTLH could be extended to consume all resources
from the polling node to the end node.
Polling set sizes should be allowed to increase as needed to adequately cover an
area. This research observed an increase in accuracy with 12 polling nodes, which is
different from previous research which observed reduced accuracy with 10 or more
polling nodes.
With the increased likelihood of mixed line speeds in a MAN, it is likely that
zero-byte packets (cf., Section 2.4) will need to be incorporated into LTTLH. The
increase in variation should not be significant relative to the larger-sized network.
However, variations due to traversing networks with different capacities have the
potential to confound LTTLH unless zero-byte packets are used.
Wireless networking is another area where LTTLH is potentially useful. Again,
variations will likely increase in latency measurements taken across a wireless medium.
However, the direct line propagation from node to node offers an advantage not found in
conventional networks. Latency space will resemble geographical space. If LTTLH is
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still able to locate nearest nodes in latency space across a wireless network, it will find
the nearest geographic position.
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Appendix A - Diagram of AFIT Network Layout

The five figures in Appendix A show the locations of polling nodes, end nodes,
target nodes, and switches for the AFIT network.

A-1

To Bldg

Figure A-1 – Building 1, Floor 1

A-2

To Bldg 2

Target_B_4

Figure A-2 – Building 1, Floor 2

A-3

Figure A-3 – Building 1, Floor 3

A-4

To Bldg 1

Figure A-4 – Building 2, Floor 1

A-5

To Bldg 1

Figure A-5, Building 2, Floor 2
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Appendix B - Latency Measurements

Tables B-1 and B-2 show examples latencies used by LTTLH. Table B-1
contains all of the latency measurements observed in the 0200 run of Day 1. The values
in Table B-2 have been normalized using (2), as described in Section 4.3.3. Latencies are
measured from the polling nodes, listed in the first column, to the end nodes, listed in the
first row. Names of end nodes have been shortened in order to display all nodes.

B-1

B-2

B-3

Appendix C - Success Rates for LTTLH on AFIT Network
The following four tables show the success rates for LTTLH using both standard
and normalized data for nearest node and target switch identification on AFIT’s network.
Columns represent the polling set sizes for each target. Rows represent the method used
to collect latency measurements for each time. Each result is denoted by a number from
0 – 5, indicating the number of successes out of 5 attempts. Tables C-1 and C-2 show the
success rate for nearest node identification using standard data and normalized data,
respectively. Tables C-3 and C-4 show the success rate for identifying a target’s switch.

C-1

C-2

C-3

C-4

C-5

Appendix D - Diagram of Small LAN Layout

Figure D-1 shows the locations of polling nodes, end nodes, target nodes, and
switches used in the small LAN. Arrows indicate which nodes LTTLH most often
identified as the nearest node for a target.

Figure D-1 – Diagram of Small LAN Layout
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Appendix E - Nearest Node Selection for Small LAN

Table E-1 shows the node LTTLH identified most often as the nearest node for a target.
Each result is denoted by a number from 1 – 5 and indicates how often LTTLH selected
the node out of five attempts. Columns represent the polling set sizes for each target.
Rows indicate the method used to collect latency measurements for each time. The row
labeled % Identified lists the rate at which the preferred node was selected for all factors.
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Appendix F - Selection of Nearest Node in Simulation

Tables F-1 and F-2 show the observed latencies from polling nodes to end and
target nodes. Table F-3 lists the Euclidean distances for each end and target node,
calculated from the observed latencies. Highlighted numbers indicate the shortest
Euclidean distance.
Tables F-4 and F-5 show the normalized values of the latencies in Tables F-1 and
F-2, generated using (2), described in Section 4.3.3. Table F-6 lists the Euclidean
distances for each end and target node, as calculated from the normalized values. Again,
highlighted numbers indicate the shortest distances.

F-1

F-2

F-3

F-4
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