Abstract. Numerous studies have investigated the prerequisite role of photoionization in ultrafast laser-induced damage (LID) of bulk dielectrics. This study examines the role of spectral width and instantaneous laser frequency in LID using a frequency dependent multiphoton ionization (MPI) model and numerical simulation of initially 800 nm laser pulses propagating through fused silica. Assuming a band gap of 9 eV, MPI by an 800 nm field is a six-photon process, but when the instantaneous wavelength is greater than 827 nm an additional photon is required for photoionization, reducing the probability of the event by many orders of magnitude. Simulation results suggest that this frequency dependence can significantly impact the onset of LID and ultrashort pulse filamentation in solids.
Introduction
The past several decades have seen the advent of the commercial femtosecond laser system as well as the use of ultrashort laser pulses to affect precise changes in a variety of materials.
1,2 Ultrashort laser pulses are increasingly used for micro-machining, 3, 4 the writing of waveguides and other structures in bulk dielectrics, [5] [6] [7] and also in medical procedures. 8, 9 One critical aspect common to all of these applications is the initiation of laser-induced damage (LID) processes that lead to permanent changes in the material structure. It is generally assumed that the initiation of LID begins with the prerequisite process of photoionization, after which an optically significant plasma density is generated that gives rise to free-carrier absorption and impact ionization. Correct and practical modeling of impact ionization (or avalanching) during LID on the femtosecond time scale is still an open question in the literature. [10] [11] [12] [13] [14] [15] [16] [17] [18] However, the necessity of photoionization as a prerequisite to permanent LID stands in good agreement with nearly all models. Therefore, it is reasonable to assume that errors of many orders of magnitude in calculations of the photoionization rate threaten the validity numerical LID predictions. One such source of error is the spectral variance found in ultrashort laser pulses.
Photoionization calculations typically assume that a laser pulse is approximately monochromatic; that is Δω∕ω 0 ≪ 1, where Δω is the pulse's spectral width and ω 0 is a measure of the central frequency of the spectrum. However, one physical requirement of making a transform-limited pulsewidth shorter is that the corresponding spectral width will grow proportionately larger. If the pulsewidth approaches a single optical cycle of the laser field, as with ultrashort pulses, then the monochromatic approximation becomes questionable. The spectra of ultrashort pulses can also be significantly distorted by nonlinear optical effects during propagation. Processes such as self-phase modulation and ionization can broaden the spectrum and shift the central frequency away from its original value, see Fig. 1 . The influence of these nonlinear processes on the pulse spectra, and the resulting spectral effects in ultrafast LID, are investigated in detail. The question addressed in this article is whether spectral widths, shifts, and temporal-pulse chirps can alter the initiation of bulk LID in a measurable way.
The results presented suggest that the spectral effects will alter both the location and shape of pre-critical electronplasma formation in bulk fused silica. Spectral variance in the presented work either evolves by nonlinear propagation or is provided by initial-temporal chirps and pulse-widths. To model the dynamic evolution of these effects, simulations of ultrashort pulse propagation are performed in fused silica where the instantaneous frequency of the laser pulse is used in calculations of the photoionization rate. These results are compared to identical simulations of the kind ubiquitously performed in the literature. In these latter simulations the electron plasma evolution is calculated using the standard approximation that the pulse is monochromatic throughout the propagation.
Theory
The most common models of photoionization used in ultrafast LID calculations (the Keldysh 19 and PPT 20,21 models) include frequency dependence of the applied laser radiation. However, all of these models assume that the laser field is, at least approximately, monochromatic. When applicable, this condition ensures that the same number of photons must be absorbed for photoionization to occur in the multiphoton ionization (MPI) limit, regardless of the location in the material or the spatio-temporal position within the laser pulse. If a pulse's spectrogram remains narrowly symmetric about a central frequency then the MPI yield may not change significantly. In this case, the effect of absorbing low energy photons during MPI events would tend to offset the effect of also absorbing high energy photons.
However, for sufficiently broad spectra there exists the possibility of simultaneously absorbing only photons with energies much higher than those at the central frequency. This could decrease the number of such photons required for photoionization, thereby increasing the ionization rate accordingly. The opposite complication can occur for positively-chirped laser pulses where the leading pulse edge is red-shifted from the central frequency. In this case, an increase in the number of photons needed for MPI may occur and cause the photoionization rate to decrease by several orders of magnitude.
At moderately high intensities between the MPI and tunneling limits, the issue is further complicated in the Keldysh model 19 by the need to absorb a total energy greater than the effective band gap
where U is the material band gap energy, the second term is the ponderomotive "wiggle" energy of the free carrier with charge e and effective mass m e , jξj is the laser field amplitude, and ω is the central optical frequency. In the multiphoton picture, the number of photons required for a photoionization event will be
where the notation h·i denotes the integer part. This condition ensures that the total number of photons required for photoionization will increase at high intensities in the MPI picture. This further implies that if the pulse frequency changes, then the MPI rate would change due to frequency dependence in the ponderomotive energy of Eq. (1) and the photon energy in Eq. (2).
The following subsections will demonstrate that such alterations may lead to changes of many orders of magnitude in the MPI rate.
Keldysh Model of Photoionization
For the remainder of this work, the Keldysh photoionization rate for solids is used because in numerous studies it has provided good agreement with experiments of ultrashort laser pulse propagation in fused silica, 6, 11, 18, [22] [23] [24] [25] [26] [27] [28] and fused silica will be the material referenced in this work. The photoionization formula developed by Keldysh for solids is 19 W PI ðjξj; ω; U; mÞ ¼ 2ω 9π
Here, the Keldysh parameter The solid line in Fig. 2 shows the Keldysh photoionization rate as a function of the optical intensity in fused silica with a band gap of 9 eV and an effective mass equal to the rest electron mass. The dashed line in Fig. 2 shows the Keldysh six-photon (n ¼ 6) MPI rate; W PI ¼ σ 6 I 6 , where σ 6 ¼ 6.04 × 10 −47 ðcm 2 ∕WÞ 6 s −1 cm −3 for the absorption of six 800 nm photons. Note that the Keldysh parameter γ is used to distinguish between the domains of MPI, γ ≫ 1, and tunneling ionization, γ ≪ 1. It is instructive to mention that at the intensity just below 4 × 10 12 W cm −2
in Fig. 2 , MPI changes abruptly from a six-photon process to a 7-photon process, hence the order of magnitude change from the dashed six-photon MPI line. In the tunneling limit of high intensities for a particular frequency the photoionization rate approaches that of a static field. 
Photoionization Rates for Neighboring Wavelengths
To examine how different frequency components of an ultrashort laser pulse may affect the probability of photoionization, Fig. 3 shows the Keldysh photoionization rates for a field with a wavelength of 800 nm, as well as those for many neighboring wavelengths. Note that the 775, 800, and 825 nm wavelength rates are in good agreement for intensities in the MPI limit. This indicates that photoionization for the 140 fs laser pulse shown in Fig. 1 , ranging spectrally from 790 to 810 nm, would be well approximated by simply using the rate for 800 nm in that limit. The same could be said for pulses as short as 50 fs that would still fit safely in the 775 to 825 nm spectral range. However, note the difference of 2 to 4 orders of magnitude between the 825 and 828 nm rates in the MPI limit. This is due to the fact that seven 828 nm photons are required to cross the band gap in the MPI limit, whereas only six 825 nm photons are required. Note also that after crossing an intensity of 2 × 10 11 W∕cm 2 the 825 nm rate falls from a six-photon rate to the 7-photon 828 nm rate. This is because an additional photon is required to cross the effective band gap at that intensity, as per Eq. (2) . If large portions of a pulse's spectrum were to lie on two different sides of such a transitional wavelength or intensity then it is unlikely the photoionization rate could be well approximated by the rate for a single wavelength. Nevertheless, ultrafast photoionization rates in the literature are almost exclusively calculated for a single wavelength. Ultrashort laser pulses propagating through fused silica often experience bulk damage thresholds on the order of 10 13 W∕cm 2 .
6,18,23 Figures 2 and 3 show that those intensities lie in the intermediate regime of the Keldysh photoionization rate where both MPI and tunneling ionization play significant roles, with the role of the former declining at high intensity and the role of the latter increasing. At these intermediate intensities Fig. 3 shows that all of the photoionization rates begin to converge to a single frequency-independent tunneling rate. If avalanching also plays a significant role in ultrafast LID then order-of-magnitude changes resulting from spectral variance in the photoionization rate should occur at the leading edge of the pulse. There the intensity is lower and the precritical electron plasma is forming. Hence it is the initiation of LID which should first be examined to find the influence of spectral variance.
Photoionization from Multi-Chromatic Fields
The Keldysh model of photoionization was derived for a monochromatic laser field. To the author's knowledge there is no multi-chromatic model for nonlinear ionization in solids. This deficiency precludes the ability to accurately model MPI events involving many different frequencies. The standard practice in pulse propagation simulations is to calculate the Keldysh photoionization rate using a constant central frequency, but with a field amplitude that varies with time. In this article, the frequency used in the Keldysh rate is simply allowed with time as well, and is given by the instantaneous frequency. In this manner, a shift of the central pulse frequency can result in a changing photoionization rate.
There are three fundamental limitations in adopting such a model. First, all the material properties assumed in the Keldysh derivation are still assumed here, and are over simplified for most cases. Second, truly multi-chromatic MPI events are neglected since the frequency is assumed to have only one value at any particular time. This will give rise to artificially sharp changes in the MPI rate; for example, when an MPI transition wavelength is crossed. In a truly multi-chromatic model one could expect that the convoluted frequency combinations would lead to comparatively smoother transitions in the MPI limit. Third, although the instantaneous frequency is often a convenient quantity there are some situations in which it is not physically meaningful. See Ref. 30 for a summary on the nature and meaning of the instantaneous frequency.
Simulations
Simulations to model the effects of spectral width and temporal chirp on bulk LID are performed for ultrashort laser pulses propagating through 2.6 mm of fused silica. Variables and formulas referenced in this section are summarized in Table 1 . Definitions and numerical values for the pulse and material parameters used in the simulations are summarized in Table 2 . The simulations begin with a 20 μJ, 140 fs, 800 nm pulse that is loosely focused (100 μm beam waist) onto the front surface of a fused silica sample. During propagation in the sample the pulse undergoes catastrophic self-focusing and ends the simulated propagation having generated a plasma density approaching, but not exceeding, the critical density of 10 21 cm −3 often associated with permanent damage. This simulated propagation is performed by solving for the complex envelope ξ of the linearly polarized, cylindrically symmetric electric fieldẼ, defined bỹ Eðr; z; tÞ ¼ 1 2 ½ξðr; z; tÞe iðk 0 z−ω 0 tÞ þ c:c:x:
The equation of propagation is derived in Ref. 31 and describes the evolution of ξ along the propagation axis z in the retarded time frame of the laser pulse, that is τ ¼ t − z∕v g , moving at the group velocity v g . (2)] are represented in the MPI (low intensity) regime.
HereD b is a bound charge linear dispersion operator,Ĝ is a free-carrier dispersion operator, andT is a steepening operator defined, respectively, aŝ
where linear absorption due to bound charges is neglected. The first term on the right hand side of Eq. (4) accounts for diffraction and linear shock, the second term accounts for dispersion due to bound charges, the third term represents contributions from the nonlinear polarization, the fourth term represents the contributions of free-carriers as calculated by the Drude model, and the fifth term accounts for absorption due to photoionization. The function RðτÞ in the nonlinear polarization term is the delayed nonlinear optical response function from Ref. 32 and is given by
where the first term represents an instantaneous electronic response, f r is the fraction of the Raman contribution to the nonlinear polarization, and the constants τ 1 and τ 2 are adjustable parameters chosen to provide an adequate fit with the Raman-gain spectrum. The nonlinear polarization term in Eq. (4) accounts for self-focusing, self-phase modulation, self-steepening (nonlinear shock), and stimulated the Raman scattering. Equation (4) is solved simultaneously with a rate equation describing the evolution of the free-carrier density ρ in the conduction band:
This model includes contributions of photoionization, impact ionization (avalanching), and electron recombination. To produce a qualitative indication of the importance of spectral variation in the laser pulse, the Keldysh photoionization rate W PI in Eqs. (4) and (5) are calculated by Eq. (3) using the instantaneous frequency of the laser pulse, that is ωðτÞ ¼ ω 0 − ℑ½ð∂ τ ξÞ∕ξ, where the notation ℑ½· denotes the imaginary part. The plasma density generated by this simulation is then compared to that of an identical simulation where the frequency is assumed to be ωðτÞ ¼ ω 0 , i.e., monochromatic when calculating Eq. (3). The simulations begin by constructing the electric field envelope at the beginning of the propagation, at which point the beam and pulse shapes are assumed to be Gaussian and are given by the formula
where I 0 ¼ E 0 ∕ðπ∕2Þ 3∕2 w 2 r τ 0 is the initial peak intensity. The initial temporal chirp of the pulse is determined by the parameter β which is positive for positively chirped pulses, negative for negatively chirped pulses, or zero for unchirped pulses.
Results
The intensity of the initially unchirped laser pulse at several locations during propagation is shown in Fig. 4 . The figure captures the process of self-focusing as the pulse approaches z ¼ 2.5 mm of propagation, at which point LID is being initiated. If the influence of beam asymmetries and material defects were to be included, it is likely that the pulse as seen in Fig. 4(d) would quickly undergo multiple filamentation. 33, 34 Note also that the on-axis peak intensity in Fig. 4(d) of approximately 5 × 10 13 W∕cm 2 is at least an order of magnitude higher than that of the rest of the laser pulse off-axis. This implies that changes to the instantaneous frequency due to self-phase modulation will be an order of magnitude greater at the center of the beam than on the wings. Additionally, LID is most likely to occur where the intensity is highest; within a few micrometers of r ¼ 0 in the beam structure for the results presented. However, integrating the intensity over this region gives only a small fraction of the pulse energy. This is demonstrated in the frequency domain by In Fig. [5(a) and 5(e) ] the initial on-axis spectra and complete spectra, respectively, are identical because no nonlinear effects have occurred at the beginning of the propagation. Note also that the positively and negatively chirped pulses have identical spectra initially, although those frequencies are distributed oppositely in the time-domain. At z ¼ 2.0 mm Fig. 5 shows significant deviation between the complete and on-axis spectra due to increased self-phase modulation at the beam center. In particular, for positive values of the nonlinear refractive index n 2 , self-phase modulation will positively chirp the laser pulse as it propagates. This effect causes the spectrum of the negatively chirped pulse to narrow, and the spectra of the other pulses to broaden. Furthermore, linear dispersion will cause the negatively chirped pulse to undergo temporal compression while causing the other pulses to broaden in time proportionally to their initial or evolved positive chirps. These linear dispersion effects shift the respective nonlinear foci of the differently chirped pulses by hundreds of micrometers. This is shown in Figs. (6 to 8) which show the peak plasma densities generated at different positions along the propagation axis z.
In Fig. 5(d) , most of the energy of the unchirped and negatively chirped pulses lie in the n ¼ 7 MPI region. This spectral shift results from the "red-shifted" field on Fig. 5 (a) to (d) Normalized on-axis spectra and (e) to (h) complete on-axis spectra of the pulses. Initial pulse chirps are distinguished by the black-solid plots for unchirped, the red-dashed plots for negatively chirped, and the blue-dotted plots for positively chirped pulses. The dashed-black vertical line indicates the transition wavelength between the n ¼ 6 and n ¼ 7 MPI regions. the front edge of the laser pulse (a consequence of the nonlinear polarization), where the initial plasma density is being generated. The blue-shifted field on the trailing edge is largely absorbed and scattered by free-carriers as shown in Fig. 4(d) . It is therefore highly questionable whether a photoionization rate for an 800 nm field is a valid approximation on the leading edge of the pulse at this point in the propagation. This red-shifting effect reduces the photoionization rate on the front edge of the pulse by 2 to 4 orders of magnitude, as demonstrated by Fig. 3 . The results of such reductions in the photoionization rate are shown in Figs. 6 to 8, each of which compares calculations of peak generated plasmas using either a constant frequency or the instantaneous frequency in the photoionization model. Figures 6 to 8 show the maximum plasma density generated in the material near the end of propagation for each of the initial pulse chirps. In each of these figures part (a) represents calculations using only an 800 nm wavelength in the Keldysh model, while part (b) uses the instantaneous frequency. Note that in Fig. 6(b) there is a range of about 20 μm between z ¼ 2.47 mm and z ¼ 2.49 mm where the plasma density is less than half the value of Fig. 6(a) . This same feature occurs also in Figs. 7 and 8, and is a direct result of self-phase modulation "red-shifting" the front pulse edge into the n ¼ 7 MPI region thereby causing plasma generation to decline. Further into the material, Figs. 7 and 8 also show that spectral ionization effects visibly alter the balance between self-focusing and plasma defocusing that characterize pulse filamentation in the medium. Although the peak plasma densities do not exceed the frequently assumed value for permanent damage of 10 21 cm −3 , they are approaching this value within an order of magnitude. This range of plasma generation has previously been associated with both irreversible and annealable modifications to the local refractive index. 23 When viewed in the context of femtosecond-laser micromachining or nanofabrication in the bulk, the aforementioned 20 μm range of discrepant predictions for the generated plasma is not a trivial matter. The difference of hundreds of micrometers resulting from different initial chirps from otherwise identical pulses also warrants careful consideration. A post mortem examination of this material region will be able to distinguish the resulting permanent changes to the local refractive index.
Discussion
The results suggest that spectral effects on LID initiation are demonstratively significant. However, this issue has received comparatively little attention in the literature. There are at least two reasons why this might be the case. The first is best demonstrated by a comparison of the complete spectra and the on-axis spectra of Fig. 5 . Note that from z ¼ 2.0 mm to z ¼ 2.5 mm, the complete spectra change very little, despite the statio-temporal dynamics involved in self-focusing and filamentation. Although the complete spectra broaden during the propagation, most of the pulse energy remains in the n ¼ 6 MPI spectral region. This shows that one should not rely only on the spectrum of the complete pulse as a measure of chromatic integrity. Otherwise, one can significantly misrepresent the field-material interaction in the region where LID or filamentation will occur. This is especially true if the pulse is strongly chirped. Therefore, when calculating the plasma evolution great care should be taken to account for the local spectrum in the region of concern.
The second reason this issue has received comparatively little attention may be that, to the author's knowledge, there is no model of photoionization or avalanching that was derived to account for pulses of arbitrary shape, temporal width, and phase. The Keldysh model was derived for a monochromatic CW field; 19 as was the kinetic (FokkerPlanck) equation for the evolution of free-carriers in energy space 35, 36 and the simplified rate equation that was derived from it 12 [Eq. (5) is a variation of this model]. Even a more recently proposed multi-rate equation model for avalanching, developed by Rethfeld 16, 17 specifically with ultrashort laser pulses in mind, still depends on the assumption of an approximately monochromatic field. The presented results suggest that, without a multi-chromatic model of Optical Engineering 121805-6 December 2012/Vol. 51 (12) laser-induced ionization, our current understanding of bulk LID by ultrashort pulses is fundamentally limited. In this article, the author has used an ad hoc modification of the Keldysh photoionization rate for solids by performing calculations with the instantaneous frequency instead of a single unchanging frequency. The author emphasizes that this ad hoc modification should not be regarded as a permanent substitute for new comprehensive models of ultrafast ionization in solids. The Keldysh model of photoionization was not derived with the assumption of a changing frequency, therefore the results of Figs. 6 to 8 are an admittedly qualitative demonstration. Furthermore, the modified Keldysh approach of this work takes no account of multi-frequency absorption events that ultimately contribute to the total MPI yield. For such cases it has yet to be determined if a closed analytic formula, such as Eq. (3) or Eq. (5), can be derived for an ultrashort laser pulse of arbitrary shape and phase. Such formulas would be extremely useful for quantitative predictions of ultrafast LID and filamentation in solids.
Conclusion
The validity of using photoionization rates derived for monochromatic fields to calculate ultrafast LID has been investigated by inspection and simulation. In the MPI limit, there are transitional wavelengths about which the number of photons required for photoionization changes by a single integer value, reducing or increasing the probability of the event by orders of magnitude. If the spectrum of an ultrashort laser pulse straddles such a transitional wavelength, it is doubtful that a photoionization rate for a single frequency will accurately describe the initial generation of free-carriers. In the special case of fused silica with a band gap of 9 eV, the transitional wavelength from a six-photon process to a 7-photon process occurs at approximately 827 nm. Given this condition, it was shown that MPI rates would be well approximated by simply using the rate for an 800 nm field in the case of a transform-limited 800 nm laser pulse as short as 50 fs. However, 800 nm pulses shorter than 50 fs would straddle the 827 nm transition, as would longer but strongly chirped ultrashort pulses.
Simulations were performed to examine the influence of nonlinear self-frequency shift and initial pulse chirps on the initiation of LID in bulk dielectrics. Self-focusing and dispersion effects in fused silica produced on-axis spectra with much greater variance compared to the complete pulse spectra. Propagation simulations using the instantaneous frequency to calculate photoionization rates were compared to corresponding simulations using a constant 800 nm wavelength for that purpose. When pre-damage plasma absorption and defocusing became appreciable for an initially unchirped pulse, the resulting on-axis spectrum had shifted into a region requiring an addition photon for photoionization in the MPI limit. However, the energy on the wings of the pulse, and thus the total spectrum, remained centered about the initial frequency.
For the case of initially chirped pulses, both linear and nonlinear optical effects distort the originally identical spectra. The location and shape of resulting plasma distributions in the material were also altered by these effects. It was found that the initial chirps combined with linear dispersion effects to shift the location of potential damage sites by hundreds of micrometers. The on-axis spectral evolution, driven by nonlinear optical effects, generated different shapes for the maximum plasma densities in the material when comparing the monochromatic and instantaneous frequency photoionization models, and were critical to modeling the pulse filamentation dynamics. These results among others [37] [38] [39] demonstrate the urgent need for new models of LID that account for the multi-frequency nature of ultrashort laser pulses.
