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Abstract 
Chetwynd, A.G. and A.J.W. Hilton, Outline symmetric latin squares, Discrete Mathematics 
97 (1991) 101-117. 
We define two symmetrical analogues of the notion of an outline latin square; we prove that 
each is an amalgamation of a simple symmetrical latin square like structure; and we show that 
various embedding theorems are consequences of these results. 
1. Introduction 
In [13] (see also [12]) the second author developed the idea of an ‘outline latin 
square’ and also applied this idea in various ways. In this paper we see to what 
extent the idea carries over when all the structures are required in addition to be 
symmetric. 
In Section 2 we illustrate the idea of an outline latin square, we give the 
definition, and we give some of the main results concerning them. 
In Section 3 we discuss various symmetrical analogues of outline latin squares, 
we state some results which are symmetrical analogues of the results on outline 
latin squares, and we give some applications. Our discussion could have been 
developed in a more extensive way, but we have preferred simply to indicate 
possible further developments. 
In Section 4 we prove the results stated in Section 3. 
2. Outline latin squares and their applications 
Consider the generalized latin square Al in Fig. 1. This has 4 symbols in each 
cell (counting repetitions), and each symbol occurs 4 times in each row and 4 
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Fig. 1. A,. Fig. 2. B,. 
times in each column. It can be obtained from the latin square B, of Fig. 2 by 
erasing the cell boundaries indicated by the dotted lines, and reducing the 
numbers modulo 3 (there is not intended to be any significance in the location 
within a cell of the symbols of the cell). 
The general question suggested by such an example is this. Given an n x n 
generalized latin square A on symbols 1, . . . , n in which each cell contains s2 
symbols (counting repetitions), and each symbol occurs s2 times in each row and 
s2 times in each column, is there necessarily an (sn) x (sn) latin square B on 
symbols 1, . . . , ns from which A can be obtained by erasing the cell boundaries 
and reducing modulo n. The answer to this question is ‘yes’. In fact more is true. 
Let S=(P,,P~,...,P,), T=(qi,q2,...,q1) and U=(r1,r2,...,rU) be 
three compositions of n. (A composition of II is a vector with positive integer 
components which add up to n.) If L is an rr x II latin square on symbols 
1 , . . . 7 n, then we form the (S, T, U)-amalgamuted bin square L* of size s x ton 
u symbols ur, . . . , o, by placing a symbol a, in cell (i, j) of L” each time that one 
of r, + f. . + rk_r + 1,. . . , rI + f. * + rk occurs in one of the Cells ((u, p), where 
~Y{(P1+‘.‘+Pi_1+1,...,p,+“.+pj} and /I E {qr+. . . + qj-1 + 
1 , * . . , 41+*- . + qj}. If L is on some other set of symbols, say y,, . . . , ynr then 
we may assume y,, . . . , yn replaced by 1, . . . , n, respectively, and apply the 
definition above. To illustrate this definition, let n = 6, S = (1, 3, 2), T = (2, 2, 2) 
and U = (1, 1, 2, 2), and let L be the latin square A2 of Fig. 3. Then the 
amalgamated latin square L* on symbols (1,2,3,5} is obtained by erasing the 
dotted lines and replacing the 4’s by 3’s and the 6’s by 5’s (and keeping the 
existing l’s, 2’s, 3’s and 5’s). Then L* is depicted as the generalised latin square 
B2 of Fig. 4. Again, no significance is to be attached to the positions of symbols 
Fig. 3. A,. Fig. 4. B,. 
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within cells. It is clear that the number of times each symbol occurs in each row, 
column or cell of B, is determined by A2 and the compositions S, T and U. 
Clearly in L* 
(i) TOW i CO&iinS symbol ok pirk times, 
(ii) column j contains symbol @k qjrk times, and 
(iii) cell (i, j) contains (counting repetitions) piqj symbols. 
Let us call a generalized latin square L** on symbols ol, . . . , a, in which nz 
symbols occur altogether (counting repetitions) and for which there are composi- 
tions S = (pl, . . . , pS), T = (ql, . . . , qr) and U = (rI, . . . , ru) of IZ such that (i), 
(ii) and (iii) above hold for L**, an (S, T, U)-outline latin square. Thus we 
assume here that L** satisfies various numerical constraints, but we do nor 
assume that L** is obtained from a latin square. The key result is that, 
nonetheless, there is a latin square from which L** can be obtained. Thus if we 
were presented with the outline latin square B, of Fig. 4 we would know that 
there is a latin square from which it could be obtained. 
Theorem 1. Each outline latin square is an amalgamated Latin square. 
This theorem was originally proved in [12]. The special case of (S, T, U)- 
outline latin squares in which s = t = n, so that S = T = I, where Z is the partition 
consisting of all l’s, has been studied earlier under the name of F-squares (see [4] 
and [19]). The interest has mainly been in connection with orthogonality. 
Ryser’s Theorem on embedding latin rectangles inside latin squares is an easy 
consequence of Theorem 1 (see [13]). A n s x t partial filled’ latin rectangle R on 
symbols 1, . . . , n is an s x t matrix in which each symbol from 1, . . . , n occurs at 
most once in each row and at most once in each column (and each cell contains 
exactly one symbol). For 1 G i c n, let N(i) denote the number of times that i 
occurs in R. Ryser’s Theorem is as follows. 
Theorem 2 (Ryser [20]). Let R be an s X t partial filled Latin rectangle on the 
symbols 1, . . . , n. Then R can be completed to an n X n latin square L if and 
onlyifN(i)as+t-n(ViE{l,...,n}). 
Ryser’s Theorem is a special case of the following theorem of Cruse; Cruse’s 
Theorem is also an easy consequence of Theorem 1 (see [13]). An s x t partial 
unfilled latin rectangle R on symbols 1, . . . , u is an s X t matrix in which each cell 
is either left empty or it is filled with an element from (1, . . . , u} in such a way 
that no element occurs more than once in any row or column. Let N be the 
number of cells of R which are filled, let N,(k) be the number of cells of R 
containing the symbol k, let N,(i) be the number of occupied cells in row i and let 
N,(j) be the number of occupied cells in column j. 
’ The word ‘filled’ is used to indicate that each cell is filled. The word ‘unfilled’ will be used later to 
indicate that some cells may be empty, or, at least, not completely filled. 
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Theorem 3 (Cruse [5]). Let R be an s X t partial unfilled latin rectangle on the 
symbols 1, . . . , u. Then R can be extended to an n x n latin square on symbols 
1 , . . . , n in such a way that the empty cells in R are filled with the symbols 
u+l,..., n if and only if 
(i) Ns(st+tu+us)-n(s+t+u-n)and 
(ii) N,(k) 3 s + t - n (1 <ksu), N,(i)at+u-n(l<i<s), andN,(j)?u+ 
s-n (1CjCt). 
Perhaps the most striking feature of these inequalities is that they are 
symmetrical in s, t and U. However a moment’s thought will convince the reader 
that this ought to be so, for the theorem can be reinterpreted as a theorem about 
extending a partial triangulation of the complete tripartite graph K,,,,, to a 
triangulation of K,,,,, in such a way that all the extra triangles have at most two 
vertices in the KS,,,,- a situation which is symmetrical in s, t and u. 
Finally in this section we give the definition of an amalgamated (S, T, U)- 
outline latin square, where, as before, S = (pI, . . . , p,), T = (ql, . . . , qr) and 
II= (rI, . . . , rJ are three compositions of n. Speaking loosely, this will be a 
generalized latin square which can be obtained from some (S, T, U)-outline latin 
square by amalgamating the rows, columns and symbols in an appropriate way. 
This notion has little inherent interest, but is needed in the proofs of various of 
our theorems. For a precise definition, suppose we have an (S, T, U)-outline latin 
square L* on symbols ul, . . . , a,. Let S* = (pz, . . . , pz*) be a composition of s, 
T*=(q:,..., q>) be a composition of t, and U* = (r:, . . . , rz*) be a composi- 
tion of u. The (S*, T*, U*)-amalgamation L** of the (S, T, (I)-outline Latin 
square L*, of size s* X t* on u* symbols oz, . . . , a,*., is formed by placing a 
symbol a: in cell (i, j) of L** each time that one of 
occurs in one of the cells ((Y, /I) of L*, where (Y E {p: +. . . +P~?-~ + 1, . . . , pt + 
.*.+p”} and f3E{q~+~~~+qi*_I+1,...,q~+~~~+q,?}. Then L** is an 
amalgamated (S, T, Q-outline latin square. 
3. Outline latin squares which are symmetric 
A natural condition to impose on a generalized latin square is that of 
symmetry. The generalized latin square AI of Fig. 1 is symmetric, and so one may 
ask if there is a symmetric latin square on symbols 1, . . . ,6 from which A, could 
be obtained by the same simple process of erasing cell boundaries and reducing 
the symbols modulo 3. In this case the answer is again ‘yes’; AI can be obtained 
in the way described from the symmetric latin square J of Fig. 5. A general result 
here is that if each cell of an n x n symmetric generalized latin square A on 
symbols 1, . . . , n contains (2r)* symbols, if each symbol occurs 2r times in each 
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Fig. 5. J. 
row, and if no diagonal cell contains more than 2r symbols which occur an odd 
number of times in it, then there is a (2~2) x (2m) symmetric latin square J from 
which A can be obtained by the process of erasing cell boundaries and reducing 
the symbols modulo 12. 
A slightly different situation is illustrated by the generalized symmetric latin 
square K in Fig. 6. This cannot be obtained from any ordinary symmetric latin 
square on the numbers 1, . . . , 12 by reducing the numbers. modulo 3. But it can 
be obtained from the symmetric generalized latin square L in Fig. 7, in which 
each symbol occurs twice in each row, by reducing the numbers modulo 6. Again, 
there is a general result about this. 
The main result, Theorem 1, on outline latin squares says that any outline latin 
square is an amalgamated latin square. Symmetric latin squares are more 
complicated. The constraint provided by the fact that the squares are symmetric 
means that the treatment of rows is exactly the same as the treatment of columns, 
but it turns out that the symbols have to be treated separately. This is one 
2 I T 12 I2 I I z 2 I 12 '212 3 5 T 43 3 I3 2 31 12 3 I I2 
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complication. Another is that we do not really have a full analogue of Theorem 1, 
but instead have two analogues, both interesting, but neither as simple as 
Theorem 1 (there is a third analogue, even more complicated). 
Section 3 is devoted to the development and discussion of the two main 
analogues. Each has a variety of applications rather like the applications of 
Theorem 1, but for reasons of space, we do not go into them fully here. The third 
analogue is also discussed briefly. 
Some of the complication in our discussion of symmetric latin squares comes 
through the diagonal elements. If, instead of symmetric latin squares, we were to 
treat blocked symmetric latin squares, that is, the analogue of symmetric latin 
squares in which the cells on the main diagonal are left empty, then the discussion 
would be simplified. Symmetric blocked latin squares are of course equivalent to 
edge-coloured complete graphs, so they are of considerable interest; but, again 
for reasons of space, we do not discuss them here. 
The topic considered in this section was originally considered by Andersen and 
Hilton in [l, 21, but is developed further here. 
3.1. Amalgamated symmetric latin squares 
If L is a symmetric latin square of order 12, and if S, T and U are compositions 
of rr with S = T, then the (S, T, Il)-amalgamation of L is also symmetric. We call 
it an (S, U)-amalgamated symmetric latin square. The generalized symmetric latin 
square AI of Fig. 1 is the (S, U)-amalgamation of the symmetric latin square J of 
Fig. 5, where S = (2, 2, 2), U = (2, 2, 2), symbols 1,2,3 are kept and symbols 4, 
5, 6 replaced by 1,2,3, respectively. 
As well as the well-known concept of a symmetric latin square, a further basic 
concept, we need in this section is that of a symmetric double latin square. We 
now proceed to define this. 
Using the notation of a (p, q, r)-latin rectangle defined in [13], a symmetric 
(2,2, I)-latin square is a symmetric matrix in which each element occurs twice in 
each row and twice in each column, and each cell contains one element. We call 
these symmetric double fatin squares. Thus a symmetric double latin square is an 
(S, T, U)-outline latin square in which S = T = I = (1, 1, . . . , 1) and u = 
(2, 2, . . . , 2). If S = (1, . . . , 1) and I/ = (2, . . . , 2), then the (S, LI)- 
amalgamation of a symmetric latin square is a symmetric double latin square. The 
converse is however not true as there are symmetric double latin squares which 
are not the amalgamations of symmetric latin squares. For example, the 
symmetric double latin square of Fig. 8 is not the amalgamation of a symmetric 
latin square. We shall see that for symmetric double latin squares there is quite a 
good analogue of Theorem 1. 
If L is a symmetric double latin square of order II, and if S and U are 
compositions of rr, then the (S, U)-amalgamation of L is the (S, S, U)- 
amalgamation of the (2,2, l)-latin square L. 
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3.2. Pseudo -outline symmetric latin squares 
First we define an initial concept which is not itself an amalgamated latin 
square. Let S = (pi, . . . , ps) and U = (rl, . . . , ru) be two compositions of n. An 
(S, U)-symmetric latin multimatrix is a symmetric s x s matrix on u symbols, say 
01, . * * > a,, such that, for lSiSs, lCj6s and lcksu, 
(i) row i contains symbol U, pirk times, 
(ii) cell (i, j) contains (counting repetitions) pipj symbols. 
Symmetric latin multimatrices are not themselves erious candidates as symmetric 
analogues of outline latin squares. One defect is easy to see. The (S, U)- 
amalgamation of a symmetric latin square in which U = (1, . . . , 1) and S = 
(PI, . . . , pS) has p’ elements in cell (i, i), of which at most pi can occur an odd 
number of times. The definitions of pseudo-outline symmetric latin squares below 
takes account of this problem with the diagonal elements. Notice that a 
symmetric double latin square is an (S, U)-symmetric multimatrix in which 
S=(l,..., 1) and U = (2, . . . , 2). If S = (1, . . . , 1) then an (S, U)-symmetric 
latin multimatrix is said to have unmerged rows (and columns), and if U = 
(1, . . . , l), then an (S, U)-symmetric latin multimatrix has unmerged symbols. 
The diagonal cells are taken into account in the following definition: An s x s 
(S, U)-symmetric latin multimatrix A on u symbols is a pseudo-outline symmetric 
latin square if, for 1 s i CS, the diagonal cell A(i, i) contains at most pi symbols 
an odd number of times. The word ‘pseudo’ in this definition is included 
because it is not true that any pseudo-outline symmetric latin square is the 
amalgamation of a symmetric latin square. The symmetric double latin square of 
Fig. 8 is an example of this. Nonetheless, for many compositions S and U, an 
(S, Uj-pseudo-outline symmetric latin square is an amalgamated symmetric latin 
square, as we shall see. 
3.3. The main ‘Outline Theorems ‘for symmetric Latin squares 
We give here the main analogues of Theorem 1. The first of these gives some 
sufficient conditions for an (S, U)-pseudo-outline latin square to be the amal- 
gamation of a symmetric latin square. 
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Theorem 4. Let S = (pI, . . . , ps) and U = (I~, . . . , ru) be compositions of n. Zf 
either 
(i) for 1s i <s, pi is even, or 
(ii) u = n (so that r, = . - . = r, = l), 
then an (S, U)-pseudo-outline symmetric Latin square is the amalgamation of a 
symmetric Latin square. 
The second gives a complete account of when a pseudo-outline symmetric latin 
square is the amalgamation of a symmetric double latin square. 
Theorem 5. Let S = (pl, . . . , ps) and U = (rI, . . . , rU) be compositions of n. An 
(S, U)-pseudo-outline latin square is an amalgamated symmetric double latin 
square if and only if r,, . . . , r, are all even. 
It is possible to ‘improve’ Theorem 4 so that it applies for all compositions S 
and U of n, provided that a ‘suitable’ modification is made to the definition of 
pseudo-outline symmetric latin square. (This would be the third analogue of 
Theorem 1 mentioned in the introduction to Section 3.) It seems that such a 
definition has to be much more complicated and has to involve a different kind of 
condition- not the simple numerical condition such as we used in defining 
pseudo-outline latin squares - but a condition involving edge-colourings of 
various graphs. Thus the simplicity of our present results cannot be maintained in 
any such ‘improvement’. 
Of course, the converse of Theorem 4 is trivial, in other words, the 
(S, U)-amalgamation of a symmetric latin square is an (S, U)-pseudo-outline 
symmetric latin square. 
4. Proofs of the symmetric ‘Outline Theorems’ 
In this rather long section, we prove the theorems stated in the last section on 
pseudo-outline symmetric latin squares. First we mention some graph-theoretical 
preliminaries. 
4.1. Graph theoretical preliminaries 
An edge-colouring of a multigraph G is a map C$ : E(G)* %, where E(G) is 
the set of edges of G, and % is a set of colours (note that the edge-colouring is 
not intended necessarily to be ‘proper’). For v E V(G), the vertex set of G, and 
k E %, let Ek(v) be the set of edges incident with v of colour k, and, for 
u, v E V(G), u # v, let Ek(u, v) be the set of edges joining u and v of colour k. 
An edge-colouring of G is called equitable if 
(IEi(v)j - IEk(v)l( s 1 (Vu E V(G) and Vj, k E 92). 
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It is called balanced if, in addition, 
IIEj(U, v)] - (E~(u, u)lJ 6 1 (VU, v E V(G), u # v and Vj, k E U). 
The first lemma we need is due to De Werra (see [22-231); another proof may 
be found in [3]. 
Lemma 1 (De Werra). Let k 5 1 be an integer and let G be a bipartite multigraph. 
Then G has a balanced edge-colouring with k colours. 
There are two observations we would like to make about this lemma. The first 
is that it is quite easy to deduce that G has an equitable edge-colouring with k 
colours from the knowledge that the chromatic index of a bipartite graph equals 
the maximum degree-one need only split each vertex of G into a number of 
vertices each of degree k, plus possibly one of lower degree, sharing out the 
edges in any suitable way. The difficulty lies in showing that the edge-colouring 
can be balanced. The second observation is that, in some of our proofs, we 
actually only need to know that G has an equitable edge-colouring with k colours. 
However, the full strength of Lemma 1 is needed in many extensions and 
analogues of Theorem 1. 
The next lemma we need is Petersen’s Theorem. 
Lemma 2 (Petersen [IS]). Let G be a regular multigraph of even degree d in 
which loops are permitted (each loop counting two to the degree of its vertex). 
Then G has an equitable edge-colouring with d/2 colours. 
Remark. A 2-factor of a graph is a regular spanning subgraph of degree 2. Thus 
each of the d/2 colour classes of G in Lemma 2 is a 2-factor. 
From Petersen’s Theorem we deduce the following. 
Lemma 3. Let G be a multigraph in which loops are permitted, and let k be a 
positive integer such that (l/k)d,(v) is even (Vu E V(G)). Then G has an 
equitable edge-colouring with k colours. 
Proof. From G form a regular graph G* of degree 2k by splitting each vertex v 
into (1/2k)do(v) vertices, sharing out the edges which were on v amongst the 
(1/2k)d,(v) new vertices so that each new vertex has degree 2k. By Lemma 2, 
G* has an equitable edge-colouring with k colours. By remerging the split 
vertices, it follows that G has an equitable edge-colouring with k colours. Cl 
In turn, from Lemma 3 we deduce the following. 
Lemma 4. Let G be a multigraph in which loops are permitted, and let k be a 
positive integer such that, for each v E V(G), either (llk)d,(v) is an even integer 
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or (llk)(&(v) + 1) IS an even integer. Then G has an equitable edge-colouring 
with k colours. 
Proof. If (llk)(d,(v) + 1) . ts an even integer then d,(v) is odd. Pair off the 
vertices of odd degree, and form a new multigraph G’ by inserting an edge 
between the paired off vertices. Then (llk)d,.(v) is even for all v E V(G). By 
Lemma 3, G’ has an equitable edge-colouring with k colours. In this equitable 
edge-colouring, at each vertex each colour appears on the same number of edges 
(counting loops as two edges). Therefore G has an equitable edge-colouring with 
k colours. 0 
4.2, Demerging symbols in symmetric multimatrices 
Our next lemma is an ‘outline’ result for symmetric latin multimatrices. Since 
no account is taken of the number of symbols which occur an odd number of 
times in the diagonal cells, perhaps it is surprising that there is such a result at 
all-however, the result is only concerned with demerging symbols. 
If u,, . . . , a, are the symbols of an (S, U)-symmetric latin multimatrix A, for 
1 s k < u, associate with symbol CJ, a multigraph Gk as follows. Let V(G,) = 
’ CS, join pi, to p,!, by x edges if cells (i,, i2) and it;,;;;). b.21 and, for I s fi < 12 
contain a, x times. At each vertex p:, add in the number of loops 
needed to make Gk nearly regular with degrees pirk and pirk - 1 (where a loop 
here counts as having degree 2). 
Lemma 5. Let S = (pl, . . . , ps) and U = (rI, . . . , rU) be compositions of n with 
rI, . . . , r, all even. Then any (S, U)-symmetric latin multimatrix is the 
(1, (rJ2, . . . , r,/2))-amalgamation of an (S, (2, . . . , 2))-symmetric latin 
multimatrix. 
Proof. Let B be an (S, U)-symmetric latin multimatrix on symbols (a,, . _ . , a,). 
Suppose r, >2 for some k E (1, . . . , u}. From the graph Gk form a graph G: by 
pairing off the vertices pi corresponding to cells B(i, i) which contain the symbol 
ok an odd number of times (there must be an even number of such vertices since 
B is symmetric and contains each symbol an even number of times), and then 
joining each of these pairs by an edge. Then each vertex p: of Gz has degree pjrk, 
and no vertex has more than one edge in G: which is not also in Gk. Give Gi an 
equitable edge-colouring with rk/2 colours, say c,, . . . , cc+),; a colouring exists by 
Lemma 3. If an edge of E(G,) joining p[, and p:, is coloured cj, then replace a 
symbol ok in cell B(iI, i2) by the symbol ok,j. If a loop on p] is coloured Cj, then 
replace two symbols ok in cell B(i, i) by two symbols u,,~. Finally, if an edge 
P:,P;~ of E(G;)\E(Gk) is coloured Cj, replace the remaining a, in cell B(iI, i,) by 
ok,j and the remaining ok in cell B(i2, i2) by ok,j. Carry out this operation for each 
kE{l,. . . , u} such that rk > 2. Each vertex p] of each GE has 2pi edges of each 
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colour on it, and so it follows that, after all the replacements, each row i contains 
each symbol ok,j 2pi times. It is easy therefore to see that an (S, (2, . . . ,2))- 
symmetric latin multimatrix is formed and that Z3 is the [I, (rJ2, . . . , r,/2))- 
amalgamation of it. Cl 
4.3. More on demerging symbols 
The analogue of Lemma 5 for pseudo-outline symmetric latin squares can now 
be proved easily-it is this analogue that we shall use later. 
Lemma 6. Let S = (p,, . . . , ps) and ZJ = (rI, . . . , rU) be two compositions of n 
with r,, . . . , r,, all even. Then any (S, lJ)-pseudo-outline symmetric latin square is 
the (I, (rJ2, . . . , r,/2))-amalgamation of an (S, (2, 2, . . . , 2))-pseudo-outline 
symmetric latin square. 
Proof. The proof is essentially the same as the proof of Lemma 5. If B is this 
time an (S, U)-pseudo-outline symmetric latin square, then at most pi symbols 
occur an odd number of times in cell B(i, i). Each of these gives rise to an edge of 
E(G:)\E(G,) f or some k, and then after the edge-colouring, each yields a 
symbol which occurs an odd number of times in the cell (i, i) of the resulting 
matrix. Furthermore, symbols which occur an odd number of times in cell (i, i) of 
the resulting matrix all arise this way. Thus an (S, (2, . . . , 2))-pseudo-outline 
symmetric latin square is formed, and B is the (I, (r,/2, . . . , rJ2))-amalgamation 
of it. 0 
The next lemma shows that if pl, . . . , ps are all even, then the symbols can be 
completely unmerged, even if some of the parameters r,, . . . , r, are odd. The 
proof is very like that of Lemma 6. 
Lemma 7. Let n be even. Let S = (pl, . . . , ps) and U = (rI, . . . , rU) be two 
compositions of n, with pI, . . . , ps all even. Then any (S, U)-pseudo-outline 
symmetric Latin square is the (I, U)-amalgamation of an (S, I)-pseudo-outline 
symmetric latin square. 
Proof. Let B be an (S, U)-pseudo-outline symmetric latin square. If u = rr, so 
that rl = . . . = r,, = 1, there is nothing to prove, so suppose that r, > 1 for some k. 
Then we show that B can be obtained from a pseudo-outline symmetric latin 
square B1 in which rk symbols ok,i, . . . , ok,rk are replaced by the single symbol 
ok. Repetition of this process will yield a pseudo-outline symmetric latin square in 
which all the symbols are unmerged. 
Consider the graph Gk; let ok be the corresponding symbol. For each i, 
1 s i =z s, since pi is even and a loop on a vertex contributes two towards the 
degree of that vertex, the vertex pi can only have odd degree in G, if ok occurs 
an odd number of times in cell (i, i). For the vertices pi of odd degree, the degree 
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is rkpi - 1, and for the remaining VertiCeS the degree is r,#i. Since pl, . . . , ps are 
all even, by Lemma 4, Gk can be edge-coloured with rk colours o;,r, . . . , a;,, so 
that, at each vertex pf, each colour appears on either pi edges or pi - 1 edges 
(counting a loop as two edges). Moreover, at a vertex of degree rkpi, each colour 
appears on pi edges, and at a Vertex Of degree rkpi - 1, rk - 1 colours appear on 
pi edges and one colour appears on pi - 1 edges. 
Now form B, as follows: From B remove the symbol ok. For each edge p,!,pI 
of Gk coloured U;,j, place symbol ak,j in cells (ir, iz) and (iz, iI), for each loop on 
p,! coloured a;,,, place symbol ok,j in cell (i, i) twice, and if colour o;,j occurs at 
vertex pi’ on an odd number of edges (still counting loops as two edges), place 
symbol ak,j in cell (i, i) one further time. 
Each vertex p: of Gk has pi or pi - 1 edges of each colour on it, and so it 
follows that row i of B’ contains each of the symbols ok,r, . . . , u~,,~ pi times. 
Each cell (i, i) of B’ contains the same number of symbols occurring an odd 
number of times as does the corresponding cell (i, i) of B. Therefore B’ is a 
pseudo-outline symmetric latin square. This proves the lemma. 0 
4.4. Unmerging rows and columns 
Our next lemma, which is somewhat more difficult to prove, shows that the 
rows and columns of a pseudo-outline symmetric latin square can always be 
unmerged. A similar theorem was proved by Andersen and Hilton in [l], but the 
proof here should be easier to follow. 
Lemma 8. Let S = (pI, . . . , ps) and U = (rI, . . . , r,) be two compositions of n. 
Then any (S, U)-pseudo-outline symmetric latin square is the (S, I)-amalgamation 
of an (I, U)-pseudo-outline symmetric latin square. 
Proof. Let B be an (S, U)-pseudo-outline symmetric latin square. If the rows and 
columns of B are unmerged (so that s = n and p1 = . * - = ps = l), there is nothing 
to prove. So suppose that s <n. We show that B can be obtained from an 
(s + 1) x (s + 1) pseudo-outline symmetric latin square by the amalgamation of 
two rows and the corresponding two columns. Repeated application of this will 
prove the lemma. 
We may suppose that ps 3 2. We shall form a pseudo-outline symmetric latin 
square B1 by splitting the last row and column of B into two new rows and two 
new columns. Let the symbols be ur, . . . , a,, with ok occurring rk times 
(16 k C u). 
To carry out this splitting, we construct a bipartite graph H with vertex sets 
{Pi, *. .,P~_~,E,,,E~} and {ri ,..., r:}. For lciss-1 and lsksu, the 
vertex pi is joined by exactly x’ edges to the vertex r; if and only if the symbol ok 
occurs x times in each of the cells (s, i) and (i, s). Let n, be the number of 
symbols which occur an odd number of times in cell (s, s). Then, since B is a 
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pseudo-outline symmetric latin square n, Sps. Since cell (s, s) contains pf 
symbols (counting repetitions), the number p: - II,~ is even, and so ps - rz, is even. 
Join vertices r; to cO if a, occurs an odd number of times in cell (s, s). Then add a 
further t(p, - n,) double edges arbitrarily from co to the vertices r;, . . . , rl, 
subject to the proviso that the number of edges between cO and any r; should not 
exceed the number of occurrences of the symbol a, in cell (s, s). Then 
d,(cO) = ps. Finally join ri, . . . , r,‘, to c1 by edges in such a way that the total 
number of edges between r; and {co, el} is equal to the number of occurrences 
of a, in cell (3, s). Then 
&(r;) =&rk (1 s k c u), 44%) = Ps, 
d”(E1) = PAPS - I)? d,(p:) =pspi (lGi=Q-1). 
We now give G a balanced edge-colouring with ps colours, say c,, . . . , cp,. This 
exists by Lemma 1. Then, for each k, 1 C k G ~4, vertex r; has exactly rk edges of 
each colour on it, co has one edge of each colour, E, has ps - 1 edges of each 
colour, and, for each i, 1 s i ss - 1, p: has pi edges of each colour on it. 
We now use the edges coloured c1 to split column s of B into two columns, s* 
and s**, and we split row s similarly so that we obtain a symmetric matrix. For 
1 c i c s - 1 and 1 s k C u, place symbol ok into each of the cells B,(i, s) and 
B,(s, i) once for each edge coloured c1 joining vertices r; and p,!, and place ok 
into each of the cells Bl(i, s + 1) and B,(s + 1, i) once for each edge of some 
other colour joining vertices r; and p]. Then it remains to split cell B(s, s) into 
four cells. If r; is the vertex joined to ccl by an edge coloured c,, place ok in cell 
B,(s, s). If r; is a vertex joined to E” by an edge of some other colour, place a, in 
cell B,(s + 1, s + 1) once for each such edge. Each vertex r; is joined to E, by an 
even number of edges. If a vertex r; is joined to l 1 by yk edges coloured ci, then, 
since the edge-colouring is balanced, there are at least yk further edges from l 1 to 
r;. Then place the symbol ok yk times in each of the cells B,(s + 1, s) and 
B,(s, s + 1). Finally, for each edge of some other colour joining each vertex r; to 
ei, place the symbol ok once in the cell B,(s + 1, s + 1). 
We now check that the matrix B’ formed by this splitting is a pseudo-outline 
symmetric latin square. By the construction, for 1 <k c u and 1 <i <s, each 
symbol ok still occurs rk times in each column p:. For 1 s k G u, symbol ok occurs 
rk times in column s* since vertex r; had degree r,p,, and so had rk edges 
coloured c1 on it. Similarly symbol ok occurs rk(ps - 1) times in column s**. 
Likewise with the rows. For 1 s i <s, clearly cells B,(s, i) and Bl(i, s) contain 
pi * 1 elements, and cells B,(.s + 1, i) and Bl(i, s + 1) contain pi(ps - 1) elements; 
cell B,(s, s) contains 1 element, cells B,(s + 1, s) and B,(s, s + 1) contain the 
same set of ps - 1 elements, and cell B,(s + 1, s + 1) contains (ps - 1)’ elements 
(counting repetitions in each case). The symbols which occurred an odd number 
of times in cell B(s, s) now occur an odd number of times in cell B,(s, s) or 
B,(s + 1, s + l), and, since dH(eO) =ps, there are at most ps - 1 elements 
occurring an odd number of times in cell Bl(s + 1, s + l), and one in cell Bl(s, s). 
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Thus B1 is a pseudo-outline symmetric latin square, as required. This proves 
Lemma 8. 0 
4.5. Demerging rows, columns and symbols 
We are now able to prove Theorems 4 and 5. 
Proof of theorem 4. Let B be an (S, IQ-pseudo-outline symmetric latin square. If 
B satisfies condition (ii), then U = I, and so, by Lemma 8, B is the (S, Z)- 
amalgamation of an (I, I)-pseudo-outline symmetric latin square - in other 
words a symmetric latin square. Now suppose that B satisfies condition (i). Then, 
by Lemma 7, B is the (I, U)- amalgamation of an (S, I)-pseudo-outline symmetric 
latin square B,. But B, satisfies condition (ii), and so is the (S, I)-amalgamation 
of a symmetric latin square. Thus B is the (S, U)-amalgamation of a symmetric 
latin square. 0 
Proof of Theorem 5. It is clear that if an (S, U)-pseudo-outline symmetric latin 
square is an amalgamated ouble latin square, then r,, . . . , r, are all even. 
Now suppose that r,, . . . , r, are all even and that B is an (S, U)-pseudo-outline 
symmetric latin square. By Lemma 6, B is the [I, (r,/2, . . . , r,/2)) amalgamation 
of an (S, (2, . . . , 2))-pseudo-outline symmetric latin square. Therefore, by 
Lemma 8, B is the (S, r,/2, . . . , r,/2))-amalgamation of an (I, (2, 2, . . . , 2))- 
pseudo-outline symmetric latin square, i.e. a symmetric double latin square. •i 
5. Some applications of Theorems 4 and 5 
The applications made in [13] of Theorem 1 could be largely paralleled for both 
Theorems 4 and 5. For reasons of space we give only an attenuated account here, 
but hope to provide a more complete account elsewhere. 
The first noteworthy point is that the very simple proof in [12] or [13] of 
Ryser’s Theorem (Theorem 2) can be successfully imitated to give a simple proof 
of the analogous theorem for symmetric latin squares. This theorem is also due to 
Cruse (see [6]). 
Theorem 6 (Cruse [6]). Let R be a partial filled symmetric s x s latin square on the 
symbols 1, . . . , n. Then R can be completed to a symmetric n x n latin square L if 
and only if N(i) 3 2s - n (1 G i s n) and N(i) f n (mod 2) for at most n -s 
symbols i E (1, . . . , n}, where N(i) is the number of times i occurs in R. 
Proof. By Theorem 4 (part (ii)) R can be completed to L if and only if there is an 
(s + 1) x (s + 1) (S, I)-pseudo-outline symmetric latin square L* containing R in 
the top left hand corner, where S is a composition (1, . . . , 1, n -s) of n. 
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We complete L* as follows: For 16 i <s, cell (i, s + 1) is filled with the 
symbols not occurring in the rest of row i, and cell (s + 1, i) is filled with the same 
symbols. Cell (s + 1, s + 1) is filled in such a way that each symbol occurs IZ - s times 
in column s + 1 (and in row s + 1). If a symbol occurs N(i) times in R, then it 
occurs s - N(i) times in column s + 1 excluding cell (s + 1, s + l), and so it must 
occur (n - s) - (s - N(i)) = N(i) - (2s - n) times in cell (s + 1, s + 1). Clearly 
this is possible if and only if N(i) 3 2s - n (1 G i s n). 
Now assume that N(i) 3 2s - n (1.1 < ’ s n) and that L has been extended to L* 
as described above. Then L* is a symmetric multimatrix, and we have seen when 
L* is in fact a pseudo-outline symmetric latin square. This is the case if and only 
if the cell (s + 1, s + 1) contains at most n -s symbols an odd number of times. 
But a symbol i occurs an odd number of times in cell (s + 1, s + 1) if and only if 
N(i) S n (mod 2). The theorem now follows. 0 
Although Theorem 6 is a successful imitation of Theorem 2 (Ryser’s Theorem), 
there is no complete parallel for symmetric latin squares to Theorem 3 (Cruse’s 
generalization of Ryser’s Theorem). For an account of what can be done, see [9]. 
For symmetric double latin squares however there is a complete analogue of 
both theorems. We now give the analogue of Cruse’s generalization of Ryser’s 
Theorem. An s x s partial unfilled symmetric double latin square on symbols 
1 . . f u is a symmetric s X s matrix in which some cells may be left blank, but 
the cells which are occupied contain one of the symbols 1, . . . , u, and also no 
symbol occurs more than twice in any row or column. 
Theorem 7. Let n be even. Let R be an s x s partial unfilled symmetric double 
latin square on symbols 1, . . . , u. Then R can be extended to an n x n symmetric 
double latin square on symbols 1, . . . , $n in such a way that the empty cells in R 
are filled with symbols u + 1, . . . , $n if and only if the following four conditions 
all hold: 
(i) NGs’- &n + 4su + n2 - 2nu, 
(ii) N,(k)>4s-2n (l<kGu), 
(iii) N,(i)>2u+s-n (lCiSs), 
if Ndiag s s (mod 2), 
if Ndiag + s (mod 2), 
where yn is the number of symbols i E (1, . . . , u} which occur an odd number of 
times on the diagonal of u and Ndiag is the number of occupied diagonal cells of R. 
(N, N,(k) and N,(i) are defined in Section 2, just before the statement of 
Theorem 3.1 
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Proof. By Theorem 5, R can be embedded in a symmetric double latin square on 
1 * . 3 n with the empty cells of R filled with u + 1, . . . , in if and only if R can 
be-embedded in an (S, V)-pseudo outline symmetric double latin square, where 
S=(l,. . . , 1, n - s) and V = (1, . . . , 1, 4 - u), as follows: 
(i) Place x in the empty cells of R. 
(ii) For 1 s i s s, fill cells (i, s + 1) and (s + 1, i) the same in such a way that 
1 , . . . , u each occur twice in row i and column i, and x occurs n - 2~ times in row 
i and column i. 
(Note that (i) and (ii) can be carried out if and only if s - N,(i), which is the 
number of empty cells in row i of R, satisfies s - N,(i) s n - 2u, so that 
N,(i)32u+s-n.) 
(iii) Fill cell (s + 1, s + 1) so that, in row s + 1 (and column s + l), each of 
1 . . 9 u occurs 2(n -s) times and x occurs 2(n/2 - u)(n -s) times. If a symbol 
k’; (1,. . . ) u} occurs N,(k) times in R, then it occurs 2s -N,(k) times in the 
last column excluding cell (s + 1, s + l), and so it must occur 2(n - s) - (2.~ - 
N,(k)) = N,(k) - (4s - 2n) times in cell (s + 1, s + 1). Clearly this is possible if 
and only if N,(k) 3 4s - 2n (16 k c u). The symbol x occurs s2 - N times in R, 
and so it occurs 2r(n/2 - u) - (s2 - N) times in column s + 1 with cell (s + 1, s + 
1) excluded. Therefore it occurs 
2(5-u)(n-s)-{2s(;-u)-@Z-N)} 
=s2-2sn+4su+n2-2nu-N 
times altogether in cell (s + 1, s + 1). Clearly this is possible if and only if 
NSs2-2sn+4su+n2-2nu. 
At this point, if conditions (i)-(iii) are satisfied we know we can construct an 
(S, V)-symmetric multimatrix L; we shall show that L is a pseudo-outline 
symmetric latin square if and only if (iv) is satisfied. 
The number of times that x occurs in cell (s + 1, s + 1) is s2 - 2sn + 4su + n2 - 
2nu - N = s2 - N = s2 + Ndiag = s + Ndiag (all congruence being modulo 2), so x 
occurs an odd number of times in (s + 1, s + 1) if s S Ndiag and an even number of 
timesifssN,ia,.IfasymbolkE{l,..., u} occurs in an odd number of diagonal 
cells of R, then it must occur in cell (s + 1, s + 1) an odd number of times, since it 
occurs an even number of times in L. Therefore at most n - s symbols occur an 
odd number of times in cell (s + 1, s + 1) if and only if 
n-s 
YR s 
if Ndiag = s (mod 2), 
n-s-l ifNd;,,Ss(mod2), 
Thus L is a pseudo-outline symmetric latin square if and only if (iv) is satisfied. 
This proves Theorem 7. 0 
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As mentioned at the beginning of Section 3, one variant of the idea of a 
symmetric latin square is that of a symmetric blocked latin square-these are 
equivalent to edge-colourings of complete graphs. There are analgoues of 
Theorem 4 and 5 for such symmetric blocked latin squares. 
Finally we remark that the discussion of matchtables in [15], which are a 
generalization of symmetric latin squares, could be improved considerably using 
an analogue of Lemma 7. 
References 
[l] L.D. Andersen and A.J.W. Hilton, Generalized latin rectangles I: construction and decomposi- 
tion, Discrete Math. 31 (1980) 125-152. 
[2] L.D. Andersen and A.J.W. Hilton, Generalized latin rectangles II: embedding, Discrete Math. 
31 (1980) 235-260. 
[3] L.D. Andersen and A.J.W. Hilton, Generalized latin rectangles, in: Graph Theory and 
Combinatorics, Research Notes in Mathematics (Pitman, London, 1979) 1-17. 
[4] R.A. Bailey, Semi-latin squares, J. Statist. Plann. Inference 18 (1988) 299-312. 
[5] A.B. Cruse, On extending incomplete latin rectangles, Proc. 5th Southeastern Conf. on 
Combinatorics, Graph Theory and Computing, Florida Atlantic University, Boca Raton, Florida 
(1974), 333-348. 
[6] A.B. Cruse, On embedding incomplete symmetric Iatin squares, J. Combin. Theory Ser. A 16 
(1974) 18-22. 
[7] Deng Chai Ling and Lim Cheong Keang, A result on generalized latin squares, Discrete Math. 
72 (1988) 71-80. 
(81 T. Evans, Embedding incomplete latin squares, Amer. Math. Monthly 67 (1960) 958-961. 
[9] A.J.W. Hilton, Embedding incomplete latin rectangles, Ann. Discrete Math. 13 (1982) 121-138. 
[lo] A.J.W. Hilton, School timetables, in: P. Hansen, ed., Studies on graphs and Discrete 
Programming (North-Holland, Amsterdam, 1981) 177-188. 
[ll] A.J.W. Hilton, Hamiltonian decompositions of complete graphs, J. Combin. Theory Ser. B 36 
(1984) 125-134. 
[12] A.J.W. Hilton, The reconstruction of latin squares, with applications to school timetabling and 
to experimental design, Math. Programming Study. 13 (1980) 68-77. 
[13] A.J.W. Hilton, Outlines of latin squares, Ann. Discrete Math. 34 (North-Holland, Amsterdam, 
1987) 225-242. 
[14] A.J.W. Hilton and C.A. Rodger, Hamiltonian decompositions of complete regular s-partite 
graphs, Discrete Math. 58 (1986) 63-78. 
[15] A.J.W. Hilton and C.A. Rodger, Matchtables, Ann. Discrete Math. 15 (1982) 239-251. 
[16] C.St.J.A. Nash-Williams, Detachments of graphs and generalized Euler trails, in: Proc. 10th 
British Combinatorics Conf. Surveys in Combinatorics (1986) 137-151. 
[17] C.St.J.A. Nash-Williams, Amalgamations of almost regular edge-colourings of simple graphs, J. 
Combin. Theory Ser. B 43 (1987) 322-342. 
[18] J. Petersen, Die Theorie der regularen Graphen, Acta Math. 15 (1891) 193-220. 
[19] D.A. Preece and G.H. Freeman, Semi-latin squares and related designs, J. Roy. Statist. Sot. 
Ser. B 45 (1983) 267-277. 
[20] H.J. Ryser, A combinatorial theorem with an application to latin squares, Proc. Amer. Math. 
Sot. 2 (1951) 550-552. 
[21] Tiong-Seng Tay, Extending partial generalized latin rectangles with restraints, preprint. 
(221 D. de Werra, Balanced schedules, INFOR 9 (1971) 230-237. 
[23] D. de Werra, A few remarks on chromatic scheduling, in: B. Roy, ed., Combinatorial 
Programming: Methods and Applications (Reidel, Dordrecht, 1975) 337-342. 
