show that (D) and (A) are equivalent and imply (Z), (U) and (R) which are equivalent among them. For maps of four intervals or more we prove several results, the only relation which we cannot decide is whether (Z) implies (R) or not.
Introduction
Let θ be an irrational number: its type η ≥ 1 is defined by η = sup{β : lim inf
where · denotes the distance from the nearest integer. An irrational number is called of Roth-type if and only if η = 1. This statement is equivalent that for every ε > 0 there exists a positive constant C ε such that θ − p q ≥ C ε q 2+ε for all rationals p q .
The set of irrational numbers of Roth type has Lebesgue measure 1 and contains all algebraic irrational numbers. Also it is invariant under the modular group GL(2, Z).
Let (q n ) n∈N be the sequence of the denominators of the principal convergents of the irrational θ and let (a n ) n∈N be the sequence of its partial quotients. Roth type irrationals can also be determined by the growth conditions of (q n ) n∈N : for all ε > 0 there is a constant C ε such that
This condition is also equivalent to the growth condition of the partial quotients (a n ) n∈N : for all ε > 0 there is a constant C ε such that a n+1 < C ε q ε n .
Roth type condition for the irrational θ can also be given in terms of the dynamics of the associated rotation R θ : x → x + θ on T = R/Z. One arises by considering the cohomological equation associated to the rotation R θ (see, e.g., [9] ). Another dynamical characterization of Roth type rotations is obtained by means of the asymptotic scaling laws of first return times and will be recalled below. Finally, we consider how evenly an orbit of the rotation is distributed. If the rotation is of Roth type, then for all ε > 0 there is a constant C ε such that the minimum distance between points belonging to a finite segment of orbit made n iterates should be bigger than C ε n −(1+ε) .
In this paper we investigate the relationship among several not-necessarily equivalent generalizations of the definitions of the Roth type given above to interval exchange maps.
Let r > 0 and let τ r (x) be the return time to r-neighborhood of x
(1) τ r (x) = min{j ≥ 1 : d(T j x, x) < r} . A typical interval exchange map is minimal( [6] ). However, minimality condition for the interval exchange map does not imply unique ergodicity( [7, 8] ). But still almost every interval exchange map is uniquely ergodic( [11, 13] ) and weakly mixing( [1] ).
The modular group GL(2, Z) plays an important role for the study of rotation of circle with renormalization scheme associated to the continued fraction algorithm.
It was generalized by Rauzy and Veech for interval exchange maps by introducing the induced map on appropriated subintervals( [12, 13] ). The continued fraction algorithm for interval exchange maps is ergodic on the parameter space of interval exchange maps with respect to an absolutely continuous invariant measure with infinite mass.
Zorich considered an acceleration scheme to produce an ergodic finite invariant measure on the parameter space of the interval exchange maps( [16] ). For the rotational case (d = 2), Zorich's map indeed corresponds the Gauss map which is an acceleration of the Faray map which does not have a probability absolute continuous invariant measure.
A further acceleration of the Zorich algorithm was studied in [9] by Marmi, Moussa and Yoccoz. They considered a more accelerated algorithm which also preserves an ergodic finite absolute continues invariant measure in the investigation of the regularity of the solutions of the cohomological equation associated to interval exchange maps. Both the accelerations by Zorich and by Marmi-Moussa-Yoccoz are reduced to the Gauss map for d = 2.
The notion of Roth type interval exchange map was introduced in [9] : this is a natural extension of Roth type irrational circle rotations and Roth type interval exchange maps form a full measure set in the parameter space of interval exchange maps. In [5] it was proved that for Roth type interval exchange maps the recurrence time has the same scaling behaviour as for irrational rotations, namely
The Roth type condition for the irrational rotation can be generalized to the interval exchange map in several different ways. We consider arithmetic characterization using the Roth type growth condition for Marmi-Moussa-Yoccoz cocycle (Condition (A)) and the Roth type growth condition for Zorich cocycle (Condition (Z)). Uniform return time condition (Condition (U)) and pointwise return time condition (Condition (R)) are defined in terms of the dynamics of the map in phase space instead of its evolution in parameter space as is the case for conditions (A) and (Z). We also consider Roth type condition for the minimal distance between discontinuities (Condition (D)). In Section 3 these Diophantine conditions for interval exchange maps are given in detail. In this article we show the relations between the Diophantine conditions especially the equivalence of Roth type growth condition for Marmi-Moussa-Yoccoz cocycle and Roth type condition for minimal distance between discontinuities. In [9] , it is cited that the relation between them is not clear. ( [9] , Sec 1.3.1. Remark 2)
After completing this paper the author noticed the recent work by Marmi, Moussa, and Yoccoz ([10] ). They also considered the equivalence of Condition (A) and Condition (D) ( [10] , Proposition C.1).
Background on continued fraction algorithms for interval exchange maps
An interval exchange map is determined by the combinatorial data of the permutation and the length data of subintervals. Let A be a finite set for the name of subintervals. We denote the combinatorial data by two bijections (π t , π b ) from A onto {1, 2, . . . , d}. which indicate the order of the subintervals before and after the interval exchange map. The length data, denoted by (λ α ) α∈A , give the length of the corresponding subintervals.
We set
and
Then the interval exchange map T associated to the combinatorial data (π t , π b ) and the length data (λ α ) α∈A is a bijective map on I given by
Note that T is discontinuous at p α with π t (α) > 1.
We will consider only combinatorial data (π t , π b ) which are admissible, in the sense that for all k = 1, 2, . . . , d − 1, we have
k}).
An interval exchange map T is said to have the Keane property if there exist no α, β ∈ A and positive integer m such that T m (p α ) = p β and π t (β) > 1. An admissible interval exchange map with rationally independent length data has the Keane property and an interval exchange map with Keane's property is minimal [6] . Thus
Keane's property corresponds to the notion of irrationality for interval exchange maps.
For admissible interval exchange maps with the Keane property we can introduce the generalization of continued fraction algorithm to interval exchange maps due to the work of Rauzy [12] , Veech [13] and Zorich [16, 17] . We refer to [9, 14, 15] and references therein for the detailed discussions and proofs.
Let (π t , π b ) be an admissible pair. We define two new admissible pairs R t (π t , π b ) and R b (π t , π b ) as follows: let α t and α b be the (distinct) elements of A such that
The Rauzy class of (π t , π b ) is the set of admissible pairs obtained by saturation of (π t , π b ) under the action of R t and R b . The Rauzy diagram has for vertices the elements of the Rauzy class, each vertex (π t , π b ) being the origin of two arrows 
is called the winner and the element α b ∈ A (respectively α t ∈ A) is called the loser.
We say that T is of top type (respectively bottom type) if one has λ αt > λ α b (respectively λ α b > λ αt ); we then define a new interval exchange map V(T ) by the following data: the admissible pair R t (π t , π b ) and the lengths (λ α ) α∈A given by
for the top type T ; the admissible pair R b (π t , π b ) and the lengths
for the bottom type T .
The interval exchange map V(T ) is the first return map of T on 0, αλ α . We also associate to T the arrow in the Rauzy diagram joining (
. Iterating this process, we obtain a sequence of interval exchange map T (n) = V n (T ), n ≥ 0 and an infinite path in the Rauzy diagram starting from (π t , π b ). In fact a further property of irrational interval exchange maps (i.e. with the Keane property) is that every letter in A is taken as a winner infinitely many times in the infinite path (in the Rauzy diagram) associated to T . This property is fundamental in order to be able to group together several iterations of V to obtain the accelerated Zorich continued fraction algorithm introduced in [9] .
For an arrow γ with winner α and loser β in the Rauzy diagram, let
where I is the identity matrix and E βα is the elementary matrix with the only nonzero element at (β, α) which is equal to 1. For a finite path γ = (γ 1 , . . . , γ n ) in the Rauzy diagram we have a SL(Z A ) matrix with nonnegative entries
Let γ T (m, n) = γ(m, n) be the path in the Rauzy diagram from π(m) to π(n) for m ≤ n and denote by
Let λ(n) be the length data of T (n). Then we have
For m ≤ n, T (n) is the induced map of T (m) on I(n) = [0, λ * (n)), where
is Q β (m, n) := α Q βα (m, n) and the time spent in I α (m) is Q βα (m, n). By (2) we have
Moreover, we have
Zorich's accelerated continued fraction algorithm is obtained by considering (V n k ) k≥0 where (n k ) k≥0 is the following sequence: n 0 = 0 and n k+1 > n k is chosen so as to assure that γ(n k , n k+1 ) is the longest path whose arrows have the same winner.
The further acceleration algorithm by Marmi-Moussa-Yoccoz, which was introduced in [9] , is obtained by considering (V m k ) k≥0 where (m k ) k≥0 is defined as follows: m 0 = 0 and m k+1 > m k is the largest integer such that not all letters in
A are taken as winner by arrows in γ(m k , m k+1 ).
The most important virtue of the Marmi-Moussa-Yoccoz cocycle is the following:
. Then we have
The following inequality follows easily from (3)
where the norm of a matrix B is simply the sum of the absolute values of its entries.
This is the norm that we will use for matrices throughout the whole paper. We assume that λ * = 1 unless it is specified.
Diophantine conditions for interval exchange maps
If one considers the dynamics in parameter space of interval exchange maps one can introduce three slightly different Diophantine conditions:
(A) Roth type growth condition for the Marmi-Moussa-Yoccoz cocycle :
For any ε > 0 there exist C ε > 0 such that for all k ≥ 1 we have
(Z) Roth type growth condition for the Zorich cocycle :
Let ∆(T ) be the minimum distance between the discontinuity points of T or the end points 0 and 1.
1 We warn the reader that our notations are slightly different from the one followed in [15] : in this paper the matrices A(k) denote the matrices obtained by the accelerated Zorich algorithm introduced in [9] and Z(k) are those obtained by the original Zorich algorithm, whereas in [15] the former were denoted Z(n) since the latter were never used explicitely.
(D) Roth type condition for the minimal distance between discontinuities :
For any ε > 0 there exist C ε > 0 such that for all n ≥ 1 we have
If one considers the dynamics of an interval exchange map in phase space then one can introduce two slightly different Diophantine conditions:
(R) Pointwise return time condition :
log τ r (x) − log r = 1 for almost every x.
(U) Uniform return time condition :
Here τ r (x) be the first return time to r-neighborhood of x defined in (1).
Here and in what follows the matrix norm denoted by Q = αβ |Q αβ |. 
and Condition (A) and (D) are equivalent to the statement that for any ε > 0 there is a positive constant Cε such that a k+1 ≤ Cεq ε k , which just the Roth type condition for the irrational rotation number.
In Section 7 we will prove that for 3-interval exchange maps (Z), (U) and ( The only relation we could not decide is whether (Z) implies (R) or not.
Condition (A) is equivalent to Condition (D)
For each α ∈ A let
Denote by D(T ) the set of discontinuity points of T . Let
Lemma 4.1. For each α ∈ A ′ , then we have
Proof. We will prove the statement by induction. Both statements are trivial if n = 0. Assume that the lemma holds for n > 1. Let α and β be such that
If T is of bottom type, i.e., β is the winner, then λ β (n) > λ α (n). Then
Since
the lemma holds for n + 1.
If T is of top type, then p α (n + 1) = p α (n) for all α ∈ A, so the lemma holds for n + 1.
for some α and i such that −n + 1 ≤ i < A α (k). From the assumption n ≤ min β A β (k) we have the inclusion and since the discontinuity point of T (m k ) 2 is either the discontinuity point of T (m k ) or the preimage of them, we complete the proof.
then we have
Proof. Choose p be a discontinuity point of
, which completes the proof.
Combining with (5), we have
Theorem 4.5. If T satisfies condition (A), then it also satisfies Condition (D).
Proof. For each positive integer n we have k such that
Then by Lemma 4.2 and (4) we have
By Lemma 2.1 there is a constant r = max(2d − 3, 2) such that
which implies that
Therefore, by Lemma 4.3 and (8), we have
By the definition of Condtion (A) for any ε > 0 we can choose a constant C ε such that
By Lemma 2.1 we have
Hence, we have for some constants C
by (6),
by (10),
by (7). Now we prove the other direction.
We have
Lemma 4.6. Suppose that T does not satisfy Condition (A). Then for some r > 0 there are infinitely many k such that
Proof. For each k let α(k) ∈ A, depending on k, be the letter which is not taken as the winner of the arrows in the path γ(k, k + 1). Then
Let ε(k) be given by
Now we have two cases:
The last inequality follows from (5).
Thus, there is β ∈ A such that
Therefore, we have
where the last inequality is from (5).
Suppose that T does not satisfy Condition (A). Then lim sup k ε(k) > 0. The lemma then follows by applying inequalities (11) and (12).
Lemma 4.7. Let α ∈ A be the winner of γ(n − 1, n) and the loser of γ(n, n + 1).
Then, by the assumption, 
Both of
There are two cases:
Then we have π
Since no letter in A big is taken as the winner or the loser of the arrows of γ(m + 1, n),
Since p ν (m + 1) and p µ (m + 1) are discontinuity points of T (n) and π
we have
with case (i), we have
Note that ∆(T ) = ∆(T −1 ).
Now we have the following theorem for the opposite direction. Proof. By Lemma 4.6 we have r > 0 and infinitely many k and α (depending on we put n = ℓ k (α), then α is the winner of γ(n − 1, n) and the loser of γ(n, n + 1) and
Since λ α (m k ) = min β∈A λ β (m k ), α cannot be the winner of γ(m k , m k +1). Thus α should be the winner of an arrow in γ(m k−1 , m k ), which yields
Hence, we can choose infinitely many n's satisfying the condition for Lemma 4.7, which completes the proof.
Condition (D) implies Condition (U)
In this section we investigate the relation between Condition (D) and Condition (U).
Lemma 5.1. If τ r (x) = n for some x, then we have ∆(T 2n ) < r.
Proof. Let n = τ r (x) and [a, b) be the maximal interval containing x on which T n is continuous. Note that both a and b are either discontinuity points of T n or end points, i.e., a, b ∈ D(T n ) ∪ {0, 1}. If b − a < r, then the proof is completed. Now
Hence, we have ∆(T 2n ) ≤ |δ| < r.
Theorem 5.2. Condition (D) implies Condition (U)
Proof. Suppose that T with Condition (A) (equivalently (D)) does not satisfy Condition (U). In [5] , it is implicitly shown (Proposition 3.5 and Theorem 3.6 in [5] ) that the normalized return time log τr(x) − log r is uniformly bounded by a sequence that converges to 1. Assume that there is a sequence r i ↓ 0 and x i such that τ ri (x i ) < r −t i for some t < 1. Let n i = τ ri (x i ) < r −t i . Then by Lemma 5.1 we have
which contradicts Condition (D).
Condition (U) implies Condition (Z)
In this section, we show that Condition (U) is stronger than Condition (Z). Let n k be the sequence of Zorich's acceleration defined in Section 2.
Lemma 6.1. If n k+1 − n k ≥ d − 1, then for some x and r < λ * (n k ) we have
Proof. Let α ∈ A be the winner of the arrows and A ′ be the set of the losers of the arrows in the path γ(n k , n k+1 ). If π
is the cyclic permutation on A ′ for n k ≤ n ≤ n k+1 . For each
, the number of arrows, of which loser is β ∈ A ′ , in the path γ(n k , n k+1 ). Put
Then h ≤ h β ≤ h + 1 for all β ∈ A ′ and
we have by (4)
Therefore, by (13), we have for
.
(α) = d, then we have the same bounds for h, λ α (n k ) and
Thus, we have the same inequality.
Theorem 6.2. Condition (U) implies Condition (Z)
Proof. Let T be an interval exchange map without Condition (Z). Then there are constants t > 0 and C such that for infinitely many k
Then for k satisfying (14), by Lemma 6.1, there are x and r < λ
. Therefore we have sequences {x i } and {r i } such that r i → 0 and
which contradicts (U).
3-interval exchange maps
In this section, we show that Condition (U), (R) and (Z) are equivalent for 3-interval exchange maps. Let T be a 3-interval exchange map with length data (λ A , λ B , λ C ). We may assume that π t (A) = 1, π t (B) = 2, π t (C) = 3 and
Define an irrational rotationT onĪ = [0, λ * + λ B ) by
ThenT is a 2-interval exchange map (irrational rotation) with length data (λĀ, λC ), where λĀ = λ A + λ B and λC = λ A + λ C . Note that T is the induced map ofT on [0, λ * ) and T satisfies the Keane property if and only if the rotationT is irrational.
Let α = λB +λC λ * +λB be the rotation angle ofT and let a k and p k /q k be the partial quotients and partial convergents of α.
Lemma 7.1 (Denjoy-Koksma inequality (see [3] )). LetT be an irrational rotation by α with partial quotient denominators q k and f be a real valued function of bounded variation on the unit interval. Then for any x we have Proof. Since T is the induced map ofT on [0, λ
we haveTm
, where m =m
Thus, for x ∈ [0, λ * − r) we haveTτ r (x) (x) ∈ [0, λ * ) and
Let q k be the partial denominators of α, the rotational angle ofT . Then clearlȳ τ r (x) = q k for some k ≥ 0. From Lemma 7.1, we have
which completes the proof immediately. Let Since the lemma holds for n = 0, the induction rule completes the proof.
Proof. By the symmetry we only consider arrows of A(B), A(C), B(A). When
For a given 3-interval exchange map T define 
Case (iii) : If γ T (n, n + 1) = B(A), then γT (ℓ(n), ℓ(n + 1)) =Ā(C) and 
Since the proposition holds for n = 0, the induction rule completes the proof.
We have the following inequality for Q(n) :
Lemma 7.5. We have
Proof. By Proposition 7.4 we have
For the other side from Lemma 7.3
Let n k andn k be the sequence of Zorich's acceleration for T andT respectively as defined in Section 2. Also denote byZ(k) be the Zorich's acceleration matrix forT .
Moreover, we have j(k + 1) ≤ j(k) + 3 and
Proof. For k = 0, we have n 0 = 0 and j(0) = 0. Suppose that for a given k ≥ 0 there
there are 7 cases of γ T (n j(k) , ∞):
respectively, according to 7 cases of the path γ T (n j(k) , n j(k+1) ). Here w = w 1 + w 2 ,
By the symmetry we have the same inequality for γT (n k ,n k+1 ) =C(Ā)n k+1 −n k . Proof. Suppose that the 3-interval exchange map T satisfies Condition (Z). Then for any ε > 0 we have
ε . Therefore we have by Lemma 7.6
where the last inequality is from Lemma 7.5.
For the opposite direction we assume thatT is of Roth's type: For any ε > 0
. Therefore we have by Lemma 7.6 and 7.5
Example with Condition (R) without Condition (Z)
In this section, we discuss an example of 4 interval exchange map such that satisfies Condition (R) but not Condition (Z).
Let T be a 4-interval exchange map with the permutation data π (0) = A B D C D A C B . Assume that the length data of T is determined by the infinite path in the Rauzy diagram, denoted by the winner of each arrow (see Figure 3 )
The matrix associated to the path 
where F n is the Fibonacci sequence:
2 . The following lemma provides a rough but useful estimate on the relative size as well as on the growth rate of the sequence (Q α (ℓ k )) k≥1 .
We also have for k ≥ 1
By the previous lemma we have
which implies that this interval exchange map T does not satisfy Condition (Z).
Since λ(ℓ k+1 )Q(ℓ k , ℓ k+1 ) = λ(ℓ k ), the length data of T (ℓ k ), λ(ℓ k ) is a vector in the simplex with the vertexes
Therefore we have
Using the relation
we have by Lemma 8.1
We also have
LetT k be the 2-interval exchange map on [0,
Note that
Let R k (x) be the irrational rotation by
By the celebrated theorem from Diophantine approximation we have
2i .
Proposition 8.5. We have
Proof. For a general Lebesgue measure preserving transformation on the interval it is well known (e.g. [4] ) that lim sup
We only need to show the inferior limit is not smaller than 1.
Let P k be the partition on [0, 1) consisting of
and P k (x) be the element of P k which contains x.
Fix an ε > 0. let
There are two cases : x and T τr(x) (x) are in same P n or not. Therefore
Clearly we have
Choose k big enough to
Then, by Lemma 8.3, for y ∈ [0, λ * (ℓ k + s k+1 + 1)) and 0 ≤ i < m we have
Therefore by Lemma 8.2 we have for 0 ≤ i < m
For j ≥ 0 we can find i < j/ min α Q α (ℓ k ) < j/Q A (ℓ k ) such that
Therefore, we have for 0 ≤ j < mQ A (ℓ k )
For each x ∈ T i (I α (ℓ k )), 0 ≤ i < Q α (ℓ k ), let
If T r (x) ∈ P k (x), then we have
Hence we have
From (17) and (18), the Borel-Cantelli Lemma implies that for almost every x,
x ∈ E k finitely many k's. Therefore we have lim inf r→0 + log τ r (x) − log r ≥ 1, a.e. x.
Example with Condition (Z) without Condition (U)
In this section, we discuss an example of 4 interval exchange map such that satisfies Condition (Z) but not Condition (U).
Let T be the interval exchange map with the permutation data π 
Then there is no path of more than 3 arrows of the same winner. Thus, T satisfies
Condition (Z).
Let
where F n is the Fibonacci sequence as before. Here, we have Q(ℓ k−1 , ℓ k ) = 9F 2 k+1 + 6F 2 k+1 +1 + F 2 k+1 +2 + 6 < 8g
Also we have
Note T (ℓ k + 3) has the same permutation data with T (ℓ k ), π 
Since λ(ℓ k+1 )Q(ℓ k + 3, ℓ k+1 ) = λ(ℓ k + 3), length data λ(ℓ k + 3) is a vector in the simplex with the vertexes λ * (ℓ k+1 ) F 2 k+2 +1 0 0 F 2 k+2 , λ * (ℓ k+1 ) F 2 k+2 +1 − 1 1 0 F 2 k+2 , λ * (ℓ k+1 ) F 2 k+2 +1 − 1 1 1 F 2 k+2 , λ * (ℓ k+1 ) F 2 k+2 +2 − 1 1 0 F 2 k+2 +1 .
Therefore we have 0 < λ B (ℓ k + 3) < λ * (ℓ k+1 ) and for all x ∈ I C (ℓ k + 3) we have
< 5 
Thus, put r = λ B (ℓ k + 3). Then if k ≥ 4, we have for x ∈ I C (ℓ k + 3) log τ r (x) − log r < log Q C (ℓ k + 3) − log λ B (ℓ k + 3) < (2 k+2 + 5k) log g + log 2 (2 k+3 + k − 4) log g
Hence, log τr(x) − log r does not converges to 1 uniformly.
