Our work addresses two important issues with recurrent neural networks: (1) they are over-parameterized, and (2) the recurrence matrix is ill-conditioned. The former increases the sample complexity of learning and the training time. The latter causes the vanishing and exploding gradient problem. We present a flexible recurrent neural network model called Kronecker Recurrent Units (KRU). KRU achieves parameter efficiency in RNNs through a Kronecker factored recurrent matrix. It overcomes the ill-conditioning of the recurrent matrix by enforcing soft unitary constraints on the factors. Thanks to the small dimensionality of the factors, maintaining these constraints is computationally efficient. Our experimental results on five standard data-sets reveal that KRU can reduce the number of parameters by three orders of magnitude in the recurrent weight matrix compared to the existing recurrent models, without trading the statistical performance. These results in particular show that while there are advantages in having a high dimensional recurrent space, the capacity of the recurrent part of the model can be dramatically reduced.
Introduction
Deep neural networks have defined the state-of-the-art in a wide range of problems in computer vision, speech analysis, and natural language processing Krizhevsky et al. [2012] , , Mikolov [2012] . However, these models suffer from two key issues. (1) They are over-parameterized; thus it takes a very long time for training and inference. (2) Learning deep models is difficult because of the poor conditioning of the matrices that parameterize the model. These difficulties are especially relevant to recurrent neural networks. Indeed, the number of distinct parameters in RNNs grows as the square of the size of the hidden state conversely to convolutional networks which enjoy weight sharing. Moreover, poor conditioning of the recurrent matrices results in the gradients to explode or vanish exponentially fast along the time horizon. This problem prevents RNN from capturing long-term dependencies Hochreiter [1991] , Bengio et al. [1994] .
There exists an extensive body of literature addressing over-parameterization in neural networks. LeCun et al. [1990] first studied the problem and proposed to remove unimportant weights in neural networks by exploiting the second order information. Several techniques which followed include low-rank decomposition Denil et al. [2013] , training a small network on the soft-targets predicted by a big pre-trained network Ba and Caruana [2014] , low bit precision training Courbariaux et al. [2014] , hashing Chen et al. [2015] , etc. These techniques are primarily aimed at feed-forward fully connected networks. A notable exception is the deep fried convnets Yang et al. [2015] which explicitly parameterizes the fully connected layers in a convnet with a computationally cheap and parameter-efficient structured linear operator, the Fastfood transform Le et al. [2013] . Very few studies have focused on the particular case of recurrent networks Arjovsky et al. [2016] .
The problem of vanishing and exploding gradients has also received significant attention. Hochreiter and Schmidhuber [1997] proposed an effective gating mechanism in their seminal work on LSTMs. Later, this technique was adopted by other models such as the Gated Recurrent Units (GRU) Chung et al. [2015] and the Highway networks Srivastava et al. [2015] for recurrent and feed-forward neural networks respectively. Other popular strategies include gradient clipping Pascanu et al. [2013] , and orthogonal initialization of the recurrent weights . More recently Arjovsky et al. [2016] proposed to use a unitary recurrent weight matrix. The use of norm preserving unitary maps prevent the gradients from exploding or vanishing, and thus help to capture long-term dependencies. The resulting model called unitary evolution RNN (ueRNN) is computationally efficient since it only explores a small subset of general unitary matrices. Unfortunately, since ueRNNs can only span a reduced subset of unitary matrices their expressive power is limited Wisdom et al. [2016] . Full capacity unitary RNN (fuRNN) Wisdom et al. [2016] proposed to overcome this issue by parameterizing the recurrent matrix with a full dimensional unitary matrix, hence sacrificing computational efficiency. Indeed, fuRNN requires a computationally expensive projection step which takes O(n 3 ) time (n being the size of the hidden state) at each step of the stochastic optimization to maintain the unitary constraint on the recurrent matrix. Although the idea of parameterizing recurrent weight matrices with strict unitary linear operator is appealing, it suffers from several issues: (1) Strict unitary constraints severely restrict the search space of the model, thus making the learning process unstable. (2) Strict unitary constraints make forgetting irrelevant information difficult. While this may not be an issue for problems with non-vanishing long term influence, it causes failure when dealing with real world problems that have vanishing long term influence. Henaff et al. [2016] have previously pointed out that the good performance of strict unitary models on certain synthetic problems is because it exploits the biases in these data-sets which favours a unitary recurrent map and these models may not generalize well to real world data-sets.
Our motivation is to address the problems of existing recurrent networks mentioned above. We present a new model called Kronecker Recurrent Units (KRU). At the heart of KRU is the use of Kronecker factored recurrent matrix which provide an elegant way to adjust the number of parameters to the problem at hand. This factorization allows us to finely modulate the number of parameters required to encode n × n matrices, from O(log(n)) when using factors of size 2 × 2, to O(n 2 ) parameters when using a single factor of the size of the matrix itself. We tackle the vanishing and exploding gradient problem through a soft unitary constraint. Thanks to the properties of Kronecker matrices Van Loan [2000] , this constraint can be enforced efficiently. Our experimental results on five standard data-sets reveal that KRU can reduce the number of parameters drastically (hence the training and inference time) without trading the statistical performance. Our core contribution in this work is a flexible, parameter efficient and expressive recurrent neural network model which is robust to vanishing and exploding gradient problem.
The paper is organized as follows, in section 2 we restate the formalism of RNN and detail the core motivations for KRU. In section 3 we present the Kronecker recurrent units (KRU). We present our experimental findings in section 4 and section 5 concludes our work. Table 1 : Notations d, n, m Input, hidden and output dimensions x t ∈ R d or C d , h t ∈ C d Input and hidden state at time t y t ∈ R m or C m ,ŷ t ∈ R m or C m Prediction targets and RNN predictions at time t U ∈ C n×d , W ∈ C n×n , V ∈ C m×n Input, recurrent amd output weight matrices b ∈ R n or C n , c ∈ R m or C m Hidden and output bias σ(.), L(ŷ, y) Point-wise non-linear activation function and the loss function 2 Recurrent neural network formalism Table 1 summarizes some notations that we use in the paper. We consider the field to be complex rather than real numbers. We will motivate the choice of complex numbers later in this section. Consider a standard recurrent neural network Elman [1990] . Given a sequence of T input vectors:
x 0 , x 1 , . . . , x T −1 , at a time step t RNN performs the following:
whereŷ t is the predicted value at time step t.
Over parameterization and computational efficiency
The total number of parameters in a RNN is c(dn + n 2 + n + m + nm), where c is 1 for real and 2 for complex parameterizations respectively. As we can see, the number of parameters grows quadratically with the hidden dimension, i.e., O(n 2 ). We show in the experiments that this quadratic growth is an over parameterization for many real world problems. Moreover, it has a direct impact on the computational efficiency of RNNs because the evaluation of Wh t−1 takes O(n 2 ) time and it recursively depends on previous hidden states. However, other components Ux t and Vh t can usually be computed efficiently by a single matrix-matrix multiplication for each of the components. That is, we can perform U[x 0 , . . . , x T ] and V[h 0 , . . . , h T −1 ], this is efficient using modern BLAS libraries. So to summarize, if we can control the number of parameters in the recurrent matrix W, then we can control the computational efficiency.
Poor conditioning implies gradients explode or vanish
The vanishing and exploding gradient problem refers to the decay or growth of the partial derivative of the loss L(.) with respect to the hidden state h t i.e. ∂L ∂ht as the number of time steps T grows Arjovsky et al. [2016] . By the application of the chain rule, the following can be shown Arjovsky et al. [2016] :
From 3, it is clear that if the absolute value of the eigenvalues of W deviates from 1 then ∂L ∂ht may explode or vanish exponentially fast with respect to T − t. So a strategy to prevent vanishing and exploding gradient is to control the spectrum of W.
Why complex field?
Although Arjovsky et al. [2016] and Wisdom et al. [2016] use complex valued networks with unitary constraints on the recurrent matrix, the motivations for such models are not clear. We give a simple but compelling reason for complex-valued recurrent networks.
The absolute value of the determinant of a unitary matrix is 1. Hence in the real space, the set of all unitary (orthogonal) matrices have a determinant of 1 or −1, i.e., the set of all rotations and reflections respectively. Since the determinant is a continuous function the unitary set in real space is disconnected. Consequently, with the real-valued networks we cannot span the full unitary set using the standard continuous optimization procedures. On the contrary, the unitary set is connected in the complex space as its determinants are the points on the unit circle and we do not have this issue.
Kronecker recurrent units (KRU)
We consider parameterizing the recurrent matrix W as a kronecker product of k matrices W 0 , . . . , W k−1 ,
Where each W i ∈ C pi×qi and k i=0 p i = k i=0 q i = n. W i 's are called as Kronecker factors. To illustrate the Kronecker product of matrices, let us consider the simple case when ∀ i {p i = q i = 2}. This implies k = log 2 n. And W is recursevly defined as follows:
When ∀ i {p i = q i = 2} the number of parameters is 8 log 2 n and the time complexity of hidden state computation is O(n log 2 n). When ∀ i {p i = q i = n} then k = 1 and we will recover standard complex valued recurrent neural network. We can span every Kronecker representations in between by choosing the number of factors and the size of each factor. In other words, the number of Kronecker factors and the size of each factor give us fine-grained control over the number of parameters and hence over the computational efficiency. This strategy allows us to design models with the appropriate trade-off between computational budget and statistical performance. All the existing models lack this flexibility.
Soft unitary constraint
Poor conditioning results in vanishing or exploding gradients. Unfortunately, the standard solution which consists of optimization on the strict unitary set suffers from the retention of noise over time.
Indeed, the small eigenvalues of the recurrent matrix can represent a truly vanishing long-term influence on the particular problem and in that sense, there can good or bad vanishing gradients. Consequently, enforcing strict unitary constraint (forcing the network to never forget) can be a bad strategy. A simple solution to get the best of the both worlds is to enforce unitary constraint approximately by using the following regularization:
Please note that these constraints are enforced on each factor of the Kronecker product. This procedure is computationally very efficient since the size of each factor is typically small. This type of regularizer has recently been exploited for real-valued models. Cisse et al. [2017] showed that enforcing approximate orthogonality constraint on the weight matrices make the network robust to adversarial samples as well as improve the learning speed. In metric learning Jose and Fleuret [2016] have shown that it better conditions the projection matrix thereby improving the robustness of stochastic gradient over a wide range of step sizes as well as the generalization performance.
Experiments
All the models are implemented in C++. Our library exploits OpenBLAS and cuBLAS for fast matrix operations on CPU and GPU respectively. We will release our library to reproduce all the results which we report in this paper. We use tanh as activation function for RNN and LSTM. Whereas ueRNN, fuRNN and our model, KRU uses complex rectified linear units Arjovsky et al. [2016] .
Copy memory problem
Copy memory problem Hochreiter and Schmidhuber [1997] tests the model's ability to recall a sequence after a long time gap. In this problem each sequence is of length T + 20 and each element in the sequence come from 10 classes {0, . . . , 9}. The first 10 elements are sampled uniformly with replacement from {1, . . . , 8}. The next T − 1 elements are filled with 0, the 'blank' class followed by 9, the 'delimiter' and the remaining 10 elements are 'blank' category. The goal of the model is to output a sequence of T + 10 blank categories followed by the 10 element sequence from the beginning of the input sequence. The expected average cross entropy for a memoryless strategy is Figure 1 : Learning curves on copy memory problem for T =1000 and T =2000.
The results are shown in figure 1. For this problem we do not learn the recurrent matrix of KRU, We initialize it by random unitary matrix and just learn the input to hidden, hidden to output matrices and the bias. We found out that this strategy already solves the problem faster than all other methods. Our model in this case is similar to a parameterized echo state networks (ESN). ESNs are known to be able to learn long-term dependencies if they are properly initialized Jaeger [2001] . We argue that this data-set is not an ideal benchmark for evaluating RNNs in capturing long term dependencies. Just a unitary initialization of the recurrent matrix would solve the problem.
Adding problem
Following Arjovsky et al. [2016] we describe the adding problem Hochreiter and Schmidhuber [1997] . Each input vector is composed of two sequences of length T . The first sequence is sampled from U[0, 1]. In the second sequence exactly two of the entries is 1, the 'marker' and the remaining is 0. The first 1 is located uniformly at random in the first half of the sequence and the other 1 is located again uniformly at random in the other half of the sequence. The network's goal is to predict the sum of the numbers from the first sequence corresponding to the marked locations in the second sequence.
We evaluate four settings as in Arjovsky et al. [2016] with T =100,T =200,T =400,T =750. For all four settings, KRU uses a hidden dimension N of 512 with 2x2 Kronecker factors which corresponds to ≈3K parameters in total. We use a RNN of n = 128 (≈ 17K parameters) , LSTM of n = 128 ( ≈ 67K parameters), ueRNN of n = 512 ( ≈ 7K parameters) , fuRNN of n = 128 ( ≈ 33K parameters). The training and test set sizes are chosen to be 100K and 10K respectively. All the models are trained using RMSprop with a learning rate of 1e-3 and decay of 0.9. RNN, LSTM and KRU uses a batch size of 20. ueRNN and fuRNN either use a batch size of 20 or 50 and the best results are being reported here.
The results are presented in figure 2 . KRU converges faster than all other baselines on all the four settings even though it has much fewer parameters. This illustrates the effectiveness of soft unitary constraint which controls the flow of gradients through very long time steps and thus deciding what to forget and remember in an adaptive way. LSTM also converges to the solution and this is achieved through its gating mechanism which controls the flow of the gradients and thus the long term influence. However LSTM has ten times more parameters than KRU. Both ueRNN and fuRNN converges for T = 100 but as we can observe, the learning is not stable. The reason for this is that ueRNN and fuRNN tries to remember every thing including irrelevant information since the recurrent matrix of these models are strictly unitary and hence it fails to learn the correct hypothesis. Please note that we do not evaluate ueRNN for T = 400 and T = 750 because we found out that the learning is unstable for this model and is often diverging.
Pixel by pixel MNIST
As outlined by , we evaluate the Pixel by pixel MNIST task. MNIST digits are shown to the network pixel by pixel and the goal is to predict the class of the digit after seeing all the pixels Wisdom et al. [2016] have problems in forgetting a truly vanishing long term influence and thus results in poor convergence as T increases. Whereas KRU and LSTM have no difficulty in learning the correct hypothesis through their adaptive gradient controlling mechanism.
one by one. We consider two tasks: (1) Pixels are read from left to right from top or bottom and (2) Pixels are randomly permuted before being shown to the network. The sequence length for these tasks is T = 28 × 28 = 784. The size of the MNIST training set is 60K among which we choose 5K as the validation set. The models are trained on the remaining 55K points. The model which gave the best validation accuracy is chosen for test set evaluation. All the models are trained using RMSprop with a learning rate of 1e−3 and a decay of 0.9.
The results are summarized in table 2 and figure 3. On the unpermuted task LSTM achieve the state of the art performance even though the convergence speed is slow. On the permuted MNIST task KRU achieves the state of the art performance of 94.5 with far less number of parameters than other baselines models. Figure 4 : Performance in BPC of KRU and other models for character level language modelling on Penn TreeBank data-set. KRU has fewer parameters in the recurrent matrix which significantly bring down training and inference time.
Character level language modelling on Penn TreeBank (PTB)
We now consider character level language modelling on Penn TreeBank data-set Marcus et al. [1993] . Penn TreeBank is composed of 5017K characters in the training set, 393K characters in the validation set and 442 characters in the test set. The size of the vocabulary was limited to 10K most frequently occurring words and the rest of the words are replaced by a special <UNK> character Mikolov [2012] . The total number of unique characters in the data-set is 50, including the special <UNK> character.
All the models were trained for 20 epochs with a batch size of 50 and using ADAM Kingma and Ba [2014] . We use a learning rate of 1e−3 which was found through cross-validation with default beta parameters Kingma and Ba [2014] . If we do not see an improvement in the validation bits per character (BPC) after each epoch then the learning rate is decreased by 0.30. Back-propagation through time (BPTT) is unrolled for 30 time frames on this task.
We present our results in figure 4. KRU performs very close to RNN and LSTM with fewer parameters in the recurrent matrix. Please recall that the computational bottleneck in RNN is the computation of hidden states 2.1 and thus having fewer parameters in the recurrent matrix can significantly reduce the training and inference time. Also note that KRU is straight forwardly applicable to LSTM as well and this can bring down the number of parameters and hence improve the computational efficiency of LSTM. We do not evaluate KRU LSTM in this work in order not to blur the message and we defer it to a future work. We observe that the strict unitary model, fuRNN fails to generalize as well as other models even with a high capacity recurrent matrix.
Framewise phoneme classification on TIMIT
Framewise phoneme classification Graves and Schmidhuber [2005] is the problem of classifying the phoneme corresponding to a sound frame. We evaluate the models for this task on the real world TIMIT data-set Garofolo et al. [1993] . TIMIT contains a training set of 4620 utterances among which we use 184 as the validation set. The test set is composed of 1680 utterances. We extract 12 Mel-Frequency Cepstrum Coefficients (MFCC) Mermelstein [1976] from 26 filter banks and also the log energy per frame. We also concatenate the first derivative, resulting in a feature descriptor of dimension 26 per frame. The frame size is chosen to be 10ms and the window size is 25ms.
The number of time steps to which back-propagation through time (BPTT) is unrolled corresponds to the length of each sequence. Since each sequence is of different length this implies that for each sample BPTT steps are different. All the models are trained for 20 epochs with a batch size of 1 using ADAM with default beta parameters Kingma and Ba [2014] . The learning rate was cross-validated for each of the models from η ∈ {1e−2, 1e−3, 1e−4} and the best results are reported here. The best learning rate for all the models was found out to be 1e−3 for all the models. Again if we do not observe a decrease in the validation error after each epoch, we decrease the learning rate by a factor of γ ∈ {1e−1, 2e−1, 3e−1} which is again cross-validated. Figure 5 summarizes Figure 5 : KRU performs better than RNN and very close to LSTM with 3 order of magnitude less parameters in the recurrent weight matrix on the challenging TIMIT data-set Garofolo et al. [1993] . This significantly bring down the training and inference time of RNNs.
Conclusion
We have presented a new recurrent neural network model based at its core a Kronecker factored recurrent matrix. This factorization provides a fine control over the model capacity and computational requirement through the size of the factors. Moreover it allows us to efficiently enforce a soft unitary constraint.
Experimental results show that our approach out-perform classical methods which uses O(n 2 ) parameters in the recurrent matrix. Maybe as important, these experiments show that both on toy problems ( § 4.1 and 4.2), and on real ones ( § 4.3, 4.4, and § 4.5) , while existing methods require tens of thousands of parameters in the recurrent matrix, competitive or better than state-of-the-art performance can be achieved with less than 100 parameters. This surprising results provide a new and counter-intuitive perspective on desirable memory-capable architectures: the state should remain of high dimension to allow the use of high-capacity networks to encode the input into the internal state, and to extract the predicted value, but the recurrent dynamic itself can, and should, be implemented with a low-capacity model.
From a practical standpoint, the core idea in our method is applicable not only to vanilla recurrent neural networks as we showed, but also to a variety of machine learning models such as LSTMs, feedforward networks and random projections. Our future work encompasses exploring other machine learning models and on dynamically increasing the capacity of the models on the fly during training to have a perfect balance between computational efficiency and sample complexity.
