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Abstract: In recent years email has become one of the fastest and most economical means of communication. However increase of 
email users has resulted in the dramatic increase of spam emails during the past few years. Data mining -classification algorithms are 
used to categorize the email as spam or non-spam. Numerous email spam messages are marketable in nature but might similarly 
encompass camouflaged links that seem to be for acquainted websites but actually lead to phishing web sites or sites that are holding 
malware. Spam email might likewise comprise malware as scripts or other executable file attachments. Spammers use spam bots to 
generate email distribution lists. A spammer naturally sends an email to millions of email addresses. The address and identity of 
the sender are concealed Mass Mailing with the expectation that only a small number will respond or interact with the message 
and Spam mails might be the cause   of   phishing   attack,   hacking   of   banking accounts, attacks on confidential data. 
Spamming is rising at a quick speed as sending a deluge of mails is simple and for free. Spam mails interrupt the one calmness, 
spending much time and put away various resources like memory and networks bandwidth. In this study, we present a method for 
spam filtering using Artificial Neural Network to predict whether an email is spam or not. 
Keywords: Classification Algorithms, Neural Networks, Spam Mails, Artificial Neural Networks. 
1. INTRODUCTION 
During the last few years, the application of artificial 
Intelligence in education has grown exponentially, spurred 
by the fact that it allows us to discover new, interesting and 
useful knowledge about email classification. 
E-mail is a technique of electronic communication 
among 2 or more persons using the Internet. Through the 
growing reputation of the email and the incursions of internet 
marketers, unwelcome commercial email (spam) has 
become problematic on the WWW. Spam has produced 
considerate economy damage and turn out to be a social 
matter. Unwelcome email may descend from anywhere. 
Present trends indicate that 94 percent of Internet transfer is 
going to be Spam. At the moment; emails are not just 
castoff for communication nonetheless also used for 
handling the job, resolving client queries. Email 
categorization has been enthused from the text 
classification in machine learning and currently email 
categorizations  has been accepted in diverse variants for 
example categorizing emails into a spam folder, obstructive    
spam    email, recognizing the attitude of the user from email 
body. Most recent email app and the SP like Gmail, Hotmail, 
permit the user to easily filter received emails founded on the 
email topic, key tokens in the body of the email, this 
technique is appropriate for individual work or home 
operators, which mean you must generate token-based 
rules to sieve emails into variants folders. Applying or 
creating these rules yourself in email program may be 
hard if you want to classify each received email. Nowadays, 
in the world of big data, the sizes of emails are growing 
very fast. Hulk e-commerce like Amazon, eBay normally 
has a shared email address “cs@amazon.com” for all type 
of inquiries. It means that an e-commerce business must be 
receiving approximately 120000 emails every month, 
consequently a business needs a big database to save all 
emails and a system which may automatically 
recognize/classify an  email  into  accurate  division 
categories such as Requesting, Shipping, Quality issues 
etc[1,3]. 
2. LITERATURE REVIEW: 
Authors in [2] adopted Artificial Neural Networks (ANN) 
and expert systems to get knowledge for the student model 
in the Linear Programming Intelligent Tutoring System to 
be able to decide the academic performance level of the 
students classify emails whether i t  i s  spam or not and 
suggested this method to identify whether an email is a spam 
or  not:  
1. Sorting according to language (spam or non- 
spam), then words, and then count. 
2. If a word does not exist, consider to approximate P 
(word|class) using Laplacian.  
3. A learning dataset for analysis.  
4. The Learning Dataset contains each word that 
content filtering uses to determine if a message is 
spam.  
5. Beside each word, there are two numbers. The first 
number is the number of times that the word has 
occurred in non-spam e-mail messages. The second 
number is the number of times that the word has 
occurred in spam e-mail messages. 
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3. BACKGROUND: 
Many systems have been established over the last period 
that evolves both neural network topologies and weights [2]. 
These methods include a variety of ideas about how 
Topology and Weight Evolving Artificial Neural Networks 
(TWEANNs) should be applied. In this part, we address 
some of the ideas and suppositions about the design of 
TWEANNs, and propose answers to some unanswered 
problems. 
Artificial Neural Networks (ANNs) can resemble with 
the human brain which refers to interconnected networks of 
nodes, which manipulate data from input to output feature. 
ANN is computationally complex and the learning curve 
too.  Various software packages are now available for 
Practitioners such as (Just NN) that will be used here, which 
remove much of the burden placed on truly understanding 
the mathematical Backbone in which ANNs are derived[4-
10]. 
4. DATA PARTITIONING PHILOSOPHIES 
In the ANN learning process, one should avoid training 
and testing on the same observations; to avoid this situation, 
observations should be sequestered for training, testing, and 
cross-validation of schemes are iterative, updating network 
weights after investigating all training set observations. 
Statistical information, such as mean squared error (MSE), 
is collected while the learning algorithm investigates all 
samples, a period termed „epoch, in order to adjust the 
weights of a network[11-15]. Here in this research we have 
set of data which equals to (4601) divided into two groups 
which it is as the following:  
1- Training set of data which contains of (3233): This 
data set used to approximate the weight of data and to learn 
the machine how attribute affect the output with respect to 
their weight.  
2- Validation set of data which contains of (1368): This 
data used to validate the prediction of the learning artificial 
neural network prediction tools which we have built 
appending to learning data set, these results will be 
compared to the original data to determine the error or 
approximated error. 
5. ARTIFICIAL NEURAL NETWORKS 
An Artificial Neural Network (ANN) is an arithmetical 
model that is motivated by the organization and/or 
functional feature of biological neural networks. A neural 
network contains an interrelated set of artificial neurons, 
and it processes information using a connectionist form to 
computation. As a general rule an ANN is an adaptive 
system that adjusts its structure based on external or internal 
information that runs through the network during the 
learning process. Recent neural networks are non-linear 
numerical data modeling tools. They are usually used to 
model intricate relationships among inputs and outputs or to 
uncover patterns in data. ANN learning can be either 
supervised or unsupervised. Supervised training is done by 
inputting to the neural network a set of sample data 
accompany with the expected outputs from each of these 
samples. Supervised training is the utmost communal form 
of neural network training. As supervised training go on the 
neural network is goes through a few iterations, or called 
epochs, until the real output of the neural network matches 
the expected output, with a sensibly minor error. Every 
epoch is one pass through the training samples. 
Unsupervised training is like supervised training but that no 
expected outputs are given. Unsupervised training typically 
happens when the neural network is to classify the inputs 
into a number of groups. The training evolves through 
numerous epochs, just as in supervised training. As training 
continues the classification groups are revealed by the 
artificial neural network. Training is the process by which 
these connection weights are allocated. Utmost training 
algorithms start by allocating random numbers to the weight 
matrix. Then the validity of the neural network is inspected. 
Next the weights are attuned based on how effective the 
neural network did. This procedure is repeated until the 
validation error is within a satisfactory limit. Validation of 
the system is prepared once a neural network has been 
trained and it need be assessed to see if it is ready for real 
use. This final step is significant so that it can be 
unwavering if additional training is vital. To properly 
validate a neural network validation data must be set aside 
that is completely distinct from the training data[16-36].  
About 70% of the total sample data was used for 
network training in this study. About 30% of the total 
sample data served as test and validation of the system[37-
47]. 
6. ARTIFICIAL NEURAL NETWORK USAGE IN E MAIL 
CLASSIFICATION: 
An Artificial Neural Network (ANN) is an arithmetical 
model that is motivated by the organization and/or 
functional feature of biological neural networks. A neural 
network contains an interrelated set of artificial neurons, 
and it processes information using a connectionist form to 
computation. As a general rule an ANN is an adaptive 
system that adjusts its structure based on external or internal 
information that runs through the network during the 
learning process. Recent neural networks are non-linear 
numerical data modeling tools. They are usually used to 
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model intricate relationships among inputs and outputs or to 
uncover patterns in data[48-59]. 
7. METHODOLOGY 
By looking deeply through the scientists and soliciting the 
experience of data science experts on emails classification, a 
number of factors that are considered to have an effect on the 
classification of emails. These factors were cautiously studied 
and synchronized into a convenient number appropriate for 
computer coding within the environment of the Just NN 
modeling. These factors were classified as input variables. 
The output variables embody some likely levels of 
performance of an emails classification for spam or not. 
7.1 THE INPUT VARIABLES 
The input variables identified are those which can simply be 
obtained from emails file and. The input variables are:  
Make: Number of occurrences of the word „make‟.  
Address: Number of occurrences of the word „Address‟.  
All: Number of occurrences of the word „All‟.  
3D: Number of occurrences of the word „3D‟.  
Our: Number of occurrences of the word „Our‟.  
Over: Number of occurrences of the word „Over‟.  
Remove: Number of occurrences of the word „Remove‟.  
Internet: Number of occurrences of the word „Internet‟.  
Order: Number of occurrences of the word „Order‟.  
Mail: Number of occurrences of the word „Mail‟.  
Receive: Number of occurrences of the word „Receive‟.  
Will: Number of occurrences of the word „Will‟.  
People: Number of occurrences of the word „People‟.  
Report: Number of occurrences of the word „Report‟.  
Addresses: Number of occurrences of the word „Addresses‟.  
Free: Number of occurrences of the word „Free‟.  
Business: Number of occurrences of the word „Business‟.  
Email: Number of occurrences of the word „Email‟.  
You: Number of occurrences of the word „You‟.  
Credit: Number of occurrences of the word „Credit‟.  
Your: Number of occurrences of the word „Your‟.  
Font: the font style used in the mail.  
0: Number of occurrences of the word „0‟.  
Money: Number of occurrences of the word „Money‟.  
Hp: Number of occurrences of the word „Hp‟.  
Hpl: Number of occurrences of the word „Hpl‟.  
George: Number of occurrences of the word „George‟.  
650: Number of occurrences of the word „650‟.  
Lab: Number of occurrences of the word „Lab‟.  
Labs: Number of occurrences of the word „Labs‟.  
Talent: Number of occurrences of the word „Talent‟.  
857: Number of occurrences of the word „857‟.  
Data: Number of occurrences of the word „Data‟.  
415: Number of occurrences of the word „415‟.  
85: Number of occurrences of the word „85‟.  
Technology: Number of occurrences of the word 
„Technology‟.  
1999: Number of occurrences of the word „1999‟.  
Parts: Number of occurrences of the word „Parts‟.  
Pm: Number of occurrences of the word „Pm‟.  
Direct: Number of occurrences of the word „Direct‟.  
Cs: Number of occurrences of the word „Cs‟.  
Meeting: Number of occurrences of the word „Meeting‟.  
Original: Number of occurrences of the word „Original‟.  
Project: Number of occurrences of the word „Project‟.  
Re: Number of occurrences of the word „Re‟.  
Edu: Number of occurrences of the word „Edu‟.  
Table: Number of occurrences of the word „Table‟.  
Conference: Number of occurrences of the word 
„Conference‟.  
; : Number of occurrences of the word „;‟.  
(: Number of occurrences of the word „(‟.  
[: Number of occurrences of the word „[‟.  
! : Number of occurrences of the word „!‟.  
$: Number of occurrences of the word „$‟.  
#: Number of occurrences of the word „#‟.  
Capital Run Length Average: Average of capital letters 
continuously.  
Capital Run Length longest: The long of capital letters 
continuously.  
Capital Run Length Total: Total length of capital letters.  
 
7.2 THE OUTPUT VARIABLE 
Table 1 shows the result of the prediction tool. 
Table 1: The result of the prediction tool. 
S/N Output Variable Meaning 
1 0 Not spam 
2 1 Spam 
 
7.3 NETWORK ARCHITECTURE  
The network is a multilayer perceptron neural network 
using the linear sigmoid activation function as seen in 
Figure 1.  
The Back-propagation Training Algorithm  
-Initialize each wi to some small random value  
-Until the termination condition is met, Do  
-For each training example <(x1…xn),t> Do  
-INPUT THE INSTANCE (X1,…,XN) TO THE NETWORK AND 
COMPUTE THE NETWORK OUTPUTS OK  
- For each output unit k: Δk=ok (1-ok)(tk-ok)  
- For each hidden unit h: Δh=oh (1-oh) Δk wh,k Δk  
- For each network weight wj Do   
- wi,j=wi,j+Δwi,j,where Δwi,j= Δj xi,j and Δ is the learning 
rate. 
 
7.4 EVALUATION OF NEURAL NETWORK  
As stated earlier, the purpose of this experiment was to 
predict the classification of emails to spam or not. We used 
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feed forward Back propagation, which provides the facility to 
implement and test the neural network and its learning 
algorithm. Our neural network is a feed-forward network, 
with Single input layer (57 inputs), a hidden layer (1) and a 
single Output layer (1output).  
Test data evaluation shows that the ANN model is able to 
correctly classify more than (85.31% of data set) of 
prospective emails. Figures 2,3,4,5 illustrates the spam 
Emails classification.  
A total of 4601 email records were used in the analysis. 
About 70% of the total data (3233 email) were used as the 
training set 30% (1368) for validation and testing.  
After the training and cross validation, the network was 
tested with the test data set and the following results were 
obtained. This involves given the input variable data to the 
network without the output variable results. The output from 
the network is then compared with the actual variable data.  
 
Figure 1 Artificial Neural System Architecture 
 
 
Figure 2: Training of ANN 1 
 
 
Figure 3: Training of ANN 2 
 
 
Figure 4: Training of ANN 3 
 
 
 
Figure 5: Training of ANN 4 
 
8. CONCLUSION  
An artificial Neural Network model for classification of 
emails was presented. The model used feed forward 
backpropagation algorithm for training. The factors for the 
model were obtained from Mark Hopkins, Erik Reeber, 
George Forman, Jaap Suermondt Hewlett-Packard Labs, 
1501 Page Mill Rd., Palo Alto, CA 94304 records. The 
model was tested and the overall result was 85.31%. This 
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study showed the potential of the artificial neural network 
for classification of emails.  
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