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PARTIALLY FUNDAMENTALLY REDUCIBLE
OPERATORS IN KREI˘N SPACES
BRANKO C´URGUS AND VLADIMIR DERKACH
Abstract. A self-adjoint operator A in a Kre˘ın space (K, [ · , · ]) is called
partially fundamentally reducible if there exist a fundamental decomposition
K = K+[+˙]K− (which does not reduce A) and densely defined symmetric op-
erators S+ and S− in the Hilbert spaces (K+, [ · , · ]) and (K−,−[ · , · ]), respec-
tively, such that each S+ and S− has defect numbers (1, 1) and the operator
A is a self-adjoint extension of S = S+ ⊕ (−S−) in the Kre˘ın space (K, [ · , · ]).
The operator A is interpreted as a coupling of operators S+ and −S− relative
to some boundary triples
(
C,Γ+
0
,Γ+
1
)
and
(
C,Γ−
0
,Γ−
1
)
. Sufficient conditions
for a nonnegative partially fundamentally reducible operator A to be similar to
a self-adjoint operator in a Hilbert space are given in terms of the Weyl func-
tions m+ and m− of S+ and S− relative to the boundary triples
(
C,Γ+
0
,Γ+
1
)
and
(
C,Γ−
0
,Γ−
1
)
. Moreover, it is shown that under some asymptotic assump-
tions on m+ and m− all positive self-adjoint extensions of the operator S are
similar to self-adjoint operators in a Hilbert space.
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1. Introduction
In this paper we study a class of self-adjoint operators in a Kre˘ın space which
turns out to be similar to self-adjoint operators in a Hilbert space. Recall that
a Kre˘ın space is a complex vector space K with a sesquilinear form [ · , · ] such
that there exist subspaces K+ and K− of K with the following three properties:[K+,K−] = {0}, K = K++˙K−, a direct sum, and the spaces (K+, [ · , · ]) and
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(K−,−[ · , · ]) are Hilbert spaces. A pair of subspaces K+ and K− with the pre-
ceding three properties is called a fundamental decomposition of a Kre˘ın space K.
The projections P+ and P− associated with the direct sum K = K++˙K− are called
fundamental projections and the operator J = P+ − P− is called a fundamental
symmetry of a Kre˘ın space. The space K with the inner product 〈x, y〉 = [Jx, y],
x, y ∈ K, is a Hilbert space. Neither a fundamental decomposition nor a funda-
mental symmetry of a Kre˘ın space is unique. However, the Hilbert space norms
generated by different fundamental decompositions via the corresponding funda-
mental symmetries are equivalent. All topological notions in a Kre˘ın space refer to
the topology of the Hilbert space (K, 〈 · , · 〉). For the general theory of Kre˘ın spaces
and operators acting in them we refer to the monographs [5, 11].
Unlike the spectrum of a self-adjoint operator in a Hilbert space, the spectrum
of a general self-adjoint operator in a Kre˘ın space can be quite arbitrary. Therefore
it is of interest to look for conditions that would guarantee good spectral properties
of a self-adjoint operator in a Kre˘ın space.
The ultimate task in this direction is to provide sufficient conditions for a self-
adjoint operator in a Kre˘ın space to be similar to a self-adjoint operator in a Hilbert
space. A simple characterization of similarity is as follows. A self-adjoint operator
A in a Kre˘ın space (K, [ · , · ]) is similar to a self-adjoint operator in the Hilbert space
(K, 〈 · , · 〉) if and only if A is fundamentally reducible in (K, [ · , · ]); where fundamen-
tally reducible means that there exists a fundamental decomposition K = K++˙K−
of (K, [ · , · ]) such that A is the direct sum of its restrictions to K+∩ (domA) and
K− ∩ (domA). Equivalently, an operator A is fundamentally reducible in a Kre˘ın
space (K, [ · , · ]) if and only if there exists a fundamental symmetry J on (K, [ · , · ])
such that J dom(A) ⊆ dom(A) and JAx = AJx for all x ∈ dom(A). The above
characterization of similarity for bounded operators appears in [53, Theorem 1, Sec-
tion 2] and in [48, Proposition 2.2], where an equivalent terminology of C-symmetry
is used.
Another kind of a self-adjoint operator in a Kre˘ın space whose spectral properties
resemble those of a self-adjoint operator in a Hilbert space is a nonnegative self-
adjoint operator with a nonempty resolvent set. The spectrum of such an operator
is real and, excluding arbitrary neighborhoods of 0 and ∞, the operator A has a
projector valued spectral function whose properties resemble the properties of the
spectral function of a self-adjoint operator in a Hilbert space; for details see [50]
and Subsection 2.8 below for a short review. If the spectrum of A accumulates on
both sides of 0 (∞), then 0 (∞, respectively) is called a critical point of A. If the
spectral function of A is bounded in a neighborhood of a critical point, then that
critical point is said to be regular. Otherwise, it is said to be a singular critical
point. The set of all singular critical points of A is denoted by cs(A). Here, by
definition, cs(A) ⊆ {0,∞}. These concepts are closely related to the similarity of
A to a self-adjoint operator in a Hilbert space: A nonnegative self-adjoint operator
A in a Kre˘ın space such that ρ(A) 6= ∅ is similar to a self-adjoint operator in a
Hilbert space if and only if ker(A) = ker(A2) and 0,∞ 6∈ cs(A).
Our first step in studying the similarity question is to introduce a new concept
related to the fundamental reducibility in Kre˘ın spaces. For the definition of defect
numbers of symmetric operators which we use in the next definition and for general
Hilbert space theory see [1].
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Definition 1.1. A self-adjoint operator A in a Kre˘ın space (K, [ · , · ]) is called
partially fundamentally reducible if there exists a fundamental decomposition K =
K+[+˙]K− of (K, [ · , · ]) such that the subspaces
D+=
{
f ∈ K+∩(domA) :Af ∈ K+
}
and D−=
{
f ∈ K−∩(domA) :Af ∈ K−
}
are dense in K+ and K− and the restrictions
(1.1) S+ = A|D+ and S− = −A|D−
are symmetric operators with defect numbers (1, 1) in the Hilbert spaces (K+, [ · , · ])
and (K−,−[ · , · ]), respectively.
The idea behind the above definition is to introduce a desirable restriction of an
operator A and then utilize those desirable properties of the restriction to study A.
This method resembles the Glazman decomposition method from [31]. A similar
idea was also used to study definitizability of differential operators with indefinite
weights in [7, Section 3] and definitizability of self-adjoint operators in Kre˘ın spaces
in [9, Theorem 3.5].
Our objective in this paper is to give sufficient conditions under which a non-
negative partially fundamentally reducible operator in a Kre˘ın space is similar to a
self-adjoint operator in a Hilbert space.
To this end we will use a boundary triple approach to extension theory developed
in [42, 32, 20]; see Subsection 2.1 below for a brief review. We will apply this
theory to the symmetric operators S+ and S− associated via (1.1) with a partially
fundamentally reducible operator A. Specifically, let
(
C,Γ+0 ,Γ
+
1
)
be a boundary
triple of the operator S∗+, the adjoint of S+ in the Hilbert space (K+, [ · , · ]), and
let m+ be the corresponding Weyl function. Then there exists a unique boundary
triple
(
C,Γ−0 ,Γ
−
1
)
for S∗− such that the operator A is a coupling of S+ and S−
relative to the boundary triples
(
C,Γ+0 ,Γ
+
1
)
and
(
C,Γ−0 ,Γ
−
1
)
. That is, f ∈ dom(A)
if and only if there exist f+ ∈ dom
(
S∗+
)
and f− ∈ dom
(
S∗−
)
such that
f = f+ + f− and Γ
+
0 f+ = Γ
−
0 f−, Γ
+
1 f+ = −Γ−1 f−
(see Theorems 4.1 and 4.7 below). Let m− be the Weyl function of S− corre-
sponding to the boundary triple
(
C,Γ−0 ,Γ
−
1
)
. The Weyl functions m+ and m−
belong to the class of Nevanlinna functions, for the definition and basic proper-
ties see Subsection 2.3 below. These functions completely characterize the simple
(non-self-adjoint) parts of the symmetric operators S+ and S− acting in the Hilbert
spaces K+ and K−. Therefore, it is natural to look for conditions for the fundamen-
tal reducibility of A in terms of the local behavior of the associated Weyl functions
m+ and m− at 0 and ∞.
The coupling method used here is a combination of the Glazman decomposition
method and the boundary triple approach to the extension theory. The coupling
method was worked out for operators in Hilbert spaces in [23] and it was used in
[36], and also in [40, 38, 39, 37, 44], to study the problem of similarity of differential
operators with indefinite weights to self-adjoint operators in Hilbert spaces.
Using this method, see [40, 38], it was proved that the boundedness of the func-
tion
(1.2) y 7→ Imm+(iy) + Imm−(iy)
m+(iy) +m−(−iy) , y > 0,
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on (0, 1) (on (1,∞), respectively) is necessary for 0 6∈ cs(A) (∞ 6∈ cs(A), respec-
tively). Since we use these necessary conditions in an essential way, we introduce
the following terminology. A pair of functions (m+,m−) is said to have D0-property
(D∞-property) if the function in (1.2) is bounded on (0, 1) (on (1,∞), respectively).
Next we introduce a different kind of local behavior of a Nevanlinna function. A
Nevanlinna function m with the integral representation (3.2) in Subsection 3.1 is
said to have B0-property (B∞-property, respectively) if the mapping
f 7→
∫ +∞
0
f(x)
x+ y
dσ(x),
is a bounded mapping from L2σ(R+) into L
2
wm(0, 1) (L
2
wm(1,∞), respectively). Here
wm(y) =
(
Imm(iy)
)−1
, the reciprocal of the imaginary part of m.
With D- and B-properties our main results are as follows. If A is a nonnegative
partially fundamentally reducible operator and if associated Weyl functions m+
and m− have B∞-property, then ∞ 6∈ cs(A) if and only if the pair (m+,m−) has
D∞-property (Theorem 5.7). Analogously, if A is a nonnegative partially funda-
mentally reducible operator and if the associated Weyl functions m+ and m− have
B0-property, then 0 6∈ cs(A) if and only if the pair (m+,m−) has D0-property and
ker(A) = ker(A2) (Theorem 5.8). Together these two results give sufficient condi-
tions for a nonnegative partially fundamentally reducible operator in a Kre˘ın space
(K, [ · , · ]) to be similar to a self-adjoint operator in a Hilbert space.
Furthermore, in Subsection 2.7 we define the asymptotic class A∞ of Nevanlinna
functions which all satisfy B∞-property and pairs of which have D∞-property and
the analogous asymptotic class A0 for B0-property and D0-property. In Theo-
rem 5.12 we prove that if the Weyl functions m+ and m− associated with the
partially fundamentally reducible operator A both belong to A∞ ∩ A0, then, not
only A, but all the nonnegative self-adjoint extensions of S+ ⊕ (−S−) are similar
to a self-adjoint operators in a Hilbert space.
Finally, in Section 6 we apply our results to indefinite Sturm-Liouville differential
operators. In some cases our results lead to a new point of view at some results
from [18, 19, 28, 29, 36, 40, 38, 39]. We also get some new results for the case
of nonsymmetric coefficients and the case when A is a coupling of two differential
operators of different order.
Since a self-adjoint operator in a Kre˘ın space is similar to a self-adjoint operator
in a Hilbert space if and only if it is fundamentally reducible, throughout the rest
of the paper we will use the shorter phrase fundamentally reducible to relate to this
property.
The main results of this paper were presented at the 21st International Workshop
on Operator Theory and Applications held in July of 2010 in Berlin, Germany.
The authors would like to thank Victor Katsnelson and Mark Malamud for useful
discussions and relevant literature suggestions.
1.1. Notation. We use the standard notation C for the set of complex numbers
and R for the set of real numbers. By C+ we denote the set of all z ∈ C with
positive imaginary part. Similarly, R+ (R−) stands for the set of all positive (neg-
ative, respectively) reals. For z ∈ C, z∗, Re z, Im z and Arg z denote the complex
conjugate, real, imaginary part of z and the principal value of the argument of z
with Arg z ∈ (−π, π], respectively.
PARTIALLY FUNDAMENTALLY REDUCIBLE OPERATORS 5
For a noninteger real α and z ∈ C \ [0,+∞) we designate the principal branch
of zα to be |z|α exp(iαArg(z)), where Arg(z) ∈ (−π, π).
All operators in this paper are closed densely defined linear operators. For such
an operator T , we use the common notation ρ(T ), dom(T ), ran(T ) and ker(T ) for
the resolvent set, the domain, the range and the null-space, respectively, of T .
We use the symbols ± and ∓ in a very specific way. Each sentence in which one
or both of these symbols appear should be read twice, the first time with the top
symbols and the second time with the bottom symbols. A good example of this
is the sentence containing (5.8) and (5.9) in Subsection 5.2. Reading this sentence
the first time defines T++ and T+−; reading it the second time defines T−− and
T−+. The only exception to this rule is the symbol SL
±(2,R) which is the common
symbol for one object: the group of all real matrices with determinant equal to −1
or 1.
2. Preliminaries
2.1. Weyl functions of symmetric operators. Let S be a closed densely defined
symmetric operator in the Hilbert space
(H, 〈 · , · 〉H) and let ρ̂(S) denotes the set
of points of regular type of S, see [1]. The subspace
Nz = H⊖ ran(S − z¯) = ker(S∗ − z), z ∈ ρ̂(S)
is called the defect subspace of the operator S. The dimension dim(Nz) is constant
on each of the open half-planes C+ and C− and is denoted by d+, for z ∈ C+ and
d−, for z ∈ C−. The numbers d+ and d− are called the upper and lower defect
numbers of S. In this paper we assume that d+ = d− = 1.
Since the space (domS∗)/(domS) is two dimensional there exist (unbounded)
non-zero linear functionals Γj : S
∗ → C, i, j ∈ {0, 1}, such that
ker(Γ0) ∩ ker(Γ1) = dom(S)
and the abstract Green’s identity
(2.1) 〈S∗f, g〉H − 〈f, S∗g〉H = Γ0(g)∗ Γ1(f)− Γ1(g)∗ Γ0(f),
holds for all f, g ∈ dom(S∗), see [32, Section 3.1.4] for much more general setting.
In [21] the triple
(
C,Γ0,Γ1
)
is called the boundary triple of a symmetric operator
S.
It follows from (2.1) that the extensions S0, S1 of S defined as restrictions of S
∗
to the domains
dom(S0) := ker(Γ0) and dom(S1) := ker(Γ1),
are self-adjoint linear operators in
(H, 〈 · , · 〉H). For all z ∈ ρ(S0) we have
(2.2) dom(S∗) = (domS0)∔Nz direct sum in H.
Since Nz is one-dimensional and Γ0 6= 0, it follows that the restriction Γ0|Nz of Γ0
to Nz is a bijection between Nz and C. Then(
Γ0|Nz
)−1
: C −→ Nz ⊂ H, z ∈ ρ(S0),
and we define the following two functions:
ψ : C \ R −→ H and m : C \ R −→ C
by
(2.3) ψ(z) :=
(
Γ0|Nz
)−1
(1) and m(z) := Γ1
(
Γ0|Nz
)−1
(1), z ∈ ρ(S0).
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Clearly,
(2.4) m(z) = Γ1ψ(z).
The functions ψ and m are called the Weyl solution and the Weyl function, respec-
tively, of the symmetric operator S relative to the boundary triple
(
C,Γ0,Γ1
)
. For
a fixed z ∈ ρ(S0) the vector f = ψ(z) is the solution of the boundary value problem
S∗f = zf, Γ0f = 1, f ∈ dom(S∗).
With z, w ∈ ρ(S0), substituting
f = ψ(z), S∗f = zψ(z), g = ψ(w), S∗g = wψ(w)
in (2.1) and using Γ0f = Γ0g = 1, m(z) = Γ1f , m(w) = Γ1g we get
(2.5) m(z)−m(w)∗ = (z − w∗) 〈ψ(z), ψ(w)〉H for all z, w ∈ ρ(S0).
With w = z∗ the identity (2.5) yields that the Weyl function m satisfies the sym-
metry condition
(2.6) m(z∗) = m(z)
∗
for all z ∈ ρ(S0).
The identity (2.5) was used in [47] as a definition of the Q-function. It follows
from (2.5) and (2.6) that m is a Nevanlinna function; for the definition and basic
properties see Subsection 2.3 below.
Remark 2.1. It turns out (see [20, page 8]) that the Weyl solution can be used to
evaluate Γ1(S0 − z)−1h for arbitrary h ∈ H and z ∈ ρ(S0):
(2.7) Γ1(S0 − z)−1h =
〈
h, ψ(z∗)
〉
H
.
Indeed, substituting in (2.1) f = (S0 − z)−1h, g = ψ(z∗), and using Γ0f = 0,
Γ0ψ(z
∗) = 1, we obtain the equality〈
(S0 − z)f, ψ(z∗)
〉
H
= (Γ1f)(Γ0ψ(z
∗))∗ − (Γ0f)(Γ1ψ(z∗))∗ = Γ1f,
which proves (2.7).
Proposition 2.2. [1, 20] For every z ∈ ρ(S0) the following equivalence hold:
z ∈ ρ(S1) ⇐⇒ m(z) 6= 0
and the resolvent of S1 can be found by the formula
(S1 − z)−1h = (S0 − z)−1h−
〈
h, ψ(z∗)
〉
H
m(z)
ψ(z)
for all h ∈ H and all z ∈ ρ(S0) ∩ ρ(S1).
Remark 2.3. Any two boundary triples
(
C,Γ0,Γ1
)
and
(
C, Γ̂0, Γ̂1
)
of the same
symmetric operator S are related by(
Γ̂0
Γ̂1
)
=W
(
Γ0
Γ1
)
,
where W is a complex 2×2 matrix satisfying W ∗JW = J, with J =
(
0 −i
i 0
)
. The
condition W ∗JW = J is equivalent to W being a unitary matrix in the Kre˘ın space
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C2, [ · , · ]2
)
, where [x,y]2 = y
∗
Jx for x,y ∈ C2. A direct calculation shows that a
unitary matrix W in
(
C2, [ · , · ]2
)
allows a factorization
W = eiθ
(
a b
c d
)
where
(
a b
c d
)
∈ SL(2,R) and θ ∈ (−π, π].
Here SL(2,R) is the special linear group of all real 2×2 matrices with determinant
one.
The Weyl function m relative to the boundary triple
(
C,Γ0,Γ1
)
and the Weyl
function m̂ relative to the boundary triple
(
C, Γ̂0, Γ̂1
)
are related by
m̂(z) =
dm(z) + c
bm(z) + a
, z ∈ ρ(S0) ∩ ρ(S1).
In particular, the boundary triple
(
C,−Γ1,Γ0
)
is said to be a transpose of the
boundary triple
(
C,Γ0,Γ1
)
. The Weyl function m⊤ of S∗ relative to
(
C,−Γ1,Γ0
)
is given by m⊤(z) = −1/m(z), z ∈ C \ R.
2.2. Nonnegative operators in Hilbert spaces. Recall that a symmetric op-
erator S in a Hilbert space
(H, 〈 · , · 〉H) is called nonnegative if 〈Sf, f〉H ≥ 0 for
all f ∈ dom(S). By a result of Friedrichs, every nonnegative symmetric operator
S admits a nonnegative self-adjoint extension. Moreover, as was shown by Kre˘ın
[46], in the set Ext+(S) of all nonnegative self-adjoint extensions of a nonnegative
symmetric operator S there are two extremal extensions SF and SK . The exten-
sions SF and SK , which are called the Friedrichs extension and the Kre˘ın extension,
respectively, are maximal and minimal in the following sense: for all S˜ ∈ Ext+(S)
and all a > 0 we have,
(SF + a)
−1 ≤ (S˜ + a)−1 ≤ (SK + a)−1.
The extensions SF and SK can be characterized in terms of boundary triples
and Weyl functions. If S is a symmetric nonnegative operator and
(
C,Γ0,Γ1
)
is a
boundary triple for S∗, then the extension S0 of S is also nonnegative if and only
if the corresponding Weyl function m is holomorphic on R−. Moreover (see [20,
Proposition 10]), the following two equivalences hold:
S0 = SF ⇐⇒ lim
x↓−∞
m(x) = −∞,
S0 = SK ⇐⇒ lim
x↑0
m(x) = +∞.(2.8)
2.3. Nevanlinna, Stieltjes and inverse Stieltjes functions. A complex func-
tion m is called a Nevanlinna function if m is holomorphic at least on C \ R and
satisfies the following two conditions
m(z∗) = m(z)∗ and Imm(z) ≥ 0, for all z ∈ C+.
Equivalently, m is a Nevanlinna function if and only if there exist a, b ∈ R, b ≥ 0,
and a nondecreasing function σ : R→ R such that
m(z) = a+ bz +
∫
R
(
1
t− z −
t
1 + t2
)
dσ(t)
and
(2.9)
∫
R
dσ(t)
1 + t2
< +∞.
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If, additionally, σ is normalized by
(2.10) σ(t) =
σ(t− 0) + σ(t+ 0)
2
and σ(0) = 0,
then it is uniquely determined by m. For these and other facts on Nevanlinna
functions see [35] and [24, Chapter II].
We consider that a Nevanlinna function is defined on its domain of holomorphy.
That is, the domain of a Nevanlinna function m coincides with the union of C \ R
and the set of all those real points to which m admits a holomorphic continuation.
A Nevanlinna function m is called a Stieltjes (an inverse Stieltjes) function if it
is holomorphic on C \ [0,+∞) and it takes nonnegative (nonpositive, respectively)
values on R−.
The following proposition is a direct consequence of the definitions.
Proposition 2.4. Let m be a Nevanlinna function. The following statements are
equivalent.
(i) m is an inverse Stieltjes function.
(ii) The function z 7→ −m(1/z), z ∈ C \ R, is a Stieltjes function.
(iii) The function z 7→ −1/m(z), z ∈ C \ R, is a Stieltjes function.
A Stieltjes function m admits the integral representation
(2.11) m(z) = γ +
∫ +∞
0
dσ(t)
t− z
with γ ≥ 0 and with a non-decreasing function σ(t), such that
(2.12)
∫ +∞
0
dσ(t)
1 + t
< +∞.
Clearly, for every Stieltjes function function m
Rem(iy) ≥ 0 for all y ∈ R+.
2.4. Reproducing kernel Hilbert spaces. In this section we review the basic
properties of reproducing kernel Hilbert spaces associated with Nevanlinna func-
tions. A function m defined on C \ R, is a Nevanlinna function if and only if the
kernel
(2.13) Km(z, w) :=
m(z)−m(w)∗
z − w∗ , z 6= w
∗, z, w ∈ C \ R,
is non-negative.
With the kernel Km(z, w) in (2.13) we associate the reproducing kernel Hilbert
space
(H(m), 〈 · , · 〉H(m)) defined as follows:
(a) the elements of H(m) are holomorphic functions defined on C \ R,
(b) for every w ∈ C \ R the function z 7→ Km(z, w), z ∈ C \ R, belongs to
H(m),
(c) the set of all linear combinations of the functions in (b) is dense in the
reproducing kernel Hilbert space
(H(m), 〈 · , · 〉H(m)),
(d) for every f ∈ H(m) and every w ∈ C \ R we have〈
f(·),Km(·, w)
〉
H(m)
= f(w).
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The following theorem, presented in [21, Proposition 5.3] (see also [51, Theorem
2.2]) assures that each Nevanlinna function is a Weyl function of a closed simple
symmetric operator.
Theorem 2.5. Let m be a Nevanlinna function, m(z) 6≡ 0. The operator Sm of
multiplication by the independent variable in the reproducing kernel Hilbert space
H(m) is a closed simple symmetric operator with defect numbers (1, 1). The oper-
ator Sm is densely defined if and only if
lim
y↑+∞
Imm(iy)
y
= 0 and lim
y↑+∞
y Imm(iy) = +∞.
In the graph notation, the adjoint of Sm is given by
S∗m = span
{{Km(·, w), w∗Km(·, w)} : w ∈ C \ R}
=
{{f, g} ∈ H(m)2 : g(z)− zf(z) = c0 − c1m(z) for some c0, c1 ∈ C}.
The numbers c0, c1 ∈ C in the last displayed equality are uniquely determined by
f ∈ dom(S∗m) and
(
C,Γm,0,Γm,1
)
defined by
Γm,0(f) := c0, Γm,1(f) := c1, f ∈ dom(S∗m),
is a boundary triple for S∗m. The Weyl function of Sm relative to the boundary
triple
(
C,Γm,0,Γm,1
)
of S∗m is m.
The boundary triple
(
C,Γm,0,Γm,1
)
is called the canonical boundary triple for
the operator S∗m.
The following theorem is in some sense a converse of Theorem 2.5.
Theorem 2.6. Let S be a closed simple symmetric operator in a Hilbert space(H, 〈 · , · 〉H) with defect numbers (1, 1), let (C,Γ0,Γ1) be a boundary triple for S
and let m be the corresponding Weyl function. Then the operator Fm : H → H(m)
defined by
(2.14) (Fmf)(z) =
〈
f, ψ(z∗)
〉
H
, f ∈ H, z ∈ C \ R,
is an isometry between
(H, 〈 · , · 〉H) and (H(m), 〈 · , · 〉H(m)) and
FmS = SmFm.
2.5. Nevanlinna functions and Mo¨bius transformations. It is clear that a
composition of two Nevanlinna functions is a Nevanlinna function. However, the
reproducing kernel space corresponding to the composition can be significantly
different from the reproducing kernel Hilbert space of the composed functions. In
this subsection we show that the situation is different when a Nevanlinna function
is composed with a linear fractional (or Mo¨bius) transformations, which are itself
Nevanlinna functions. Then the corresponding reproducing kernel Hilbert spaces
are isomorphic.
It is straightforward to verify that the mapping
(2.15) GL(2,C) ∋
(
a b
c d
)
7→ µ(z) = az + b
cz + d
is a group homomorphism from the matrix group GL(2,C) of all 2×2 complex
matrices with nonzero determinant onto the Mo¨bius group. The kernel of this
homomorphism is the subgroup of all nonzero multiples of the identity matrix I2.
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We already encountered the subgroup SL(2,R) of GL(2,C). Below we will en-
counter its another subgroup SL±(2,R) of all 2×2 real matrices with determinant 1
or−1. The following lemma is standard. A short proof based on the homomorphism
in (2.15) is included for completeness.
Lemma 2.7. For a Mo¨bius transformation µ the condition µ(z∗) = µ(z)∗ is equiv-
alent to
(2.16) µ(z) =
az + b
cz + d
for some
(
a b
c d
)
∈ SL±(2,R).
A Mo¨bius transformation µ in (2.16) is a Nevanlinna function whenever ad−bc > 0;
its opposite −µ is a Nevanlinna function whenever ad− bc < 0.
Proof. Let
µ(z) =
a1z + b1
c1z + d1
where
(
a1 b1
c1 d1
)
∈ GL(2,C).
Assume that µ(z∗) = µ(z)∗, that is µ(z∗)∗ = µ(z). Then the homomorphism in
(2.15) implies
(2.17) δ
(
a∗1 b
∗
1
c∗1 d
∗
1
)
=
(
a1 b1
c1 d1
)
for some δ ∈ C \ {0}.
Calculating determinants of both sides yields,
δ2 = e2iθ where θ = Arg(a1d1 − b1c1).
Since δ in (2.17) is uniquely determined, we have
(2.18) δ = eiθ or δ = −eiθ.
It follows from (2.17) and (2.18) that
√
δ√|a1d1 − b1c1|
(
a1 b1
c1 d1
)
=
(
a b
c d
)
∈ SL±(2,R)
and whether ad − bc = 1 or ad − bc = −1 depends on the choice of the root in
(2.18). The converse is straightforward.
The last claim follows from the identity
Imµ(z)
Im z
=
ad− bc
|cz + d|2 . 
For a Mo¨bius transformation µ given in (2.16) a direct calculation confirms the
following identity
(2.19) µ(z)− µ(w∗) = ad− bc
(cz + d)(cw∗ + d)
(z − w∗) for all z, w ∈ C \ R,
which will be used in the next proof.
Theorem 2.8. Let µ1 and µ2 be Mo¨bius transformations given by
(2.20) µj(z) =
ajz + bj
cjz + dj
where
(
aj bj
cj dj
)
∈ SL±(2,R), j ∈ {1, 2}.
For j ∈ {1, 2} set ǫj := ajdj − bjcj ∈ {−1, 1}. Let m be a complex function defined
on C \ R and set
(2.21) m̂(z) = ǫ1ǫ2 µ2
(
m(µ1(z))
)
, z ∈ C \ R.
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Then m is a Nevanlinna function if and only if m̂ is a Nevanlinna function. If m
is a Nevanlinna function the mapping V : H(m̂)→ H(m) defined by
(V f)(z) :=
c1µ1(z)− a1
c2m(µ1(z)) + d2
f
(
µ1(z)
)
, f ∈ H(m), z ∈ C \ R,
is an isomorphism between the Hilbert spaces H(m) and H(m̂).
Proof. First notice that the Mo¨bius transformations in (2.20) have inverses which
are also Mo¨bius transformations of the same kind. For example
µ−11 (z) =
d1z − b1
−c1z + a1 and
(
d1 −b1
−c1 a1
)
∈ SL±(2,R).
Now the first statement follows from Lemma 2.7 and the fact that a composition
of Nevanlinna functions is a Nevanlinna function.
Assume that m is a Nevanilnna function. In the following identities we assume
that z, w ∈ C \ R and we use (2.19), first for µ2, then for µ−11 . For convenience we
set z1 = µ1(z) and w1 = µ1(w) and calculate:
Km̂(z, w) = ǫ1ǫ2
µ2
(
m(µ1(z))
)− µ2(m(µ1(w∗)))
z − w∗
=
ǫ1ǫ2ǫ2
(c2m(z1) + d2)(c2m(w1)∗ + d2)
m(z1)−m(w∗1)
µ−11 (z1)− µ−11 (w∗1)
=
(−c1z1 + a1)(−c1w∗1 + a1)
(c2m(z1) + d2)(c2m(w1)∗ + d2)
m(z1)−m(w∗1)
z1 − w∗1
=
(c1µ1(z)− a1)(c1µ1(w)∗ − a1)
(c2m(µ1(z)) + d2)(c2m(µ1(w∗)) + d2)
Km
(
µ1(z), µ1(w)
)
.
Consequently, substituting w with µ−11 (w), we get
c1µ1(z)− a1
c2m(µ1(z)) + d2
Km
(
µ1(z), w
)
=
c2m(w
∗) + d2
c1w∗ − a1 Km̂(z, µ
−1
1 (w)),
that is
(2.22) V
(
Km(·, w)
)
=
c2m(w
∗) + d2
c1w∗ − a1 Km̂(·, µ
−1
1 (w)) for all w ∈ C \ R.
Therefore, for arbitrary v, w ∈ C \ R we have〈
V Km(·, v), V Km(·, w)
〉
H(m̂)
=
c2m(v
∗) + d2
c1v∗ − a1
c2m(w) + d2
c1w − a1
〈
Km̂(·, µ−11 (v)),Km̂(·, µ−11 (w))
〉
H(m̂)
=
c2m(v
∗) + d2
c1v∗ − a1
c2m(w) + d2
c1w − a1 Km̂
(
µ−11 (w), µ
−1
1 (v)
)
= Km(w, v)
=
〈
Km(·, v),Km(·, w)
〉
H(m)
.
Thus, for arbitrary v, w ∈ C \ R we have
(2.23)
〈
V Km(·, v), V Km(·, w)
〉
H(m̂)
=
〈
Km(·, v),Km(·, w)
〉
H(m)
.
Set
L(m) := span{Km(·, w) : w ∈ C \ R},
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L(m̂) := span{Km̂(·, w) : w ∈ C \ R}.
As both functions m and m̂ are Nevanlinna functions, L(m) is dense in the Hilbert
space H(m) and L(m̂) is dense in the Hilbert space H(m̂).
Since V is linear, it follows from (2.22) and (2.23) that the restriction V
∣∣
L(m)
is a bijection and an isomorphism of pre-Hilbert spaces L(m) and L(m̂). Denote
by V1 the extension by continuity of V
∣∣
L(m)
to H(m). Then V1 is an isomorphism
between H(m) and H(m̂). Let g ∈ H(m̂) be arbitrary and let f ∈ H(m) be such
that V1f = g. For z ∈ C \ R we calculate:
g(z) =
〈
g(·),Km̂(·, z)
〉
H(m̂)
=
〈
(V1f)(·), c1µ1(z
∗)− a1
c2m(µ1(z∗)) + d2
V Km(·, µ1(z))
〉
H(m̂)
=
c1µ1(z)− a1
c2m(µ1(z)) + d2
〈
f(·),Km(·, µ1(z))
〉
H(m)
=
c1µ1(z)− a1
c2m(µ1(z)) + d2
f
(
µ1(z)
)
.
Thus V = V1. 
2.6. Stieltjes functions and Mo¨bius transformations. Assigning to a mero-
morphic function m the value ∞ at the poles we can consider m to be defined on
its whole domain of meromorphy. In particular, if the domain of meromorphy of
a Nevanlinna function m includes R−, then the image m(R−) of R− under m is
contained in the one point compactification R = R∪ {∞} of R. In the next lemma
by m(R−) we denote the closure of m(R−) in R.
Lemma 2.9. Let m be a Nevanlinna function. The following statements are equiv-
alent.
(i) There exists a Mo¨bius transformation µ of the form (2.16) such that µ ◦m
is a Stieltjes function.
(ii) There exists a Mo¨bius transformation µ of the form (2.16) such that µ ◦m
is an inverse Stieltjes function.
(iii) The function m is meromorphic on C \ [0,+∞) and m(R−) is a proper
subset of R.
Proof. The equivalence of (i) and (ii) follows from Proposition 2.4. The implication
(ii) ⇒ (iii) is clear. To complete the proof, assume (iii). Then the complement of
m(R−) in R contains a finite open interval. By shifting m we can assume that
that interval is (0, 2/c) with c > 0. Set µ(z) = −z/(cz − 1). Then µ ◦ m is a
Nevanlinna function which is holomorphic on C\ [0,+∞). Since µ(x) < 0 whenever
x ∈ R \ [0, 2/c] and m(R−) ⊂ R \ [0, 2/c] we conclude that (µ ◦m)(x) < 0 for all
x ∈ R−. Thus µ ◦m is an inverse Stieltjes function. This proves (iii) ⇒ (ii). 
Denote by SM the set of Nevanlinna functions that satisfy the equivalent condi-
tions in Lemma 2.9. The set SM appears in [8] as the union of Nevanlinna functions
of type I, II, III and V′, see [8, Definition 2.4] and also [8, Corollary 5.6].
Notice that a function m ∈ SM can have at most one pole in R− and that the
following limits exist
m(−∞) := lim
x↓−∞
m(x) ∈ {−∞} ∪ R and m(0−) := lim
x↑0
m(x) ∈ R ∪ {+∞},
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with at least one of them being finite. In addition, m(−∞) ≤ m(0−) if and only if
m is holomorphic on C \ [0,+∞) and m(−∞) > m(0−) if and only if m has a pole
in R−.
Remark 2.10. Let m ∈ SM. It follows from Lemma S1.3.1 and Remark 5.1 in [35]
that m(−∞) ∈ R if and only if limy↑+∞m(iy) exists as a real number; in this case
limy↑+∞m(iy) = m(−∞). Also, m(−∞) = −∞ if and only if limy↑+∞m(iy) =∞.
Since m ∈ SM if and only if the function z 7→ −m(1/z), z ∈ C \ R, is in
SM, we similarly have that m(0−) ∈ R if and only if limy↓0m(iy) exists as a real
number and in this case limy↓0m(iy) = m(0−). Also, m(0−) = +∞ if and only if
limy↓0m(iy) =∞.
2.7. Two asymptotic classes of Nevanlinna functions. For functions f and
g defined on R+ the expression
f(t) ∼ g(t) as t→ +∞ (f(t) ∼g(t) as t→ 0+)
means
lim
t↑+∞
f(t)
g(t)
= 1
(
lim
t↓0+
f(t)
g(t)
= 1, respectively
)
.
We define the set of functions A∞ as follows: a Nevanlinna function m belongs
to A∞ if and only if there exist α ∈ (0, 1), C > 0 and a Mo¨bius transformation µ
of the form (2.16) such that µ ◦m is a Stieltjes function and for all z ∈ C \ R we
have
(2.24) (µ ◦m)(rz) ∼ C
(−rz)α as r → +∞.
Similarly, we define the set of functions A0 as follows: a Nevanlinna function m
belongs to A0 if and only if there exist α ∈ (0, 1), C > 0 and a Mo¨bius transforma-
tion µ of the form (2.16) such that µ ◦m is an inverse Stieltjes function and for all
z ∈ C \ R we have
(2.25) (µ ◦m)(rz) ∼ −C(−rz)α as r → 0+ .
In the notation of Theorem 2.8, the following proposition holds.
Proposition 2.11. (i) Assume that µ1(z) = z and let µ2 be a Mo¨bius trans-
formation as in (2.20). Then, m ∈ A∞ (m ∈ A0) if and only if m̂ ∈ A∞
(m̂ ∈ A0, respectively).
(ii) Let µ1(z) = 1/z and let µ2 be a Mo¨bius transformation as in (2.20). Then,
m ∈ A∞ (m ∈ A0) if and only if m̂ ∈ A0 (m̂ ∈ A∞, respectively).
Proof. We will prove one implication from each (i) and (ii). The other implications
are proved similarly.
Let m ∈ A∞. Then there exists a Mo¨bius transformation µ of the form (2.16)
such that µ ◦m is a Stieltjes function and (2.24) holds for all z ∈ C \ R.
Recall that, according to (2.21), in (i) we have m̂ = ǫ2µ2 ◦m. Set ν(z) = ǫ2z,
z ∈ C. Since µ◦µ−12 ◦ν◦m̂ = µ◦m and µ◦µ−12 ◦ν is a a Mo¨bius transformation of the
form (2.16), we have m̂ ∈ A∞. This proves the implication m ∈ A∞ ⇒ m̂ ∈ A∞
from (i).
Again, according to (2.21), in (ii) we have m̂ = −ǫ2µ2 ◦m◦µ1. Set ν(z) = −ǫ2z,
z ∈ C. Clearly,
−µ ◦ µ−12 ◦ ν ◦ m̂ = −µ ◦m ◦ µ1.
14 BRANKO C´URGUS AND VLADIMIR DERKACH
Since µ ◦m is a Stieltjes function that satisfies (2.24) for all z ∈ C \R, by Proposi-
tion 2.4 the function −µ ◦m ◦µ1 is an inverse Stieltjes function that satisfies (2.25)
for all z ∈ C \ R. As −µ ◦ µ−12 ◦ ν is a Mo¨bius transformation of the form (2.16),
we have m̂ ∈ A0. This proves the implication m ∈ A∞ ⇒ m̂ ∈ A0 from (ii). 
In the next proposition we characterize the functions in A∞ and A0 by their
asymptotic behavior.
Proposition 2.12. The following equivalences hold.
(i) m ∈ A∞ if and only if m ∈ SM and there exist C0 ∈ R\{0} and α0 ∈
(−1, 0) ∪ (0, 1) such that for all z ∈ C \ R we have
(2.26) m(rz) ∼ C0(−rz)α0 as r → +∞,
or, corresponding to α0 = 0, there exist C0 ∈ R\{0}, C1 > 0 and α1 ∈
(−1, 0) such that for all z ∈ C \ R we have
(2.27) m(rz)− C0 ∼ C1(−rz)α1 as r → +∞.
(ii) m ∈ A0 if and only if m ∈ SM and there exist C0 ∈ R\{0} and α0 ∈
(−1, 0) ∪ (0, 1) such that for all z ∈ C \ R we have
m(rz) ∼ C0(−rz)α0 as r → 0+,
or, corresponding to α0 = 0, there exist C0,∈ R\{0}, C1 > 0 and α1 ∈ (0, 1)
such that for all z ∈ C \ R we have
m(rz)− C0 ∼ −C1(−rz)α1 as r→ 0+ .
Proof. We first prove the direct implication in (i). Clearly A∞ ⊂ SM. Assume
that m ∈ A∞ is such that (2.24) holds and let µ−1(z) = (az + b)/(cz + d) with
ad− bc = 1. We distinguish two cases.
If d = 0, then µ−1(z) = a/c+ b/(cz), and therefore, for all z ∈ C \ R,
m(rz) ∼ b
cC
(−rz)α as r → +∞.
Thus (2.26) holds.
If d 6= 0, then µ−1(z) = b/d + z/d2 + O(z2) as z → 0, and therefore, for all
z ∈ C \ R
m(rz)− b
d
∼ C
d2
(−rz)−α as r → +∞.
Consequently, (2.26) holds if b = 0 and (2.27) holds if b 6= 0. This proves the direct
implication in (i).
To prove the converse let m ∈ SM. First assume that m satisfies (2.26) with
α0 ∈ (−1, 0) and C0 > 0. By Remark 2.10 we havem(−∞) = 0. Ifm is holomorphic
on C \ [0,+∞), then it is a Stieltjes function; so m ∈ A∞ in this case. If m has a
pole in R−, then, since m ∈ SM, m(0−) < 0 and m(x) 6∈
(
m(0−), 0) for all x ∈ R−.
Setting c = −m(0−)/2 and µ(z) = z/(cz + 1), as in the proof of Lemma 2.9 we
have that µ ◦m is a Stieltjes function. Since µ(z) = z + O(z2) as z → 0, we have
that
(µ ◦m)(rz) ∼ C0(−rz)α0 as r → 0.
Hence m ∈ A∞.
Second, assume that m satisfies (2.26) with α0 ∈ (0, 1) and C0 < 0. Then, the
already proven part implies m⊤ ∈ A∞ and Proposition 2.11 yields m ∈ A∞.
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Third, assume that m satisfies (2.27). Then, with µ(z) = z − C0, we have
µ ◦m ∈ A∞, by the second part of this proof. Now Proposition 2.11 implies that
m ∈ A∞.
The proof of (ii) is similar. 
2.8. Nonnegative operators in Kre˘ın spaces. Let
(K, [ · , · ]) be a Kre˘ın space
and let A be a densely defined operator in K. The adjoint A[∗] of A with respect
to [ · , · ] is defined analogously as in a Hilbert space. In fact, if J is a fundamental
symmetry on
(K, [ · , · ]) and 〈 · , · 〉 is the corresponding Hilbert space inner product,
then A[∗] = JA〈∗〉J . In analogy with definitions in a Hilbert space, A is symmetric
in
(K, [ · , · ]) if A[∗] is an extension of A and A is self-adjoint in (K, [ · , · ]) if A = A[∗].
Since our main interest in this paper is similarity of a self-adjoint operator in a
Kre˘ın space to a self-adjoint operator in a Hilbert space, in the next proposition we
recall a known characterization of similarity. This characterization is proved in [53,
Theorem 1, Section 2] for bounded self-adjoint operators in a Kre˘ın space. In [48,
Proposition 2.2] an equivalent statement in terms of C-stable symmetries is given
and Phillips theorem [5, Chapter 2, Corollary 5.20] is cited for a proof. Below we
give a simple direct proof.
Proposition 2.13. A self-adjoint operator A in a Kre˘ın space (K, [ · , · ]) is sim-
ilar to a self-adjoint operator in the Hilbert space (K, 〈 · , · 〉) if and only if A is
fundamentally reducible in (K, [ · , · ]).
Proof. Let A be a self-adjoint operator in a Kre˘ın space (K, [ · , · ]) and assume
that A is similar to a self-adjoint operator in the Hilbert space (K, 〈 · , · 〉). That
is, A is self-adjoint in a Hilbert space (K, ( · , · )) whose norm is equivalent to that
of (K, 〈 · , · 〉). The equivalence of the norms of (K, 〈 · , · 〉) and (K, ( · , · )) and the
identity 〈x, y〉 = [Jx, y], for all x, y ∈ K, imply the existence of a bounded and
boundedly invertible operator G : K → K such that (Gx, y) = [x, y] for all x, y ∈ K.
The last identity yields that G is self-adjoint in ( · , · ) and the operator sgnG is a
fundamental symmetry on (K, [ · , · ]). As A is self-adjoint in both [ · , · ] and ( · , · ),
A commutes with G. Hence, A commutes with the fundamental symmetry sgnG
on (K, [ · , · ]); proving that A is fundamentally reducible. The converse is clear. 
A densely defined operator A is nonnegative in
(K, [ · , · ]) if [Af, f ] ≥ 0 for all f ∈
dom(A). A nonnegative self-adjoint operator in a Kre˘ın space can have an empty
resolvent set; a specific example is given in [49, 1.2] and [11, Example VII.1.5].
A modification of this example leads to a positive self-adjoint operator in a Kre˘ın
space with an empty resolvent set, see [45, Example 3.4].
However, if A is a nonnegative self-adjoint operator in
(K, [ · , · ]) and ρ(A) 6= ∅,
then the spectrum of A is real and A has a spectral function E, see [52, The-
orem II.3.1]. The domain of E is the ring I which consists of finite unions of
(bounded) intervals whose endpoints are nonzero real numbers and their comple-
ments in R = R ∪ {∞}. The values of E are bounded operators on K with the
following properties. For all ∆,∆1,∆2 ∈ I we have
(E1) E(∅) = 0, E(R) = I,
(E2) E(∆) = E(∆)[∗]
(E3) E(∆1 ∩∆2) = E(∆1)E(∆2),
(E4) E(∆1 ∪∆2) = E(∆1) + E(∆2) whenever ∆1 ∩∆2 = ∅,
(E5) the space
(
E(∆)K,±[ · , · ]) is a Hilbert space whenever ∆ ⊂ R±,
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(E6) E(∆) is in the double commutant of the resolvent of A,
(E7) for a bounded ∆ we have E(∆)K ⊆ dom(A) and the restriction of A to
E(∆)K is a bounded operator whose spectrum is contained in ∆.
For λ ∈ R \ {0}, it follows from (E5) that in a neighborhood of λ the spectral
function E behaves as a spectral function of a self-adjoint operator in a Hilbert
space. In particular, with λ1, λ2 ∈ R \ {0} such that λ1 < λ < λ2 the limits
(2.28) lim
t↑λ
E
(
[λ1, t]
)
and lim
t↓λ
E
(
[t, λ2]
)
exist in the strong operator topology. The existence of these limits is a consequence
of the following property of nonzero real numbers: For λ ∈ R \ {0} there exists a
∆ ∈ I such that λ is in the interior of ∆ and (E(∆)K, (sgn λ)[ · , · ]) is a Hilbert
space.
A possible absence of the just mentioned property for 0 or∞ is a motivation for
the following definition. The point 0 (∞) is said to be a critical point of A if [ · , · ]
is indefinite on E(∆)K for every ∆ ∈ I such that 0 ∈ ∆ (∞ ∈ ∆, respectively).
However, even if 0 or ∞ is a critical point the limits analogous to (2.28) may
exist. If 0 is a critical point of A and the limits in (2.28) exist with λ = 0, then 0
is called a regular critical point of A. If ∞ is a critical point of A and the limits
lim
t↑+∞
E
(
[λ1, t]
)
and lim
t↓−∞
E
(
[t, λ2]
)
exist in the strong operator topology for some λ1, λ2 ∈ R \ {0}, then ∞ is called
regular critical point of A. A critical point of A which is not regular is called
singular critical point of A. The set of all singular critical points of A is denoted
by cs(A).
The following proposition is a part of folklore in this setting. For a bounded A
it was proved in [6], and, in a more general form in [53]. For unbounded A with
a bounded inverse it appears in [15] where [6] was cited for a proof by taking an
inverse. For completeness we include a simple proof.
Proposition 2.14. Let A be a nonnegative operator in a Kre˘ın space
(K, [ · , · ]).
Then A is fundamentally reducible in
(K, [ · , · ]) if and only if ρ(A) 6= ∅, ker(A) =
ker(A2) and ∞, 0 6∈ cs(A).
Proof. Since a fundamentally reducible operator is similar to a self-adjoint opera-
tor in a Hilbert space, the direct implication follows. For the converse, notice that
∞, 0 6∈ cs(A) implies the existence of the operators E(R−) := limt↓−∞E([t, 1/t])
and E(R+) := limt↑+∞ E([1/t, t]). It follows from (E2), (E3), (E5) and (E6) that
E(R±) = E(R±)
2 = E(R±)
[∗],
(
E(R±)K,±[ · , · ]
)
is a Hilbert space and E(R±) is
in the double commutant of the resolvent of A. Since ker(A) = ker(A2), Proposi-
tions 5.1 and 5.6 in [50] yield
K = E(R+)K[+˙] ker(A)[+˙]E(R−)K,
direct and orthogonal sum in
(K, [ · , · ]). Since (E(R−)K[+˙]E(R+)K, [ · , · ]) is a
Kre˘ın space, [50, Theorem 5.2] implies that
(
ker(A), [ · , · ]) is a Kre˘ın space. Let
ker(A) = K0+[+˙]K0− be its fundamental decomposition. Then
K = (E(R+)K[+˙]K0+)[+˙](K0−[+˙]E(R−)K)
is a fundamental decomposition of K which reduces A. 
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In Subsection 5.2 we essentially use the following resolvent criterion of K. Veselic´
[55] for∞ 6∈ cs(A). We state a special case of this criterion as it has appeared in [34,
Corollary 1.6].
Theorem 2.15. Let A be a nonnegative self-adjoint operator with a nonempty
resolvent set in a Kre˘ın space (H, [ · , · ]). Then:
(a) ∞ 6∈ cs(A) if and only if the operators∫ −i
−iη
+
∫ iη
i
(A− z)−1dz
are uniformly bounded for η ∈ (1,∞).
(b) 0 6∈ cs(A) if and only if ker(A) = ker(A2) and the operators∫ −iε
−i
+
∫ i
iε
(A− z)−1dz
are uniformly bounded for ε ∈ (0, 1).
3. B-properties of Nevanlinna functions.
3.1. The definition and basic properties.
Definition 3.1. Let m be a Nevanlinna function. Set
wm(y) :=
1
Imm(iy)
, y > 0.
Let Gm,∞ be the mapping defined for all h ∈ H(m) by(
Gm,∞h
)
(y) := h(iy), y > 1.
A Nevanlinna function m is said to have a B∞-property if ran
(
Gm,∞
) ⊂ L2wm(1,∞)
and the operator Gm,∞ : H(m)→ L2wm(1,∞) is bounded.
Let Gm,0 be the mapping defined for all h ∈ H(m) by(
Gm,0h
)
(y) := h(iy), 0 < y < 1.
A Nevanlinna function m is said to have a B0-property if ran
(
Gm,0
) ⊂ L2wm(0, 1)
and the operator Gm,0 : H(m)→ L2wm(0, 1) is bounded.
The following proposition is a straightforward consequence of Theorem 2.6 and
the above definition.
Proposition 3.2. Let S be a closed simple symmetric operator with defect numbers
(1, 1) in a Hilbert space
(H, 〈 · , · 〉H). Let (C,Γ0,Γ1) be a boundary triple for S∗
and let m be the corresponding Weyl function. Then m has B∞-property (B0-
property) if and only if Gm,∞Fm is a bounded mapping from H into L2wm(1,∞)
(L2wm(0, 1), respectively). Moreover, if m has a B∞-property (B0-property), then‖Gm,∞‖ = ‖Gm,∞Fm‖ (‖Gm,0‖ = ‖Gm,0Fm‖, respectively).
In the next lemma, for a Nevanlinna function m, we introduce the operator
G−m,∞.
Lemma 3.3. Let m be a Nevanlinna function. Then:
(i) m has B∞-property if and only if(
G−m,∞h
)
(y) := h(−iy), y > 1.
is a bounded operator from H(m) into L2wm(1,∞).
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(ii) m has B0-property if and only if(
G−m,0h
)
(y) := h(−iy), y ∈ (0, 1).
is a bounded operator from H(m) into L2wm(0, 1).
Proof. For a Nevanlinna function m define the anti-linear mapping W : H(m) →
H(m) by
(Wf)(z) = f(z∗)∗, z ∈ C \ R, f ∈ H(m).
Then W is a bijection and
(3.1)
〈
Wf,Wg
〉
= 〈f, g〉∗ for all f, g ∈ H(m).
Further, for every ω ∈ C \ R and y > 0 we have(
G−m,∞Kω
)
(y) = Kω(−iy) = m(−iy)−m(ω)
∗
−iy − ω∗
= Kω∗(iy)
∗ =
((
Gm,∞Kω∗
)
(y)
)∗
=
((
Gm,∞WKω
)
(y)
)∗
.
Together with (3.1), this implies statements (i) and (ii). 
Mo¨bius transformations of Nevanlinna functions preserve B∞-property and B0-
property. In the notation of Theorem 2.8 we have the following proposition.
Proposition 3.4. (a) Assume that µ1(z) = z or µ1(z) = −z and let µ2 be a
Mo¨bius transformation as in (2.20). A Nevanlinna function m has B∞-
property (B0-property) if and only if the Nevanlinna function m̂ has B∞-
property (B0-property, respectively).
(b) Let µ1(z) = 1/z or µ1(z) = −1/z and let µ2 be a Mo¨bius transformation
as in (2.20). A Nevanlinna function m has B∞-property (B0-property)
if and only if the Nevanlinna function m̂ has B0-property (B∞-property,
respectively).
Proof. To prove (a), let µ1(z) = z and calculate
wm̂(y) = |c2m(iy) + d2|2 wm(y), y > 0.
For f ∈ H(m) we have
‖Gm̂,∞V f‖2L2
w
m̂
(1,∞) =
∫ ∞
1
1
|c2m(iy) + d2|2 |f(iy)|
2
wm̂(y)dy
=
∫ ∞
1
|f(iy)|2 wm(y)dy
= ‖Gm,∞f‖2L2
wm
(1,∞).
The above equality, Theorem 2.8, and elementary arguments yield the proposition.
The statement for µ1(z) = −z follows from Lemma 3.3.
For (b), let µ1(z) = −1/z and calculate
wm̂(y) = |c2m(i/y) + d2|2 wm(1/y), y > 0.
For f ∈ H(m) we have
‖Gm̂,∞V f‖2L2
w
m̂
(1,∞) =
∫ ∞
1
1
y2
1
|c2m(i/y) + d2|2 |f(i/y)|
2
wm̂(y)dy
=
∫ ∞
1
1
y2
|f(i/y)|2wm(1/y)dy
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=
∫ 1
0
|f(is)|2wm(s)ds
= ‖Gm,0f‖2L2
wm
(0,1).
This identity, Theorem 2.8 and elementary arguments yield claim (b). The state-
ment for µ1(z) = 1/z follows from Lemma 3.3. 
Next, we characterize B-properties in terms of a bounded operator between
weighted L2 spaces.
Proposition 3.5. Let m be a Nevanlinna function with the integral representation
(3.2) m(z) = a+
∫ +∞
0
(
1
x− z −
x
1 + x2
)
dσ(x)
where a is a real number and σ(x) is a non-decreasing function such that (2.9)
holds. The following statements hold.
(a) The function m has B∞-property if and only if the mapping Hm,∞ defined
by
(
Hm,∞f
)
(y) :=
∫ +∞
0
f(x)
x+ y
dσ(x), f ∈ L2σ(R+), y > 1,
is a bounded operator from L2σ(R+) into L
2
wm(1,∞).
(b) The function m has B0-property if and only if the mapping Hm,0 defined
by
(
Hm,0f
)
(y) :=
∫ +∞
0
f(x)
x+ y
dσ(x), f ∈ L2σ(R+), 0 < y < 1,
is a bounded operator from L2σ(R+) into L
2
wm(0, 1).
Proof. It follows from [3, Theorem 3.2] that the mapping
(3.3) f 7→
∫ +∞
0
f(x)
x− z dσ(x)
is an isomorphism between L2σ(R+) and H(m). Therefore, by Definition 3.1, m has
B∞-property if and only if the composition of (3.3) and Gm,∞, that is,
(3.4) f 7→
∫ +∞
0
f(x)
x− iy dσ(x)
is a bounded operator from L2σ(R
+) into L2wm(1,∞). The inequalities
1
x+ y
≤ 1|x− iy| ≤
√
2
x+ y
, (x, y ∈ R+)
imply that the operator in (3.4) is a bounded operator from L2σ(R
+) into L2wm(1,∞)
if and only ifHm,∞ is a bounded operator from L
2
σ(R
+) into L2wm(1,∞). This proves
(a).
The second statement is proved similarly. 
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3.2. Sufficient conditions for B-properties of Nevanlinna functions. We
will need the following Schur test, see [30, Theorem 5.9.2], for boundedness of
integral operators.
Lemma 3.6. Let (X,Σ1, σ1) and (Y,Σ2, σ2) be σ-finite measure spaces and let
K(x, y) be a nonnegative measurable function on a product space (X,Σ1, σ1) ×
(Y,Σ2, σ2). Suppose that there exist strictly positive measurable functions q1 on
(X,Σ1, σ1) and q2 on (Y,Σ2, σ2) such that the function
y 7→ 1
q2(y)
∫
X
K(x, y)q1(x)dσ1(x)
is essentially bounded on (Y,Σ2, σ2) and the function
x 7→ 1
q1(x)
∫
Y
K(x, y)q2(x)dσ2(y)
is essentially bounded on (X,Σ1, σ1). Then for all f ∈ L2σ1(X) we have that
(Af)(y) =
∫
X
K(x, y)f(x)dσ1(x)
exists for σ2-almost all y ∈ Y , Af ∈ L2σ2(Y ) and A is a bounded operator from
L2σ1(X) to L
2
σ2(Y ).
Combining Proposition 3.5 and Lemma 3.6 one obtains the following sufficient
conditions for B∞ and B0-properties.
Corollary 3.7. Let m have the integral representation (3.2) and assume that there
are strictly positive measurable functions q1 on R+ and q2 on (1,∞) such that the
function
(3.5) y 7→ 1
q2(y)
∫ +∞
0
q1(x)
x+ y
dσ(x)
is essentially bounded on y ∈ (1,∞) and the function
(3.6) x 7→ 1
q1(x)
∫ +∞
1
q2(y)
x+ y
wm(y)dy
is σ-essentially bounded on R+. Then the function m has B∞-property.
Proof. The assumptions of the corollary and Lemma 3.6 imply that the operator
Hm,∞ is bounded, so, by Proposition 3.5, m has B∞-property. 
In Theorem 3.9 and its corollaries below we give sufficient conditions for B∞-
property and B0-property in terms of the asymptotics of a Nevanlinna function m.
The key step in the proof of this theorem is the following Abelian and Tauberian
theorem for the Stieltjes transform at the point ∞ which is essentially contained
in [10] and [13], see also [12] for a more general theorem, or [41] for the classical
Karamata Tauberian theorem.
Theorem 3.8. Let m be a Stieltjes function with the integral representation
(3.7) m(z) =
+∞∫
0
dσ(t)
t− z
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where σ(t) is a non-decreasing function satisfying (2.10) and (2.12). Let C > 0
and α ∈ (0, 1). Then
(3.8) for all z ∈ C \R we have m(rz) ∼ C
(−rz)α as r → +∞,
if and only if
(3.9) σ(t) ∼ C sin(πα)
π
t1−α
1− α as t→ +∞.
Proof. The direct part of Theorem 3.8 is a special case of the Tauberian Theorem 7.5
from [10].
Assume now that σ satisfies (3.9). Integrating by parts in (3.7) and using (3.9)
one obtains
m(z) =
+∞∫
0
σ(t)dt
(t− z)2 .
Now the asymptotic (3.8) is implied by the Abelian Theorem 3.2 from [13]. 
Theorem 3.9. Let m be a Stieltjes function. If there exist α ∈ (0, 1) and C > 0
such that for all z ∈ C \ R we have
(3.10) m(rz) ∼ C
(−rz)α as r→ +∞,
then m has B∞-property.
Proof. Letm be a Stieltjes function with the integral representation (2.11) for which
(2.12) and (2.10) hold. Assume (3.10). Since by [35, Lemma S1.3.1] and (3.10) for
γ in (2.11) we have
γ = lim
y↑+∞
m(iy) = 0,
Theorem 3.8 applies.
Consequently, there exists C1 =
C sin(πα)
π(1−α) > 0 such that
(3.11) σ(t) ∼ C1 t1−α as t→ +∞.
Let β > 0 be such that α+ β < 1. Set
q1(x) :=
1
(1 + x)β
and
q2(y) :=
∫ ∞
0
dσ1(x)
x+ y
, where σ1(x) =
∫ x
0
dσ(t)
(1 + t)β
.
Notice that by definitions of q1 and q2 we have∫ ∞
0
q1(x)
x+ y
dσ(x) = q2(y) for all y > 1.
Hence, q1 and q2 satisfy (3.5) in Corollary 3.7. The rest of the proof is a verification
of (3.6).
Integration by parts in the formula for σ1 yields
(3.12) σ1(x) =
σ(x)
(1 + x)β
+ β
∫ x
0
σ(t)
(1 + t)β+1
dt.
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It follows from (3.11) that
σ(t)
(1 + t)β+1
∼ C1
tα+β
as t→ +∞,
and, by l’Hoˆpital’s rule,∫ x
0
σ(t)
(1 + x)β+1
dt ∼ C2 x1−α−β as x→ +∞.
Since also
σ(t)
(1 + t)β
∼ C1 t1−α−β as t→ +∞,
the equality (3.12) implies
(3.13) σ1(x) ∼ C3 x1−α−β as x→ +∞,
Now (3.13) and Theorem 3.8 yield
(3.14) q2(y) ∼ C4
yα+β
as y →∞.
for some C4 > 0. Next consider the function
x 7→
∫ ∞
1
q2(y)
x+ y
wm(y)dy, x > 0.
Since by (3.14) and assumption (3.10) we have
q2(y)wm(y) ∼ C5
yβ
as y →∞,
for some C5 > 0, Theorem 3.8 yields∫ ∞
1
q2(y)
x+ y
wm(y)dy ∼ C6
xβ
as x→∞.
The last displayed relationship implies that the function
x 7→ 1
q1(x)
∫ ∞
1
q2(y)
x+ y
wm(y)dy, x > 0,
is bounded; that is (3.6) holds. Now Corollary 3.7 implies thatm has B∞- property.

Corollary 3.10. Every function in A∞ has B∞-property.
Proof. Let m ∈ A∞ be arbitrary. Then there exists a Mo¨bius transformation µ
such that µ ◦ m is a Stieltjes function and (2.24) holds. By Theorem 3.9 the
Nevanlinna function µ◦m has B∞-property. In turn, Proposition 3.4(a) yields that
m = µ−1 ◦ µ ◦m also has B∞-property. 
Corollary 3.11. Every function in A0 has B0-property.
Proof. Let m ∈ A0 be arbitrary. Set µ1(z) = 1/z and µ2(z) = −z. By Proposi-
tion 2.11(ii) the function m̂ = µ2 ◦m ◦ µ1 belongs to A∞, so m̂ has B∞-property
by Corollary 3.10. Now, Proposition 3.4(b) implies that m has B0-property. 
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4. Coupling of symmetric operators
4.1. Coupling of symmetric operators in a Hilbert space. In this section
we consider Hilbert spaces
(H+, 〈 · , · 〉H+) and (H−, 〈 · , · 〉H−) and their (external)
direct sum H = H+ ⊕ H− with the natural inner product 〈 · , · 〉H. If T+ is an
operator in H+ and T− is an operator in H−, then T+ ⊕ T− denotes their direct
sum, that is(
T+ ⊕ T−
)(f+
f−
)
:=
(
T+f+
T−f−
)
, f+ ∈ dom(T+), f− ∈ dom(T−).
The following assumptions apply to all four statements in this subsection. We
assume that S± is a closed symmetric densely defined operator with defect numbers
(1, 1) in the Hilbert space
(H±, 〈 · , · 〉H±). We let (C,Γ±0 ,Γ±1 ) be a boundary triple
for S∗± and m± and ψ± are the corresponding Weyl function and the Weyl solution.
By S±0 we denote the self-adjoint extension of S± which is defined on dom(S
±
0 ) =
ker(Γ±0 ). That is S
±
0 = S
∗
±|ker(Γ±
0
).
In the following theorem we reformulate results from [23], (see also [16]) in a
form which is convenient for further use in this paper.
Theorem 4.1. Under the general assumptions of this subsection we have:
(a) The linear operator S defined as the restriction of S∗+ ⊕ S∗− to the domain
dom(S) =
{(
f+
f−
)
:
Γ+0 (f+) = Γ
−
0 (f−) = 0,
Γ+1 (f+) + Γ
−
1 (f−) = 0,
f+ ∈ dom(S∗+),
f− ∈ dom(S∗−)
}
is, closed, densely defined and symmetric with defect numbers (1, 1) in the
Hilbert space H.
(b) The adjoint S∗ of S is the restriction of S∗+ ⊕ S∗− to the domain
dom(S∗) =
{(
f+
f−
)
: Γ+0 (f+)− Γ−0 (f−) = 0,
f+ ∈ dom(S∗+),
f− ∈ dom(S∗−)
}
.
(c) A boundary triple
(
C,Γ0,Γ1
)
for S∗ is given by
(4.1) Γ0f = Γ
+
0 f+, Γ1f = Γ
+
1 f+ + Γ
−
1 f−, f =
(
f+
f−
)
∈ dom(S∗).
(d) The Weyl function of S relative to the boundary triple
(
C,Γ0,Γ1
)
is
m(z) = m+(z) +m−(z), z ∈ C \ R.
(e) The self-adjoint extension S1 of S such that dom(S1) = ker(Γ1) coincides
with the restriction of S∗+ ⊕ S∗− to the domain
(4.2) dom(S1) =
{(
f+
f−
)
:
Γ+0 (f+)− Γ−0 (f−) = 0,
Γ+1 (f+) + Γ
−
1 (f−) = 0,
f+ ∈ dom(S∗+),
f− ∈ dom(S∗−)
}
.
(f) The self-adjoint extension S0 of S such that dom(S0) = ker(Γ0) coincides
with the restriction of S∗+ ⊕ S∗− to the domain
dom(S0) =
{(
f+
f−
)
: Γ+0 (f+) = Γ
−
0 (f−) = 0,
f+ ∈ dom(S∗+),
f− ∈ dom(S∗−)
}
and thus S0 = S
+
0 ⊕ S−0 .
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The operator S1 defined in Theorem 4.1(e) is called the coupling of the operators
S+ and S− in the Hilbert space
(H, 〈 · , · 〉H) relative to the triples (C,Γ+0 ,Γ+1 ) and(
C,Γ−0 ,Γ
−
1
)
.
In the next proposition we give a criterion for nonnegativity of the coupling S1
of two nonnegative operators S+ and S− in the Hilbert space
(H, 〈 · , · 〉H).
Proposition 4.2. In addition to the general assumptions of this subsection assume
that S±0 is a nonnegative self-adjoint extension of S± in H±. Then the coupling S1
is a nonnegative self-adjoint operator in
(H, 〈 · , · 〉H) if and only if
(4.3) m+(x) +m−(x) 6= 0 for all x ∈ R−.
Proof. Since the self-adjoint extensions S+0 and S
−
0 are nonnegative, then the Weyl
functions m+ and m− are holomorphic on R− and (−∞, 0) ⊂ ρ(S0), where S0 =
S+0 ⊕S−0 . As, by Theorem 4.1(d), m(z) = m+(z)+m−(z) is the Weyl function of S
relative to the boundary triple (4.1), it follows from Proposition 2.2 that (4.3) holds
if and only if (−∞, 0) ⊂ ρ(S1), or, equivalently, if and only if S1 is nonnegative. 
Corollary 4.3. In addition to the general assumptions of this subsection assume
that the operator S+0 is the Kre˘ın extension of S+. Then the coupling S1 is a
nonnegative self-adjoint operator in the Hilbert space
(H, 〈 · , · 〉H) if and only if the
following two conditions are satisfied:
(i) S−0 := S
∗
−|ker(Γ−
0
) is a non-negative operator in the Hilbert space H−.
(ii) limx↓−∞
(
m+(x) +m−(x)
) ≥ 0.
If the coupling S1 is a nonnegative, then there exists a constant c ∈ R such that
m+ − c and m− + c are Stieltjes functions.
Proof. Since S+0 is the Kre˘ın extension of S+, then by (2.8)
(4.4) lim
x↑0
m+(x) = +∞.
If the coupling S1 is nonnegative, then the operator S− is also nonnegative and
hence its extension S−0 has at most one negative eigenvalue (see [46]). Then the
Weyl function m− has at most one pole on R− and by (4.4)
(4.5) lim
x↑0
(
m+(x) +m−(x)
)
= +∞.
Assume that m− has a pole at x0 ∈ (−∞, 0). Then
lim
x↓x0
(
m+(x) +m−(x)
)
= −∞,
and, hence m+ + m− has a zero in the interval (x0, 0). By Proposition 4.2 the
operator S1 has a negative eigenvalue which is impossible, if the operator S1 is
nonnegative. Therefore, the function m− is holomorphic on R− and S
−
0 is a non-
negative operator in the Hilbert space H−.
Since the restrictions of m+ and m− to R− are continuous and monotonically
increasing functions which satisfy the condition (4.5), the condition (4.3) of non-
negativity of S1 can be rewritten as (ii).
Conversely, if (i) and (ii) hold, then the operators S+0 and S
−
0 are nonnegative
in H+ and H−, respectively, m− is holomorphic on R− and (4.3) holds. Therefore,
the coupling S1 is nonnegative by Proposition 4.2.
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To prove the last statement, set c = limx↓−∞m+(x). Then m+(x) − c ≥ 0 and
by (ii)
m−(x) + c ≥ lim
x↓−∞
m−(x) + lim
x↓−∞
m+(x) ≥ 0
for all x ∈ R−. Therefore m+ − c and m− + c are Stieltjes functions. 
The next corollary is proved similarly.
Corollary 4.4. In addition to the general assumptions of this subsection assume
that the operator S+0 is the Friedrichs extension of S+. Then the coupling S1 is a
nonnegative self-adjoint operator in the Hilbert space
(H, 〈 · , · 〉H) if and only if the
following two conditions are satisfied:
(i) S−0 := S
∗
−|ker(Γ−
0
) is a non-negative operator in H−.
(ii) m+(0) +m−(0) = limx↑0−
(
m+(x) +m−(x)
) ≤ 0.
If the coupling S1 is nonnegative, then there exists a constant c ∈ R such that m+−c
and m− + c are inverse Stieltjes functions.
4.2. Non-separated extensions as couplings. In Theorem 4.1(e) we defined
the coupling S1 of symmetric operators S+ and S− relative to the boundary triples(
C,Γ+0 ,Γ
+
1
)
for S∗+ and
(
C,Γ−0 ,Γ
−
1
)
for S∗−. Using different boundary triples would
result in a different coupling operator. In this subsection we characterize all self-
adjoint extensions of S+ ⊕ S− which can be obtained as couplings of S+ and S−.
Let, as before,
(
C,Γ±0 ,Γ
±
1
)
be a boundary triple for S∗±. It is not difficult to see
(cf. [16, Lemma 3.4], [23] for a more general setting or [2, Appendix II, 125] for
the case of differential operators) that a restriction Ŝ of S∗+⊕S∗− is a self-adjoint
extension of S+ ⊕ S− in
(H, 〈 · , · 〉H) if and only if
dom(Ŝ) =
{(
f+
f−
)
∈ (domS∗+)⊕ (domS∗−) :M(Γ+1 f+Γ−1 f−
)
= N
(
Γ+0 f+
Γ−0 f−
)}
,
whereM and N are 2×2 matrices with complex entries such that the block matrix(
M N
)
has rank 2 and the matrix MN∗ is self-adjoint.
If Ŝ is a self-adjoint extension of S+ ⊕ S− in
(H, 〈 · , · 〉H) then either
(4.6) (gr Ŝ) ∩ (H+ ⊕ {0})2 = gr(S+) and (gr Ŝ) ∩ ({0} ⊕ H−)2 = gr(S−)
or
(gr Ŝ) ∩ (H+ ⊕ {0})2 and (gr Ŝ) ∩ ({0} ⊕ H−)2
are graphs of self-adjoint operators in
(H+, 〈 · , · 〉H+) and (H−, 〈 · , · 〉H−), respec-
tively.
In the later case we say that the self-adjoint operator Ŝ is a separated extension of
S+⊕S− and the corresponding boundary conditions are called separated boundary
conditions. If (4.6) holds, then we say that Ŝ is a non-separated extension of S+ ⊕
S− and the corresponding boundary conditions are called non-separated boundary
conditions.
Notice that multiplying matrices M and N from the left by the same invertible
matrix does not change the domain of Ŝ. Therefore, we can assume that the block
matrix
(
M N
)
is in reduced row echelon form, see [33, Subsection 0.3.4]. As the
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rank of
(
M N
)
is 2, the reduced row echelon form of
(
M N
)
takes one of the
following six forms:(
0 0 1 0
0 0 0 1
) (
0 1 ∗ 0
0 0 0 1
) (
1 ∗ ∗ 0
0 0 0 1
)
(
0 1 0 ∗
0 0 1 ∗
) (
1 ∗ 0 ∗
0 0 1 ∗
) (
1 0 ∗ ∗
0 1 ∗ ∗
)
,
where ∗ stands for an arbitrary complex number.
A straightforward calculations show that the only matrices of the above 6 types
for which the corresponding matrix MN∗ is self-adjoint are of the following four
types: (
0 0 1 0
0 0 0 1
) (
1 0 α 0
0 0 0 1
)
(4.7) (
1 ρeiθ 0 σeiθ
0 0 1 −eiθ/ρ
) (
1 0 α ω
0 1 ω∗ β
)
,(4.8)
where ω ∈ C, α, β, σ, θ ∈ R, and ρ > 0. Clearly, the matrices in (4.7) give rise
to separated boundary conditions, while the first matrix in (4.8) leads to non-
separated boundary conditions. The second matrix in (4.8) leads to separated
boundary conditions if and only if ω = 0. A similar classification of boundary
conditions for a regular Sturm-Liouville problem was established in [17].
Theorem 4.5. Let S± be a closed symmetric densely defined operator with defect
numbers (1, 1) in the Hilbert space
(H±, 〈 · , · 〉H±). A self-adjoint extension Ŝ of
S+ ⊕ S− in
(H, 〈 · , · 〉H) is a coupling of S+ and S− relative to some boundary
triples of S∗+ and S
∗
− if and only if Ŝ is a non-separated extension of S+ ⊕ S−.
Proof. Assume that Ŝ is a coupling of S+ and S− relative to boundary triples(
C,Γ+0 ,Γ
+
1
)
and
(
C,Γ−0 ,Γ
−
1
)
. Let{(
f+
0
)
,
(
S∗+f+
0
)}
∈ gr Ŝ.
Then, by definition of Ŝ as a coupling, we have Γ+0 f+−Γ−0 0 = 0 and Γ+1 f++Γ−1 0 = 0.
That is, Γ+0 f+ = 0 and Γ
+
1 f+ = 0, proving that (gr Ŝ) ∩
(H+ ⊕ {0})2 = grS+.
Similarly, (gr Ŝ) ∩ ({0} ⊕ H−)2 = grS−. Hence, Ŝ is a non-separated extension.
To prove the converse, assume that Ŝ is a non-separated self-adjoint extension
of S+⊕S− in
(H, 〈 · , · 〉H). Let (C,Γ±0 ,Γ±1 ) be a boundary triple for S∗±. Then the
block matrix
(
M N
)
corresponding to the boundary conditions that determine the
domain of Ŝ are of two forms in (4.8) with ω 6= 0.
First we consider the boundary conditions corresponding to the first matrix in
(4.8)
Γ+0 f+ −
(
eiθ/ρ
)
Γ−0 f− = 0
Γ+1 f+ +
(−σeiθ)Γ−0 f− + ρeiθΓ−1 f− = 0.
These boundary conditions can be rewritten as:
(4.9) Γ̂+0 (f+)− Γ̂−0 (f−) = 0, Γ̂+1 (f+) + Γ̂−1 (f−) = 0,
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where (
Γ̂+0 (f+)
Γ̂+1 (f+)
)
=
(
Γ+0 (f+)
Γ+1 (f+)
)
,
(
Γ̂−0 (f−)
Γ̂−1 (f−)
)
= eiθ
(
1/ρ 0
−σ ρ
)(
Γ−0 (f−)
Γ−1 (f−)
)
By Remark 2.3 the triple
(
C, Γ̂−0 , Γ̂
−
1
)
is a boundary triple for S∗−. Therefore, the
coupling of S+ and S− relative to the boundary triples
(
C, Γ̂+0 , Γ̂
+
1
)
and
(
C, Γ̂−0 , Γ̂
−
1
)
coincides with the operator Ŝ.
Next we consider the boundary conditions corresponding to the second matrix
in (4.8) with ω 6= 0. These boundary conditions are
ω∗Γ+0 f+ −
(
Γ−1 f− − βΓ−0 f−
)
= 0(4.10)
1
ω
Γ+1 f+ −
α
ω
Γ+0 f+ + (−Γ−0 f−) = 0(4.11)
Setting(
Γ̂+0 (f+)
Γ̂+1 (f+)
)
=
(
ω∗ 0
−αω 1ω
)(
Γ+0 (f+)
Γ+1 (f+)
)
,
(
Γ̂−0 (f−)
Γ̂−1 (f−)
)
=
(−β 1
−1 0
)(
Γ−0 (f−)
Γ−1 (f−)
)
one can rewrite boundary conditions (4.10),(4.11) in the form (4.9). By Remark 2.3
the triple
(
C, Γ̂+0 , Γ̂
+
1
)
is a boundary triple for S∗+ and the triple
(
C, Γ̂−0 , Γ̂
−
1
)
is
a boundary triple for S∗−. Therefore the coupling of S+ and S− relative to the
boundary triple
(
C, Γ̂+0 , Γ̂
+
1
)
for S∗+ and the boundary triple
(
C, Γ̂−0 , Γ̂
−
1
)
for S∗−
coincides with the operator Ŝ. This completes the proof. 
4.3. A partially fundamentally reducible operator as a coupling. Given
two symmetric operators, S+ in the Hilbert space H+ and S− in the Hilbert space
H−, in Subsection 4.1 we constructed a coupling S1 of these two operators which
is a self-adjoint operator in the Hilbert space H = H+ ⊕H−.
Next we introduce a Kre˘ın space structure on H. Let J be a self-adjoint involu-
tion on
(H, 〈 · , · 〉H) defined by
(4.12) J
(
f+
f−
)
:=
(
f+
−f−
)
, f+ ∈ H+, f− ∈ H−.
This involution induces an indefinite inner product on H:
[f, g]H :=
〈
Jf, g
〉
H
, f, g ∈ H,
and with this inner product
(H, [ · , · ]H) is a Kre˘ın space.
With S0 and S1 from Theorem 4.1 we define A0 := JS0 and A1 := JS1. Since S0
and S1 are self-adjoint in the Hilbert space (H, 〈 · , · 〉H), A0 and A1 are self-adjoint
in the Kre˘ın space (H, [ · , · ]H). In fact, A0 and A1 are given by
(4.13) A0
(
f+
f−
)
=
(
S+0 f+
−S−0 f−
)
,
(
f+
f−
)
∈ dom(A0) = dom(S0),
(4.14) A1
(
f+
f−
)
=
(
S∗+f+
−S∗−f−
)
,
(
f+
f−
)
∈ dom(A1) = dom(S1).
The operator A1 will be called the coupling of the operators S+ and −S− in the
Kre˘ın space
(H, [ · , · ]H).
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In the rest of this subsection we will proceed in the opposite direction: Given
a partially fundamentally reducible self-adjoint operator A in the Kre˘ın space
(K, [ · , · ]K) we will prove that A is a coupling of two operators.
Recall that Definition 1.1 associates a fundamental decompositionK = K+[+˙]K−
of (K, [ · , · ]K) and symmetric operators S+ and S− with a partially fundamentally
reducible operator A in a Kre˘ın space (K, [ · , · ]K). As before, S∗± denotes the
adjoint of S± in the Hilbert space (K±,±[ · , · ]). By P+ and P− we denote the
orthogonal projections and by J the fundamental symmetry corresponding to the
fundamental decomposition K = K+[+˙]K−, while 〈 · , · 〉K denotes the corresponding
Hilbert space inner product and ‖ · ‖K denotes the norm induced by 〈 · , · 〉K. The
notation related to a partially fundamentally reducible operator A introduced in
this paragraph is used throughout the rest of the paper.
Theorem 4.6. Let A be a partially fundamentally reducible operator in a Kre˘ın
space (K, [ · , · ]K). The following statements hold.
(a) We have dom(S∗±) = P± dom(A) and
±S∗±P±f = P±Af for all f ∈ dom(A).
(b) Let
(
C,Γ+0 ,Γ
+
1
)
be a boundary triple for S∗+. Then the equalities
(4.15) Γ−0 P−f = Γ
+
0 P+f, Γ
−
1 P−f = −Γ+1 P+f, f ∈ dom(A),
define a boundary triple
(
C,Γ−0 ,Γ
−
1
)
for S−.
(c) We have A = JS1 where S1 is the coupling of the operators S+ and S−
in the Hilbert space (K, 〈 · , · 〉K) relative to the boundary triples
(
C,Γ+0 ,Γ
+
1
)
and
(
C,Γ−0 ,Γ
−
1
)
.
(d) Let A be a nonnegative operator in (K, [ · , · ]K) and assume that the op-
erator S+0 := S
∗
+|ker(Γ+
0
) coincides with Kre˘ın’s or Friedrichs’ extension of
S+. Then S
−
0 := S
∗
−|ker(Γ−
0
) is a nonnegative operator in the Hilbert space
(K−,−[ · , · ]K).
Proof. The statements (a) and (b) are proved in [23, Lemma 5.1].
(c) It follows from (4.2) and (4.15) that dom(A) = dom(S1). The equality
A = JA1 follows from (4.14).
The last statement is implied by Corollaries 4.3 and 4.4. 
The results of the next theorem can be derived from [22]. However, we prefer
to present a direct proof for this elementary case when defect numbers of S± are
(1, 1). In the case of indefinite Sturm-Liouville operator similar construction has
been used in [40, Proposition 2.5].
Theorem 4.7. Let A be a partially fundamentally reducible operator in a Kre˘ın
space (K, [ · , · ]K) and let
(
C,Γ+0 ,Γ
+
1
)
and
(
C,Γ−0 ,Γ
−
1
)
be the boundary triples from
Theorem 4.6(b). Let m± be the Weyl function and let ψ± be the Weyl solution
of S± relative to the boundary triple
(
C,Γ±0 ,Γ
±
1
)
. Let the operator A0 be given
by (4.13). Then
(4.16) ρ(A) \ R = {z ∈ C \ R : m+(z) +m−(−z) 6= 0}.
If ρ(A) \ R is a nonempty set, then for every z ∈ ρ(A) \ R and every h ∈ K the
resolvent of A is given by
(4.17)
(
A− z)−1h = (A0 − z)−1h− [h, ψ(z∗)]K
m+(z) +m−(−z) ψ(z),
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where
ψ(z) = ψ+(z) + ψ−(−z).
For h ∈ K+ the vector f = P+
(
A − z)−1h is the solution of the z-dependent
boundary value problem
(4.18) (S∗+ − z)f = h, Γ+1 f +m−(−z)Γ+0 f = 0.
Proof. Recall that the operator A coincides with the coupling A1 defined by (4.14).
Let z be an arbitrary non-real number. By the definition of A1 the equation
(A1 − z)f = h with f ∈ dom(S1) and h ∈ K is equivalent to the system
(4.19) (S∗+ − z)f+ = h+, −(S∗− + z)f− = h−,
where f+ = P+f , f− = P−f , h+ = P+h and h− = P−h. It follows from (2.2) and
(4.19) that f+ ∈ dom(S∗+) can be expressed as
(4.20) f+ =
(
S+0 − z
)−1
h+ + c+ψ+(z) with some c+ ∈ C.
Similarly, f− ∈ dom(S∗−) can be expressed as
(4.21) f− = −
(
S−0 + z
)−1
h− + c−ψ−(−z) with some c− ∈ C.
By (2.4) and (2.7) we have
Γ+0 f+ = c+,
Γ−0 f− = c−,
Γ+1 f+ = Γ
+
1
(
S+0 − z
)−1
h+ + c+m+(z)
=
[
h+, ψ+(z
∗)
]
K
+ c+m+(z),
Γ−1 f− = −Γ−1
(
S−0 + z
)−1
h− + c−m−(−z)
=
[
h−, ψ−(−z∗)
]
K
+ c−m−(−z).
As f+ and f− satisfy the boundary conditions (4.15) in the definition of dom(A1) =
dom(S1) we get
c+ − c− = 0,([
h+, ψ+(z
∗)
]
K
+ c+m+(z)
)
+
([
h−, ψ−(−z∗)
]
K
+ c−m−(−z)
)
= 0.
For each z such that m+(z) +m−(−z) 6= 0 the above system has a unique solution
for c+, c−:
c+ = c− = −
[
h+, ψ+(z
∗)
]
K
+
[
h−, ψ−(−z∗)
]
K
m+(z) +m−(−z) =
−[h, ψ(z∗)]
K
m+(z) +m−(−z) .
Now, the preceding equations, (4.20) and (4.21) imply that whenever m+(z) +
m−(−z) 6= 0, for arbitrary h ∈ K, the system (4.19) has a unique solution f ∈
dom(A1) and (4.17) holds. This also proves that the right hand side of (4.16) is a
subset of the left hand side.
To prove the converse inclusion in (4.16) assume that m+(z) +m−(−z) = 0 for
some z ∈ C \ R. Then (2.3) and (2.4) imply that
Γ+0 ψ+(z)− Γ−0 ψ−(−z) = 1− 1 = 0
Γ+1 ψ+(z) + Γ
−
1 ψ−(−z) = m+(z) +m−(−z) = 0.
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In view of (4.2) this means that ψ+(z) + ψ−(−z) ∈ dom(A1) = dom(S1). Since
(A1 − z)ψ(z) = (S∗+ − z)ψ+(z) +−(S∗− + z)ψ−(−z) = 0,
z is an eigenvalue of A1. That is z /∈ ρ(A1) \ R.
To prove (4.18), set h = h+ ∈ K+. Then the first equality in (4.18) is implied
by (4.19). Since (4.21) takes the form f− = c−ψ−(−z) ∈ ker(S∗− + z), then
Γ−1 f− = m−(−z)Γ−0 f− = m−(−z)Γ+0 f+.
In view of (4.15) this proves the second equality in (4.18). 
Corollary 4.8. Let the assumptions of Theorem 4.7 hold. Then
(4.22) m+(z) +m−(−z) = 0 for all z ∈ C \ R
if and only if the resolvent set of A is empty. In this case C \R ⊂ σp(A).
As we pointed out in Subsection 2.8, a nonnegative self-adjoint operator in Kre˘ın
space can have an empty resolvent set. Next we show that this cannot happen for
a nonnegative partially fundamentally reducible operator.
Corollary 4.9. The spectrum of a nonnegative partially fundamentally reducible
operator A in a Kre˘ın space (K, [ · , · ]K) is real.
Proof. Assume that ρ(A) = ∅. Since A is nonnegative in (K, [ · , · ]K), then S+ and
S− are nonnegative in the Hilbert spaces (K+, [ · , · ]K) and (K−,−[ · , · ]K), respec-
tively. Hence each of the Weyl functions m+ and m− has at most 1 pole on R−. By
Corollary 4.8 the equality (4.22) holds, which implies that m+ is a rational function
with at most three poles on R. But this contradicts the assumption that S+ is a
densely defined operator. 
The claim in the last corollary can also be deduced from [4, Corollary 2.5]. We
notice that for a class of indefinite Sturm-Liouville operators the nonemptiness
of the resolvent set was proved in [40, Proposition 4.5], [38, Proposition 3.1] and
[48, Theorem 5.3] using the known asymptotic behavior of the Titchmarsh-Weyl
coefficients.
5. Regularity of critical points
Throughout this section we use the notation introduced in the paragraph pre-
ceding Theorem 4.6 and in Theorem 4.7. By Corollary 4.9 a nonnegative partially
fundamentally reducible operator A in a Kre˘ın space has a nonempty resolvent set.
Therefore A has a spectral function with critical points 0 and ∞. In this section
we study these critical points in terms of the Weyl functions m+ and m−.
5.1. D-properties of pairs of Nevanlinna functions. The following necessary
conditions for the regularity of the critical points 0 and ∞ of an indefinite Sturm-
Liouville operator in terms of the Titchmarsh-Weyl coefficients were proved in [38,
Theorem 3.4] as an extension of the corresponding result for the real line established
in [40, Corollary 5.3].
Theorem 5.1. ([40], [38]) Let A be a nonnegative partially fundamentally reducible
operator in a Kre˘ın space (K, [ · , · ]K) and let m+ and m− be Weyl functions intro-
duced in Theorem 4.7. Then the following two statements hold.
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(a) If ∞ 6∈ cs(A), then the functions
(5.1) z 7→ Imm+(z)|m+(z) +m−(−z)| , z 7→
Imm−(z)
|m+(z) +m−(−z)|
are defined on C+ and are bounded on Ω
∞
R = {z ∈ C+ : |z| > R} for each
R > 0;
(b) If 0 6∈ cs(A), then the functions in (5.1) are defined on C+ and are bounded
on Ω0R = {z ∈ C+ : |z| < R} for each R > 0.
Let us sketch the proof of (a) from [38] using the notation of Theorem 4.7. Since
∞ 6∈ cs(A1) the functions z 7→ (Im z)‖(A − z)−1‖, z 7→ (Im z)‖(S+ − z)−1‖ and
z 7→ (Im z)‖(S− − z)−1‖ are bounded on Ω∞R . Then, it follows from (4.17) and the
equalities
‖ψ+(z)‖2K+ =
Imm+(z)
Im z
and ‖ψ−(z)‖2K− =
Imm−(z)
Im z
,
that the ratio in (5.2) is also bounded on Ω∞R .
Clearly, this proof works for arbitrary nonnegative coupling A in Theorem 4.6.
Definition 5.2. We say that a pair (m+,m−) of two Nevanlinna functions has
D∞-property (D0-property), if the function
(5.2) y 7→ Imm+(iy) + Imm−(iy)∣∣m+(iy) +m−(−iy)∣∣ ,
is bounded on the set (1,∞) ((0, 1), respectively). In particular, a Nevanlinna
functions m+ is said to have D∞-property (D0-property), if the pair (m+,m+) has
D∞-property (D0-property, respectively), that is, if the function
y 7→ Imm+(iy)
Rem+(iy)
,
is bounded on the set (1,∞) ((0, 1), respectively).
It follows from Theorem 5.1 that D∞-property (D0-property) is necessary for
the conditions ∞ 6∈ cs(A1) (0 6∈ cs(A1), respectively).
Corollary 5.3. ([40], [38]) Let A be a nonnegative partially fundamentally reducible
operator in a Kre˘ın space (K, [ · , · ]K) and let m+ and m− be Weyl functions intro-
duced in Theorem 4.7. Then the following statements hold.
(i) If ∞ 6∈ cs(A), then the pair (m+,m−) has the D∞-property.
(ii) If 0 6∈ cs(A), then the pair (m+,m−) has the D0-property.
For a nonnegative densely defined symmetric operator S with defect numbers
(1, 1) in a Hilbert space we can always choose a boundary triple relative to which
the Weyl function of S is a Stieltjes function. Therefore the following proposition
is of interest.
Proposition 5.4. Let m+ be a Stieltjes function which has D∞-property (D0-
property). Then for every Stieltjes function m− the pair (m+,m−) has D∞-property
(D0-property, respectively).
Proof. Since m± is a Stieltjes function, we have Rem±(iy) ≥ 0 for all y ∈ R+.
Therefore,
(5.3) Re(m+(iy)) ≤
∣∣m+(iy) +m−(−iy)∣∣ for all y ∈ R+.
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As m+ has D∞-property there exists C > 0 such that
Imm+(iy)
Rem+(iy)
≤ C for all y > 1.
By (5.3) we have
Imm+(iy)∣∣m+(iy) +m−(−iy)∣∣ ≤ Imm+(iy)Rem+(iy) ≤ C for all y > 1.
Further, the inequality∣∣Im(m+(iy)−m−(iy))∣∣ ≤ ∣∣m+(iy) +m−(−iy)∣∣ for all y ∈ R+
yields that for all y > 1 we have
Imm−(iy)∣∣m+(iy) +m−(−iy)∣∣ ≤
∣∣Im(m−(iy)−m+(iy))∣∣∣∣m+(iy) +m−(−iy)∣∣ + Imm+(iy)∣∣m+(iy) +m−(−iy)∣∣
≤ C + 1.
The proof of the D0-property is similar. 
Asymptotic behavior of Weyl functions has been investigated for many kinds
of special symmetric operators. Some specific examples appear in Section 6 be-
low. The next proposition deduces D-properties from the asymptotic behavior of
Nevanlinna functions introduced in Subsection 2.7.
Proposition 5.5. (a) If Nevanlinna functions m+ andm− belong to A∞, then
the corresponding pair (m+,m−) has D∞-property.
(b) If Nevanlinna functions m+ and m− belong to A0, then the corresponding
pair (m+,m−) has D0-property.
Proof. Let m± ∈ A∞. Proposition 2.12 applies. Let C±0 ∈ R \ {0}, α±0 ∈ (−1, 1),
and, as appropriate, C±1 ∈ R \ {0} and α±1 ∈ (−1, 0) be the corresponding coeffi-
cients appearing in (2.26) and (2.27). We first notice that as a consequence of the
asymptotics in (2.26) or (2.27) we have
lim
y↑+∞
m±(iy)
yα
±
0
= C±0 i
α±
0 ,(5.4)
which, in turn, implies
lim
y↑+∞
Imm±(iy)
yα
±
0
= C±0 sin
(
πα±0 /2
)
.(5.5)
Let
α0 =
{
max
{
α+0 , α
−
0
}
if max{α+0 , α−0 } ≥ 0,
min
{
α+0 , α
−
0
}
if max{α+0 , α−0 } < 0.
and, further, set ǫ± = 1− sgn(|α0−α±0 |). By definition ǫ+, ǫ− ∈ {0, 1}, and at least
one of ǫ+, ǫ− equals 1.
Next we will calculate the limit
(5.6) lim
y↑+∞
Imm+(iy) + Imm−(iy)∣∣m+(iy) +m−(−iy)∣∣
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and doing so we prove (a). Using (5.4) and (5.5) this limit can be calculated as
follows:
(5.7) lim
y↑+∞
Imm+(iy)
yα0 +
Imm−(y)
yα0∣∣∣m+(iy)yα0 + m−(−iy)yα0 ∣∣∣ =
ǫ+C
+
0 sin
(
πα+0 /2
)
+ ǫ−C
−
0 sin
(
πα−0 /2
)∣∣ǫ+C+0 iα+0 + ǫ−C−0 (−i)α−0 ∣∣ .
If exactly one of ǫ+, ǫ− equals 1, then the denominator in the last fraction is clearly
positive. Otherwise, that is, if ǫ+ = ǫ− = 1, we have α
+
0 = α
−
0 and the denominator
is again clearly positive provided that α+0 = α
−
0 6= 0. If α+0 = α−0 = 0, the
denominator equals
∣∣C+0 + C−0 ∣∣.
Thus, the limit in (5.6) is calculated to be the right-hand side of (5.7) with the
exception of the case when α+0 = α
−
0 = 0 and C
+
0 + C
−
0 = 0.
To calculate the limit in (5.6) when α+0 = α
−
0 = 0 and C
+
0 +C
−
0 = 0 we use the
second term of the asymptotics in (2.27). First we deduce
lim
y↑+∞
m±(iy)− C±
yα
±
1
= C±1 i
α±
1 ,
which clearly yields
lim
y↑+∞
Imm±(y)
yα
±
1
= C±1 sin
(
πα±1 /2
)
.
As before, we introduce α1 = min{α+1 , α−1 } and ǫ±1 = 1− sgn(|α1 − α±1 |) ∈ {0, 1}.
Since we assume that C+0 + C
−
0 = 0, the limit in (5.6) equals
lim
y↑+∞
Imm+(iy)
yα1 +
Imm−(y)
yα1∣∣∣m+(iy)−C+0yα1 + m−(−iy)−C−0yα1 ∣∣∣ =
ǫ+1 C
+
1 sin
(
πα+1 /2
)
+ ǫ−1 C
−
1 sin
(
πα−1 /2
)∣∣ǫ+1 C+1 iα+1 + ǫ−1 C−1 (−i)α−1 ∣∣ .
Now recall that at least one of ǫ−1 , ǫ
+
1 equals 1, α
−
1 , α
+
1 ∈ (−1, 0) and C−1 , C+1 ∈
R\{0}, to deduce that the denominator of the last fraction is always positive.
Thus, in each case we calculated the limit in (5.6). This proves that the pair
(m+,m−) has the D∞-property.
The proof of (b) is similar. 
5.2. Regularity of the critical points. Let A be a nonnegative partially fun-
damentally reducible operator in a Kre˘ın space (K, [ · , · ]K). In this subsection we
provide sufficient conditions in terms of m+ and m− for the points ∞ or 0 not to
be singular critical points of the operator A.
In the next lemma we use Theorem 2.15 to obtain criteria for the regularity of
the critical points 0 and ∞ for the operator A1 defined by (4.14) and (4.2). To
formulate these results we need the following family of operators. For arbitrary ε, η
such that 0 < ε < η we define the operator T±±(ǫ, η) : K± → K± by
(5.8)
(
T±±(ǫ, η)
)
f± :=
∫
ǫ≤|y|≤η
〈
f±, ψ±(∓iy)
〉
K
ψ±(±iy)
m+(iy) +m−(−iy) dy, f± ∈ K±,
and the operator T±∓(ǫ, η) : K∓ → K± by
(5.9)
(
T±∓(ǫ, η)
)
f∓ :=
∫
ǫ≤|y|≤η
〈
f∓, ψ∓(±iy)
〉
K
ψ±(±iy)
m+(iy) +m−(−iy) dy, f∓ ∈ K∓.
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Lemma 5.6. Let A be a nonnegative partially fundamentally reducible operator in
the Kre˘ın space (K, [ · , · ]K). Then the following statements hold.
(i) ∞ 6∈ cs(A) if and only if the operators T++(1, η), T−−(1, η), T+−(1, η) and
T−+(1, η) are uniformly bounded for η ∈ (1,∞);
(ii) 0 6∈ cs(A) if and only if ker(A) = ker(A2) and the operators T++(ε, 1),
T−−(ε, 1), T+−(ε, 1) and T−+(ε, 1) are uniformly bounded for ε ∈ (0, 1).
Proof. Notice first that by Corollary 4.9 the operator A has a nonempty resolvent
set. Set A0 = S
+
0 ⊕ (−S−0 ), see Theorem 4.1(f) and (4.13). Since A0 is self-adjoint
in the Hilbert space (K, 〈 · , · 〉K), the family of operators∫
1≤|y|≤η
(A0 − iy)−1dy, η > 1,
is uniformly bounded. Recall from Theorem 4.7 that ψ(z) = ψ+(z) + ψ−(−z),
z ∈ C \ R, and let f ∈ K be arbitrary. By (4.17) we have∫
1≤|y|≤η
((
A− iy)−1f − (A0 − iy)−1f) dy
=
∫
1≤|y|≤η
−[f, ψ(−iy)]
K
ψ(iy)
m+(iy) +m−(−iy) dy
=
(
T++(1, η) T+−(1, η)
T−+(1, η) T−−(1, η)
)(−P+f
P−f
)
.
Therefore, the uniform boundedness of the family of operators∫
1≤|y|≤η
(A1 − iy)−1dy, η > 1,
is equivalent to the uniform boundedness of the families of operators
T++(1, η), T−−(1, η), T+−(1, η), T−+(1, η), η ∈ (1,∞).
Now (i) follows from Theorem 2.15(a).
The statement (ii) is implied by the formula (4.17) and Theorem 2.15(b). 
Theorem 5.7. Let A be a nonnegative partially fundamentally reducible operator in
a Kre˘ın space (K, [ · , · ]K) and assume that Weyl functions m+ and m− introduced
in Theorem 4.7 have B∞-property (see Definition 3.1). Then ∞ 6∈ cs(A) if and
only if the pair (m+,m−) has D∞-property.
Proof. For the necessity see Corollary 5.3.
To prove the sufficiency consider first f+, g+ ∈ K+ and find an upper bound for∣∣∣〈T++(1, η)f+, g+〉K∣∣∣.
By the definition of the generalized Fourier transform F+ = Fm+ we have〈
T++(1, η)f+, g+
〉
K
=
∫
1≤|y|≤η
(F+f+)(iy)
(
(F+g+)(−iy)
)∗
m+(iy) +m−(−iy) dy.
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Since the pair (m+,m−) has D∞-property, there exists C1 > 0 such that
(5.10)
∣∣m+(iy) +m−(−iy)∣∣ ≥ C−11 Imm+(iy) for all y > 1.
Set w±(y) =
(
Imm±(iy)
)−1
, y ∈ R+. Since m+ has B∞-property, then in view of
Definition 3.1 and Proposition 3.3 the mappings
G+m+,∞F+ : f+ 7→ (F+f+)(iy), f+ ∈ K+,
G−m+,∞F+ : f+ 7→ (F+f+)(−iy), f+ ∈ K+,
are bounded from K+ to L2w+(1,∞) and hence there exists C2 > 0, such that
(5.11)
∥∥G+m+,∞F+f+∥∥L2
w+
(1,∞)
≤ C2
∥∥f+∥∥K
and
(5.12)
∥∥G−m+,∞F+f+∥∥L2
w+
(1,∞)
≤ C2
∥∥f+∥∥K
for all f+ ∈ K+. Using (5.10), (5.11), (5.12) and (2.14) we obtain∣∣∣〈T++(1, η)f+, g+〉K∣∣∣ ≤ C1 ∫
1≤|y|≤η
∣∣(F+f+)(iy)∣∣ ∣∣(F+g+)(−iy)∣∣w+(y)dy
≤ C1
 ∫
1≤|y|≤η
∣∣(F+f+)(iy)∣∣2w+(y)dy

1/2
×
 ∫
1≤|y|≤η
∣∣(F+g+)(iy)∣∣2w+(y)dy

1/2
≤ 2C1C22
∥∥f+∥∥K∥∥g+∥∥K,
for all f+, g+ ∈ K+. This proves that the family T++(1, η) is uniformly bounded
for η ∈ (1,∞).
The proof for the families T−−(1, η) and T+−(1, η) is similar.
Next, we consider f+ ∈ K+ and g− ∈ K− and give an upper bound for∣∣∣〈T−+(ǫ, η)f+, g−〉K∣∣∣.
Since the function in (5.2) is bounded, then the function
y 7→
√
Imm+(iy)
√
Imm−(iy)∣∣m+(iy) +m−(−iy)∣∣ for all y > 1,
is bounded as well. Therefore, there exists C3 > 0 such that∣∣m+(iy) +m−(−iy)∣∣ ≥ C2√Imm+(iy)√Imm−(iy) for all y > 1,
Consequently, with F− = Fm− , we have∣∣∣〈T−+(1, η)f+, g−〉K∣∣∣ ≤ ∫
1≤|y|≤η
∣∣∣∣(F+f+)(iy)
(
(F−g−)(−iy)
)∗
m+(iy) +m−(−iy)
∣∣∣∣ dy
≤ C3
∫
1≤|y|≤η
∣∣(F+f+)(iy)∣∣∣∣(F−g−)(−iy)∣∣√w+(y)√w−(y)dy
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≤ 2C2C3
∥∥Gm+F+f+∥∥L2
w+
(1,∞)
∥∥Gm−F−f−∥∥L2
w−
(1,∞)
≤ 2C2C3
∥∥f+∥∥K ∥∥g−∥∥K
for all f+ ∈ K+ and all g− ∈ K−. This proves that the family T−+(1, η) is uniformly
bounded for η ∈ (1,∞).
The uniform boundedness of T+−(1, η) is proved similarly. Now the statement
is implied by Lemma 5.6. 
Theorem 5.8. Let A be a nonnegative partially fundamentally reducible operator in
a Kre˘ın space (K, [ · , · ]K) and assume that Weyl functions m+ and m− introduced
in Theorem 4.7 have B0-property. Then 0 6∈ cs(A) if and only if ker(A) = ker(A2)
and the pair (m+,m−) has D0-property.
Proof. We prove sufficiency. For necessity see Corollary 5.3.
Since m+ and m− have D0-property, there exists C4 > 0 such that
(5.13)
∣∣m+(iy) +m−(−iy)∣∣ ≥ C4 Imm+(iy) for all y ∈ (0, 1).
Since m+ has B0-property, the mappings
G+m+,0F
+
+ : f+ 7→ (F+f+)(iy) (f+ ∈ K+)
G−m+,0F
−
+ : f+ 7→ (F+f+)(−iy) (f+ ∈ K+)
are bounded from K+ to L2w+(0, 1) and hence there exists C5 > 0, such that∥∥G+m+,0F+f+∥∥L2
w+
(0,1)
≤ C5
∥∥f+∥∥K,(5.14) ∥∥G−m+,0F+f+∥∥L2
w+
(0,1)
≤ C5
∥∥f+∥∥K(5.15)
for all f+ ∈ K+. Using (5.13), (5.14), (5.15) and (2.14) we obtain∣∣∣〈T++(ǫ, 1)f+, g+〉K∣∣∣ ≤ C4 ∫
ǫ≤|y|≤1
∣∣(F+f+)(iy)∣∣∣∣(F+g+)(−iy)∣∣w+(y)dy
≤ C4
∥∥G+m+,0F+f+∥∥L2
w+
(0,1)
∥∥G−m+,0F+g+∥∥L2
w+
(0,1)
≤ 2C4C25
∥∥f+∥∥K ∥∥g+∥∥K
for all f+, g+ ∈ K+. This proves that the family T++(ǫ, 1) is uniformly bounded
for ǫ ∈ (0, 1).
The proof for the family T−−(ǫ, 1) is similar. Now the statement is implied by
Lemma 5.6. 
Proposition 2.14 together with Theorems 5.7 and 5.8 yield the following state-
ment.
Corollary 5.9. Let A be a nonnegative partially fundamentally reducible operator
in a Kre˘ın space (K, [ · , · ]K) and let m+ and m− be Weyl functions introduced in
Theorem 4.7. If each of the functions m+ and m− has both B∞-property and B0-
property, then A is fundamentally reducible in the Kre˘ın space (K, [ · , · ]K) if and
only if the pair (m+,m−) has D∞-property and D0-property and ker(A) = ker(A
2).
Remark 5.10. The coupling A1 in (4.14) will be called reflexive ifm+(z) = m−(z).
In the reflexive case analogs of Theorems 5.7 and 5.8 for indefinite Sturm-Liouville
operator were proven in [44]. It was shown there that the B-property for m+ is
automatically satisfied if the corresponding D-property holds.
PARTIALLY FUNDAMENTALLY REDUCIBLE OPERATORS 37
This remark leads to the following sufficient conditions of regularity.
Corollary 5.11. Let A be a nonnegative partially fundamentally reducible operator
in a Kre˘ın space (K, [ · , · ]K) and assume that Weyl functions m+ and m− introduced
in Theorem 4.7 are Stieltjes functions. Then the following statements hold.
(i) If each function m+ and m− has D∞-property, then ∞ 6∈ cs(A).
(ii) If each function m+ and m− has D0-property and ker(A) = ker(A
2), then
0 6∈ cs(A).
(iii) If each of the functions m+ and m− has both D∞-property and D0-property,
and ker(A) = ker(A2), then A is fundamentally reducible in the Kre˘ın space
(K, [ · , · ]K).
Proof. (i) Since each function m+ andm− has D∞-property then also eachm+ and
m− has B∞-property (see Remark 5.10). By Proposition 5.4 the pair (m+,m−)
has D∞-property and hence ∞ 6∈ cs(A) by Theorem 5.7.
(ii) Similarly, if each m+ and m− has D0-property then also each m+ and m−
has B0-property (see Remark 5.10). By Proposition 5.4 the pair (m+,m−) has
D0-property and thus 0 6∈ cs(A) by Theorem 5.8. 
In the next theorem we use the notation introduced at the beginnings of Sub-
sections 4.1 and 4.3.
Theorem 5.12. Let S± be a closed symmetric densely defined nonnegative operator
with defect numbers (1, 1) in the Hilbert space
(K±, 〈 · , · 〉K±). Let (C,Γ±0 ,Γ±1 ) be
a boundary triple for S∗± and let m± be the corresponding Weyl function. Let A be
a nonnegative self-adjoint extension of S+⊕ (−S−) in the Kre˘ın space
(K, [ · , · ]K).
Then the following statements hold.
(a) If m+,m− ∈ A∞, then ∞ 6∈ cs(A).
(b) If m+,m− ∈ A0 and ker(A) = ker(A2), then 0 6∈ cs(A).
(c) If m+,m− ∈ A0 ∩ A∞ and ker(A) = ker(A2), then A is fundamentally
reducible.
Proof. Let A be an arbitrary nonnegative self-adjoint extension of S+ ⊕ (−S−)
in the Kre˘ın space
(K, [ · , · ]K). Then A is a nonnegative fundamentally reducible
operator in
(K, [ · , · ]K), so ρ(A) 6= ∅ by Corollary 4.9.
The operator S = J A is a self-adjoint extension of S+⊕S− in the Hilbert space(K, 〈 · , · 〉K). Assume first that S is a separated extension of S+ ⊕ S−. By the
definition of a separated extension, there exists a self-adjoint extension T+ of S+
in
(K+, [ · , · ]K+) and a self-adjoint extension T− of S− in (K−, [ · , · ]K−) such that
S = T+⊕T−. Then, S commutes with the fundamental symmetry J introduced in
(4.12). Therefore, A = JS is fundamentally reducible, so all three claims are trivial
in this case.
Next assume that S is a non-separated extension of S+ ⊕ S−. By Theorem 4.5
there exist a boundary triple
(
C, Γ̂+0 , Γ̂
+
1
)
for S∗+ and a boundary triple
(
C, Γ̂−0 , Γ̂
−
1
)
for S∗−, such that S is a coupling of S+ and S− relative to the triples
(
C, Γ̂+0 , Γ̂
+
1
)
and
(
C, Γ̂−0 , Γ̂
−
1
)
. By Remark 2.3 there exists a Mo¨bius transformation µ± such
that the Weyl function m̂± of S± relative to
(
C, Γ̂±0 , Γ̂
±
1
)
is given by
m̂± = µ± ◦m±.
We proceed with a proof of (a). Assume thatm+,m− ∈ A∞. Proposition 2.11(i)
implies that m̂+, m̂− ∈ A∞ and, in turn, Corollary 3.10 yields that m̂+ and m̂− have
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B∞-property. Since by Proposition 5.5(a) the pair (m̂−, m̂+) has D∞-property, the
claim follows from Theorem 5.7.
Next assume that m+,m− ∈ A0. As before, Proposition 2.11(i) implies that
m̂+, m̂− ∈ A∞. Now Corollary 3.11 yields that m̂+ and m̂− have B0-property and
by Proposition 5.5(b) the pair (m̂−, m̂+) has D0-property. The claim now follows
from Theorem 5.8.
Statement (c) is a consequence of Corollary 5.9. 
6. Examples
Example 6.1. Consider the singular differential expression
(6.1) ℓ(f)(t) := − sgn t
w(t)
((
p(t) f ′(t)
)′
+ q(t)f(t)
)
for a.a. t ∈ R,
where the coefficients p, q and w are real functions on R satisfying the conditions
(C1) 1/p, q, w ∈ L1loc(R) and p, w > 0 a.e. on R,
(C2) the expression ℓ is in the limit point case at −∞ and at +∞.
It is natural to consider the expression in (6.1) in the Kre˘ın space
(
L2w(R), [ · , · ]
)
.
Here
(
L2w(R), 〈 · , · 〉
)
is the standard weighted L2-space with the positive definite in-
ner product 〈 · , · 〉 and the indefinite inner product is given by [f, g] = 〈Jf, g〉, f, g ∈
L2w(R), where
(Jf)(t) = (sgn t)f(t), f ∈ L2w(R),
is a fundamental symmetry on
(
L2w(R), [ · , · ]
)
. Set
(6.2) K± =
{
f ∈ L2w(R) : f = 0 a.e. on R∓
}
.
Then L2w(R) = K+[+˙]K− is the fundamental decomposition corresponding to J .
Let A be the operator associated with the expression in (6.1) in the Hilbert space
L2w(R); that is the operator defined by Af = ℓ(f) for all
f ∈ dom(A) = {f ∈ L2w(R) : f, pf ′ ∈ ACloc(R), ℓ(f) ∈ L2w(R)}.
The differential operator A is partially fundamentally reducible in the Kre˘ın space(
L2w(R), [ · , · ]
)
. To see this, consider the range restriction S± of ±A to K± which
are defined on {
f ∈ dom(A) : Af ∈ K±
}
= K± ∩ dom(A).
Then S± is the minimal operator associated in L
2
w±(R±) with the restriction of ±ℓ
to R±; here w± denotes the restriction of w to R±. In fact we have,
dom(S∗±) =
{
f ∈ L2w±(R±) : f, pf ′ ∈ ACloc[0,±∞), ℓ(f) ∈ L2w±(R±)
}
,
dom(S±) =
{
f ∈ dom(S∗±) : f(0) = f ′(0) = 0
}
,
and
S±f := ±ℓ(f), f ∈ dom(S±).(6.3)
Since we assume that ℓ is in the limit point case at ±∞, the operator S± is a
densely defined symmetric operator with defect numbers (1, 1) in the Hilbert space
L2w±(R±).
Let z ∈ C\R and denote by ϑ(·, z) and ϕ(·, z) the unique solutions of the equation
−(p f ′)′ + qf = zwf
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satisfying the boundary conditions
ϑ(0, z) = 1, (p ϑ′)(0, z) = 0, and ϕ(0, z) = 0, (pϕ′)(0, z) = 1,
respectively. Since we assume that ℓ is in the limit point case at ±∞, for each
z ∈ C \ R there is a unique solution
(6.4) ψ±(t, z) = ϕ(t, z)∓m±(z)ϑ(t, z), t ∈ R±,
of the restriction of ±ℓ(f) = zf to R± which belongs to L2w±(R±). Relation (6.4) de-
fines the function m± : C\R→ C uniquely. The function m± is called Titchmarsh-
Weyl coefficient of the restriction of the expression ±ℓ to R±.
A boundary triple for S∗± is
(
C,Γ±0 ,Γ
±
1
)
, where
(6.5) Γ±0 f := (p f
′)(0±), Γ±1 (f) = ∓f(0±), f ∈ dom(S∗±).
It follows from (2.3) and (6.5) that the Titchmarsh-Weyl coefficient defined by
(6.4) coincides with the Weyl function of the operator S± in (6.3) relative to the
boundary triple in (6.5).
Assume additionally, that the coefficients p, q and w satisfy the conditions:
(C3) p > 0 and p′ ∈ AC[−b, b] for all b > 0;
(C4) w = 1.
The following asymptotic for the Titchmarsh-Weyl coefficient m± has been estab-
lished in [25] (see also [52], where the asymptotic of the spectral function was
found). For all z ∈ C \R
(6.6) m±(rz) =
1√
p(0)
1√−zr +O
(
1
r
)
as r → +∞.
It is clear that this asymptotic implies (3.10).
By Theorem 4.6, the coupling A1 of S+ and S− relative to the boundary triples
given in (6.5) coincides with the differential operator A associated with the expres-
sion ℓ in L2w(R).
In addition, assume that the operator S± is nonnegative in the Hilbert space
L2w±(R±). Then the Friedrichs extension S
±
F of S± defined on
dom
(
S±F
)
=
{
f ∈ dom(S∗±) : f(0) = 0}
is also nonnegative in the Hilbert space L2w±(R±). Since dom
(
S±F
)
= ker(Γ±1 ), the
function m⊤± = −1/m± is holomorphic on R− ⊂ ρ(S±F ) and satisfies
lim
x↓−∞
m⊤±(x) = −∞.
By Corollary 4.3 the self-adjoint operator A = A1 is nonnegative in the Kre˘ın space(
L2w(R), [ · , · ]
)
if and only if
(6.7) lim
x↑0
(
m⊤+(x) +m
⊤
−(x)
) ≤ 0.
Assuming that A = A1 is nonnegative, (6.7) yields m
⊤
+(0−),m⊤−(0−) ∈ R.
Therefore, if A1 is nonnegative, then m
⊤
+,m
⊤
− ∈ SM, and consequently, m+,m− ∈
SM. Now, (6.6) and Proposition 2.12 imply that m+,m− ∈ A∞.
Further, by Corollary 3.10 the functions m+ and m− have B∞-property and by
Proposition 5.4 m+ and m− have D∞-property. Therefore, by Theorem 5.7, we
have∞ 6∈ cs(A). This result also follows from [18, Theorem 3.6], which was proved
by completely different methods.
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Moreover, Theorem 5.12 yields that not only A, but an arbitrary nonnega-
tive self-adjoint extension of S+ ⊕ (−S−) in the Kre˘ın space
(
L2w(R), [ · , · ]
)
has
a nonempty resolvent set and ∞ is not its singular critical point.
Example 6.2. Consider the differential expression (6.1) with p = w = 1 and
assume that the potential q ∈ L1loc(R) satisfies∫
R
(1 + |t|)|q(t)|dt < +∞.
These functions clearly satisfy (C1); (C2) follows from [14, Problem 9.4] or [54, The-
orem 1]. Let the operator S± and the corresponding Titchmarsh-Weyl coefficient
m± be as in Example 6.1. Assume that S± is a nonnegative operator in the Hilbert
space L2(R±) and that (6.7) holds. Then the coupling A1, which coincides with
the differential operator A associated with the expression (6.1), is a nonnegative
self-adjoint operator in the Kre˘ın space
(
L2(R), [ · , · ]).
The asymptotic behavior of m± at 0 has been established in [39] as follows. It
was shown that either there exists k± > 0 such that for all z ∈ C \ R we have
(6.8) m±(z) ∼ −k±
√−rz as r → 0,
or there exist a± > 0 and b± ∈ R such that for all z ∈ C \ R we have
(6.9) m±(rz) ∼ a±
b± +
√−rz as r → 0.
Assumption (6.7) implies that the case (6.8) is not possible. Thus (6.9) holds. The
asymptotic in (6.9) implies that for all z ∈ C \ R we have
(6.10) m±(rz)− a±
b±
∼ −a±
b2±
√−rz as r → 0.
Since in Example 6.1 we proved that m+,m− ∈ SM, (6.10) and Proposition 2.12
yield m+,m− ∈ A0. Recall that in Example 6.1 we proved that m+,m− ∈ A∞ and
in [39, Proposition 4.3] it was proved that ker(A) = {0}. Now Theorem 5.12 implies
that A is fundamentally reducible. This has been proved in [39] and Theorem 5.12
provides an alternative proof of this result. Under a stronger assumption on q the
fundamental reducibility of A was proved in [27] using a different approach.
However, Theorem 5.12 implies more. Let A˜ be an arbitrary nonnegative self-
adjoint extension of S+ ⊕ (−S−) in the Kre˘ın space
(
L2(R), [ · , · ]). As in [39,
Proposition 4.3], it follows that ker(A˜) = {0}. Since m+,m− ∈ A0 ∩ A∞, Theo-
rem 5.12 implies that A˜ is fundamentally reducible.
Example 6.3. Consider the differential expression (6.1) with q = 0 and
w(t) =
{
(−t)α− , if t < 0,
tα+ , if t > 0,
and p(t) =
{
(−t)β− , if t < 0,
tβ+ , if t > 0,
with α+, α− > −1 and β+, β− < 1. In this example we use the notation introduced
in Example 6.1. It is clear that the coefficients p, q and w satisfy condition (C1).
In [26, Theorem 1] it was proved that (C2) is also satisfied and that the function
m± has the form
m±(z) = C±(−z)−ν± ,
where
ν± =
1− β±
α± − β± + 2 , C± =
(2k±)
2ν±Γ(1 + ν±)
(1− β±)Γ(1 − ν±) , k± =
α± − β± + 2
2
.
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As in Example 6.1 the coupling A1 of S+ and S− relative to the boundary triples(
C,Γ+0 ,Γ
+
1
)
and
(
C,Γ−0 ,Γ
−
1
)
given in (6.5) coincides with the differential operator
associated in L2w(R) with the expression (6.1) with q = 0 and above p and w.
It follows from Proposition 4.2 that A1 is a nonnegative self-adjoint operator in
the Kre˘ın space
(
L2w(R), [ · , · ]
)
. Moreover, since the equation
(
py′
)′
= 0 does not
have nontrivial solutions in L2w(R), we have ker(A1) = {0}.
As ν± ∈ (0, 1) we have m+,m− ∈ A∞ ∩ A0. Now, Theorem 5.12 implies that
A1 is fundamentally reducible in the Kre˘ın space L
2
w(R). In the case α± = β± = 0
this result was proved in [19] and for α+ = α− and β± = 0 in [29].
However, Theorem 5.12 implies more. Let A˜ be an arbitrary nonnegative self-
adjoint extension of S+ ⊕ (−S−) in the Kre˘ın space
(
L2w(R), [ · , · ]
)
. Then, clearly,
ker(A˜) = {0} and Theorem 5.12 yields that A˜ is fundamentally reducible in the
Kre˘ın space
(
L2w(R), [ · , · ]
)
. In [43] similar results were obtained for the case α+ =
α− and β± = 0.
Example 6.4. In this example we present a nonnegative coupling in a Kre˘ın space
which has a singular critical point at 0. This example is modeled after the example
in [38, Section 5]. It is proved in [38] that for the expression in (6.1) with p = 1,
q = 0 and w(t) = (3|t|+1)−4/3 the corresponding Titchmarsh-Weyl coefficients m+
and m− are m+(z) = m−(z) = 1/
√−z−1/z. From this it was deduced in [38] that
0 is a singular critical point of the associated nonnegative differential operator in
(L2w(R), [ · , · ]). We think that it will be instructive to present a similar example as
a coupling.
First define the Hilbert space K± = L2(R±)⊕ C with the inner product〈(
f±
u±
)
,
(
g±
v±
)〉
±
:=
∫
R±
f±(t)g
∗
±(t)dt+ u±v
∗
±,
f±, g± ∈ L2(R±),
u±, v± ∈ C.
In this space we consider the operator S± given by its graph
gr(S±) =
{{(
f±
∓f(0±)
)
,
(−f ′′±
0
)}
:
f± ∈ W 2,2(R±)
f ′(0±) = 0
}
.
It is easy to see that S± is densely defined and positive. The graph of its adjoint is
gr(S∗±) =
{{(
f±
u±
)
,
( −f ′′±(t)
f ′±(0±)
)}
: f± ∈ W 2,2(R±)
}
.
A boundary triple
(
C,Γ±0 ,Γ
±
1
)
for S± is
Γ±0
(
f±
u±
)
= f ′±(0±), Γ±1
(
f±
u±
)
= ∓f±(0±)− u±.
The corresponding Weyl solution is
ψ±(t, z) =
(∓ exp(∓t√−z)/√−z
1/z
)
, z ∈ C+.
That is,
Γ±0 ψ±(·, z) = 1 and S∗±ψ(·, z) = zψ(z), z ∈ C+.
Therefore the corresponding Weil function is
m±(z) =
1√−z −
1
z
, z ∈ C+.
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The graph of the coupling S1 of the symmetric operators S− and S+ in the direct
sum Hilbert space
K = K+ ⊕K− = L2(R)⊕ C2
is 

 fu+
u−
 ,
 −f ′′f ′(0+)
f ′(0−)
 :
f ∈ W 2,2(R−)⊕W 2,2(R+)
f ′(0+) = f ′(0−),
f(0−)− f(0+) = u− + u+,
 .
By Corollary 4.3 S1 is a nonnegative operator in (K, 〈 · , · 〉).
The following indefinite inner product turns the Hilbert space K = L2(R) ⊕ C2
into a Kre˘ın space: fu+
u−
 ,
 gv+
v−
 := ∫
R
(sgn t)f(t)g(t)∗dt+ u+v
∗
+ − u−v∗−
for all f, g ∈ L2(R) and all u+, u−, v+, v− ∈ C. The direct sum K = K+ ⊕ K− is a
corresponding fundamental decomposition of (K, [ · , · ]).
The graph of the coupling A1 of the operators S− and S+ is
(6.11)


f(t)u+
u−
 ,
−(sgn t)f ′′(t)f ′(0+)
−f ′(0−)
 :
f ∈W 2,2(R−)⊕W 2,2(R+)
f ′(0+) = f ′(0−),
f(0−)− f(0+) = u− + u+,
 .
It follows from (6.11) that ker(A1) = ker(A
2
1) and ker(A1) is spanned by (0 1 −1)⊤.
Since the pair of Weyl functions m+(z) = m−(z) = 1/
√−z − 1/z does not have
D0-property, it follows from Corollary 5.3 that 0 is a singular critical point for A1.
Example 6.5. Consider the following boundary value problem. For an arbitrary
g ∈ L2(R+) find f ∈ L2(R+) such that
(6.12) − f ′′ − zf = g, f ′(0)−
√
2 4
√
zf(0) = 0.
In this example we will show that a linearization of this boundary value problem
in the Kre˘in space
(
L2(R), [ · , · ]) is fundamentally reducible.
Here the Kre˘ın space
(
L2(R), [ · , · ]) is the L2 space introduced in Example 6.1
with w = 1. We also use the fundamental decomposition L2(R) = K+[+˙]K− with
K+ and K− from (6.2).
Let S+ be the minimal operator associated with the differential expression − d2dt2
in the Hilbert space K+ and let
(
C,Γ+0 ,Γ
+
1
)
be the boundary triple for S∗+ given by
Γ+0 f+ = f+(0), Γ
+
1 f+ = f
′
+(0).
The Weyl function of S+ relative to this boundary triple is m+(z) = −
√−z.
Let S− be the differential operator in the Hilbert space
(K−,−[ · , · ]) defined on
dom(S−) =
{
f− ∈W 4,2(R−) : f−(0) = f ′−(0) = f ′′−(0) = 0
}
by S−f− = f
(4)
− . Then the adjoint operator S
∗
− is defined on
dom(S∗−) =
{
f− ∈W 4,2(R−) : f−(0) = 0
}
by the same expression S∗−f− = f
(4)
− . With
Γ−0 f− = f
′
−(0), Γ1f− = −f ′′−(0), f− ∈ dom(S∗−),
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the triple
(
C,Γ−0 ,Γ
−
1
)
is a boundary triple for S∗−. It turns out that
m−(z) = −
√
2 4
√−z
is the corresponding Titchmarsh-Weyl coefficient. By Theorem 4.7 the coupling A1
of the operators S+ and S− in the graph notation takes the form
A1 =
{{(
f+
f−
)
,
(−f ′′+
f
(4)
−
)}
:
f+ ∈ W 2,2(R+), f+(0)− f ′−(0) = 0
f− ∈ W 4,2(R−), f ′+(0)− f ′′−(0) = f−(0) = 0
}
and the compressed resolvent P+(A1−z)−1|K+ of A1 gives a solution of the bound-
ary value problem (6.12) by the formula
f = P+(A1 − z)−1g.
The operator A1 is called a linearization of the boundary value problem (6.12).
By Corollary 4.4 the operator A1 is nonnegative. Since clearly ker(A1) = {0}
and the functions m+ and m− belong to A∞ ∩ A0, Theorem 5.12 yields that the
linearization A1 of (6.12) is fundamentally reducible.
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