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Resumo
Nesta dissertac¸a˜o sera´ apresentado um estudo de classes de me´tricas Riemannianas, tendo como
objetivo um resultado de classificac¸a˜o de so´litons de Ricci gradiente, steady ou shrinking, que
sa˜o localmente conformemente planos. Este resultado e´ baseado em um trabalho de Manuel
Ferna´ndez Lope´z e Eduardo Garc´ıa Rı´o, onde os autores mostram que todo so´liton de Ricci gra-
diente completo, localmente conformemente plano e simplesmente conexo deve ser localmente
isome´trico ao produto warped de uma forma espacial com uma variedade unidimensional. Se,
em adic¸a˜o, tal so´liton for shrinking ou steady, enta˜o deve ser rotacionalmente sime´trico.




In this dissertation it will be presented a study about classes of Riemannian metrics, where
the goal is a classification result of locally conformally flat steady or shrinking gradient Ricci
solitons. This result is based on an article due to Manuel Ferna´ndez Lope´z and Eduardo Garc´ıa
R´ıo, where it is proved that a locally conformally flat gradient Ricci soliton, simply connected,
is locally isometric to an warped product of a space form with an one dimensional manifold.
In addition, if such soliton is shrinking or steady, then it will be rotationally symmetric.
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Introduc¸a˜o
Em seu artigo seminal de 1982, Hamilton [23], com o objetivo de resolver a conjectura da
geometrizac¸a˜o, introduziu o chamado fluxo de Ricci. O fluxo de Ricci e´ uma equac¸a˜o de evoluc¸a˜o
que faz a me´trica evoluir na direc¸a˜o do tensor de Ricci. Uma caracter´ıstica deste fluxo e´ que ele e´
invariante por difeomorfismos, como se pode ver em Chow [1]. Uma classe nota´vel de soluc¸o˜es
para o fluxo de Ricci e´ a classe das soluc¸o˜es auto-similares que, geometricamente, evoluem
sobre o fluxo de Ricci apenas por mudanc¸a de escala. Considerando o conjunto das me´tricas
Riemannianas (em uma dada variedade diferencia´vel) mo´dulo homotetia e difeomorfismo, a
auto-similaridade significa que esta me´trica e´ um ponto fixo para a equac¸a˜o do fluxo de Ricci.
Dessa forma, uma soluc¸a˜o auto-similar na˜o evolui durante o fluxo, se este estiver devidamente
normalizado. Como o objetivo de Hamilton era fazer com que a me´trica evolu´ısse atrave´s do
fluxo para obter uma me´trica conveniente, uma soluc¸a˜o auto-similar seria uma obstruc¸a˜o para
a sua estrate´gia. Isto claramente motivou o estudo da geometria das soluc¸o˜es auto-similares
do fluxo de Ricci, bem como a classificac¸a˜o de tais variedades, como sera´ visto mais adiante.
Como pode ser visto em Chow [1], as soluc¸o˜es auto-similares do fluxo de Ricci podem, em um
certo sentido, ser descritas por uma condic¸a˜o esta´tica, isto e´, uma condic¸a˜o dada na˜o para uma
famı´lia a um paraˆmetro de me´tricas, mas para apenas uma me´trica. Tal me´trica e´ chamada




LXg = λg, para algum campo de vetores X e para alguma constante λ. De
acordo com a constante λ, um so´liton de Ricci e´ dito shrinking, steady ou expanding, conforme
λ for positivo, nulo ou negativo, respectivamente. Pode acontecer que o campo envolvido na
condic¸a˜o de so´liton seja o gradiente de alguma func¸a˜o suave definida na variedade. Tais so´litons
sa˜o chamados de so´litons gradiente. Em [37], Perelman mostrou que, em variedades compactas,
qualquer so´liton deve ser um so´liton gradiente.
Um outro aspecto relevante sobre so´litons de Ricci e´ que eles generalizam as famosas va-
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riedades de Eisntein. Para ver isto basta fazer X = 0 na condic¸a˜o de so´liton. No sentido
contra´rio, Hamilton [25] e Ivey [28] mostraram que no caso compacto, quando o so´liton for
steady ou expanding, estas variedades Riemannianas devem ser variedades de Einstein. No
caso remanescente, quando o so´liton e´ shrinking e ainda no caso compacto, Xiadong Cao [15]
mostrou que os so´litons devem ser variedades de Einstein no caso localmente conformemente
plano. No entanto, existem exemplos de so´litons de Ricci gradiente (necessariamente na˜o lo-
calmente conformemente plano) com λ > 0 que na˜o sa˜o variedades de Einstein (ver Cao [11]
para mais detalhes). No caso na˜o compacto existem tambe´m so´litons de Ricci que na˜o sa˜o
variedades de Einstein. A existeˆncia de so´litons de Ricci que na˜o sa˜o variedades de Einstein
valida a ideia de que estas variedades de fato generalizam tais variedades. Um exemplo e´ o
charuto de Hamilton [24] ou, mais geralmente, o so´liton de Bryant [9]. O so´liton de Bryant e´
um exemplo de so´liton com λ = 0 que na˜o e´ compacto e que na˜o e´ uma variedade de Einstein.
Outras propriedades do so´liton de Bryant e´ que ele e´ localmente conformemente plano e possui
simetria rotacional.
Desde sua aparic¸a˜o, os so´litons de Ricci veˆm sendo objeto de estudo sob diversos pontos de
vista. Um ponto de vista importante e´ o da classificac¸a˜o de so´litons de Ricci conformemente
planos.
No caso compacto, quando o so´liton e´ shrinking, Derdzinski e Eminenti et al [19] mostraram
que as u´nicas possibilidades sa˜o a esfera, com a me´trica canoˆnica, ou um dos seus quocientes.
Ni e Wallach [36] classificaram so´litons shrinking completos localmente conformemente pla-
nos, assumindo que a curvatura de Ricci do so´liton e´ na˜o negativa e que a norma do tensor de
curvatura tem crescimento no ma´ximo exponencial. Nestas condic¸o˜es, o so´liton deve ser Rn, Sn,
R× Sn−1 ou um de seus quocientes. Xiadong Cao, Biao Wang e Zhou Zhang [15] obtiveram o
u´ltimo resultado assumindo apenas que a curvatura de Ricci e´ limitada por baixo. No entanto,
com um trabalho de Zhang [40], foi provado que as hipo´teses de curvatura decorrem das anteri-
ores, alcanc¸ando a classificac¸a˜o no caso shrinking, completo e localmente conformemente plano
. De fato, com estas hipo´teses o autor mostra que o operador de curvatura de tais so´litons e´
na˜o negativo e que o crescimento da sua norma e´ no ma´ximo exponencial.
No caso steady, so´litons completos e rotacionalmente sime´tricos foram classificados por
Bryant [9]. O autor provou que, ale´m do caso Gaussiano Rn, existe um u´nico tal so´liton, a
menos de reescala, que ficou conhecido como so´liton de Bryant, ja´ citado anteriormente. Estas
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sa˜o tambe´m as u´nicas possibilidades no caso steady, completo e localmente conformemente
plano, como mostram Cao e Chen [14].
Esta dissertac¸a˜o ocupa-se em estudar classes de me´tricas Riemannianas, baseando-se em
uma classificac¸a˜o presente no artigo de Lo´pez e Garc´ıa R´ıo [21], onde eles da˜o uma classificac¸a˜o
unificada das classificac¸o˜es supracitadas. De fato, primeiro mostra-se que o so´liton deve ser
rotacionalmente sime´trico assumindo que ele e´ gradiente (com a func¸a˜o potencial na˜o trivial),
completo, localmente conformemente plano e simplesmente conexo, sem fazer refereˆncia quanto
ao sinal da constante λ. Em seguida, e´ feita tal classificac¸a˜o para so´litons gradiente localmente
conformemente planos com λ ≥ 0.
O trabalho possui quatro cap´ıtulos divididos da seguinte maneira. No cap´ıtulo 1 sera˜o
introduzidas as variedades diferencia´veis bem como conceitos da geometria Riemanniana que
sera˜o necessa´rios para o desenvolvimento dos cap´ıtulos seguintes. No cap´ıtulo 2, sera˜o estu-
dadas algumas me´tricas especiais em variedades Riemannianas, com o intuito de tornar claras
propriedades destas me´tricas que aparecem no resultado de classificac¸a˜o. No terceiro cap´ıtulo
sera˜o apresentados alguns lemas e, finalmente, uma classificac¸a˜o para so´litons gradiente. No
cap´ıtulo 4 sera˜o apresentados, sem demonstrac¸a˜o, alguns resultados e definic¸o˜es com o objetivo
de mostrar como a a´rea vem se desenvolvendo. Sera´ exibida uma classificac¸a˜o semelhante no




Grande parte das definic¸o˜es encontradas na primeira e na segunda sec¸a˜o deste cap´ıtulo
podem ser encontradas em Lee [33]. Ja´ para as sec¸o˜es terceira, quarta e quinta foram utilizados
principalmente Lee [32] e do Carmo [18].
Na primeira sec¸a˜o deste cap´ıtulo sera˜o introduzidas as variedades diferencia´veis. Em tais
espac¸os, todas as noc¸o˜es locais da ana´lise podem ser generalizadas. E´ desta generalizac¸a˜o que
trata o desenvolvimento do cap´ıtulo primeiro. Sera˜o introduzidos conceitos como os de vetor
tangente e de campo vetorial. Sera´ explicado tambe´m o que se entende por uma aplicac¸a˜o
diferencia´vel definida entre tais espac¸os, bem como a derivada de uma tal func¸a˜o. Sera´ definida
tambe´m a derivada de Lie de campos de vetores.
Na segunda sec¸a˜o sa˜o introduzidos os tensores, objetos indispensa´veis no tratamento de
muitas propriedades de cara´ter local e global envolvendo variedades diferencia´veis. No fim
desta sec¸a˜o sera´ generalizada a ideia da derivada de Lie para tensores e algumas propriedades
sera˜o listadas.
Na terceira sec¸a˜o deste cap´ıtulo sera˜o introduzidas as variedades Riemannianas. Uma vari-
edade Riemanniana e´ uma variedade diferencia´vel munida de uma me´trica Riemanniana, noc¸a˜o
tambe´m introduzida neste cap´ıtulo. Partindo do fato que toda variedade diferencia´vel possui
uma me´trica Riemanniana, o pro´ximo passo e´ explorar as consequeˆncias da considerac¸a˜o de
uma tal estrutura. Sera´ definida tambe´m uma maneira compat´ıvel com me´trica de derivar
campos de vetores. O aparato te´cnico introduzido e´ a conexa˜o de Levi-Civita. A partir da
conexa˜o de Levi- Civita sera´ introduzido o tensor de curvatura.
Na quarta sec¸a˜o sera´ definido o tensor de Ricci, que e´ o trac¸o do tensor de curvatura. Sera´
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definida tambe´m a curvatura escalar.
Na quinta sec¸a˜o sera˜o definidos alguns operadores diferenciais, generalizando seus ana´logos
Euclidianos. Sera˜o exibidas algumas identidades envolvendo tais operadores.
1.1 Variedades diferencia´veis
Um espac¸o topolo´gico M e´ dito de Hausdorff se, dados dois pontos distintos p e q em M ,
existem vizinhanc¸as U , de p, e V , de q, que sa˜o disjuntas. Um espac¸o topolo´gico e´ dito ter base
enumera´vel se a topologia nele considerada possui uma base com uma quantidade enumera´vel
de abertos, chamados ba´sicos.
Definic¸a˜o 1.1. Uma variedade diferencia´vel de dimensa˜o n e´ um espac¸o topolo´gico M de
Hausdorff, possuindo base enumera´vel e munido com uma colec¸a˜o de homeomorfismos {xα :
Uα → Rn} tais que a colec¸a˜o {Uα} e´ uma cobertura aberta para M e a aplicac¸a˜o
xα ◦ x−1γ : xγ(Uγ ∩ Uα)→ xα(Uγ ∩ Uα)
e´ um difeomorfismo, sempre que Uγ ∩ Uα 6= ∅, para quaisquer ı´ndices α e γ.
A colec¸a˜o {xα : Uα → Rn} e´ chamada de atlas diferencia´vel e a aplicac¸a˜o xα◦x−1γ e´ chamada
de mudanc¸a de cartas. Se um ponto p ∈ M esta´ contido em um aberto Uα como na definic¸a˜o
acima, Uα e´ chamado de vizinhanc¸a coordenada de M em p e a aplicac¸a˜o xα, chamada de carta
coordenada de M em p. E´ de costume denotar uma carta coordenada por (Uα, xα).
Observac¸a˜o 1.1. Sejam M uma variedade diferencia´vel de dimensa˜o n e {xα : Uα → Rn}
um atlas diferencia´vel para M . Seja x : V → Rn um homeomorfismo (sobre sua imagem) que
possui a seguinte propriedade: se (Uα, xα) e´ uma carta coordenada tal que Uα ∩ V 6= ∅, enta˜o
as aplicac¸o˜es x ◦ x−1α e xα ◦ x−1 sa˜o diferencia´veis. Nessas condic¸o˜es, a colec¸a˜o
{xα : Uα → Rn} ∪ {x : V → Rn}
e´ tambe´m um atlas diferencia´vel para M . Sera´ admitido que o atlas de uma variedade dife-
rencia´vel e´ maximal com relac¸a˜o a` propriedade acima, isto e´, uma tal x sempre pertence ao
atlas. E´ sempre poss´ıvel conseguir tal atlas usando o lema de Zorn. A este atlas maximal
chama-se uma estrutura diferencia´vel em M . Sera´ admitido que uma variedade diferencia´vel
sempre esta´ munida com a estrutura diferencia´vel que conte´m o atlas diferencia´vel em questa˜o.
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Definic¸a˜o 1.2. Sejam M e N variedades diferencia´veis, p ∈ M e f : M → N uma aplicac¸a˜o
cont´ınua. Diz-se que f e´ diferencia´vel (suave) em p se existem cartas (U,ϕ)e (V, ψ) tais que
f(U) ⊂ V e
ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V )
e´ uma aplicac¸a˜o diferencia´vel. A aplicac¸a˜o ψ◦f◦ϕ−1 e´ chamada representac¸a˜o local de f . Se f e´
uma bijec¸a˜o diferencia´vel, cuja inversa tambe´m e´ diferencia´vel, f e´ chamada de difeomorfismo.
Alguns comenta´rios sobre essa definic¸a˜o devem ser dados:
1. Primeiro, apesar de a representac¸a˜o em cartas locais de f depender das parametrizac¸o˜es
envolvidas, a propriedade de ser f uma aplicac¸a˜o diferencia´vel na˜o depende das cartas;
2. Segundo, com esta definic¸a˜o, uma parametrizac¸a˜o passa a ser na˜o so´ um homeomorfismo,
mas sim um difeomorfismo. Deste modo, pode-se pensar nas variedades diferencia´veis
como espac¸os que sa˜o localmente difeomorfos ao espac¸o euclidiano.
Definic¸a˜o 1.3. Uma curva em uma variedade diferencia´vel M e´ uma aplicac¸a˜o diferencia´vel
α : (−ε, ε)→M.
Diz-se que α passa por p se α(0) = p.
Seja C∞(M) o conjunto de todas as func¸o˜es suaves definidas em M .
Definic¸a˜o 1.4. O vetor tangente a α em p, ou velocidade de α em p, e´ uma aplicac¸a˜o α′(0) :







Um vetor tangente a M em p e´ o vetor tangente de alguma curva passando por p. O conjunto
de todos os vetores tangentes a M em p e´ denotado por TpM .
Considere um sistema de coordenadas (U,ϕ) tal que ϕ(q) = (x1, . . . , xn), ∀q ∈ U, e ϕ(p) =
(0, . . . , 0). Fixando j ∈ {1, . . . , n} tem-se a curva xj(t) = (0, . . . , t, . . . , 0), onde o t aparece na























para o vetor x′j(0) ∈ TpM ∀j.





























As igualdades acima induzem a seguinte estrutura de R-espac¸o vetorial de dimensa˜o n em TpM .
Dados v, w ∈ TpM , pode-se definir































passa a ser uma base do espac¸o vetorial TpM , que sera´ denotado apenas por {∂1, . . . , ∂n}.
Decorre da mudanc¸a de cartas que as definic¸o˜es acima na˜o dependem do sistema de coordenadas
em questa˜o.
A noc¸a˜o de espac¸o tangente permite introduzir o conceito de diferencial de uma aplicac¸a˜o
diferencia´vel entre duas variedades diferencia´veis.
Definic¸a˜o 1.5. Sejam f : M → N uma aplicac¸a˜o diferencia´vel entre as variedades dife-
rencia´veis M e N , p ∈ M , v ∈ TpM e ϕ ∈ C∞(N) uma aplicac¸a˜o suave. A diferencial de f
em p e´ a aplicac¸a˜o linear
dfp : TpM → Tf(p)N
definida por (dfpv)ϕ = v(ϕ ◦ f).
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Para definir o conceito de subvariedade sa˜o necessa´rias as definic¸o˜es de imersa˜o e de mer-
gulho.
Definic¸a˜o 1.6. Sejam f : M → N uma aplicac¸a˜o diferencia´vel entre as variedades M e N e
dfp : TpM → Tf(p)N sua diferencial em p ∈M . Diz-se que
1. f e´ uma imersa˜o em p, se dfp e´ uma aplicac¸a˜o injetiva. f e´ uma imersa˜o se o for para
todo p ∈M ;
2. uma imersa˜o f e´ um mergulho se for um homeomorfismo sobre sua imagem f(M).
Definic¸a˜o 1.7. Sejam Mm e Nn variedades diferencia´veis. Diz-se que M e´ uma subvariedade
de N se existe uma imersa˜o f : M → N . A variedade N e´ chamada de variedade ambiente.
A proposic¸a˜o seguinte e´ indispensa´vel para a teoria local de subvariedades.
Proposic¸a˜o 1.1. Sejam Nn e Mm na variedades diferencia´veis, f : Nn →Mm uma imersa˜o,
e p ∈ N . Enta˜o existe uma vizinhanc¸a U de p tal que a aplicac¸a˜o f |U : U → N e´ um
homeomorfismo sobre f(U).
Demonstrac¸a˜o. Ver [18].
Dado p ∈M , pode-se identificar a vizinhanc¸a U dada pela proposic¸a˜o 1.1 com sua imagem
f(U). Neste mesmo racioc´ınio, pode-se identificar v ∈ TpM com dfpv ∈ Tf(p)M , bem como p
com f(p). Dessa maneira uma subvariedade pode ser pensada, a menos de propriedades globais,
como um subconjunto da variedade ambiente.
A noc¸a˜o de diferencial de uma aplicac¸a˜o diferencia´vel entre variedades permite estender
muitas noc¸o˜es familiares do espac¸o Euclidiano para uma variedade diferencia´vel qualquer.
Definic¸a˜o 1.8. Seja U um aberto de M . Um campo de vetores em U e´ uma aplicac¸a˜o X que a
cada ponto p ∈M associa um vetor X(p) ∈ TpM . Seja (x1, . . . , xn) um sistema de coordenadas








com func¸o˜es ai : U → R. Diz-se que o campo X e´ diferencia´vel se as func¸o˜es ai sa˜o dife-
rencia´veis.
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Definic¸a˜o 1.9. Se M e´ uma variedade diferencia´vel de dimensa˜o n, a um conjunto de n
campos de vetores diferencia´veis {X1, . . . , Xn} em um aberto U de M tal que o conjunto
{X1(p), . . . , Xn(p)} e´ linearmente independente em TpM chamamos um referencial em U .
Observac¸a˜o 1.2. Campos de vetores satisfazem a regra do produto, isto e´, se X ∈ X(M) e
f, g ∈ C∞(M), enta˜o X(fg) = fX(g) + gX(f).
O conjunto dos campos de vetores diferencia´veis sobre M e´ representado por X(M). Com
as operac¸o˜es pontuais de soma e multiplicac¸a˜o por escalares reais, X(M) se torna um espac¸o
vetorial real. De maneira ana´loga pode-se considerar o dual T ∗pM , de TpM , e o conjunto X
∗(M)
de todas as aplicac¸o˜es η tais que η(p) ∈ T ∗pM . A aplicac¸a˜o η(p) : T ∗pM → R e´ enta˜o chamada
uma 1-forma em TpM e η e´ chamado de um campo de 1-formas em M , ou simplesmente de





, . . . , ∂
∂xn
}
e´ um referencial coordenado, enta˜o pode-se considerar o referencial dual
{dx1, . . . , dxn} tal que dxi( ∂∂xj ) = δij, e assim η(p) =
∑
j
cj(p)dxj. Ale´m disso, da identificac¸a˜o
canoˆnica de TpM com (T
∗
pM)
∗, obte´m-se que ∂
∂xi
pode ser visto como um funcional lineal




Definic¸a˜o 1.10. Sejam M e N variedades diferencia´veis, X ∈ X(N), η ∈ X∗(N) e f : M → N
um difeomorfismo. Enta˜o:
1. O campo de vetores f ∗X ∈ X(M), definido por
(f ∗X)(p) = d(f−1)f(p)(X(f(p))), p ∈M,
e´ chamado de pull back de X por f .
2. A 1-forma f ∗η ∈ X(M) sobre M , definida por
(f ∗η)(Y )(p) = η((dfp(Y ))(p)), p ∈M,
e´ chamado de pull back de η por f .
9










































Como vetores satisfazem a regra do produto (como foi visto na observac¸a˜o 1.2) segue que, na







a combinac¸a˜o XY − Y X, denotada por [X, Y ] e chamada de colchete de Lie de X e Y , e´ um
campo de vetores em M .
Proposic¸a˜o 1.2. Sejam M e N variedades diferencia´veis, X, Y ∈ X(N), f, g ∈ C∞(N) e
h : M → N uma aplicac¸a˜o diferencia´vel. Enta˜o
1. [X, Y ] = −[Y,X];
2. [X + Y, Z] = [X,Z] + [Y, Z];
3. [X, [Y, Z]] + [Z, [X, Y ]] + [Y, [Z,X]] = 0;
4. [fX, gY ] = fg[X, Y ] + fX(g)Y − gY (f)X;
5. h∗[X, Y ] = [h∗X, h∗Y ].
O colchete de Lie [X, Y ] de dois campos de vetores X, Y ∈ X(M) pode ser interpretado
como a taxa de variac¸a˜o de Y ao longo de curvas obtidas a partir do campo X, chamadas as
curvas integrais de X. Tal noc¸a˜o leva a` derivada de Lie. Antes e´ necessa´rio introduzir a noc¸a˜o
de fluxo. Para definir e mostrar a existeˆncia, sera´ considerado o seguinte teorema de Equac¸o˜es
Diferenciais,
Teorema 1.1. Seja X ∈ X(M) e p ∈M . Enta˜o existem ε > 0, U ⊂M vizinhanc¸a de p e uma
func¸a˜o diferencia´vel ϕ : (−ε, ε) × U → M tais que ϕq : (−ε, ε) → M e´ a u´nica curva tal que






para todo q ∈ U . A curva
t 7→ ϕp(t) = ϕ(t, p), p ∈ U
e´ chamada a curva integral de X comec¸ando em p, e a aplicac¸a˜o
q 7→ ϕt(q) = ϕ(t, p), p ∈ U
e´ chamada o fluxo local de X.
Definic¸a˜o 1.11. Sejam M uma variedade diferencia´vel. Um campo X ∈ X(M) e´ chamado
completo se seu fluxo esta´ definido em R×M .
A demonstrac¸a˜o do teorema abaixo pode ser encontrada em [33].
Teorema 1.2. Se M e´ uma variedade diferencia´vel compacta, qualquer campo de vetores e´
completo.
Proposic¸a˜o 1.3. Seja X ∈ X(M) e seja ϕ : (−ε, ε)× U →M seu fluxo. Enta˜o:
1. ϕ0 = Id;
2. ϕt ◦ ϕs = ϕt+s, sempre que t+ s ∈ (−ε, ε).
E, se o campo X for completo, o conjunto de todos os fluxos infinitesimais de X e´ um subgrupo
do grupo de difeomorfismos de M .
Agora a derivada de Lie de campos de vetores pode ser definida. Sejam M uma variedade
diferencia´vel, p ∈ e Y, X ∈ X(M).
Definic¸a˜o 1.12. Define-se a derivada de Lie do campo Y com relac¸a˜o ao campo X, como











onde ϕ e´ o fluxo do campo X.
A demonstrac¸a˜o do pro´ximo resultado pode ser encontrada em [18]. Ele e´ quem estabelece
a interpretac¸a˜o do colchete como taxa de variac¸a˜o.
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Proposic¸a˜o 1.4. Se X, Y ∈ X(M), enta˜o vale a igualdade:
[X, Y ] = LXY.
Esta sec¸a˜o sera´ encerrada tratando das variedades produto. Dadas as variedades dife-
rencia´veis Mm11 e M
m2
2 , e´ poss´ıvel munir o espac¸o produto M1 ×M2 com uma etrutura dife-
rencia´vel tal que, fixando (a, b) ∈M1 ×M2 tem-se:
1. as aplicac¸o˜es pii : M1 × M2 → Mi, definidas por pii(p1, p2) = pi, sa˜o submerso˜es, com
i ∈ {1, 2};
2. as aplicac¸o˜es ϕa : M1 → M1 ×M2 e ϕb : M2 → M1 ×M2, definidas respectivamente por
ϕa(q) = (a, q) e ϕb(p) = (p, b), sa˜o imerso˜es
3. M1 e M2 sa˜o subvariedades de M1 ×M2;
4. a aplicac¸a˜o
T : TaM1 ⊕ TbM2 → T(a,b)(M1 ×M2)
T (V,W ) = (dpi1)aV + (dpi2)bW
e´ um isomorfismo de espac¸os vetoriais (independente de escolhas), isto e´
TaM1 ⊕ TbM2 = T(a,b)(M1 ×M2).
Tal estrutura e´ descrita da seguinte maneira. Dado (a, b) ∈ M1 ×M2, existem cartas (U,ϕ) e
(V, ψ), de a em M1 e de b em M2, respectivamente. Definindo ϕ× ψ :→ Rm1 × Rm2 por
(ϕ× ψ)(x, y) = (ϕ(x), ψ(y)),
e tomando o atlas maximal que conte´m todos as cartas obtidas desta maneira, obte´m-se a
estrutura diferencia´vel desejada em M1 ×M2.
1.2 Tensores em Variedades Diferencia´veis
Um tensor r-contravariante e s-covariante, ou simplesmente um (r, s)-tensor, e´ uma aplicac¸a˜o
(r + s)-linear
T : X(M)× · · · × X(M)︸ ︷︷ ︸
r vezes




O conjunto de todos os (r, s)-tensores, se munido com as operac¸o˜es de soma e multiplicac¸a˜o
pontuais, e´ um espac¸o vetorial sobre R e um mo´dulo sobre C∞(M).
Com o objetivo de encontrar uma R-base para tal conjunto, sera´ definida uma aplicac¸a˜o ⊗
tal que, dados T , (r1, s1)-tensor de M , e G, (r2, s2)-tensor de M , associa um (r1 + r2, s1 + s2)-
tensor de M , denotado por T ⊗G. Sejam T um (r1, s1)-tensor e G um (r2, s2)-tensor. Define-se
o (r1 + r2, s1 + s2)-tensor T ⊗G pela fo´rmula
T ⊗G(X1, . . . , Xr1 , Xr1+1, . . . , Xr1+r2 , η1, . . . , ηs1 , ηs1+1, . . . , ηs1+s2) =
T (X1, . . . , Xr1 , η1, . . . , ηs1)G(Xr1+1, . . . , Xr1+r2 , ηs1+1, . . . , ηs1+s2).
Segue desta definic¸a˜o que T⊗G e´ realmente um (r1 +r2, s1 +s2)-tensor. Fixando um sistema de
coordenadas (x1, . . . , xn) em M e considerando T um (r, s)-tensor em M , X1, . . . , Xr ∈ X(M)









onde k ∈ {1, . . . , r} e i ∈ {1, . . . , s}, obte´m-se
T (X1, . . . , Xr, η1, . . . , ηs) =∑
j1,...,jr
α1,...,αs
















T j1···jrα1···αsdxjk ⊗ · · · ⊗ dxjr ⊗ ∂α1 ⊗ · · · ⊗ ∂αs
)
(X1, . . . , Xr, η1, . . . , ηs).
Dessa forma T pode ser escrito como
T =
∑
T j1···jrα1···αsdxα1 ⊗ · · · ⊗ dxαs ⊗ ∂j1 ⊗ · · · ⊗ ∂jr .
Isto mostra que o conjunto
Ω =
{
dxα1 ⊗ · · · ⊗ dxαs ⊗ ∂j1 ⊗ · · · ⊗ ∂jr
∣∣ 1 ≤ jl, αi ≤ n, 1 ≤ l ≤ r, 1 ≤ i ≤ s}
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gera o conjunto dos (r, s)−tensores de M . Tem-se tambe´m que β e´ um conjunto linearmente
independente pois, considerando a combinac¸a˜o linear nula∑
Aj1···jrα1···αsdxα1 ⊗ · · · ⊗ dxαs ⊗ ∂j1 ⊗ · · · ⊗ ∂jr = 0,
e fixando j1 · · · jr, α1 · · ·αs ∈ {1, . . . , n}, pode-se tomar o vetor
(∂j1 ⊗ · · · ⊗ ∂jr , dxα1 , . . . , dxαs) ∈ X(M)× · · ·X(M)× X∗(M)× · · ·X∗(M). (1.2)
Assim Aj1···jrα1···αs = 0 e, pela arbitrariedade de 1.2, segue que Ω e´ um conjunto linearmente
independente.
As func¸o˜es T j1···jrα1···αs : M → R sa˜o ditas os coeficientes do tensor T na base Ω. Tambe´m
representa-se um tensor T por (T j1···jrα1···αs).
Definic¸a˜o 1.13. Diz-se que um (r,s)-tensor T e´ diferencia´vel se os seus coeficientes o sa˜o em
alguma base de T rs (M). Denota-se o conjunto de todos os (r,s)-tensores diferencia´veis de M
por T rs (M).
Observac¸a˜o 1.3. As aplicac¸o˜es s-lineares T : X(M)× X(M)︸ ︷︷ ︸
s vezes
→ X(M) podem ser vistas como
(1, s)-tensores da seguinte maneira. Dados X1, . . . , Xs ∈ X(M) e η ∈ X∗(M), definimos T ∗ ∈
T 1s (M) como:
T ∗(X1, . . . , Xs, η) = η(T (X1, . . . , Xs)).
Da maneira como foi definido, T ∗ e´ realmente um (1, s)-tensor. Por isso e´ comum, algumas
vezes, chamar uma aplicac¸a˜o T , como descrita aqui, de um (1, s)-tensor.
Dentre o conjunto dos (0,s)-tensores, sera˜o destacados aqui os tensores sime´tricos e os ten-
sores anti-sime´tricos que sera˜o definidos abaixo.
Definic¸a˜o 1.14. Sejam T ∈ T 0s (M) um (0,s)-tensor em M e (Tα1···αs) sua representac¸a˜o em
coordenadas. Diz-se que T e´ sime´trico se
T (∂α1 , . . . , ∂αi , . . . , ∂αl . . . , ∂αs) = T (∂α1 , . . . , ∂αl , . . . , ∂αi , . . . , ∂αs), ∀i, l ∈ {1, . . . , s}
e que ele e´ anti-sime´trico se
T (∂α1 , . . . , ∂αi , . . . , ∂αl . . . , ∂αs) = −T (∂α1 , . . . , ∂αl , . . . , ∂αi , . . . , ∂αs), ∀i, l ∈ {1, . . . , s}
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Da mesma maneira define-se tensores covariantes sime´tricos e anti-sime´tricos.
Agora sera´ definido o pull back de um (0,s)-tensor.
Definic¸a˜o 1.15. Sejam M e N variedades diferencia´veis, f : M → N uma aplicac¸a˜o dife-
rencia´vel e T ∈ T 0s (N) um (0,s)-tensor em N . O pull back de T e´ o (0,s)-tensor f ∗T ∈ T 0s (M)
definido por
(f ∗T )(X1, . . . , Xs) = T (df(X1), . . . , df(Xs)).
Se G ∈ T rs (N) e se f for um difeomorfismo, o pull back de G e´ o (r,s)-tensor f ∗G ∈ T rs (M)
definido por
(f ∗G)(X1, . . . , Xs, η1, . . . , ηr) = G(df(X1), . . . , df(Xs), η1 ◦ df, . . . , ηr ◦ df).
Observac¸a˜o 1.4. Sejam M, N e O variedades diferencia´veis, f : M → N e h : N → O
aplicac¸o˜es diferencia´veis, e G, T ∈ T 0s (O). Enta˜o:
1. (h ◦ f)∗T = f ∗h∗T ;
2. f ∗(T +G) = f ∗T + f ∗G.
Agora pode-se definir a derivada de Lie para tensores.
Definic¸a˜o 1.16. Sejam T ∈ T 0s (M) e X ∈ X(M). A derivada de Lie LXT do tensor T na











onde ϕ e´ o fluxo do campo X.
Algumas propriedades da derivada de Lie de tensores e´ dada pela proposic¸a˜o abaixo.
Proposic¸a˜o 1.5. Sejam M uma variedade diferencia´vel, X ∈ X(M), T,G ∈ T 0s e f ∈ C∞(M).
Enta˜o:
1. LXf = Xf ;
2. LX(fT ) = (LXf)T + fLXT ;
3. LX(T ⊗G) = LXT ⊗G+ T ⊗ LXG;
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4. (LXT )(X1, . . . , Xs) = X(A(X1, . . . , Xs))− T ([X,X1], . . . , Xs)− · · · − T (X1, . . . , [X,Xs]).






















































= (dϕ−1t0 )ϕt0 (p)(X(ϕt(p)))
= (ϕ∗t0X)(ϕt−t0(p)),
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Seja M uma variedade diferencia´vel. Para falar em objetos geome´tricos em M , como por
exemplo a a´rea de uma regia˜o ou o comprimento de uma curva, sera´ necessa´rio considerar um
tensor em M , chamado de me´trica Riemanniana. Uma me´trica Riemanniana introduz em cada
espac¸o tangente um produto interno. Ale´m disso, e´ exigido de um tal objeto que ele varie
diferenciavelmente com os pontos de M .
Definic¸a˜o 1.17. Seja M uma variedade diferencia´vel. Uma me´trica Riemanniana g em M
e´ um (0, 2)-tensor sime´trico, diferencia´vel, que e´ positivo definido para todo p ∈ M , isto e´, a
forma bilinear gp : TpM × TpM → R e´ positiva definida. Uma variedade Riemanniana, (M, g),
e´ uma variedade diferencia´vel na qual foi escolhida uma me´trica Riemanniana g.
Exemplo 1.1 (Espac¸o Euclidiano). O espac¸o Euclidiano n-dimensional e´ o conjunto Rn, de
todas as n-uplas de nu´meros reais, munido com a me´trica Euclidiana, que e´ definida em cada
ponto x = (x1, . . . , xn) pelo produto interno Euclidiano, isto e´, por






onde V = (v1, . . . , vn), W = (w1, . . . , wn) ∈ TxRn = Rn.
Exemplo 1.2 (Esfera). A esfera n-dimensional e´ definida como sendo o conjunto Rn = {x ∈
Rn+1; gE(x, x) = 1}, onde a me´trica e´ dada pela restric¸a˜o da me´trica Euclidiana, em cada
espac¸o tangente.
Exemplo 1.3 (Espac¸o hiperbo´lico). O espac¸o hiperbo´lico n-dimensional e´ definido como sendo










Exemplo 1.4 (Pull Back). Sejam (M, g) uma variedade Riemanniana, N uma variedade di-
ferencia´vel e f : N → M uma imersa˜o. Enta˜o o pull back f ∗g do tensor g e´ uma me´trica
Riemanniana em N . Sendo assim, (N, f ∗g) e´ uma variedade Riemanniana.
Sempre existem me´tricas Riemannianas em variedades diferencia´veis.
Proposic¸a˜o 1.7. Seja M uma variedade diferencia´vel. Enta˜o existe uma me´trica Riemanni-
ana.
Demonstrac¸a˜o. Ver [18].
Na demonstrac¸a˜o deste fato e´ essencial que o espac¸o topolo´gico subjacente seja de Hausdorff
e que ele possua base enumera´vel. O interesse existe pois tais hipo´teses garantem a existeˆncia
de certo aparato te´cnico, chamado de partic¸a˜o da unidade. Partic¸o˜es da unidade sa˜o u´teis
para, de certa forma, colar me´tricas definidas no domı´nio de cada atlas atrave´s do pull-back da
me´trica euclidiana, obtendo assim, uma me´trica definida em toda a variedade.
As pro´ximas definic¸o˜es sa˜o para introduzir a noc¸a˜o de curva e comprimento de arco.
Definic¸a˜o 1.18. Sejam M uma variedade diferencia´vel e p, q ∈M . Uma curva α : [a, b]→M
liga p a q se α(a) = p e se α(b) = q. Uma curva α : [a, b]→M e´ diferencia´vel se existem ε > 0
e uma curva diferencia´vel α˜ : (−ε, ε)→M tal que [a, b] ⊂ (−ε, ε) e α˜|[a,b] = α.








Definic¸a˜o 1.20. Uma curva α : [a, b]→M e´ chamada regular por partes se existe uma partic¸a˜o
de [a, b],
a = t0 < t1 < · · · < tn−1 < tn = b,
tal que a curva α|[ti,ti+1], 0 ≤ i ≤ n − 1, e´ diferencia´vel. O comprimento de arco de uma tal








A noc¸a˜o de comprimento de arco permite dar a` variedade Riemanniana (M, g) uma estrutura
de espac¸o me´trico de modo que a topologia induzida pela me´trica coincide com a topologia que
foi considerada inicialmente em M .
Agora pode-se definir uma func¸a˜o distaˆncia em uma variedade Riemanniana.
Definic¸a˜o 1.21. Sejam (M, g) uma variedade Riemanniana e p, q ∈ M . Denote por Λp,q o
conjunto de todas as curvas regulares por partes ligando p a q. A distaˆncia de p ate´ q, induzida
por g, e´ definida como
d(p, q) = inf{l(α);α ∈ Λp,q}.
Observac¸a˜o 1.5. Para ver que a func¸a˜o da definic¸a˜o anterior define uma func¸a˜o distaˆncia na
variedade Riemanniana (M, g) e, que a topologia induzida pela distaˆncia e´ a mesma do espac¸o
topolo´gico considerado inicialmente, veja [32].
Definic¸a˜o 1.22. Uma variedade Riemanniana (M, g) e´ chamada completa se a func¸a˜o distaˆncia
induzida pela me´trica faz de M um espac¸o me´trico completo.
Seja M um espac¸o topolo´gico. Quando em M considera-se uma estrutura diferencia´vel,
dada uma outra variedade diferencia´vel que seja difeomorfa a M , elas sa˜o indistingu´ıveis do
ponto de vista da diferenciabilidade. Quando escolhe-se uma me´trica Riemanniana em uma
variedade diferencia´vel, as func¸o˜es que cumprem o papel dos difeomorfismos sa˜o as isometrias.
Sejam (M, g) e (N, h) variedades Riemannianas e seja f : M → N uma aplicac¸a˜o dife-
rencia´vel.
Definic¸a˜o 1.23. Se f e´ um difeomorfismo, diz-se que f e´ uma aplicac¸a˜o conforme se existe uma
aplicac¸a˜o ϕ : M → R+ tal que gp = ϕ(p)(f ∗h)p. Neste caso diz-se que M e N sa˜o conformes
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e ϕ e´ chamado de fator conforme. Se ϕ ≡ 1, diz-se que f e´ uma isometria e que M e N sa˜o
isome´tricas.
Definic¸a˜o 1.24. Dado p ∈ M , diz-se que f e´ localmente conforme (isometria local) em p se
existe uma vizinhanc¸a U ⊂M de p tal que f : U → f(U) e´ uma aplicac¸a˜o conforme (isometria).
Se f e´ localmente conforme (isometria local) em p, para todo p ∈ M , diz-se que M e N sa˜o
localmente conformes (localmente isome´tricas). Neste caso diz-se tambe´m que a me´trica g e´
localmente conforme (localmente isome´trica) a` me´trica h.
Com as definic¸o˜es que vira˜o, ficara´ claro o quanto a noc¸a˜o de me´trica Riemanniana enriquece
uma variedade diferencia´vel. Sera˜o definidos abaixo conceitos como divergente, gradiente, La-
placiano e outros. A me´trica tambe´m permite definir o chamado tensor de curvatura, de onde
derivam outros tensores, como por exemplo, a curvatura seccional e a curvatura de Ricci. De
nota´vel interesse e´ tambe´m o tensor de Ricci. Primeiro, sera´ definida uma maneira de derivar
campos de vetores.
Definic¸a˜o 1.25. Seja M uma variedade diferencia´vel. Uma conexa˜o afim em M e´ uma atri-
buic¸a˜o
∇ : (X, Y ) ∈ X(M)× X(M) 7→ ∇XY ∈ X(M),
tal que:
1. ∇ e´ C∞(M)-linear em X, isto e´: ∇X+fZY = ∇XY + f∇ZY ;
2. ∇ e´ aditiva em Y , isto e´: ∇X(Y + Z) = ∇XY +∇XZ;
3. ∇ e´ uma derivac¸a˜o em Y , isto e´: ∇X(fY ) = f∇XY +X(f)Y.
Ale´m disso, ∇ e´ dita sime´trica se:
4. ∇XY −∇YX = [X, Y ].
Considerando uma me´trica Riemanniana g em M , diz-se que ∇ e´ compat´ıvel com a me´trica se:
5. Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ);
Se uma conexa˜o afim em uma variedade Riemanniana satisfaz 4. e 5., enta˜o ela e´ chamada de
conexa˜o Riemanniana. O campo ∇XY e´ chamado a derivada covariante de Y com relac¸a˜o a
X.
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Sejam {∂1, . . . , ∂n} um referencial coordenado em M e sejam X =
∑
i




Usando as propriedades que definem a conexa˜o de Levi-Civita de g, a expressa˜o do campo ∇XY
em coordenadas locais e´:
















Como ∇∂i∂j e´ um campo de vetores, ele pode ser escrito como combinac¸a˜o linear da base


















onde as func¸o˜es coordenadas Γkij, que sa˜o suaves, sa˜o chamadas de s´ımbolos de Christoffel.
Observac¸a˜o 1.6. A equac¸a˜o 1.3 revela uma informac¸a˜o sobre a conexa˜o Riemanniana: apesar
de ser definida para campos definidos em M , ∇XY depende apenas dos valores de X no ponto
p e dos valores de Y ao longo de uma curva integral de X. E´ poss´ıvel enta˜o falar da derivada
covariante de um campo Y ao longo de uma curva γ com relac¸a˜o a um vetor v ∈ TpM . Para
mais detalhes veja [18].
O teorema abaixo diz que sempre existe uma conexa˜o Riemanniana em uma variedade
Riemanniana.
Teorema 1.3 (Levi-Civita). Seja (M, g) uma variedade Riemanniana. Enta˜o existe uma u´nica
conexa˜o Riemanniana em (M, g).
Demonstrac¸a˜o. Ver [18].
Por causa do Teorema acima acima, uma conexa˜o Riemanniana e´ tambe´m chamada de
conexa˜o de Levi-Civita.
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Como pode-se ver em [18], a demonstrac¸a˜o deste teorema consiste em estabelecer a equac¸a˜o
2g(∇XY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X, Y ) + g([X, Y ], Z) + g([Z,X], Y ) + g([Y, Z], X),
conhecida como fo´rmula de Koszul. Uma simples aplicac¸a˜o da fo´rmula de Koszul e´ dada na
proposic¸a˜o abaixo.
Proposic¸a˜o 1.8. Sejam (M, g) uma variedade Riemanniana com conexa˜o de Levi-Civita ∇g e
c uma constante positiva. Enta˜o h, definida por h(X, Y ) = cg(X, Y ), e´ uma me´trica Rieman-
niana em M tal que ∇h = ∇g.
Demonstrac¸a˜o. Que h e´ uma me´trica Riemanniana decorre imediatamente das propriedades de
g e do fato de c ser uma constante positiva. Decorre da fo´rmula de Koszul que ∇g e´ a conexa˜o
de Levi-Civita de h. De fato,
2h(∇gXY, Z) = 2cg(∇gXY, Z)
= c(Xg(Y, Z) + Y g(X,Z)− Zg(X, Y ) + g([X, Y ], Z) + g([Z,X], Y ) + g([Y, Z], X))
= X(cg(Y, Z)) + Y (cg(X,Z))− Z(cg(X, Y )) + cg([X, Y ], Z) + cg([Z,X], Y )
+ cg([Y, Z], X)
= Xh(Y, Z) + Y h(X,Z)− Zh(X, Y ) + h([X, Y ], Z) + h([Z,X], Y ) + h([Y, Z], X),
e isto conclui que ∇h = ∇g.
Agora sera´ introduzido o conceito de geode´sica, noc¸a˜o fundamental na teoria das variedades
Riemannianas que generaliza, em um certo sentido, as retas dos espac¸os Euclidianos para
variedades Riemannianas mais gerais.
Definic¸a˜o 1.26. Sejam (M, g) uma variedade Riemanniana, X ∈ X(M) e γ : (−ε, ε) → M
uma curva regular em M . O campo X e´ dito paralelo se ∇γ′X = 0. A curva γ e´ uma geode´sica
se o seu campo tangente γ′ e´ paralelo ao longo de γ.
A definic¸a˜o abaixo conte´m dois tipos de referenciais que sera˜o muito u´teis.
Definic¸a˜o 1.27. Sejam p ∈ M e U ⊂ M um aberto contendo p. Um referencial {e1, . . . , en},
definido no conjunto U , e´ ortonormal se gq(ei(q), ej(q)) = δij. Ele e´ geode´sico em p, se ele e´
ortonormal e se (∇eiej)(p) = 0.
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Observac¸a˜o 1.7. Em 1.21 foi definida a distaˆncia induzida por uma me´trica Riemanniana
de um ponto p = γ(a) a` um ponto q = γ(b). Pode acontecer de o ı´nfimo ser realizado por
uma curva. E´ poss´ıvel provar (ver em [18]) que, neste caso, a curva e´ uma geode´sica neste
intervalo. A rec´ıproca na˜o e´ va´lida: nem toda geode´sica ligando dois pontos realiza a distaˆncia
entre eles, isto e´, o comprimento da porc¸a˜o da curva entre estes dois pontos pode ser maior do
que distaˆncia entre eles.
Definic¸a˜o 1.28. Seja (M, g) uma variedade Riemanniana. Uma geode´sica γ : (−ε, ε)→ M e´
dita maximal se na˜o existem ε˜ > ε e outra geode´sica γ˜ : (−ε˜, ε˜) → M tal que γ˜|(−ε,ε) = γ. Se
toda geode´sica maximal esta´ definida em R, enta˜o (M, g) e´ dita geodesicamente completa .
Teorema 1.4 (Hopf-Hinow). Uma variedade Riemanniana (M, g) e´ completa se, e somente
se, e´ geodesicamente completa.
Demonstrac¸a˜o. Ver Lee [32].
Uma consequeˆncia muito importante do Teorema de Hopf-Hinow e´ o seguinte resultado,
cuja demonstrac¸a˜o tambe´m pode ser encontrada em [32].
Corola´rio 1.1. Se a variedade Riemanniana (M, g) e´ completa, enta˜o dois quaisquer de seus
pontos podem ser ligados por uma geode´sica minimizante.
Demonstrac¸a˜o. Ver O’Neill [35].
Existe tambe´m uma caracterizac¸a˜o de variedades Riemannianas completas, dada atrave´s de
conjuntos fechados e limitados. Mais precisamente:
Teorema 1.5. Uma variedade Riemanniana e´ completa se, e somente se, os conjuntos fechados
e limitados sa˜o compactos.
Demonstrac¸a˜o. Ver Lee [32].
Agora sera´ definido o tensor de curvatura.
Definic¸a˜o 1.29. Seja (M, g) uma variedade Riemanniana com conexa˜o de Levi-Civita ∇. O
operador de curvatura da me´trica g
Rm : X(M)× X(M)× X(M)→ X(M)
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e´ definido pela regra
Rm(X, Y )Z = ∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z.





onde os Rlijk sa˜o as func¸o˜es coordenadas do operador de curvatura Rm.
Definic¸a˜o 1.30. O tensor de curvatura de g e´ o (0, 4)-tensor que a cada quatro campos orde-
nados (X, Y, Z, V ) em M associa a func¸a˜o
Rm(X, Y, Z, V ) = g(Rm(X, Y )Z, V ).
Em coordenadas locais, tem-se







A pro´xima proposic¸a˜o lista algumas propriedades do tensor de curvatura.
Proposic¸a˜o 1.9. Simetrias do tensor de curvatura.
1. Rijkl = Rklij = −Rjikl = −Rijlk;
2. Rijkl +Rjkil +Rkijl = 0 (identidade alge´brica de Bianchi);
3. ∇iRjklm +∇jRkilm +∇kRijlm = 0 (identidade diferencial de Bianchi).
Demonstrac¸a˜o. Ver [32].
E´ poss´ıvel mostrar que, dados campos linearmente independentes X, Y ∈ X(M), a expressa˜o
g(Rm(X, Y )X, Y )
g(X,X)g(Y, Y )− (g(X, Y ))2
na˜o depende dos campos X e Y , mas apenas do plano gerado por estes dois campos.
Definic¸a˜o 1.31. Sejam X, Y ∈ X(M) campos linearmente independentes e p ∈ M tais que




g(x, x)g(y, y)− (g(x, y))2 .
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Pode ser dif´ıcil manipular o tensor de curvatura, pois ele depende de 4 campos de vetores.
Em [18] pode-se ver que o conhecimento de todas as curvaturas seccionais permite reobter o
tensor de curvatura. Ale´m disso, a curvatura seccional e´ algebricamente mais fa´cil de manipular,
pois ela depende apenas de dois campos de vetores.
Teorema 1.6. Seja (M, g) uma variedade Riemanniana. A curvatura seccional de M e´ uma
constante K0 se, e somente se, seu operador de curvatura e´ dado por
R(X, Y )Z = K0(g(X,Z)Y − g(Y, Z)X).
Demonstrac¸a˜o. Ver [32].
Exemplo 1.5. O espac¸o Euclidiano n-dimensional possui curvatura seccional constante igual
a 0.
Exemplo 1.6. A esfera n-dimensional possui curvatura seccional constante igual a 1.
Exemplo 1.7. O espac¸o hiperbo´lico n-dimensional possui curvatura seccional constante igual
a −1.
Definic¸a˜o 1.32. Uma variedade Riemanniana completa que possui curvatura seccional cons-
tante e´ chamada de forma espacial.
Um dos resultados mais importantes sobre as formas espaciais e´ o teorema abaixo.
Teorema 1.7. Seja (M, g) uma forma espacial simplesmente conexa com curvatura constante
K. Enta˜o ela e´ isome´trica a
1. Sn, se K = 1;
2. Rn, se K = 0;
3. Hn, se K = −1.
Demonstrac¸a˜o. Ver [32].
O objetivo agora e´ introduzir a noc¸a˜o de subvariedade Riemanniana. Se (M
m
, g) e´ uma
variedade Riemanniana, a existeˆncia de uma imersa˜o f : M → M faz de Mn uma variedade
25
Riemanniana, considerando-se a me´tria induzida em M . Para cada ponto p, toma-se a vi-
zinhanc¸a U , que faz de f um mergulho, e considera-se a me´trica f ∗g no aberto U . Feitas
estas considerac¸o˜es, f(U) passa a ser chamada de subvariedade Riemanniana de (M, g), que
sera´ identificado com U . Tal identificac¸a˜o pode ser feita, uma vez que a maioria das questo˜es
discutidas neste trabalho sera˜o locais. Se m = n+ 1, enta˜o U e´ chamada de hipersuperf´ıcie.
Seja (M, g) uma subvariedade Riemanniana de (M, g). Denotando a conexa˜o de Levi-Civita
de (M, g) por ∇ e a conexa˜o de Levi-Civita de (M, g) por ∇, pode-se verificar que ∇XY =
(∇XY )T , onde (∇XY )T (p) e´ projec¸a˜o de ∇XY sobre TpM , X, Y ∈ X(M) e X,Y ∈ X(M), de
modo que X(p) = X(p) e Y (p) = Y (p), para todo p ∈M . Tem-se enta˜o a seguinte definic¸a˜o.
Definic¸a˜o 1.33. A segunda forma fundamental da imersa˜o f e´ uma aplicac¸a˜o
II : X(M)× X(M)→ X⊥(M)
definida como
II(X, Y ) = (∇XY )⊥ = ∇XY −∇XY.
A importaˆncia da segunda forma fundamental sera´ revelada com a chamada fo´rmula de
Gauss. Esta fo´rmula mostra de que maneira a segunda forma relaciona os tensores de curvatura
de M e de M .
Teorema 1.8 (Fo´rmula de Gauss). Seja M uma subvariedade Riemanniana de (M, g). Deno-
tando por Rm e Rm os tensores de curvatura de M e M , respectivamente, tem-se
g(Rm(X, Y )Z,W ) = g(Rm(X, Y )Z,W ) + g(II(X,Z), II(Y,W ))− g(II(X,W ), II(Y, Z)),
onde X, Y, Z,W ∈ X(M).
Demonstrac¸a˜o. Ver [18].
Em termos de curvatura seccional tem-se o seguinte corola´rio.
Corola´rio 1.2. Sejam K e K as curvaturas seccionais de M e M , respectivamente, e X, Y ∈
X(M) campos linearmente independentes (possivelmente localmente). Enta˜o
K(X, Y ) = K(X, Y ) +
g(II(X,X), II(Y, Y ))− g(II(X, Y ), II(X, Y ))
g(X,X)g(Y, Y )− (g(X, Y ))2 .
De acordo com a segunda forma fundamental, destacam-se dois tipos de variedades.
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Definic¸a˜o 1.34. Sejam (Mm, gM) uma variedade Riemanniana e (N
n, gN) uma subvariedade
Riemanniana de M . N e´ dita totalmente umb´ılica (em M) se existe um campo η ∈ X⊥(N)
tal que IIN = gNη. Se o campo η for identicamente nulo, enta˜o diz-se que N e´ totalmente
geode´sica (em M).
1.4 Tensor de Ricci
Ale´m da curvatura seccional, e´ poss´ıvel definir outros tensores que sa˜o muito importantes do
ponto de vista da geometria da me´trica g. Sera˜o descritos agora o tensor de Ricci, a curvatura
de Ricci e a curvatura escalar de uma me´trica g. Para isto, sera´ introduzido o conceito de trac¸o
de um (0, s)-tensor. A definic¸a˜o na˜o sera´ feita diretamente, mas as observac¸o˜es que seguira˜o
dara˜o consisteˆncia ao que sera´ definido.
Observac¸a˜o 1.8. Uma me´trica Riemanniana identifica os conjuntos T 01 (M) e T
1
0 (M), asso-
ciando para cada campo de vetores X a forma diferencial X∗, definida por X∗(Y ) = g(X, Y )
para todo Y e, reciprocamente, a cada forma diferencial η, um campo de vetores η∗, onde
η(X) = g(X, η∗) para todo X.
Observac¸a˜o 1.9. Dado um (1, s)-tensor T , pode-se associar a ele, de maneira u´nica, uma
aplicac¸a˜o, denotada por T ∗, que a cada s-upla de campos atribui um campo de maneira linear.
Tal aplicac¸a˜o e´ definida por
T (X1, . . . , Xs, η) = g(T
∗(X1, . . . , Xs), η∗),
onde η∗ e´ definido na observac¸a˜o acima. Tendo a observac¸a˜o 1.3 em mente, e´ natural perguntar
qual a relac¸a˜o entre (T ∗)∗, o qual sera´ denotado por T ∗∗, e T , pelo fato de ambos possu´ırem a
mesma natureza, isto e´, ambos sa˜o (1, s)-tensores. Descrevamos a relac¸a˜o entre eles.
Utilizando a observac¸a˜o 1.3 e a definic¸a˜o do campo η∗, tem-se:
T ∗∗(X1, . . . , Xs, η) = g(T ∗(X1, . . . , Xs), η∗)
= η(T ∗(X1, . . . , Xs))
= T (X1, . . . , Xs, η),
donde T ∗∗ = T .
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Definic¸a˜o 1.35. Seja (M, g) uma variedade Riemanniana.
1. Se
T : X(M)× . . .× X(M)︸ ︷︷ ︸
s vezes
→ X(M)
e´ uma aplicac¸a˜o s-linear e, se 1 ≤ j ≤ s, o j-e´simo trac¸o da aplicac¸a˜o T e´ o tensor
trjT ∈ T 0s−1(M) definido por:
(trjT )(X1, . . . , Xs−1) =
n∑
i=1
g(T (X1, . . . , Xj−1, ei, Xj+1, . . . , Xs−1), ei),
com X1, . . . , Xs−1 ∈ X(M) e {e1, . . . , en} uma base ortonormal;
2. Se T for uma (0, s)-forma linear, utilizamos a aplicac¸a˜o T ∗, dada pela observac¸a˜o 1.9,
para definir o j -e´simo trac¸o de T , isto e´, trjT = trjT
∗;
3. Se s = 1, enta˜o o primeiro trac¸o de T e´ chamado apenas de trac¸o e denotado por trT .
Observac¸a˜o 1.10. A definic¸a˜o acima na˜o depende da base utilizada.
Agora pode-se definir o tensor de Ricci.
Definic¸a˜o 1.36. O tensor de Ricci da me´trica g e´ o (0, 2)-tensor Ric : X(M) × X(M) →
C∞(M), definido pelo segundo trac¸o do operador de curvatura Rm, isto e´,
tr2(Rm) = Ric.
Se X ∈ X(M) e´ tal que ‖X‖ = 1, a curvatura de Ricci na direc¸a˜o de X e´ definida como
ric(X) = Ric(X,X).
Considerando um sistema de coordenadas (x1, . . . , xn), define-se as coordenadas do tensor























Agora, escrevendo ∂l =
∑
k































































Atrave´s de restric¸o˜es feitas na curvatura de Ricci, pode-se obter respostas quanto a` topologia
da variedade diferencia´vel. Um exemplo e´ o Teorema de Bonnet-Myers.









Como corola´rio do teorema acima, tem-se.
Corola´rio 1.3. Se M e´ uma variedade Riemanniana completa com curvatura seccional K ≥
1
r2
> 0, enta˜o M e´ compacta, diam(M) ≤ pir e o grupo fundamental pi1(M) e´ finito.
Definic¸a˜o 1.37. A curvatura escalar R : M → R, da me´trica g, e´ definida como sendo o trac¸o
do tensor de Ricci , isto e´,
R = tr(Ric∗),
onde Ric∗ e´ dado pela observac¸a˜o 1.9.













































Como consequeˆncia direta das definic¸o˜es dadas acima, obte´m-se a seguinte proposic¸a˜o.
Proposic¸a˜o 1.10. Sejam (M, g) uma variedade Riemanniana e c ∈ R+. Considere a me´trica
cg em M . Enta˜o:











1.5 Hessiano, Laplaciano e divergente
Agora sera˜o definidos os operadores diferenciais Hessiano, Laplaciano e divergente. Para tanto
necessita-se do conceito de vetor gradiente.
Definic¸a˜o 1.38. Sejam (M, g) uma variedade Riemanniana e f : M → R uma aplicac¸a˜o suave.
O gradiente de f e´ o u´nico campo de vetores ∇f ∈ X(M) satisfazendo
X(f) = g(∇f,X).






















Definic¸a˜o 1.39. Seja f : M → R uma func¸a˜o diferencia´vel. O tensor Hessiano de f e´ o
(0, 2)-tensor Hf definido por
Hf (X, Y ) = g(∇X∇f, Y ).
Em coordenadas locais,
















A equac¸a˜o acima permite concluir que o tensor Hf e´ um (0, 2)-tensor sime´trico.
O Hessiano de uma func¸a˜o f : M → R e a me´trica Riemanniana podem ser relacionados,
atrave´s da derivada de Lie, da seguinte maneira.
Proposic¸a˜o 1.11. Se (M, g) e´ uma variedade Riemanniana e f : M → R e´ suave, enta˜o
(L∇fg)(Y, Z) = 2Hf (Y, Z).
Demonstrac¸a˜o. Considerando a conexa˜o de Levi-Civita de g e usando o item 4 da proposic¸a˜o
1.5, tem-se que
(LXg)(Y, Z) = X(g(Y, Z))− g([X, Y ], Z)− g(Y, [X,Z])
= g(∇XY, Z) + g(Y,∇XZ)− g([X, Y ], Z)− g(Y, [X,Z])
= g(∇XY − [X, Y ], Z) + g(Y,∇XZ − [X,Z])
= g(∇YX,Z) + g(Y,∇ZX).
Fazendo X = ∇f na equac¸a˜o acima, obte´m-se
(L∇fg)(Y, Z) = g(∇Y∇f, Z) + g(Y,∇Z∇f)
= Hf (Y, Z) +Hf (Z, Y )
= 2Hf (Y, Z).
Dado o campo X ∈ X(M), conve´m considerar o operador C∞(M)-linear
∇X : X(M)→ X(M),
definido como ∇X(Y ) = ∇YX. Assim obte´m-se a seguinte definic¸a˜o.
Definic¸a˜o 1.40. Sejam (M, g) uma variedade Riemanniana e X ∈ X(M) um campo de vetores.





















Definic¸a˜o 1.41. O Laplaciano de uma func¸a˜o diferencia´vel f : M → R e´ a func¸a˜o ∆f : M → R
definida por
∆f = tr(Hf ).
Considerando um referencial ortonormal {e1, . . . , en} e um referencial coordenado {∂1, . . . , ∂n},
tem-se






















A derivada covariante pode ser estendida para tensores na variedade. Esta extensa˜o sera´
tratada no caso em que o tensor e´ do tipo (0, s).
Definic¸a˜o 1.42. Seja T um (0, s)-tensor em (M, g). A diferencial covariante de T e´ o (0, s+1)-
tensor ∇T definido por
(∇T )(X1, . . . , Xs, X) = X(T (X1, . . . , Xs))−
s∑
i=1
T (X1, . . . , Xi−1,∇XXi, Xi+1, . . . , Xs).
A derivada covariante do tensor T na direc¸a˜o do campo X e´ o (0, s)-tensor ∇XT definido por
(∇XT )(X1, . . . , Xs) = (∇T )(X1, . . . , Xs, X).
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A relac¸a˜o entre o trac¸o de um tensor e a derivada covariante e´ dada na proposic¸a˜o a seguir.
Proposic¸a˜o 1.12. Em uma variedade Riemanniana (M, g) tem-se que
tr(∇XT ) = ∇X(trT ),
para todo (0, s)-tensor T .
Demonstrac¸a˜o. Ver [35].
Com esta noc¸a˜o tem-se a seguinte caracterizac¸a˜o do Hessiano de uma func¸a˜o.
Proposic¸a˜o 1.13. Seja f : M → R uma func¸a˜o suave definida na variedade Riemanniana
(M, g). Enta˜o
Hf (X, Y ) = ∇∇f(X, Y )
= Y Xf − (∇YX)f.
Demonstrac¸a˜o. Por um lado, tem-se
Hf (X, Y ) = g(∇X∇f, Y )
= Xg(∇f, Y )− g(∇f,∇XY )
= XY f − (∇XY )f.
Por outro lado
∇∇f(X, Y ) = Y (∇f(X))−∇f(∇YX)
= Y Xf − (∇YX)f
= Y Xf + [X, Y ]f − (∇XY )f
= Y Xf +XY f − Y Xf − (∇XY )f
= XY f − (∇XY )f,
e isto mostra o resultado.
Agora sera˜o definidos o divergente e Laplaciano para tensores.
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Definic¸a˜o 1.43. Seja T um (0, s)-tensor em (M, g). O Laplaciano de T e´ o (0, s − 1)-tensor
div(T ) definido por
div(T )(X1, . . . , Xs−1) =
n∑
i=1
(∇eiT )(X1, . . . , Xs−1, ei),
onde {e1, . . . , en} e´ uma base ortonormal.
Uma expressa˜o muito u´til envolvendo o divergente e´ a forma contra´ıda da identidade dife-
rencial de Bianchi. Ela apresenta uma relac¸a˜o entre a curvatura escalar e o tensor de Ricci de
uma me´trica.
Proposic¸a˜o 1.14 (Forma contra´ıda da identidade diferencial de Bianchi). Para uma variedade
Riemanniana (M, g), vale a expressa˜o
XR = 2divRic(X).



















Pela identidade diferencial de Bianchi, tem-se






































de onde XR = 2divRic(X).
Outra fo´rmula muito utilizada envolvendo o divergente e´ dada na proposic¸a˜o abaixo.
Proposic¸a˜o 1.15 (Fo´rmula de Bochner). Sejam (M, g) uma variedade Riemanniana e f :
M → R uma func¸a˜o suave. Enta˜o
divHf (X) = Ric(∇f,X) +X∆f.
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g(Rm(X, ei)∇f, ei) +
∑
i










Classes de me´tricas Riemannianas
Neste cap´ıtulo sera˜o introduzidas classes especiais de me´tricas Riemannianas e relac¸o˜es entre
elas sera˜o estudadas.
Na primeira sec¸a˜o deste cap´ıtulo sera´ introduzido o produto twisted, que consiste em defi-
nir uma me´trica na variedade produto que depende de uma func¸a˜o positiva, chamada func¸a˜o
twisting, definida nos dois fatores do produto. Em seguida sera˜o estabelecidas algumas relac¸o˜es
entre quantidades do produto e dos fatores do produto. Na sequeˆncia, sera˜o listados alguns
resultados sobre como reduzir a dependeˆncia da func¸a˜o twisting para apenas um dos fatores,
obtendo assim um produto warped. Sa˜o listados alguns resultados sobre folheac¸o˜es no fim desta
sec¸a˜o.
Na segunda sec¸a˜o sera´ introduzida a noc¸a˜o de variedade localmente conformemente plana.
Tal noc¸a˜o sera´ utilizada em enunciados objetivando a classificac¸a˜o em muitos casos. Um dos
teoremas mais importantes desta teoria, o teorema de Weyl-Schouten, sera´ citado e aplicado
nesta sec¸a˜o. Sera´ citado tambe´m um teorema que diz quando um produto warped e´ localmente
conformemente plano.
Na terceira sec¸a˜o sera˜o definidas as variedades de Einstein. Sera´ determinado nesta sec¸a˜o
quando variedades de Einstem sa˜o localmente conformemente planas. Sera´ exibida tambe´m sua
relac¸a˜o com as variedades de curvatura constante.
Na quarta sec¸a˜o sera´ introduzido o conceito de so´liton de Ricci gradiente. Em seguida sera˜o
dados exemplos, alguns dos quais aparecera˜o em alguns resultados de classificac¸a˜o do cap´ıtulo
seguinte. Sera˜o listadas tambe´m propriedades dos so´litons no caso gradiente e teoremas que
sera˜o utilizados no cap´ıtulo posterior. Na sec¸a˜o seguinte sera´ apresentada, de maneira breve,
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a relac¸a˜o entre so´litons de Ricci e o fluxo de Ricci, servindo assim de motivac¸a˜o para o estudo
de so´litons de Ricci, mais precisamente, o caso gradiente.
2.1 Produto twisted
Nesta sec¸a˜o sera´ apresentado o conceito de produto twisted. Tal conceito e´ uma generalizac¸a˜o
do produto warped que, por sua vez, e´ uma generalizac¸a˜o do produto Riemanniano. As noc¸o˜es
de produto Riemanniano e de produto warped tambe´m sera˜o dados nesta sec¸a˜o. O produto
warped foi introduzido por Bishop e O’Neil (em [8]) com o objetivo de construir exemplos
de variedades Riemannianas com curvatura negativa. Uma classe importante de produtos
warped sa˜o as variedades rotacionalmente sime´tricas, noc¸a˜o introduzida tambe´m nesta sec¸a˜o,
que generaliza as conhecidas coordenadas polares do espac¸o Euclidiano.
Para as definic¸o˜es abaixo, sejam pii : M1 ×M2 → Mi as projec¸o˜es canoˆnicas, definidas por
pii(p1, p2) = pi, com i ∈ {1, 2}.
Definic¸a˜o 2.1. Sejam (M1, g1) e (M2, g2) variedades Riemannianas e ϕ : M1 ×M2 → R uma
func¸a˜o suave e positiva. A variedade produto M1 ×M2 munida com a me´trica
g(p,q)(X, Y ) = (pi
∗
1g1)(p,q)(X, Y ) + ϕ(p, q)(pi
∗
2g2)(p,q)(X, Y ),
onde X, Y ∈ X(M1 ×M2) e (p, q) ∈ M1 ×M2, e´ chamada de produto twisted de (M1, g1) por
(M2, g2), com func¸a˜o twisting ϕ. Neste caso denotamos por M1 ×ϕM2.
Definic¸a˜o 2.2. Se na definic¸a˜o anterior o produto twisting M1 ×ϕ M2 e´ tal que a func¸a˜o ϕ
depende apenas de M1, enta˜o a variedade Riemanniana M1×ϕM2 e´ chamada de produto warped
de (M1, g1) por (M2, g2), com func¸a˜o warping ϕ. Se ϕ ≡ 1, chama-se M1 ×ϕM2 de o produto
Riemanniano de (M1, g1) por (M2, g2) e representa-se por M1 ×M2.
Um caso particularmente interessante e´ quando se tem um produto warped M1×ϕM2 onde
M1 e´ um intervalo (−ε, ε) e M2 e´ a esfera com a me´trica canoˆnica.
Definic¸a˜o 2.3. Uma variedade Riemanniana (Mn, g) e´ dita rotacionalmente sime´trica se
g = dt2 + ϕ2g
Sn−1 ,
onde (Sn−1, g
Sn−1 ) e´ a esfera com a me´trica canoˆnica, isto e´, se for isome´trica ao produto warped
(−ε, ε)×ϕ Sn−1.
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Agora sera˜o determinadas as expresso˜es da conexa˜o de Levi-Civita, do operador de curva-
tura, do tensor de Ricci e da curvatura escalar de um produto twisted M1×M2 em func¸a˜o dos
respectivos entes em (Mi, gi), i ∈ {1, 2}. Com esta finalidade, sera˜o feitas algumas identificac¸o˜es
e definic¸o˜es. Considere os seguintes subconjuntos de X(M1 ×M2):
L(Mi) = {X ∈ X(M1 ×M2); dpi3−iX = 0}, i ∈ {1, 2}.
Os conjuntos L(M1) e L(M2) podem ser pensados como o conjunto de todos os campos de
X(M1 ×M2) que sa˜o tangentes a` M1 e M2, respectivamente.
Dado um campo X ∈ X(Mi), o campo X˜ ∈ L(Mi) chama-se o levantamento de X se dpiiX˜ = X.
Note que um tal levantamento e´ u´nico pois, se X ′ ∈ L(Mi) e´ um outro levantamento de X,
enta˜o tem-se dpi3−i(X˜ −X ′) = 0, e tambe´m
dpii(X˜ −X ′) = dpii(X˜)− dpii(X ′)
= X −X
= 0,
de onde X˜ −X ′ = 0. Portanto pode-se identificar X e X˜.
Considere o produto twisted M1 ×ϕ M2 e seja k = ln(ϕ). Sera˜o denotados por ∇i, Rmi,
Rici e Ri as quantidades associadas a Mi e por ∇, Rm, Ric e R, as quantidades associadas a
M1 ×ϕM2.
As proposic¸o˜es abaixo podem ser encontradas em Ferna´ndez-Lo´pez [20]. Sera´ exibida apenas
a demonstrac¸a˜o da primeira delas, pois as outras seguem a mesma linha de racioc´ınio.
Em todas as proposic¸o˜es abaixo sera˜o considerados X, Y, Z ∈ L(M1) e V,W,U ∈ L(M2).
Proposic¸a˜o 2.1. A conexa˜o de Levi-Civita de M1 ×ϕM2 e´ dada por:
∇XY = ∇1XY ;
∇XV = ∇VX = X(k)V ;
∇VW = ∇2VW + V (k)W +W (k)V − g(V,W )∇k.
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Demonstrac¸a˜o. Por um lado:
2g(∇XY, V ) = Xg(Y, V ) + Y g(X, V )− V g(X, Y )− g(X, [Y, V ]) + g(V, [X, Y ]) + g(Y, [V,X])
= −V g(X, Y )
= −V (pi∗1g1(X, Y ) + ϕ2pi∗2g2(X, Y ))
= −V (ϕ2)pi∗2g2(X, Y )− ϕ2V pi∗2g2(X, Y )
= 0.
Por outro lado,
2g(∇XY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X, Y )− g(X, [Y, Z]) + g(Z, [X, Y ]) + g(Y, [Z,X])
= Xg1(dpi1(Y ), dpi1(Z)) + Y g(dpi1(X), dpi1(Z))− Zg(dpi1(X), dpi1(Y ))−
−g(dpi1(X), dpi1([Y, Z]))− g(dpi1(Z), dpi1([X, Y ])) + g(dpi1(Y ), dpi1([Z,X]))
= Xg1(Y, Z) + Y g1(X,Z)− Zg1(X, Y )− g1(X, [Y, Z]) + g1(Z, [X, Y ]) + g1(Y, [Z,X])
= 2g1(∇1XY, Z)
= 2pi∗1g1(∇1XY, Z) + 2ϕ2pi∗2g2(∇1XY, Z)︸ ︷︷ ︸
0
= 2g(∇1XY, Z).
Conclui-se enta˜o que ∇XY = ∇1XY .
Como consequeˆncia da compatibilidade da me´trica tem-se:
∇XV −∇VX = [X, V ] = 0,
de onde ∇XV = ∇VX. Ale´m disso, dado E ∈ X(M1 ×M2),
2g(∇XV,E) = Xg(V,E) + V g(X,E)︸ ︷︷ ︸
0
−E g(X, V )︸ ︷︷ ︸
0
−g(X, [V,E]) + g(V, [E,X]) + g(E, [X, V ]︸ ︷︷ ︸
0
)
= X(ϕ2pi∗2g2(V,E))− pi∗1g1(X, [V,E])︸ ︷︷ ︸
0
+ϕ2 pi∗2g2(V, [E,X])︸ ︷︷ ︸
0









Assim, ∇XV = ∇VX = X(k)V .
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Para a parte tangente, tem-se:
2g(∇VW,U) = V g(W,U) +Wg(V, U)− Ug(V,W )− g(V, [W,U ]) + g(W, [U, V ]) + g(U, [V,W ])
= V (ϕ2pi∗2g2(W,U)) +W (ϕ
2pi∗2g2(V, U))− U(ϕ2pi∗2g2(V,W ))− ϕ2pi∗2g2(V, [W,U ]) +
ϕ2pi∗2g2(W, [U, V ]) + ϕ
2pi∗2g2(U, [V,W ])
= V (ϕ2)pi∗2g2(W,U) +W (ϕ
2)pi∗2g2(V, U)− U(ϕ2)pi∗2g2(V,W ) + ϕ2[V (pi∗2g2(W,U)) +
W (pi∗2g2(V, U))− U(pi∗2g2(V,W ))− ϕ2pi∗2g2(V, [W,U ]) + ϕ2pi∗2g2(W, [U, V ])
+ϕ2pi∗2g2(U, [V,W ])]
= V (ϕ2)g2(W,U) +W (ϕ
2)g2(V, U)− U(ϕ2)g2(V,W ) + ϕ2[V (g2(W,U)) +
W (g2(V, U))− U(g2(V,W ))− g2(V, [W,U ]) + g2(W, [U, V ]) + g2(U, [V,W ])]











= 2ϕ2g2(∇2VW + V (k)W +W (k)V, U)− 2ϕ2g2(V,W )g(∇k, U)
= 2g(∇2VW + V (k)W +W (k)V, U)− 2g(V,W )g(∇k>, U)
= 2g(∇2VW + V (k)W +W (k)V − g(V,W )∇k>, U)
e, assim, (∇VW )> = ∇2VW + V (k)W +W (k)V − g(V,W )∇k>.
Para a parte normal tem-se:




−Xg(V,W )− g(V, [W,X]︸ ︷︷ ︸
0
) + g(W, [X, V ]︸ ︷︷ ︸
0
) + g(X, [V,W ])︸ ︷︷ ︸
0
= −X(pi∗1g1(V,W )︸ ︷︷ ︸
0
+ϕ2pi∗2g2(V,W ))





= −2g(V,W )g(∇k⊥, X)
= 2g(−g(V,W )∇k⊥, X)
e assim (∇VW )⊥ = −g(V,W )∇k⊥. Consequentemente,
∇VW = ∇2VW + V (k)W +W (k)V − g(V,W )∇k.
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Para as duas proposic¸o˜es seguintes, sejam Hk, hk e hk2 definidos por
hk2(V,W ) = VW (k)− (∇2VW )(k)
hk(X, V ) = XV (k)− V (k)W (k)
hk(V,W ) = g(Hk(V ),W ).
Proposic¸a˜o 2.2. O operador de curvatura de M1 ×ϕM2 e´ dado por:
Rm(X, Y )Z = Rm1(X, Y )Z;
Rm(X, Y )V = 0;
Rm(X, V )Y = (XY (k) +X(k)Y (k)− (∇XY )(k))V ;
Rm(X, V )W = −XW (k)V + (X(k)∇k +∇X∇k)g(V,W );
Rm(V,W )X = WX(k)V − V X(k)W ;
Rm(V,W )U = Rm2(V,W )U − g(W,U)[Hk(V ) + V (k)∇k]− [hk2(W,U)−W (l)U(l)]V
+g(V, U)[Hk(W ) +W (k)∇k] + [hk2(V, U)− V (k)U(k)]W.
Proposic¸a˜o 2.3. O tensor de Ricci de M1 ×ϕM2 e´ dado por:
Ric(X, Y ) = Ric1(X, Y ) + n1(H
2
k(X, Y ) +X(k)Y (k));
Ric(X, V ) = (1− n2)V X(k);
Ric(V,W ) = Ric2(V,W ) + hk(V,W ) + (1− n2)hk2(V,W ) + n2V (k)W (k)
−g(V,W )[∆k + g(∇k,∇k)].
Onde ni = dimMi.
Teorema 2.1 (Condic¸a˜o Ricci-flat). Seja M1 ×ϕM2 o produto twisted de (M1, g1) e (M2, g2),
com func¸a˜o twisted ψ, e n2 = dimM2 > 1. Enta˜o, Ric(X, V ) = 0 para todos X ∈ L(M1) e
V ∈ L(M2) se, e somente se, M1 ×ϕ M2 pode ser escrito como o produto warped M1 ×ϕ˜ M2
de (M1, g1) e (M2, g˜2), com func¸a˜o de torc¸a˜o ϕ˜ : M1 → R, onde g˜2 e´ uma me´trica conforme a`
me´trica g2, isto e´, g˜2 = ϕˆ
2g2, para alguma ϕˆ : M2 → R.
Demonstrac¸a˜o. Suponha que Ric(X, V ) = 0, ∀X ∈ X(M1),∀V ∈ X(M2). Pela proposic¸a˜o 2.3,
segue que
(1− n2)V X(k) = (1− n2)XV (k) = Ric(X, V ) = 0,
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donde X(k) depende apenas dos pontos de M1 e V (k) depende apenas dos pontos de M2. Assim
segue que k(p, q) = k1(p) + k2(q), com ki : Mi → R suaves e positivas. Da´ı ϕ(p, q) = ϕ˜(p)ϕˆ(q),
com ϕ˜(p) = ek1(p) e ϕˆ(q) = ek2(q). Assim, pode-se escrever
g = pi∗1g1 + ϕ
2pi∗2g2
= pi∗1g1 + ϕ˜
2ϕˆ2pi∗2g2




= pi∗1g1 + ϕ˜
2pi∗2 g˜2,
e segue que M1 ×ϕ M2 pode ser visto como um produto warped M1 ×ϕ˜ M2 de (M1, g1) com
(M2, ϕˆ
2g2), com func¸a˜o warping ϕ˜ = e
a1 : M1 → R.
Suponha que M1 ×ϕM2 seja um produto warped, isto e´, que ϕ dependa apenas de pontos
de M1. Tem-se enta˜o que k so´ depende de pontos de M1. Pela proposic¸a˜o 2.3 tem-se que
Ric(X, V ) = (1− n2)V X(k) = 0, ∀X ∈ X(M1),∀V ∈ X(M2).
A fim de enunciar alguns resultados que nos sera˜o u´teis na demonstrac¸a˜o de Teoremas
posteriores, o conceito de folheac¸a˜o de uma variedade sera´ apresentado. Algumas das definic¸o˜es
aqui citadas podem ser encontradas em Ferna´ndez-Lo´pez [20].
Definic¸a˜o 2.4. Uma folheac¸a˜o F de dimensa˜o k de uma variedade diferencia´vel Mn, (k ≤ n),
e´ uma partic¸a˜o de M em subvariedades de dimensa˜o k, chamadas folhas da folheac¸a˜o, tal que
para cada p ∈M existem um aberto U de M contendo p e uma submersa˜o fU : U → Rn−k, tal
que f−1U (x) e´ uma folha de F
∣∣
U
, F restrita a U , para todo x ∈ Rn−k.
Definic¸a˜o 2.5. Duas folheac¸o˜es F1, com dimensa˜o k1, e F2, com dimensa˜o k2, de uma variedade
diferencia´vel Mm sa˜o ditas complementares se k1 + k2 = m.
Definic¸a˜o 2.6. Uma folheac¸a˜o F de dimensa˜o k de uma variedade Riemanniana (M, g) e´
chamada totalmente umb´ılica (totalmente geode´sica) se cada folha da folheac¸a˜o for totalmente
umb´ılica (totalmente geode´sica).
Exemplo 2.1. Sejam Mm e Nn variedades diferencia´veis. As colec¸o˜es F1 = {M × {q}}q∈N e
F2 = {{p} ×N}p∈M sa˜o folheac¸o˜es de M ×N chamadas de folheac¸o˜es canoˆnicas. Note que F1
e F2 sa˜o folheac¸o˜es complementares.
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Exemplo 2.2. Considerando o produto twisted M ×f N , de (Mm, gM) e (Nn, gN) com func¸a˜o
twisting f pode se mostrar que, para todo (p, q) ∈M ×N :
1. M × {q} e´ uma subvariedade totalmente geode´sica de M ×f N ;
2. {p} ×N e´ uma subvariedade totalmente umb´ılica de M ×f N ;
Assim, a folheac¸a˜o F1 e´ totalmente geode´sica e a folheac¸a˜o F2 e´ totalmente umb´ılica.
Os dois Teoremas abaixo relacionam produtos twisteds com folheac¸o˜es umb´ılicas e geode´sicas.
As demosntrac¸o˜es podem ser encontradas em Ponge [38].
Teorema 2.2. Seja (M, g) uma variedade Riemanniana simplesmente conexa com duas fo-
lheac¸o˜es complementares F1 e F2 cujas folhas se intersectam perpendicularmente. Se as folhas
de F1 sa˜o totalmente geode´sicas e completas e as folhas de F2 sa˜o totalmente umb´ılicas, enta˜o
(M, g) e´ isome´trica a um produto twisted M1×fM2, tal que F1 e F2 correspondem a`s folheac¸o˜es
canoˆnicas do produto M1 ×M2.
Teorema 2.3. Seja (M1 ×M2, g) uma variedade Riemanniana, onde (M1, g1) e (M2, g2) sa˜o
variedades Riemannianas. Suponha que as folheac¸o˜es canoˆnicas F1 e F2 se intersectam perpen-
dicularmente em todo ponto. Enta˜o a me´trica g e´:
1. um produto twisted M1×ψM2 se, e somente se, F1 e´ totalmente geode´sica e F2 e´ totalmente
umb´ılica;
2. o produto Riemanniano M1 ×M2 se, e somente se, F1 e F2 sa˜o totalmente geode´sicas.
2.2 Variedades localmente conformemente planas
Nesta sec¸a˜o sera˜o introduzidas as variedades localmente conformemente planas, os tensores de
Weyl e de Schouten, bem como algumas proposic¸o˜es envolvendo estes tensores. Em seguida, sera´
apresentado o Teorema de Weyl-Schouten, que consiste em uma caracterizac¸a˜o das variedades
localmente conformemente planas em termos dos tensores de Weyl e de Schouten. Sera˜o feitas
duas aplicac¸o˜es deste teorema.
Definic¸a˜o 2.7. Uma variedade Riemanniana (M, g) e´ localmente conformemente plana se,
para todo ponto p ∈ M , existem uma vizinhanc¸a aberta U em M contendo p e uma func¸a˜o
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suave ϕ : U → (0,+∞) tal que a variedade Riemanniana (U, eϕg∣∣
U
) tem curvatura seccional
nula.
Exemplo 2.3. Toda variedade Riemanniana de dimensa˜o 2 e´ localmente conformemente plana.
De fato, em todas as variedades Riemannianas de dimensa˜o 2 existem coordenadas isote´rmicas.
O produto de tensores definido abaixo sera´ u´til na definic¸a˜o dos tensores de Weyl e de
Schouten.
Definic¸a˜o 2.8. Sejam T e G (0, 2)-tensores sime´tricos. O produto de Kulkarni-Nomizu de T
e G, T G, e´ definido como
(T G)(X, Y, Z,W ) = T (X,Z)G(Y,W ) + T (Y,W )G(X,Z)
−T (X,W )G(Y, Z)− T (Y, Z)G(X,W ).
Propriedades do produto Kulkarni-Nomizu:
1. (T G)(X, Y, Z,W ) + (T G)(Y, Z,X,W ) + (T G)(Z,X, Y,W ) = 0;
2. T G = G T ;
3. ∇X(T G) = (∇XT )G+ T  (∇XG).
Definic¸a˜o 2.9. Seja (M, g) uma variedade Riemanniana com operador de curvatura Rm, ten-
sor de Ricci Ric e curvatura escalar R. Define-se o tensor de Schouten como o tensor
S = Ric− R
2(n− 1)g.
O tensor de Weyl e´ definido como o tensor
W = Rm− 1
n− 2S  g.
Uma condic¸a˜o utilizada no enunciado do Teorema de Weyl-Schouten e´ a definida abaixo.
Definic¸a˜o 2.10. Sejam (M, g) uma variedade Riemanniana e T um (0, 2)-tensor em M . Diz-se
que T e´ tipo Codazzi se (∇XT)(Y, Z) = (∇Y T)(X,Z).
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Sobre os tensores de Weyl e de Schouten tem-se os seguintes resultados, cujas demonstrac¸o˜es
podem ser encontradas em Hertrich-Jeromin [26].
Proposic¸a˜o 2.4. Seja (Mn, g) uma variedade Riemanniana. Se n = 3 enta˜o o tensor de Weyl
e´ identicamente nulo
Proposic¸a˜o 2.5. Seja (Mn, g) uma variedade Riemanniana com n > 3. Se o tensor de Weyl
e´ identicamente nulo, enta˜o o tensor de Schouten e´ tipo codazzi.
Teorema 2.4 (Weyl-Schouten). Uma variedade Riemanniana (M, g) e´ localmente conforme-
mente plana se, e so´ se
1. o tensor de Schouten e´ tipo Codazzi, se n = 3;
2. o tensor de Weyl e´ identicamente nulo, se n > 3.
Exemplo 2.4. Os espac¸os de curvatura constante K sa˜o localmente conformemente planos.
Para mostrar isto sera´ usado o Teorema de Weyl-Schouten. Neste caso sabe-se que Rm =
K
2
g  g. Da´ı, decorre que Ric = (n− 1)Kg e, consequentemente, que R = n(n− 1)K. Assim,
o tensor de Schouten fica
S = Ric− R
2(n− 1)g






Calculando o tensor de Weyl obte´m-se
W = Rm− 1
















Assim, se o espac¸o possuir dimensa˜o maior do que 3, o Teorema de Weyl-Schouten garante o
resultado. Agora falta o caso em que o espac¸o tem dimensa˜o 3. Isto segue do fato do tensor
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me´trico ser paralelo. De fato, sejam X, Y, Z ∈ X(M). Enta˜o(∇XS)(Y, Z) = K(∇Xg)(Y, Z)
= K{X(g(Y, Z))− g(∇XY, Z)− g(Y,∇XZ)}
= 0.
Enta˜o
(∇XS)(Y, Z) = 0 = (∇Y S)(X,Z). Pelo Teorema de Weyl-Schouten, segue o resultado
no caso 3.
Uma aplicac¸a˜o do Teorema de Weyl-Schouten e da condic¸a˜o Ricci-flat e´ dada na proposic¸a˜o
a seguir.
Proposic¸a˜o 2.6. Seja M ×ϕ N o produto twisted das variedades Riemannianas (M r, gM) e
(N s, gN) com func¸a˜o twisting ϕ. Suponha que r ≥ 2 e s ≥ 2. Se M ×ϕ N e´ localmente
conformemente plana, enta˜o ela pode ser escrita como um produto warped.
Demonstrac¸a˜o. Sejam n = r + s, X ∈ X(M) e V ∈ X(N). Como r ≥ 2, e´ poss´ıvel escolher
Y ∈ X(M) de modo que g(X, Y ) = gM(X, Y ) = 0. Escolhendo desta maneira, tem-se que
W (Y,X, Y, V ) = Rm(Y,X, Y, V )︸ ︷︷ ︸
0
− 1
n− 2(S  g)(Y,X, Y, V )
= − 1
n− 2(S(Y, Y ) g(X, V )︸ ︷︷ ︸
0
+S(X, V )g(Y, Y )
−S(Y, V ) g(X, Y )︸ ︷︷ ︸
0




n− 2(Ric(X, V )−
R




n− 2Ric(X, V )g(Y, Y ).
Como M ×ϕN e´ localmente conformemente plana, pelo Teorema de Weyl-Schouten tem-se que
W ≡ 0. Da´ı 1
n− 2Ric(X, V )g(Y, Y ) = 0. Dessa forma tem-se que Ric(X, V ) = 0, para todo
X ∈ X(M) e todo V ∈ X(N). O resultado segue da condic¸a˜o Ricci-flat, pois s ≥ 2.
Esta sec¸a˜o sera´ finalizada com um teorema que caracteriza produtos warped que sa˜o local-
mente conformemente planos, e que sera´ u´til futuramente. Os crite´rios fornecidos pelo teorema
sa˜o em termos da dimensa˜o e da curvatura. Ele sera´ utilizado para exibir um exemplo simples
de uma variedade Riemanniana que na˜o e´ localmente conformemente plana.
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Teorema 2.5 (B-Varquez, G-Rio,V-Lorenzo). Seja M ×ϕ N o produto warped de (M, gM) e
(N, gN), com func¸a˜o warping ϕ. Enta˜o:
i) se dimM = 1, enta˜o M×ϕN e´ localmente conformemente plano se, e somente se, (N, gN)
e´ um espac¸o de curvatura constante.
ii) se dimM > 1 e dimN > 1, enta˜o M ×ϕ N e´ localmente conformmente plano se, e
somente se,
ii.a) (N, gN) e´ um espac¸o de curvatura constante cN ;
ii.b) a func¸a˜o ϕ : M → R+ define uma deformac¸a˜o global em M tal que (M, 1ϕ2 gM) e´ um
espac¸o de curvatura constante cM = −cN .
iii) se dimN = 1, enta˜o M ×ϕ N e´ localmente conformemente plano se, e somente se, a
func¸a˜o ϕ : M → R+ define uma deformac¸a˜o conforme em M tal que (M, 1ϕ2 gM) e´ um
espac¸o de curvatura constante.
Demonstrac¸a˜o. Ver [5].
Exemplo 2.5. Considere o produto Riemanniano S2 × S2 de duas esferas de raio unita´rio.
Como este e´ um produto warped que possui func¸a˜o warping constante f(p) = 1, ∀p ∈ S2, e
como as dimenso˜es sa˜o maiores do que 1 (ambas iguais a 2), segue que a variedade S2×S2 na˜o
e´ localmente conformemente plana, como mostra o item ii) do Teorema acima.
2.3 Variedades de Einstein
Nesta sec¸a˜o sera˜o introduzidas as variedades de Eisntein, que desempenham um papel impor-
tante na Teoria da Relatividade Geral e possuem interesse geome´trico pro´prio. Em seguida
sera˜o discutidas algumas propriedades destas variedades e sera´ apresentado um resultado que
explica o que acontece quando uma variedade de Einstein possui uma estrutura de variedade
localmente conformemente plana.
Definic¸a˜o 2.11. Uma variedade Riemanniana (M, g) e´ dita uma variedade de Einstein se
existe uma constante λ tal que Ric = λg. A constante λ e´ chamada de constante de Einstein.
49
A proposic¸a˜o abaixo mostra que, em dimensa˜o maior do que 3, na˜o e´ poss´ıvel flexibilizar a
definic¸a˜o acima permitindo que a constante λ seja uma func¸a˜o.
Proposic¸a˜o 2.7. Seja (Mn, g), n ≥ 3, uma variedade Riemanniana. Se existe uma func¸a˜o
λ : M → R tal que Ric = λg, enta˜o λ e´ constante, isto e´, M e´ uma variedade de Einstein.






















Fazendo X = ei na segunda forma contra´ıda da identidade diferencial de Bianchi, tem-se







de onde eiλ = 0, pois
n
2
6= 1. Pela arbitrariedade de i, tem-se que λ e´ constante.
Tomando o trac¸o da equac¸a˜o Ric = λg, tem-se que R = nλ, mostrando que variedades
de Einstein possuem curvatura escalar constante. Ale´m disso, considerando o tensor R˚ic =
Ric− R
n
g, tem-se que uma variedade Riemanniana (Mn, g), n ≥ 3, e´ de Einstein se, e somente
se, o tensor R˚ic se anula.
E´ importante observar que variedades de Einstein tambe´m possuem curvatura de Ricci cons-
tante. Mais do que isso, as variedades de Einstein sa˜o exatamente as variedades Riemannianas
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que possuem curvatura de Ricci constante. De fato, se (M, g) e´ uma variedade de Einstein,








Reciprocamente, se (M, g) e´ uma variedade Riemanniana que possui curvatura de Ricci cons-




Ric(X, Y ) = Ric(X + Y − Y, Y +X −X)
= Ric(X + Y,X + Y ) +Ric(X + Y,−X) +Ric(−Y,X + Y ) +Ric(−Y,−X)
= Ric(X + Y,X + Y ) +Ric(X,−X) +Ric(Y,−X) +Ric(−Y, Y ),
e assim, 2Ric(X, Y ) = Ric(X + Y,X + Y )− Ric(X,X)− Ric(Y, Y ). Por M ter curvatura de
Ricci constante igual a λ, tem-se
Ric(X, Y ) =
1
2








(g(X,X) + 2g(X, Y ) + g(Y, Y )− g(X,X)− g(Y, Y ))
= λg(X, Y ),
para quaisquer campos de vetores X, Y ∈ X(M).
A pro´xima proposic¸a˜o mostra que as variedades de Einstein generalizam as variedades de
curvatura constante.
Proposic¸a˜o 2.8. Se (M, g) e´ uma variedade de curvatura seccional constante, enta˜o (M, g) e´
uma variedade de Einstein.
Demonstrac¸a˜o. Seja (M, g) uma variedade de curvatura seccional constante igual a K. Seu
operador de curvatura e´ dado por
Rm(X, Y )Z = K(g(X,Z)Y − g(Y, Z)X), ∀X, Y, Z ∈ X(M).
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Considerando uma base ortonormal {e1, . . . , en} e campos X =
∑
xiei e Y =
∑
yjej, tem-se

















= (n− 1)Kg(X, Y ).
Isto mostra o resultado.
A demonstrac¸a˜o da proposic¸a˜o acima permite concluir que, em variedades de Einstein que
possuem curvatura seccional constante K, tal constante e´ dada por K =
n
n− 1R.
As demosntrac¸o˜es das duas proposic¸o˜es abaixo podem ser encontradas em [31]. A primeira
delas estabelece o que acontece nas dimenso˜es 2 e 3.
Proposic¸a˜o 2.9. Seja (Mn, g) uma variedade de Einstein. Se n = 2 ou n = 3, enta˜o M tem
curvatura constante.
O exemplo abaixo mostra que em dimenso˜es maiores do que 3 uma variedade de Eisntein
pode ter curvatura na˜o constante.
Exemplo 2.6. Considere o produto Riemanniano S2 × S2, onde S2 representa a esfera com a
me´trica induzida pelo espac¸o Euclidiano tridimensional. Tomando vetores tangentes a esferas
distintas, tem-se que a curvatura seccional se anula, mostrando que a curvatura seccional deste
produto na˜o e´ constante. No entanto, como a me´trica considerada e´ a produto,
Ric







Assim, S2 × S2 e´ uma variedade de Eisntein que na˜o possui curvatura constante.
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Apesar de existirem variedades de Eisntein que na˜o possuem curvatura constante em di-
menso˜es maiores do que 3, existe um crite´rio, dado pelo corola´rio do teorema abaixo, que
determina quando isto acontece. Para isto, considere o tensor Z, dado por
Z =
1
n− 2R˚ic g, (2.1)
onde R˚ic = Ric− R
n
g.
Proposic¸a˜o 2.10. Seja (Mn, g) uma variedade Riemanniana, com n ≥ 3. Enta˜o,
1. M tem curvatura constante se, e somente se, Z = W = 0;
2. M e´ uma variedade de Einstein se, e somente se, Z = 0.
Como consequeˆncia imediata da proposic¸a˜o acima segue o seguinte resultado.
Corola´rio 2.1. Seja (Mn, g) uma variedade de Einstein com n > 3. M tem curvatura constante
se, e somente se, M e´ localmente conformemente plana.
2.4 So´liton de Ricci
2.4.1 Definic¸a˜o e exemplos
Definic¸a˜o 2.12. Uma variedade Riemanniana (M, g) e´ um so´liton de Ricci se existem um





Notac¸a˜o: (M, g,X, λ).
Definic¸a˜o 2.13. Um so´liton de Ricci (M, g,X, λ) e´ chamado so´liton gradiente se existe uma





Neste caso, usando a Proposic¸a˜o 1.11, pode-se escrever
Ric+Hf = λg. (2.2)
Notac¸a˜o: (M, f,X, λ).
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Definic¸a˜o 2.14. Seja (M, g,X, λ) um so´liton de Ricci. O so´liton e´
1. shrinking, se λ > 0,
2. steady, se λ = 0,
3. expanding, se λ < 0.
Dadas as definic¸o˜es, sera˜o listados alguns exemplos.
Exemplo 2.7 (Variedades de Einstein). Toda variedade de Einstein (M, g) e´ um so´liton gra-
diente. De fato, sendo λ a constante de Einstein de M , considere uma aplicac¸a˜o constante
f : M → R. Segue que λg = Ric = Ric+Hf .
Exemplo 2.8 (Espac¸os de Curvatura Constante). As variedades de curvatura constante sa˜o
so´litons gradiente. De fato, como foi visto na Proposic¸a˜o 2.8 as variedades de curvatura cons-
tante sa˜o variedades de Einstein e, portanto, so´litons gradiente.
Exemplo 2.9 (So´liton Gaussiano). Considere o espac¸o Euclidiano Rn com a me´trica Euclidi-





para alguma constante λ. Tem-se enta˜o que ∇f(x) = λx = (λI)(x), onde I : Rn → Rn denota



























Hf (X, Y ) = g(∇X∇f, Y )
= g(λX, Y )
= λg(X, Y ).
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Como a curvatura do espac¸o Euclidiano Rn e´ nula, a condic¸a˜o do so´liton e´ satisfeita. O
so´liton (Rn, gE, f, λ) aqui descrito e´ chamado de so´liton Gaussiano. Ele e´ steady, shrinking ou
expanding conforme a escolha de λ.
Exemplo 2.10 (Produto do so´liton Gaussiano com uma variedade de Einstein). Seja (M, gM)
uma variedade de Einstein com constante de Einstein λ. Considere o so´liton Gaussiano (Rn, gE, f, λ),
descrito no exemplo acima. O produto Riemanniano (M × R, g), de M por Rn, e´ um so´liton
gradiente. De fato, como RicM = λgM e H
Rn





= λgM + λgE
= λg.
Exemplo 2.11 (So´liton Charuto de Hamilton). Considere o conjunto R2 com sua estrutura
diferencia´vel natural e defina nele a me´trica
g =
dx2 + dy2
1 + x2 + y2
.
Vamos mostrar que (R2, g, f, 0) e´ um so´liton gradiente steady, onde
f(x, y) = − ln(1 + x2 + y2).
Considerando a base canoˆnica de R2, os coeficientes da me´trica sa˜o dados por
g11 = g22 =
1
1 + x2 + y2
e g12 = g21 = 0.
Ale´m disso, a matriz inversa da matriz da me´trica tem como coeficientes
g11 = g22 = 1 + x2 + y2 e g12 = g21 = 0.






glk{∂igjl + ∂jgil − ∂lgij},
e
∂1g11 = ∂1g22 =
−2x
(1 + x2 + y2)2
,
∂2g11 = ∂2g22 =
−2y
(1 + x2 + y2)2
,






glk{∂igjl + ∂jgil − ∂lgij}
= g11{∂1g11 + ∂1g11 − ∂1g11}
= g11∂1g11
= (1 + x2 + y2)
−2x
(1 + x2 + y2)2
,
e portanto Γ111 =
−x
1+x2+y2





21 = −Γ122 =
−x





21 = −Γ211 =
−y

















1 + x2 + y2
(−y∂1 − x∂2).
Agora pode-se calcular a forma hessiana de f e a curvatura de Ricci da me´trica considerada.
Por definic¸a˜o segue que, por um lado
g(∇f,X) = 1






1 + x2 + y2
,
e por outro
Xf = x1∂1f + x2∂2f.
Assim,
∇1f = (1 + x2 + y2)∂1f
∇2f = (1 + x2 + y2)∂2f,
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donde
∇f = (1 + x2 + y2)(∂1f∂1 + ∂2f∂2)
= (−2x)∂1 + (−2y)∂2
= −2(x∂1 + y∂2).
Seja A dado por A = a1∂1 + a2∂2. Como, ∇A∇f = a1∇∂1∇f + a2∇∂2∇f e
∇∂1∇f =
−2








1 + x2 + y2
∂1 +
−2a2




1 + x2 + y2
A.
Assim,
Hf (A,B) = g(∇A∇f,B)
=
−2
1 + x2 + y2
g(A,B).
Agora sera´ calculado o tensor de Ricci. Para isto considere a base ortonormal {e1, e2}, onde,
e1 =
√
1 + x2 + y2∂1
e2 =
√












onde Rm(∂i, ∂k)∂j = ∇∂k∇∂i∂j −∇∂i∇∂k∂j. Usando os s´ımbolos de Christoffel segue que
∇∂2∇∂1∂1 =
1
(1 + x2 + y2)2
[(4xy)∂1 + (2x
2 − 2y2 + 1)∂2]
∇∂1∇∂2∂1 =
1
(1 + x2 + y2)2
[(4xy)∂1 + (2x




(1 + x2 + y2)2
∂2,
e assim
g(Rm(∂1, ∂2)∂1, ∂2) = g(Rm(∂2, ∂1)∂2, ∂1) =
2
(1 + x2 + y2)3
,
donde
Ric(A,B) = (1 + x2 + y2)
(
a1b1
(1 + x2 + y2)3
+
a2b2




(1 + x2 + y2)
(
a1b1 + a2b2




1 + x2 + y2
g(A,B).
Isto conclui que Ric+Hf = 0.
Observemos tambe´m que o charuto tem curvatura seccional positiva em todo ponto. De fato,
seja {e1, e2} a base ortonormal considerada anteriormente e seja σ o plano tengente gerado por
esta base. Enta˜o,
K(σ) = g(Rm(e1, e2)e1, e2)
= (
√
1 + x2 + y2)4g(Rm(∂1, ∂2)∂1, ∂2)
= (
√
1 + x2 + y2)4
2
(1 + x2 + y2)3
=
2
1 + x2 + y2
> 0.
Observe tambe´m que quanto mais o ponto (x, y) se afasta da origem, a curvatura seccional
K(σ) se aproxima de zero.
E´ poss´ıvel mostrar que o charuto de Hamilton e´ uma variedade Riemanniana completa e
que ele e´ rotacionalmente sime´trico, como mostra Chow em [17]. Mais geralmente, tem-se o
seguinte.
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Teorema 2.6 (Bryant). Existe, a menos de constantes, um u´nico so´liton gradiente steady
n-dimensional, completo, rotacionalmente sime´trico que possui curvatura na˜o nula.
Demonstrac¸a˜o. Ver [9].
O so´litom acima e´ chamado de so´liton de Bryant, devido ao fato de ele ter encontrado esta
variedade e mostrado sua unicidade.
Agora sera˜o apresentados alguns fatos sobre so´litons de Ricci.
Proposic¸a˜o 2.11. Seja (Mn, g, f, λ) um so´liton de Ricci gradiente. Enta˜o, valem as relac¸o˜es:
1. R + ∆f = nλ;
2. XR = 2Ric(∇f,X), ∀X ∈ X(M);
3. R + ‖∇f‖2 − 2λf = C = constante.
Demonstrac¸a˜o. 1. Tomando o trac¸o na equac¸a˜o Ric + Hf = λg obte´m-se o resultado dese-
jado.
2. Seja X um campo de vetores em M . Pelo ı´tem 1 obte´m-se:
XR = −X∆f. (2.3)
Pela forma contra´ıda da identidade diferencial de Bianchi, vale que XR = 2divRic(X).
Usando a equac¸a˜o 2.3, tem-se
XR = 2divRic(X)
= −2divHf (X). (2.4)
Pela fo´rmula de Bochner, segue que div(Hf )(X) = Ric(∇f,X)+X∆f . Usando a equac¸a˜o
2.3, tem-se tambe´m
div(Hf )(X) = Ric(∇f,X) +X∆f
= Ric(∇f,X)−XR. (2.5)
Substituindo a equac¸a˜o 2.5 na equac¸a˜o 2.4, obte´m-se
XR = 2divRic(X)
= −2Ric(∇f,X) + 2XR,
donde XR = 2Ric(∇f,X), e segue o resultado.
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Seja X um campo de vetores arbitra´rio. Pela equac¸a˜o acima segue que
XR = 2Ric(∇f,X)




Dessa forma X(R+‖∇f‖2−2λf) = 0. Pela arbitrariedade do campo X, segue que a expressa˜o
R + ‖∇f‖2 − 2λf e´ constante.
Proposic¸a˜o 2.12 (Hamilton, Ivey). Todo So´liton gradiente compacto, expanding ou steady, e´
uma variedade de Einstein.
Demonstrac¸a˜o. Como M e´ uma variedade compacta e f : M → R e´ uma func¸a˜o cont´ınua,
existem x1, x2 ∈M tais que
f(x1) ≤ f(x) ≤ f(x2), ∀x ∈M.
Subtraindo as equac¸o˜es 1 e 2 da proposic¸a˜o 2.11, obte´m-se
−2λf −∆f + ‖∇f‖2 = C0 = C − nλ.
Supondo que M e´ expanding, tem-se
−2λf(x1)−∆f(x1)︸ ︷︷ ︸
≥0




−2λf(x1)− C0 = ∆f(x1) ≥ 0
⇓
f(x1) ≥ C0−2λ.





−2λ ≤ f(x1) ≤ f(x) ≤ f(x2) ≤
C0
−2λ, ∀x ∈M.
Portanto, f(x) = −C0
2λ
,∀x ∈M , o que completa o caso expanding.
Supondo agora que M e´ steady tem-se que R = ∆f e R + ‖∇f‖2 = C. Dessa maneira
tem-se que ∆f + ‖∇f‖2 = C. Considerando a func¸a˜o ef , tem-se que ∆(ef ) = ef (‖∇f‖2 + ∆f).
De fato, para o gradiente de ef , tem-se




onde ∇(ef ) = ef∇f . Logo


























= efg(∇f,∇f) + ef∆f


























Da´ı segue que ∇f = 0 e, consequentemente, f e´ constante, concluindo a demonstrac¸a˜o no caso
steady.
Outro fato importante sobre so´litons compactos e´ o seguinte.
Proposic¸a˜o 2.13 (Perelman). Qualquer so´liton de Ricci compacto e´ gradiente.
Demonstrac¸a˜o. Ver [37].
Juntando os dois u´ltimos resultados obte´m-se que todo so´liton compacto, expanding ou
steady, e´ uma variedade de Einstein. No caso shrinking tem-se o seguinte.
Proposic¸a˜o 2.14 (Xiadong Cao). Todo so´liton compacto shrinking, localmente conformemente
plano e´ uma variedade de Einstein e possui curvatura seccional constante.
Demonstrac¸a˜o. Ver [15].
Da maneira como foram apresentados os treˆs u´ltimos resultados, poderia surgir o questi-
onamento sobre a existeˆncia de so´litons compactos que na˜o sa˜o variedades de Einstein. No
entanto eles existem e, pelo que foi exposto acima, estes devem ser shrinking e na˜o podem
ser localmente conformemente planos. Alguns exemplos foram encontrados por Cao [11]. Para
descreveˆ-los e´ preciso introduzir o conceito de variedades de Ka¨hler. Como esta introduc¸a˜o foge
ao escopo deste trabalho, tais exemplos na˜o sera˜o apresentados aqui.
Outro fato importante sobre so´litons de Ricci e´ que sa˜o, em alguns casos, espac¸os de curva-
tura escalar limitada, como pode-se ver nos seguintes resultados.
Proposic¸a˜o 2.15. Seja (M, g, f, λ) um so´liton de Ricci shrinking completo. Enta˜o, sua cur-
vatura escalar R e´ positiva.
Demonstrac¸a˜o. Ver Chow et al [17].
Proposic¸a˜o 2.16 (Cao). Seja (M, g, f, 0) um so´liton de Ricci steady completo. Enta˜o sua
curvatura escalar R e´ na˜o negativa.
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Demonstrac¸a˜o. Ver Chow et al [17].
Proposic¸a˜o 2.17. Um so´liton gradiente possui operador de curvatura na˜o-negativo se:
1. for steady ou shrinking e possuir dimensa˜o 3;
2. for steady possui dimensa˜o 4 e for localmente conformemente plano.
A primeira parte da Proposic¸a˜o acima foi provada por Chen [16] e a segunda por Zhang
[40]. Como observam Cao e Qiang Chen em [14] e Ferna´ndez-Lo´pez e Garc´ıa-R´ıo em [21],
os argumentos utilizados por Zhang valem para so´litons shrinking localmente conformemente
plano em dimensa˜o maior do que 3. Assim obtem-se o seguinte:
Proposic¸a˜o 2.18. Um so´liton gradiente, steady ou shrinking, possui operador de curvatura
na˜o-negativo se:
1. possuir dimensa˜o 3;
2. possuir dimensa˜o 4 e for localmente conformemente plano.
O pro´ximo teorema garante a existeˆncia de um sistema de coordenadas anal´ıtico para um
so´liton de Ricci, gradiente ou na˜o, completo ou na˜o.
Teorema 2.7. Seja (M, g,X, λ) um so´liton de Ricci. Enta˜o M admite um sistema de coorde-
nadas real anal´ıtico, tal que g e X sa˜o anal´ıticos.
Demonstrac¸a˜o. Ver Ivey [27].
Esta sec¸a˜o sera´ finalizada com o seguinte teorema de classificac¸a˜o.
Teorema 2.8. Se (Mn, g), n ≥ 2, e´ um so´liton gradiente shrinking, completo e rotacionalmente
sime´trico, que e´ difeomorfo a Rn, R× Sn−1 ou Sn, enta˜o
1. se M e´ difeomorfo a Rn, enta˜o (Mn, g) e´ isome´trico ao espac¸o Euclidiano (so´liton Gaus-
siano shrinking);
2. se M e´ difeomorfo a R × Sn−1, enta˜o (Mn, g) e´ isome´trico ao cilindro com a me´trica








3. se M e´ difeomorfo a Sn, enta˜o (Mn, g) e´ isome´trico a` esfera com a me´trica canoˆnica.
Demonstrac¸a˜o. Ver kotschwar [29].
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2.4.2 So´litons e o fluxo de Ricci
O fluxo de Ricci foi introduzido por Hamilton [23]. O objetivo de Hamilton era provar a con-
jectura da geometrizac¸a˜o, que afirma existirem apenas 8 geometrias que sa˜o “ba´sicas” em um
sentido que pode ser melhor compreendido em Thurston [39]. A estrate´gia de Hamilton foi
a seguinte. Fixada uma variedade diferencia´vel compacta M3 e dada uma me´trica inicial g0,
encontrar uma me´trica Riemanniana g que possu´ısse curvatura constante positiva atrave´s da
equac¸a˜o de evoluc¸a˜o do fluxo pela curvatura de Ricci, tendo em vista que em dimensa˜o 3 a
curvatura de Ricci determina o tensor de curvatura. Os pontos fixos da equac¸a˜o de evoluc¸a˜o
introduzida por Hamilton (definida a seguir) sa˜o exatamente os so´litons de Ricci. Sendo eles
pontos fixos, na˜o iriam evoluir atrave´s deste fluxo, tornando-se assim, uma obstruc¸a˜o na es-
trate´gia de Hamilton. Isto motivou o estudo da geometria dos so´litons de Ricci, principalmente
no caso gradiente, onde a conexa˜o com o fluxo e´ mais forte, como mostra o u´ltimo teorema
desta sec¸a˜o.
Definic¸a˜o 2.15. Seja (M, g) uma variedade Riemanniana. O fluxo de Ricci com condic¸a˜o




onde {gt}t∈(−ε,ε) e´ uma famı´lia de me´tricas Riemannianas definidas em M e Rict e´ o tensor de
Ricci da me´trica gt.
Exemplo 2.12. Considere a esfera Sn junto com a me´trica canoˆnica gSn, induzida pelo Rn+1.
Tendo em vista que Ric(X, Y ) = (n − 1)gSn(X, Y ), defina gt = (1 − 2(n − 1)t)gSn. Como o










Definic¸a˜o 2.16. Uma soluc¸a˜o {gt}t para o fluxo de Ricci e´ chamada:
1. ancia˜, se esta´ definida para t ∈ (−∞, c), com c ∈ R;
2. imortal, se esta´ definida para t ∈ (c,+∞), com c ∈ R;
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3. eterna, se esta´ definida para t ∈ R.
Exemplo 2.13. A famı´lia de me´tricas {gt}, definida no exemplo anterior, e´ um exemplo de
soluc¸a˜o ancia˜ do fluxo, pois esta´ definida para 1− 2(n− 1)t > 0, isto e´, para t ∈ (−∞, 1
2(n−1)).
No conjunto das soluc¸o˜es da equac¸a˜o do fluxo de Ricci destacam-se as soluc¸o˜es auto-
similares, pois estas modelam algumas singularidades do fluxo. Acontece que as soluc¸o˜es auto-
similares do fluxo de Ricci e os so´litons de Ricci esta˜o intimamente relacionados. A relac¸a˜o fica
ainda mais forte se o so´liton for gradiente e a me´trica for completa.
Definic¸a˜o 2.17. Seja (M, g) uma variedade Riemanniana. Uma soluc¸a˜o {gt}t∈(−ε,ε) para o
fluxo de Ricci, com condic¸a˜o inicial g, e´ dita auto-similar se existem uma func¸a˜o σ : (−ε, ε)→




com ϕ0 = idM e σ(0) = 1.
A relac¸a˜o entre uma soluc¸a˜o auto-similar para o fluxo de Ricci e a equac¸a˜o que define um
so´liton de Ricci e´ dada pela proposic¸a˜o abaixo.
Proposic¸a˜o 2.19. Se (M, g) e´ a condic¸a˜o inicial para uma soluc¸a˜o auto-similar do fluxo de
Ricci em M , enta˜o (M, g) e´ um so´liton de Ricci.
Demonstrac¸a˜o. Seja {gt}t∈(−ε,ε) uma soluc¸a˜o auto-similar para o fluxo de Ricci em uma vari-
edade Riemanniana (M, g), com condic¸a˜o inicial g. Enta˜o, existem uma famı´lia de difeomor-
















































σ′(0)g, e assim, (M, g,X,−1
2
σ′(0)) e´ um so´liton de Ricci.
Teorema 2.9. Se (M, g, f, λ) e´ um so´liton gradiente, com g completa, enta˜o o campo ∇f e´
completo, isto e´, seu fluxo esta´ definido em R×M .
O Teorema abaixo mostra que, dado um so´liton de Ricci gradiente completo (M, g, f, λ),
enta˜o existe uma soluc¸a˜o do fluxo de Ricci em M que comec¸a em g. Isto significa que, neste
caso, estudar o fluxo de Ricci, que e´ uma equac¸a˜o de evoluc¸a˜o, e´, em certo sentido, estudar
um so´liton de Ricci gradiente, que e´ uma condic¸a˜o esta´tica, pois muitas propriedades sa˜o
preservadas pelo fluxo. Um exemplo disso e´ a positividade do tensor de curvatura, como foi
provado por Hamilton em Chow [1].
Teorema 2.10. Seja (M, g, f, λ) um so´liton gradiente completo. Enta˜o existem uma soluc¸a˜o
gt para o fluxo de Ricci com g0 = g, difeomorfismos ϕt : M →M , com ϕ0 = idM , uma famı´lia
de func¸o˜es ft : M → R, com f0 = f , definidos para todo t, onde τ(t) = λt+ 1 > 0, tais que
1. a famı´lia ϕt e´ gerada pelo campo Xt =
1
τ(t)











3. f(t) e´ o pull back por ϕt de f , isto e´,
ft = ϕ

















So´litons de Ricci gradiente localmente
conformemente planos
Neste cap´ıtulo sera´ discutido um teorema de classificac¸a˜o presente em um trabalho de
Ferna´ndez-Lo´pez e Garc´ıa-R´ıo [21] sobre so´litons de Ricci gradiente, shrinking ou steady, que
sa˜o localmente conformemente planos.
Sera˜o provados dois lemas que estabelecem as expresso˜es para o tensor de curvatura e para
o tensor de Weyl, no caso em que o tensor de Schouten e´ tipo Codazzi e a quarta entrada em
ambos os tensores e´ fixada sendo o campo gradiente da func¸a˜o potencial do so´liton, que pode ser
shrinking, steady ou expanding. Em seguida sera´ demonstrado que tais so´litons sa˜o localmente
(em vizinhanc¸as onde ∇f 6= 0) um produto warped de uma variedade de dimensa˜o 1 com uma
variedade de curvatura constante, desde que sejam localmente conformemente planos. Se seu
operador de curvatura e´ na˜o negativo, sera´ provado tambe´m que o so´liton e´ rotacionalmente
sime´trico, culminando a classificac¸a˜o.
3.1 Um teorema de classificac¸a˜o
Os lemas abaixo mostram a simplicidade do tensor de curvatura e do tensor de Weyl de um
so´liton gradiente quando o tensor de Schouten e´ tipo Codazzi e a quarta entrada e´ fixada com
o gradiente da func¸a˜o potencial.
Lema 3.1. Seja (Mn, g, f, λ), n ≥ 2, um so´liton gradiente. Se o tensor de Schouten de g for
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um tensor tipo Codazzi, enta˜o




onde X, Y, Z ∈ X(M).
Demonstrac¸a˜o. Por hipo´tese, o tensor de Schouten
S = Ric− R
2(n− 1)g
e´ um tensor tipo Codazzi, isto e´,
(∇XS)(Y, Z) = (∇Y S)(X,Z). (3.1)
Da´ı,
(∇XS)(Y, Z) = (∇X(Ric− R
2(n− 1)g))(Y, Z)
= (∇XRic)(Y, Z)− 1
2(n− 1)(∇X(Rg))(Y, Z)
= (∇X(λg −Hf ))(Y, Z)− X(R)
2(n− 1)g(Y, Z)−R(∇Xg)(Y, Z)︸ ︷︷ ︸
=0
= −(∇XHf )(Y, Z)− X(R)
2(n− 1)g(Y, Z)
= −X(Hf (Y, Z)) +Hf (∇XY, Z) +Hf (Y,∇XZ)− X(R)
2(n− 1)g(Y, Z)
= −X(g(∇Y∇f, Z)) + g(∇∇XY∇f, Z) + g(∇Y∇f,∇XZ)−
X(R)
2(n− 1)g(Y, Z)





= g(−∇X∇Y∇f +∇∇XY∇f, Z)−
X(R)
2(n− 1)g(Y, Z).
Trocando X por Y , tem-se
(∇Y S)(X,Z) = g(−∇Y∇X∇f +∇∇YX∇f, Z)−
Y (R)
2(n− 1)g(X,Z).
Assim, usado a equac¸a˜o 3.1, obte´m-se que
g(−∇X∇Y∇f +∇∇XY∇f, Z)−
X(R)
















Usando a Proposic¸a˜o 2.11 e as propriedades de simetria do tensor de curvatura conclui-se que
Rm(X, Y, Z,∇f) = 1
n− 1Ric(∇f, Y )g(X,Z)−
1
n− 1Ric(∇f,X)g(Y, Z).
Lema 3.2. Sejam (Mn, g, f, λ), n ≥ 3, um so´liton de Ricci gradiente na˜o Einstein e {E1, . . . , En}
um referencial ortonormal definido onde ∇f 6= 0, com En = ∇f|∇f | . Se o tensor de Schouten de
g for um tensor tipo Codazzi, enta˜o, ∀i, j, k ∈ {1, . . . , n}
W (Ei, Ej, Ek, En) =− δjk
(n− 1)(n− 2)Ric(Ei, En) +
δik
(n− 1)(n− 2)Ric(Ej, En)
− δin









onde W e´ o tensor de Weyl.
Demonstrac¸a˜o. Usando o lema 3.1, tem-se
W (Ei, Ej, Ek, En) =
1




n− 2(S  g)(Ei, Ej, Ek, En).
(3.3)
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Pela definic¸a˜o de , tem-se
(S  g)(Ei, Ej, Ek, En) = S(Ei, Ek)δjn + S(Ej, En)δik − S(Ei, En)δjk − S(Ej, Ek)δin
= Ric(Ei, Ek)δjn − δikδjn





2(n− 1)R−Ric(Ej, Ek)δin +
δjkδin
2(n− 1)R
= Ric(Ei, Ek)δjn − δikδjn





Multiplicando a equac¸a˜o 3.4 por
1
n− 2 e subtraindo o resultado de 3.3, fica


















(n− 1)(n− 2)Ric(Ej, Ek)
=
δjk
(n− 1)(n− 2)Ric(Ei, En)−
δik
(n− 1)(n− 2)Ric(Ej, En)
− δjn




(n− 1)(n− 2)R +
δjnδik
(n− 1)(n− 2)R.
O teorema abaixo diz que todo so´liton gradiente localmente conformemente plano e´ local-
mente o produto warped de uma forma espacial com um espac¸o de dimensa˜o 1, supondo que f
e´ na˜o constante.
Teorema 3.1. Seja (Mn, g, f, λ), n ≥ 3, um so´liton gradiente, com f na˜o constante, e lo-
calmente conformemente plano. Enta˜o, todo ponto p ∈ M tal que ∇f(p) 6= 0 possui uma
vizinhanc¸a em M que e´ localmente isome´trica ao produto warped
((−ε, ε)×N, dt2 + ϕ2(t)gN),
onde (N, gN) e´ uma variedade Riemanniana de curvatura constante −1 , 0 ou 1.
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Demonstrac¸a˜o. Sejam p ∈M e {E1, . . . , En−1, En} um referencial ortonormal, onde ∇f(p) 6= 0,
tal que En =
∇f
|∇f | . Assim tem-se que {E1, . . . , En−1} e´ um referencial ortonormal para a
hipersuperf´ıcie N = f−1(c), com f(p) = c. O objetivo e´ mostrar que a hipersuperf´ıcie N e´













onde II denota a segunda forma fundamental de N . Considerando II(Ei, Ej), com 1 ≤ i, j ≤
n− 1, tem-se que























g(∇f, Ej)︸ ︷︷ ︸
0
− 1‖∇f‖ g(∇Ei∇f, Ej)︸ ︷︷ ︸
Hf (Ei,Ej)
= − 1‖∇f‖Hf (Ei, Ej).
Ale´m disso, como M e´ localmente conformemente plana, pelo Teorema de Weyl-Schouten, segue
que o tensor de Weyl de g e´ identicamente nulo e o tensor de Schouten de g e´ tipo Codazzi.
Assim, pelo Lema 3.2, vale que
0 =W (En, Ei, Ei, En)
=− 1














Usando a equac¸a˜o 2.2,






























∆f −Hf (En, En)
)
.
Assim, II(Ei, Ei) = − 1(n−1)‖∇f‖
(
∆f − Hf (En, En)
)
. Agora, considerando a equac¸a˜o 3.2, com
i = n e j 6= k e 1 ≤ j, k ≤ n− 1, obte´m-se Ric(Ej, Ek) = 0. Usando a equac¸a˜o 2.2 e tomando
j 6= k, obte´m-se
Hf (Ej, Ek) =− λg(Ej, Ek) +Ric(Ej, Ek)
=0,
donde II(Ej, Ek) = 0, sempre que j 6= k. Logo

























onde F = − 1
(n−1)‖∇f‖
(
∆f −Hf (En, En)
)
e´ uma func¸a˜o suave que so´ depende dos pontos de N .
Isto conclui a afirmac¸a˜o de que N e´ uma subvariedade totalmente umb´ılica de M . O trac¸o da
geode´sica definida em (−ε, ε) que no instante 0 passa por p com velocidade En sera´ denotado
por (−ε, ε). Sabe-se que (−ε, ε) e´ uma subvariedade totalmente geode´sica de M . Dessa forma,
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pelo Teorema 2.3, segue que p possui uma vizinhanc¸a aberta U que e´ isome´trica ao produto
twisted (−ε, ε)×φ N , com φ : (−ε, ε)×N → (0,+∞) sendo a func¸a˜o twisted.











Como X e´ arbitra´rio, segue que Ric(Y,∇f) = 0, ∀ Y ∈ X(N). Assim, pelo Teorema 2.1, tem-se
que o produto twisted pode ser visto como um produto warped (−ε, ε) ×ϕ N , com func¸a˜o de
torc¸a˜o ϕ : (−ε, ε) → (0,+∞). Tem-se enta˜o que as variedades (U, g|U) e ((−ε, ε) × N, dt2 +
ϕ2gN) sa˜o isome´tricas, o que implica que (−ε, ε)×ϕ N e´ um produto warped que e´ localmente
conformemente plano. Usando o Teorema 2.5 segue que a variedade Riemanniana (N, gN) tem
curvatura seccional constante.
Uma consequeˆncia muito importante do Teorema acima e´ o seguinte Corola´rio.
Corola´rio 3.1. Seja (M, g, f, λ), n ≥ 3, um so´liton gradiente e localmente conformemente
plano, com f na˜o constante. Enta˜o a func¸a˜o potencial f e´ uma func¸a˜o radial.
Demonstrac¸a˜o. Seja p ∈ M um ponto tal que f(p) = cp e ∇f(p) 6= 0. Enta˜o existe uma
vizinhanc¸a V ⊂ M de p tal que f(q) = cq e ∇f(q) 6= 0, para todo q ∈ V . Para cada q ∈ V ,
pode-se aplicar o Teorema anterior e obter um subconjunto Uq , um εq > 0 e uma func¸a˜o
ϕq : (−εq , εq) → R+ tais que Uq e´ isome´trico a (−εq , εq) ×ϕq Nq , com Nq = f−1(cq). Se
Uq ∩ Ur 6= ∅, como dt2 + ϕ2cgNc = g = dt2 + ϕ2rgNr nesta intersec¸a˜o, segue que ϕq = ϕr . Sendo
assim, diminuindo U se necessa´rio for, obtem-se que U e´ folheado por superf´ıcies de n´ıvel da
func¸a˜o potencial. Dessa forma segue que a restric¸a˜o f : U → R e´ radial. Como os pontos em
que ∇f se anula teˆm que ser isolados com respeito essa propriedade, por continuidade segue
que f : M → R e´ radial.
Teorema 3.2. Seja (Mn, g) um so´liton gradiente, shrinking ou steady, completo, simplesmente
conexo e localmente conformemente plano. Enta˜o (Mn, g) e´ rotacionalmente sime´trico.
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Demonstrac¸a˜o. Seja p ∈ M tal que ∇f(p) 6= 0, f(p) = c e seja U ⊂ M um aberto tal
que (U, g|U) e´ isome´trico a um produto warped (−ε, ε) ×ψ N , onde (N, g|N) e´ uma variedade
curvatura constante, com N = f−1(c). Pelo teorema anterior, tem-se que N e´ totalmente
umb´ılica. Seja II = gNη, onde η : N → R e´ uma func¸a˜o suave. Pela desigualdade de Cauchy-
Schwarz, segue que a expressa˜o gN(X,X)gN(Y, Y )− (gN(X, Y ))2 ≥ 0 e´ na˜o negativa, portanto,
a expressa˜o
II(X,X)II(Y, Y )− (II(X, Y ))2 = (η)2(gN(X,X)gN(Y, Y )− (gN(X, Y ))2)
e´ na˜o negativa. Tal expressa˜o na˜o pode se anular, pois se assim o fosse, tomando dois campos
X, Y ∈ X(N) na˜o nulos e ortogonais, enta˜o
0 < gN(X,X)gN(Y, Y ) = (gN(X, Y ))
2 = 0.
Como os so´litons em questa˜o sa˜o shrinking ou steady, pelo teorema 2.18, tem-se que o tensor
de curvatura de M e´ na˜o negativo. Pela fo´rmula de Gauss segue que
RmN(X, Y,X, Y ) = RmM(X, Y,X, Y ) + II(X,X)II(Y, Y )− (II(X, Y ))2
= RmM(X, Y,X, Y ) + (η)
2(gN(X,X)gN(Y, Y )− (gN(X, Y ))2), (3.5)
com X, Y ∈ X(N), o que implica que a curvatura seccional de N e´ na˜o negativa. Pode-se enta˜o
dividir a ana´lise em dois casos: curvatura nula e curvatura positiva.
Supondo que N tem curvatura seccional constante igual a 0, segue que (−ε, ε)×ϕN possui
curvatura seccional nula e, da equac¸a˜o 3.5, segue que η = 0, implicando que a II ≡ 0, isto e´,
que N e´ totalmente geode´sicas. Como os outros n´ıveis de f , suficietemente pro´ximos de n´ıvel
N , sa˜o homote´ticos a (N, gN), segue que U admite uma folheac¸a˜o cujas folhas sa˜o totalmente
geode´sicas. Diminuindo U se necessa´rio, podemos considerar uma folheac¸a˜o de U por geode´sicas
na direc¸a˜o do campo
∇f
‖∇f‖(q), com q ∈ N . Assim temos duas folheac¸o˜es complementares de
U que sa˜o totalmente geode´sicas. Pelo Teorema 2.3, segue que U e´ isome´trico ao produto
Riemanniano (−ε, ε) × N . Como cada uma das variedades possui curvatura seccional igual
a zero, segue que U tem curvatura seccional nula, isto e´, a curvatura seccional de M restrita
a U e´ nula. Considerando o sistema de coordenadas anal´ıtico do so´liton de Ricci, dado pelo
Teorema 2.7, tem-se que a curvatura seccional de M e´ uma func¸a˜o anal´ıtica que se anula em
um aberto. Como os abertos em variedades diferencia´veis possuem pontos de acumulac¸a˜o, pelo
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princ´ıpio da identidade segue que a curvatura seccional de M e´ identicamente nula. Sendo M
uma variedade completa, simplesmente conexa e com curvatura nula, segue do Teorema 1.7 que
M e´ isome´trica ao plano.
Para o caso em que a curvatura seccional de N e´ constante positiva, sera´ considerado o
conjunto
I+ = {t ∈ R; g = dt2 + ϕ2gN ∈ d−1N ([0, t])},
onde dN : M → R e´ definida por dN(p) = inf{d(x, p);x ∈ N}. O conjunto I+ e´ na˜o vazio, pois
[0, ε) ⊂ I+.
Sejam t ∈ R e γx a geode´sica tal que γx(0) = x e γ′x(0) =
∇f
‖∇f‖(x). Seja tambe´m
Nt = {γx(t);x ∈ N}. Pelo Corola´rio 3.1, segue que Nt = f−1(ct), para algum ct ∈ R. Pelo
Teorema 3.1, se ct ∈ R e´ um valor regular de f , enta˜o f−1(ct), portanto Nt, e´ uma hipersuperf´ıcie
totalmente umb´ılica com a me´trica induzida.
Sejam lim
t→ε
ϕ(t) = ϕε 6= 0 e Nε = f−1(cε). Se cε e´ um valor regular de f , enta˜o Nε = f−1(cε)
e´ totalmente umb´ılica. Se cε na˜o e´ um valor regular de f , isto e´, se ∇f se anula no n´ıvel Nε,
como ∇f e´ uma func¸a˜o anal´ıtica na˜o nula, segue que ε e´ um ponto isolado com relac¸a˜o a esta
propriedade, isto e´, existe ρ > 0 tal que ∇f(t) 6= 0,∀t ∈ (ε, ε+ρ), com Nt totalmente umb´ılica,
∀t ∈ (ε, ε+ ρ). Sejam ki : M → R, i ∈ {1, . . . , n− 1}, tais que ki(p) e´ uma curvatura principal
de Nt em p, com p ∈ M e t = dN(p). Para t ∈ (−ε, ε) ∪ (ε, ε + ρ), tem-se que ki(x) = kj(x),
∀i, j e ∀x ∈ Nt. Se Nε na˜o fosse totalmente umb´ılica, existiria uma vizinhanc¸a de x0 em M tal
que ki(x) 6= kj(x) nesta vizinhanc¸a. Em particular, existiria um t0 ∈ (−ε, ε)∪ (ε, ε+ ρ) tal que
ki(γx(t0)) 6= kj(γx(t0)), o que seria uma contradic¸a˜o, pois Nt0 e´ totalmente umb´ılica. Sendo
assim Nε e´ totalmente umb´ılica.
Em ambos os casos Nε e´ totalmente umb´ılica e, pelo Teorema 3.1, existem um aberto V ⊂M
e uma func¸a˜o suave ψ : (ε−δ, ε+δ)→ (0,+∞) tal que ((ε−δ, ε+δ)×Nε, dt2 +ψ2gε) e (V, g|V )
sa˜o localmente isome´tricos. Tem-se enta˜o que U ∩ V 6= ∅ e que nesta intersecc¸a˜o vale
dt2 + (ϕ(t))2gN = g
= dt2 + (ψ(t))2gε
= dt2 + (ψ(t))2(ϕε)
2gN ,
o que implica em ϕ(t) = ϕεψ(t), ∀(t) ∈ (ε − δ, ε). Considerando a func¸a˜o, tambe´m denotada
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por ϕ,
ϕ : (−ε, ε+ δ)→ (0,+∞),
definida por,
ϕ(t) =
ϕ(t), t ∈ (−ε, ε)ϕεψ(t), t ∈ (ε− δ, ε+ δ) ,
tem-se que a func¸a˜o acima e´ uma extensa˜o suave da func¸a˜o ϕ. De fato, a suavidade e´ garantida
pela condic¸a˜o ϕ(t) = ϕεψ(t), ∀t ∈ (ε − δ, ε). Desta forma, conclui-se que [0, ε + δ) ⊂ I+.
Procedendo da mesma maneira para o conjunto I− = {t ∈ R; dt2 + ϕ2gN ∈ d−1N ((t, 0])} obte´m-
se as seguintes possibilidades para I− ∪ I+:









No primeiro caso tem-se que M\{γx(a), γx(b)}, x ∈ N , e´ isome´trica a` (a, b) ×ϕ N , pois g =
dt2 + ϕ2gN em M\{γx(a), γx(b)}. Pelo mesmo motivo, nos segundo e terceiro casos tem-se
que M\{γx(a)} e´ isome´trica a (a,+∞) ×ϕ gN e M e´ isome´trica a R ×ϕ N , respectivamente.
Denotando por pi1(M) o grupo fundamental de M e notando que n > 2, tem-se
pi1(M\{γx(a), γx(b)}) = pi1(M\{γx(a)})
= pi1(M)
= {0}.
Ale´m disso, como pi1((a, b) × N) = pi1((a, b)) × pi1(N), tem-se que pi1(N) = {0}, concluindo
que N e´ simplesmente conexa. Da mesma forma conclui-se que N e´ simplesmente conexa nos
outros casos. Tem-se tambe´m que N e´ fechada, pois e´ a imagem inversa de um fechado por uma
func¸a˜o cont´ınua. Nestas condic¸o˜es segue que N e´ completa. Como N tem curvatura constante
positiva, e´ simplesmente conexa e e´ completa, segue do Teorema 1.7 que N e´ isome´trica a` esfera
munida da me´trica canoˆnica. Portanto M e´ rotacionalmente sime´trica.
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Na demonstrac¸a˜o do Teorema anterior a hipo´tese de (M, g, λ, f) ser steady ou shrinking
foi usado para garantir que curvatura seccional de M seja na˜o negativa, fato decisivo na de-
monstrac¸a˜o. Desta maneira, se um so´liton expanding possuir curvatura seccional na˜o negativa,
segue o mesmo resultado. Mais precisamente:
Corola´rio 3.2. Se (Mn, g, f, λ) e´ um so´liton gradiente completo, com ∇f 6= 0, simplesmente
conexo, localmente conformemente plano que possui operador de curvatura na˜o negativo, enta˜o
M e´ rotacionalmente sime´trico.
O teorema acima estabelece que todo so´liton gradiente completo, simplesmente conexo, que
possui func¸a˜o potencial na˜o constante e´ rotacionalmente sime´trico, desde que seja localmente
conformemente plano e o so´liton seja steady ou shrinking. Juntando tal resultado com os
Teoremas 2.8 e 2.6 do cap´ıtulo anterior, segue a seguinte classificac¸a˜o, no caso λ ≥ 0.
Teorema 3.3. Seja (Mn, g, f, λ), n ≥ 3, um so´liton de Ricci gradiente, shrinking ou steady,
completo, simplesmente conexo e localmente conformemente plano. Enta˜o:
1. Se (M, g) e´ shrinking, enta˜o ela e´ isome´trica a Sn, Rn ou R× Sn−1;
2. Se (M, g) e´ steady, enta˜o ela e´ isome´trica a Rn ou ao so´liton de Bryant.
Demonstrac¸a˜o. Se a curvatura seccional da hipersuperf´ıcie de n´ıvel, dada pelo Teorema 3.1, for
nula, pela demonstrac¸a˜o do Teorema anterior, M e´ o so´liton Gaussiano shrinking ou steady. Se a
curvatura da superf´ıcie de n´ıvel for positiva, pela demonstrac¸a˜o do Teorema anterior, M menos
k pontos, k ∈ {0, 1, 2}, e´ isome´trica a I ×ϕ Sn−1, com ϕ : I → R+, onde I ⊂ R representa o
intervalo maximal onde ϕ na˜o se anula. Suponha que I = (a, b). Enta˜o, como Sn−1 e´ compacta,
ϕ : (a, b)→ R+ e´ limitada e o intervalo I e´ limitado, segue que o diaˆmetro de M e´ finito. Sendo
M limitada, fechada e completa, pelo Teorema 1.5, segue que M e´ compacta. Sendo compacta,
segue dos Teoremas 2.12 e 2.14 que M e´ Einstein. Pela Proposic¸a˜o 2.10, tem-se que o tensor
Z (ver 2.1) e´ identicamente nulo. Como o tensor de Weyl se anula, usando a Proposic¸a˜o 2.10
novamente, segue que M tem curvatura constante. Enta˜o M e´ isome´trica a` esfera, pois e´ uma
forma espacial simplesmente conexa e compacta. Como Sn e´ uma variedade de Einstein, na˜o
pode ser λ = 0, pois RicSn 6= 0. Se I = (a,+∞) e λ = 0, tem-se pelo Teorema 2.6 que M e´
isome´trica ao so´liton de Bryant, pois e´ steady, completo e rotacionalmente sime´trico. Se I = R
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tem-se que M e´ isome´trica ao cilindro e, sendo λ > 0, M e´ o cilindro descrito no item 2 do
Teorema 2.8.
Observac¸a˜o 3.1. No caso em que n ≥ 4, o Teorema 3.2 na˜o precisa da hipo´tese do so´liton
ser gradiente. De fato, em [10], G. Cantino, C. Matengazza e L. Mazzieri provam o seguinte
resultado.
Teorema 3.4. Seja (Mn, g,X, λ), n ≥ 4, um so´liton de Ricci completo, localmente conforme-
mente plano, shrinking ou steady. Enta˜o o so´liton e´ gradiente.




Como discutido na introduc¸a˜o deste trabalho, a classificac¸a˜o de so´litons de Ricci gradiente,
completo e localmente conformemente plano e´ fruto do trabalho de muitos matema´ticos. O
sinal da constante λ, que aparece na definic¸a˜o de so´liton, induz uma classificac¸a˜o feita por
casos, de acordo com o dado sinal. Da mesma maneira, a hipo´tese de ser localmente conforme-
mente plana, por ser caracterizada completamente a partir dos tensores de Weyl e de Schouten,
tambe´m indicam um tratamento dividido em casos, de acordo com a dimensa˜o da variedade.
No entanto, com o trabalho de Ferna´ndez-Lo´pez e Garc´ıa-Rı´o, a divisa˜o de acordo com a di-
mensa˜o e de acordo com a constante λ, desde que seja na˜o negativa, na˜o e´ necessa´ria, pois o
me´todo apresentado pelos autores e´ essencialmente o mesmo. Assim, tal artigo da´ uma prova
unificada da classificac¸a˜o de so´litons gradiente, completo e localmente conformemente plano.
Neste cap´ıtulo sera´ apresentado tambe´m como a teoria vem se desenvolvendo. Sera˜o mos-
trados o caso semi-Riemanniano e casos em que algumas hipo´teses, no caso Riemanniano, foram
substitu´ıdas por outras mais gerais muitas vezes reobtendo a mesma classificac¸a˜o, outras vezes
aumentando o leque de possibilidades. Tambe´m sera˜o tratadas generalizac¸o˜es da condic¸a˜o de
so´liton. Sera´ feito como segue:
Na primeira sec¸a˜o sera˜o definidas as variedades semi-Riemannianas e sera´ exibido um re-
sultado de classificac¸a˜o para este caso, ana´logo ao resultado do cap´ıtulo anterior, onde foram
classificados certos so´litons de Ricci.
Na segunda sec¸a˜o sera˜o introduzidos os tensores de Bach e de Coton, bem como as variedades
Bach planas e Weyl harmoˆnicas. Sera´ introduzida tambe´m a noc¸a˜o de variedades quasi-Einstein.
Logo em seguida sa˜o citados, sem demonstrac¸a˜o, alguns teoremas de classificac¸a˜o para estas
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novas classes e a relac¸a˜o com as classes veteranas.
4.1 O caso semi-Riemanniano
Sejam E um espac¸o vetorial real de dimensa˜o finita n e Q : E×E → R uma forma bilinear
definida em E. Diz-se que Q possui assinatura r, se o maior subespac¸o de E que faz de Q
negativa definida, isto e´, Q(v, v) < 0, ∀v ∈ H, possui dimensa˜o r. Ale´m disso diz-se que Q e´
na˜o degenerado se Q(v, w) = 0, ∀v ∈ TpM , implicar que w = 0.
Definic¸a˜o 4.1. Uma me´trica semi-Riemanniana em uma variedade diferencia´vel M e´ um
(0, 2)-tensor g que e´ sime´trico, na˜o degenerado, cuja assinatura r da forma bilinear gp na˜o
dependa de p. Uma variedade diferencia´vel M junto com uma me´trica semi-Riemanniana g e´
chamada de variedade semi-Riemanniana.
Definic¸a˜o 4.2. Se (M, g) e´ uma variedade semi-Riemanniana, um vetor v ∈ TpM , p ∈ M , e´
dito ser tipo
1. espac¸o, se gp(v, v) > 0;
2. luz, se gp(v, v) = 0;
3. tempo, se gp(v, v) < 0.
Se X e´ um campo de vetores, diz-se que X e´ tipo espac¸o, luz ou tempo, se X(p) for tipo espac¸o,
luz ou tempo, respectivamente, ∀p ∈M . Diz-se tambe´m que esta e´ a caracter´ıstica do campo.
Observac¸a˜o 4.1. Um campo de vetores pode ter sua caracter´ıstica variando ponto a ponto.
Para um exemplo, ver [6].
O principal exemplo de variedade semi-Riemanniana e´ o de uma variedade Riemanniana.
Neste caso a assinatura e´ 0. Outro exemplo importante de variedade semi-Riemanniana e´ a
variedade de Lorentz que, por definic¸a˜o, possui assinatura 1. Um exemplo de variedade de
Lorentz e´ o espac¸o de Minikowsk, que consiste do espac¸o R4 munido com a me´trica
g = −dx21 + dx22 + dx23 + dx24.
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Observac¸a˜o 4.2. Todos os conceitos introduzidos ate´ aqui para variedades Riemannianas pos-
suem um ana´logo semi-Riemanniano. Para maiores informac¸o˜es acerca de variedades semi-
Riemannianas sa˜o indicados os livros [3] e [35].
Apesar da observac¸a˜o acima, vale reforc¸ar que a definic¸a˜o de Ricci so´liton dada anteri-
ormente estende-se da mesma maneira para variedades semi-Riemannianas. Ale´m disso, o
Teorema 3.1 permanece va´lido para o caso Lorentziano. Mais precisamente tem-se o seguinte.
Teorema 4.1 (Brozos-Va´zquez; Garc´ıa-R´ıo; Gavino-Ferna´ndez, [6]). Seja (M, g, f, λ) um so´liton
de Ricci gradiente Lorentziano, localmente conformemente plano, com ‖∇f‖p 6= 0 para algum
ponto p ∈ M . Enta˜o, em uma vizinhanc¸a de p, (M, g) e´ um produto warped de um intervalo
real e um espac¸o de curvatura constante c.
No caso Riemanniano, uma aplicac¸a˜o do Teorema 3.1 e´ o Teorema 3.2. No caso semi-
Riemanniano, fazendo-se distinc¸a˜o entre os casos em que o campo gradiente da func¸a˜o potencial
e´ isotro´pico (‖∇f‖ ≡ 0) ou na˜o e aplicando o Teorema 4.1, tem-se o seguinte resultado.
Teorema 4.2 (Brozos-Va´zquez; Garc´ıa-R´ıo; Gavino-Ferna´ndez, [6]). Seja (M, g, f, λ) um so´liton
de Ricci gradiente Lorentziano, localmente conformemente plano.
1. Em uma vizinhanc¸a de qualquer ponto onde ‖∇f‖ 6= 0, M e´ localmente isome´trico ao
produto warped de Robertson-Walker I ×ψ N com me´trica εdt2 + ψgN , onde I e´ um
intervalo real e (N, gN) e´ um espac¸o de curvatura constante c.
2. Se ‖∇f‖ = 0 em um conjunto aberto na˜o vazio, enta˜o (M, g) e´ localmente isome´trico ao
espac¸o R2 × Rn com a me´trica











i=1 xi+c(u), para algumas func¸o˜es a(u), bi(u)
e c(u) e a func¸a˜o potencial e´ dada por f(u, x1, . . . , xn) = f0(u), com f
′′
0 (u) = −ρ(∂u, ∂u) =
na(u).
Observac¸a˜o 4.3. Recomenda-se [2] e [35] para mais informac¸o˜es sobre variedades Robertson-
Walker e [7] para mais informac¸o˜es sobre variedades Walker.
O ı´tem 1. deste resultado e´ ana´logo ao resultado no caso Riemanniano que foi apresentado
neste trabalho. No entanto, a parte 2. na˜o tem contrapartida Riemanniana. Este fato mostra
que existem fatos peculiares apenas ao caso semi-Riemanniano.
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4.2 Generalizac¸o˜es
4.2.1 Tensor de Bach e tensor de Coton
E´ nota´vel a importaˆncia da hipo´tese de o so´liton ser localmente conformemente plano na clas-
sificac¸a˜o aqui apresentada. A grande importaˆncia desta condic¸a˜o esta´ no fato de que quando
o tensor de Schouten e´ um tensor tipo Codazzi, as equac¸o˜es do tensor de Weyl e do tensor de
curvatura ficam mais simples, como mostram os Lemas 3.1 e 3.2. Definindo o tensor de Coton
pela expressa˜o
C(X, Y, Z) = (∇Y S)(X,Z)− (∇XS)(Y, Z),
tem-se que o tensor de Schouten S e´ tipo Codazzi se, e somente se, o tensor de Coton se anula.
Em dimensa˜o maior do que 4, uma variedade Riemanniana para a qual o tensor de Coton se
anula e´ chamada de Weyl harmoˆnica, pois
C(X, Y, Z) =
n− 2
n− 3divW (X, Y, Z).
Dessa forma tem-se que, se (Mn, g), n ≥ 4, e´ localmente conformemente plana, enta˜o ela e´
Weyl harmoˆnica.
E´ natural questionar se a classificac¸a˜o aqui apresentada continua va´lida para variedades
Weyl Harmoˆnicas. Para o so´liton shrinking a resposta e´ sim, como mostram Ferna´ndez-Lo´pez
e Garc´ıa-R´ıo [22], com o seguinte resultado
Teorema 4.3 (Ferna´ndez-Lo´pez; Garc´ıa-R´ıo, [22]). Se (Mn, g, f, λ), n ≥ 4, e´ um so´liton
gradiente shrinking Weyl harmoˆnico, enta˜o M e´ isome´trico a Nk × Rn−k, onde N e´ uma
variedade de Einstein.
Comparando este resultado com o ana´logo localmente conformemente plano, percebe-se a
generalidade obtida com a mudanc¸a na hipo´tese.
Um outro tensor importante em geometria Riemanniana, em dimenso˜es n ≥ 4, e´ o chamado
tensor de Bach.
Se (Mn, g), n ≥ 4, e´ uma variedade Riemanniana, o tensor de Bach e´ definido pela expressa˜o










Ric(∂i, ∂j)W (X, ∂i, Y, ∂j).
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Uma relac¸a˜o entre o tensor de Bach e o tensor de Coton e´ dada por










Ric(∂i, ∂j)W (X, ∂i, Y, ∂j).
Uma variedade Riemanniana que possui tensor de Bach nulo e´ chamada de Bach plana. E´
importante notar que o anulamento do tensor de Weyl implica o anulamento do tensor de Bach,
isto e´, variedades Bach planas sa˜o uma generalizac¸a˜o das variedades localmente conformemente
planas. Ale´m disso, variedades de Einstein tambe´m possuem tensor de Bach nulo.
No contexto dos so´litons gradiente, o tensor de Bach tambe´m mostra-se como um bom
substituto para a hipo´tese de W ≡ 0. No caso steady tem-se.
Teorema 4.4 (Cao H.D. et al [12]). Seja (Mn, g, f, λ), n ≥ 4, um so´liton gradiente steady
com curvatura de Ricci positiva tal que a curvatura escalar atinge seu ma´ximo em algum ponto
interior. Se em adic¸a˜o o tensor de Bach se anula, enta˜o M e´ isome´trico ao so´liton de Bryant,
a menos de um fator de escala.
Ale´m disso, como mostram Xiau-Dong Cao, Wang e Zhang em [15], no caso shrinking
tem-se.
Teorema 4.5 (Cao X.D.; Wang; Zhang, [15]). Seja (Mn, g, f, λ), n ≥ 4, um so´liton gradiente
shrinking completo com tensor de Bach nulo. Enta˜o M e´
1. ou uma variedade de Einstein;
2. ou um quociente finito do so´liton Gaussiano shrinking Rn;
3. ou um quociente de Nn−1×R, onde N e´ uma variedade de Einstein de curvatura positiva.
4.2.2 Variedades Quasi Einstein
Um conceito que generaliza so´litons de Ricci e, consequentemente, o de variedade de Eins-
tein, e´ o de variedade quasi Einstein. Em termos mais precisos, uma variedade Riemanniana
(Mn, g), n ≥ 3, e´ chamada (λ, µ)-quasi Einstein, se existe uma func¸a˜o suave f : M → R tal
que
Ric+Hf + µdf ⊗ df = λg.
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Da condic¸a˜o dada acima segue que se f e´ uma func¸a˜o constante, enta˜o uma variedade
(λ, µ)-quasi Einstein e´ uma variedade de Einstein.
Se µ = 0, enta˜o uma variedade (λ, µ)-quasi Einstein e´ um so´liton de Ricci gradiente. Assim,
variedades (λ, µ)-quasi Einstein generalizam os so´litons gradiente, sendo estes agora chamados
de variedades (λ, 0)-quasi Einstein.
Se µ = − 1
m
, enta˜o M chama-se uma variedade (λ, n + m)-quasi Einstein e escreve-se
Ricmf = Ric+Hf − µdf ⊗ df . Assim tem-se que a condic¸a˜o de uma variedade (λ, n+m)-quasi
Einstein e´ dada pela equac¸a˜o Ricmf = λg. O tensor Ric
m
f e´ chamado de o tensor de m-
Bakry Emery. A proposic¸a˜o abaixo relaciona variedades (n, 2)-quasi Einstein com variedades
de Einstein.
Proposic¸a˜o 4.1. Se (Mn, g) e´ uma variedade (λ, n+(2−n))-quasi Einstein, enta˜o g e´ conforme
a uma me´trica de Einstein. Mais precisamente, (M, g˜ = e−
2
n−2fg) e´ uma variedade de Einstein.
A demonstrac¸a˜o e´ baseada em estabelecer que




n− 2df ⊗ df +
1
n− 2(∆f − ‖∇f‖
2)g.
Como (Mn, g) e´ uma variedade (λ, n+ (2− n))-quasi Einstein, tem-se que
Ricg˜ =
1
n− 2(∆f − ‖∇f‖
2 + (n− 2)λ)e− 2n−2f g˜.
Usando a proposic¸a˜o 2.7 tem-se que
1
n− 2(∆f−‖∇f‖
2+(n−2)λ)e− 2n−2f e´ uma func¸a˜o constante
e, portanto, (M, g˜) e´ uma variedade de Einstein.
Decorre do resultado acima e da Proposic¸a˜o 2.10 a seguinte proposic¸a˜o.
Proposic¸a˜o 4.2. Toda variedade (λ, n+(2−n))-quasi Einstein de dimensa˜o n = 3 e´ conforme
a uma variedade de curvatura constante.
Mais geralmente, se (Mn, g˜), n ≥ 3, e´ uma variedade (λ, n + (2 − n))-quasi Einstein local-
mente conformemente plana, enta˜o (M, g˜) possui curvatura constante.
Um dos resultados mais importantes e interessantes sobre me´tricas quasi Einstein, tambe´m
relacionando variedades (λ, n+m)-quasi Einstein com variedades de Einstein, e´ o seguinte.





N e´ uma variedade de Einstein, onde Nm e´ uma variedade de Einstein com
constante de Einstein µ = (λ− 1
m
(∆f − ‖∇f‖2))e− 2mf .
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O ı´tem 1 do teorema abaixo classifica as variedades (λ, 2)-quasi Einstein. Ja´ o ı´tem 2 do
resultado seguinte estabelece que variedades (λ, µ)-quasi Einstein localmente conformemente
planas, com µ 6= 1
2− n , se comportam localmente da mesma maneira que os so´litons gradiente
conformemente planos.
Teorema 4.7. Seja (Mn, g), n ≥ 3, uma variedade (λ, µ)-quasi Einstein localmente conforme-
mente plana. Enta˜o
1. se µ =
1
2− n , enta˜o (M
n, g) e´ globalmente conformemente equivalente a uma forma
espacial;
2. se µ 6= 1
2− n , enta˜o, em torno de cada ponto regular de f , a variedade (M
n, g) e´ lo-
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