We propose a Projected Proximal Point Algorithm (ProPPA) for solving a class of optimization problems. The algorithm iteratively computes the proximal point of the last estimated solution projected into an affine space which itself is parallel and approaching to the feasible set. We provide convergence analysis theoretically supporting the general algorithm, and then apply it for solving 1 -minimization problems and the matrix completion problem. These problems arise in many applications including machine learning, image and signal processing. We compare our algorithm with the existing state-of-the-art algorithms. Experimental results on solving these problems show that our algorithm is very efficient and competitive.
Introduction
The application of 1 minimization and low-rank matrix completion (LRMC) can be found in many fields such as computer vision and signal processing. The scale of data involved is typically very large. For example, the dictionary for sparse coding could be a set of patches for image denoising or face recognition tasks; In low-rank models, the data matrix could be formed by multiple frames from a video or by a recommendation matrix consists of thousands of users' ratings for thousands of items. Moreover, the ratio between the dimension of feasible set and the dimension of variable varies across applications. For example, how underdetermined the linear system constraints is and how large the percentage of missing entries is in a matrix will both change from one application to another. The algorithm shall address these variations robustly. In addition, solution accuracy is also an important issue in almost all applications. Researchers have been trying to develop fast, accurate and robust algorithms to address these problem efficiently. Our work is an effort towards this end.
The sparse coding and low-rank matrix completion have many analogies. For example, they are both NP-hard, and both can be convexly approximated by non-smooth norms. An algorithm for solving one problem can be adopted to solve the other, perhaps after minor modifications. In this work, we take a unified approach. We propose an algorithm to solve the following optimization problem:
where (a) h : R n → R m is an affine mapping and m ≤ n; (b) f : R n → R is a closed convex function; (c) The projection into set {x ∈ R n : h(x) = v} is cheap to compute, where v ∈ R m is arbitrary and (d) min x f (x) + difficult case that f is non-smooth, although smooth problems can also be handled. This problem class contains but not limited to problems in sparse coding and LRMC. In particular, it covers the following two problems:
(Q1) : min ||X|| * s.t.Ã(X) =b, X ∈ R m×n .
(P1) is the basis pursuit(BP) problem, where A ∈ R m×n and b ∈ R m . (Q1) is a convex approach to LRMC problem, whereÃ : R m×n → R d is a linear mapping andb ∈ R d . For many applications in whichÃ simply extracts some entries of X, (Q1) can be rewritten as (Q2) : min ||X|| * s.t. P Ω (X) = P Ω (M),
where Ω is an index set denoting observed entries, and P Ω (Y) = {X ∈ R m×n : X i,j = Y i,j for (i, j) ∈ Ω and X i,j = 0 otherwise }. Our algorithm also handles the 1 -regularized Least Square (LS) problem (P2) : min ||Ax − b||
by introducing an extra variable to cast it as the following constrained problem:
These problems have applications in computer vision, machine learning and signal processing. For example, (P1) is an convex approach to compressed sensing and sparse coding; (P2) is effective in face recognition; (Q2) plays an important role in collaborative filtering for recommendation system.
Related work
Related work on 1 minimization A well-known solution to (P1) is to cast it as a conic program that can be solved by interior point method. Example implementations include CVX 1 and 1 -magic 2 . The L1-LS [13] is an interior point method that solves (P2) by formulating it using box constraint. For first-order methods, the YALL1 3 is an excellent package based on alternating direction method [27] for 1 minimization. The SPGL1 [21] solves BP by relating BP denoising (which allows small violation of linear constraint in (P1) with 1 -ball constrained LS problem. The NESTA (and NESTA C: continuation version) [4] solves BP denoising problem by Nestrov's smoothing and acceleration technique. A class of algorithms that solve (P2) are based on the shrinkage(soft thresholding) operator. The Fix-Point Continuation (FPC) [9] approximates the objective of (P2) around last estimation using 2nd order expansion and then applies shrinkage operator. The Bergman method [28] applies Bergman iteration for 1 -regularized LS problem, each step of which involves an inner loop that uses FPC for solving the updated subproblem. The FISTA [3] is an accelerated shrinkage algorithm that uses previous two estimates for updating the current point. Other remarkable methods include Homotopy [19] , Gradient projection (GPSR) [8] and Separable approximation(SpaRSA) [25] . Due to space limit, we refer readers to those papers for details. See also [26] for a comparison study on solving (P2). Finally, although sharing a similar name, our algorithm is essentially different from that proposed by [17] , in which the projection is with respect to subdifferential while ours is to the shifted feasible set. Moreover, in their work, the proximal operator is added to the objective directly and solved approximately at every iteration, while the poximal point in our work is to the projection and it is solved exactly. Experimental comparison in that paper was not reported either.
Related work on low-rank matrix completion Existing algorithms can be divided into two categories: algorithms that rely on nuclear norm and others that do not. For the first category, Lin et al [15] adopt augmented Lagrangian Multiplier (ALM) method to solve Robust PCA problem [24] which contains MC as a special case. They propose exact and inexact ALM (IALM), and the later demonstrates faster convergence performance. The SVT [6] solves MC problem by applying a shrinkage operator and an dual (Uzawa) update. Toh [20] solves the regularized version of (Q1) by accelerated proximal gradient(APG). The APG can be also applied to solve (Q2). Liu et al [16] present a framework to solve nuclear-norm minimization problem by proximal point algorithm, in which the proximal point sub-problem is solved by projected gradient method. Other methods include Singular value projection(SVP) [11] , which address MC problem by minimizing over bounded rank matrices. The above algorithms all rely on full or partial singular value decomposition(SVD).
Recently, many manifold-based algorithms have been proposed to circumvent SVD, all motivated by the observation that a low-rank matrix can be decomposed to a product of two low-rank matrices. These algorithms are usually based on non-convex models and thus do not inherit desirable convex properties. The LMaFit [23] solves the decomposition by alternating minimization and least squares. The RTRMC method proposed by Boumal et al [5] casts the MC problem as unconstrained minimization problem in Grassmann manifold. Different from LMaFit, GenRTR [1] is used for solving the related subproblem. Other methods for MC in Grassmann manifold include OptSpace [12] , GROUSE [2] , all runs under the condition that a good guess on upper-bound of rank is available. The Balance/polar factorization [18] solves the regression model over fixed-rank matrices. Similar work includes ADMiRA [14] and the work by Vandereycken [22] . To put into practical uses, rank search is needed. Hence, these methods usually need to be applied multiple times, and some evaluation criteria might be necessary to determine the best rank. Our algorithm for addressing the MC problem belongs to the first category. Experiments in section 3.3 show that it is very competitive to algorithms in both categories.
Contributions Inspired from the success of shrinkage algorithm and proximity operator in nonsmooth optimizations, we propose a fast algorithm for solving a class of problems including basis pursuit, 1 -regularized least square and low-rank matrix completion. Convergence results are provided to support our algorithm and guide its implementation. Intensive experimental comparisons are reported to validate efficiency and advantage of our algorithm over existing state-of-the-art ones.
The Projected Proximal Point algorithm
As we know, the naive first order method could be very slow when Hessian of f is not well-conditioned in smooth case (i.e., condition number for Hessian matrix is large), or when f is not smooth and subgradient method is used. Usually the resulting solution path will be in zigzag form. To solve the constrained problem (G1) using the first order method, one can directly project the estimated solution found at each iteration into the feasible set, resulting in the well-known (sub)gradient projection method. The projection step will potentially make convergence even slower, as the projection itself might create another zigzag. This zigzag can even be spotted from the objective curve, as the projection is likely to cause the increase of objective value. This is because the projection is hard: at each iteration the estimation is required to be exactly feasible. The path is then forced down to the feasible set and then leave for the new descend direction. The requirement for hard projection is not necessary however, as we only need feasibility of the final solution. Following from this idea, we can produce a buffer and the projection is to the buffer instead of to the feasible set, leading to a soft projection. As the algorithm moves forward, the buffer is closer and closer to the feasible set and so is the current estimation. Moreover, the (next) estimation is also closer to a global solution, as it is a proximal point based on f to the current projection. This is the intuition behind our algorithm. See figure 1 for an illustration.
In this section, we introduce the ProPPA algorithm framework and the associated convergence analysis, and then use it to solve BP, 1 -regularized LS and LRMC.
The General Algorithm
The general algorithm for solving problem (G1) is shown in algorithm 1. The algorithm iteratively computes the proximal point of the last estimated solution projected into an affine space which itself is parallel and approaching to the feasible set. The affine space is acted as the buffer that avoids hard projection. Projection and proximal point are two key steps of the algorithm. The projection in line 3 of a point x into a set C is defined as P C (x) = arg min y {||x−y|| 2 : y ∈ C}. The proximal point (aka proximity operator) in line 4 [7] is defined as Prox λ (y) = arg min x {f (x) + 1 2λ ||x − y|| 2 } which is strictly convex (assuming f is convex) with unique minimizer. When f is || · || 1 or || · || * , the proximal point is well-defined and has a closed-form solution given by shrinkage or singular value thresholding. When λ is small, the proximal point Prox λ (y) will be close to y; when λ is large, the optimality condition 0 ∈ ∂f (Prox λ (y)) approximately holds. These nice properties play an important role in the success of existing proximal point algorithms. The shrinkage operator is defined as S τ (x) = y with y (i) = sign(x (i) ) * max(|x (i) | − τ, 0) for τ > 0. Line 5 and 6 checks the convergence condition. The variable v k in line 7 is updated similarly to ALM, and together with the updating rule of λ k it controls the convergence, as the following analysis shows.
Convergence analysis To start with, we follow from assumptions of (G1) given in the beginning of the section. Since h : R n → R m is linear (affine), it follows that (A1) :||h(x)−h(y)|| ≤ L||x−y||, where L is the spectral norm of h. The convexity of f : R n → R implies that f is continuous, which together further imply that subgradient exists and is bounded, i.e., (A2): ||f (x) − f (y)|| ≤ G||x − y||, or equivalently ||∂f || ≤ G. Additionally, we assume that the Jacobian matrix ∇h(x) ∈ R n×m is full column-rank. This is a safe assumption, as being not full column-rank implies redundant constraints that can be somehow removed. Since ∇h(x) does not depend on x, we denote it as J from now on.
In algorithm 1, immediately from optimality condition of x k = Prox λ k−1 (y k ) and (A2), we have
From
The following lemma plays a key role in proving global convergence.
, ∂f is a closed multifunction.
} is unbounded. Therefore, {x k } is Cauchy sequence and it converges to a point, denoted as x * . If h(x * ) = 0, i.e., x * satisfies primal optimality condition, then we show that it is also dual optimal. Observed that (8) and (10) together imply:
As ∂f (x k ) is bounded, and
} is bounded. Since J ∈ R n×m is full column-rank and n ≥ m, then {
} will be unbounded. Therefore there exists a convergent subsequence of {
, then lemma 1 and linear mapping property of J imply Jw * ∈ ∂f (x * ). This together with h(x * ) = 0 imply that x * satisfies the KKT condition. Therefore, we conclude that x * is an optimal solution to problem (G1).
Theorem 1 implies that if stopping condition of algorithm 1 is reached, then we are confident that we have solved the problem. This is a useful feature that not all algorithms equip. The following gives more insights on algorithm 1.
Lemma 2
The sequence {v k } is bounded. In particular, ||v k || ≤ GL for all k.
Proof By (11) 
. By the update rule of v k , we have
Combining above, (A1) and (9):
This reflects the intuition that the buffer C k is closer and closer to the feasible set, because {v k } is bounded and λ k → 0.
where we have intensively used (A1) and (A2), as well as
where the last inequality is by Lemma 2. Therefore, ||h(x k )|| → 0 as k → ∞.
Theorem 2 implies that if we decrease λ k at every iteration, then the algorithm will eventually converge to some feasible point x * . In other words, primal convergence is guaranteed. Therefore, once can choose a fast decreasing sequence of λ k to make sure fast primal convergence. However, λ k cannot decrease too fast to cause dual divergence. Our experiments show that choosing λ k is not difficult. We provide an empirical rule here: λ k = λ 0 /k γ , where γ is small number such as 1, 2 and 3, depending on how aggressive we want. See figure 1 in section 3.4 for the effect of γ on the convergence.
Algorithm 2 ProPPA for basis pursuit (P1)
input A, b, k max , Initialize: B ← A T (AA T ) −1 , x 0 ← Bb, v 0 ← 0, k ← 1, λ 0 . while k < k max do y k ← x k−1 − B(Ax k−1 − b + λ k−1 v k−1 ) x k ← S λ k−1 (y k ) r p k = 1 √ m ||Ax k − b|| 2 , r d k = 1 λ k−1 √ n ||x k − x k−1 || 2 if r p k ≤ and r d k ≤ , stop v k ← v k−1 + 1 λ k−1 (Ax k − b) Update λ k , k ← k + 1 end while output x k
Basis Pursuit
We first adopt the ProPPA in algorithm 1 to solve (P 1). The details are shown in algorithm 2. To speed up the projection operator, we can pre-compute the matrix B = A T (AA T ) −1 . It will be much cheaper if m n. One can use Chelosky factorization and back substitution to find the matrix B. The projection is trivial in some cases when A is unitary, e.g., a combination of Fourier and wavelet matrices.
The 1 -regularized LS
We consider the constrained version of 1 -regularized LS, i.e., (P2c). The details are in algorithm 3. Observe that the objective f (x, z) is separable when computing the proximal points. Prox λ (y z ) = arg min z {f (x, z)+ 1 2λ ||z−y z || 2 } is a quadratic minimization problem, and Prox λ (y x ) = arg min x {f (x, z) + 
Low-rank Matrix Completion
For solving (Q2), the projection operation in algorithm 1 involves only matrix addition and matrixscalar multiplication but no matrix inversion. The proximal point operator is given by the shrinkage of singular values. Algorithm 4 shows the details. The dominant computation of each iteration is SVD. If we can have a good upper-bound on rank, then partial svd can be used to reduce complexity. This can be done by lansvd in PROPACK 4 . We can also predict the rank before doing shrinkage (section 3.3).
Algorithm 4 ProPPA for matrix completion (Q1)
The convergence properties of algorithm 2, 3 and 4 all follow from the analysis in section 2.1.
Experiment Validation
We compare our algorithm with state-of-the-art algorithms for BP, 1 -regularized LS and LRMC. The comparison quantities are time and accuracy. All algorithms are given enough time via the control of maximum iterations, but not too much time via the control of tolerant. The accuracy can be represented by the relative distance to ground truth if available or the baseline solution provided by CVX. The smaller relative distance achieved in less time, the better. The testing platform is Matlab 2011 64bit for Windows 7, Intel i7-2600 CPU, 8GB RAM. Almost algorithms for comparison are downloaded from the authors' website, except FISTA for which we use the efficient SLEP package 5 . The default settings except the maximum iterations and tolerant are used for all other algorithms. The time for pre-computing the projection matrix in ProPPA is included in total timing, although in practice (e.g., inverse problem in imaging where A could be a product of some observation operator and wavelet basis) this is often needed once and can be used for next experiment. 
Basis Pursuit
For testing (P1), the entries of A are generated from i.i.d. standard Gaussian distribution. n is set to 5000 and m is varied from 10% to 90% of n, with 10% increment. This generates a sequence of problems with decreasing difficulty, as the dimension of the feasible set is deceasing. The observation vector b is set as Ax, where the κ non-zero entries ofx are generated from i.i.d. standard Gaussian. κ is set to 0.2n. The support ofx is randomly permuted. A baseline solution of (P1) denoted as f 0 is found by CVX. Note that f 0 is not necessarily equal to ||x|| 1 . For each m, the solutions returned by all algorithms are projected to the feasible set and the relative error between the 1 -norm of the projections and f 0 is calculated, i.e.,
The projection into feasible set is necessary to make sure all solutions for comparison are feasible. The relative error can be negative as an algorithm can return a solution better than CVX. The individual results for m = 10%, 50% and 90% of n together with the running time in seconds (shown in parenthesis) are summarized in table 1. The average relative error for all 9 instances of m and the average time in seconds are also shown in the second column (AVE). The average time for CVX is 777.9S. We use the updating rule γ = 2, λ 0 = 1e4 for our algorithm. As seen, our algorithm achieved the best average accuracy in least average time.
The 1 -regularized LS
The settings and generation of A, b, m, n, κ, γ, λ 0 , f 0 are exactly the same as that in BP, except that no projection to feasible set is needed to compare the objective values. We set β = 1 in (P2). The average time for CVX is 1578.6S. The result is shown in table 2. Even though we increase the problem dimension in (P2c), our algorithm is still very competitive. Moreover, it is more robust to changes of m. 
Low-rank Matrix Completion
We test LRMC on synthetic data and Jester collaborative filtering dataset 6 . For our algorithm, the following empirical rule is used to reduce complexity of SVD: set r 0 = 1, let r be the number of singular values of Y k−1 out of r k−1 that are larger than λ k ; if r = r k−1 , set r k = min(m, n), otherwise set r k = r + 1; compute only the first r k singular values/vectors of Y k . For setting λ k , in this subsection only we use a rough heuristic : λ 0 = 10 √ mn||P Ω (M)|| 1 /|Ω|, and set γ = 1, i.e.,
Synthetic data. We randomly generate a 1000 × 1000 matrix M from i.i.d. [0, 100] uniform distribution, compute its SVD, choose the first r singular values and their associated singular vectors to get a low-rank approximation of M. We then (uniform) randomly mask out entries and test all algorithms for recovering M. We hope this naive way of generating data can simulate the real-data such as recommendation matrix, which is approximately uniform random if without any prior knowledge (e.g., the brand of product, the cast of the movie).
We consider two scenarios: r = 10 and r = 50. The number of missing entries is varied from 10% to 50% of mn at 10% increment for r = 50 and up to 70% of mn for r = 10. For OptSpace, the default setting that it guesses an upper-bound for the rank is used. Our algorithms does not rely on any external information on rank. Rather, it predicts the rank at each iteration. For others that applicable, 100 (10%m) is used as a guess for both scenarios. Table 3 and 4 show the results respectively.
Collaborative filtering datasets. In this experiment, no reliable information on the bound of rank is available, and min(m, n) is used as the bound when applicable, except for SVP and RTRMC where we used 100 to avoid taking too long. The Jester dataset 1 is an incomplete recommendation matrix of 24983 users voting for 100 jokes, where about 72% ratings are available. Rating values are continuously from −10 to 10. 50% of available ratings( denoted as Ω ) are randomly masked out, resulting in a more incomplete matrix with its observed index set denoted as Ω. We compare running time, residual
, rank of X and the nuclear norm of solution projected to feasible set ||P Ω (X) + PΩ(M)|| * . For ours and others that use SVD, the first 100 singular vectors are computed in an "econ" way in Matlab. The result is summarized in table 5. Note that the expectation of NMAE for uniformly random guess is 0.3204.
Most algorithms obtained a better result than random guess except OptSpace, LMaFit, and SVP. OptSpace did not converge due to wrong guess of rank by itself. ProPPA achieved a competitive NMAE, though slightly larger than IALM-this is probably because of model error rather than algorithm error, as for the task of minimizing nuclear norm subject to constraints, our algorithm finished best among the first category, even better than IALM. To achieve lower NMAE, one can truncate the singular values while sacrificing constraints, e.g., to r = 12 and achieve NMAE of 0.1629.
Addition experimental verification
Here we provide two experiments to support our argument on the effect of soft projection and the effect of varying λ, both mentioned in section 2. First, we compare ProPPA with gradient projection for solving a quadratic programming problem with linear constraint: min x { 1 2 x T Qx + x T p : Ax = b}. This problem is well-known and a closed-form solution can be found by solving a linear system. All data Q ∈ S n ++ , p ∈ R n , A ∈ R m×n ,b ∈ R m are generated randomly, and m = 100, n = 1000. Based on the closed-form solution, the relative error of ProPPA and gradient projection at each iteration is calculated and shown in figure 1 left. We see that the zigzag path is slowing down the descending for gradient projection while our algorithm is immune to this issue even though it also involves an projection. This verifies our intuition given in section 2.
Then we show the effect of γ on primal/dual residual and relative error (w.r.t. optimal value by CVX) on solving the BP problem. The problem data are generated using the scheme in section 3.1 and m = 500, n = 1000, λ 0 = 1e4, k max = 200, = 0 (run all iterations). γ is varied from 1 to 7 and the result is shown in figure 1 right. The algorithm is forced to terminates after 200 iterations. It is easier (harder) to get smaller primal (dual) residual when γ increases. Smallest relative error is obtained at γ = 2.5, where primal/dual residual are both small. This experiment intuitively verifies theorem 2 and the analysis that follows.
Conclusion
In this paper, we have presented a general algorithm for solving a class of problems including BP, currently, we have used intensive experiments showing that our algorithm for solving these problems is very efficient and robust, and is within the state-of-the-art algorithms. The convergence rate is an important issue left for future study.
Our algorithm solves many more problems than what we have presented above, including but not limited to the Elastic-Net and Robust PCA. Due to page limit, we have to leave them for future report.
