Learning feature weights from positive cases by Gunawardena, Sidath et al.
 adfa, p. 1, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 
Learning Feature Weights from Positive Cases  
Sidath Gunawardena, Rosina O. Weber, Julia Stoyanovich 
The iSchool, Drexel University, Philadelphia, Pennsylvania, USA. 
{sidath.gunawardena, rosina, stoyanovich}@drexel.edu 
Abstract. The availability of new data sources presents both opportunities and 
challenges for the use of Case-based Reasoning to solve novel problems. In this 
paper, we describe the research challenges we faced when trying to reuse expe-
riences of successful academic collaborations available online in descriptions of 
funded grant proposals. The goal is to recommend the characteristics of two 
collaborators to complement an academic seeking a multidisciplinary team; the 
three form a collaboration that resembles a configuration that has been success-
ful in securing funding. While seeking a suitable measure for computing simi-
larity between cases, we were confronted with two challenges: a problem con-
text with insufficient domain knowledge and data that consists exclusively of 
successful collaborations, that is, it contains only positive instances. We present 
our strategy to overcome these challenges, which is a clustering-based approach 
to learn feature weights. Our approach identifies poorly aligned cases, i.e., ones 
that violate the assumption that similar problems have similar solutions. We use 
the poorly aligned cases as negatives in a feedback algorithm to learn feature 
weights. The result of this work is an integration of methods that makes CBR 
useful to yet another context and in conditions it has not been used before.  
Keywords: Case Alignment, Case Cohesion, Density Clustering, Multidisciplinary 
Collaboration, Recommender Systems, Single Class Learning, Subspace Clustering 
1 Introduction 
Case-based Reasoning (CBR) enables the reuse of experiences to perform a variety of 
reasoning tasks based on learning from a collection of those experiences. Advances in 
information technology are increasing the types and quantities of experiences that are 
available, providing new avenues for CBR applications [23]. Sometimes new data is 
made available that poses novel challenges to using the CBR methodology. 
One crucial step in adopting CBR is to design a similarity measure that will sup-
port the most accurate solutions possible. As widely discussed in the literature (e.g., 
[2]), the quality of the CBR solution depends on accurately representing the relative 
relevance of the features used to represent cases.  
The two main approaches for assigning feature weights are domain knowledge and 
feedback algorithms. The algorithms use feedback to adjust feature weights such that 
cases from the same class are made more similar and cases from different classes are 
  
made less similar [2]. As is typical of learning algorithms, a dense dataset containing 
both positive and negative instances is required. In this problem context the data has 
only positive instances posing the challenge of how to learn feature weights.  
The goal of this paper is to enable the use of CBR in the absence of ideal condi-
tions to adopt it, i.e., when domain knowledge is insufficient and only positive in-
stances are available to learn feature weights. We explore the feasibility of using 
feedback algorithms with only positive instances. Our approach considers cases based 
on how they are distributed in the problem and solution spaces. 
 Our strategy is based on the premise that a problem context suitable for CBR is 
one where similar problems have similar solutions. This has been explored through 
measures such as alignment [21] and cohesion [16]. Likewise, our approach seeks to 
identify cases that are well aligned versus cases that are poorly aligned. In our ap-
proach we use the well and poorly aligned cases to play the respective roles of posi-
tive and negative instances to learn feature weights with feedback algorithms. 
To identify these cases, we employ clustering methods based on the intuition that 
the difference between well and poorly aligned cases is revealed when outliers are 
identified in the problem and solution spaces. In [12] we show that our clustering-
based approach consistently identifies poorly aligned cases that are low in alignment 
[21] and cohesion [16]. 
We organize this paper as follows. We start by explaining the problem that moti-
vates this research in Section 2. The following sections describe the steps of our in-
vestigation. As these sections vary greatly in their content, we include in each section 
related and background work instead of having one single section. Then, in Section 3, 
we describe our approach to learning feature weights from only positive cases. In 
Section 4, we present measures of case alignment and compare to our approach for 
finding well and poorly aligned cases. In Section 5, we discuss the clustering methods 
for determining aligned cases. In Section 6, we present studies with different case 
bases in support of the quality and generalization of our approach. In Section 7, we 
implement our approach on case bases that have negatives to evaluate how the nega-
tives learned from our approach performs in comparison. In Section 8, we investigate 
Single Class Learning and how it performs in comparison with and in complement to 
our approach. Section 9 summarizes, concludes, and presents future work. 
2 Motivating Problem 
This section describes the motivation for this work in detail: the dataset, the problem 
context, case representation, and evaluation.  
2.1 Recommending Characteristics of Academic Collaborators 
The problem context is a user (i.e., collaboration seeker) who is an academic seeking 
to engage in multidisciplinary research. The solution is a configuration (i.e., set of 
features) of two collaborators that, together with the seeker, will form a collaboration. 
  
This recommendation of multiple members differentiates this problem from similar 
problems in group recommendation [24]. 
For a new collaboration seeker, the task is to find the most similar member of an 
existing collaboration, and then replace that member with the seeker to create a rec-
ommendation.  These three form a collaboration that resembles a configuration that 
has been successful in securing funding. The experiences of successful multidiscipli-
nary collaborations we use are grants that were awarded funding. A detailed descrip-
tion of how the grant case base was assembled can be found in [10]. 
A particularity of such data is that it does not include grants that were not funded. 
Thus, the experiences are all positive instances of collaboration. It should be noted 
that there is no evidence that a collaboration would not be successful simply because 
it is not in the data. 
Furthermore, these experiences are not in traditional problem-solution form of 
many recommender systems [3, 4]. An n-member collaboration can take the form of a 
case by identifying each member in turn as the problem part of the case (the collabo-
ration seeker). When the seeker is the problem, the remaining n-1 members comprise 
the solution. As each collaboration can be perceived from the perspective of each 
member, an n-member collaboration can be reconfigured as m cases, where n = m. 
Each collaboration produces as many cases as the number of its members. For the 
purpose of this work, we consider collaborations of three members only. Thus, for a 
3-member collaboration the number of cases created is three. Our dataset has 66 
three-member collaborations, and thus is transformed into 198 cases in the case base 
(henceforth referred to as the collaboration case base). 
Table 1. A Collaboration Case  
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#1 
Title, 
Research 
Interest, 
Inst. Type 
Same as problem features 
Recommended  
Characteristics 
Collaborator 
#2 
Title, 
Research 
Interest, 
Inst. Type 
Same as problem features 
The features used in the experiments are title, research interest and institution type 
as shown in (Table 1). The recommendation consists of the characteristics of two 
collaborators who, when combined with the seeker, create a combination of these 
features that are consistent with successful collaborations. The selection of these three 
  
features to describe this problem is discussed in [13]. We next describe how we eval-
uate the quality of the recommended solutions.  
2.2 Quality of Solutions  
Given that this work is of investigative nature, we evaluate the quality of the solutions 
via Leave-One-Out Cross-Validation (LOOCV). For the collaboration case base, ac-
curacy is measured based on the number of edits required to transform the solution 
suggested by the algorithm into the solution of the left out case. Each feature that 
needs to be changed is one edit. Related features count as one half edit (e.g., if Assis-
tant Professor is changed to Associate Professor). The solutions have a total of six 
features, thus the range of this measure is 0 (a perfect match) to 6 (completely inaccu-
rate). For clarity this is expressed as a percentage. For example, a distance of two 
edits implies that 4 out of the 6 features are a match, giving an accuracy of 66.7%. 
3 Learning Feature Weights from Positive Instances 
When both positive and negative instances are present, feedback algorithms use the 
correct and incorrect solutions to learn weights. Lacking negative instances due to the 
availability of the data, we seek an alternative to play the role of negative instances. 
Our strategy is based on the intuition that if a standard premise for CBR holds i.e., 
that similar problems have similar solutions [17] then cases that do not follow this 
premise can be used as negatives in order to learn weights. Based on previous related 
works (e.g., [21]) we refer to cases where similar problems have similar solutions as 
well aligned. Cases that do not meet this premise are not well aligned, i.e., they are 
poorly aligned cases. Poorly aligned cases have no, or very few, close neighbors ei-
ther in the problem space or the solution space (or both). Our approach is premised on 
determining which cases are poorly aligned and using them in the role of negative 
instances in a feedback algorithm to learn weights. 
The rationale behind this clustering-based approach is that the poorly aligned cases 
perform the same function as negative instances in the context of the feedback algo-
rithm. They allow us to learn weights that when presented with a new case will be 
able to find a similar case in the subset of cases that are well aligned. 
The poorly aligned cases are still legitimate cases, using them in the role of nega-
tive instances is exclusively for the purposes of learning feature weights via a feed-
back algorithm. We note that these poorly aligned cases can bring valuable diversity 
to the case base. Even though we have established that they are poorly aligned, we 
including these cases in the evaluation to provide a consistent overall evaluation and 
avoids the tradeoff between the number of removed cases and accuracy. 
Cases that are poorly aligned occur in areas of low density in either the problem or 
solution space (or both). We seek to identify therefore areas of the problem and solu-
tion space that are more versus less dense. Density clustering is the recommended 
method for this task [25]. Density clustering creates clusters of high density areas, 
with those points in low density areas being classified as outliers. The outliers in the 
  
context of the case base are poorly aligned as they do not have sufficient neighbors to 
form, or to be included in, a cluster. We discuss the particulars of the clustering meth-
ods in more detail in Section 5, and for now speak in general terms. 
We apply a clustering algorithm first in the problem space and then in the solution 
space. In each space the clustering algorithm will identify cases that have neighbors 
and flag those that do not have neighbors as outliers. Our assumption is that if a case 
is an outlier in either of these spaces it is a case that is poorly aligned. Our clustering-
based approach provides proxy for negatives to allow the use of feedback algorithms 
to learn weights in datasets with only positive cases and is described in Fig. 1.  
 
Given a case base CB 
Cluster cases in the problem space 
Label outliers as negative 
Cluster cases in the solution space 
Label outliers as negative 
Label remaining unlabeled cases as positive 
Apply feedback algorithm to learn weights using labeled positives and 
negatives 
Evaluate average accuracy of resulting solutions via LOOCV for all 
cases in CB 
Fig. 1. Approach to Use Feedback Algorithm with Positive Cases 
We provide evaluation of this approach in later sections. Prior to the evaluation, we 
next demonstrate that this clustering-based approach is consistent with related meth-
ods in the CBR literature for computing measures of alignment and cohesion.  
4 Identifying Aligned Cases  
We premise our approach on determining which cases in a case base are well 
aligned and which are poorly aligned. Note that when we, in this paper, refer to 
aligned cases we are not referring to a specific measure, but to the general concept of 
problems that are neighbor having solutions that are also neighbors. 
Poorly aligned cases may occur due to diversity of cases, or even corruption from 
errors within the case [20]. However, even when every case is a legitimate experi-
ence, some cases may have a greater or a lesser or even a negative impact on the per-
formance of the case base [26]. Cases that have solutions dissimilar to their nearest 
neighbors can create noise in the case-base [23] and particularly for classification 
tasks such cases can lead to misclassification [7]. Given the impact of poorly aligned 
cases, several measures have been used to determine which cases poorly aligned. 
Case cohesion [16] quantifies how similarly a case behaves to its nearest neighbors 
in terms of both its problem and its solution. This measure requires two similarity 
thresholds, one for the problem space and one for the solution space to determine 
which cases are similar enough to be considered neighbors. Case alignment [21] con-
  
siders the similarity of both the problem and the solution spaces for a pre-specified 
number of neighboring cases.  
These two previous measures locally compare an individual case to its neighbors. 
The method presented by [28] determines aligned cases by ranking, for each case, its 
nearest neighbors in the problem and solution space by decreasing similarity. Rank 
correlation provides a measure of the level of alignment by determining how similar 
the two rankings are. The Global Alignment MEasure (GAME) [6] provides a single 
measure of how well the entire case base is aligned by measuring, for the case base as 
a whole, the extent to which problems and solutions overlap.  
We verify our method by demonstrating that cases identified by density clustering 
as poorly aligned have low cohesion [16] and alignment scores [21], using the collab-
oration case base described in Section 2. We calculate the cohesion scores for each 
case in the case base and then select the bottom 5% of cases, i.e. the cases with the 
lowest cohesion scores. We then determine what proportion of that set of cases is 
identified as poorly aligned by the clustering-based approach. This process is the re-
peated for the bottom 10% of cases. These studies are detailed in [12] and we present 
a summarized result in Fig. 2. In [12] we experimented with different parameters for 
cohesion and density clustering and best results are presented here in Fig. 2a. We 
repeat the process using the alignment scores, and show the best results in Fig. 2b. 
These results indicate that a major proportion of the cases identified by density 
clustering as poorly aligned also have low alignment and cohesion scores. This veri-
fies that density clustering is consistent with analogous measures in the literature.  
5 The Selection of Clustering Methods  
In our approach (see pseudocode in Fig. 1), we identify poorly aligned cases by 
clustering on the problem and solutions spaces. Here, we implement our approach 
Fig. 2. Overlap of Poorly Aligned Cases with Low Cohesion and Low Alignment Cases  
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using two clustering methods: density clustering and subspace clustering. We explore 
which method is more suitable based on the dimensionality of the data. 
5.1 Density Clustering and Subspace Clustering 
It is not our goal to test the specific merits of different implementations of density 
or subspace clustering algorithms; we use two representative implementations: 
DBSCAN and PROCLUS. We highlight the differences between these in Table 2. 
Table 2. Chracteristics of Clustering Algorithms Used 
  Required Parameters Cluster Shape Feature 
Usage 
Solution 
Format 
DBSCAN Neighborhood size, Epsilon Less Regular All Multi-valued 
PROCLUS Number of clusters, average 
number of dimensions  
More Regular Varying 
Subsets 
Single-valued 
Density clustering creates clusters of high density areas, with those points in low 
density areas being classified as outliers. Density clustering was chosen as it is rec-
ommended for this type of problem [25]. For demonstrating density clustering, we use 
DBSCAN, a standard density clustering algorithm [9]. DBSCAN requires two param-
eters. The first is epsilon (ε), the maximum distance between any two points for them 
to be considered to be directly density reachable. The second is the neighborhood 
size, the minimum number of points required to form a cluster. If there are a sufficient 
number of points within epsilon distance of each other a cluster is formed.  
Subspace clustering selects clusters using subsets of the features. We select sub-
space clustering as we see potential applications for this approach in big data con-
texts, and subspace clustering is a natural choice for such high dimensional spaces 
[15]. Due to the distance measure employed, density clustering would be less suitable 
for high dimensional data. For demonstrating subspace clustering, we use the sub-
space clustering tool implemented by [22] from the WEKA package [14]. This meth-
od does not eliminate features at the global level; different sets of features may be 
selected as relevant for the different clusters [15]. The clustering algorithm used for 
the subspace is PROCLUS [1] a k-mediod based clustering approach. PROCLUS also 
identifies a set of outliers that do not fall with the clusters it generates. These points 
do not lie close to the mediods identified.  
5.2 Comparing Clustering Methods 
We use two case bases the first is low dimensional, and the second is high dimension-
al.  The two case bases have both positive and negative cases.  However, to test our 
approach we ignore the solution classes when we learn feature weights through our 
approach. We only use the solution for evaluation purposes. The first is a case base of 
football plays (Table 3). 
  
Table 3. Football Case Base 
 Feature Name Description Example Values 
Problem 
Features 
Time Time remaining (mins) {60-33, 32-30, 29-3, 2-0} 
Down Period of play {1,2,3, 4} 
Distance Distance to get a first down {Short, Medium, Long} 
Field Position Position on field (yards) {1-15, 16-60, 61-99 } 
Score Current score differential {within 7 pts, ahead by more than 
7 pts, behind by more than 7 pts} 
Solution Play The football play executed Pass Deep, Run Left, Punt, … 
The five problem features of this case base reflect a game state of an American 
Football game. The solution is the play that was executed in the given game state. The 
case base consists of 106 cases. The density clustering uses a distance matrix that is 
the unweighted sum of the similarity between features. As the features are ordinal, if 
the features are one step apart (e.g. Short Distance vs. Medium Distance) the distance 
is 0.5, otherwise the distance is 0 or 1 if the features match or do not. To implement 
the subspace clustering algorithm, the ordinal features are converted to numeric (e.g., 
short, medium, and long to 1, 2 and 3).  
The second case base consists of business project management cases (Table 4), for 
brevity only a seven of the 23 features is shown. The problem features describes the 
characteristics of a project. The solution is a binary feature signifying whether the 
project was a success or a failure. There are 88 cases, with 67 successful projects and 
21 failed ones. The density clustering uses a distance matrix that is the unweighted 
sum of the similarity between features. The similarity for all features is Boolean. 
Table 4. Project Management Case Base 
 Feature Name Example Values 
Problem 
Features 
Project manager was given full authority {Yes, No} 
The project began with a committed champion {Yes, No} 
The sponsor was involved with decisions {Yes, No} 
Developers were involved in the estimates {Yes, No} 
There was well defined scope {Yes, No} 
The requirements were complete and accurate {Yes, No} 
Customers had realistic expectations  {Yes, No} 
Solution Project outcome  {Success, Failure} 
The implementation of the approach follows the same form that is described in Fig. 
1. First the cases are clustered in the problem space using the chosen clustering meth-
od and any outliers are labeled as negatives. Then this process is repeated for the solu-
tion space. The unlabeled cases are then labeled as positives, and a feedback algo-
rithm is used to learn the feature weights. In this and subsequent experiments we use a 
genetic algorithm to learn weights, but this approach can be used with any feedback 
algorithms. 
  
The quality of the solutions selected by each set of feature weights is evaluated 
through LOOCV. For both case bases, accuracy is measured by the percentage of 
correctly classified cases using the solutions as class labels. For evaluation all the 
cases are used, including the poorly aligned cases. We investigate the following hy-
potheses:  
H1: the average accuracy from using density clustering will be greater than us-
ing subspace clustering when the dimensionality of the data is low. 
H2: the average accuracy from using subspace clustering will be greater than 
using density clustering when the dimensionality of the data is high. 
Table 5. Average Accuracy, % of Correct Classifications 
Case Base Density Clustering Subspace Clustering 
Football 70% 67% 
Project Management 84% 91% 
From Table 5 we see that H1: density clustering performs better in the context of 
low dimensional data, and H2: the subspace clustering performs better with higher 
dimensional data. These observations are preliminary, and we use them only as a 
guide for our further experiments. 
Table 6. Percentage of Cases Identified as Poorly Aligned 
Case Base Density Clustering Subspace Clustering 
Football 20% 25% 
Project Management 6% 5% 
The two clustering method also behave similarly in the proportion of cases identi-
fied as poorly aligned (Table 6). In the next section we explore the quality of the 
solutions arising from the use of the feature weights learned via our approach 
6 Quality and Generalization of the Approach 
In this section, we first present the quality of our proposed approach by showing how 
it improves the average accuracy of the recommendations for the collaboration case 
base (Section 2). Second, we present how the approach generalizes by showing how it 
improves average accuracy over no feature weights for different case bases. Based on 
the results of our investigations in Section 5, we use density clustering when the di-
mensionality is low, and subspace clustering when dimensionality is high.  
We investigate the hypothesis H3: the average accuracy using the clustering-based 
approach is statistically significantly better than using no feature weights. We show, 
for the collaboration case base, the average accuracy when we implement the ap-
proach described in Fig. 1 versus no feature weights (Table 7). 
The average accuracy is measured as described in section 2.2, and is expressed as a 
percentage that denotes how well the recommendation matches the case left out by the 
LOOCV. As this is one of several comparisons we will do using these results, a one-
  
way ANOVA test is used to determine if there is a significant difference between the 
means of the various methods (α = 0.05). The post hoc analysis is via the Bonferroni 
Correction using α = 0.0083 to maintain the significance level of 0.05.  
Table 7. Average Accuracy, (* α = 0.05)  
Case Base Clustering Method Average Accuracy No Feature Weights 
Collaboration Density 67.2%* 63.5% 
Next we show results of the density-based and subspace implementations of our 
approach for the different case bases. Again we compare the average accuracy from 
using the approach versus having no feature weights. In Table 8 we show the results 
for the two classification case bases already described in the previous section. The 
average accuracy is now computed as the the percentage of correct classifications. We 
test the difference in error rates at α = 0.05 for statistical significance [8]. This is a 
separate experiment than the previous so a Bonferroni Correction of α = 0.025 is used. 
Table 8. Average Accuracy, (* α = 0.05) 
Case Base Clustering Method Average Accuracy No Feature Weights 
Football Density *70% 48% 
Project Subspace *91% 76% 
We show that H3: using the clustering-based approach produces an average accu-
racy that is statistically significantly higher than when using no feature weights across 
all three case bases. Based on our previous experiments subspace clustering is used in 
high dimensional spaces.  The asterisks indicate statistical significance (α = 0.05). 
7 Quality of the Approach with Negative Instances  
The main reason for the proposed clustering-based approach is the need to learn 
feature weights when only positive cases are available. In this section, we compare 
the quality of the resulting solutions by using the clustering-based approach in case 
bases where negative instances are available. We learn feature weights via a feedback 
algorithm using the actual labeled negatives. We compare the resulting accuracy to 
the accuracy obtained from learning weights using the poorly aligned cases as nega-
tives using the approach as presented in Fig. 1. 
In order to demonstrate the quality of approach, we propose H4: average accuracy 
using the clustering-based approach is NOT statistically significantly different from 
the average accuracy using weights learned with labeled negatives in case bases that 
have negatives. We test the difference in error rates for statistical significance to 
determine if there is any diffence between the average accuracies (α = 0.05). 
 
  
Table 9. Percentage of Correctly Classified Cases (* α = 0.05) 
Case Base Clustering Method Clustering-based Labeled Negatives 
Football Density 70% 68% 
Project  Subspace 91% 85% 
In Table 9 we show the average accuracy for the case bases computed as the per-
centage of correct classifications for the clustering-based approach compared to using 
actual negatives. These results confirm H4 showing that the clustering-based ap-
proach produces feature weights of quality not significantly different to when nega-
tives are available. We next compare our approach to an alternative method for rea-
soning with positive instances. 
8 Comparison to Alternative Method for Reasoning with 
Positive Instances 
In previous sections, we explored studies to substantiate the approach we proposed 
in Section 3. In this section we consider an alternative machine learning method for 
learning from positive instances. 
8.1 Single Class Learning 
Single Class Learning (SCL) [18, 19] is used for some classification tasks where 
the data has only positive examples. SCL is used in a context of datasets with a small 
number of positive and a large set of unlabeled instances. In contexts such as web 
page classification [27], or gene classification [5], obtaining complete training data to 
be used in conjunction with supervised methods may be problematic. SCL uses the 
characteristics of the positive instances to build rules to identify likely negative in-
stances in the set of unlabeled instances. SCL methods have been implemented with 
support vector machines [19] and expectation maximization (EM) [18].  
To apply this method in a problem context where there are only positive instances, 
we start from all the possible problem and solution combinations in the respective 
spaces of problem and solution features. Then we consider the problems and solutions 
not represented in the case base as unlabeled data. Next we assume the cases with 
combinations of features that are very different from the positive instances to be in-
stances that are likely negative. These can then be translated into rules to identify 
negative instances based on their feature values. A problem-solution whose feature 
combination matches one of those rules is interpreted as a negative instance.  
We only learned rules for the features rank and institution type. The large number 
of allowable values and the taxonomic nature of the feature research interest prevent-
ed its inclusion. An example of a learned rule might identify as a negative instance a 
collaboration of two assistant professors and one associate professor who are faculty 
at non-research institutions. Thus, SCL operates differently compared to our ap-
proach. SCL determines whether an entire recommendation is a negative instance or 
not. It considers the combination of the features in both problem and solution spaces.  
  
It is technically possible to represent the combinations of characteristics of nega-
tives learned from the SCL in the form of cases. However, because we only included 
the rank and institution features, it would not be possible to use this representation to 
learn the weights for all three features.  
8.2 Recommending Characteristics of Collaborators with SCL  
A preliminary method using the ideas behind SCL in our motivating case base is giv-
en in [12]; we expand the treatment here, by implementing an SCL-based approach 
using the EM algorithm based on [18]. 
We implement it by randomly selecting 10% of the original positive cases to act as 
‘spies’ on the unlabeled data. Thus we have two class labels, the original positives P 
and the spies S. The EM algorithm is used to classify unlabeled data as either S or P. 
The intuition is that the instances that are likely negatives will be classified as S, but 
with the lowest probability as being in class S. We take those instances and classify 
them as possibly negative instances N, we then return the spies S to their original 
classification P. We again have two classes: S, the original positive instances, and N 
the possible negatives. We rerun the EM algorithm using these new classes. The unla-
beled instances that now show a high probabilistic classification to be in class N are 
chosen as likely negative instances. 
We use the resulting combinations of problem and solution deemed as likely nega-
tives as rules combined with CBR using no feature weights to obtain recommenda-
tions. This way we can compare the average accuracy of the recommendations pro-
duced by the clustering-based approach against the average accuracy of recommenda-
tions produced with rules from the SCL-based approach. 
Furthermore, as our goal is to find the most accurate solution to our motivating 
problem context, we also examine the knowledge learned from SCL and use it in 
combination with our approach. The combination of the two methods is straight for-
ward. From the recommendation produced by the clustering-based approach (again 
we refer to Fig. 1), we eliminate the solutions that violate the rules produced by SCL. 
To this end we investigate the following hypotheses: 
H5: average accuracy using the clustering-based approach is NOT statistically sig-
nificantly different from the average accuracy learned using the SCL-based ap-
proach. 
H6: A combination of the two approaches will result in average accuracy that is 
statistically better than the average accuracy of each individual approach. 
In Table 10 we present the average accuracy resulted from the SCL-based ap-
proach, from the clustering-based approach, and the combination of the two methods. 
A one-way ANOVA test is used to determine if there is a significant difference be-
tween the means of the different methods (α = 0.05), post hoc analyses is done using a 
Bonferroni Correction of α = 0.0083.  
 
  
Table 10. Average Accuracy (* α = 0.05) 
Clustering-based Approach SCL-based Approach Combined 
67.2% 67.0% 70.8%* 
The results in Table 10 confirm H5, there is no statistically significant difference 
in accuracy between the clustering-based and the SCL-based approaches, (p = 0.059). 
H6 is also confirmed; the combined clustering-based and SCL-based approach outper-
forms the individual approaches to a statistically significant extent (p = 0.000). 
9 Conclusions and Future Work 
We have shown through our experiments (Section 6) that our clustering-based ap-
proach makes it feasible to learn feature weights in problem contexts with only posi-
tive instances and insufficient domain knowledge. We are motivated by a context with 
only positive instances: recommending characteristics of collaborators. Note that the 
goal is to recommend the characteristics of the collaborators, not specific individuals. 
Preliminary studies on additional case bases suggest generality of the approach. 
Our approach relies on using poorly aligned cases in the role of negatives to learn 
feature weights with a feedback algorithm. We show our approach is consistent with 
other alignment methods from the literature (Section 4).  
The proposed approach requires the use of a clustering method. We showed that 
the choice of the clustering method varies depending on the dimensionality of the 
targeted case base. Our preliminary tests confirm the intuition that density clustering 
should be superior for low dimensional case bases, while subspace clustering should 
be more suitable for high dimensional ones (Section 5). 
In order to further determine the quality of our proposed approach, we also apply it 
in case bases that do have negative instances to compare the results. We found that 
our clustering-based approach leads to comparable accuracy to when the actual nega-
tive instances with state of the art methods are used (Section 7). 
 We compared our approach to an alternative to deal with lack of negatives, SCL. 
SCL assigns as a positive or negative instance a problem and solution combination. 
We do not learn weights using the knowledge from the SCL-based approach as we 
did not learn rules about all features. Thus, if we converted the learned knowledge 
into class labels for the cases, we would not be able to learn weights for all features. 
Therefore, we chose to use the rules directly to determine whether a recommendation 
is consistent or violates any rules. We compared our approach to SCL combined with 
CBR using no feature weights and find the performances to be comparable. 
The similarity function recommends the solution of the candidate most similar to 
the target collaboration seeker. Due to the existence of poorly aligned cases, it is pos-
sible that the recommendation is a configuration that does not exist in the case base. 
Thus, the negative instances learned from the SCL-based approach can be used as 
rules to enhance the similarity function to prevent the recommendation of configura-
tions that are not present in the case base that may be negatives. This is seen by the 
superior performance of the combined approach over other approaches.  
  
We seek to investigate our approach further by developing it for collaborations 
larger than three members and by examining additional clustering methods such as bi-
clustering. We also wish to further investigate a representation of cases that would 
allow us to use the knowledge learned from the SCL-based approach to learn feature 
weights. To further develop our contribution in the collaboration sphere, the 
knowledge learned is being investigated via a survey with reviewers with experience 
in grant funding. We see this approach to determining poorly aligned cases assisting 
in automating the determination of the suitability of CBR in the context of big data. 
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