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JOINT ET TRANCHES POUR LES
∞-CATÉGORIES STRICTES
par
Dimitri Ara & Georges Maltsiniotis
Résumé. — Le but de cet article est de développer une théorie du joint et des
tranches pour les ∞-catégories strictes. À deux ∞-catégories strictes, on en associe
une troisième qu’on appelle leur joint. Cette opération est compatible au joint usuel
des catégories à troncation près. On montre que le joint définit une structure de
catégorie monoïdale sur la catégorie des ∞-catégories strictes et qu’il commute aux
limites inductives connexes en chaque variable. En particulier, on obtient l’existence
de certains adjoints à droite ; ces adjoints définissent des tranches ∞-catégoriques,
en un sens généralisé. On énonce des conjectures de fonctorialité du joint et des
tranches par rapport aux transformations lax et oplax supérieures et on démontre des
premiers résultats dans ce sens. Ces résultats seront utilisés dans un prochain travail
pour établir un théorème A de Quillen ∞-catégorique. Enfin, dans un appendice, on
revisite le produit tensoriel de Gray ∞-catégorique. Un des principaux outils utilisés
dans ce travail est la théorie des complexes dirigés augmentés de Steiner.
Abstract (Join and slices for strict ∞-categories). — The goal of this paper
is to develop a theory of join and slices for strict ∞-categories. To any pair of strict
∞-categories, we associate a third one that we call their join. This operation is
compatible with the usual join of categories up to truncation. We show that the
join defines a monoidal category structure on the category of strict∞-categories and
that it respects connected inductive limits in each variable. In particular, we obtain
the existence of some right adjoints; these adjoints define ∞-categorical slices, in a
generalized sense. We state some conjectures about the functoriality of the join and
the slices with respect to higher lax and oplax transformations and we prove some
first results in this direction. These results will be used in an upcoming paper to
establish a Quillen’s Theorem A for strict ∞-categories. Finally, in an appendix, we
revisit the Gray tensor product of strict ∞-categories. One of the main tools used in
this paper is Steiner’s theory of augmented directed complexes.
Classification mathématique par sujets (2000). — 18A25, 18D05, 18D20, 18G30, 18G35, 18G55,
55U10, 55U15.
Mots clefs. — ∞-catégories de Gray, ∞-catégories strictes, catégories monoïdales, catégories mo-
noïdales localement bifermées, complexes dirigés augmentés, joint, nerf de Street, orientaux, produit
tensoriel de Gray, tranches, transformations lax.
Key words and phrases. — Gray ∞-categories, strict ∞-categories, monoidal categories, locally
biclosed monoidal categories, augmented directed complexes, join, Street’s nerve, orientals, Gray
tensor product, slices, lax transformations.
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Introduction
Ce travail, même s’il en est essentiellement indépendant, est issu d’un projet consa-
cré à la théorie homotopique des ∞-catégories strictes, projet constitué actuellement
des textes [5], [3], [6], [7], [8] et [9]. C’est en travaillant sur un théorème A de Quillen
pour les ∞-catégories strictes, résultat principal de [7] et [8], que le besoin de défi-
nir une théorie du joint et des tranches ∞-catégoriques généralisées s’est fait sentir.
En effet, non seulement l’énoncé même du théorème A fait intervenir des tranches
du type c\C, où c est un objet de C, mais surtout, sa démonstration, déjà pour
les 2-catégories strictes, fait intervenir des tranches de la forme c\C, où c est un n-
simplexe du nerf de C (voir la preuve de [16, théorème 2.16], preuve inspirée des réfé-
rences originales [13] et [14]). La motivation initiale du présent travail était de fournir
les outils pour définir et étudier ces tranches généralisées pour les∞-catégories en vue
d’une démonstration d’un théorème A∞-catégorique. Néanmoins, les notions de joint
et de tranches∞-catégoriques sont, nous semble-t-il, des notions fondamentales de la
théorie des ∞-catégories strictes dont l’intérêt dépasse largement les applications qui
les ont motivées.
Commençons par rappeler la situation pour le joint et les tranches en dimension 1,
c’est-à-dire pour les catégories. Si A et B sont deux catégories, on définit une nouvelle
catégorie A ⋆ B, appelée le joint de A et B, de la manière suivante. Le graphe sous-
jacent à A⋆B est le graphe sous-jacent à la somme disjointe A∐B auquel on adjoint
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une flèche jb,a de a vers b pour tout couple (a, b) formé d’un objet a de A et d’un
objet b de B. Les identités et la composition sont définies de la manière évidente. On
obtient ainsi un foncteur
Cat × Cat → Cat
(A,B) 7→ A ⋆ B ,
où Cat désigne la catégorie des petites catégories. On vérifie facilement que le joint
définit une structure de catégorie monoïdale sur Cat d’unité la catégorie vide. Cette
structure n’est pas bifermée mais est localement bifermée au sens suivant : pour toutes
petites catégories A et B, les foncteurs
Cat → A\Cat
B 7→ (A ⋆ B, ι1 : A→ A ⋆ B)
et
Cat → B\Cat
A 7→ (A ⋆ B, ι2 : B → A ⋆ B) ,
où
A
ι1−→ A ⋆ B
ι2←− B
désignent les foncteurs canoniques, admettent des adjoints à droite. On obtient ainsi
des foncteurs
A\Cat → Cat
(C, u : A→ C) 7→ u\C
et
B\Cat → Cat
(C, v : B → C) 7→ C/v
qu’on appelle respectivement les foncteurs tranches généralisées au-dessous et au-
dessus. Explicitement, si u : A → C est un foncteur, les objets de la catégorie u\C
sont les cônes inductifs sur le diagramme u et les morphismes sont les morphismes
de cônes en un sens évident. De même pour la catégorie C/v et les cônes projectifs.
Si c est un objet de C, on peut considérer c comme un foncteur c : e → C, où e
désigne la catégorie finale, et la catégorie c\C au sens précédent n’est autre que la
tranche usuelle. Ainsi, les tranches u\C sont des tranches généralisées au sens où on
considère des tranches au-dessous d’un diagramme quelconque à valeur dans C et non
pas seulement d’un objet de C.
Ce point de vue sur les tranches ne joue traditionnellement pas un rôle important
en théorie des catégories, sans doute parce que les objets en jeu sont simples à décrire
explicitement. Néanmoins, le joint et ses deux adjoints sont au cœur de la théorie
des quasi-catégories (voir par exemple [23]) et sont un outil précieux pour obtenir la
structure de catégorie de modèles de Joyal [24] sur les ensembles simpliciaux.
Le résultat principal de cet article est la généralisation du formalisme du joint et
des tranches à la catégorie ∞-Cat des ∞-catégories strictes. On définit un foncteur
∞-Cat ×∞-Cat →∞-Cat
(A,B) 7→ A ⋆ B
qu’on appelle le joint∞-catégorique. Ce foncteur est compatible au joint 1-catégorique
au sens suivant : si A et B sont deux catégories vues comme des ∞-catégories, alors
leur joint ∞-catégorique A ⋆ B est une 3-catégorie dont le tronqué 1-catégorique,
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obtenu en appliquant l’adjoint à gauche du foncteur d’inclusion de Cat dans ∞-Cat,
est le joint 1-catégorique usuel. En effet, le joint∞-catégorique A⋆B s’obtient à partir
du joint 1-catégorique en ajoutant, pour tout objet a de A et toute flèche g : b → b′
de B, une 2-flèche dans le triangle formé de g, jb,a et jb′,a, pour toute flèche f : a→ a′
de A et tout objet b de B, une 2-flèche dans le triangle formé de f , jb,a et jb,a′ et,
pour toute flèche de A et toute flèche de B, une 3-flèche dans le tétraèdre formé des
triangles du type précédent, et en quotientant par les relations évidentes. Notre joint
∞-catégorique est par ailleurs compatible au joint des ensembles simpliciaux (voir par
exemple [23, section 3]) au sens où, si X et Y sont deux ensembles simpliciaux et si
c∞ désigne l’adjoint à gauche du nerf de Street [35], on a un isomorphisme canonique
de ∞-catégories c∞(A ⋆ B) ≃ c∞(A) ⋆ c∞(B).
On montre que le joint∞-catégorique définit une structure de catégorie monoïdale
sur ∞-Cat d’unité la ∞-catégorie vide et que cette structure est localement bifermée.
Ainsi, pour toute ∞-catégorie A et toute ∞-catégorie B, les foncteurs
∞-Cat → A\∞-Cat
B 7→ (A ⋆ B, ι1 : A→ A ⋆ B)
et
∞-Cat → B\∞-Cat
A 7→ (A ⋆ B, ι2 : B → A ⋆ B) ,
où
A
ι1−→ A ⋆ B
ι2←− B
désignent des ∞-foncteurs canoniques, admettent des adjoints à droite. On obtient
ainsi des foncteurs
A\∞-Cat →∞-Cat
(C, u : A→ C) 7→ u\C
et
B\∞-Cat →∞-Cat
(C, v : B → C) 7→ C
co
/v .
Le premier foncteur définit les tranches ∞-catégoriques généralisées au-dessous. Si c
est un objet de C, on peut considérer c comme un ∞-foncteur c : e→ C, où e désigne
la ∞-catégorie finale, et on obtient une tranche c\C de C au-dessous de l’objet c.
Dans ce cas particulier, on décrit explicitement la ∞-catégorie c\C et on retrouve
les formules connues décrivant les cônes n-catégoriques (voir [30] pour le cas, plus
général, des cylindres).
Nous avons décidé de réserver la notation C/v et la terminologie « tranches au-
dessus » à une variante de la ∞-catégorie C
co
/v . La catégorie∞-Cat possède un auto-
morphisme remarquable qui envoie une∞-catégorie C sur la∞-catégorie C◦ obtenue
en renversant le sens des i-flèches de C pour tout i > 0. Le joint n’est pas compatible
à cet automorphisme et on obtient un foncteur
∞-Cat ×∞-Cat →∞-Cat
(A,B) 7→ (B◦ ⋆ A◦)◦
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qui définit une seconde structure de catégorie monoïdale sur la catégorie des
∞-catégories. Ce foncteur permet d’obtenir comme ci-dessus des foncteurs
A\∞-Cat →∞-Cat
(C, u : A→ C) 7→ u
co
\C
et
B\∞-Cat →∞-Cat
(C, v : B → C) 7→ C/v .
C’est ce second foncteur qui définit les tranches∞-catégoriques généralisées au-dessus.
Le choix de privilégier les ∞-catégories u\C et C/v par rapport aux ∞-ca-
tégories u
co
\C et C
co
/v est motivé par le fait que les premières admettent une descrip-
tion beaucoup plus simples que les dernières. Par ailleurs, on a des isomorphismes
canoniques
C/v ≃ (v◦\C
◦)◦ et u
co
\C ≃ (C
◦
co
/u◦)
◦.
Si A et B sont deux n-catégories strictes, pour un n > 0, leur joint est une
(2n+ 1)-catégorie stricte. En tronquant cette (2n + 1)-catégorie en dimension n
(c’est-à-dire en appliquant l’adjoint à gauche du foncteur d’inclusion), on obtient
une n-catégorie A ⋆n B qu’on appelle leur joint n-catégorique. On montre qu’on
définit ainsi une structure de catégorie monoïdale sur n-Cat, la catégorie des n-
catégories strictes, et que cette structure est localement bifermée comme ci-dessus.
Lorsque n = 1, on retrouve la structure de catégorie monoïdale définie par le joint
1-catégorique usuel.
Pour construire ce joint∞-catégorique, on adopte une stratégie inspirée, d’une part,
d’une esquisse de construction du produit tensoriel de Gray∞-catégorique donnée par
Street dans [39, section 9] et, d’autre part, d’idées de Steiner pour construire ce même
produit tensoriel basées sur sa théorie des complexes dirigés augmentés [31].
La théorie de Steiner associe à tout complexe dirigé augmenté, c’est-à-dire à tout
complexe de chaînes de groupes abéliens en degré positif augmenté et muni en chaque
degré d’un sous-monoïde des chaînes, une∞-catégorie stricte. Un des résultats impor-
tants de [31] donne des conditions suffisantes pour que la ∞-catégorie ainsi associée
soit libre au sens des polygraphes. La théorie de Steiner permet ainsi de décrire en
termes de complexes de chaînes une sous-catégorie pleine de ∞-Cat, que nous ap-
pellerons la catégorie des ∞-catégories de Steiner fortes, qui contient notamment la
catégorie Θ de Joyal [22], les orientaux de Street [35] et les cubes n-catégoriques. (Une
théorie alternative permettant de décrire ces ∞-catégories de manière combinatoire
est la théorie des complexes de parité de Street [36, 37].)
Afin de construire le joint ∞-catégorique, on commence par décrire, en termes de
produit tensoriel de complexes de chaînes, le joint de deux complexes dirigés aug-
mentés, s’inspirant d’une construction analogue due à Street [36] dans le cadre des
complexes de parité. On obtient alors une structure de catégorie monoïdale sur la
catégorie des complexes dirigés augmentés. On montre que cette structure induit une
structure de catégorie monoïdale sur la catégorie des ∞-catégories de Steiner fortes.
Il s’agit ensuite d’étendre cette structure à la catégorie de toutes les ∞-catégories
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strictes. Pour cela, suivant la stratégie de Street pour définir le produit tensoriel de
Gray [39, section 9], on utilise un théorème d’extension de structures de catégorie
monoïdale à la Day [19, 20]. Notre structure de catégorie monoïdale n’étant pas bi-
fermée mais seulement localement bifermée, les résultats de Day ne s’appliquent pas
tels quels. On est donc conduit à généraliser un théorème de Day au cas localement
bifermée. Enfin, la partie la plus délicate de la construction du joint ∞-catégorique
est la vérification des hypothèses de ce théorème à la Day. Il s’agit essentiellement
de construire à la main les tranches u\C et C
co
/v dans le cas où la source de u et v
est une ∞-catégorie de Steiner forte, et de vérifier que ces tranches ont les propriétés
universelles attendues.
Dans un appendice, on construit le produit tensoriel de Gray∞-catégorique en sui-
vant une stratégie analogue. Rappelons que le produit tensoriel de Gray∞-catégorique
est une généralisation∞-catégorique du produit tensoriel introduit par Gray dans [21]
sur la catégorie des 2-catégories strictes. Ce produit définit une structure de catégo-
rie monoïdale bifermée sur ∞-Cat. Le produit tensoriel de Gray ∞-catégorique a été
construit pour la première fois par Al-Agl et Steiner [1], généralisant une construc-
tion analogue pour les∞-groupoïdes due à Brown et Higgins [12]. Deux constructions
alternatives sont données par Crans dans sa thèse [18]. Dans [31], Steiner propose
une nouvelle construction qui a l’avantage d’être relativement explicite. Néanmoins,
la preuve de [31] est incomplète. En effet, dans la preuve de son théorème 7.3, Steiner
affirme qu’il est évident que son produit tensoriel commute aux limites inductives,
sous-entendant que cette commutation est formelle, ce qui n’est pas le cas. Steiner
nous a cependant affirmé savoir compléter cette preuve, esquissant un argument [34].
Dans l’appendice A, on propose une démonstration alternative en adoptant la stra-
tégie qu’on a utilisé pour construire le joint. En particulier, on utilise de manière
cruciale un théorème de Day et, comme dans le cas du joint, la partie la plus délicate
du travail consiste à vérifier que les hypothèses du théorème de Day sont satisfaites.
On formule de très générales conjectures de fonctorialité du joint et des tranches.
Pour cela, on introduit la notion de ∞-catégorie de Gray, catégorie enrichie dans la
catégorie des ∞-catégories strictes munie du produit tensoriel de Gray. (On définit
également au passage la notion de ∞-sesquicatégorie.) La ∞-catégorie de Gray para-
digmatique est ∞-Catoplax dont les objets sont les ∞-catégories strictes, les 1-flèches
les∞-foncteurs stricts, les 2-flèches les transformations oplax et les flèches supérieures
les transformations oplax supérieures. De même, on introduit la notion de catégorie de
Gray gauche, catégorie enrichie dans la catégorie des ∞-catégories strictes munie du
produit tensoriel (C,D) 7→ D⊗C obtenu en transposant celui de Gray. La∞-catégorie
de Gray gauche paradigmatique est∞-Catlax obtenue en utilisant cette fois les trans-
formations lax. On conjecture l’existence de tranches pour les∞-catégories de Gray et
les ∞-catégories de Gray gauches au-dessus ou au-dessous d’un objet. En particulier,
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si C désigne une ∞-catégorie stricte, on disposerait de ∞-catégories de Gray
C
co
\∞-Catoplax et ∞-Catoplax/C
et de ∞-catégories de Gray gauches
C\∞-Catlax et ∞-Catlax
co
/C.
On conjecture que les foncteurs • ⋆C et C ⋆ • proviennent de ∞-foncteurs de Gray et
de Gray gauches (c’est-à-dire des foncteurs enrichis) respectivement
• ⋆ C :∞-Catoplax → C
co
\∞-Catoplax
C ⋆ • :∞-Catlax → C\∞-Catlax
et que l’association (A,A u−→ C) 7→ u\C, selon qu’on la considère comme un foncteur
en C ou en A, provient de ∞-foncteurs de Gray gauches et de Gray respectivement
A\∞-Catlax →∞-Catlax
(∞-Catlax
co
/C)
◦ →∞-Catoplax,
où ◦ est une dualité transformant une∞-catégorie de Gray gauche en une∞-catégorie
de Gray (et réciproquement). Dans ce texte, on s’intéresse spécifiquement à la dernière
conjecture, c’est-à-dire au ∞-foncteur de Gray (∞-Catlax
co
/C )◦ → ∞-Catoplax, car
c’est celui-ci qui nous permettra de démontrer un théorème A∞-catégorique dans [8].
Explicitons en petite dimension à quoi correspond l’action d’un tel∞-foncteur sur les
cellules :
A
u

C
7→ u\C ,
A
v //
u

✿✿
✿✿
✿✿
✿ A
′
u′
✄✄
✄✄
✄✄
✄
C
α 19❦❦❦ ❦❦❦ 7→ u′\C
(v,α)∗
// u\C ,
A
v′
))
v 55
u

✹✹
✹✹
✹✹
✹✹
✹ β
KS
A′
u′
✠✠
✠✠
✠✠
✠✠
✠
C
α′
*2
α
AIΛ◗am ◗◗◗◗◗◗ 7→ u′\C
(v′,α′)∗
))
(v,α)∗
55(β,Λ)
∗
 u
′\C ,
où les 2-flèches et 3-flèches à gauche du signe « 7→ » sont des transformations lax et
des 2-transformations lax respectivement, et la 2-flèche à droite de ce signe est une
transformation oplax.
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Ces conjectures sont étayées par le fait que les conjectures analogues pour les
complexes dirigés augmentés (vérifiant une hypothèse anodine) sont vraies. Dans ce
texte, nous démontrons ces analogues en petites dimensions. Plus précisément, nous
montrons qu’on peut définir une correspondance comme dans l’illustration ci-dessus
en remplaçant les ∞-catégories par des complexes dirigés augmentés, les ∞-foncteurs
par des morphismes de complexes dirigés augmentés, les transformations oplax par
des homotopies et les transformations lax par des antihomotopies, notion duale à celle
d’homotopie. On montre par ailleurs la sesquifonctorialité de cette correspondance.
Un des résultats principaux de cet article est l’extension de cette correspondance
en basse dimension aux ∞-catégories strictes, malheureusement sous des hypothèses
restrictives (mais suffisantes pour obtenir notre théorème A ∞-catégorique dans [8]).
On montre qu’on peut définir une correspondance comme dans l’illustration ci-dessus
si on se restreint aux diagrammes obtenus en composant un diagramme comme dans
l’illustration, où A, A′ et C sont des∞-catégories de Steiner fortes et u′ est un mono-
morphisme vérifiant une hypothèse technique, par un∞-foncteur quelconque C → C′
(en particulier, on ne demande pas que C′ soit une ∞-catégorie de Steiner forte). On
montre que cette correspondance est sesquifonctorielle.
Ces résultats, dans le cas des complexes dirigés augmentés, sont obtenus en pro-
duisant des formules explicites et par le calcul. Cette approche s’adapte a priori mal
au cas des ∞-catégories. Notre méthode consiste à déduire le cas des ∞-catégories
de celui des complexes dirigés augmentés. Pour ce faire, on produit des objets univer-
sels représentant les différentes opérations de la correspondance. Ces objets universels
vivent dans le monde des objets ∞-cocatégorie dans ∞-Cat (c’est-à-dire des objets
∞-catégorie interne à la catégorie opposée à∞-Cat). Sous l’hypothèse technique qu’on
a faite sur u′, par des résultats non triviaux obtenus dans ce texte, les ∞-catégories
intervenant dans ces objets universels sont des complexes de Steiner forts. Par un
argument de type lemme de Yoneda, on obtient le cas universel à partir du cas des
complexes dirigés augmentés et on en déduit le cas général. Il est à noter que la pré-
sence des∞-cocatégories dans notre démonstration est liée à la définition élémentaire
des transformations oplax ∞-catégoriques qu’on a choisi de privilégier dans ce texte
par rapport à celle en termes du produit tensoriel de Gray.
Après avoir rendu publique une première version de ce texte, Dominic Verity nous a
signalé que ses travaux sur les ensembles compliciaux permettraient également de dé-
finir un joint∞-catégorique. Dans [41, section 3], Verity définit un joint des ensembles
stratifiés, ensembles simpliciaux munis de la donnée supplémentaire de simplexes dis-
tingués dits fins. Il nous a affirmé qu’on pourrait montrer, en utilisant un théorème de
Day, que ce joint induit un joint sur la sous-catégorie réflexive formée des ensembles
compliciaux. Or, en vertu de la conjecture de Street-Roberts qu’il a démontrée [40],
les ensembles compliciaux sont équivalents aux ∞-catégories strictes. Il est probable
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que ce joint ∞-catégorique serait isomorphe au notre, même si la comparaison ne
semble pas triviale.
Organisation de l’article. — La première section est consacrée aux préliminaires
sur les ∞-catégories strictes. On fixe nos notations et conventions et on rappelle
quelques constructions classiques. On définit la notion standard de∞-catégorie stricte
engendrée librement au sens des polygraphes et on dégage un résultat de commutation
aux limites inductives de ces ∞-catégories qui jouera un rôle important dans la suite
du texte. On définit la notion de ∞-transformation oplax en donnant des formules
explicites et on étudie quelques moyens de composer ces ∞-transformations oplax.
Dans la deuxième section, on rappelle la théorie des complexes dirigés augmentés
de Steiner et on y apporte quelques compléments. On définit les foncteurs λ et ν de
Steiner qui forment un couple de foncteurs adjoints entre la catégorie des∞-catégories
strictes et la catégorie des complexes dirigés augmentés. On introduit les termes « com-
plexe de Steiner » et « complexe de Steiner fort » pour désigner ce que Steiner appelle
les complexes dirigés augmentés à base unitaire sans boucle ou fortement sans boucle.
On rappelle les deux résultats fondamentaux de la théorie de Steiner : le foncteur ν
restreint aux complexes de Steiner est, d’une part, pleinement fidèle et, d’autre part, à
valeurs dans la catégorie des∞-catégories libres au sens des polygraphes. On apporte
ensuite les compléments suivants. On définit la notion de complexe dirigé augmenté
décent, notion peut-être plus pertinente que celle de complexe dirigé augmenté. On
définit des endofoncteurs de dualité de la catégorie des complexes dirigés augmentés
et des notions de troncations pour ces complexes. On étudie les compatibilités entre
ces constructions et les foncteurs λ et ν de Steiner. Enfin, on introduit les notions
d’homotopie et d’antihomotopie entre morphismes de complexes dirigés augmentés et,
plus généralement, celles de n-homotopie et de n-antihomotopie, et on décrit quelques
opérations sur ces objets.
Dans la troisième section, on décrit les limites inductives de complexes de Steiner
et on étudie la commutation du foncteur ν à celles-ci. On introduit la notion de
système de Steiner et on montre que le foncteur ν commute aux limites inductives
de ces systèmes. On définit la notion d’inclusion rigide ordonnée entre complexes
de Steiner et on montre qu’une somme amalgamée de complexes de Steiner forts
faisant intervenir des inclusions rigides ordonnées forme un système de Steiner fort.
Le premier résultat joue un rôle important dans la construction même du joint et le
second dans les propriétés de fonctorialité du joint.
La quatrième section est consacrée à la catégorie Θ de Joyal. On la définit comme
une sous-catégorie pleine de la catégorie des∞-catégories strictes en utilisant la notion
de sommes globulaires. On étudie la restriction du foncteur λ de Steiner à Θ. On
montre que Θ est dans l’image du foncteur ν de Steiner en utilisant les résultats de
la section précédente (ce résultat était déjà connu de Steiner [33]).
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Dans la cinquième section, on étudie les ∞-cocatégories internes à une catégorie
possédant des sommes amalgamées (on a en tête le cas de la catégorie des∞-catégories
strictes), c’est-à-dire les ∞-catégories internes à la catégorie opposée d’une catégorie
possédant des produits fibrés. On étudie également une version coaugmentée de cette
notion. L’unique résultat de la section est une variante du lemme de Yoneda pour
ces objets. Ces notions fournissent un langage commode pour représenter (au sens
des préfaisceaux) des opérations sur les ∞-catégorie strictes. Ce langage est utilisé de
manière peu essentielle dans la septième section pour construire le joint. Notre variante
du lemme de Yoneda joue par contre un rôle crucial dans la douzième section pour
étendre des résultats de fonctorialité des tranches des complexes dirigés augmentés
aux ∞-catégories strictes.
Dans la sixième section, on s’intéresse à la question suivante : pour définir une
structure de catégorie monoïdale sur une catégorie, sous quelles conditions suffit-il de
le faire sur une sous-catégorie dense ? Un théorème de Day répond à cette question
pour les catégories monoïdales bifermées. On généralise ce résultat à ce qu’on appelle
les catégories monoïdales localement bifermées qui, si la catégorie sous-jacente est lo-
calement présentable, sont les structures pour lesquelles le produit tensoriel commute
aux limites inductives connexes en chaque variable. C’est ce résultat qu’on utilisera
dans la section suivante pour construire le joint.
La septième section est la section centrale de l’article. C’est dans celle-ci qu’on
construit le foncteur joint et les tranches généralisées. On commence par des rappels
sur la structure de catégorie monoïdale bifermée sur la catégorie des complexes dirigés
augmentés définie par le produit tensoriel. On en déduit, grâce à un jeu de suspen-
sions déjà présent sous une autre forme dans [36], une nouvelle structure de catégorie
monoïdale sur cette même catégorie ; on appelle le produit de cette structure le joint.
On montre que cette structure est localement bifermée et qu’elle induit une structure
de catégorie monoïdale sur la catégorie des complexes de Steiner forts. On trans-
porte cette structure sur la sous-catégorie pleine de ∞-Cat formée des ∞-catégories
de Steiner fortes et on vérifie que les hypothèses de notre théorème à la Day dégagé
dans la section précédentes sont satisfaites ; c’est le contenu de la proposition 7.26,
proposition clé de cette section. On en déduit l’existence d’une structure de caté-
gorie monoïdale localement bifermée sur la catégorie des ∞-catégories strictes. On
obtient ainsi un foncteur joint et des foncteurs tranches. On finit la section par une
étude des compatibilités du joint et des tranches avec les dualités de la catégorie des
∞-catégories strictes.
Dans la huitième section, on montre comment on peut définir les orientaux de Street
et le nerf de Street formellement à partir des propriétés de notre joint∞-catégorique,
idée apparaissant déjà dans [36]. Plus précisément, on montre que la ∞-catégorie
finale est munie d’une unique structure de monoïde pour la structure de catégorie
monoïdale définie par le joint et que l’objet cosimplicial associé à ce monoïde est
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l’objet cosimplicial de Street. On démontre par ailleurs que l’adjoint à gauche du nerf
de Street est un foncteur monoïdal pour le joint simplicial et le joint ∞-catégorique.
Dans la neuvième section, on montre que la structure de catégorie monoïdale sur
la catégorie des ∞-catégories strictes définie par le joint induit par troncation une
structure de catégories monoïdales sur la catégorie des n-catégories strictes pour
tout n > 0. On obtient de plus que cette structure est localement bifermée. On
vérifie que pour n = 1 on retrouve le joint et les tranches 1-catégoriques usuels.
Le but de la dixième section est de décrire par des formules explicites les tranches
au-dessous d’un objet qui ont été définies abstraitement dans la septième section.
En particulier, pour n = 2, on retrouve les formules définissant les tranches qui
apparaissent déjà dans la littérature.
La onzième section est consacrée aux tranches des complexes dirigés augmentés
et à leurs propriétés de fonctorialité. On définit explicitement des tranches générali-
sées pour les complexes dirigés augmentés et on montre que celles-ci ont la propriété
universelle attendue. On étudie des propriétés de fonctorialité de l’opération tranche.
On montre qu’à tout triangle commutatif à une antihomotopie près, on peut asso-
cier un morphisme entre les tranches associées et qu’à tout cône commutatif à une
2-antihomotopie près, on peut associer une homotopie entre les morphismes entre les
tranches associées. On étudie les compatibilités de ces constructions aux différentes
compositions.
La douzième section contient d’importants résultats de fonctorialité des tranches
∞-catégoriques, analogues ∞-catégoriques des résultats de la section précédente. On
montre qu’à tout triangle de ∞-foncteurs commutatif à une transformation lax se
factorisant par un triangle de complexes de Steiner forts (et satisfaisant une hypo-
thèse technique nous permettant d’utiliser les résultats de la troisième section), on
peut associer un ∞-foncteur entre les tranches ∞-catégoriques associées. De même,
on montre qu’à tout cône satisfaisant une condition analogue on peut associer une
transformation oplax. Enfin, on étudie les compatibilités de ces constructions aux dif-
férentes compositions. Tous ces résultats sont obtenus à partir des résultats analogues
pour les complexes dirigés augmentés en utilisant le lemme de Yoneda pour les objets
∞-cocatégorie coaugmentée obtenu dans la cinquième section.
L’appendice A est consacrée au produit tensoriel de Gray ∞-catégorique. On ap-
plique les techniques utilisées précédemment pour le joint pour construire le produit
tensoriel de Gray et montrer qu’il définit une structure de catégorie monoïdale bi-
fermée sur la catégorie des ∞-catégories strictes. On définit les ∞-catégories strictes
des foncteurs lax et oplax comme Hom interne à droite et à gauche. On discute les
compatibilités du produit tensoriel et de ces deux Hom internes avec les dualités de
la catégorie des ∞-catégories strictes. On montre que, comme dans le cas du joint, le
produit tensoriel induit par troncation une structure de catégorie monoïdale bifermée
sur la catégorie des n-catégories strictes pour tout n > 0.
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Le but de l’appendice B est de montrer l’équivalence entre la définition concrète des
∞-foncteurs oplax donnée dans la première section et la notion abstraite définie en
termes du produit tensoriel∞-catégorique. Ceci nous permet de définir la composition
verticale des transformations oplax sans donner explicitement de formules. On utilise
par ailleurs cette équivalence pour associer à toute homotopie de complexes dirigés
augmentés une transformation oplax de ∞-catégories et on étudie les propriétés de
cette correspondance. Pour finir, toujours en utilisant cette équivalence, on décrit les
∞-foncteurs de but une tranche au-dessous d’un objet en termes de transformations
oplax.
Enfin, dans l’appendice C, on dégage des conjectures de fonctorialités du joint et
des tranches dont les résultats de la douzième section sont des cas particuliers. On
introduit la notion de V-sesquicatégorie, où V est une catégorie munie d’un fonc-
teur vers la catégorie des ensembles. Dans le cas où V est la catégorie ∞-Cat des
∞-catégories strictes munie du foncteur ensemble des objets, on obtient la notion de
∞-sesquicatégorie. On introduit par ailleurs les notions de ∞-catégorie de Gray et
de∞-catégorie de Gray gauche,∞-catégories enrichies dans∞-Cat munie respective-
ment du produit tensoriel de Gray et du transposé de ce produit tensoriel. On donne
l’exemple de ∞-Catoplax (resp. de ∞-Catlax), ∞-catégorie de Gray (resp. de Gray
gauche) dont les objets sont les ∞-catégories strictes, les 1-flèches les ∞-foncteurs
stricts et les i-flèches pour i > 1 les (i − 1)-transformations oplax (resp. lax). On
conjecture l’existence d’une ∞-catégorie de Gray (resp. de Gray gauche) tranche au-
dessus ou au-dessous d’un objet d’une∞-catégorie de Gray (resp. de Gray gauche). On
conjecture que les foncteurs joint et tranches∞-catégoriques, vus comme foncteurs en
une de leurs deux variables, proviennent de∞-foncteurs de Gray ou de Gray gauches
(c’est-à-dire de foncteurs enrichis) entre des tranches de ∞-Catoplax et ∞-Catlax.
Remerciements. — Les auteurs remercient Andrea Gagna pour les nombreuses co-
quilles qu’il a débusquées dans une version préliminaire de ce texte, ainsi que pour
l’exemple 3.4 qui lui est dû et qui montre que la première rédaction de la section 3
était légèrement incorrecte.
Notations et terminologie. — Si C est une catégorie, on notera Ob(C) la classe de
ses objets. La catégorie opposée à C sera notée C◦. Si D est une seconde catégorie, la
catégorie des foncteurs de C vers D sera notée Hom(C,D). On notera Ens la catégorie
des ensembles et Ab la catégorie des groupes abéliens. Si A est une petite catégorie,
on notera Â la catégorie des préfaisceaux sur A, c’est-à-dire la catégorie Hom(A◦, Ens)
des foncteurs de A◦ vers la catégorie des ensembles.
On dira qu’une catégorie est connexe si elle 0-connexe. Autrement dit, on ne consi-
dèrera pas la catégorie vide comme une catégorie connexe. Ainsi, lorsqu’on parlera de
limites inductives connexes, on supposera que la catégorie source du système inductif
est non vide.
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1. Préliminaires ∞-catégoriques
1.1. — On notera ∞-Cat la catégorie des petites ∞-catégories strictes et des
∞-foncteurs stricts entre celles-ci. Toutes les ∞-catégories et tous les ∞-foncteurs
considérés dans ce texte seront stricts et on se permettra donc d’omettre l’adjectif
« strict ». Sauf mention expresse du contraire, ces ∞-catégories seront de plus sup-
posées petites. Si C est une ∞-catégorie, pour i > 0, on notera Ci l’ensemble de ses
i-flèches ou i-cellules. Si x est une i-flèche pour i > 0, on notera respectivement s(x)
et t(x) les (i − 1)-flèches source et but de x. Plus généralement, pour j tel que
0 6 j 6 i, on notera sj(x) et tj(x) la j-source et le j-but de x, c’est-à-dire les
j-flèches source et but itérés de x en dimension j. On dira que deux i-flèches x et y
sont j-composables si on a sj(x) = tj(y). Si x et y sont j-composables, on notera
x ∗j y leur composé. Si x est une i-flèche de C, on notera 1x la (i+ 1)-flèche identité
de x. On dira parfois qu’une (i + 1)-flèche de la forme 1x, pour x une i-flèche, est
triviale.
Afin de simplifier certaines formules, on adoptera les conventions suivantes. Pour
tous i, j > k > 0, si x est une i-flèche de C, y une j-flèche de C et qu’on a l’égalité
sk(x) = tk(y), on notera x ∗k y la l-flèche, où l est le maximum de {i, j}, définie par
x ∗k y =
{
1x ∗k y si i 6 j,
x ∗k 1y si i > j,
où 1z, pour z = x, y, désigne l’identité itérée de z en dimension l. Par ailleurs, si i < j,
on considérera que l’opération ∗i est prioritaire sur l’opération ∗j de sorte qu’on a
x ∗i y ∗j z = (x ∗i y) ∗j z et x ∗j y ∗i z = x ∗j (y ∗i z),
lorsque ces formules ont un sens.
1.2. — Soit n > 0. On considérera une n-catégorie C comme une ∞-catégorie dont
les ensembles de j-flèches Cj pour j > n ne contiennent que des cellules triviales. On
notera n-Cat la sous-catégorie pleine de ∞-Cat formée des n-catégories.
Le foncteur d’inclusion n-Cat →֒ ∞-Cat des n-catégories dans les ∞-catégories
admet un adjoint à gauche et un adjoint à droite qu’on notera respectivement
τ i6n :∞-Cat → n-Cat et τ
b
6n :∞-Cat → n-Cat.
On appellera τ i6n le foncteur n-tronqué intelligent et τ
b
6n le foncteur n-tronqué bête.
Explicitement, si C est une ∞-catégorie, on a
τ i6n(C)i =
{
Ci si i < n,
Cn/∼ si i > n,
où ∼ est la relation d’équivalence sur Cn définie par « x ∼ y s’il existe un zigzag de
(n+ 1)-flèches de C entre x et y », et
τb6n(C)i =
{
Ci si i < n,
Cn si i > n,
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les compositions et identités étant héritées de celles de C de la manière évidente.
On identifiera souvent τb6n(C) à une sous-∞-catégorie de C via le morphisme d’ad-
jonction τb6n(C) →֒ C.
Par ailleurs, le foncteur τb6n admet lui-même un adjoint à droite : le foncteur qui
associe à une n-catégorie C la (n+ 1)-catégorie dont le n-tronqué bête est C et telle
que pour toutes n-flèches x et y, il existe exactement une (n+1)-flèche de x vers y. En
particulier, le foncteur τb6n commute aussi bien aux limites projectives qu’aux limites
inductives.
1.3. — Soit C une ∞-catégorie. Un ensemble multiplicatif de cellules de C est un
ensemble M de cellules de C satisfaisant aux deux conditions suivantes :
(a) pour tout i > 0 et toute i-flèche x de C, si x appartient àM , alors la (i+ 1)-flèche
1x appartient à M ;
(b) pour tous i > j > 0 et tout couple x, y de i-flèches j-composables de C, si x
et y appartiennent à M , alors la i-flèche composée x ∗j y appartient à M .
On dit qu’un ensemble E de cellules d’une∞-catégorie C engendre C par compositions
si l’ensemble de toutes les cellules de C est le plus petit ensemble multiplicatif de
cellules de C contenant E. Dans ce cas, E contient nécessairement l’ensemble des
objets de C et, pour tout i > 0, toute i-flèche de C est un composé d’un nombre fini
de i-flèches qui sont dans E ou sont des identités itérées de cellules appartenant à E.
1.4. — Soient C une ∞-catégorie et E un ensemble de cellules de C. Pour i > 0,
posons Ei = E ∩Ci. On dira que E engendre librement C au sens des polygraphes si
(a) E0 = C0 ;
(b) pour tout i > 0, toute∞-catégorie D, tout∞-foncteur u : τb6i(C)→ D et toute
application f : Ei+1 → Di+1 tels que, pour tout x dans Ei+1, on ait
s(f(x)) = u(s(x)) et t(f(x)) = u(t(x)),
il existe un unique ∞-foncteur u′ : τb6i+1(C)→ D tel que
u′|τb
6i
(C) = u et u
′
|Ei+1
= f.
Proposition 1.5. — Soient C une∞-catégorie et E un ensemble de cellules de C qui
l’engendre librement au sens des polygraphes. Alors E engendre C par compositions.
Démonstration. — Pour i > 0, on pose Ei = E ∩ Ci et E6i = ∪ 06j6i Ej . On va
montrer par récurrence sur i > 0 que l’ensemble E6i engendre τb6i(C) par compo-
sitions, ce qui prouvera la proposition. Pour i = 0, l’assertion est évidente grâce à
la condition (a) du paragraphe 1.4. Supposons donc l’assertion démontrée pour i et
démontrons-la pour i+1. SoitD la sous-(i+1)-catégorie de τb6i+1(C) dont les j-flèches,
pour 0 6 j 6 i, sont les j-flèches de C et dont les (i+1)-flèches sont les composés d’élé-
ments de Ei+1 et d’identités itérées de j-flèches de C pour 0 6 j 6 i. Par hypothèse
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de récurrence, l’ensemble E6i+1 engendre D par compositions. Il suffit donc de mon-
trer que τb6i+1(C) = D ou, de manière équivalente, que l’inclusion v : D →֒ τ
b
6i+1(C)
admet une section. Par définition, on a une inclusion u : τb6i(C) →֒ D et une inclusion
f : Ei+1 →֒ Di+1 satisfaisant aux hypothèses de la condition (b) du paragraphe 1.4.
On en déduit l’existence d’un ∞-foncteur u′ : τb6i+1(C)→ D tel que
u′|τb
6i
(C) = u et u
′
|Ei+1
= f.
La restriction de vu′ à τb6i(C) est donc l’inclusion τ
b
6i(C) →֒ τ
b
6i+1(C) et la restriction
à Ei+1 l’inclusion Ei+1 →֒ Ci+1, ce qui, en vertu de la partie unicité de la condition (b)
du paragraphe 1.4, prouve que u′ est une section de v, ce qu’il fallait démontrer.
Proposition 1.6. — Soient P : A → ∞-Cat un foncteur de source une petite caté-
gorie A, C une ∞-catégorie et α une transformation naturelle de P vers le foncteur
constant de valeur C. On suppose fixé, pour tout objet a de A, un ensemble Ea engen-
drant librement la ∞-catégorie P (a) au sens des polygraphes, ainsi qu’un ensemble E
engendrant librement la ∞-catégorie C au sens des polygraphes. On suppose que
(a) pour tout objet a de A, on a αa(Ea) ⊂ E ;
(b) pour toute flèche f : a→ b de A, on a P (f)(Ea) ⊂ Eb ;
(c) l’application lim
−→a∈A
Ea → E induite par α est une bijection.
Alors le ∞-foncteur lim
−→a∈A
P (a)→ C induit par α est un isomorphisme de ∞-caté-
gories.
Démonstration. — Pour tout i > 0, on pose Ei = E ∩Ci et, pour tout objet a de A,
Ea,i = Ea ∩ P (a)i. Par hypothèse, pour tout i > 0, l’application lim−→AEa,i → Ei
induite par α est bijective. On va montrer par récurrence sur i que, pour tout i > 0,
le tronqué bête (défini au paragraphe 1.2)
τb6i(lim−→
A
P ) ≃ lim
−→
A
τb6iP −→ τ
b
6i(C)
du∞-foncteur lim
−→A
P → C induit par α est un isomorphisme, ce qui prouvera la pro-
position. Pour i = 0, cela résulte de la bijectivité de l’application lim
−→A
Ea,0 → E0
et du fait que, en vertu de la condition (a) du paragraphe 1.4, on a C0 = E0
et P (a)0 = Ea,0 pour tout a dans A. Supposons l’assertion établie pour un i > 0
et prouvons-la pour i+ 1. Soient D une ∞-catégorie et β : τb6i+1P → D une trans-
formation naturelle de but le foncteur constant de valeur D. Il s’agit de mon-
trer qu’il existe un unique ∞-foncteur v : τb6i+1(C) → D tel que, pour tout
objet a de A, on ait βa = v ◦ τb6i+1(αa). En vertu de l’hypothèse de récurrence,
il existe un unique ∞-foncteur u : τb6i(C) → D tel que, pour tout objet a
de A, on ait βa|τb
6i
(P (a)) = u ◦ τ
b
6i(αa). D’autre part, la bijectivité de l’application
lim
−→A
Ea,i+1 → Ei+1 implique l’existence d’une unique application f : Ei+1 → Di+1
telle que, pour tout objet a de A et tout xa dans Ea,i+1, on ait βa(xa) = f(αa(xa)). Or,
pour tout x dans Ei+1, il existe un objet a de A et xa dans Ea,i+1 tel que x = αa(xa).
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On a donc
s(f(x)) = s(f(αa(xa))) = s(βa(xa)) = βa(s(xa))
= uαa(s(xa)) = u(s(αa(xa))) = u(s(x))
et, de même, t(f(x)) = u(t(x)). Comme E engendre librement C au sens des po-
lygraphes, en vertu de la condition (b) du paragraphe 1.4, il existe donc un unique
∞-foncteur v : τb6i+1(C)→ D tel que
v|τb
6i
(C) = u et v|Ei+1 = f.
Il reste à prouver que, pour tout objet a de A, on a βa = v ◦ τb6i+1(αa). Or, on a les
égalités
βa|τb
6i
(P (a)) = u ◦ τ
b
6i(αa) = v|τb
6i
(C) ◦ τ
b
6i(αa) = (v ◦ τ
b
6i+1(αa))|τb
6i
(P (a))
et, pour tout xa dans Ea,i+1, on a βa(xa) = f(αa(xa)) = v(αa(xa)) et donc
βa|Ea,i+1 = (v ◦ τ
b
6i+1(αa))|Ea,i+1 .
Comme Ea engendre librement P (a) au sens des polygraphes, en vertu de la partie
unicité de la condition (b) du paragraphe 1.4, on a donc βa = v ◦ τb6i+1(αa), ce qui
achève la démonstration.
Remarque 1.7. — On vérifie facilement que la proposition précédente reste vraie si
on remplace l’hypothèse « Ea engendre librement P (a) au sens des polygraphes » par
l’hypothèse plus faible « Ea engendre P (a) par compositions ». En revanche, on doit
toujours supposer que l’ensemble E engendre librement C au sens des polygraphes.
On n’aura pas besoin de ce résultat dans la suite.
1.8. — Soit C une∞-catégorie. On définit une∞-catégorie C◦, appelée le dual de C,
en inversant le sens des i-flèches de C pour tout i > 0. On vérifie immédiatement que
l’application C 7→ C◦ définit un endofoncteur involutif D :∞-Cat →∞-Cat.
Plus généralement, pour toute partie J de N∗ = N r {0}, on définit un endofoncteur
involutif DJ :∞-Cat →∞-Cat qui envoie une∞-catégorie sur la∞-catégorie obtenue
en inversant le sens des i-flèches pour tout i dans J . On appellera DJ (C) le J-dual
de C. Par définition, on a D = DN∗ .
Deux autres dualités jouent un rôle particulièrement important. Si J est l’ensemble
des entiers strictement positifs impairs, on appellera le J-dual le dual impair et on
désignera DJ(C) par Cop. Si J est l’ensemble des entiers strictement positifs pairs,
on parlera du dual pair et on désignera DJ(C) par Cco. Notons que si C est une
∞-catégorie, on a C◦ = (Cop)co = (Cco)op. Pour cette raison, la ∞-catégorie C◦ est
parfois notée Ccoop dans la littérature.
1.9. — Soient u, v : C → D deux ∞-foncteurs. Une prétransformation oplax α de u
vers v consiste en la donnée, pour tout i > 0 et toute i-flèche x de C, d’une (i+1)-flèche
αx : αti−1(x) ∗i−1 · · · ∗1 αt0(x) ∗0 u(x) −→ v(x) ∗0 αs0(x) ∗1 · · · ∗i−1 αsi−1(x)
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de D. (Pour lire ces formules, il faut garder en tête les conventions énoncées au para-
graphe 1.1 : en particulier, pour k < l, l’opération ∗k est prioritaire sur l’opération ∗l.)
Ainsi, si x est un objet de C, on dispose d’une 1-flèche
u(x)
αx

v(x)
de D ; si x est une 1-flèche de C, on dispose d’une 2-flèche
u(s0(x))
αs0(x)

u(x)
// u(t0(x))
αt0(x)

v(s0(x))
v(x)
// v(t0(x))
αx
u} sssss
s
de D ; si x est une 2-flèche de C, on dispose d’une 3-flèche
u(s0(x))
u(s1(x))
,,
u(t1(x))
22
αs0(x)

u(x)  u(t0(x))
αt0(x)

v(s0(x))
v(s1(x))
,,
v(t1(x))
22
v(x)  v(t0(x))
αs1(x)

αt1(x)
lt
αx✻Tc
de D de source αt1(x) ∗1 (αt0(x) ∗0 u(x)) et de but (v(x) ∗0 αs0(x)) ∗1 αs1(x) ; etc.
Une telle prétransformation oplax est une transformation oplax si elle satisfait aux
axiomes de fonctorialité suivants :
(a) pour tout i > 0 et toute i-flèche x de C, on a
α1x = 1αx ;
(b) pour tous i > j > 0 et tout couple x, y de i-flèches j-composables de C, on a
αx∗jy =
(
v(tj+1(x)) ∗0 αs0(y) ∗1 · · · ∗j−1 αsj−1(y) ∗j αy
)
∗j+1
(
αx ∗j αtj−1(x) ∗j−1 · · · ∗1 αt0(x) ∗0 u(sj+1(y))
)
.
Remarque 1.10. — On montrera dans l’appendice B (voir notamment le corol-
laire B.2.6) que les transformations oplax entre ∞-foncteurs de C vers D peuvent
s’interpréter en termes du produit tensoriel de Gray ∞-catégorique. Plus précisé-
ment, en notant D1 la catégorie associée à l’ensemble ordonnée 0 < 1, de telles
transformations oplax correspondent aux ∞-foncteurs D1 ⊗ C → D, où ⊗ désigne
le produit tensoriel de Gray (voir le paragraphe A.16), ou encore, par adjonction, aux
∞-foncteur C → Homlax(D1, D) (voir le paragraphe A.18).
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Remarque 1.11. — La ∞-catégorie Homlax(D1, D) de la remarque précédente est
isomorphe à la∞-catégorieHD des cylindres dansD introduite par Métayer dans [30]
(voir notre remarque B.1.16). Ainsi, les formules définissant les transformations oplax
se trouvent déjà dans [30].
1.12. — Soient u, v : C → D deux ∞-foncteurs. Une transformation lax de u vers v
est une transformation oplax de uco : Cco → Dco vers vco : Cco → Dco.
Remarque 1.13. — On verra dans l’appendice B (voir le corollaire B.2.7) que
les transformations lax entre ∞-foncteurs de C vers D correspondent aux ∞-fonc-
teurs C ⊗D1 → D.
Remarque 1.14. — Si u, v : C → D sont deux ∞-foncteurs, on vérifie facilement
qu’une transformation oplax de u◦ vers v◦ n’est autre qu’une transformation oplax
de v vers u ; on en déduit qu’une transformation oplax de uop vers vop est une trans-
formation lax de v vers u.
Dans ce texte, on privilégiera les transformations oplax aux transformations lax. On
laisse le soin au lecteur d’expliciter la notion de transformation lax et de dualiser les
énoncés concernant les transformations oplax en des énoncés sur les transformations
lax.
1.15. — Soit u : C → D un∞-foncteur. On vérifie immédiatement qu’on définit une
transformation oplax 1u de u vers u en posant, pour toute cellule x de C,
(1u)x = 1u(x).
On appellera cette transformation oplax la transformation oplax identité de u.
1.16. — Soient v0, v1 : C → D deux ∞-foncteurs et α une transformation oplax
de v0 vers v1. Soit u : B → C un∞-foncteur. On vérifie immédiatement qu’on définit
une transformation oplax α∗u de v0u vers v1u (qui sont des∞-foncteurs de B versD)
en posant, pour x une cellule de B,
(α ∗ u)x = αu(x).
De même, si w : D → E est un ∞-foncteur, on définit une transformation oplax
w ∗α de wv0 vers wv1 (qui sont des ∞-foncteurs de C vers E) en posant, pour x une
cellule de C,
(w ∗ α)x = w(αx).
1.17. — Fixons une ∞-catégorie C. Soient (A, v : A → C) et (B,w : B → C)
deux ∞-catégories au-dessus de C et u0, u1 : A→ B deux foncteurs au-dessus de C.
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Autrement dit, on a un diagramme
A
u0
((
u1
66
v

✹✹
✹✹
✹✹
✹✹
✹ B
w
✡✡
✡✡
✡✡
✡✡
✡
C
de ∞-foncteurs formé de deux triangles commutatifs. On dira qu’une transformation
oplax de u0 vers u1 est au-dessus de C si w ∗ α est la transformation oplax identité
de v.
2. Rappels et compléments sur la théorie de Steiner
Le but de cette section est d’exposer la théorie développée par Steiner dans [31] et
d’y apporter quelques compléments.
2.1. — Dans ce texte, par « complexe de chaînes » on entendra toujours « complexe
de chaînes de groupes abéliens en degrés positifs ». On rappelle qu’un élément homo-
gène d’un complexe de chaînes K est un élément de la somme disjointe ensembliste
des Kn pour n > 0. Le degré d’un élément homogène k, c’est-à-dire l’unique n tel
que k appartienne à Kn, sera noté |k|.
2.2. — Un complexe dirigé augmenté est un triplet (K,K∗, e), où
K = · · ·
dn+1
// Kn
dn // Kn−1
dn−1
// · · ·
d2 // K1
d1 // K0
est un complexe de chaînes (de groupes abéliens en degrés positifs), e : K0 → Z est une
augmentation (on a donc ed1 = 0) et K∗ = (K∗n)n>0 est la donnée pour tout n > 0
d’un sous-monoïde K∗n du groupe abélien Kn. (On ne demande aucune compatibi-
lité entre la différentielle et ces sous-monoïdes.) On appellera les sous-monoïdes K∗n,
pour n > 0, les sous-monoïdes de positivité de K.
Un morphisme de complexes dirigés augmentés est un morphisme de complexes
de chaînes augmentés qui respecte les sous-monoïdes de positivité. Plus précisément,
si (K,K∗, e) et (K ′,K ′∗, e′) sont deux complexes dirigés augmentés, un morphisme
du premier vers le second est donné par un morphisme de complexes de chaînes
f : K → K ′ tel que e′f0 = e et fn(K∗n) ⊂ K
′∗
n pour tout n > 0. On notera Cda la
catégorie des complexes dirigés augmentés.
On désignera souvent, par abus de notation, un complexe dirigé augmenté par son
complexe de chaînes sous-jacent.
2.3. — On définit un foncteur
λ :∞-Cat → Cda
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de la manière suivante. Soit C une ∞-catégorie. Pour i > 0, le groupe abélien λ(C)i
est défini par les générateurs
[x], pour x une i-flèche de C,
soumis aux relations
[x ∗j y] = [x] + [y], pour 0 6 j < i et x et y des i-flèches j-composables.
Le sous-monoïde de positivité λ(C)∗i est le sous-monoïde engendré par les généra-
teurs [x] pour x une i-flèche de C. Pour i > 0, la différentielle di : λ(C)i → λ(C)i−1
est définie par
d([x]) = [t(x)] − [s(x)], pour x une i-flèche de C.
Enfin, l’augmentation λ(C)0 → Z est l’unique morphisme qui envoie, pour tout objet x
de C, le générateur [x] sur 1. On vérifie immédiatement qu’on obtient bien ainsi un
complexe dirigé augmenté.
Si u : C → D est un ∞-foncteur, on définit, pour tout i > 0, un morphisme de
groupes abéliens λ(u)i : λ(C)i → λ(D)i en envoyant un générateur [x], pour x une
i-flèche de C, sur le générateur [u(x)]. On vérifie immédiatement qu’on obtient ainsi
un morphisme de complexes dirigés augmentés λ(u) : λ(C) → λ(D) et que λ ainsi
défini est bien un foncteur.
2.4. — On définit un foncteur
ν : Cda →∞-Cat
de la manière suivante.
Soit K un complexe dirigé augmenté. Pour i > 0, les i-flèches de ν(K) sont les
tableaux (
x00 . . . x
0
i−1 x
0
i
x10 . . . x
1
i−1 x
1
i
)
tels que
(a) xεk appartient à K
∗
k pour ε = 0, 1 et 0 6 k 6 i ;
(b) d(xεk) = x
1
k−1 − x
0
k−1 pour ε = 0, 1 et 0 < k 6 i ;
(c) e(xε0) = 1 pour ε = 0, 1 ;
(d) x0i = x
1
i .
La structure de ∞-catégorie sur ν(K) est définie de la manière suivante. Soit
x =
(
x00 . . . x
0
i−1 x
0
i
x10 . . . x
1
i−1 x
1
i
)
,
pour i > 0, une i-flèche de ν(K). Si i > 0, les sources et buts de x sont donnés par
les tableaux
s(x) =
(
x00 . . . x
0
i−2 x
0
i−1
x10 . . . x
1
i−2 x
0
i−1
)
et t(x) =
(
x00 . . . x
0
i−2 x
1
i−1
x10 . . . x
1
i−2 x
1
i−1
)
.
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Pour tout i > 0, l’identité de x est le tableau
1x =
(
x00 . . . x
0
i 0
x10 . . . x
1
i 0
)
.
Enfin, si
x =
(
x00 . . . x
0
i−1 x
0
i
x10 . . . x
1
i−1 x
1
i
)
et y =
(
y00 . . . y
0
i−1 y
0
i
y10 . . . y
1
i−1 y
1
i
)
sont deux i-flèches j-composables pour i > j > 0, on pose
x ∗j y =
(
y00 . . . y
0
j x
0
j+1 + y
0
j+1 . . . x
0
i + y
0
i
x10 . . . x
1
j x
1
j+1 + y
1
j+1 . . . x
1
i + y
1
i
)
.
On vérifie qu’on définit bien ainsi une ∞-catégorie.
Si x est une i-flèche de ν(K) pour un i > 0, on notera xεk, pour 0 6 k 6 i et
ε = 0, 1, les composantes du tableau
x =
(
x00 . . . x
0
i−1 x
0
i
x10 . . . x
1
i−1 x
1
i
)
.
On désignera par xi l’élément x0i = x
1
i et, pour k > i et ε = 0, 1, on posera x
ε
k = 0.
Si maintenant f : K → K ′ est un morphisme de complexes dirigés augmentés, on
vérifie qu’on définit un ∞-foncteur ν(f) : ν(K)→ ν(K ′) par la formule(
x00 . . . x
0
i−1 x
0
i
x10 . . . x
1
i−1 x
1
i
)
7→
(
f(x01) . . . f(x
0
i−1) f(x
0
i )
f(x11) . . . f(x
1
i−1) f(x
1
i )
)
.
On vérifie immédiatement que ν ainsi défini est bien un foncteur.
Théorème 2.5 (Steiner). — Les foncteurs
λ :∞-Cat → Cda, ν : Cda →∞-Cat
forment un couple de foncteurs adjoints.
Démonstration. — Voir [31, théorème 2.11].
2.6. — Une base d’un complexe dirigé augmenté K est un ensemble gradué
B = (Bi)i>0 tel que, pour tout i > 0,
(a) Bi est une base du Z-module Ki ;
(b) Bi engendre le sous-monoïde K∗i de Ki.
On identifiera souvent une base B = (Bi)i>0 à l’ensemble
∐
i>0Bi.
Soit K un complexe dirigé augmenté. On définit une relation de préordre 6 sur Ki
en posant
x 6 y
déf
⇐⇒ y − x ∈ K∗i .
On vérifie immédiatement que si K admet une base, cette relation de préordre
est une relation d’ordre et que les éléments de Bi sont les éléments minimaux
de (K∗i r {0},6). Ainsi, si K admet une base, cette base est unique.
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On dira que le complexe dirigé augmenté K est à base s’il admet une base (néces-
sairement unique).
2.7. — Fixons A un groupe abélien libre muni d’une base B. Soit
x =
∑
b∈B
xb b
un élément de A. On appellera support de x l’ensemble
supp(x) = {b ∈ B | xb 6= 0}.
Notons A∗ le sous-monoïde de A engendré par B. On définit deux éléments x+ et x−
de A∗ par
x+ =
∑
b∈B
xb>0
xb b et x− = −
∑
b∈B
xb<0
xb b.
On a alors x = x+ − x−.
En particulier, si K est un complexe dirigé augmenté admettant une base
B = (Bi)i>0, pour tout x dans Ki pour un i > 0, on dispose, en appliquant le
paragraphe précédent au groupe abélien Ki muni de sa base Bi, d’une notion de
support de x et d’éléments x+ et x− de K∗i .
2.8. — Soit K un complexe dirigé augmenté admettant une base B = (Bi)i>0. Pour
i > 0 et x un élément de Ki, on définit un tableau
〈x〉 =
(
〈x〉00 〈x〉
0
1 . . . 〈x〉
0
i−1 〈x〉
0
i
〈x〉10 〈x〉
1
1 . . . 〈x〉
1
i−1 〈x〉
1
i
)
,
où les 〈x〉εk sont définis par récurrence descendante sur k de i à 0 :
– 〈x〉0i = x = 〈x〉
1
i ;
– 〈x〉0k−1 = d(〈x〉
0
k)− et 〈x〉
1
k−1 = d(〈x〉
1
k)+ pour 0 < k 6 i.
On vérifie facilement que ce tableau est une i-flèche de ν(K) si et seulement si, d’une
part, x appartient à K∗i et, d’autre part, on a les égalités e(〈x〉
0
0) = 1 = e(〈x〉
1
0). On
posera par ailleurs 〈x〉i = x et 〈x〉εk = 0 pour tout k > i et ε = 0, 1. Lorsque 〈x〉 est
une i-flèche, ces conventions sont compatibles avec celles du paragraphe 2.4.
On dit que la base B de K est unitaire si, pour tout i > 0 et tout x dans Bi,
le tableau 〈x〉 est une i-flèche de ν(K), ce qui revient à dire qu’on a l’égalité
e(〈x〉00) = 1 = e(〈x〉
1
0).
On dit qu’un complexe dirigé augmenté est à base unitaire s’il est à base et que
son unique base est unitaire. Si un complexe dirigé augmenté K est à base unitaire,
pour tout élément x de la base de K, on appelle la cellule 〈x〉 de ν(K) l’atome associé
à x.
2.9. — Soit K un complexe dirigé augmenté admettant une base B. Pour i > 0, on
note 6i la plus petite relation de préordre sur B (=
∐
iBi) satisfaisant
x 6i y si |x| > i, |y| > i et supp(〈x〉1i ) ∩ supp(〈y〉
0
i ) 6= ∅.
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On dit que la base B est sans boucle si, pour tout i > 0, la relation de préordre 6i
est une relation d’ordre.
2.10. — On appellera complexe de Steiner un complexe dirigé augmenté à base dont
la base est unitaire et sans boucle.
Théorème 2.11 (Steiner). — Pour tout complexe de Steiner K, le morphisme
d’adjonction
λ(ν(K))→ K
est un isomorphisme. En particulier, la restriction du foncteur ν : Cda →∞-Cat à la
catégorie des complexes de Steiner est un foncteur pleinement fidèle.
Démonstration. — Voir [31, théorème 5.6].
2.12. — On appellera ∞-catégorie de Steiner une ∞-catégorie dans l’image essen-
tielle de la restriction du foncteur ν : Cda → ∞-Cat à la catégorie des complexes
de Steiner. Le théorème précédent peut s’énoncer en disant que le foncteur ν induit
une équivalence de catégories entre la catégorie des complexes de Steiner et celle des
∞-catégories de Steiner.
Théorème 2.13 (Steiner). — Soit K un complexe de Steiner. Alors la ∞-caté-
gorie ν(K) est engendrée librement au sens des polygraphes par ses atomes, c’est-à-
dire par les 〈x〉, où x varie dans la base de K.
Démonstration. — Voir [31, théorème 6.1].
2.14. — Soit K un complexe dirigé augmenté admettant une base B. On notera 6N
la plus petite relation de préordre sur B satisfaisant
x 6N y si x ∈ supp(d(y)−) ou y ∈ supp(d(x)+),
où, par convention, d(b) = 0 si b est dans B0.
On dira que la base B est fortement sans boucle si la relation de préordre 6N est
une relation d’ordre.
Proposition 2.15 (Steiner). — Soit K un complexe dirigé augmenté admettant
une base B. Si la base B est fortement sans boucle, alors elle est sans boucle.
Démonstration. — Voir [31, proposition 3.7].
2.16. — On appellera complexe de Steiner fort un complexe dirigé augmenté à base
dont la base est unitaire et fortement sans boucle. En vertu de la proposition pré-
cédente, un complexe de Steiner fort est un complexe de Steiner. On notera Stf la
sous-catégorie pleine de la catégorie des complexes dirigés augmentés formée des com-
plexes de Steiner forts.
On appellera∞-catégorie de Steiner forte une∞-catégorie dans l’image essentielle
de la restriction du foncteur ν : Cda →∞-Cat à la catégorie des complexes de Steiner
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forts. En vertu du théorème 2.11, le foncteur ν induit donc une équivalence de la
catégorie des complexes de Steiner forts vers la catégorie des ∞-catégories de Steiner
fortes.
Dans la suite de cette section, on introduit quelques compléments sur la notion de
complexe dirigé augmenté.
2.17. — On dira qu’un complexe dirigé augmenté K est décent si, pour tout x
dans K∗0 , on a e(x) > 0. Notons que tout complexe dirigé augmentéK à base unitaire,
et donc en particulier tout complexe de Steiner (et donc tout complexe de Steiner fort),
est décent puisque, par définition, si x est dans la base de K∗0 , on a e(x) = 1.
2.18. — Soient K un complexe dirigé augmenté et J une partie de N∗ = N r {0}.
On définit un complexe dirigé augmenté DJ(K), appelé le J-dual de K, de la manière
suivante :
– pour tout n > 0, on a
DJ(K)n = Kn et DJ(K)∗n = K
∗
n ;
– DJ(K) a même augmentation que K ;
– la différentielle d′ de DJ(K) est donnée, pour n > 1, par
d′n =
{
−dn si n appartient à J ,
dn sinon.
On vérifie immédiatement que K 7→ DJ (K) définit un endofoncteur involutif
DJ : Cda → Cda de la catégorie des complexes dirigés augmentés.
Comme dans le cas des∞-catégories, trois dualités jouent un rôle particulièrement
important. Si J est l’ensemble des entiers strictement positifs impairs, on appellera le
J-dual le dual impair et on désignera DJ(K) par Kop. Si J est l’ensemble des entiers
strictement positifs pairs, on parlera du dual pair et on désignera DJ(K) par Kco.
Enfin, si J est l’ensemble des entiers strictement positifs, on appellera le J-dual le
dual et on désignera DJ(K) par K◦.
Proposition 2.19. — Pour toute partie J de N∗, les carrés de foncteurs
∞-Cat
DJ //
λ

∞-Cat
λ

Cda
DJ
// Cda ,
Cda
DJ //
ν

Cda
ν

∞-Cat
DJ
// ∞-Cat ,
où les foncteurs horizontaux sont ceux définis au paragraphe précédent et au para-
graphe 1.8, sont commutatifs à isomorphisme canonique près. En particulier, pour
toute ∞-catégorie C, on a des isomorphismes canoniques
λ(Cop) ≃ (λ(C))op, λ(Cco) ≃ (λ(C))co et λ(C◦) ≃ (λ(C))◦,
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et, pour tout complexe dirigé augmenté K, on a des isomorphismes canoniques
ν(Kop) ≃ (ν(K))op, ν(Kco) ≃ (ν(K))co et ν(K◦) ≃ (ν(K))◦.
Démonstration. — Puisque DJ est une involution, ce foncteur est son propre adjoint
à gauche comme à droite. La commutativité à isomorphisme près des deux carrés de
l’énoncé est donc équivalente par adjonction et il suffit de vérifier la commutativité
du premier.
Soit C une∞-catégorie. Par définition, pour i > 0, le groupe abélien λ(DJ (C))i est
engendré par les [x], pour x dans DJ(C)i = Ci, soumis aux relations [x∗′j y] = [x]+[y],
pour x et y des i-flèches composables pour la j-composition ∗′j de DJ(C). Si j + 1
n’appartient pas à J , la composition ∗′j est la composition ∗j de C. Si j+1 appartient
à J , alors x et y sont composables pour ∗′j si et seulement si y et x sont composables
pour ∗j et on a alors x ∗′j y = y ∗j x. Puisque [x] + [y] = [y] + [x], les relations
définissant λ(DJ (C))i sont donc les mêmes que celles qui définissent λ(C)i. Puisque
par définition, on a DJ(λ(C))i = λ(C)i, on obtient donc l’égalité
λ(DJ (C))i = DJ(λ(C))i.
On a également
λ(DJ (C))∗i = DJ(λ(C))
∗
i
puisque ces sous-monoïdes sont engendrés par les mêmes générateurs. Enfin, si i > 0
et x appartient à Ci, la différentielle d′ de λ(DJ(C)) envoie [x] sur [t′(x)] − [s′(x)],
où s′ et t′ désignent la source et le but dans DJ (C). Si i n’appartient pas à J ,
on a s′(x) = s(x) et t′(x) = t(x), et donc d′([x]) = d([x]), où d désigne la diffé-
rentielle de λ(C). Si i appartient à J , on a s′(x) = t(x) et t′(x) = s(x), et donc
d′([x]) = −d([x]), ce qui montre que λ(DJ (C)) et DJ (λ(C)) ont même différentielle.
L’égalité des augmentations étant évidente, ceci achève la démonstration.
2.20. — Soit K un complexe dirigé augmenté. On appellera dimension de K le plus
petit entier n > 0 tel que Ki = 0 pour tout i > n. Si un tel n n’existe pas, on dira
que K est de dimension infinie. Pour n > 0, on notera n-Cda la sous-catégorie pleine
de Cda formée des complexes dirigés augmentés de dimension au plus n.
Le foncteur d’inclusion n-Cda →֒ Cda admet un adjoint à gauche et un adjoint à
droite qu’on notera respectivement
τ i6n : Cda → n-Cda et τ
b
6n : Cda → n-Cda.
On appellera τ i6n le foncteur n-tronqué intelligent et τ
b
6n le foncteur n-tronqué bête.
Explicitement, si K est un complexe dirigé augmenté, on a
τ i6n(K)i =

Ki si i < n,
Kn/d(Kn+1) si i = n,
0 si i > n,
et τ i6n(K)
∗
i =

K∗i si i < n,
K∗n si i = n,
0 si i > n,
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où K∗n désigne l’image de K
∗
n dans Kn/d(Kn+1), et
τb6n(K)i =
{
Ki si i 6 n,
0 si i > n,
et τb6n(K)
∗
i =
{
K∗i si i 6 n,
0 si i > n,
les différentielles et augmentations étant héritées de celles deK de la manière évidente.
2.21. — Fixons un entier n > 0. Si C est une n-catégorie, il est immédiat que λ(C) est
un complexe dirigé augmenté de dimension au plus n. De même, si K est un complexe
dirigé augmenté de dimension n, il est immédiat que ν(K) est une n-catégorie. Les
foncteurs λ et ν induisent donc des foncteurs
λ : n-Cda → n-Cat et ν : n-Cat → n-Cda
et ceux-ci forment un couple de foncteurs adjoints. Par définition, les carrés
n-Cat //
λ

∞-Cat
λ

n-Cda // Cda ,
n-Cda //
ν

Cda
ν

n-Cat // ∞-Cat ,
où les flèches horizontales désignent les foncteurs d’inclusion, sont commutatifs.
Proposition 2.22. — Pour tout entier n > 0, les carrés
∞-Cat
τb6n
//
λ

n-Cat
λ

Cda
τb6n
// n-Cda ,
∞-Cat
τ i6n
//
λ

n-Cat
λ

Cda
τ i6n
// n-Cda ,
Cda
τb6n
//
ν

n-Cda
ν

∞-Cat
τb6n
// n-Cat
sont commutatifs à isomorphisme canonique près.
Démonstration. — L’existence des flèches de comparaison dans ces carrés résulte for-
mellement de la commutativité des deux carrés du paragraphe précédent. Les commu-
tativités à isomorphisme près du premier et du troisième carrés sont évidentes. Enfin,
la commutativité à isomorphisme près du deuxième carré résulte par adjonction de la
commutativité du second carré du paragraphe précédent.
Proposition 2.23. — Soit K un complexe dirigé augmenté à base. Pour tout entier
n > 0, le morphisme canonique
τ i6nν(K)→ ντ
i
6n(K)
est un isomorphisme.
Démonstration. — Explicitons la flèche de comparaison α : τ i6nν(K)→ ντ
i
6n(K).
Par adjonction, puisque ντ i6n(K) est une n-catégorie, il s’agit de définir un
∞-foncteur ν(K) → ντ i6n(K). On obtient ce ∞-foncteur en appliquant ν au
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morphisme canonique K → τ i6n(K). Montrons que α : τ
i
6nν(K)→ ντ
i
6n(K)
est un isomorphisme. Pour i < n, il est évident que αi est une bijection. Pour
conclure, il suffit donc de montrer que αn est une bijection. Décrivons explicitement
αn : (τ i6nν(K))n → (ντ
i
6n(K))n. Une n-flèche de τ
i
6nν(K) est la classe d’équivalence
d’un élément (
x00 . . . x
0
n−1 x
0
n
x10 . . . x
1
n−1 x
1
n
)
de ν(K)n pour la plus petite relation d’équivalence identifiant
x =
(
x00 . . . x
0
n−1 x
0
n
x10 . . . x
1
n−1 x
1
n
)
et y =
(
y00 . . . y
0
n−1 y
0
n
y10 . . . y
1
n−1 y
1
n
)
s’il existe
z =
(
z00 . . . z
0
n z
0
n+1
z10 . . . z
1
n z
1
n+1
)
dans ν(K)n+1 tel que x = s(z) et y = t(z). Concrètement, cette dernière condition
signifie qu’on a (
x00 . . . x
0
n−1
x10 . . . x
1
n−1
)
=
(
y00 . . . y
0
n−1
y10 . . . y
1
n−1
)
et qu’il existe zn+1 dans K∗n+1 tel que d(zn+1) = y
1
n − x
0
n. On vérifie facilement
que la condition définissant la relation d’équivalence engendrée s’obtient de la même
manière mais en demandant que zn+1 soit dans le sous-groupe de Kn+1 engendré
par K∗n+1. (Plus précisément, la clôture symétrique s’obtient en demandant que zn+1
soit dans K∗n+1 ou dans −K
∗
n+1, et la clôture transitive de la clôture symétrique
en demandant que z soit dans K∗n+1 + (−K
∗
n+1) qui n’est autre que le sous-groupe
engendré par K∗n+1.) Or, puisque qu’on a supposé le complexe K à base, ce sous-
groupe est Kn+1 tout entier. Par ailleurs, une n-flèche de ντ i6n(K) est un tableau(
x00 . . . x
0
n−1 t
0
n
x10 . . . x
1
n−1 t
1
n
)
,
où les xεi , pour 0 6 i < n et ε = 0, 1, sont dans K
∗
i , et t
0
n = t
1
n est dans l’image de K
∗
n
dans Kn/d(Kn+1), satisfaisant aux conditions du paragraphe 2.4. L’application αn
envoie la n-flèche donnée par la classe de(
x00 . . . x
0
n−1 x
0
n
x10 . . . x
1
n−1 x
1
n
)
sur la n-flèche (
x00 . . . x
0
n−1 x
0
n
x10 . . . x
1
n−1 x
1
n
)
,
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où x0n = x1n désigne l’image de x
0
n = x
1
n dans Kn/d(Kn+1). Notre description de la re-
lation d’équivalence définissant les n-flèches de τ i6nν(K) montre que cette application
est une bijection, ce qui achève la démonstration.
Remarque 2.24. — Il n’est pas vrai en général que le morphisme de l’énoncé pré-
cédent soit un isomorphisme si on ne fait aucune hypothèse sur le complexe dirigé
augmenté K ; un contre-exemple pour n = 0 est donné par le complexe de chaînes
normalisé de l’ensemble simplicial ∆1 muni des sous-monoïdes de positivité N2 ⊂ Z2
et 0 ⊂ Z en degré 0 et 1 respectivement.
2.25. — Soient f, g : K → L deux morphismes de complexes de chaînes. Rappelons
qu’une homotopie h de f vers g consiste en la donnée de morphismes de groupes
abéliens
hi : Ki → Li+1, pour i > 0,
satisfaisant à la condition
di+1hi + hi−1di = gi − fi, pour i > 0,
en convenant que h−1 = 0 et d0 = 0. Pour i = 0, on a donc
d1h0 = g0 − f0.
2.26. — Soient f, g : K → L deux morphismes de complexes dirigés augmentés. Une
homotopie h de f vers g est une homotopie entre les morphismes de complexes de
chaînes sous-jacents satisfaisant à la condition supplémentaire suivante :
hi(K
∗
i ) ⊂ L
∗
i+1, pour i > 0.
Soient f, g : K → L deux morphismes de complexes dirigés augmentés. Une anti-
homotopie de f vers g est une homotopie de f co : Kco → Lco vers gco : Kco → Lco.
Explicitement, une antihomotopie h de f vers g consiste en la donnée de morphismes
de groupes abéliens
hi : Ki → Li+1, pour i > 0,
satisfaisant aux conditions suivantes :
– pour tout i > 0, on a
di+1hi − hi−1di = (−1)i(gi − fi),
en convenant toujours que h−1 = 0 et d0 = 0 (en particulier, pour i = 0, on a
d1h0 = g0 − f0) ;
– pour tout i > 0, on a
hi(K
∗
i ) ⊂ L
∗
i+1.
Remarque 2.27. — On verra dans l’appendice B (voir le paragraphe B.4.1) qu’une
homotopie entre morphismes de complexes dirigés augmentés de K vers L correspond
à la donnée d’un morphisme de λ(D1)⊗K vers L, où D1 désigne la catégorie associée
à l’ensemble ordonné 0 < 1 et ⊗ le produit tensoriel des complexes dirigés augmentés
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(voir le paragraphe 7.2). On en déduira qu’on obtient la notion d’antihomotopie en
inversant les deux facteurs de λ(D1)⊗K, c’est-à-dire en considérant des morphismes
de K ⊗ λ(D1) vers L.
2.28. — Plus généralement, on va définir une notion de n-homotopie de complexes
dirigés augmentés pour tout n > 0. Soient K et L deux complexes dirigés augmentés.
On définit simultanément par récurrence sur n > 0 les notions de n-homotopie de K
vers L et de n-homotopies de K vers L parallèles comme suit. Une 0-homotopie de K
vers L est un morphisme de complexes dirigés augmentés de K vers L. Deux telles
0-homotopies sont par définition toujours parallèles. Si n > 0, une n-homotopie H
de K vers L est la donnée de deux (n− 1)-homotopies h et k parallèles de K vers L,
ainsi que de morphismes de groupes abéliens
Hi : Ki → Li+n, pour i > 0,
satisfaisant aux conditions suivantes :
– pour tout i > 0, on a
di+nHi − (−1)nHi−1di = ki − hi,
en convenant que H−1 = 0 et d0 = 0 (en particulier, pour i = 0, on a l’égalité
dnH0 = k0 − h0) ;
– pour tout i > 0, on a
Hi(K
∗
i ) ⊂ L
∗
i+n.
On dit alors également que H est une n-homotopie de h vers k. Deux n-homotopies
sont parallèles si elles vont toutes deux d’une même (n−1)-homotopie vers une même
(n− 1)-homotopie.
Pour n = 1, on retrouve la notion d’homotopie de morphismes de complexes dirigés
augmentés.
On définit de même une notion de n-antihomotopie pour tout n > 0 en remplaçant
la relation liant H à h et k dans la définition d’une n-homotopie par l’égalité
di+nHi −Hi−1di = (−1)i(ki − hi), pour i > 0,
en convenant toujours que H−1 = 0 et d0 = 0 (en particulier, pour i = 0, on a
dnH0 = k0 − h0). On retrouve également, pour n = 1, la notion d’antihomotopie.
Remarque 2.29. — Les notions de n-homotopie et n-antihomotopie peuvent éga-
lement s’interpréter en termes du produit tensoriel des complexes dirigés augmentés
(voir la remarque B.4.3).
On verra au paragraphe C.30 que les complexes dirigés augmentés munis des
n-homotopies (resp. des n-antihomotopies), pour n > 0, forment une ∞-sesqui-
catégorie au sens du paragraphe C.3 et même une ∞-catégorie de Gray (resp. une
∞-catégorie de Gray gauche) au sens du paragraphe C.16. Dans la suite de cette
section, on décrit quelques unes des opérations de ces structures.
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Dans la suite de cette section, on fixe K et L deux complexes dirigés augmentés.
2.30. — Soit h une n-homotopie (resp. une n-antihomotopie) de K vers L, pour
un n > 0. On définit une (n+ 1)-homotopie (resp. une (n+1)-antihomotopie) 1h de h
vers h en posant, pour i > 0,
(1h)i = 0.
On appellera 1h l’homotopie identité (resp. l’antihomotopie identité) de h.
En particulier, si f : K → L est un morphisme de complexes dirigés augmentés, on
dispose d’une homotopie 1f de f vers f et d’une antihomotopie, également notée 1f ,
de f vers f .
2.31. — Soient h et h′ deux (n− 1)-homotopies (resp. deux (n− 1)-antihomotopies)
de K vers L, pour un n > 1, et soit H une n-homotopie (resp. une n-antihomotopie)
de h vers h′. Si g : J → K est un morphisme de complexes dirigés augmentés,
on vérifie immédiatement, par récurrence, qu’on définit une n-homotopie (resp. une
n-antihomotopie) Hg de h′g vers hg (qui vont de J vers L) en posant, pour i > 0,
(Hg)i = Higi.
De même, si on a un morphisme de complexes dirigés augmentés g : L → M , on
définit une n-homotopie (resp. une n-antihomotopie) gH de gh vers gh′ (qui vont
de K vers M) en posant, pour i > 0,
(gH)i = gi+nHi.
2.32. — Soient h0, h1 et h2 trois (n − 1)-homotopies (resp. trois (n − 1)-anti-
homotopies) de K vers L, pour un n > 1, soient H une n-homotopie (resp. une
n-antihomotopie) de h0 vers h1 et H ′ une n-homotopie (resp. une n-antihomotopie)
de h1 vers h2
K
h0

h1
//
h2
@@
H
H′
L .
On vérifie immédiatement qu’on définit une n-homotopie (resp. une n-antihomotopie)
H ′ +H de h0 vers h2 en posant, pour i > 0,
(H ′ +H)i = H
′
i +Hi.
2.33. — Soient f0, f1 et f2 trois (n − 2)-homotopies (resp. trois (n − 2)-antihomo-
topies) de K vers L, pour un n > 2, soient h et k deux (n − 1)-homotopies (resp.
deux (n−1)-antihomotopies) de f0 vers f1, et h′ et k′ deux (n−1)-homotopies (resp.
deux (n− 1)-antihomotopies) de f1 vers f2, et soient enfin H une n-homotopie (resp.
une n-antihomotopie) de h vers k et H ′ une n-homotopie (resp. une n-antihomotopie)
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de h′ vers k′
K
f0
  
f1 //
f2
>>
h

h′ 
k

k′
H❴*4
H′❴*4
L .
On vérifie immédiatement qu’on définit une n-homotopie (resp. une n-antihomotopie)
H ′ +H de h′ + h vers k′ + k (voir le paragraphe précédent) en posant, pour i > 0,
(H ′ +H)i = H
′
i +Hi.
On prendra garde au fait qu’on représente par « + » deux opérations différentes sur
les n-homotopies et n-antihomotopies (voir le paragraphe précédent pour la première),
ces opérations correspondant aux composition en codimension 1 et 2 respectivement.
Néanmoins, le contexte rendra toujours clair l’opération désignée par « + ». Par
ailleurs, dans ce texte, nous n’utiliserons l’opération introduite dans ce paragraphe
que dans le cas particulier où H ou H ′ est une identité.
2.34. — Soient f, g : K → L et f ′, g′ : L→M des morphismes de complexes dirigés
augmentés et soient h une homotopie (resp. une antihomotopie) de f vers g et h′ une
homotopie (resp. une antihomotopie) de f ′ vers g′
K
f
&&
g
88 L
f ′
%%
g′
99 M .h h
′

On définit une 2-homotopie (resp. une 2-antihomotopie) h′h de h′g+f ′h vers g′h+h′f
(resp. de g′h+ h′f vers h′g + f ′h) en posant, pour i > 0,
(h′h)i = h′i+1hi.
Vérifions-le dans le cas des antihomotopies (c’est celui que nous utiliserons dans ce
texte). Pour i > 0, avec les conventions adéquates pour le cas i = 0, on a
di+2h
′
i+1hi − h
′
ihi−1di = di+2h
′
i+1hi − h
′
idi+1hi + h
′
idi+1hi − h
′
ihi−1di
= (di+2h
′
i+1 − h
′
idi+1)hi + h
′
i(di+1hi − hi−1di)
= (−1)i+1(g′i+1 − f
′
i+1)hi + (−1)
ih′i(gi − fi)
= (−1)i[(h′igi + f
′
i+1hi)− (g
′
i+1hi + h
′
ifi)],
d’où l’assertion.
3. Limites inductives de complexes de Steiner
3.1. — On peut montrer que la catégorie des complexes dirigés augmentés est lo-
calement présentable. En particulier, elle est cocomplète. Dans la suite du texte,
nous aurons besoin d’une description explicite de ses limites inductives. Soit donc
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F : I → Cda un foncteur de source une petite catégorie I. Notons (K(i),K(i)∗, e(i)) le
complexe dirigé augmenté F (i). On définit un complexe dirigé augmenté (K,K∗, e) de
la manière suivante. Le complexe de chaînes K est la limite inductive des complexes
de chaînes K(i). Rappelons que cette limite inductive est calculée degré par degré.
Pour n > 0, le sous-monoïde K∗n de Kn est le sous-monoïde engendré par les images
des K(i)∗n par les morphismes K(i)n → Kn. Enfin, l’augmentation e est donnée par
la propriété universelle de K0 = lim−→i∈I K(i)0. On vérifie facilement que (K,K
∗, e) est
bien la limite inductive de F .
3.2. — Soient K et L deux complexes dirigés augmentés à base. Un morphisme
f : K → L sera dit prérigide s’il envoie tout élément de la base de K sur un élément
de la base de L. (On rappelle que si un complexe dirigé augmenté admet une base,
cette base est unique.) On dira que f est rigide si, de plus, pour tout élément b de
la base de K, on a f(〈b〉εk) = 〈f(b)〉
ε
k, pour ε = 0, 1 et 0 6 k 6 |b|. Lorsque K est à
base unitaire, cette dernière condition signifie exactement que, pour tout élément b
de la base de K, on a ν(f)(〈b〉) = 〈f(b)〉. On verra plus loin (proposition 3.10) que
les notions de morphismes prérigides et rigides coïncident lorsque f est un monomor-
phisme.
Remarque 3.3. — Si f : K → L est un morphisme rigide entre complexes de
Steiner, de sorte que ν(K) et ν(L) sont en vertu du théorème 2.13 engendrés li-
brement au sens des polygraphes par leurs atomes, le∞-foncteur ν(f) : ν(K)→ ν(L)
est rigide au sens où il provient d’un morphisme de polygraphes. Autrement dit, ce
∞-foncteur respecte les générateurs au sens des polygraphes de ν(L) et ν(K) donnés
par les atomes.
Exemple 3.4. — L’exemple suivant montre qu’un morphisme prérigide n’est pas
nécessairement rigide, même entre complexes de Steiner forts. Considérons les
2-catégories
C =
•
h1

h0 // •
k

•
l
// •
α
{ ⑧⑧ et S = •
h′ // •
k′
$$
l′
::α
′
 • ,
et le 2-foncteur u : C → S défini par
u(h0) = u(h1) = h′, u(k) = k′, u(l) = l′ et u(α) = α′ ∗0 h′.
On vérifie facilement que le morphisme f = λ(u) : λ(C)→ λ(S) est prérigide. En par-
ticulier, on a f([α]) = [α′]. Néanmoins, on n’a pas ν(f)(〈[α]〉) = 〈[α′]〉. Par exemple,
on a f(〈[α]〉01) = [k
′]+[h′] mais 〈[α′]〉01 = [k
′]. On verra plus loin que les 2-catégories C
et S sont des∞-catégories de Steiner fortes (cela résulte des propositions 4.11 et A.4,
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ainsi que de l’isomorphisme C ≃ ν(λ(D1) ⊗ λ(D1)), où D1 désigne la catégorie asso-
ciée à l’ensemble ordonné 0 < 1). En particulier, les complexes λ(C) et λ(S) sont de
Steiner forts et le ∞-foncteur ν(f) s’identifie à u.
3.5. — On dira qu’un foncteur F : I → Cda de source une petite catégorie I est un
système prérigide (resp. un système rigide) s’il satisfait aux conditions suivantes :
(a) pour tout objet i de I, le complexe dirigé augmenté F (i) est à base ;
(b) pour tout morphisme f : i → i′ de I, le morphisme F (f) : F (i) → F (i′) est
prérigide (resp. rigide).
Proposition 3.6. — Si F : I → Cda est un système prérigide, alors le complexe
dirigé augmenté lim
−→i∈I
F (i) est à base. Plus précisément, l’ensemble gradué(
lim
−→
i∈I
B(i)n
)
n>0
,
où (B(i)n)n>0 désigne la base de F (i), fournit une base de ce complexe dirigé aug-
menté. En particulier, les morphismes canoniques F (i0) → lim−→i∈I F (i), pour i0 un
objet de I, sont prérigides.
Démonstration. — Fixons n > 0. Par hypothèse, on a
F (i)n ≃ Z(B(i)n) et F (i)∗n ≃ N
(B(i)n).
Puisque F est un système prérigide, le foncteur i 7→ F (i)n se factorise par le foncteur
Z-module libre. Or celui-ci commute aux limites inductives et on a donc
(lim
−→
F )n ≃ lim−→
i∈I
F (i)n ≃ lim−→
i∈I
Z
(B(i)n) ≃ Z
(
lim
−→i∈I
B(i)n
)
.
Par ailleurs, (lim
−→
F )∗n est le sous-monoïde engendré par les N
(B(i)n) qui n’est autre
que N
(
lim
−→i∈I
B(i)n
)
, d’où le résultat.
3.7. — On dira qu’un foncteur F : I → Cda de source une petite catégorie I est un
système de Steiner (resp. un système de Steiner fort) si F satisfait aux conditions
suivantes :
(a) F est un système rigide ;
(b) pour tout objet i de I, le complexe F (i) est de Steiner (resp. de Steiner fort) ;
(c) le complexe lim
−→i∈I
F (i) est de Steiner (resp. de Steiner fort) ;
(d) pour tout objet i0 de I, le morphisme canonique F (i0)→ lim−→i∈I F (i) est rigide.
Si de plus la petite catégorie I est connexe, on parlera de système de Steiner connexe
(resp. de système de Steiner fort connexe).
Théorème 3.8. — Le foncteur ν : Cda →∞-Cat commute aux limites inductives des
systèmes de Steiner.
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Démonstration. — Soit F : I → Cda un système de Steiner. Il s’agit de montrer que
le morphisme canonique
lim
−→
i∈I
ν(F (i))→ ν
(
lim
−→
i∈I
F (i)
)
est un isomorphisme de ∞-catégories. Pour ce faire, nous allons appliquer la proposi-
tion 1.6. En vertu du théorème 2.13, les ∞-catégories ν(F (i)), pour i un objet de I,
et ν(lim
−→
F ) sont engendrées librement au sens des polygraphes par les bases de F (i)
et lim
−→
F respectivement (ou, plus précisément, par les atomes associés à ces bases).
Par hypothèse, pour tout objet i0 de I, le morphisme canonique F (i0) → lim−→F est
rigide. Cela implique la condition (a) de la proposition 1.6. De même, le fait que, par
hypothèse, pour tout morphisme i → i′ de I, le morphisme F (i) → F (i′) est rigide
entraîne la condition (b). Enfin, la condition (c) résulte de la proposition 3.6. On peut
donc appliquer la proposition 1.6, ce qui achève la démonstration.
Dans la suite de cette section, on va dégager des conditions suffisantes permettant
d’appliquer ce théorème.
Lemme 3.9. — Soit f : K → L un monomorphisme prérigide entre complexes diri-
gés augmentés à base. Alors, pour tout élément homogène x de K, on a
f(x−) = f(x)− et f(x+) = f(x)+.
Démonstration. — Écrivons x = x+−x−. Il s’agit de montrer que f(x+)− f(x−) est
la décomposition f(x) = f(x)+ − f(x)−, c’est-à-dire que les coefficients apparaissant
dans l’écriture de f(x+) et f(x−) selon la base de L sont positifs, et que les supports
de f(x+) et f(x−) sont disjoints. Le premier point est immédiat et le second résulte
du fait que f est un monomorphisme prérigide, d’où le résultat.
Proposition 3.10. — Un monomorphisme prérigide entre complexes dirigés aug-
mentés à base est rigide.
Démonstration. — Soit f : K → L un monomorphisme prérigide entre complexes
dirigés augmentés à base. Il s’agit de montrer que, pour tout élément b de la base
de K, on a f(〈b〉εk) = 〈f(b)〉
ε
k, pour ε = 0, 1 et 0 6 k 6 |b|. Par définition, les 〈b〉
ε
k
sont obtenus en itérant la différentielle et les opérations x 7→ x− ou x 7→ x+ selon
la valeur de ε. Or, le morphisme f est compatible aux différentielles par définition et
aux opérations x 7→ x− et x 7→ x+ en vertu du lemme précédent, d’où le résultat.
3.11. — On dira qu’un foncteur F : I → Ens d’une petite catégorie I vers la caté-
gorie des ensembles est séparant si, pour tout objet i0 de I, l’application canonique
F (i0)→ lim−→i∈I F (i) est une injection.
On dira qu’un foncteur F : I → Cda est un système séparant s’il satisfait aux
conditions suivantes :
(a) F est un système prérigide ;
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(b) pour tout n > 0, le foncteur I → Ens qui envoie i sur la base de F (i)n est
séparant.
Proposition 3.12. — Si F : I → Cda est un système séparant, alors, pour tout
objet i0 de I, le morphisme canonique F (i0) → lim−→i∈I F (i) est un monomorphisme
rigide.
Démonstration. — Fixons un objet i0 de I. On a déjà vu (proposition 3.6) que le
morphisme F (i0)→ lim−→F est prérigide. En vertu de la proposition 3.10, il s’agit donc
de montrer que ce morphisme est un monomorphisme. Notons (B(i)n)n>0 la base du
complexe F (i). En vertu de la proposition 3.6,(
lim
−→
i∈I
B(i)n
)
n>0
est une base du complexe lim
−→
F . Il s’agit donc de montrer que, pour tout n > 0, le
morphisme
Z
(B(i0)n) → Z
(
lim
−→i∈I
B(i)n
)
est un monomorphisme. Mais, puisque le système F est séparant, l’application
B(i0)n → lim−→i∈I B(i)n est une injection et on obtient le résultat puisque le foncteur
Z-module libre préserve les monomorphismes.
Proposition 3.13. — Soit F : I → Cda un système séparant. Pour tout morphisme
f : i → i′ de I, le morphisme F (f) : F (i) → F (i′) est un monomorphisme. En
particulier, un tel système est rigide.
Démonstration. — On a un triangle commutatif
F (i)
F (f)
//
!!❇
❇❇
❇❇
❇❇
❇
F (i′)
}}④④
④④
④④
④④
lim
−→
F ,
où, en vertu de la proposition précédente, les deux flèches obliques sont des mono-
morphismes. On en déduit qu’il en est de même de F (f). La seconde assertion résulte
de la première en vertu de la proposition 3.10.
Proposition 3.14. — Si F : I → Cda est un système séparant à valeurs dans les
complexes dirigés augmentés à base unitaire, alors le complexe lim
−→i∈I
F (i) est à base
unitaire.
Démonstration. — Notons (B(i)n)n>0 la base du complexe F (i). En vertu de la pro-
position 3.6, le complexe lim
−→
F est à base et sa base est(
lim
−→
i∈I
B(i)n
)
n>0
.
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Fixons n > 0. Soit b un élément de lim
−→i∈I
B(i)n. Il s’agit de montrer qu’on a
e(〈b〉00) = 1 et e(〈b〉
1
0) = 1,
où e est l’augmentation de lim
−→
F . L’élément b provient d’un élément b0 de B(i0)n
pour un certain objet i0 de I par l’application canonique B(i0)n → lim−→i∈I B(i)n. De
plus, puisque B(i0) est à base unitaire, on a
e(i0)(〈b0〉00) = 1 et e(i0)(〈b0〉
1
0) = 1,
où e(i0) désigne l’augmentation de F (i0). En vertu de la proposition 3.12, le mor-
phisme F (i0)→ lim−→i∈I F (i) est rigide, ce qui permet de conclure.
Proposition 3.15. — Soit F : I → Cda un foncteur satisfaisant aux conditions
suivantes :
(a) F est un système séparant ;
(b) pour tout objet i de I, le complexe F (i) est de Steiner (resp. de Steiner fort) ;
(c) le complexe lim
−→i∈I
F (i) est à base sans boucle (resp. à base fortement sans
boucle).
Alors F est un système de Steiner (resp. un système de Steiner fort). En particulier,
le foncteur ν : Cda →∞-Cat commute à la limite inductive de F .
Démonstration. — En vertu de la proposition 3.13, la condition (a) entraîne que F
est un système rigide. Par ailleurs, d’après la proposition 3.14, dont les hypothèses
découlent des conditions (a) et (b), le complexe lim
−→
F est à base unitaire. La condi-
tion (c) implique donc que ce complexe est de Steiner (resp. de Steiner fort). Enfin,
la proposition 3.12, dont l’hypothèse est précisément la condition (a), montre que,
pour tout objet i0 de I, le morphisme canonique F (i0) → lim−→F est rigide, ce qui
achève de prouver la première assertion. La seconde résulte de la première et du
théorème 3.8.
Terminons cette section par l’étude du cas des sommes amalgamées.
3.16. — Soit f : K → L un morphisme de complexes dirigés augmentés à base. On
dira que f est une inclusion rigide ordonnée si
(a) f est un monomorphisme rigide ;
(b) si x et y sont des éléments de la base de K, alors on a
x 6N y si et seulement si f(x) 6N f(y),
où 6N désigne la relation de préordre du paragraphe 2.14.
Notons que, en vertu du lemme 3.9, le sens direct dans l’équivalence de la condition (b)
est automatique si la condition (a) est satisfaite ; le contenu de cette condition se
trouve donc dans l’implication réciproque.
Lemme 3.17. — Soit K un complexe dirigé augmenté à base fortement sans boucle
pour lequel la relation d’ordre 6N est totale. Alors tout monomorphisme rigide de K
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vers un complexe dirigé augmenté à base fortement sans boucle est une inclusion rigide
ordonnée.
Démonstration. — Cela résulte immédiatement du fait que si i : E → F est une
injection croissante d’un ensemble totalement ordonné E vers un ensemble ordonné F ,
alors, pour x et y dans E, on a x 6 y si et seulement si i(x) 6 i(y).
Lemme 3.18. — Soit
K M
ioo
j
// L
un diagramme de complexes dirigés augmentés à base fortement sans boucle et d’in-
clusions rigides ordonnées. Alors la somme amalgamée K∐ML est un complexe à base
fortement sans boucle et les morphismes canoniques K → K ∐M L et L → K ∐M L
sont des inclusions rigides ordonnées.
Démonstration. — La proposition 3.6 et la description explicite des sommes amalga-
mées ensemblistes entraînent immédiatement que ce diagramme, vu comme un fonc-
teur de I = • ← • → • vers Cda, est un système séparant. Il résulte donc de la propo-
sition 3.12 que les morphismes canoniques
K → K ∐M L et L→ K ∐M L
sont des monomorphismes rigides. On va considérer dans la suite de cette démonstra-
tion les monomorphismes en jeu comme des inclusions.
Montrons que le complexe K ∐M L est fortement sans boucle. En vertu de la
proposition 3.6, la base de ce complexe est la somme amalgamée des bases de K et L
au-dessous de celle de M . On définit une relation 4 sur cette base en posant
x 4 y
déf
⇐⇒
{
x, y sont dans la base de K et x 6K
N
y
ou
x, y sont dans la base de L et x 6L
N
y,
où on a noté 6K
N
et 6L
N
la relation d’ordre du paragraphe 2.14 pour K et L respec-
tivement. Notons que si x et y sont à la fois dans la base de K et celle de L, cela
signifie qu’ils sont dans la base de M et le fait que i et j sont des inclusions rigides
ordonnées montre qu’on a
x 4 y si et seulement si x 6MN y.
En particulier, si x et y sont dans la base de K, on a
x 4 y si et seulement si x 6KN y.
De même, si x et y sont dans la base de L, on a
x 4 y si et seulement si x 6LN y.
La clôture transitive de la relation 4 n’est autre que la relation de préordre 6N du
paragraphe 2.14 pour K ∐M L. En effet, cela résulte du fait que pour x et y deux
éléments de la base de K ∐M L, si x appartient à supp(d(y)−) ou si y appartient
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à supp(d(x)+), alors x et y sont soit tous les deux dans la base de K, soit tous les
deux dans la base de L. Pour conclure, il suffit donc de montrer que la relation 4 est
sans cycle non trivial. Soit donc
x0 4 x1 4 · · · 4 xn = x0
un cycle non trivial, c’est-à-dire tel que n > 2, qu’on va supposer minimal. Par
symétrie, on peut supposer que x0 est dans la base de K. La relation 6KN étant sans
cycle non trivial, il existe un élément du cycle qui n’est pas dans la base de K et
est donc dans celle de L. Soit i le plus petit indice tel que xi ne soit pas dans la
base de K. On a nécessairement 0 < i < n. Puisqu’on a xi−1 4 xi 4 xi+1 et que xi
n’est pas dans la base de K, les éléments xi−1 et xi+1 sont nécessairement dans la
base de L. Les éléments xi−1 4 xi 4 xi+1 sont donc tous les trois dans la base de L.
Si n = 2, cela montre que x0 4 x1 4 x2 est un cycle non trivial pour la relation 6LN ,
ce qui est exclu par hypothèse. Si n > 2, par transitivité de la relation 6L
N
, on obtient
un cycle non trivial plus court en supprimant xi de notre cycle qui était pourtant
supposé minimal, ce qui est absurde.
Montrons maintenant que K → K ∐M L est une inclusion rigide ordonnée (le cas
de L→ K ∐M L en résultera par symétrie). Il s’agit donc de montrer que si on a
x = x0 4 x1 4 · · · 4 xn = y
avec x et y dans la base de K, alors on a x 6K
N
y, c’est-à-dire x 4 y. Ceci se démontre
par un argument similaire à celui qu’on a utilisé pour montrer que 4 est sans cycle
non trivial : on considère une chaîne minimale pour laquelle on n’a pas x 4 y ; elle
doit nécessairement contenir un élément qui n’est pas dans la base de K ; on en déduit
une chaîne plus courte et donc une contradiction.
Théorème 3.19. — Un diagramme
K1 K2 K3 · · · Kl−1 Kl
L1
f1
]]❀❀❀❀
g1
AA✄✄✄✄
L2
f2
]]❀❀❀❀
g2
AA✄✄✄✄
· · · · · · Ll−1
fl−1
bb❊❊❊❊
gl−1
??⑦⑦⑦⑦
de complexes de Steiner forts dont les morphismes sont des inclusions rigides or-
données est un système de Steiner fort. En particulier, la limite inductive d’un tel
diagramme est un complexe de Steiner fort et le foncteur ν : Cda → ∞-Cat commute
à cette limite inductive.
Démonstration. — En décomposant la limite inductive du diagramme en une somme
amalgamée itérée, le lemme précédent et le stabilité des inclusions rigides ordonnées
par composition impliquent que la limite inductive du diagramme est un complexe à
base fortement sans boucle. La proposition 3.6 et la description explicite des sommes
amalgamées itérées ensemblistes entraînent que ce diagramme est un système sépa-
rant. Les hypothèses de la proposition 3.15 sont donc satisfaites et on conclut en
invoquant cette proposition.
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Corollaire 3.20. — Soit
K Moo // L
un diagramme de complexes de Steiner forts et de monomorphismes rigides. On sup-
pose que la relation d’ordre 6N sur la base de M est totale. Alors K ∐M L est un
complexe de Steiner fort et le morphisme canonique ν(K) ∐ν(M) ν(L)→ ν(K ∐M L)
est un isomorphisme.
Démonstration. — En vertu du lemme 3.17, les morphismes du diagramme sont des
inclusions rigides ordonnées et le résultat découle donc du théorème précédent.
4. La catégorie Θ de Joyal
4.1. — Pour i > 0, on notera Di la ∞-catégorie qui coreprésente le foncteur
Fli :∞-Cat → Ens qui envoie une ∞-catégorie C sur l’ensemble Ci de ses i-flèches.
Cette ∞-catégorie est en fait une i-catégorie. Elle admet une unique i-flèche non
triviale qu’on appellera sa cellule principale. Pour tout k tel que 0 6 k < i, la
i-catégorie Di admet exactement deux k-flèches non triviales qui sont la source et le
but itérés en dimension k de sa cellule principale. Voici les graphes sous-jacents (sans
les identités) de Di pour i = 0, 1, 2, 3 :
D0 = • , D1 = • // • , D2 = •
$$
:: • et D3 = •
""
<<
❴ *4 • .
Pour i > 0, on a des ∞-foncteurs σi, τi : Di−1 → Di qui coreprésentent res-
pectivement les transformations naturelles source et but Fli → Fli−1. Explicitement,
σi : Di−1 → Di (resp. τi : Di−1 → Di) envoie la cellule principale de Di−1 sur la source
(resp. le but) de la cellule principale de Di.
Pour i > j > 0, on notera σij , τ
i
j : Dj → Di les ∞-foncteurs définis par
σij = σi · · ·σj+2σj+1 et τ
i
j = τi · · · τj+2τj+1.
4.2. — Soient l > 1 et i1, . . . , il, j1, . . . , jl−1 des entiers positifs vérifiant les inégalités
ik > jk < ik+1, pour 0 < k < l.
On associe à ces entiers le diagramme
Di1 Di2 Di3 · · · Dil−1 Dil
Dj1
σ
i1
j1
aa❉❉❉❉
τ
i2
j1
==③③③③
Dj2
σ
i2
j2
aa❉❉❉❉
τ
i3
j2
==③③③③
· · · · · · Djl−1
σ
il−1
jl−1
dd■■■■■
τ
il
jl−1
;;①①①①①
dans ∞-Cat. On appellera somme globulaire la limite inductive d’un tel diagramme
et on la notera simplement
Di1 ∐Dj1 · · · ∐Djl−1 Dil .
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Les ∞-catégories obtenues de cette manière seront appelées des schémas de composi-
tion globulaires.
4.3. — La catégorie Θ de Joyal est la sous-catégorie pleine de ∞-Cat formée des
schémas de composition globulaires. On notera Θ+ la sous-catégorie pleine de ∞-Cat
dont les objets sont les schémas de composition globulaires ainsi que la ∞-catégorie
vide.
Remarque 4.4. — La catégorie Θ a été introduite par Joyal dans [22] avec un point
de vue différent de celui adopté ici. C’est Berger [10] et Makkai-Zawadowski [28] qui
ont prouvé indépendamment l’équivalence des deux définitions.
Proposition 4.5. — La catégorie Θ (et donc la catégorie Θ+) est une sous-catégorie
dense de ∞-Cat. Autrement dit, si C est une ∞-catégorie, le morphisme canonique
lim
−→
(S,S→C)∈Θ/C
S −→ C
est un isomorphisme de ∞-catégories.
Démonstration. — Voir le théorème 1.12 de [10] ou le théorème 4.10 de [42] appliqué
à l’exemple 4.18.
Proposition 4.6. — Soit J une partie de N∗. Pour tout objet S de Θ+, la
∞-catégorie DJ (S) est isomorphe à un objet de Θ+.
Démonstration. — Cela résulte, par exemple, du fait que les∞-catégories isomorphes
à un objet de Θ peuvent être caractérisées de manière intrinsèque à la catégorie∞-Cat
munie du foncteur d’oubli vers les ∞-graphes (voir par exemple [42, exemple 4.18]).
On donnera une démonstration directe dans [9] basée sur la description de Θ en
termes de produit en couronnes de [11] (voir également [17]).
4.7. — Fixons i > 0 et considérons la i-catégorie Di. Notons x sa cellule principale.
Pour k tel que 0 6 k < i, les k-flèches non triviales de Di sont exactement sk(x)
et tk(x). Ces cellules seront également notées x0k et x
1
k. De même, on notera parfois
x0i , x
1
i ou xi la cellule x.
On vérifie immédiatement que le complexe dirigé augmenté λ(Di) peut se décrire
de la manière suivante. Pour k > 0, on a
λ(Di)k =

Z({x
0
k,x
1
k}) si 0 6 k < i,
Z({xi}) si k = i,
0 si k > i.
On identifiera souvent les cellules non triviales de Di avec les éléments de la base
de λ(Di). De plus, on posera parfois x0k = 0 = x
1
k pour k > i. Pour k tel que 0 < k 6 i,
la différentielle envoie x0k et x
1
k sur x
1
k−1 − x
0
k−1. Les sous-monoïdes λ(Di)
∗
k sont les
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sous-monoïdes engendrés par les bases canoniques et l’augmentation est donnée par
la somme des coefficients. Le complexe dirigé augmenté λ(Di) est donc à base.
Soient k tel que 0 < k 6 i et ε = 0, 1. On vérifie immédiatement qu’on a
〈xεk〉
η
l = x
η
l
pour η = 0, 1 et l tel que 0 6 l < k. En particulier, on a
〈xεk〉
0
0 = x
0
0 et 〈x
ε
k〉
1
0 = x
1
0,
et la base de λ(Di) est unitaire.
Par ailleurs, la relation de préordre 6N sur λ(Di) est l’ordre total
x00 6N x
0
1 6N · · · 6N x
0
i−1 6N x 6N x
1
i−1 6N · · · 6N x
1
1 6N x
1
0,
ce qui prouve que la base de λ(Di) est fortement sans boucle. Le complexe λ(Di) est
donc un complexe de Steiner fort.
Les deux paragraphes suivants sont une digression sur des morphismes de Θ qui
joueront un rôle important dans la suite de ce texte.
4.8. — Pour i > 0, on notera
κi : Di+1 → Di
le∞-foncteur coreprésentant la transformation naturelle identité Fli → Fli+1. Concrè-
tement, κi envoie la cellule principale de Di+1 sur l’identité de la cellule principale
de Di. Pour i > j > 0, on notera κ
j
i : Di → Dj le ∞-foncteur défini par
κji = κj · · ·κi−2κi−1.
Pour i > j > 0, on notera
∇ij : Di → Di ∐Dj Di
le ∞-foncteur qui coreprésente la transformation naturelle ∗ij : Fli×Flj Fli → Fli de
j-composition des i-flèches. Concrètement, ∇ij envoie la cellule principale de Di sur
le j-composé des deux i-flèches de Di ∐Dj Di correspondant aux cellules principales
des deux copies de Di.
4.9. — Le but de ce paragraphe est de décrire l’image par λ : ∞-Cat → Cda des
morphismes de Θ que nous avons définis.
Fixons deux entiers positifs i et j. On notera x et y les cellules principales respec-
tives de Dj et Di.
Supposons i > j. Le morphisme λ(σij) : λ(Dj)→ λ(Di) est donné par
xεk 7→ y
ε
k, pour 0 6 k < j et ε = 0, 1,
xj 7→ y
0
j .
De même, le morphisme λ(τ ij ) : λ(Dj)→ λ(Di) est donné par
xεk 7→ y
ε
k, pour 0 6 k < j et ε = 0, 1,
xj 7→ y
1
j .
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Supposons maintenant i 6 j. Le morphisme λ(κij) : λ(Dj)→ λ(Di) est donné par
xεk 7→ y
ε
k, pour 0 6 k 6 j et ε = 0, 1.
Ainsi, x0k et x
1
k, pour k = i, sont envoyés sur yi et, pour k > i, sur 0.
Soient maintenant i > j > 0 deux entiers. Considérons le morphisme de cocom-
position ∇ij : Di → Di ∐Dj Di. Notons x la cellule principale de la source Di de ∇
i
j
et y et z les cellules principales des deux copies de Di apparaissant de gauche à droite
dans Di ∐Dj Di, vues comme des cellules de Di ∐Dj Di. On utilisera les notations du
paragraphe 4.7 pour la cellule x et on les étendra de la manière évidente à y et z :
on notera yεk et z
ε
k, pour 0 6 k 6 i et ε = 0, 1, les sources et buts itérés de y et z, et
on identifiera ces cellules avec l’élément de λ(Di ∐Dj Di) qu’elles définissent. Puisque
sj(y) = tj(z), on a
y0j = z
1
j et y
ε
k = z
ε
k pour 0 6 k < j et ε = 0, 1.
On vérifie que les yεi , z
ε
i , pour 0 6 k 6 i et ε = 0, 1, modulo les relations ci-dessus et
les relations triviales y0i = y
1
i et z
0
i = z
1
i , forment une base de λ(Di ∐Dj Di). Avec ces
notations, le morphisme λ(∇ij) est donné par
x0k 7→ z
0
k, pour 0 6 k 6 j,
x1k 7→ y
1
k, pour 0 6 k 6 j,
xεk 7→ y
ε
k + z
ε
k, pour j < k 6 i et ε = 0, 1.
4.10. — Soit S = Di1 ∐Dj1 · · · ∐Djl−1 Dil un schéma de composition globulaire.
La ∞-catégorie S est limite inductive d’un foncteur FS : IS → ∞-Cat décrit au
paragraphe 4.2. On a donc un isomorphisme
λ(S) ≃ λ(Di1 ) ∐λ(Dj1 ) · · · ∐λ(Djl−1 ) λ(Dil ),
où le membre de droite est la limite inductive du foncteur GS : IS
FS−−→∞-Cat λ−→ Cda.
Cet isomorphisme s’étend au cas S = ∅ en considérant les uniques foncteurs
F∅ : ∅→∞-Cat et G∅ : ∅→ Cda.
Proposition 4.11. — Pour tout objet S de Θ+, le foncteur GS est un système de
Steiner fort. En particulier, le complexe λ(S) est un complexe de Steiner fort. De
plus, le morphisme d’adjonction S → νλ(S) est un isomorphisme.
Démonstration. — Il est immédiat que les morphismes
λ(σij), λ(τ
i
j ) : λ(Dj)→ λ(Di), pour i > j > 0,
sont des inclusions rigides ordonnées. Le foncteur GS : IS → Cda vérifie donc les
hypothèses du théorème 3.19, ce qui entraîne la première assertion, ainsi que le fait
que λ(S) est un complexe de Steiner fort. Ce même théorème donne de plus un
isomorphisme canonique
νλ(S) ≃ νλ(Di1 ) ∐νλ(Dj1 ) · · · ∐νλ(Djl−1 ) νλ(Dil ).
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Pour obtenir la dernière assertion, il suffit donc de montrer que, pour tout k > 0, le
morphisme d’adjonction Dk → νλ(Dk) est un isomorphisme, ce qui se vérifie facile-
ment par un calcul direct.
Remarque 4.12. — Le fait que λ(S), pour S un schéma de composition, est un
complexe de Steiner fort et que le morphisme d’adjonction S → νλ(S) est un isomor-
phisme est dû à Steiner [33]. On renvoie à ce même texte pour une étude plus complète
des liens entre complexes dirigés augmentés et schémas de composition globulaires.
5. Objets ∞-cocatégorie
Dans cette section, on fixe une catégorie C admettant des sommes amalgamées.
5.1. — On appellera objet ∞-cocatégorie dans C une ∞-catégorie stricte interne à la
catégorie C◦. Un objet ∞-cocatégorie dans C est donc donné par des objets
Di ∈ Ob(C), pour i > 0,
et des morphismes
σi : Di−1 → Di, pour i > 0,
τi : Di−1 → Di, pour i > 0,
κi : Di+1 → Di, pour i > 0,
∇ij : Di → Di ∐Dj Di, pour i > j > 0,
de C (correspondant respectivement aux sources, buts, unités et compositions) qui
satisfont aux axiomes duaux à ceux des ∞-catégories, l’objet Di ∐Dj Di désignant la
somme amalgamée de
Di Di
Dj
σij
aa❇❇❇❇
τ ij
==⑤⑤⑤⑤
,
où les morphismes σij , τ
i
j : Dj → Di sont définis par
σij = σi · · ·σj+2σj+1 et τ
i
j = τi · · · τj+2τj+1.
(Ces axiomes duaux sont explicités dans [2, paragraphe 3.10].) On notera souvent
simplement D un objet∞-cocatégorie dans C, sous-entendant ainsi les morphismes σi,
τi, κi et ∇ij .
Soient D et D′ deux objets ∞-cocatégorie dans C. Un morphisme de D vers D′
est un ∞-foncteur strict interne de l’objet ∞-catégorie D′ dans Co vers l’objet
∞-catégorie D dans Co. Concrètement, un tel morphisme est donné par des mor-
phismes
fi : Di → D′i, pour i > 0,
de C qui sont compatibles aux σi, τi, κi et ∇ij en un sens évident.
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On notera ∞-coCat(C) la catégorie des objets ∞-cocatégorie dans C.
Remarque 5.2. — On peut définir la notion d’objet∞-cocatégorie dans C même si C
n’admet pas toutes les sommes amalgamées. Il faut alors ajouter dans la définition
d’objet ∞-cocatégorie l’existence de certaines sommes amalgamées. Ce point de vue
plus général est exposé brièvement dans [29] et développé dans [2, section 3].
5.3. — Soit D un objet∞-cocatégorie dans C. Pour tout objet X de C, on définit une
∞-catégorie Hom(D,X) de la manière suivante. Pour i > 0, l’ensemble des i-flèches
est
Hom(D,X)i = HomC(Di, X).
Les opérations source, but, identité et les compositions sont respectivement induites
par les morphismes σi, τi, κi et ∇ij . Le fait qu’on obtienne bien ainsi une∞-catégorie
résulte du fait que le foncteur HomC(•, X) est exact à gauche.
Si maintenant D′ est un second objet ∞-cocatégorie dans C et f : D → D′ est un
morphisme, il est immédiat que, pour tout objet X de C, le morphisme f induit un
∞-foncteur
Hom(f,X) : Hom(D′, X)→ Hom(D,X).
Exemple 5.4. — Plaçons-nous dans le cas C = ∞-Cat. On définit un objet
∞-cocatégorie D• dans ∞-Cat de la manière suivante :
– Pour tout i > 0, la∞-catégorie Di est le i-disque du paragraphe 4.1, c’est-à-dire
la ∞-catégorie coreprésentant le foncteur Fli :∞-Cat → Ens.
– Pour tout i > 0, les morphismes σi, τi : Di−1 → Di sont les morphismes du
paragraphe 4.1, c’est-à-dire les ∞-foncteurs coreprésentant respectivement les
transformations naturelles source et but Fli → Fli−1.
– Pour tout i > 0, le morphisme κi : Di+1 → Di est le morphisme du para-
graphe 4.8, c’est-à-dire le∞-foncteur coreprésentant la transformation naturelle
unité Fli → Fli+1.
– Pour tous i > j > 0, le morphisme ∇ij : Di → Di ∐Dj Di est le morphisme
du paragraphe 4.8, c’est-à-dire le ∞-foncteur coreprésentant la transformation
naturelle ∗ij : Fli×Flj Fli → Fli.
Il est tautologique qu’on obtient bien ainsi un objet ∞-cocatégorie dans ∞-Cat.
Notons que si C est une ∞-catégorie, la ∞-catégorie Hom(D•, C) est canonique-
ment isomorphe à C.
5.5. — On notera Homgl(Θ, C) la sous-catégorie pleine de la catégorie Hom(Θ, C)
des foncteurs de Θ (voir le paragraphe 4.3) vers C formée des foncteurs F : Θ → C
qui commutent aux sommes globulaires au sens où, pour toute somme globulaire
Di1 ∐Dj1 · · · ∐Djl−1 Dil , le morphisme canonique
F (Di1) ∐F (Dj1 ) · · · ∐F (Djl−1 ) F (Dil)→ F (Di1 ∐Dj1 · · · ∐Djl−1 Dil)
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est un isomorphisme. Puisque les objets et morphismes définissant l’objet ∞-cocaté-
gorie D• de l’exemple précédent sont dans Θ et que les sommes amalgamées appa-
raissant dans la définition et les axiomes vérifiés par D• sont des sommes globulaires,
un tel foncteur F : Θ→ C envoie D• sur un objet ∞-cocatégorie dans C. On obtient
ainsi un foncteur
Homgl(Θ, C)→∞-coCat(C).
Ainsi, pour produire des objets ∞-cocatégorie dans C, il suffit de produire des fonc-
teurs de Θ vers C qui commutent aux sommes globulaires et, pour produire des mor-
phismes d’objets ∞-cocatégorie dans C, il suffit de produire des transformations na-
turelles entre tels foncteurs.
Nous n’en aurons pas besoin dans la suite mais ces données sont en fait équiva-
lentes. Plus précisément, le foncteur Homgl(Θ, C) → ∞-coCat(C) est une équivalence
de catégories (voir le théorème 1.12 de [10] ou le théorème 4.10 de [42] appliqué à
l’exemple 4.18 pour le cas C = Ens◦, et la proposition 5.13 de [28] pour le cas gé-
néral). Notons que dans le cas C = ∞-Cat, l’objet ∞-cocatégorie D• provient tout
simplement du foncteur d’inclusion Θ →֒ ∞-Cat.
5.6. — Soient f, g : D → D′ deux morphismes d’objets ∞-cocatégorie dans C. Une
transformation oplax de f vers g est une transformation oplax (voir le paragraphe 1.9)
interne à la catégorie C◦ du∞-foncteur interne f vers le∞-foncteur interne g. Concrè-
tement, une telle transformation oplax est donnée par des morphismes
hi : Di+1 → D′i, pour i > 0,
satisfaisant aux axiomes duaux à ceux des transformations oplax de ∞-catégories.
Si X est un objet de C, une transformation oplax h du morphisme d’objets
∞-cocatégorie f vers le morphisme d’objets ∞-cocatégorie g induit, par définition,
une transformation oplax Hom(h,X) du ∞-foncteur Hom(f,X) vers le ∞-fonc-
teur Hom(g,X).
Dans la suite de cette section, on généralise les définitions précédentes à des familles
de ∞-catégories indexées par un ensemble.
5.7. — Soit C une ∞-catégorie. On appellera augmentation de C la donnée d’un
ensemble E et d’un ∞-foncteur a : C → E, où E est vu comme une ∞-catégorie
discrète. On vérifie facilement que, E étant un ensemble, la donnée d’un ∞-foncteur
C → E est équivalente à celle d’une application a0 : C0 → E coégalisant les applica-
tions s, t : C1 → C0. Si on dispose d’une telle augmentation de C, on notera, pour x
dans E, Cx la ∞-catégorie fibre de a en x. Il est immédiat qu’on a l’égalité
C =
∐
x∈E
Cx.
Réciproquement, une telle décomposition d’une ∞-catégorie C définit clairement une
augmentation vers E.
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On appellera∞-catégorie augmentée une∞-catégorie C munie d’une augmentation
a : C → E. On notera (C, a) une telle ∞-categorie augmentée.
Si (C, a : C → E) et (C′, a′ : C′ → E′) sont deux ∞-catégories augmentées, un
∞-foncteur augmenté de la première vers la seconde est la donnée d’un ∞-foncteur
u : C → C′ et d’une application v : E → E′ rendant le carré
C
u //
a

C′
a′

E v
// E′
commutatif. On notera (u, v) un tel∞-foncteur augmenté. La donnée de ce∞-foncteur
augmenté revient à celle d’une application v : E → E′ et, pour tout x dans E, d’un
∞-foncteur ux : Cx → C
′
v(x).
Si (u, v), (u′, v′) : (C, a : C → E) → (C′, a′ : C′ → E′) sont deux ∞-foncteurs
augmentés avec v = v′, une transformation oplax du premier vers le second est une
transformation oplax α de u vers u′. Une telle transformation oplax est automa-
tiquement au-dessus de E′ au sens où elle satisfait l’égalité a′ ∗ α = 1va (voir les
paragraphes 1.15 et 1.16). Par ailleurs, la donnée d’une telle transformation oplax est
équivalente à celle, pour tout x dans E, d’une transformation oplax αx de ux vers u
′
x
(qui sont deux ∞-foncteurs de Cx vers C
′
v(x)).
5.8. — Un objet ∞-cocatégorie coaugmentée dans C est une ∞-catégorie augmen-
tée interne à la catégorie C◦. Concrètement, un tel objet est donné par un objet
∞-cocatégorie D dans C, ainsi qu’un objet
D−1 ∈ Ob(C)
et un morphisme
α : D−1 → D0
de C satisfaisant σ1α = τ1α.
Comme pour les objets ∞-cocatégorie, on notera souvent simplement D un objet
∞-cocatégorie coaugmentée dans C, sous-entendant ainsi les morphismes σi, τi, κi,
∇ij et α. Si D est un objet ∞-cocatégorie coaugmentée dans C, on notera D>0 l’objet
∞-cocatégorie dans C sous-jacent à D.
Un morphisme d’objets ∞-cocatégorie coaugmentée dans C est un morphisme de
∞-catégories augmentées internes à la catégorie C◦. Concrètement, si D et D′ sont
deux objets ∞-cocatégorie coaugmentée dans C, un morphisme du premier vers le
second est donné par des morphismes
fi : Di → D′i, pour i > −1,
qui sont compatibles aux σi, τi, κi, ∇ij et α en un sens évident. Si f est un
tel morphisme, on dispose d’un morphisme d’objets ∞-cocatégorie dans C sous-
jacent f>0 : D>0 → D
′
>0.
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On notera ∞-coCataug(C) la catégorie des objets ∞-cocatégorie coaugmentée
dans C. Par définition, on a un foncteur d’oubli ∞-coCataug(C)→∞-coCat(C).
5.9. — Soit D un objet ∞-cocatégorie coaugmentée dans C. Pour tout objet X
de C, on définit une ∞-catégorie augmentée Hom(D,X) de la manière suivante.
La ∞-catégorie sous-jacente est Hom(D>0, X). Cette ∞-catégorie est augmentée au-
dessus de l’ensemble HomC(D−1, X) par le ∞-foncteur
Hom(α,X) : Hom(D>0, X)→ HomC(D−1, X)
induit par α : D−1 → D0. Ainsi, si x : D−1 → X est un morphisme de C, on dispose
d’une ∞-catégorie Hom(D>0, X)x qu’on notera plus simplement Homx(D,X). On a
donc l’égalité
Hom(D>0, X) =
∐
x∈HomC(D−1,X)
Homx(D,X).
Explicitement, les i-flèches de Homx(D,X) sont les morphismes Di → X qui font
commuter le triangle
Di // X
D−1
αi
OO
x
==④④④④④④④④
,
où αi : D−1 → Di désigne le morphisme σi · · ·σ1α = τi · · · τ1α.
Soient maintenant D′ un second objet ∞-cocatégorie coaugmentée et f : D → D′
un morphisme d’objets∞-cocatégorie coaugmentée. Pour tout objetX de C, on définit
un morphisme
Hom(f,X) : Hom(D′, X)→ Hom(D,X)
par le couple (
Hom(f>0, X) : Hom(D′>0, X)→ Hom(D>0, X),
HomC(f−1, X) : HomC(D′−1, X)→ HomC(D−1, X)
)
.
En particulier, pour tout morphisme x : D′−1 → X , on obtient un ∞-foncteur
Homx(f,X) : Homx(D′, X)→ Homxf−1(D,X).
Exemple 5.10. — Plaçons nous de nouveau dans le cas C = ∞-Cat. On définit un
objet ∞-cocatégorie coaugmentée dans ∞-Cat à partir de l’objet ∞-cocatégorie D•
de l’exemple 5.4 en posant D−1 = ∅, la ∞-catégorie vide, et α : D−1 → D0 étant
l’unique morphisme de source D−1 et de but D0. Par abus de notation, on notera
également D• cet objet ∞-cocatégorie coaugmentée.
5.11. — On notera Homgl(Θ+, C) la sous-catégorie pleine de Hom(Θ+, C) formée des
foncteurs qui commutent aux sommes globulaires au sens du paragraphe 5.5. Il est
immédiat qu’un tel foncteur induit un objet∞-cocatégorie coaugmentée et on a donc
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un foncteur
Homgl(Θ+, C)→∞-coCataug(C).
Nous n’en aurons pas besoin dans la suite mais signalons tout de même que, comme
dans le cas non augmenté, ce foncteur est une équivalence de catégories. Cela résulte
facilement du cas non augmenté.
5.12. — Soient f, g : D → D′ deux morphismes d’objets∞-cocatégorie coaugmentée
tels que les deux morphismes f−1, g−1 : D−1 → D′−1 soient égaux. Une transformation
oplax de f vers g est une transformation oplax interne à la catégorie C◦ du∞-foncteur
augmenté interne f vers le ∞-foncteur augmenté interne g. Une telle transformation
oplax n’est autre qu’une transformation oplax de morphismes d’objets ∞-cocatégorie
de f>0 vers g>0.
Si h est une telle transformation oplax, alors, pour tout objet X de C, on obtient
une transformation oplax Hom(h,X) du ∞-foncteur augmenté Hom(f,X) vers le
∞-foncteur augmenté Hom(g,X). En particulier, pour tout morphisme x : D′−1 → X ,
on a une transformation oplax Homx(h,X) du ∞-foncteur Homx(f,X) vers le
∞-foncteur Homx(g,X).
Nous terminons cette section par une variante du lemme de Yoneda pour les objets
∞-cocatégorie coaugmentée qui jouera un rôle important dans la dernière section de
ce texte.
5.13. — Si D est une ∞-cocatégorie dans C, on appellera sommes globulaires asso-
ciées à D les limites inductives des diagrammes
Di1 Di2 Di3 · · · Dil−1 Dil
Dj1
σ
i1
j1
bb❉❉❉❉❉
τ
i2
j1
<<③③③③③
Dj2
σ
i2
j2
bb❉❉❉❉❉
τ
i3
j2
<<③③③③③
· · · · · · Djl−1
σ
il−1
jl−1
dd■■■■■
τ
il
jl−1
;;✇✇✇✇✇
où l > 1 et i1, . . . , il, j1, . . . , jl−1 sont des entiers positifs vérifiant les inégalités
ik > jk < ik+1, pour 0 < k < l.
Par définition, les sommes globulaires associées à l’objet ∞-cocatégorie D• de
l’exemple 5.10 sont les objets de la catégorie Θ.
5.14. — Soient C0 une sous-catégorie pleine de C et D un objet ∞-cocatégorie co-
augmentée D dans C. On dira que D est à valeurs dans C0 si, non seulement, pour
tout i > −1, l’objet Di est dans C0, mais de plus, les sommes globulaires associées à
l’objet ∞-cocatégorie sous-jacent à D sont dans C0.
Si D provient d’un foncteur Θ+ → C commutant aux sommes globulaires, cela
signifie exactement que ce foncteur se factorise par C0.
Proposition 5.15. — Soient D et D′ deux objets ∞-cocatégorie coaugmentée
dans C. On suppose que D et D′ sont à valeurs (au sens du paragraphe précédent)
dans une sous-catégorie pleine C0 de C.
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(a) La donnée d’un morphisme D → D′ est équivalente à la donnée, pour tout
objet X de C0, de ∞-foncteurs augmentés
Hom(D′, X)→ Hom(D,X),
naturels en X.
(b) Soient f, g : D → D′ deux morphismes d’objets ∞-cocatégorie coaugmentée. La
donnée d’une transformation oplax de f vers g est équivalente à la donnée, pour
tout objet X, de transformations oplax de∞-foncteurs augmentés de Hom(f,X)
vers Hom(g,X), naturelles en X.
Démonstration. — Commençons par montrer l’assertion (a). Soient f, g : D → D′
deux morphismes tels que, pour tout X dans C0, les ∞-foncteurs augmentés induits
Hom(D′, X) → Hom(D,X) soient les mêmes. Cela signifie que, pour tout i > −1,
les applications induites HomC(D′i, X)→ HomC(Di, X) sont égales. Puisque Di et D
′
i
sont dans C0 par hypothèse, le lemme de Yoneda appliqué à C0 entraîne donc que
fi = gi et donc que f = g. Réciproquement, donnons-nous, pour tout X dans C0, un
∞-foncteur augmenté Hom(D′, X)→ Hom(D,X), et ceci de manière naturelle en X .
Pour les mêmes raisons que ci-dessus, le lemme de Yoneda appliqué à C0 montre que
ceci définit, pour tout i > −1, un morphisme fi : Di → D′i de C. Pour conclure,
nous devons montrer que ces fi définissent un morphisme f : D → D′, c’est-à-
dire qu’ils sont compatibles aux σj , τj , κj, ∇
j
k et α de D et D
′. Ces axiomes de
compatibilité s’écrivent comme l’égalité de deux flèches Dj−1 → D′j pour σj et τj ,
Dj+1 → D
′
j pour κj , Dj → D
′
j ∐D′k D
′
j pour ∇
j
k et D−1 → D
′
0 pour α. Soit X
dans C0. En appliquant le foncteur HomC(•, X) à ces couples de flèches, on obtient
des applications dont les égalités deux à deux signifient exactement que les appli-
cations Hom(D′, X)i → Hom(D,X)i, induites par les fi, définissent un ∞-foncteur
augmenté. Or c’est le cas par hypothèse. Le lemme de Yoneda appliqué à C0 entraîne
donc que ces flèches de C0 sont bien deux à deux égales, ce qui achève de montrer que
les fi définissent bien un morphisme f : D → D′.
Montrons maintenant l’assertion (b). La démonstration est essentiellement la même
que celle de l’assertion précédente. Pour l’adapter, il suffit de remarquer que les sources
et buts des données et axiomes définissant une transformation oplax entre morphismes
d’objets ∞-cocatégorie coaugmentée sont des sommes globulaires et sont donc bien,
sous nos hypothèses, des objets de C0. Or les données définissant une telle transfor-
mation oplax sont des morphismes Dj+1 → D′j et les axiomes s’expriment comme
l’égalité de couples de flèches Dj → D′j pour la compatibilité à σj et τj , Dj+2 → D
′
j
pour κj et Dj+1 → D′j ∐D′k D
′
j pour ∇
j
k.
Remarque 5.16. — La preuve de la proposition précédente montre que les conclu-
sions de cette proposition restent valables si, à la place de supposer que D et D′ sont à
valeurs dans C0, on suppose seulement que Di et D′i, pour tout i > −1, et D
′
i∐D′j D
′
i,
pour tous i > j > 0, sont dans C0.
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6. Extension de structures de catégorie monoïdale à la Day
6.1. — Soit D une sous-catégorie pleine d’une catégorie C. Rappelons qu’on dit que
D est une sous-catégorie dense de C si tout objet de C est limite inductive canonique
d’objets de D. Cela signifie la chose suivante. Soit X un objet de C. Notons D/X la
catégorie dont les objets sont les couples (d, f : d→ X), où d est un objet de D et f
un morphisme de C, et dont les morphismes entre deux tels couples (d, f) et (d′, f ′)
sont les morphismes g : d → d′ de C tels que f ′g = f . On a un foncteur canonique
D/X → C qui envoie (d, d → X) sur d. Ce foncteur est muni d’une transformation
naturelle canonique vers le foncteur constant de valeur X . On dit que X est limite
inductive canonique d’objets de D si cette transformation naturelle est un cône inductif
universel ou, autrement dit, si la limite inductive de ce foncteur existe et le morphisme
canonique
lim
−→
(d,d→X)∈D/X
d −→ X
est un isomorphisme.
On vérifie facilement que si une sous-catégorie pleine D de C contient une sous-
catégorie pleine dense dans C, alors D est dense dans C.
Rappelons enfin que si la sous-catégorie pleine D est une petite sous-catégorie D,
alors D est dense dans C si et seulement si le foncteur de C vers les préfaisceaux D̂
sur D défini par
X 7−→
(
d 7→ HomC(d,X)
)
est pleinement fidèle.
6.2. — Soit C une catégorie monoïdale de produit tensoriel ⊗. On rappelle que C est
dite fermée à droite si, pour tout objet Y de C, le foncteur • ⊗ Y : C → C admet un
adjoint à droite. De même, on dit que C est fermée à gauche si, pour tout objet X
de C, le foncteur X ⊗ • : C → C admet un adjoint à droite. On dit que C est bifermée
si elle est à la fois fermée à gauche et à droite.
En vertu d’un résultat classique sur les adjonctions paramétrées (voir par exemple
[27, chapitre IV, section 7, théorème 3]), si C est fermée à droite, il existe un foncteur
Hom
d
C : C
◦ × C → C et des bijections
HomC(X ⊗ Y, Z) ≃ HomC(X,Hom
d
C(Y, Z)),
naturelles en X , Y et Z dans C. De même, si C est fermée à gauche, il existe un
foncteur HomgC : C
◦ × C → C et des bijections
HomC(X ⊗ Y, Z) ≃ HomC(Y,Hom
g
C(X,Z)),
naturelles en X , Y et Z dans C.
Théorème 6.3 (Day). — Soient C une catégorie complète et cocomplète, et D une
sous-catégorie pleine de C munie d’une structure de catégorie monoïdale. On suppose
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qu’il existe une petite sous-catégorie pleine de D dense dans C, des foncteurs
H,H ′ : D◦ × C → C
et des bijections
HomC(S,H(S′, Z)) ≃ HomC(S ⊗ S′, Z) ≃ HomC(S′, H ′(S,Z)),
naturelles en S, S′ dans D et Z dans C.
Alors il existe une et une seule structure monoïdale sur C (à unique isomorphisme
monoïdal près) donnée par un produit tensoriel commutant aux petites limites induc-
tives en chaque variable et pour laquelle le foncteur d’inclusion D →֒ C s’étend en un
foncteur monoïdal. De plus, cette structure monoïdale est bifermée.
Démonstration. — Soit D une petite sous-catégorie pleine de D dense dans C. On va
commencer par montrer que si S et S′ sont deux objets de D, on a un isomorphisme
canonique
S ⊗ S′ ≃ lim
−→
s→S ∈D/S
s′→S′∈D/S′
s⊗ s′,
où la limite inductive, comme toutes les limites inductives dans cette preuve, est
calculée dans C. On a, pour tout objet Z de C,
HomC( lim−→
s→S
(s⊗ S′), Z) ≃ lim
←−
s→S
HomC(s⊗ S′, Z)
≃ lim
←−
s→S
HomC(s,H(S′, Z))
≃ HomC( lim−→
s→S
s,H(S′, Z))
≃ HomC(S,H(S′, Z))
≃ HomC(S ⊗ S′, Z),
d’où un isomorphisme canonique
S ⊗ S′ ≃ lim
−→
s→S
(s⊗ S′).
De même, en utilisant H ′, on obtient un isomorphisme canonique
S ⊗ S′ ≃ lim
−→
s′→S′
(S ⊗ s′).
On a donc
S ⊗ S′ ≃ lim
−→
s→S
(s⊗ S′) ≃ lim
−→
s→S
lim
−→
s′→S′
s⊗ s′,
d’où l’isomorphisme annoncé.
Étendons maintenant le produit tensoriel de D à C. On est contraint de poser,
pour X et Y dans C,
X ⊗ Y = lim
−→
s→X∈D/X
s′→Y ∈D/Y
s⊗ s′.
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Le paragraphe précédent montre qu’on prolonge bien ainsi le produit tensoriel de D.
De même, on va étendre les foncteurs H et H ′ en des foncteurs C◦ × C → C. Pour X
et Y des objets de C, on pose
H(X,Y ) = lim
←−
s→X∈D/X
H(s, Y ) et H ′(X,Y ) = lim
←−
s→X∈D/X
H ′(s, Y ).
On va montrer qu’on a des bijections
HomC(X,H(Y, Z)) ≃ HomC(X ⊗ Y, Z) ≃ HomC(Y,H ′(X,Z)),
naturelles en X , Y et Z dans C. Faisons-le pour la bijection de gauche, celle de droite
se traitant de manière analogue. On a
HomC(X ⊗ Y, Z) ≃ HomC( lim−→
s→X,s′→Y
s⊗ s′, Z)
≃ lim
←−
s→X,s′→Y
HomC(s⊗ s′, Z)
≃ lim
←−
s→X,s′→Y
HomC(s,H(s′, Z))
≃ HomC( lim−→
s→X
s, lim
←−
s′→Y
H(s′, Z))
≃ HomC(X,H(Y, Z)),
ce qu’il fallait démontrer. Ceci montre que le foncteur ⊗ : C × C → C commute aux
limites inductives en chaque variable.
Pour conclure, il suffit de vérifier que la structure monoïdale sur D induit une
structure monoïdale sur la catégorie C munie du produit qu’on vient de définir. Notons
I l’unité du produit tensoriel de D. On a, pour tout objet X de C,
I ⊗X ≃ I ⊗ lim
−→
s→X
s ≃ lim
−→
s→X
(I ⊗ s) ≃ lim
−→
s→X
s ≃ X
et, de même, X ⊗ I ≃ X . Enfin, en utilisant le fait que le produit sur C commute aux
limites inductives en chaque variable, on obtient, pour tous objets X , Y et Z de C,
les isomorphismes
(X ⊗ Y )⊗ Z ≃ lim
−→
s→X,s′→Y,s′′→Z
(s⊗ s′)⊗ s′′
≃ lim
−→
s→X,s′→Y,s′′→Z
s⊗ (s′ ⊗ s′′) ≃ X ⊗ (Y ⊗ Z),
ce qui achève la démonstration.
Remarque 6.4. — Le résultat ci-dessus est attribué à Day par Street dans [39]. Les
références données par celui-ci sont [19] et [20].
Le but de la suite de cette section est de généraliser le théorème précédent en un
énoncé qui puisse s’appliquer à des produits tensoriels qui commutent uniquement
aux limites inductives connexes.
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6.5. — Soit C une catégorie monoïdale. Une coaugmentation à gauche de C est la
donnée d’un endofoncteur M de C et de morphismes
M(X) ι1−→ X ⊗ Y,
naturels en X et Y dans C. Plus formellement, on demande que ι1 soit une transfor-
mation naturelle
Mp
ι1−→ ⊗
de foncteurs de C × C vers C, où p : C × C → C désigne la première projection. De
même, une coaugmentation à droite de C est la donnée d’un endofoncteur N de C et
de morphismes
X ⊗ Y
ι2←− N(Y ),
naturels en X et Y dans C. Plus formellement, on demande que ι2 soit une transfor-
mation naturelle
⊗
ι2←− Nq
de foncteurs de C ×C vers C, où q : C ×C → C désigne la seconde projection. Enfin, on
appellera bicoaugmentation de C la donnée d’une coaugmentation à gauche et d’une
coaugmentation à droite
M(X) ι1−→ X ⊗ Y ι2←− N(Y ).
Par abus de langage, on dira parfois queM est une coaugmentation à gauche, sous-
entendant ainsi la transformation naturelle ι1. De même pour les coaugmentations à
droite et les bicoaugmentations.
Exemple 6.6. — Soit C une catégorie monoïdale possédant un objet initial ∅. Il
existe deux bicoaugmentations naturelles sur C :
(a) la bicoaugmentation triviale : M et N sont les foncteurs constants de valeur ∅
et, pour tous objets X et Y de C, les morphismes
∅
ι1−→ X ⊗ Y
ι2←− ∅
sont l’unique morphisme ∅→ X ⊗ Y ;
(b) la bicoaugmentation pseudo-locale : M et N sont les foncteurs • ⊗ ∅ et ∅ ⊗ •
respectivement et, pour tous objets X et Y de C, les morphismes
X ⊗∅
ι1−→ X ⊗ Y
ι2←− ∅⊗ Y
sont induits par fonctorialité par les morphismes ∅→ Y et ∅→ X .
Notons que si la catégorie monoïdale C est bifermée, ces deux bicoaugmentations sont
isomorphes en un sens évident.
Par ailleurs, si l’unité de la catégorie monoïdale C est l’objet initial ∅, alors la
bicoaugmentation pseudo-locale induit une bicoaugmentation isomorphe :
(c) la bicoaugmentation locale : M et N sont l’endofoncteur identité de C et, pour
tous objets X et Y de C, les morphismes
X
ι1−→ X ⊗ Y
ι2←− Y
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sont induits, à partir de la bicoaugmentation pseudo-locale, par les contraintes
d’unité X ≃ X ⊗∅ et ∅⊗ Y ≃ Y .
6.7. — Soit C une catégorie monoïdale munie d’une coaugmentation à droite N . On
dira que C est localement fermée à droite si, pour tout objet Y de C, le foncteur
C → N(Y )\C
X 7→ (X ⊗ Y, ι2 : N(Y )→ X ⊗ Y )
admet un adjoint à droite. De même, si C est munie d’une coaugmentation à gaucheM ,
on dira que C est localement fermée à gauche si, pour tout objet X de C, le foncteur
C →M(X)\C
Y 7→ (X ⊗ Y, ι1 :M(X)→ X ⊗ Y )
admet un adjoint à droite. Enfin, si C est munie d’une bicoaugmentation, on dira
que C est localement bifermée si elle est localement fermée à gauche et à droite.
Si C est une catégorie monoïdale d’unité un objet initial, on appliquera parfois le
vocabulaire précédent sans préciser les coaugmentations auxquelles on fait référence.
On utilisera alors implicitement la bicoaugmentation locale de l’exemple 6.6.
Si une catégorie monoïdale coaugmentée à droite C est localement fermée à droite,
alors, pour tout objet Y de C, le foncteur •⊗Y : C → C commute aux limites inductives
connexes. En effet, celui-ci se décompose en
C → N(Y )\C
U
−→ C,
où le premier foncteur est le foncteur canonique déjà considéré et U est le foncteur
d’oubli. Or, puisque C est localement fermée à droite, ce premier foncteur admet
un adjoint à droite. On obtient l’assertion puisque le second commute toujours aux
limites inductives connexes. De même, si C est localement fermée à gauche, alors,
pour tout objet X de C, le foncteur X ⊗ • : C → C commute aux limites inductives
connexes. Ainsi, si C est localement bifermée, son produit tensoriel commute aux
limites inductives connexes en chaque variable.
Remarque 6.8. — Notons que si C est une catégorie monoïdale avec un objet ini-
tial ∅ munie de la bicoaugmentation triviale (voir l’exemple 6.6), alors C est bifermée
si et seulement si elle est localement bifermée.
Remarque 6.9. — Soit C une catégorie monoïdale d’unité un objet initial ∅. On
munit C de la bicoaugmentation locale. On a vu que si C est localement bifermée, alors
le produit tensoriel de C commute aux limites inductives connexes en chaque variable.
La réciproque est également vraie si on suppose que la catégorie C est localement
présentable. En effet, on vérifie tout d’abord que, pour tout objet Y de C, le foncteur
canonique C → Y \C du paragraphe 6.7 commute aux limites inductives. Cela résulte
du fait qu’il commute aux limites inductives connexes puisque le foncteur d’oubli
U : Y \C → C est conservatif et commute aux limites inductives, et du fait qu’il
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envoie l’objet initial ∅ de C sur (∅⊗ Y, ι2) ≃ (Y, 1Y ) qui est un objet initial de Y \C.
Par ailleurs, puisque la catégorie C est localement présentable, il en est de même de
la catégorie Y \C. Or, il est bien connu qu’un foncteur entre catégories localement
présentables qui commute aux limites inductives admet un adjoint à droite. Ceci
montre que C est localement fermée à droite. On montre de même que C est localement
fermée à gauche. Nous n’utiliserons pas ce résultat dans la suite de ce texte.
6.10. — Soit F : C → D un foncteur. On notera F˜l(F ) la catégorie dont les ob-
jets sont les triplets (X, f : F (X) → Y, Y ), où X est un objet de C, Y un objet
de D et f : F (X)→ Y un morphisme de D, et dont les morphismes de (X, f, Y )
vers (X ′, f ′, Y ′) sont les couples (g, h), où g : X ′ → X est un morphisme de C et
h : Y → Y ′ un morphisme de D tels que le carré
F (X)
f

F (X ′)
F (g)
oo
f ′

Y
h
// Y ′
soit commutatif.
Notons que, dans le cas où F est le foncteur constant de valeur un objet initial
de D, la catégorie F˜l(F ) est canoniquement isomorphe à la catégorie C◦ ×D.
6.11. — Soit C une catégorie monoïdale munie d’une coaugmentation à droite N . On
notera F˜ld(C) la catégorie F˜l(N : C → C). Une variante du théorème sur les adjonctions
paramétrées déjà cité montre que, si C est localement fermée à droite, alors il existe
un foncteur
H : F˜ld(C)→ C
et des bijections
HomN(Y )\C((X ⊗ Y, ι2), (Z, g)) ≃ HomC(X,H(Y, g, Z)),
naturelles en X dans C et (Y, g, Z) dans F˜ld(C).
De même, si C est munie d’une coaugmentation à gauche M , on notera F˜lg(C) la
catégorie F˜l(M : C → C) et on montre que, si C est localement fermée à gauche, alors
il existe un foncteur
H ′ : F˜lg(C)→ C
et des bijections
HomM(X)\C((X ⊗ Y, ι1), (Z, f)) ≃ HomC(Y,H
′(X, f, Z)),
naturelles en Y dans C et (X, f, Z) dans F˜lg(C).
Lemme 6.12. — Soient F,G : I → C deux foncteurs de source une petite catégorie I
et de but une catégorie cocomplète C, et α : F → G une transformation naturelle.
Alors, pour tout objet Z de C et tout cône inductif (fi : F (i) → Z)i∈I de F vers Z,
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on a une bijection canonique
Homlim
−→
F\C((lim−→G, lim−→α), (Z, f)) ≃ lim←−
i∈I
HomF (i)\C((G(i), αi), (Z, fi)),
où f : lim
−→
F → Z désigne le morphisme déduit du cône inductif (fi)i∈I .
Démonstration. — Un élément du membre de droite est donné par une famille de
morphismes (gi : G(i)→ Z)i∈I satisfaisant giαi = fi pour i dans I et qui est de plus
dans la limite projective en question, c’est-à-dire qui est telle que, pour tout h : i→ i′
dans I, on ait gi′G(h) = gi. Cette dernière condition signifie exactement que (gi)i∈I
est un cône inductif. On peut donc associer à la famille (gi)i∈I un foncteur lim−→G→ Z.
Dire que ce foncteur est au-dessous de lim
−→
F signifie exactement qu’on a giαi = fi
pour tout i dans I, d’où l’assertion.
Théorème 6.13. — Soit C une catégorie complète et cocomplète munie de deux en-
dofoncteurs M,N : C → C commutant aux petites limites inductives connexes. Soit D
une sous-catégorie pleine de C, stable par les endofoncteurs M et N , munie d’une
structure de catégorie monoïdale et d’une bicoaugmentation d’endofoncteurs sous-
jacents les restrictions de M et N à D. On suppose que D contient un objet initial
de C, qu’il existe une petite sous-catégorie pleine de D dense dans C, des foncteurs
H : F˜ld(D, C)→ C et H ′ : F˜lg(D, C)→ C,
où on a posé
F˜ld(D, C) = F˜l(N|D : D → C) et F˜lg(D, C) = F˜l(M|D : D → C),
des bijections
HomN(S′)\C((S ⊗ S
′, ι2), (Z, g)) ≃ HomC(S,H(S′, g, Z)),
naturelles en S dans D et (S′, g, Z) dans F˜ld(D, C), et des bijections
HomM(S)\C((S ⊗ S
′, ι1), (Z, f)) ≃ HomC(S′, H ′(S, f, Z)),
naturelles en S′ dans D et (S, f, Z) dans F˜lg(D, C).
Alors il existe une et une seule structure de catégorie monoïdale sur C (à unique
isomorphisme monoïdal près) donnée par un produit tensoriel commutant aux petites
limites inductives connexes en chaque variable et pour laquelle le foncteur d’inclusion
D →֒ C s’étend en un foncteur monoïdal. De plus, cette structure de catégorie monoï-
dale sur C admet une unique bicoaugmentation d’endofoncteurs sous-jacents M et N
prolongeant la bicoaugmentation de D, et la structure est localement bifermée pour
cette bicoaugmentation.
Démonstration. — Soit D une petite sous-catégorie pleine de D dense dans C conte-
nant un objet initial ∅ de C. On va commencer par montrer que si S et S′ sont deux
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objets de D, on a un isomorphisme canonique
S ⊗ S′ ≃ lim
−→
s→S ∈D/S
s′→S′∈D/S′
s⊗ s′,
où la limite inductive, comme toutes les limites inductives dans cette preuve, est
calculée dans C (ou dans une tranche de C). Notons que ces limites inductives sont
connexes puisque D admet un objet initial. On a, pour tout objet (Z, g) de N(S′)\C,
HomN(S′)\C( lim−→
s→S
(s⊗ S′, ι2), (Z, g)) ≃ lim←−
s→S
HomN(S′)\C((s⊗ S
′, ι2), (Z, g))
≃ lim
←−
s→S
HomC(s,H(S′, g, Z))
≃ HomC( lim−→
s→S
s,H(S′, g, Z))
≃ HomC(S,H(S′, g, Z))
≃ HomN(S′)\C((S ⊗ S
′, ι2), (Z, g)),
d’où un isomorphisme canonique
(S ⊗ S′, ι2) ≃ lim−→
s→S
(s⊗ S′, ι2)
dans N(S′)\C et donc un isomorphisme canonique
S ⊗ S′ ≃ lim
−→
s→S
(s⊗ S′)
dans C puisque la limite inductive en jeu est connexe et que le foncteur d’oubli
N(S′)\C → C commute aux limites inductives connexes. De même, en utilisant H ′,
on obtient des isomorphismes canoniques
(S ⊗ S′, ι1) ≃ lim−→
s′→S′
(S ⊗ s′, ι1)
dans N(S)\C et
S ⊗ S′ ≃ lim
−→
s′→S′
(S ⊗ s′)
dans C. On a donc
S ⊗ S′ ≃ lim
−→
s→S
(s⊗ S′) ≃ lim
−→
s→S
lim
−→
s′→S′
s⊗ s′,
d’où l’isomorphisme annoncé.
Étendons maintenant le produit tensoriel de D à C. Puisque pour tout objet Z
de C, la limite inductive canonique
lim
−→
s→Z∈D/Z
s ≃ Z
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est connexe, on est contraint de poser, pour X et Y dans C,
X ⊗ Y = lim
−→
s→X∈D/X
s′→Y ∈D/Y
s⊗ s′.
Le paragraphe précédent montre qu’on prolonge bien ainsi le produit tensoriel
de D. Par ailleurs, puisque l’endofoncteur M commute aux petites limites inductives
connexes, la transformation naturelle ι1 induit des morphismes
M(X) ≃ lim
−→
s→X
M(s) ≃ lim
−→
s→X,s′→Y
M(s)
lim
−→
ι1
−−−−→ lim
−→
s→X,s′→Y
s⊗ s′ = X ⊗ Y,
naturels en X et Y dans C, qu’on notera également ι1. De même, la transformation
naturelle ι2 induit des morphismes
X ⊗ Y
ι2←− N(Y ),
naturels en X et Y dans C. Il résulte également du paragraphe précédent que ces
morphismes ι1 et ι2 prolongent ceux définis sur D. Étendons maintenant les fonc-
teurs H et H ′ en des foncteurs F˜ld(C) → C et F˜lg(C) → C respectivement. Pour
(X, g : N(X)→ Y, Y ) un objet de F˜ld(C) et (X, f :M(X)→ Z,Z) un objet de F˜lg(C),
on pose
H(X, g, Y ) = lim
←−
s
k
−→X∈D/X
H(s, g ◦N(k), Y ),
H ′(X, f, Z) = lim
←−
s
h
−→X∈D/X
H ′(s, f ◦M(h), Z).
On va montrer qu’on a des bijections
HomN(Y )\C((X ⊗ Y, ι2), (Z, g)) ≃ HomC(X,H(Y, g, Z)),
naturelles en X dans C et (Y, g, Z) dans F˜ld(C), et des bijections
HomM(X)\C((X ⊗ Y, ι1), (Z, f)) ≃ HomC(Y,H
′(X, f, Z)),
naturelles en Y dans C et (X, f, Z) dans F˜lg(C). Faisons-le pour la première famille
de bijections, la seconde se traitant de manière analogue. On a
HomN(Y )\C((X ⊗ Y, ι2), (Z, g)) ≃ Hom lim
−→
s′→Y
N(s′)\C
(
( lim
−→
s→X,s′→Y
s⊗ s′, ι2), (Z, g)
)
≃ lim
←−
s→X
Hom lim
−→
s′→Y
N(s′)\C
(
( lim
−→
s′→Y
s⊗ s′, lim
−→
s′→Y
ι2), (Z, g)
)
≃ lim
←−
s→X,s′
k
−→Y
HomN(s′)\C
(
(s⊗ s′, ι2), (Z, g ◦N(k))
)
(en vertu du lemme 6.12)
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≃ lim
←−
s→X,s′
k
−→Y
HomC(s,H(s′, g ◦N(k), Z))
≃ HomC( lim−→
s−→X
s, lim
←−
s′
k
−→Y
H(s′, g ◦N(k), Z))
≃ HomC(X,H(Y, g, Z)),
ce qu’on voulait démontrer. Ceci montre que le foncteur ⊗ : C × C → C commute aux
limites inductives connexes en chaque variable.
Pour conclure, il suffit de vérifier que la structure monoïdale sur D induit une struc-
ture monoïdale sur C munie du produit tensoriel qu’on vient de définir. On procède
exactement comme dans la preuve du théorème 6.3.
Corollaire 6.14. — Soient C une catégorie complète et cocomplète, et D une sous-
catégorie pleine de C munie d’une structure monoïdale d’unité un objet initial de C et
contenant une petite sous-catégorie pleine dense dans C. On suppose qu’il existe des
foncteurs
H : F˜ld(D, C)→ C et H ′ : F˜lg(D, C)→ C,
où on a posé
F˜ld(D, C) = F˜l(D →֒ C) = F˜lg(D, C),
des bijections
HomS′\C((S ⊗ S
′, ι2), (Z, g)) ≃ HomC(S,H(S′, g, Z)),
naturelles en S dans D et (S′, g, Z) dans F˜ld(D, C), et des bijections
HomS\C((S ⊗ S
′, ι1), (Z, f)) ≃ HomC(S′, H ′(S, f, Z)),
naturelles en S′ dans D et (S, f, Z) dans F˜lg(D, C).
Alors il existe une et une seule structure de catégorie monoïdale sur C (à unique
isomorphisme monoïdal près) donnée par un produit tensoriel commutant aux petites
limites inductives connexes en chaque variable et pour laquelle le foncteur d’inclusion
D →֒ C s’étend en un foncteur monoïdal. De plus, cette structure monoïdale est
localement bifermée.
Démonstration. — On applique le théorème précédent pour M et N l’endofoncteur
identité et pour la bicoaugmentation locale de l’exemple 6.6.
Remarque 6.15. — On peut également obtenir le théorème 6.3 comme corollaire
du théorème 6.13. Si D contient un objet initial de C, il suffit d’appliquer ce théorème
à D munie de la bicoaugmentation triviale (voir l’exemple 6.6). Si D ne contient pas
d’objet initial, il suffit de faire de même en remplaçant D par la catégorie D′ obtenue
en ajoutant à D un objet initial de C. On vérifie alors qu’on peut prolonger la structure
de catégorie monoïdale et les foncteurs H et H ′ à D′ en posant ∅⊗ S ≃ ∅ ≃ S ⊗∅
pour tout S dans D et H(∅, Z) = ∗ = H ′(∅, Z), où ∗ est un objet final de C, pour
tout Z dans C.
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7. Joint et tranches ∞-catégoriques
7.1. — Soient K et L deux complexes de chaînes (de groupes abéliens en degrés po-
sitifs, selon notre convention du paragraphe 2.1). Rappelons que leur produit tensoriel
K ⊗ L est défini de la manière suivante. On pose
(K ⊗ L)p =
⊕
i+j=p
i>0, j>0
Ki ⊗ Lj , pour p > 0,
et, pour x dans Ki et y dans Lj avec i+ j > 0,
d(x ⊗ y) = d(x) ⊗ y + (−1)|x|x⊗ d(y),
où |x| désigne le degré de x, c’est-à-dire i. Ce produit tensoriel définit une structure
de catégorie monoïdale sur la catégorie des complexes de chaînes. L’unité est don-
née par le complexe concentré en degré 0 de valeur Z. On dispose d’un morphisme
γK,L : K ⊗ L→ L⊗K envoyant x⊗y, pour x un élément homogène de K et y un élé-
ment homogène de L, sur (−1)|x||y|y⊗x qui définit une symétrie pour cette structure
de catégorie monoïdale. De plus, cette catégorie monoïdale symétrique est fermée.
Ce produit tensoriel s’étend aux complexes de chaînes augmentés de la manière
suivante. Si K et L sont deux complexes de chaînes augmentés, on définit une aug-
mentation sur K ⊗ L en posant
e(x⊗ y) = e(x)e(y),
pour x dans K0 et y dans L0. On obtient ainsi une structure de catégorie monoï-
dale symétrique fermée sur la catégorie des complexes de chaînes augmentés. L’unité
est l’unité du produit tensoriel des complexes de chaînes munie de l’augmentation
identité 1Z : Z→ Z.
7.2. — Dans [31, exemple 3.10], Steiner étend le produit tensoriel des complexes de
chaînes augmentés aux complexes dirigés augmentés de la manière suivante. Si K et L
sont deux complexes dirigés augmentés, le complexe de chaînes augmenté sous-jacent
à K ⊗ L est le produit tensoriel des complexes de chaînes augmentés sous-jacents
à K et L et, pour p > 0, le sous-monoïde de positivité (K ⊗ L)∗p est le sous-monoïde
de (K ⊗ L)p engendré par les éléments de la forme x⊗ y, avec x dans K∗i , y dans L
∗
j
et i+ j = p.
Steiner montre [31, exemple 3.10 et p. 198] qu’on obtient ainsi une structure de
catégorie monoïdale bifermée (voir le paragraphe 6.2) sur la catégorie des complexes
dirigés augmentés. L’unité Z′ est définie de la manière suivante : le complexe sous-
jacent est le complexe concentré en degré 0 de valeur Z, l’augmentation est l’identité 1Z
et on a Z′∗0 = N. On vérifie facilement que Z
′ est un objet final de la catégorie des
complexes dirigés augmentés décents (voir le paragraphe 2.17). Notons par ailleurs
que ν(Z′) est la∞-catégorie finale. On prendra garde que cette structure de catégorie
monoïdale n’est pas symétrique. De fait, la symétrie γK,L du paragraphe 7.1 n’induit
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pas un morphisme de complexes dirigés augmentés car elle ne respecte pas les sous-
monoïdes de positivité à cause des signes apparaissant dans sa définition. De plus, on
peut exhiber des complexes dirigés augmentés K et L tels que K ⊗ L et L ⊗ K ne
soient pas isomorphes (par exemple K = λ(D1) et L = λ(D2)).
7.3. — Soit K un complexe de chaînes augmenté de différentielle d et d’augmenta-
tion e. On notera ΣK le complexe de chaînes de différentielle d′ défini par
(ΣK)p =
{
Z si p = 0,
Kp−1 si p > 0,
et
d′p =
{
e si p = 1,
dp−1 si p > 1.
On appellera ce complexe la suspension de K.
Il est immédiat que Σ définit un isomorphisme de la catégorie des complexes de
chaînes augmentés vers la sous-catégorie non pleine de la catégorie des complexes de
chaînes formée des complexesK tels queK0 = Z et des morphismes f tels que f0 = 1Z.
On notera Σ−1 l’inverse du foncteur Σ.
Remarque 7.4. — Si on considère un complexe de chaînes augmenté K comme un
complexe de chaînes muni d’un morphisme vers le complexe concentré en degré 0
de valeur Z, en suspendant ce morphisme avec la convention de signe usuelle, on
obtient un complexe de chaînes qui diffère du complexe ΣK qu’on a décrit ci-dessus :
ce complexe s’obtient en multipliant par −1 les différentielles d′p, pour p > 1, du
complexe ΣK. Notre choix de signe est dicté par une compatibilité aux orientaux de
Street (voir la remarque 8.11).
7.5. — Soient K et L deux complexes de chaînes augmentés. On définit un nouveau
complexe de chaînes augmenté K ⋆ L, appelé le joint de K et L, par la formule
K ⋆ L = Σ−1(ΣK ⊗ ΣL).
(Cette formule a un sens puisque (ΣK ⊗ ΣL)0 = Z⊗ Z ≃ Z.)
On obtient ainsi un foncteur
(K,L) 7→ K ⋆ L.
Les contraintes d’associativité et d’unité du produit tensoriel des complexes de chaînes
induisent des contraintes pour le joint. Le joint définit donc une structure de caté-
gorie monoïdale sur la catégorie des complexes de chaînes augmentés. L’unité est le
complexe nul (muni de l’unique augmentation possible).
Explicitement, pour p > 0, on a
(K ⋆ L)p =
⊕
i+1+j=p
i>−1, j>−1
Ki ⊗ Lj,
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où on a posé K−1 = Z et L−1 = Z. Ainsi, on a
(K ⋆ L)p ≃ Kp ⊕ (Kp−1 ⊗ L0)⊕ · · · ⊕ (K0 ⊗ Lp−1)⊕ Lp.
On notera ∅ le générateur positif de K−1 et L−1. Si x est dans Ki et y est dans Lj
avec i+ 1 + j = p, on notera x ⋆ y l’élément de (K ⋆ L)p correspondant.
La différentielle du complexe K ⋆ L est donnée par
d(x ⋆ y) = dx ⋆ y + (−1)|x|+1x ⋆ dy,
où on a posé
dz = e(z)∅
pour z de degré 0 et
d(∅) = 0 et |∅| = −1.
En particulier, on a
d(x ⋆∅) = dx ⋆∅ et d(∅ ⋆ y) = ∅ ⋆ dy.
Enfin, l’augmentation de K ⋆ L est donnée par
e(x ⋆∅) = e(x) et e(∅ ⋆ y) = e(y),
pour x dans K0 et y dans L0.
7.6. — Soit K un complexe dirigé augmenté. On notera ΣK le complexe dirigé aug-
menté défini par la suspension du complexe de chaînes augmenté sous-jacent à K (voir
le paragraphe 7.3), les sous-monoïdes de positivité
(ΣK)∗p =
{
N si p = 0,
K∗p−1 si p > 0,
et l’augmentation nulle e = Z 0−→ Z.
On obtient ainsi un foncteur Σ : Cda → Cda. Il est immédiat que ce foncteur
définit un isomorphisme de la catégorie des complexes dirigés augmentés vers la sous-
catégorie non pleine de la catégorie des complexes dirigés augmentés formée des com-
plexes K tels que K0 = Z, K∗0 = N et d’augmentation nulle, et des morphismes f tels
que f0 = 1Z. On notera Σ−1 l’inverse du foncteur Σ.
7.7. — Soient K et L deux complexes dirigés augmentés. On définit un nouveau
complexe dirigé augmenté K ⋆ L, appelé le joint de K et L, par la formule
K ⋆ L = Σ−1(ΣK ⊗ ΣL).
(Cette formule a un sens puisque (ΣK⊗ΣL)0 = Z⊗Z ≃ Z, (ΣK⊗ΣL)∗0 = N⊗N ⊂ Z
vaut N et l’augmentation de ce complexe est nulle car produit de deux augmentations
nulles.)
Explicitement, le complexe de chaînes augmenté sous-jacent à K ⋆ L est le joint
des complexes de chaînes sous-jacents à K et L et, si p > 0, le sous-monoïde de
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positivité (K ⋆ L)∗p est le sous-monoïde engendré par les éléments de la forme x ⋆ y,
avec x dans K∗i et y dans L
∗
j , où i et j satisfont i > −1, j > −1 et i+ 1 + j = p, en
convenant que K∗−1 = N et L
∗
−1 = N.
On obtient ainsi un foncteur
Cda × Cda → Cda
(K,L) 7→ K ⋆ L
qui définit une structure de catégorie monoïdale sur la catégorie des complexes dirigés
augmentés. L’unité est le complexe nul muni de l’unique augmentation et des uniques
sous-monoïdes de positivité possibles. On notera ∅ ce complexe dirigé augmenté.
Cette notation est justifiée par le fait que ∅ est un objet initial de la catégorie des
complexes dirigés augmentés. De plus, la ∞-catégorie ν(∅) est la ∞-catégorie vide.
On prendra garde que cette structure monoïdale n’est pas symétrique.
Remarque 7.8. — Cette opération joint est le pendant dans le monde des com-
plexes dirigés augmentés du joint des complexes de parité défini par Street dans [36,
section 5].
Proposition 7.9. — Soit K un complexe dirigé augmenté. Alors les endofoncteurs
de la catégorie des complexes dirigés augmentés
L 7→ K ⋆ L et L 7→ L ⋆ K
commutent aux limites inductives connexes.
Démonstration. — La proposition résulte immédiatement de la formule
K ⋆ L = Σ−1(ΣK ⊗ ΣL),
du fait que les foncteurs ΣK ⊗ • et • ⊗ ΣL commutent aux limites inductives, puis-
qu’ils admettent des adjoints à droite, et du fait que le foncteur d’inclusion de la
sous-catégorie non pleine de la catégorie des complexes dirigés augmentés formée des
complexesM tels queM0 = Z,M∗0 = N et d’augmentation nulle, et des morphismes f
tels que f0 = 1Z commute aux limites inductives connexes.
Proposition 7.10. — Soient K et L deux complexes dirigés augmentés. Les appli-
cations
(K ⋆ L)p → (L ⋆ K)p
x ⋆ y 7→ y ⋆ x ,
pour p > 0, définissent un isomorphisme
(K ⋆ L)op ≃ Lop ⋆ Kop.
Démonstration. — La compatibilité aux augmentations, aux sous-monoïdes de posi-
tivité et la bijectivité sont évidentes. Il s’agit donc de vérifier la compatibilité aux
différentielles. Notons s : x ⋆ y 7→ y ⋆ x l’application de l’énoncé. Pour tout élément
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homogène de K ⋆ L de la forme x ⋆ y et de degré au moins 1, on a, en notant d′ les
différentielles dual impair,
sd′(x ⋆ y) = (−1)|x|+1+|y|sd(x ⋆ y)
= (−1)|x|+1+|y|s(dx ⋆ y + (−1)|x|+1x ⋆ dy)
= (−1)|x|+1+|y|y ⋆ dx+ (−1)|y|dy ⋆ x
et
ds(x ⋆ y) = d(y ⋆ x) = d′y ⋆ x+ (−1)|y|+1y ⋆ d′x
= (−1)|y|dy ⋆ x+ (−1)|y|+1+|x|y ⋆ dx
= (−1)|x|+1+|y|y ⋆ dx+ (−1)|y|dy ⋆ x,
d’où le résultat.
Remarque 7.11. — Outre la dualité triviale, la dualité considérée dans l’énoncé
précédent est la seule dualité pour laquelle on a un isomorphisme de ce type. En
particulier, on n’a pas d’isomorphismes
(K ⋆ L)co ≃ Lco ⋆ Kco ou (K ⋆ L)◦ ≃ K◦ ⋆ L◦.
De fait, la preuve précédente ne s’adapte pas aux dualités paire et totale. Dans
cette preuve, et avec ses notations, on a utilisé le fait que l’égalité d′z = (−1)|z|dz
reste valable quand z est de degré 0 puisque dans cette formule, par convention, les
différentielles en degré 0 sont les augmentations, et que les dualités préservent les
augmentations (voir le paragraphe 2.18). Mais si d′′ et d′′′ désignent les différentielles
dual pair et dual total, les égalités d′′z = (−1)|z|+1dz et d′′′z = −dz sont fausses
lorsque z est de degré 0.
7.12. — Soient K et L deux complexes dirigés augmentés. Les morphismes cano-
niques ∅→ K et ∅→ L induisent des morphismes
K ≃ K ⋆∅ −→ K ⋆ L←− ∅ ⋆ L ≃ L
qu’on notera ι1 et ι2. On a donc des morphismes
K
ι1−→ K ⋆ L
ι2←− L.
(Ce sont les morphismes de la bicoaugmentation locale associée au joint, voir
l’exemple 6.6.) Explicitement, pour tout élément homogène x de K et tout élément
homogène y de L, on a
ι1(x) = x ⋆∅ et ι2(y) = ∅ ⋆ y.
7.13. — Soient K et L des complexes dirigés augmentés admettant des bases X et Y
respectivement. Il est immédiat que le complexe dirigé augmenté K ⋆ L admet pour
base l’ensemble
X ⋆ Y = {x ⋆∅ | x ∈ X} ∪ {x ⋆ y | x ∈ X, y ∈ Y } ∪ {∅ ⋆ y | y ∈ Y }.
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Lemme 7.14. — Soient K et L deux complexes dirigés augmentés. Pour tout élé-
ment homogène de K ⋆ L de la forme x ⋆ y, tout r > 0 et ε = 0, 1, on a
〈x ⋆ y〉εr =
∑
p+1+q=r
−16p6|x|,−16q6|y|
〈x〉εp ⋆ 〈y〉
p+1+ε mod 2
q ,
où on a posé 〈z〉0−1 = (e(〈z〉
0
0)∅)− et 〈z〉
1
−1 = (e(〈z〉
1
0)∅)+ pour z un élément homo-
gène de K ou L, et 〈∅〉ε−1 = ∅ pour ε = 0, 1.
Démonstration. — Observons tout d’abord que si z est un élément homogène
de K ou L, en ajoutant la convention d0 = e à nos précédentes conventions, on a
d(〈z〉εr) = 〈z〉
1
r−1 − 〈z〉
0
r−1 pour tout r > 0 et ε = 0, 1. (Rappelons qu’on a convenu
que 〈z〉εr = 0 pour ε = 0, 1 dès que r > |z|.) De plus, cette égalité reste valable pour
z = ∅ si l’on convient que, pour ε = 0, 1, en plus de 〈∅〉ε−1 = ∅, on a 〈∅〉
ε
r = 0
pour r > 0.
Démontrons maintenant le lemme. Pour r > |x⋆y| = |x|+1+ |y|, les deux membres
de l’égalité sont nuls. Supposons donc r 6 |x ⋆ y|. On va démontrer le résultat par
récurrence descendante sur r de |x ⋆ y| à 0. Pour r = |x ⋆ y|, les deux membres de
l’égalité valent x ⋆ y. Supposons le résultat vrai pour r+1 et montrons-le pour r. Par
hypothèse de récurrence, on a, en sous-entendant les « mod 2 »,
d(〈x ⋆ y〉0r+1) =
∑
p′+1+q′=r+1
−16p′6|x|,−16q′6|y|
d
(
〈x〉0p′ ⋆ 〈y〉
p′+1
q′
)
=
∑
p′+1+q′=r+1
−16p′6|x|,−16q′6|y|
(
d(〈x〉0p′ ) ⋆ 〈y〉
p′+1
q′ + (−1)
p′+1〈x〉0p′ ⋆ d(〈y〉
p′+1
q′ )
)
=
∑
p′+1+q′=r+1
−16p′6|x|,−16q′6|y|
d(〈x〉0p′ ) ⋆ 〈y〉
p′+1
q′ +
∑
p′+1+q′=r+1
−16p′6|x|,−16q′6|y|
(−1)p
′+1〈x〉0p′ ⋆ d(〈y〉
p′+1
q′ )
=
∑
p+1+q=r
−26p6|x|−1,−16q6|y|
d(〈x〉0p+1) ⋆ 〈y〉
p
q +
∑
p+1+q=r
−16p6|x|,−26q6|y|−1
(−1)p+1〈x〉0p ⋆ d(〈y〉
p+1
q+1)
(en posant p = p′ − 1 et q = q′ dans le terme de gauche et p = p′
et q = q′ − 1 dans celui de droite)
=
∑
p+1+q=r
−16p6|x|,−16q6|y|
d(〈x〉0p+1) ⋆ 〈y〉
p
q +
∑
p+1+q=r
−16p6|x|,−16q6|y|
(−1)p+1〈x〉0p ⋆ d(〈y〉
p+1
q+1)
(car on a, d’une part, d(〈x〉0−1) = 0 et d(〈x〉
0
|x|+1) = 0 et, d’autre
part, d(〈y〉p+1−1 ) = 0 et d(〈y〉
p+1
|y|+1) = 0)
=
∑
p+1+q=r
−16p6|x|,−16q6|y|
(
d(〈x〉0p+1) ⋆ 〈y〉
p
q + (−1)
p+1〈x〉0p ⋆ d(〈y〉
p+1
q+1)
)
.
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Or, si p est pair, la quantité sous le signe somme vaut
d(〈x〉0p+1) ⋆ 〈y〉
p
q + (−1)
p+1〈x〉0p ⋆ d(〈y〉
p+1
q+1)
=
(
〈x〉1p ⋆ 〈y〉
0
q − 〈x〉
0
p ⋆ 〈y〉
0
q
)
−
(
〈x〉0p ⋆ 〈y〉
1
q − 〈x〉
0
p ⋆ 〈y〉
0
q
)
= 〈x〉1p ⋆ 〈y〉
0
q − 〈x〉
0
p ⋆ 〈y〉
1
q
et, si p est impair,
d(〈x〉0p+1) ⋆ 〈y〉
p
q + (−1)
p+1〈x〉0p ⋆ d(〈y〉
p+1
q+1)
=
(
〈x〉1p ⋆ 〈y〉
1
q − 〈x〉
0
p ⋆ 〈y〉
1
q
)
+
(
〈x〉0p ⋆ 〈y〉
1
q − 〈x〉
0
p ⋆ 〈y〉
0
q
)
= 〈x〉1p ⋆ 〈y〉
1
q − 〈x〉
0
p ⋆ 〈y〉
0
q .
Ainsi, on a
d(〈x ⋆ y〉0r+1) =
∑
p+1+q=r
−16p6|x|,−16q6|y|
(
〈x〉1p ⋆ 〈y〉
p
q − 〈x〉
0
p ⋆ 〈y〉
p+1
q
)
et donc
〈x ⋆ y〉0r =
∑
p+1+q=r
−16p6|x|,−16q6|y|
〈x〉0p ⋆ 〈y〉
p+1
q et 〈x ⋆ y〉
1
p =
∑
p+1+q=r
−16p6|x|,−16q6|y|
〈x〉1p ⋆ 〈y〉
p
q ,
ce qu’on voulait démontrer.
Proposition 7.15. — Si K et L sont des complexes dirigés augmentés à base uni-
taire, alors il en est de même de K ⋆ L.
Démonstration. — Notons X et Y les bases respectives des complexes K et L. Soient
x un élément de X et y un élément de Y . En vertu du lemme précédent, on a
〈x ⋆ y〉00 = 〈x〉
0
−1 ⋆ 〈y〉
0
0 + 〈x〉
0
0 ⋆ 〈y〉
1
−1
= (e(x00)∅)− ⋆ 〈y〉
0
0 + 〈x〉
0
0 ⋆ (e(y
1
0)∅)+
= ∅− ⋆ 〈y〉00 + 〈x〉
0
0 ⋆∅+
= 0 ⋆ 〈y〉00 + 〈x〉
0
0 ⋆∅
= 〈x〉00 ⋆∅,
et, par un calcul similaire,
〈x ⋆ y〉10 = ∅ ⋆ 〈y〉
1
0.
On en déduit les égalités
e(〈x ⋆ y〉00) = e(〈x〉
0
0) = 1 et e(〈x ⋆ y〉
1
0) = e(〈y〉
1
0) = 1.
On a par ailleurs, pour ε = 0, 1,
〈x ⋆∅〉ε0 = 〈x〉
ε
0 ⋆∅ et 〈∅ ⋆ y〉
ε
0 = ∅ ⋆ 〈y〉
ε
0,
et donc
e(〈x ⋆∅〉ε0) = e(〈x〉
ε
0) = 1 et e(〈∅ ⋆ y〉
ε
0) = e(〈y〉
ε
0) = 1,
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ce qui achève de prouver que le complexe K ⋆ L est à base unitaire.
Lemme 7.16. — Soient f : K → K ′ et g : L→ L′ des morphismes entre complexes
dirigés augmentés à base. Considérons un élément homogène de K⋆L de la forme x⋆y.
Si pour tout k > 0 et ε = 0, 1, on a
f(〈x〉εk) = 〈f(x)〉
ε
k et g(〈y〉
ε
k) = 〈g(y)〉
ε
k
(en convenant que 〈∅〉εk = 0 et m(∅) = ∅ pour m = f, g), alors, pour tout k > 0 et
ε = 0, 1, on a
(f ⋆ g)(〈x ⋆ y〉εk) = 〈f(x) ⋆ f(y)〉
ε
k.
En particulier, si on suppose que K et L sont à base unitaire, que x ⋆ y est dans la
base de K ⋆ L et qu’on a
ν(f)(〈x〉) = 〈f(x)〉 et ν(g)(〈y〉) = 〈g(y)〉
(en convenant que ν(m)(〈∅〉) = 〈∅〉 pour m = f, g), alors on a
ν(f ⋆ g)(〈x ⋆ y〉) = 〈f(x) ⋆ g(y)〉.
Démonstration. — Pour tout k > 0 et ε = 0, 1, on a
(f ⋆ g)(〈x ⋆ y〉εk) = (f ⋆ g)
( ∑
p+1+q=k
−16p6|x|,−16q6|y|
〈x〉εp ⋆ 〈y〉
p+1+ε mod 2
q
)
(en vertu du lemme 7.14 et avec ses conventions)
=
∑
p+1+q=k
−16p6|x|,−16q6|y|
f
(
〈x〉εp
)
⋆ g
(
〈y〉p+1+ε mod 2q
)
=
∑
p+1+q=k
−16p6|x|,−16q6|y|
〈f(x)〉εp ⋆ 〈g(y)〉
p+1+ε mod 2
q
(puisque ν(f)(〈x〉) = 〈f(x)〉 et ν(g)(〈y〉) = 〈g(y)〉)
= 〈f(x) ⋆ g(y)〉εk,
où la dernière égalité résulte d’une seconde application du lemme 7.14.
Proposition 7.17. — Si f : K → K ′ et g : L → L′ sont deux morphismes rigides
(voir le paragraphe 3.2) entre complexes dirigés augmentés à base, alors leur joint
f ⋆ g : K ⋆ L→ K ′ ⋆ L′ est également rigide.
Démonstration. — Cela résulte immédiatement du lemme précédent.
Proposition 7.18. — Soient K et L deux complexes dirigés augmentés à base uni-
taire et x⋆y un élément de la base de K ⋆L, avec x de degré i et y de degré j. Notons
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z la cellule principale de Di et t celle de Dj . Alors le diagramme
ν(λ(Di) ⋆ λ(Dj))
ν
(
〈˜x〉⋆〈˜y〉
)
// ν(K ⋆ L)
Di+1+j
〈z⋆t〉
OO
〈x⋆y〉
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
,
où 〈˜x〉 : λ(Di) → K et 〈˜y〉 : λ(Dj) → L désignent les transposés de 〈x〉 : Di → ν(K)
et 〈y〉 : Dj → ν(L) respectivement, est commutatif.
Démonstration. — Il s’agit de montrer qu’on a
ν
(
〈˜x〉 ⋆ 〈˜y〉
)
(〈z ⋆ t〉) = 〈x ⋆ y〉.
Cela résulte du lemme 7.16 puisque, par définition, on a
ν(〈˜x〉)(〈z〉) = 〈x〉 et ν(〈˜y〉)(〈t〉) = 〈y〉.
Proposition 7.19. — Si K et L sont des complexes dirigés augmentés décents (voir
le paragraphe 2.17) à base fortement sans boucle, alors il en est de même de K ⋆ L.
De plus, les morphismes
ι1 : K → K ⋆ L et ι2 : L→ K ⋆ L
sont des inclusions rigides ordonnées.
Démonstration. — Soit M un complexe dirigé augmenté décent admettant une
base Z. On rappelle (voir le paragraphe 2.14) qu’on note 6N la plus petite relation
de préordre sur Z satisfaisant
x 6N y si x ∈ supp(d(y)−) ou y ∈ supp(d(x)+),
où, par convention, d(z) = 0 si z est dans Z0. De même, on notera 6∅N la plus petite
relation de préordre sur Z ∪ {∅} satisfaisant
x 6∅
N
y si x ∈ supp(d(y)−) ou y ∈ supp(d(x)+),
où cette fois-ci on a convenu que d(z)+ = e(z)∅ et d(z)− = 0 si z est dans Z0, et
que d(∅)+ = 0 et d(∅)− = 0. Par définition, la relation 6∅N est la plus petite relation
de préordre prolongeant 6N et vérifiant z 6∅N ∅ pour tout z dans Z de degré 0 tel
que e(z) > 0. On en déduit immédiatement que la relation de préordre 6∅
N
est une
relation d’ordre si et seulement si la relation de préordre 6N en est une.
Démontrons maintenant la proposition. Il est immédiat que le complexe K ⋆ L
est décent et il s’agit de montrer qu’il est à base unitaire. Notons X et Y les bases
respectives de K et L. On définit une relation sur la base X ⋆ Y de K ⋆ L en posant
x ⋆ y 4 x′ ⋆ y′
déf
⇐⇒

x <∅
N
x′
ou
x = x′, |x| est impair et y 6∅
N
y′
ou
x = x′, |x| est pair et y >∅
N
y′.
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Par hypothèse, les relations 6N sur K et L sont des relations d’ordre et il en est donc
de même des relations 6∅
N
. On en déduit facilement que la relation 4 est également
une relation d’ordre.
Soient x ⋆ y et x′ ⋆ y′ dans X ⋆ Y . Montrons que la relation 4 vérifie la propriété
x ⋆ y ∈ supp(d(x′ ⋆ y′)−) ou x′ ⋆ y′ ∈ supp(d(x ⋆ y)+) ⇒ x ⋆ y 4 x′ ⋆ y′,
ce qui établira que la relation de préordre 6N du complexe K ⋆ L est une relation
d’ordre. Supposons tout d’abord que x ⋆ y appartienne au support de d(x′ ⋆ y′)−.
Puisque qu’on a
d(x′ ⋆ y′)− =
(
d(x′) ⋆ y′ + (−1)|x
′|+1x′ ⋆ d(y′)
)
−
= d(x′)− ⋆ y′ + x′ ⋆ d(y′)(−1)|x′| ,
la deuxième égalité résultant de la non-simplification de termes pour des raisons de
bidegrés, cela signifie que x ⋆ y appartient au support d’un des deux termes de cette
somme. Si x ⋆ y appartient au support de d(x′)− ⋆ y′, cela signifie que x appartient
au support de d(x′)− et donc que x <∅N x
′. On a donc bien x ⋆ y 4 x′ ⋆ y′. Si x ⋆ y
appartient au support de x′ ⋆ d(y′)(−1)|x′| , cela signifie que x = x
′ et que y appartient
au support de d(y′)(−1)|x′| . Ainsi, si |x
′| est impair, on a y 6∅
N
y′ et, si |x′| est pair,
on a y′ 6∅
N
y. On a donc dans tous les cas x ⋆ y 4 x′ ⋆ y′, ce qu’on voulait montrer. Si
maintenant x′ ⋆y′ appartient au support de d(x⋆y)+, on conclut de manière analogue
en utilisant la formule
d(x ⋆ y)+ = d(x)+ ⋆ y + x ⋆ d(y)(−1)|x|+1 .
Ceci achève de montrer que K ⋆ L est à base unitaire.
Montrons enfin que le morphisme ι1 : K → K⋆L est une inclusion rigide ordonnée,
le morphisme ι2 : L → K ⋆ L se traitant de manière analogue. Il est immédiat que
ce morphisme est une inclusion rigide. Soient x et x′ dans la base de K. Il s’agit de
montrer l’implication
x ⋆∅ 6N x
′ ⋆∅ ⇒ x 6N x
′.
Or on a
x ⋆∅ 6N x
′ ⋆∅ ⇒ x ⋆∅ 4 x′ ⋆∅ et x ⋆∅ 4 x′ ⋆∅ ⇔ x 6N x′,
d’où le résultat.
Corollaire 7.20. — Si K et L sont des complexes de Steiner forts, alors il en est
de même de K ⋆ L. De plus, les morphismes
ι1 : K → K ⋆ L et ι2 : L→ K ⋆ L
sont des inclusions rigides ordonnées.
Démonstration. — Cela résulte des propositions 7.15 et 7.19.
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Remarque 7.21. — En vertu du corollaire précédent (et du fait que le complexe
dirigé augmenté ∅ est de Steiner fort), la catégorie des complexes de Steiner forts
est une sous-catégorie monoïdale de la catégorie monoïdale des complexes dirigés
augmentés définie par le joint.
Proposition 7.22. — Soient K un complexe de Steiner fort et F : I → Cda un
système de Steiner fort connexe (voir le paragraphe 3.7). Alors le foncteur
K ⋆ F : I → Cda
i 7→ K ⋆ F (i)
est un système de Steiner fort.
Démonstration. — Le foncteur F étant un système rigide, il en est de même du fonc-
teurK ⋆ F : i 7→ K ⋆ F (i) en vertu de la proposition 7.17. Par ailleurs, puisque d’après
le corollaire 7.20 les complexes de Steiner forts sont stables par joint, le foncteur K⋆F
est à valeurs dans les complexes de Steiner forts. Enfin, le foncteur K ⋆ • commutant
aux limites inductives connexes (voir la proposition 7.9), le morphisme canonique
lim
−→
i∈I
(K ⋆ F (i))→ K ⋆ lim
−→
i∈I
F (i)
est un isomorphisme de complexes dirigés augmentés et, pour tout objet i0 de I,
le morphisme canonique K ⋆ F (i0) → lim−→i∈I(K ⋆ F (i)) s’identifie à travers cet iso-
morphisme au joint K ⋆ F (i0) → K ⋆ lim−→i∈I F (i) de K et du morphisme canonique
associé à F . On en déduit le résultat en invoquant de nouveau la proposition 7.17 et
le corollaire 7.20.
Corollaire 7.23. — Si K est un complexe de Steiner fort, alors le foncteur
Cda →∞-Cat
L 7→ ν(K ⋆ L)
commute aux limites inductives des systèmes de Steiner forts connexes.
Démonstration. — Puisque le foncteur ν commute aux limites inductives des sys-
tèmes de Steiner forts (théorème 3.8), l’assertion résulte de la proposition précé-
dente.
Corollaire 7.24. — Soit K un complexe de Steiner fort. Alors le foncteur
Θ+ →∞-Cat
S 7→ ν(K ⋆ λ(S))
commute aux sommes globulaires. Autrement dit, ν(K ⋆λ(D•)) est une ∞-cocatégorie
coaugmentée dans ∞-Cat.
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Démonstration. — Cela résulte du corollaire précédent puisque, en vertu de la pro-
position 4.11, les sommes globulaires proviennent de systèmes de Steiner forts (qui
sont bien sûr connexes).
7.25. — Fixons K un complexe de Steiner fort. Soient C une ∞-catégorie et
u : ν(K)→ C un ∞-foncteur. On définit, en utilisant le corollaire précédent et les
notations du paragraphe 5.9, une ∞-catégorie u\C en posant
u\C = Homu(ν(K ⋆ λ(D•)), C).
(Cette définition a un sens puisque ν(K⋆λ(D−1)) = ν(K⋆∅) ≃ ν(K).) Explicitement,
les i-flèches de u\C sont les ∞-foncteurs ν(K ⋆ λ(Di))→ C rendant le triangle
ν(K ⋆ λ(Di)) // C
ν(K)
ν(ι1)
OO
u
99ttttttttttt
commutatif.
Notons qu’un morphisme f : K → K ′ entre complexes de Steiner forts induit
un ∞-foncteur ν(K ⋆ λ(S)) → ν(K ′ ⋆ λ(S)) naturel en S dans Θ+ et donc un mor-
phisme d’objets ∞-cocatégorie coaugmentée ν(K ⋆ λ(D•)) → ν(K ′ ⋆ λ(D•)). Pour
toute ∞-catégorie C et tout triangle commutatif
ν(K)
ν(f)
//
u

❄❄
❄❄
❄❄
❄
ν(K ′)
u′
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
C ,
on obtient donc un ∞-foncteur u′\C → u\C.
Proposition 7.26. — Fixons K un complexe de Steiner fort. Pour tout complexe
de Steiner fort L, toute ∞-catégorie C et tout ∞-foncteur u : ν(K) → C, on a une
bijection
Homν(K)\∞-Cat((ν(K ⋆ L), ν(ι1)), (C, u)) ≃ Hom∞-Cat(ν(L), u\C),
naturelle en L et u.
Démonstration. — Si M est un complexe de Steiner fort et t est un élément de la
base de M de degré i > 0, on notera, pour simplifier,
tεj = 〈t〉
ε
j pour 0 6 j 6 i (voir le paragraphe 2.8),
t0−1 = 0 et t
1
−1 = ∅.
On notera par ailleurs ∅0−1 = ∅ et ∅
1
−1 = ∅.
On va produire des fonctions
ϕ : Homν(K)\∞-Cat((ν(K ⋆ L), ν(ι1)), (C, u))→ Hom∞-Cat(ν(L), u\C)
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et
ψ : Hom∞-Cat(ν(L), u\C)→ Homν(K)\∞-Cat((ν(K ⋆ L), ν(ι1)), (C, u))
inverses l’une de l’autre.
Commençons par ϕ. Soit F : ν(K⋆L)→ C un∞-foncteur au-dessous de ν(K). On
définit un∞-foncteur ϕ(F ) : ν(L)→ u\C de la manière suivante. Soit y : Di → ν(L),
pour i > 0, une i-flèche de ν(L). On doit lui associer une i-flèche ϕ(F )(y) de u\C,
c’est-à-dire un ∞-foncteur ν(K ⋆ λ(Di))→ C au-dessous de ν(K). On pose
ϕ(F )(y) = ν(K ⋆ λ(Di))
ν(K⋆y˜)
−−−−−→ ν(K ⋆ L) F−→ C,
où on a noté y˜ : λ(Di) → L le transposé de y : Di → ν(L). Ce ∞-foncteur étant le
composé de deux ∞-foncteurs au-dessous de ν(K), il est bien au-dessous de ν(K).
Le fait que ϕ(F ) soit bien un ∞-foncteur résulte de la naturalité en Di, et plus
généralement en S dans Θ, du∞-foncteur ϕ(F )(y). En particulier, pour x un élément
de la base de K ou x = ∅, y un élément de la base de L de degré i et z la cellule
principale de Di, on a, pour j tel que −1 6 j 6 i et ε = 0, 1,
ϕ(F )(〈y〉)(〈x ⋆ zεj 〉) = F (〈x ⋆ y
ε
j 〉).
De plus, cette formule détermine ϕ(F ) de manière unique puisque les ∞-catégories
ν(L) et ν(K ⋆ λ(Di)) sont engendrées librement au sens des polygraphes par leurs
atomes en vertu du théorème 2.13.
Définissons maintenant ψ. Soit G : ν(L)→ u\C un ∞-foncteur. Il s’agit de définir
un∞-foncteur ψ(G) : ν(K ⋆L)→ C au-dessous de ν(K). En vertu du théorème 2.13,
la ∞-catégorie ν(K ⋆ L) est engendrée librement au sens des polygraphes par ses
atomes. Il suffit donc de définir ψ(G) sur les atomes de ν(K ⋆ L) et de vérifier les
compatibilités aux sources et aux buts. Soit x ⋆ y dans la base de K ⋆ L avec x de
degré i et y de degré j. On pose
ψ(G)(〈x ⋆ y〉) = Di+1+j
〈x⋆z′j〉
−−−−→ ν(K ⋆ λ(Dj))
G(〈y〉)
−−−−→ C,
où z′ désigne la cellule principale de Dj et, par convention, G(〈∅〉) : ν(K) → C
désigne u.
Vérifions maintenant les compatibilités aux sources et aux buts. Fixons m > 0
et supposons que les formules ci-dessus définissent bien un m-foncteur. Il s’agit de
montrer que, pour tous x et y comme ci-dessus avec i+ 1 + j = m+ 1, on a
ψ(G)(s(〈x ⋆ y〉)) = s(ψ(G)(〈x ⋆ y〉)) et ψ(G)(t(〈x ⋆ y〉)) = t(ψ(G)(〈x ⋆ y〉)).
Montrons la première égalité, la seconde se démontrant de manière analogue. No-
tons z et z′ les cellules principales respectives de Di et Dj . Puisque la ∞-catégorie
ν(λ(Di) ⋆ λ(Dj)) est engendrée librement au sens des polygraphes par ses atomes, en
vertu de la proposition 1.5, ses atomes l’engendrent également par compositions et il
existe donc une formule χ exprimant la source de 〈zi ⋆ z′j〉 en fonction des 〈z
ε
k ⋆ z
′ε′
l 〉
avec −1 6 k 6 i, −1 6 l 6 j, 0 6 k + 1 + l < i + 1 + j, ε = 0, 1 et ε′ = 0, 1. On
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notera χ[〈zεk ⋆ z
′ε′
l 〉] l’évaluation de la formule χ en les éléments z
ε
k ⋆ z
′ε′
l . On a donc
s(〈zi ⋆ z′j〉) = χ[〈z
ε
k ⋆ z
′ε′
l 〉]. Plus généralement, il résulte de la proposition 7.18 que
la même formule χ permet de calculer la source d’un atome 〈m ⋆ n〉, où m est de
degré i et n de degré j, d’un joint quelconque de complexes dirigés augmentés à base
unitaire M et N . On obtient ainsi
ψ(G)(s(〈x ⋆ y〉)) = ψ(G)(χ[〈xεk ⋆ y
ε′
l 〉])
= χ[ψ(G)(〈xεk ⋆ y
ε′
l 〉)]
(car ψ(G) est un m-foncteur et k + 1+ l < i+ 1 + j = m+ 1)
= χ[G(〈yε
′
l 〉)(〈x
ε
k ⋆ z
′′
l 〉)],
où z′′l désigne la cellule principale de Dl, cette dernière égalité résultant de la définition
de ψ(G). Par ailleurs, on a
G(〈yε
′
l 〉)(〈x
ε
k ⋆ z
′′
l 〉) = G(〈y〉)(〈x
ε
k ⋆ z
′ε′
l 〉).
En effet, si l = −1, c’est une conséquence des égalités
G(∅)(〈xεk ⋆∅〉) = u(〈x
ε
k〉) = G(〈y〉)(〈x
ε
k ⋆∅〉)
et, pour l > 0 et ε′ = 0, cela résulte du calcul suivant :
G(〈y0l 〉)(〈x
ε
k ⋆ z
′′
l 〉) = G(sl(〈y〉))(〈x
ε
k ⋆ z
′′
l 〉)
= sl(G(〈y〉))(〈xεk ⋆ z
′′
l 〉)
= G(〈y〉)
(
ν(K ⋆ λ(σil ))(〈x
ε
k ⋆ z
′′
l 〉)
)
(par définition des sources des cellules de u\C)
= G(〈y〉)(〈xεk ⋆ z
′0
l 〉),
la dernière égalité étant conséquence du lemme 7.16 puisque λ(σil )(z
′′
l ) = z
′0
l (voir le
paragraphe 4.9). La démonstration dans le cas ε′ = 1 est analogue. En insérant cette
égalité dans notre calcul précédent, on obtient
ψ(G)(s(〈x ⋆ y〉)) = χ[G(〈yε
′
l 〉)(〈x
ε
k ⋆ z
′′
l 〉)]
= χ[G(〈y〉)(〈xεk ⋆ z
′ε′
l 〉)]
= G(〈y〉)(χ[〈xεk ⋆ z
′ε′
l 〉])
(car G(〈y〉) est un ∞-foncteur)
= G(〈y〉)(s(〈x ⋆ z′j〉))
= s(G(〈y〉)(〈x ⋆ z′j〉))
= s(ψ(G)(〈x ⋆ y〉)),
la dernière égalité résultant de la définition de ψ(G), ce qui achève de mon-
trer que ψ(G) est bien un ∞-foncteur. Ce ∞-foncteur ψ(G) est bien au-dessous
de ν(K). En effet, par définition, pour x un élément de la base de K, on a
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ψ(G)(〈x ⋆∅〉) = u(〈x〉). Le ∞-foncteur ψ(G)ι1 : ν(K) → C coïncide donc avec le
∞-foncteur u sur les atomes et on obtient le résultat puisque ν(K) est engendrée
librement au sens des polygraphes par ses atomes en vertu du théorème 2.13.
Enfin, vérifions que ϕ et ψ sont bien des bijections inverses l’une de l’autre. Soient
F : ν(K ⋆ L) → C au-dessous de ν(K) et G : ν(L) → u\C deux ∞-foncteurs. On a,
avec les notations précédentes,
ψϕ(F )(〈x ⋆ y〉) = ϕ(F )(〈y〉)(〈x ⋆ z′j〉) = F (〈x ⋆ y〉)
et
ϕψ(G)(〈y〉)(〈x ⋆ zεj 〉) = ψ(G)(〈x ⋆ y
ε
j 〉) = G(〈y〉)(〈x ⋆ z
ε
j 〉).
Les ∞-foncteurs ψϕ(F ) et F (resp. les ∞-foncteurs ϕψ(G) et G) coïncident donc sur
les atomes et sont donc égaux, ce qu’il fallait démontrer.
7.27. — Soit L un complexe de Steiner fort. On montre de même que le foncteur
Cda →∞-Cat
K 7→ ν(K ⋆ L)
commute aux limites inductives des systèmes de Steiner forts connexes. On en déduit
que ν(λ(D•)⋆L) est un objet∞-cocatégorie coaugmentée dans∞-Cat. On définit alors,
pour toute ∞-catégorie C et tout∞-foncteur v : ν(L)→ C, une ∞-catégorie C
co
/v en
posant
C
co
/v = Homv(ν(λ(D•) ⋆ L), C).
(La décoration « co » dans cette notation sera expliquée dans le paragraphe 7.30 et
surtout dans la remarque 7.36.) On montre, comme dans le proposition précédente,
que, pour tout complexe de Steiner fort K, toute ∞-catégorie C et tout ∞-foncteur
v : ν(L)→ C, on a une bijection
Homν(L)\∞-Cat((ν(K ⋆ L), ν(ι2)), (C, v)) ≃ Hom∞-Cat(ν(K), C
co
/ v),
naturelle en K et v.
Théorème 7.28. — Il existe une et une seule (à unique isomorphisme monoïdal
près) structure de catégorie monoïdale sur ∞-Cat de produit
⋆ :∞-Cat ×∞-Cat→∞-Cat
(A,B) 7→ A ⋆ B
ayant les deux propriétés suivantes :
(a) le foncteur ν|Stf : Stf → ∞-Cat, où la catégorie des complexes de Steiner
forts Stf est munie de la structure de catégorie monoïdale définie par le joint,
s’étend en un foncteur monoïdal ;
(b) le foncteur ⋆ :∞-Cat ×∞-Cat →∞-Cat commute aux petites limites inductives
connexes en chaque variable.
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De plus, cette structure monoïdale est localement bifermée (au sens du para-
graphe 6.7).
Démonstration. — Le théorème résulte du corollaire 6.14 appliqué à C = ∞-Cat
et D la catégorie des∞-catégories de Steiner fortes (voir le paragraphe 2.16) munie du
joint (par l’identification de cette sous-catégorie à celle des complexes de Steiner forts),
la petite sous-catégorie dense étant la catégorie Θ+. En effet, les hypothèses de ce
corollaire sont précisément le contenu de la proposition 7.26 et du paragraphe 7.27.
7.29. — On appellera joint le produit monoïdal
⋆ :∞-Cat ×∞-Cat →∞-Cat
défini par le théorème précédent. Si K et L sont des complexes de Steiner forts, on a,
en vertu de ce même théorème, un isomorphisme canonique
ν(K) ⋆ ν(L) ≃ ν(K ⋆ L).
En particulier, si S et T sont deux objets de Θ+, puisqu’en vertu de la proposition 4.11
on a S ≃ νλ(S) et T ≃ νλ(T ), on obtient un isomorphisme canonique
S ⋆ T ≃ ν(λ(S) ⋆ λ(T )).
Plus généralement, si A et B sont deux ∞-catégories, on a des isomorphismes
A ⋆ B ≃ lim
−→
S→A∈Θ+/A
T→B∈Θ+/B
S ⋆ T
≃ lim
−→
S→A∈Θ+/A
T→B∈Θ+/B
ν(λ(S) ⋆ λ(T )).
En effet, puisque la catégorie Θ+ est dense dans ∞-Cat et contient la ∞-catégorie
vide, toute ∞-catégorie est limite inductive canonique connexe d’objets de Θ+. La
formule résulte alors du fait que le joint commute aux limites inductives connexes en
chaque argument.
L’unité du joint est l’image par ν du complexe dirigé augmenté ∅, c’est-à-dire la
∞-catégorie vide qu’on notera également ∅. Si A est une ∞-catégorie, on a donc
A ⋆∅ ≃ A ≃ ∅ ⋆ A.
Si A et B sont deux ∞-catégories, on notera
A
ι1−→ A ⋆ B
ι2←− B
les ∞-foncteurs
A ≃ A ⋆∅ −→ A ⋆ B ←− ∅ ⋆ B ≃ B,
où les flèches pointant vers A ⋆ B sont induites par les ∞-foncteurs ∅ → B et
∅→ A. (Ce sont les ∞-foncteurs de la bicoaugmentation locale associée au joint,
voir l’exemple 6.6.)
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7.30. — En vertu du théorème 7.28, la structure de catégorie monoïdale définie par
le joint est localement bifermée. Cela signifie exactement que les foncteurs
∞-Cat → A\∞-Cat
B 7→ (A ⋆ B, ι1 : A→ A ⋆ B)
et
∞-Cat → B\∞-Cat
A 7→ (A ⋆ B, ι2 : B → A ⋆ B)
admettent des adjoints à droite. On obtient donc des couples de foncteurs adjoints
∞-Cat → A\∞-Cat,
B 7→ (A ⋆ B, ι1)
A\∞-Cat →∞-Cat
(C,A u−→ C) 7→ u\C
et
∞-Cat → B\∞-Cat,
A 7→ (A ⋆ B, ι2)
B\∞-Cat →∞-Cat.
(C,B v−→ C) 7→ C
co
/ v
Ainsi, si A et B sont des ∞-catégories et u : A → C et v : B → C des ∞-foncteurs,
on a des bijections naturelles
HomA\∞-Cat((A ⋆ B, ι1), (C, u)) ≃ Hom∞-Cat(B, u\C),
HomB\∞-Cat((A ⋆ B, ι2), (C, v)) ≃ Hom∞-Cat(A,C
co
/ v).
Si C est une∞-catégorie et u : A→ C est un∞-foncteur, on appellera la∞-catégorie
u\C la tranche de C au-dessous de u. Si v : B → C est un ∞-foncteur, on réservera
la notation C/v et la terminologie « tranche de C au-dessus de v » à une variante
de C
co
/v qu’on introduira dans la remarque 7.36.
Notons que, dans le cas où la source de u est de la forme ν(K) pour K un complexe
de Steiner fort, la ∞-catégorie u\C que l’on vient d’introduire coïncide, en vertu de
la proposition 7.26, avec celle définie dans le paragraphe 7.25. De même, pour la
∞-catégorie C
co
/v et la ∞-catégorie définie au paragraphe 7.27.
Remarque 7.31. — La tranche u\C définie au paragraphe précédent est une
tranche généralisée au sens où on prend la tranche de C au-dessous d’un ∞-foncteur.
Dans le cas où la source du ∞-foncteur u est la ∞-catégorie finale, la donnée de u
devient équivalente à celle d’un objet de C et on se trouve alors dans le cadre usuel
des tranches. Dans la section 10, on décrira explicitement ces tranches au-dessous
d’un objet et on vérifiera que notre définition est compatible avec les définitions
usuelles quand C est une 1-catégorie ou une 2-catégorie.
7.32. — Fixons A une ∞-catégorie. Soient C une ∞-catégorie et u : A → C un
∞-foncteur. Par adjonction, pour i > 0, on a
Hom∞-Cat(Di, u\C) ≃ HomA\∞-Cat((A ⋆Di, ι1), (C, u)).
JOINT ET TRANCHES POUR LES ∞-CATÉGORIES STRICTES 77
Ainsi, une i-flèche de u\C est donnée par un∞-foncteur A⋆Di → C faisant commuter
le triangle
A ⋆Di // C
A
ι1
OO
u
<<①①①①①①①①①
.
Puisque le foncteur A ⋆ • commute aux limites inductives connexes, il induit un
objet ∞-cocatégorie coaugmentée A ⋆D• et on a
u\C ≃ Homu(A ⋆D•, C).
Proposition 7.33. — Les foncteurs
λ :∞-Cat → Cda et ν : Cda →∞-Cat
sont monoïdal et monoïdal lax respectivement, les catégories ∞-Cat et Cda étant toutes
deux munies des structures de catégorie monoïdale définies par le joint.
Démonstration. — Par adjonction, il suffit de montrer que le foncteur λ est monoïdal.
On a évidemment λ(∅) = ∅. Par ailleurs, si A et B sont deux ∞-catégories, on a, en
désignant par S et T des objets de Θ+,
λ(A ⋆ B) ≃ λ
(
lim
−→
S→A,T→B
ν(λ(S) ⋆ λ(T ))
)
(en vertu du paragraphe 7.29)
≃ lim
−→
S→A,T→B
λν(λ(S) ⋆ λ(T ))
(car le foncteur λ est un adjoint à gauche)
≃ lim
−→
S→A,T→B
λ(S) ⋆ λ(T )
(en vertu du théorème 2.11 puisque λ(S) ⋆ λ(T ) est de Steiner fort
d’après la proposition 4.11 et le corollaire 7.20)
≃
(
lim
−→
S→A
λ(S)
)
⋆
(
lim
−→
T→B
λ(T )
)
(en vertu de la proposition 7.9)
≃ λ
(
lim
−→
S→A
S
)
⋆ λ
(
lim
−→
T→B
T
)
≃ λ(A) ⋆ λ(B),
d’où le résultat.
Proposition 7.34. — Soient A et B deux ∞-catégories. On a un isomorphisme
naturel canonique
(A ⋆ B)op ≃ Bop ⋆ Aop.
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Démonstration. — Commençons par observer que si S est un objet de Θ+, alors le
complexe dirigé augmenté λ(S)op est un complexe de Steiner fort. En effet, d’après les
propositions 2.19 et 4.6, on a λ(S)op ≃ λ(Sop) ≃ λ(T ), pour un certain T dans Θ+, et
on conclut en vertu de la proposition 4.11. En particulier, si S et T sont deux objets
de Θ+, en vertu du paragraphe 7.29, on a
ν(λ(T )op ⋆ λ(S)op) ≃ ν(λ(T )op) ⋆ ν(λ(S)op).
Ceci étant établi, considérons deux ∞-catégories A et B. On a, en désignant par S
et T des objets de Θ+,
(A ⋆ B)op ≃
(
lim
−→
S→A,T→B
ν(λ(S) ⋆ λ(T ))
)op
(en vertu du paragraphe 7.29)
≃ lim
−→
S→A,T→B
ν(λ(S) ⋆ λ(T ))op
(puisque C 7→ Cop est une équivalence de catégories)
≃ lim
−→
S→A,T→B
ν((λ(S) ⋆ λ(T ))op)
(en vertu de la proposition 2.19)
≃ lim
−→
S→A,T→B
ν(λ(T )op ⋆ λ(S)op)
(en vertu de la proposition 7.10)
≃ lim
−→
S→A,T→B
ν(λ(T )op) ⋆ ν(λ(S)op)
(en vertu du paragraphe préliminaire à cette preuve)
≃ lim
−→
T→B
ν(λ(T )op) ⋆ lim
−→
S→A
ν(λ(S)op)
(en vertu du théorème 7.28)
≃ ( lim
−→
T→B
νλ(T ))op ⋆ ( lim
−→
S→A
νλ(S))op
(par une nouvelle application de la proposition 2.19)
≃ ( lim
−→
T→B
T )op ⋆ ( lim
−→
S→A
S)op
(en vertu de la proposition 4.11)
≃ Bop ⋆ Aop,
ce qu’il fallait démontrer.
Proposition 7.35. — Soient C une ∞-catégorie et v : B → C un ∞-foncteur. On
un isomorphisme canonique
C
co
/v ≃ (vop\C
op)op.
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Démonstration. — En effet, pour toute ∞-catégorie A, on des isomorphismes natu-
rels
Hom∞-Cat(A, (vop\C
op)op) ≃ Hom∞-Cat(Aop, vop\C
op)
≃ HomBop\∞-Cat((B
op ⋆ Aop, ιop1 ), (C
op, vop))
(par adjonction)
≃ HomBop\∞-Cat(((A ⋆ B)
op, ιop2 ), (C
op, vop))
(en vertu de la proposition précédente)
≃ HomB\∞-Cat((A ⋆ B, ι2), (C, v))
≃ Hom∞-Cat(A,C
co
/v),
d’où le résultat.
Remarque 7.36. — Le foncteur
∞-Cat ×∞-Cat → ∞-Cat
(A,B) 7→ (B◦ ⋆ A◦)◦,
qu’on appellera le joint dual, définit une structure de catégorie monoïdale sur ∞-Cat
distincte de celle définie par le joint (et de celle définie par (A,B) 7→ B ⋆ A). Notons
A ⋆′ B = (B◦ ⋆ A◦)◦ ce produit tensoriel. Cette structure de catégorie monoïdale est
également localement bifermée et on dispose donc de couples de foncteurs adjoints
∞-Cat → A\∞-Cat,
B 7→ (A ⋆′ B, ι′1)
A\∞-Cat →∞-Cat
(C,A u−→ C) 7→ u
co
\C
et
∞-Cat → B\∞-Cat,
A 7→ (A ⋆′ B, ι′2)
B\∞-Cat →∞-Cat,
(C,B v−→ C) 7→ C/v
où
A
ι′1−→ A ⋆′ B
ι′2←− B
désigne la bicoaugmentation locale (voir l’exemple 6.6). Explicitement, avec des
notations évidentes, on a
ι′1,A,B = ι
◦
2,B◦,A◦ et ι
′
2,A,B = ι
◦
1,B◦,A◦ .
Ainsi, si A et B sont des ∞-catégories et u : A → C et v : B → C des ∞-foncteurs,
on a des bijections naturelles
HomA\∞-Cat((A ⋆
′ B, ι′1), (C, u)) ≃ Hom∞-Cat(B, u
co
\C),
HomB\∞-Cat((A ⋆
′ B, ι′2), (C, v)) ≃ Hom∞-Cat(A,C/v).
On vérifie immédiatement qu’on a des isomorphismes canoniques
C
co
/u ≃ (C
co
/uco)
co et v
co
\C ≃ (vco\C
co)co,
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ce qui explique les notations C
co
/u et v
co
\C. On a par ailleurs un isomorphisme
canonique
C/u ≃ (u◦\C
◦)◦.
On appellera la ∞-catégorie C/u la tranche de C au-dessus de u. Le choix de
privilégier C/u par rapport à C
co
/u est dicté par les meilleures propriétés formelles
dont dispose C/u .
7.37. — Soit
A
u //
c

✺✺
✺✺
✺✺
A′
c′
✟✟
✟✟
✟✟
C
un triangle commutatif de ∞-foncteurs. On va définir un ∞-foncteur
u∗ : c′\C → c\C.
Soit B un ∞-catégorie. En vertu du lemme de Yoneda, il suffit de définir une appli-
cation
Hom∞-Cat(B, c′\C)→ Hom∞-Cat(B, c\C),
naturelle en B, ou encore, par adjonction, une application
HomA′\∞-Cat((A
′ ⋆ B, ι1), (C, c′))→ HomA\∞-Cat((A ⋆ B, ι1), (C, c)).
Il est immédiat, par naturalité de ι1, que la précomposition par
u ⋆ B : A ⋆ B → A′ ⋆ B
fournit une telle application. La naturalité en B résulte de la fonctorialité du joint et
on obtient donc bien un ∞-foncteur u∗ : c′\C → c\C.
Ce ∞-foncteur u∗ : c′\C → c\C peut se décrire de manière alternative comme
suit. Par fonctorialité du joint, le ∞-foncteur u induit une transformation naturelle
u ⋆ • : A ⋆ • → A′ ⋆ •. Cette transformation naturelle définit un morphisme d’objets
∞-cocatégorie coaugmentée A ⋆D• → A′ ⋆D• qui induit un ∞-foncteur
c′\C ≃ Homc′(A
′ ⋆D•, C)→ Homc(D•, C) ≃ c\C
qui n’est autre que u∗.
Puisque l’objet ∞-cocatégorie coaugmentée ∅ ⋆ D• est canoniquement isomorphe
à l’objet ∞-cocatégorie coaugmentée D•, si c : ∅ → A est l’unique morphisme de
source la ∞-catégorie vide et de but A, alors la ∞-catégorie c\C est canoniquement
isomorphe à C. On obtient donc un ∞-foncteur
c′\C → C
qu’on appellera ∞-foncteur d’oubli.
En revenant au cas général, notons que, par fonctorialité, le ∞-foncteur
u∗ : c′\C → c\C est au-dessus de C. Autrement dit, le triangle
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c′\C
u∗ //

✾✾
✾✾
✾✾
c\C
✝✝
✝✝
✝✝
C ,
où les flèches obliques sont les ∞-foncteurs d’oubli, est commutatif.
8. Une application : construction du nerf de Street
8.1. — On notera ∆ la catégorie des simplexes. Rappelons que ses objets sont les
ensembles ordonnés
∆n = {0 6 1 6 · · · 6 n}, pour n > 0,
et que ses morphismes sont les applications croissantes (au sens large) entre ceux-ci.
La catégorie des simplexes augmentée ∆+ se définit de la même manière en ajoutant
l’ensemble ordonné ∆−1 = ∅. On considèrera souvent ∆ et ∆+ comme des sous-
catégories pleines de la catégorie Cat des petites catégories et donc comme des sous-
catégories pleines de ∞-Cat. Avec ces conventions, la catégorie ∆ devient une sous-
catégorie pleine de la catégorie Θ de Joyal et la catégorie∆+ une sous-catégorie pleine
de Θ+.
La catégorie∆+ admet ∆−1 comme objet initial et la somme disjointe ensembliste
(∆m, ∆n) 7→ ∆m ∐∆n = ∆m+1+n
induit une structure de catégorie monoïdale sur ∆+ d’objet unité ∆−1. On munira
souvent implicitement la catégorie ∆+ de la structure de catégorie monoïdale définie
par la somme.
Enfin, on rappelle que la catégorie des ensembles simpliciaux est la catégorie ∆̂
des préfaisceaux sur la catégorie ∆.
8.2. — Considérons la ∞-catégorie ∆0, qui n’est autre que la ∞-catégorie finale.
Cette∞-catégorie est munie d’une et une seule structure de monoïde dans la catégorie
monoïdale (∞-Cat, ⋆,∅). En effet, on a des uniques ∞-foncteurs
∆0 ⋆ ∆0 → ∆0 et ∅→ ∆0
et ceux-ci vérifient trivialement les axiomes des monoïdes. Or, la donnée d’une struc-
ture de monoïde sur ∆0 est équivalente à celle d’un foncteur monoïdal ∆+ →∞-Cat
envoyant ∆0 sur ∆0 (voir par exemple [27, chapitre VII, section 5]), défini à unique
isomorphisme monoïdal près. Il existe donc un unique (à unique isomorphisme mo-
noïdal près) foncteur monoïdal
O+ : ∆+ →∞-Cat
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envoyant ∆0 sur ∆0. Pour n > −1, on notera On l’image de ∆n par ce foncteur.
Explicitement, on a
On = ∆0 ⋆ · · · ⋆ ∆0,
où ∆0 apparait n + 1 fois dans le membre de droite. Par restriction, on obtient un
foncteur
O :∆→∞-Cat
et donc un foncteur
N∞ :∞-Cat → ∆̂
défini par
C 7→ (∆n 7→ Hom∞-Cat(On, C)).
Le but de la suite de cette section est de démontrer que le foncteur O :∆→∞-Cat
n’est autre que l’objet cosimplicial de Street défini dans [35] et que le foncteur
N∞ :∞-Cat → ∆̂ est donc le nerf de Street. En particulier, on obtiendra que On,
pour n > 0, est le n-ième oriental de Street. Notons qu’une description analogue
du n-ième oriental en termes du joint des complexes de parités apparaît déjà chez
Street [36, section 6].
8.3. — On va définir, selon Steiner [31], un foncteur c : ∆+ → Cda. Fixons m > −1
et décrivons c(∆m). Le complexe de chaînes sous-jacent à c(∆m) est le complexe
normalisé associé à l’ensemble simplicial ∆m. Explicitement, pour n > 0, on a
c(∆m)n = Z(Bn),
où
Bn = {(i0, . . . , in) | 0 6 i0 < · · · < in 6 m}.
Pour n > 1, la différentielle dn : Z(Bn) → Z(Bn−1) est donnée par
dn(i0, . . . , in) =
n∑
k=0
(−1)k(i0, . . . , îk, . . . , in),
où on a posé (i0, . . . , îk, . . . , in) = (i0, . . . , ik−1, ik+1, . . . , in). Enfin, pour n > 0, les
sous-monoïdes de positivité sont les
c(∆m)∗n = N
(Bn)
et l’augmentation e : Z(B0) → Z est donnée par la somme des coefficients.
On vérifie immédiatement qu’on obtient bien ainsi un foncteur ∆+ → Cda.
Remarque 8.4. — Le foncteur du paragraphe précédent est la restriction à∆+ d’un
foncteur c : ∆̂→ Cda qui est étudié dans [6] (voir notamment la section 5).
Proposition 8.5 (Steiner). — Pour tout m > −1, le complexe dirigé augmenté
c(∆m) est un complexe de Steiner fort.
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Démonstration. — La preuve est esquissée dans [31, exemple 3.8]. Pour une preuve
détaillée (et s’appliquant non seulement à ∆m mais également à n’importe quel com-
plexe simplicial), voir [6, théorème 8.6].
Lemme 8.6. — Pour tous m,n > −1, on a un isomorphisme canonique
c(∆m) ⋆ c(∆n) ≃ c(∆m+1+n),
naturel en ∆m et ∆n dans ∆+.
Démonstration. — Par récurrence, il suffit de traiter le cas m = 0. Dans ce cas, on
définit un isomorphisme χ : c(∆0) ⋆ c(∆n)→ c(∆1+n) par
∅ ⋆ (i0, . . . , ik) 7→ (i0 + 1, . . . , ik + 1)
(0) ⋆∅ 7→ (0)
(0) ⋆ (i0, . . . , ik) 7→ (0, i0 + 1, . . . , ik + 1).
Il est immédiat que cette application définit une bijection de la base du complexe
c(∆0)⋆c(∆n) sur celle de c(∆1+n) et qu’elle est compatible aux augmentations et aux
sous-monoïdes de positivité. Pour conclure, il suffit donc de vérifier la compatibilité
à la différentielle. Soit (i0, . . . , ik) un élément de la base de c(∆n). La compatibilité à
la différentielle pour les éléments de la forme ∅ ⋆ (i0, . . . , ik) est évidente. Pour ceux
de la forme (0) ⋆ (i0, . . . , ik), on a
χ(d((0) ⋆ (i0, . . . , ik)))
= χ(∅ ⋆ (i0, . . . , ik)− (0) ⋆ d(i0, . . . , ik))
= (i0 + 1, . . . , ik + 1)−
k∑
l=0
(−1)lχ((0) ⋆ (i0, . . . , îl, . . . , ik))
= (i0 + 1, . . . , ik + 1) +
k∑
l=0
(−1)l+1(0, i0 + 1, . . . , îl + 1, . . . , ik + 1)
= (i0 + 1, . . . , ik + 1) +
k+1∑
l=1
(−1)l(0, i0 + 1, . . . , ̂il−1 + 1, . . . , ik + 1)
= d(0, i0 + 1, . . . , ik + 1)
= d(χ((0) ⋆ (i0, . . . , ik))),
ce qui achève la démonstration.
Remarque 8.7. — En particulier, pour m > −1, on a
c(∆m) ≃ c(∆0) ⋆ · · · ⋆ c(∆0),
où c(∆0) apparaîtm+1 fois dans le membre de droite. Les complexes c(∆−1) et c(∆0)
étant trivialement des complexes de Steiner forts, le fait que les c(∆m) sont des
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complexes de Steiner forts (proposition 8.5) résulte donc aussi de la stabilité des
complexes de Steiner forts par le joint (corollaire 7.20).
Proposition 8.8. — Pour tous m,n > −1, on a un isomorphisme canonique
ν(c(∆m)) ⋆ ν(c(∆n)) ≃ ν(c(∆m+1+n)),
naturel en ∆m et ∆n dans ∆+.
Démonstration. — Cela résulte immédiatement de la proposition précédente, du fait
que les c(∆p) sont des complexes de Steiner forts (proposition 8.5) et du caractère
monoïdal du joint sur les complexes de Steiner forts (voir le théorème 7.28).
Théorème 8.9. — Le foncteur O+ : ∆ → ∞-Cat est canoniquement isomorphe au
composé
∆+
c
−→ Cda
ν
−→∞-Cat.
En particulier, pour tout n > −1, on a On ≃ ν(c(∆n)).
Démonstration. — Le foncteur O+ : ∆+ → ∞-Cat étant caractérisé par le fait qu’il
est monoïdal et envoie ∆0 sur ∆0, il suffit de vérifier que le foncteur νc :∆+ →∞-Cat
vérifie ces deux propriétés. Or, il est immédiat qu’on a bien νc(∆0) ≃ ∆0 et le caractère
monoïdal du foncteur νc est donné par la proposition précédente, d’où le résultat.
Corollaire 8.10. — Les foncteurs
O :∆→∞-Cat et N∞ :∞-Cat → ∆̂
sont isomorphes à l’objet cosimplicial de Street et au nerf de Street définis dans [35].
Démonstration. — En vertu du théorème précédent, le foncteur O : ∆ → ∞-Cat
est isomorphe au foncteur ∆n 7→ ν(c(∆n)) qui est l’objet cosimplicial de Street
d’après [32, théorème 3.2], d’où le résultat.
Remarque 8.11. — Dans cette section, on a produit l’objet cosimplicial de Street
et le nerf de Street à partir de la structure de catégorie monoïdale sur ∞-Cat définie
par le joint. Si on avait utilisé la structure de catégorie monoïdale du paragraphe 7.36,
on aurait produit l’objet cosimplicial ∆n 7→ (On)co et le nerf C 7→ N∞(Cco). Quant
à la convention de signe exposée dans la remarque 7.4, elle aurait mené à l’objet
cosimplicial ∆n 7→ (On)◦ et au nerf C 7→ N∞(C◦).
8.12. — Rappelons brièvement la définition du joint simplicial (voir par exemple [23,
section 3]). La structure de catégorie monoïdale sur ∆+ définie au paragraphe 8.1
s’étend par limites inductives canoniques en une structure de catégorie monoïdale
sur la catégorie des ensembles simpliciaux augmentés ∆̂+. On vérifie que la catégorie
des ensembles simpliciaux forme une sous-catégorie monoïdale de cette structure,
où on a considéré qu’un ensemble simplicial est un ensemble simplicial augmenté
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en l’augmentant au-dessus de ∆0 de l’unique manière possible. On obtient ainsi un
foncteur
∆̂× ∆̂→ ∆̂
(X,Y ) 7→ X ⋆ Y
qu’on appelle le joint simplicial. On vérifie immédiatement que l’unité de cette struc-
ture est l’ensemble simplicial vide. Par ailleurs, on montre que le joint simplicial
commute aux limites inductives connexes en chaque variable. Ainsi, en vertu de la
remarque 6.9, le joint simplicial définit une structure monoïdale localement bifermée
(voir le paragraphe 6.7).
Proposition 8.13. — Les foncteurs
c∞ : ∆̂→∞-Cat et N∞ :∞-Cat → ∆̂,
où c∞ désigne l’adjoint à gauche de N∞, sont monoïdal et monoïdal lax respective-
ment, les catégories ∆̂ et ∞-Cat étant toutes deux munies des structures de catégorie
monoïdale définies par le joint.
Démonstration. — Par adjonction, il suffit de montrer que le foncteur c∞ est monoï-
dal. On a évidemment c∞(∅) = ∅. Produisons maintenant la contrainte de compati-
bilité aux produits tensoriels. Puisque c∞ commute aux limites inductives et que les
deux foncteurs joint commutent aux limites inductives connexes en chaque variable
(l’un en vertu du théorème 7.28 et l’autre en vertu du paragraphe précédent), les
foncteurs
(X,Y ) 7→ c∞(X) ⋆ c∞(Y ) et (X,Y ) 7→ c∞(X ⋆ Y )
de ∆̂×∆̂ dans∞-Cat commutent tout deux aux limites inductives connexes en chaque
variable. Par ailleurs, pour m > −1 et n > −1, on a, en vertu du théorème 8.9, des
isomorphismes naturels
c∞(∆m) ⋆ c∞(∆n) ≃ Om ⋆On ≃ Om+1+n ≃ c∞(∆m+1+n) ≃ c∞(∆m ⋆ ∆n),
où ∆−1 désigne l’ensemble simplicial vide. On obtient le résultat puisque tout en-
semble simplicial est limite inductive canonique de ∆p avec p > −1 et que cette limite
inductive est connexe.
Remarque 8.14. — Un ingrédient clé à la démonstration de notre théorème A de
Quillen ∞-catégorique dans [7] et [8] est un résultat de compatibilité (partielle) du
nerf de Street aux tranches∞-catégoriques et simpliciales, ces dernières étant définies
par les adjoints à droite associés à la structure de catégorie monoïdale localement
bifermée définie par le joint simplicial. On exposera cette compatibilité dans [8] ; le
cas particulier des tranches au-dessous d’un objet sera également établi dans [7], sans
utiliser le joint.
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9. Joint et tranches n-catégoriques
Dans toute cette section, on fixe un entier n > 0.
9.1. — On notera Θn la sous-catégorie pleine de la catégorie n-Cat des n-catégories
formée des objets de Θ qui sont des n-catégories. De même, on notera (Θn)+ la
sous-catégorie pleine de la catégorie n-Cat formée des objets de Θ+ qui sont des
n-catégories.
On vérifie facilement que, si S est un objet de Θ, alors τ i6n(S) (voir le para-
graphe 1.2) est un objet de Θn. En particulier, le foncteur τ i6n : ∞-Cat → n-Cat
induit un foncteur Θ → Θn qui fournit un adjoint à gauche au foncteur d’inclu-
sion Θn →֒ Θ. La catégorie Θn est donc une sous-catégorie réflexive de Θ. De même,
la catégorie (Θn)+ est une sous-catégorie réflexive de Θ+.
Proposition 9.2. — La catégorie Θn (et donc la catégorie (Θn)+) est une sous-
catégorie dense de n-Cat. Autrement dit, si C est une n-catégorie, le morphisme ca-
nonique
lim
−→
(S,S→C)∈Θn/C
S −→ C
est un isomorphisme de n-catégories.
Démonstration. — En vertu de la proposition 4.5, on obtient un isomorphisme en
remplaçant Θn par Θ dans la formule ci-dessus et il suffit donc de montrer que l’in-
clusion Θn/C →֒ Θ/C est un foncteur cofinal. Or, il résulte immédiatement du fait
que Θn est un sous-catégorie réflexive de Θ que ce foncteur est un adjoint à droite,
d’où le résultat.
Lemme 9.3. — Soient p, q > 0 deux entiers. Si K est un complexe dirigé aug-
menté de dimension p et L un complexe dirigé augmenté de dimension q, alors leur
joint K ⋆ L est un complexe dirigé augmenté de dimension p+ 1 + q.
Démonstration. — Cela résulte immédiatement de la formule explicite définissant le
joint des complexes dirigés augmentés (voir les paragraphes 7.5 et 7.7).
Lemme 9.4. — Soient S un objet de (Θp)+ et T un objet de (Θq)+, où p et q sont
des entiers positifs. Alors le joint de S et T est une (p+ 1 + q)-catégorie.
Démonstration. — En vertu du paragraphe 7.29, on a S⋆T ≃ ν(λ(S)⋆λ(T )). Puisque
les foncteurs λ et ν se restreignent en des foncteurs entre r-catégories et complexes
dirigés augmentés de dimension au plus r, le résultat est conséquence du lemme pré-
cédent.
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Proposition 9.5. — Soient p, q > 0 deux entiers. Si C est une p-catégorie et D une
q-catégorie, alors on a un isomorphisme canonique
C ⋆ D ≃ lim
−→
(S,S→C)∈(Θp)+/C
(T,T→D)∈(Θq)+/D
S ⋆ T.
En particulier, le joint de C et D est une (p+ 1 + q)-catégorie.
Démonstration. — En vertu de la proposition 9.2, pour r = p, q, la catégorie (Θr)+
est dense dans r-Cat et on a donc
C ≃ lim
−→
(S,S→C)∈(Θp)+/C
S et D ≃ lim
−→
(T,T→D)∈(Θq)+/D
T.
On obtient alors la formule de l’énoncé en utilisant la commutation du joint aux
limites inductives connexes en chaque variable (voir le théorème 7.28). Ainsi, en vertu
du lemme précédent, le joint de C et D est limite inductive de (p+ 1 + q)-catégories
et est donc une (p+ 1 + q)-catégorie.
9.6. — Soient C et D deux n-catégories. On appelle joint n-catégorique de C et D
la n-catégorie
C ⋆n D = τ i6n(C ⋆ D).
Cette opération définit un foncteur
n-Cat × n-Cat → n-Cat
(C,D) 7→ C ⋆n D.
Si C est une n-catégorie, on a
∅ ⋆n C = τ i6n(∅ ⋆ C) ≃ τ
i
6n(C) = C
et, de même,
C ⋆n ∅ ≃ C.
On notera, comme dans le cas de ∞-Cat,
C
ι1−→ C ⋆n D
ι2←− D
les ∞-foncteurs canoniques.
Le but des énoncés suivants est d’établir que le joint n-catégorique définit une
structure de catégorie monoïdale sur n-Cat.
Lemme 9.7. — Soient K et L deux complexes dirigés augmentés. Les morphismes
canoniques K → τ i6n(K) et L→ τ
i
6n(L) induisent un isomorphisme
τ i6n(K ⋆ L) ≃ τ
i
6n(τ
i
6n(K) ⋆ τ
i
6n(L)).
Démonstration. — Il s’agit de montrer que pour tout r tel que 0 6 r 6 n, l’application
canonique
αr : τ i6n(K ⋆ L)r → τ
i
6n(τ
i
6n(K) ⋆ τ
i
6n(L))r
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est une bijection. Si r < n, cette application n’est autre que l’application canonique
(K ⋆ L)r → (τ i6n(K) ⋆ τ
i
6n(L))r.
Or, la description explicite du joint (voir les paragraphes 7.5 et 7.7) montre que cette
application est l’identité puisque τ i6n(K)p = Kp et τ
i
6n(L)q = Lq pour p, q 6 r < n.
Traitons maintenant le cas r = n. Par définition, τ i6n(K ⋆ L)n est le quotient du
groupe abélien ( ⊕
p+1+q=n
n>p>−1, n>q>−1
(Kp ⊗ Lq)
)
⊕Kn ⊕ Ln
par le sous-groupe( ∑
p′+1+q′=n+1
n>p′>−1, n>q′>−1
d(Kp′ ⊗ Lq′)
)
+ d(Kn ⊗ L0) + d(K0 ⊗ Ln) + d(Kn+1) + d(Ln+1)
et τ i6n(τ
i
6n(K) ⋆ τ
i
6n(L))n le quotient du groupe abélien( ⊕
p+1+q=n
n>p>−1, n>q>−1
(Kp ⊗ Lq)
)
⊕Kn/d(Kn+1)⊕ Ln/d(Ln+1)
par le sous-groupe( ∑
p′+1+q′=n+1
n>p′>−1, n>q′>−1
d(Kp′ ⊗ Lq′)
)
+ d(Kn/d(Kn+1)⊗ L0) + d(K0 ⊗ Ln/d(Ln+1))
(modulo un ajustement mineur pour traiter le cas n = 0). Puisque
d(Kn/d(Kn+1)⊗ L0) = d(Kn ⊗ L0) et d(K0 ⊗ Ln/d(Ln+1)) = d(K0 ⊗ Ln),
le morphisme canonique du premier quotient vers le second est un isomorphisme, ce
qu’il fallait démontrer.
Proposition 9.8. — Soient C et D deux ∞-catégories. Les ∞-foncteurs canoniques
C → τ i6n(C) et D → τ
i
6n(D) induisent un isomorphisme
τ i6n(C ⋆ D) ≃ τ
i
6n(τ
i
6n(C) ⋆ τ
i
6n(D)).
Démonstration. — Commençons par démontrer le résultat dans le cas où C = S
et D = T sont des objets de Θ+. Observons tout d’abord que si U est un objet
de Θ+, alors τ i6n(λ(U)) est un complexe de Steiner fort. En effet, en vertu de la
proposition 2.22, on a τ i6n(λ(U)) = λ(τ
i
6n(U)) et, la n-catégorie τ
i
6n(U) étant un
objet de Θ+, on conclut en vertu de la proposition 4.11. On a donc
τ i6n(S ⋆ T ) ≃ τ
i
6nν(λ(S) ⋆ λ(T ))
(en vertu du paragraphe 7.29)
≃ ντ i6n(λ(S) ⋆ λ(T ))
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(en vertu de la proposition 2.23)
≃ ντ i6n(τ
i
6n(λ(S)) ⋆ τ
i
6n(λ(T )))
(en vertu du lemme précédent)
≃ τ i6nν(τ
i
6n(λ(S)) ⋆ τ
i
6n(λ(T )))
≃ τ i6n(ντ
i
6n(λ(S)) ⋆ ντ
i
6n(λ(T )))
(puisque τ i6n(λ(U)) pour U = S, T est de Steiner fort)
≃ τ i6n(τ
i
6nν(λ(S)) ⋆ τ
i
6nν(λ(T )))
≃ τ i6n(τ
i
6n(S) ⋆ τ
i
6n(T )),
où le dernier isomorphisme résulte de la proposition 4.11.
Passons au cas général. On a, en désignant par S et T des objets de Θ+,
τ i6n(C ⋆ D) ≃ τ
i
6n( lim−→
S→C,T→D
S ⋆ T )
(en vertu du paragraphe 7.29)
≃ lim
−→
S→C,T→D
τ i6n(S ⋆ T )
(puisque τ i6n est un adjoint à gauche)
≃ lim
−→
S→C,T→D
τ i6n(τ
i
6n(S) ⋆ τ
i
6n(T ))
(en vertu du cas précédent)
≃ τ i6n(τ
i
6n( lim−→
S→C
S) ⋆ τ i6n( lim−→
T→D
T ))
(en vertu du théorème 7.28)
≃ τ i6n(τ
i
6n(C) ⋆ τ
i
6n(D)),
ce qu’il fallait démontrer.
Proposition 9.9. — La structure de catégorie monoïdale sur ∞-Cat définie par le
joint induit une structure de catégorie monoïdale sur n-Cat pour le joint n-catégorique.
Démonstration. — Cela résulte formellement de la proposition précédente. En effet,
si A, B et C sont trois n-catégories, on a
A ⋆n (B ⋆n C) = τ i6n(A ⋆ τ
i
6n(B ⋆ C))
≃ τ i6n(τ
i
6n(A) ⋆ τ
i
6n(B ⋆ C))
≃ τ i6n(A ⋆ (B ⋆ C)),
les deux isomorphismes résultant de la proposition précédente. De même, on a
(A ⋆n B) ⋆n C ≃ τ i6n((A ⋆ B) ⋆ C),
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et la contrainte d’associativité du joint induit donc une contrainte d’associativité pour
le joint n-catégorique. Par ailleurs, on a vérifié au paragraphe 9.6 qu’on a
∅ ⋆n C ≃ C et C ⋆n ∅ ≃ C,
d’où le résultat.
Lemme 9.10. — Pour toute ∞-catégorie A et pour tout i > n, le ∞-foncteur
κni : Di → Dn coreprésentant l’identité (voir le paragraphe 4.8) induit un isomor-
phisme
τ i6n(A ⋆Di) ≃ τ
i
6n(A ⋆Dn).
Démonstration. — Le n-tronqué intelligent du ∞-foncteur κni : Di → Dn étant un
isomorphisme, l’assertion résulte de la proposition 9.8.
Proposition 9.11. — Si C est une n-catégorie et u : A → C est un ∞-foncteur,
alors les ∞-catégories u\C et C
co
/u sont des n-catégories.
Démonstration. — Par dualité, il suffit de montrer l’assertion pour la ∞-caté-
gorie u\C. Par définition, les i-flèches de cette ∞-catégorie sont les ∞-foncteurs
A ⋆ Di → C au-dessous de A. Puisque C est une n-catégorie, de tels ∞-foncteurs
ne dépendent que du n-tronqué intelligent τ i6n(A ⋆ Di). Fixons i > n. En vertu
du lemme précédent, le ∞-foncteur Di+1 → Di coreprésentant l’identité induit un
isomorphisme sur ces n-tronqués. L’application identité (u\C)i → (u\C)i+1, induite
par κi, est donc une bijection, d’où le résultat.
Proposition 9.12. — Soient A et B des n-catégories. On a des couples de foncteurs
adjoints
n-Cat → A\n-Cat,
B 7→ (A ⋆n B, ι1)
A\n-Cat → n-Cat
(C,A u−→ C) 7→ u\C
et
n-Cat → B\n-Cat,
A 7→ (A ⋆n B, ι2)
B\n-Cat → n-Cat.
(C,B v−→ C) 7→ C
co
/v
Démonstration. — Notons tout d’abord que l’énoncé est bien défini puisque, en vertu
de la proposition précédente, les ∞-catégories u\C et C
co
/v sont des n-catégories. Par
ailleurs, on a
Homn-Cat(B, u\C) ≃ Hom∞-Cat(B, u\C)
≃ HomA\∞-Cat((A ⋆ B, ι1), (C, u))
(par adjonction définissant les tranches)
≃ Homτ i6n(A)\∞-Cat((τ
i
6n(A ⋆ B), τ
i
6n(ι1)), (C, u))
(par adjonction)
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≃ HomA\∞-Cat((A ⋆n B, ι1), (C, u))
≃ HomA\n-Cat((A ⋆n B, ι1), (C, u)),
ce qui établit la première adjonction. La deuxième s’en déduit par dualité.
Corollaire 9.13. — La structure de catégorie monoïdale sur n-Cat définie par le
joint n-catégorique est localement bifermée. En particulier, le joint n-catégorique com-
mute aux limites inductives connexes en chaque variable.
Démonstration. — Cela découle immédiatement de la proposition précédente.
Remarque 9.14. — On peut déduire par dualité des résultats analogues pour le
joint dual (voir la remarque 7.36). En particulier, le joint dual induit une structure
de catégorie monoïdale localement bifermée sur n-Cat.
Dans la suite de cette section, nous allons comparer le joint n-catégorique dans
le cas n = 1 avec le joint catégorique classique tel qu’exposé, par exemple, dans la
section 3.1 de [24].
9.15. — Soient C et D deux catégories. Le joint catégorique classique est la catégorie
C ⋆c1 D définie de la manière suivante :
– on pose Ob(C ⋆c1 D) = Ob(C)
∐
Ob(D) ;
– pour tous x et y dans Ob(C ⋆c1 D), on pose
HomC⋆c1D
(x, y) =

HomC(x, y) si x et y sont dans Ob(C),
HomD(x, y) si x et y sont dans Ob(D),
∗ si x est dans Ob(C) et y dans Ob(D),
∅ si x est dans Ob(D) et y dans Ob(C) ;
– la composition et les identités sont définies de la manière évidente.
On obtient ainsi un foncteur ⋆c1 : Cat × Cat → Cat. On vérifie que ce foncteur définit
une structure de catégorie monoïdale sur Cat d’unité la catégorie initiale ∅. Fixons
maintenant A et B deux catégories. En utilisant le fait que ∅ est l’unité de la structure
monoïdale, on obtient des foncteurs
A
ι1−→ A ⋆c1 B
ι2←− B,
et donc des foncteurs
Cat → A\Cat
B 7→ (A ⋆c1 B, ι1 : A→ A ⋆
c
1 B)
et
Cat → B\Cat
A 7→ (A ⋆c1 B, ι2 : B → A ⋆
c
1 B).
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Ces foncteurs admettent des adjoints à droite qu’on appellera les tranches catégoriques
classiques au-dessous et au-dessus. En particulier, le foncteur joint catégorique clas-
sique commute aux limites inductives connexes en chaque variable. Dans le cas où A
et B sont la catégorie finale, on retrouve les tranches usuelles c\C et C/c au-dessous
ou au-dessus d’un objet c de C.
Lemme 9.16. — Soit p > −1. On a un isomorphisme canonique τ i61(Op) ≃ ∆p.
Démonstration. — En vertu du théorème 8.9, on a Op ≃ νc(∆p) et donc, d’après
la proposition 2.23, τ i61(Op) ≃ τ
i
61νc(∆p) ≃ ντ
i
61c(∆p). Par ailleurs, puisque ∆p
appartient à Θ+, on a ∆p ≃ νλ(∆p) en vertu de la proposition 4.11. Pour conclure, il
suffit donc de définir un isomorphisme τ i61c(∆p)→ λ(∆p), ce qui est immédiat.
Lemme 9.17. — Pour tous p, q > −1, on a un isomorphisme canonique
∆p ⋆1 ∆q ≃ ∆p ⋆
c
1 ∆q,
naturel en ∆p et ∆q dans ∆+.
Démonstration. — On vérifie immédiatement qu’on a ∆p ⋆c1 ∆q ≃ ∆p+1+q. Par
ailleurs, on a
∆p ⋆1 ∆q = τ i61(∆p ⋆ ∆q)
≃ τ i61(τ
i
61(Op) ⋆ τ
i
61(Oq))
(en vertu du lemme précédent)
≃ τ i61(Op ⋆Oq)
(en vertu de la proposition 9.8)
≃ τ i61(Op+1+q)
≃ ∆p+1+q,
d’où le résultat.
Proposition 9.18. — Le joint 1-catégorique et le joint catégorique classique sont
canoniquement isomorphes. Autrement dit, on a un isomorphisme canonique
C ⋆1 D ≃ C ⋆
c
1 D,
naturel en C et D dans Cat.
Démonstration. — Le lemme précédent donne un isomorphisme canonique
C ⋆1 D → C ⋆
c
1 D
pour C et D dans∆+. Or toute catégorie est limite inductive connexe d’objets de∆+
et les deux foncteurs commutent aux limites inductives connexes en chaque variable,
d’où le résultat.
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Corollaire 9.19. — Si C est une catégorie et u : A → C est un foncteur, alors les
catégories u\C et C
co
/u sont les tranches catégoriques classiques.
Démonstration. — En vertu du cas n = 1 de la proposition 9.12 et de la proposition
précédente, les tranches u\C et C
co
/u vérifient les mêmes propriétés universelles que
les tranches catégoriques classiques (voir le paragraphe 9.15), d’où le résultat.
Remarque 9.20. — Si C est une 1-catégorie et u : A→ C est un 1-foncteur, alors la
catégorie C
co
/u coïncide avec la∞-catégorie C/u de la remarque 7.36 (qui est donc une
catégorie). Cela résulte immédiatement du fait que Dco = D si D est une 1-catégorie.
10. Description explicite des tranches au-dessous d’un objet
Soient C une ∞-catégorie et c un objet de C. En considérant c comme un
∞-foncteur D0 → C, le paragraphe 7.30 permet de définir une ∞-catégorie c\C. Le
but de cette section est de décrire explicitement cette ∞-catégorie.
Dans cette section, on utilisera librement les conventions sur les formules de com-
position de cellules dans une ∞-catégorie qu’on a fixées au paragraphe 1.1.
10.1. — Fixons i > 0. Nous allons commencer par décrire la (i+ 1)-catégorie D0⋆Di.
On notera a l’unique objet de D0 et x la cellule principale de Di. En vertu de la
proposition 4.11 et du paragraphe 7.29, on a
D0 ⋆Di ≃ ν(λ(D0) ⋆ λ(Di)).
Par ailleurs, les paragraphes 4.7 et 7.13 montrent que le complexe λ(D0) ⋆ λ(Di) a
pour base l’ensemble formé des
a ⋆∅, ∅ ⋆ xεk, a ⋆ x
ε
k,
où k varie entre 0 et i, et ε = 0, 1 (en se souvenant que x0i = x
1
i ).
Proposition 10.2. — Pour tout k tel que 0 < k 6 i et ε = 0, 1, on a
s(〈∅ ⋆ xεk〉) = 〈∅ ⋆ x
0
k−1〉 et t(〈∅ ⋆ x
ε
k〉) = 〈∅ ⋆ x
1
k−1〉.
Démonstration. — Cela résulte immédiatement de l’égalité
d(∅ ⋆ xεk) = ∅ ⋆ d(x
ε
k) = ∅ ⋆ x
1
k−1 −∅ ⋆ x
0
k−1.
Lemme 10.3. — Pour tout k tel que 0 6 k 6 i, tout l tel que 0 6 l < k + 1 et
ε = 0, 1, on a
〈a ⋆ xεk〉
0
l = a ⋆ x
1
l−1
et
〈a ⋆ xεk〉
1
l = ∅ ⋆ x
η
l + a ⋆ x
0
l−1,
où η vaut ε si k = l et 1 sinon. En particulier, on a
〈a ⋆ xεk〉
0
0 = a ⋆∅ et 〈a ⋆ x
ε
k〉
1
0 = ∅ ⋆ x
η
0 .
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Démonstration. — En vertu du lemme 7.14 (et avec ses conventions), on a
〈a ⋆ xεk〉
0
l = 〈a〉
0
−1 ⋆ 〈x
ε
k〉
0
l + 〈a〉
0
0 ⋆ 〈x
ε
k〉
1
l−1 = a ⋆ x
1
l−1
et
〈a ⋆ xεk〉
1
l = 〈a〉
1
−1 ⋆ 〈x
ε
k〉
1
l + 〈a〉
1
0 ⋆ 〈x
ε
k〉
0
l−1 = ∅ ⋆ x
η
l + a ⋆ x
0
l−1,
ce qu’on voulait démontrer.
Proposition 10.4. — Pour tout k tel que 0 6 k 6 i et ε = 0, 1, on a
s(〈a ⋆ xεk〉) = 〈a ⋆ x
1
k−1〉
et
t(〈a ⋆ xεk〉) = 〈∅ ⋆ x
ε
k〉 ∗0 〈a ⋆ x
0
0〉 ∗1 · · · ∗k−1 〈a ⋆ x
0
k−1〉.
Démonstration. — C’est le cas l = k du lemme plus général suivant.
Lemme 10.5. — Pour tous k, l tels que 0 6 l 6 k 6 i et ε = 0, 1, on a
sl(〈a ⋆ xεk〉) = 〈a ⋆ x
1
l−1〉,
et
tl(〈a ⋆ xεk〉) = 〈∅ ⋆ x
η
l 〉 ∗0 〈a ⋆ x
0
0〉 ∗1 · · · ∗l−1 〈a ⋆ x
0
l−1〉,
où η vaut ε si k = l et 1 sinon.
Démonstration. — En vertu du lemme 10.3, on a 〈a ⋆ xεk〉
0
l = a ⋆ x
1
l−1 et donc
sl(〈a ⋆ xεk〉) = 〈a ⋆ x
1
l−1〉 par définition des atomes et de leurs sources.
Démontrons la deuxième égalité par récurrence sur l. Pour l = 0, en vertu du
lemme 10.3, on a 〈a ⋆ xεk〉
1
0 = ∅ ⋆ x
η
0 et donc t0(〈a ⋆ x
ε
k〉) = 〈∅ ⋆ x
η
0〉. Supposons
maintenant l’égalité démontrée au rang l − 1 et montrons-la au rang l 6 k. Par la
proposition 10.2 et l’hypothèse de récurrence, on a
sl−1
(
〈∅ ⋆ xηl 〉 ∗0 〈a ⋆ x
0
0〉 ∗1 · · · ∗l−2 〈a ⋆ x
0
l−2〉
)
= 〈∅ ⋆ x0l−1〉 ∗0 〈a ⋆ x
0
0〉 ∗1 · · · ∗l−2 〈a ⋆ x
0
l−2〉
= tl−1(〈a ⋆ x0l−1〉)
et la cellule
u =
(
〈∅ ⋆ xηl 〉 ∗0 〈a ⋆ x
0
0〉 ∗1 · · · ∗l−2 〈a ⋆ x
0
l−2〉
)
∗l−1 〈a ⋆ x
0
l−1〉
est donc bien définie. Par ailleurs, en utilisant le lemme 10.3, on obtient
ul = ∅ ⋆ x
η
l + a ⋆ x
0
l−1 = 〈a ⋆ x
ε
k〉
1
l = tl(〈a ⋆ x
ε
k〉)l.
Pour conclure, il suffit donc de montrer qu’on a
s(tl(〈a ⋆ xεk〉)) = s(u) et t(tl(〈a ⋆ x
ε
k〉)) = t(u).
Or, en utilisant la première égalité de l’énoncé, on a
s(tl(〈a ⋆ xεk〉)) = sl−1(〈a ⋆ x
ε
k〉) = 〈a ⋆ x
1
l−2〉 = sl−1(〈a ⋆ x
0
l−1〉) = s(u)
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et, en utilisant l’hypothèse de récurrence, on a
t(tl(〈a ⋆ xεk〉)) = tl−1(〈a ⋆ x
ε
k〉)
= 〈∅ ⋆ x1l−1〉 ∗0 〈a ⋆ x
0
0〉 ∗1 · · · ∗l−2 〈a ⋆ x
0
l−2〉
= tl−1
(
〈∅ ⋆ xηl 〉 ∗0 〈a ⋆ x
0
0〉 ∗1 · · · ∗l−2 〈a ⋆ x
0
l−2〉 ⋆l−1 〈a ⋆ x
0
l−1〉
)
= t(u),
d’où le résultat.
Proposition 10.6. — Soit C une ∞-catégorie. Fixons
– c un objet de C ;
– d une i-flèche de C ;
– pour tout k tel que 0 6 k 6 i et ε = 0, 1, αεk une (k+1)-flèche de C, avec α
0
i = α
1
i ,
vérifiant les égalités
s(αεk) =
{
c si k = 0,
α1k−1 si k > 0,
et t(αεk) = d
ε
k ∗0 α
0
0 ∗1 · · · ∗k−1 α
0
k−1,
où on a posé
dεk =
{
sk(d) si ε = 0,
tk(d) si ε = 1.
Alors il existe un et un seul ∞-foncteur h : D0 ⋆Di → C tel que
c = h(〈a ⋆∅〉), d = h(〈∅ ⋆ xi〉) et αεk = h(〈a ⋆ x
ε
k〉),
pour tout k tel que 0 6 k 6 i et ε = 0, 1.
Démonstration. — En vertu du théorème 2.13, la ∞-catégorie ν(λ(D0) ⋆ λ(Di)), iso-
morphe à la ∞-catégorie D0 ⋆ Di, est engendrée librement par ses atomes au sens
des polygraphes. Cela signifie que la donnée d’un ∞-foncteur h : D0 ⋆ Di → C est
équivalente à donnée de
c = h(〈a ⋆∅〉), dεk = h(〈∅ ⋆ x
ε
k〉) et α
ε
k = h(〈a ⋆ x
ε
k〉),
pour 0 6 k 6 i et ε = 0, 1, avec d0i = d
1
i et α
0
i = α
1
i , compatibles aux sources et
aux buts. En vertu de la proposition 10.4, cette compatibilité pour les atomes de
la forme 〈a ⋆ xεk〉 s’exprime par les égalités de l’énoncé. Pour les atomes de la forme
∅⋆xεk avec 0 < k 6 i, en vertu de la proposition 10.2, ces compatibilités sont données
par les égalités
s(dεk) = d
0
k−1 et t(d
ε
k) = d
1
k−1
Or, la donnée de dεk satisfaisant à ces égalités est équivalente à celle de d = d
0
i = d
1
i ,
d’où le résultat.
10.7. — Soient C une ∞-catégorie et c un objet de C. Par définition (voir le para-
graphe 7.32), les i-flèches de c\C correspondent aux ∞-foncteurs h : D0 ⋆ Di → C
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rendant le triangle
D0 ⋆Di
h // C
D0
ι1
OO
c
;;✇✇✇✇✇✇✇✇✇
commutatif. En vertu de la proposition précédente, un tel ∞-foncteur est déterminé
par un couple (d, α), où d est une i-flèche de C et α est une famille de cellules αεk
de C, pour 0 6 k 6 i et ε = 0, 1, avec α0i = α
1
i ,
αε0 : c→ d
ε
0, 1-flèche,
αεk : α
1
k−1 → d
ε
k ∗0 α
0
0 ∗1 · · · ∗k−1 α
0
k−1, (k + 1)-flèche, pour 0 < k 6 i,
où on a posé
dεk =
{
sk(d) si ε = 0,
tk(d) si ε = 1.
Dans la suite de cette section, on identifiera les i-flèches de c\C avec de tels
couples (d, α). On notera αi pour α0i = α
1
i .
Voici une représentation graphique des objets, des 1-flèches et des 2-flèches de c\C :
c
α0

d ,
c
α00
☛☛
☛☛
☛☛
☛☛
☛
α10

✸✸
✸✸
✸✸
✸✸
✸
d00 d
// d10 ,
α1
t| ♣♣♣♣♣♣
c
α00
☛☛
☛☛
☛☛
☛☛
☛
α10

✸✸
✸✸
✸✸
✸✸
✸
d00 d
0
1
((
d11
66d d
1
0 .
α01


α11jr
α2✵R_✵ ✵✵
Le but de la suite de cette section est de décrire la structure de∞-catégorie de c\C
en termes des (d, α).
10.8. — Nous noterons, conformément aux notations du paragraphe 5.1,
σi : D0 ⋆Di−1 → D0 ⋆Di pour i > 1,
τi : D0 ⋆Di−1 → D0 ⋆Di pour i > 1,
κi : D0 ⋆Di+1 → D0 ⋆Di pour i > 0,
∇ij : D0 ⋆Di → D0 ⋆Di ∐D0⋆Dj D0 ⋆Di pour i > j > 0,
les morphismes de la structure d’objet∞-cocatégorie dans∞-Cat de D0⋆D•. Ces mor-
phismes sont induits par les morphismes σi, τi, κi et ∇ij de l’objet ∞-cocatégorie D•
de l’exemple 5.4.
Nous allons commencer par décrire concrètement les morphismes σi, τi et κi de la
∞-cocatégorie D0 ⋆D•.
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Proposition 10.9. — Fixons i > 1 et notons x la cellule principale de Di−1 et y
celle de Di. Alors le ∞-foncteur σi : D0 ⋆Di−1 → D0 ⋆Di est donné par
〈∅ ⋆ xεk〉 7→ 〈∅ ⋆ y
ε
k〉 pour 0 6 k < i− 1 et ε = 0, 1,
〈∅ ⋆ xi−1〉 7→ 〈∅ ⋆ y
0
i−1〉,
〈a ⋆ xεk〉 7→ 〈a ⋆ y
ε
k〉 pour 0 6 k < i− 1 et ε = 0, 1,
〈a ⋆ xi−1〉 7→ 〈a ⋆ y
0
i−1〉.
De même, le ∞-foncteur τi : D0 ⋆Di−1 → D0 ⋆Di est donné par
〈∅ ⋆ xεk〉 7→ 〈∅ ⋆ y
ε
k〉 pour 0 6 k < i− 1 et ε = 0, 1,
〈∅ ⋆ xi−1〉 7→ 〈∅ ⋆ y
1
i−1〉,
〈a ⋆ xεk〉 7→ 〈a ⋆ y
ε
k〉 pour 0 6 k < i− 1 et ε = 0, 1,
〈a ⋆ xi−1〉 7→ 〈a ⋆ y
1
i−1〉.
Démonstration. — Cela résulte immédiatement du lemme 7.16 et de la description
des morphismes λ(σi), λ(τi) : λ(Di−1)→ λ(Di) donnée au paragraphe 4.9.
Proposition 10.10. — Fixons i > 0 et notons x la cellule principale de Di+1 et y
celle de Di. Alors le ∞-foncteur κi : D0 ⋆Di+1 → D0 ⋆Di est donné par
〈∅ ⋆ xεk〉 7→ 〈∅ ⋆ y
ε
k〉 pour 0 6 k < i et ε = 0, 1,
〈∅ ⋆ xεi 〉 7→ 〈∅ ⋆ yi〉 pour ε = 0, 1,
〈∅ ⋆ xi+1〉 7→ 1〈∅⋆yi〉,
〈a ⋆ xεk〉 7→ 〈a ⋆ y
ε
k〉 pour 0 6 k < i et ε = 0, 1,
〈a ⋆ xεi 〉 7→ 〈a ⋆ yi〉 pour ε = 0, 1,
〈a ⋆ xi+1〉 7→ 1〈a⋆yi〉.
Démonstration. — Pour tous les atomes sauf 〈∅ ⋆ xi+1〉 et 〈a ⋆ xi+1〉, cela résulte du
lemme 7.16 et de la description du morphisme λ(κi) : λ(Di+1) → λ(Di) donnée au
paragraphe 4.9. Traitons maintenant le cas des atomes 〈∅ ⋆ xi+1〉 et 〈a ⋆ xi+1〉. On a
κi(〈∅ ⋆ xi+1〉)i+1 = ∅ ⋆ (λ(κi)(xi+1)) = ∅ ⋆ 0 = 0
et, par un calcul similaire, κi(〈a ⋆ xi+1〉)i+2 = 0. Ceci montre que κi(〈∅ ⋆ xi+1〉) et
κi(〈a ⋆ xi+1〉) sont des identités. Pour conclure, il suffit donc de vérifier qu’on a
s(κi(〈∅ ⋆ xi+1〉)) = 〈∅ ⋆ yi〉 et s(κi(〈a ⋆ xi+1〉)) = 〈a ⋆ yi〉.
Cela résulte des égalités
s(〈∅ ⋆ xi+1〉) = 〈∅ ⋆ x0i 〉 et s(〈a ⋆ xi+1〉) = 〈a ⋆ x
1
i 〉
(voir les propositions 10.2 et 10.4) et de la compatibilité aux sources et buts du
∞-foncteur κi.
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10.11. — Fixons maintenant j tel que 0 6 j < i. Nous allons décrire explicitement
le ∞-foncteur
∇ij : D0 ⋆Di → D0 ⋆Di ∐D0⋆Dj D0 ⋆Di.
Nous noterons x la cellule principale de l’objet Di apparaissant dans la source de ∇ij
et y et z les cellules principales des objets Di apparaissant de gauche à droite dans le
but de ∇ij .
En vertu du paragraphe 4.9 et avec ses notations, une base du complexe dirigé
augmenté
λ
(
D0 ⋆Di ∐D0⋆Dj D0 ⋆Di
)
≃ λ(D0) ⋆ λ(Di ∐Dj Di)
est donnée par les
〈a ⋆∅〉, 〈∅ ⋆ yεi 〉, 〈∅ ⋆ z
ε
i 〉, 〈a ⋆ y
ε
i 〉, 〈a ⋆ z
ε
i 〉,
pour 0 6 k 6 i et ε = 0, 1, modulo les identifications
y0j = z
1
j , y
ε
k = z
ε
k pour 0 6 k < j et ε = 0, 1,
ainsi que les identifications triviales y0i = y
1
i et z
0
i = z
1
i .
Lemme 10.12. — Pour tout k tel que j < k 6 i et ε = 0, 1, la (k + 1)-flèche
〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉 ∗j 〈a ⋆ z
ε
k〉 ∗j+1 〈a ⋆ y
ε
k〉
de D0 ⋆Di ∐D0⋆Dj D0 ⋆Di, où η vaut ε si k = j + 1 et 1 sinon, est bien définie.
Démonstration. — En vertu de la proposition 10.4, la j-flèche
〈∅ ⋆ z1j 〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉
est bien définie. Puisque, pour l 6 j − 1, on a
sl(〈∅ ⋆ y
η
j+1〉) = 〈∅ ⋆ y
0
l 〉 = 〈∅ ⋆ z
0
l 〉 = sl(〈∅ ⋆ z
1
j 〉),
on en déduit que la cellule
〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉
est également bien définie. De plus, on a
sj
(
〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉
)
= 〈∅ ⋆ y0j 〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉
= 〈∅ ⋆ z1j 〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉
= tj(〈a ⋆ zεk〉),
la dernière égalité résultant du lemme 10.5, ce qui montre que la cellule
〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉 ∗j 〈a ⋆ z
ε
k〉
est bien définie. Enfin, on a
sj+1
(
〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉 ∗j 〈a ⋆ z
ε
k〉
)
= 〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉 ∗j sj+1(〈a ⋆ z
ε
k〉)
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= 〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉 ∗j 〈a ⋆ z
1
j 〉
(en vertu du lemme 10.5)
= 〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ y
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ y
0
j−1〉 ∗j 〈a ⋆ y
0
j 〉
= tj+1(〈a ⋆ yεk〉),
la dernière égalité résultant de nouveau du lemme 10.5, ce qui achève de montrer que
la cellule de l’énoncé est bien définie.
Lemme 10.13. — Pour tout k tel que j < k 6 i, ε = 0, 1 et pour tout l tel que
0 6 l 6 k + 1, on a
∇ij(〈a ⋆ x
ε
k〉)
0
l =

a ⋆ y1l−1 si 0 6 l 6 j + 1,
a ⋆ y1l−1 + a ⋆ z
1
l−1 si j + 1 < l < k + 1,
a ⋆ yεl−1 + a ⋆ z
ε
l−1 si l = k + 1,
et
∇ij(〈a ⋆ x
ε
k〉)
1
l =

∅ ⋆ y1l + a ⋆ z
0
l−1 si 0 6 l 6 j,
∅ ⋆ yηl +∅ ⋆ z
η
l + a ⋆ z
0
l−1 si l = j + 1,
∅ ⋆ yηl +∅ ⋆ z
η
l + a ⋆ y
0
l−1 + a ⋆ z
0
l−1 si j + 1 < l < k + 1,
a ⋆ yεl−1 + a ⋆ z
ε
l−1 si l = k + 1,
où η vaut ε si l = k et 1 sinon.
Démonstration. — Montrons la première égalité. On a, en utilisant le lemme 10.3,
∇ij(〈a ⋆ x
ε
k〉)
0
l = λ(∇
i
j)(〈a ⋆ x
ε
k〉
0
l ) = λ(∇
i
j)(a ⋆ x
δ
l−1) = a ⋆ λ(∇
i
j)(x
δ
l−1),
où δ vaut ε si l = k + 1 et 1 sinon, et on obtient l’égalité par la description de λ(∇ij)
donnée au paragraphe 4.9.
Montrons la seconde. Le cas l = k + 1 s’obtient comme ci-dessus. Pour l < k + 1,
en utilisant de nouveau le lemme 10.3, on a
∇ij(〈a ⋆ x
ε
k〉)
1
l = λ(∇
i
j)(〈a ⋆ x
ε
k〉
1
l ) = λ(∇
i
j)(∅ ⋆ x
η
l + a ⋆ x
0
l−1)
= ∅ ⋆ λ(∇ij)(x
η
l ) + a ⋆ λ(∇
i
j)(x
0
l−1)
et on obtient le résultat en utilisant de nouveau la description de λ(∇ij) donnée au
paragraphe 4.9.
Proposition 10.14. — Le ∞-foncteur ∇ij : D0 ⋆ Di → D0 ⋆ Di ∐D0⋆Dj D0 ⋆ Di est
donné par
〈∅ ⋆ x0k〉 7→ 〈∅ ⋆ z
0
k〉 pour 0 6 k 6 j,
〈∅ ⋆ x1k〉 7→ 〈∅ ⋆ y
1
k〉 pour 0 6 k 6 j,
〈∅ ⋆ xεk〉 7→ 〈∅ ⋆ y
ε
k〉 ∗j 〈∅ ⋆ z
ε
k〉 pour j < k 6 i et ε = 0, 1,
〈a ⋆ x0k〉 7→ 〈a ⋆ z
0
k〉 pour 0 6 k 6 j,
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〈a ⋆ x1k〉 7→ 〈a ⋆ y
1
k〉 pour 0 6 k 6 j,
〈a ⋆ xεk〉 7→ u
ε
k pour j < k 6 i et ε = 0, 1,
où
uεk = 〈∅ ⋆ y
η
j+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉 ∗j 〈a ⋆ z
ε
k〉 ∗j+1 〈a ⋆ y
ε
k〉,
avec η valant ε si k = j + 1 et 1 sinon.
Démonstration. — Le cas des atomes de la forme 〈∅ ⋆ xεk〉 résulte de la naturalité
de ι2 et, plus précisément, de la commutativité du carré
D0 ⋆Di
∇ij
// D0 ⋆
(
Di ∐Dj Di
)
Di
ι2
OO
∇ij
// Di ∐Dj Di ,
ι2
OO
ainsi que de la description explicite du ∞-foncteur ∇ij : Di → Di ∐Dj Di (voir le
paragraphe 4.8).
Le cas des atomes de la forme 〈a ⋆ xεk〉 avec 0 6 k 6 j est conséquence du
lemme 7.16 et de la description du morphisme λ(∇ij) : λ(Di)→ λ(Di ∐Dj Di) donnée
au paragraphe 4.9.
Enfin, traitons le cas des atomes de la forme 〈a ⋆ xεk〉 avec k > j. Soient l tel que
0 6 l 6 k + 1 et ε′ = 0, 1. Il s’agit de montrer l’égalité (∇ij(〈a ⋆ x
ε
k〉))
ε′
l = (u
ε
k)
ε′
l . Le
membre de gauche a été calculé dans le lemme 10.13. Calculons celui de droite.
Si l 6 j + 1 (et donc l 6 k), on a, en utilisant le lemme 10.3,
(uεk)
0
l = (sl(u
ε
k))l = 〈a ⋆ y
ε
k〉
0
l = a ⋆ y
1
l−1.
Si j + 1 < l 6 k + 1, on a
(uεk)
ε′
l = 〈a ⋆ z
ε
k〉
ε′
l + 〈a ⋆ y
ε
k〉
ε′
l
et donc, pour l = k + 1,
(uεk)
ε′
l = a ⋆ z
ε
k + a ⋆ y
ε
k
et, pour j + 1 < l < k + 1, en vertu du lemme 10.3,
(uεk)
0
l = a ⋆ z
1
l−1 + a ⋆ y
1
l−1 et (u
ε
k)
1
l = ∅ ⋆ z
η
l + a ⋆ z
0
l−1 +∅ ⋆ y
η
l + a ⋆ y
0
l−1.
Si l = j + 1, on a
tl(uεk) = tl
(
〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗j−1 〈a ⋆ z
0
j−1〉 ∗j 〈a ⋆ z
ε
k〉
)
et donc, toujours en utilisant le lemme 10.3,
(uεk)
1
l = 〈∅ ⋆ y
η
j+1〉
1
l + 〈a ⋆ z
ε
k〉
1
l = ∅ ⋆ y
η
l +∅ ⋆ z
η
l + a ⋆ z
0
l−1.
Enfin, si l < j + 1, on a
tl(uεk) = tl
(
〈∅ ⋆ yηj+1〉 ∗0 〈a ⋆ z
0
0〉 ∗1 · · · ∗l−1 〈a ⋆ z
0
l−1〉
)
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et donc
(uεk)
1
l = 〈∅ ⋆ y
η
j+1〉
1
l + 〈a ⋆ z
0
l−1〉
1
l = ∅ ⋆ y
1
l + a ⋆ z
0
l−1.
On a bien retrouvé dans tous les cas la valeur de (∇ij(〈a ⋆ x
ε
k〉))
ε′
l obtenue dans le
lemme 10.13, ce qui achève la démonstration.
Proposition 10.15. — Soient C une ∞-catégorie et c un objet de C. Fixons une
i-flèche (d, α) de c\C.
(a) Si i > 1, on a s(d, α) = (s(d), γ), où
γεk = α
ε
k pour 0 6 k < i− 1 et ε = 0, 1,
γi−1 = α0i−1.
(b) Si i > 1, on a t(d, α) = (t(d), γ), où
γεk = α
ε
k pour 0 6 k < i− 1 et ε = 0, 1,
γi−1 = α1i−1.
(c) Si i > 0, on a 1(d,α) = (1d, γ), où
γεk = α
ε
k pour 0 6 k < i et ε = 0, 1,
γεi = αi pour ε = 0, 1,
γi+1 = 1αi .
Soit (e, β) une seconde i-flèche de c\C.
(d) Si (d, α) et (e, β) sont j-composables pour un j tel que 0 6 j < i, alors on a
(d, α) ∗j (e, β) = (d ∗j e, γ), où
γ0k = β
0
k pour 0 6 k 6 j,
γ1k = α
1
k pour 0 6 k 6 j
et
γεk = d
η
j+1 ∗0 β
0
0 ∗1 · · · ∗j−1 β
0
j−1 ∗j β
ε
k ∗j+1 α
ε
k
pour j < k 6 i et ε = 0, 1, où η vaut ε si k = j + 1 et 1 sinon.
Démonstration. — Ces formules sont la traduction, à travers la bijection de la pro-
position 10.6 et du paragraphe 10.7, des formules obtenues dans les propositions 10.9,
10.10 et 10.14.
Remarque 10.16. — Il résulte de la description de c\C obtenue dans la proposi-
tion précédente que cette ∞-catégorie est isomorphe à une sous-∞-catégorie pleine
de la ∞-catégorie HC des cylindres dans C introduite par Métayer dans [30] (voir
notre remarque B.1.16 pour une définition abstraite de HC). Plus précisément, cette
∞-catégorie est la fibre en c du ∞-foncteur HC → C qui envoie un cylindre sur
sa « cellule source ». La ∞-catégorie c\C apparaît également dans [4] où elle est
notée Λ(C, c).
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Remarque 10.17. — Si C est une n-catégorie, il résulte immédiatement de la pro-
position 10.15 que la ∞-catégorie c\C est une n-catégorie. On retrouve ainsi un cas
particulier de la proposition 9.11.
10.18. — Soient C une 2-catégorie et c un objet de C. En vertu des résultats de
cette section, en utilisant des notations adaptées au cas de la dimension 2, on obtient
la description suivante de la 2-catégorie c\C. Les objets de c\C sont les couples (d, f),
où d est un objet de C et f : c→ d est une 1-flèche de C :
c
f

d .
Si (d, f) et (d′, f ′) sont deux objets de c\C, une 1-flèche du premier vers le second est
un couple (g, α), où g : d→ d′ est une 1-flèche de C et α : f ′ → gf une 2-flèche de C :
c
f
✆✆
✆✆
✆✆
✆
f ′

✿✿
✿✿
✿✿
d g
// d′ .
α
rz ❧❧❧❧
Enfin, si (g, α) et (g′, α′) sont deux telles 1-flèches, une 2-flèche de la première vers la
seconde est une 2-flèche γ : g → g′ satisfaisant (γ ∗0 f) ∗1 α = α′ :
c
f
☞☞
☞☞
☞☞
☞☞
☞
f ′

✸✸
✸✸
✸✸
✸✸
✸
d g
((
g′
66γ d
′ .
α


α′jr
=
Par ailleurs, si (d, f) est un objet et (g, α) est une 1-flèche de c\C, on a
1(d,f) = (1d, 1f ) et 1(g,α) = 1g.
Si (g, α) : (d, f) → (d′, f ′) et (g′, α′) : (d′, f ′) → (d′′, f ′′) sont deux 1-flèches compo-
sables de c\C, on a
(g′, α′) ∗0 (g, α) = (g′g, (g′ ∗0 α) ∗1 α′).
Enfin, les compositions horizontales et verticales des 2-flèches de c\C sont héritées de
celles de C, ce qui achève de décrire la 2-catégorie c\C.
Remarque 10.19. — La description de c\C donnée dans le paragraphe précédent
montre que cette 2-catégorie est la 2-catégorie c//C introduite par Bullejos et Cegarra
dans [13, section 2.1], 2-catégorie qui est, à une dualité près, un cas particulier de la
construction des 2-catégories « comma » définie par Gray dans [21, paragraphe I.2.5].
C’est par contre notre 2-catégorie c
co
\C qui est noté c//C par Cegarra dans [14].
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Dans [15], Chiche appelle les 2-catégories c\C et c
co
\C la optranche lax de C au-
dessous de c (voir sa définition 1.4.5) et la optranche colax de C au-dessous de c (voir
sa définition 1.4.7).
Remarque 10.20. — Lorsque C est une 1-catégorie, la description explicite de c\C
qu’on a donnée dans le cas où C est une 2-catégorie montre que c\C est la tranche
1-catégorique usuelle. On retrouve ainsi un cas particulier du corollaire 9.19.
11. Fonctorialités des tranches : résultats pour les complexes
11.0. Tranches pour les complexes dirigés augmentés. —
11.0.1. — FixonsK un complexe dirigé augmenté. SoientM un complexe dirigé aug-
menté et g : K →M un morphisme. On va définir un complexe dirigé augmenté g\M .
On conviendra des égalités suivantes :
K−1 = Z, M−1 = Z, K∗−1 = N, M
∗
−1 = N, d0 = e et g−1 = 1Z
et, pour j 6 −2,
Kj = 0, Mj = 0, dj+1 = 0 et gj = 0.
On définit (g\M)0 comme le sous-ensemble
(g\M)0 ⊂
∏
j>−1
HomAb(Kj ,Mj+1)
constitué des éléments (uj)j>−1 vérifiant, pour j > 0,
(−1)j+1(dj+1uj − uj−1dj) = e(u−1(1)).gj .
Notons qu’en convenant que uj = 0 pour tout j 6 −2, l’égalité ci-dessus reste vraie
pour tout j dans Z : pour j = −1, on obtient l’égalité eu−1 = e(u−1(1)).1Z et, pour
j 6 −2, l’égalité 0 = 0. Pour i > 1, on pose
(g\M)i =
∏
j>−1
HomAb(Kj ,Mi+j+1).
Pour i > 0, on définit la différentielle
di : (g\M)i → (g\M)i−1
en envoyant u = (uj)j>−1 sur di(u) = (di(u)j)j>−1 défini par, pour j > −1,
di(u)j = (−1)j+1(di+j+1uj − uj−1dj).
Notons que pour j = −1, la formule se simplifie, en vertu de nos conventions, en
di(u)−1 = diu−1. Par ailleurs, en étendant cette formule à tout j dans Z, en convenant
à nouveau que uj = 0 pour j 6 −2, on obtient bien que di(u)j = 0 pour j 6 −2.
On définit l’augmentation
e : (g\M)0 → Z
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en envoyant (uj)j>−1 sur e(u−1(1)).
Enfin, les sous-monoïdes de positivité, pour i > 0, sont les sous-ensembles
(g\M)
∗
i ⊂ (g\M)i
constitués des (uj)j>−1 tels que, pour tout j > −1, on ait l’inclusion
uj(K∗j ) ⊂M
∗
i+j+1.
Proposition 11.0.2. — Fixons K un complexe dirigé augmenté. Soient M un com-
plexe dirigé augmenté et g : K →M un morphisme. Alors g\M est bien un complexe
dirigé augmenté.
Démonstration. — Commençons par montrer que d1 est bien à valeurs dans (g\M)0.
Soit u = (uj)j>−1 un élément de (g\M)1. Il s’agit de montrer que, pour tout j > 0,
on a
(−1)j+1(dj+1d1(u)j − d1(u)j−1dj) = e(d1(u)−1(1)).gj .
Plus généralement, pour tout i > 1, tout u = (uj)j>−1 dans (g\M)i et tout j > −1,
on a
(−1)j+1(di+jdi(u)j − di(u)j−1dj)
= (−1)j+1
[
(di+j(−1)j+1
(
di+j+1uj − uj−1dj
)
− (−1)j
(
di+juj−1 − uj−2dj−1
)
dj
]
= −di+juj−1dj + di+juj−1dj
= 0.
En particulier, pour i = 1, on a
(−1)j+1(dj+1d1(u)j − d1(u)j−1dj) = 0.
Pour j = −1, on trouve
ed1(u)−1 = 0,
et on a donc bien, pour tout j > 0,
(−1)j+1(dj+1d1(u)j − d1(u)j−1dj) = e(d1(u)−1(1)).gj .
Montrons maintenant que, pour tout i > 2, on a di−1di = 0. Soit donc u = (uj)j>−1
un élément de (g\M)i. On a, pour tout j > −1,
(di−1di(u))j = (−1)j+1(di+jdi(u)j − di(u)j−1dj) = 0,
la dernière égalité résultant du calcul ci-dessus, d’où l’assertion.
Enfin, la relation ed1(u)−1 = 0 trouvée précédemment montre qu’on a bien ed1 = 0,
d’où le résultat.
11.0.3. — Fixons K un complexe dirigé augmenté. Soit f :M →M ′ un morphisme
de complexes dirigés augmentés au-dessous de K, c’est-à-dire un triangle commutatif
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K
g′

✽✽
✽✽
✽✽
✽
g
✞✞
✞✞
✞✞
✞
M
f
// M ′
de morphismes de complexes dirigés augmentés. On vérifie immédiatement qu’on as-
socie à f un morphisme de complexes dirigés augmentés g\M → g′\M ′ en envoyant,
pour tout i > 0, un élément (uj)j>−1 de (g\M)i sur l’élément (fuj)j>−1 de (g′\M ′)i.
On définit ainsi un foncteur
K\Cda → Cda
(M,K
g
−→M) 7→ g\M.
Proposition 11.0.4. — Fixons K un complexe dirigé augmenté. Les foncteurs
Cda → K\Cda
L 7→ (K ⋆ L, ι1)
K\Cda → Cda
(M,K
g
−→M) 7→ g\M
forment un couple de foncteurs adjoints.
Démonstration. — Soient L un complexe dirigé augmenté et M un complexe dirigé
augmenté muni d’un morphisme g : K →M . On va produire des fonctions
ϕ : HomK\Cda((K ⋆ L, ι1), (M, g))→ HomCda(L, g\M),
ψ : HomCda(L, g\M)→ HomK\Cda((K ⋆ L, ι1), (M, g)),
naturelles en L et (M, g), inverses l’une de l’autre.
Commençons par ϕ. Soit F : K ⋆ L → M un morphisme au-dessous de K. On
définit un morphisme ϕ(F ) : L → g\M de la manière suivante. Soient j > 0 et y
dans Lj. On doit définir un élément ϕ(F )j(y) de (g\M)j et donc, pour tout i > −1,
un morphisme ϕ(F )j(y)i : Ki →Mi+j+1. Pour x dans Ki, on pose
ϕ(F )j(y)i(x) = Fi+1+j(x ⋆ y),
en convenant, pour i = −1, d’identifier 1 dansK−1 = Z avec ∅. Vérifions tout d’abord
que, pour j = 0, ϕ(F )0(y) est bien dans (g\M)0. Il s’agit de voir que, pour tout i > 0,
on a
(−1)i+1(di+1ϕ(F )0(y)i − ϕ(F )0(y)i−1di) = e(ϕ(F )0(y)−1(1)).gi.
Plus généralement, pour tout j > 0 et tout i > −1, on a
(−1)i+1(di+j+1ϕ(F )j(y)i − ϕ(F )j(y)i−1di)(x)
= (−1)i+1(di+j+1Fi+j+1(x ⋆ y)− Fi+j(dix ⋆ y))
= (−1)i+1(Fi+jdi+j+1(x ⋆ y)− Fi+j(dix ⋆ y))
= (−1)i+1Fi+j(di+j+1(x ⋆ y)− dix ⋆ y)
= (−1)i+1Fi+j((−1)i+1x ⋆ djy)
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= Fi+j(x ⋆ djy).
En revenant au cas j = 0, on a donc
(−1)i+1(di+1ϕ(F )0(y)i − ϕ(F )0(y)i−1di)(x)
= Fi(x ⋆ e(y)∅)
= e(y)Fi(x ⋆∅)
= e(y)gi(x),
puisque F est au-dessous de K. D’où l’assertion puisque
e(ϕ(F )0(y)−1(1)) = eFj(∅ ⋆ y) = e(y).
Vérifions maintenant la compatibilité aux différentielles. Pour tout j > 1 et tout
i > −1, on a
(djϕ(F )j(y))i(x) = (−1)i+1(di+j+1ϕ(F )j(y)i − ϕ(F )j(y)i−1di)(x)
= Fi+j(x ⋆ djy)
(par le calcul du début de la preuve)
= ϕ(F )j−1(djy)i(x),
d’où la compatibilité aux différentielles. La compatibilité aux augmentations résulte
d’un calcul précédent :
e(ϕ(F )0(y)) = e(ϕ(F )0(y)−1(1)) = e(y).
La compatibilité aux sous-monoïdes de positivité étant évidente, on a bien établi que
ϕ(F ) : L→ g\M est un morphisme.
Définissons maintenant ψ. Soit G : L→ g\M un morphisme. Il s’agit de définir un
morphisme ψ(G) : K ⋆ L → M au-dessous de K. Soient x un élément de Ki et y un
élément de Lj avec i > −1, j > −1 et i+ 1 + j > 0. On pose
ψ(G)i+1+j(x ⋆ y) = Gj(y)i(x),
en convenant que G−1(∅)i = gi. Vérifions que ψ(G) est bien un morphisme au-dessous
de K. La compatibilité aux sous-monoïdes de positivité est évidente. Il est immédiat
que, pour tout i > 0, le morphisme ψ(G)i est bien au-dessous de Ki ; en effet, pour x
dans Ki, on a
ψ(G)i(x ⋆∅) = G−1(∅)i(x) = gi(x).
Ainsi, pour i = 0, on a
eψ(G)0(x ⋆∅) = eg0(x) = e(x).
Par ailleurs, pour y dans L0, on a
e(ψ(G)0(∅ ⋆ y)) = e(G0(y)−1(1)) = eG0(y) = e(y),
ce qui montre la compatibilité de ψ(G)0 aux augmentations. Montrons la compati-
bilité aux différentielles. Soient donc x dans Ki et y dans Lj avec i > −1, j > −1
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et i+ 1 + j > 1. Si j = −1, de sorte qu’on peut supposer y = ∅, on a
diψ(G)i(x ⋆∅) = digi(x) = gi−1di(x) = ψ(G)i−1(dix ⋆∅) = ψ(G)i−1di(x ⋆∅).
Si j = 0, on a
di+1ψ(G)i+1(x ⋆ y) = di+1G0(y)i(x)
=
(
G0(y)i−1di + (−1)i+1e(G0(y)−1(1))gi
)
(x)
(par définition de (g\M)0)
= G0(y)i−1(di(x)) + (−1)i+1e(y)gi(x)
(par compatibilité de G aux augmentations)
= ψ(G)i(dix ⋆ y) + (−1)i+1ψ(G)i(x ⋆ e(y)∅)
(car ψ(G)i est au-dessous de K)
= ψ(G)i
(
dix ⋆ y + (−1)i+1x ⋆ e(y)∅
)
= ψ(G)idi+1(x ⋆ y).
Enfin, si j > 1, on a
di+j+1ψ(G)i+j+1(x ⋆ y) = di+j+1Gj(y)i(x)
=
(
Gj(y)i−1di + (−1)i+1(dj(Gj(y)))i
)
(x)
(par définition de dj(Gj(y)))
= Gj(y)i−1(dix) + (−1)i+1(Gj−1(djy))i(x)
= ψ(G)i+j(dix ⋆ y) + (−1)i+1ψ(G)i+j(x ⋆ djy)
= ψ(G)i+j
(
dix ⋆ y + (−1)i+1x ⋆ djy
)
= ψ(G)i+jdi+j+1(x ⋆ y),
ce qui achève de montrer que ψ(G) : K ⋆ L → M est bien un morphisme au-dessous
de K.
Pour conclure, il suffit de vérifier que les applications ϕ et ψ sont bien inverses
l’une de l’autre, ce qui est immédiat.
11.0.5. — Fixons L un complexe dirigé augmenté. Soient M un complexe dirigé
augmenté et g : L→M un morphisme. On définit un complexe dirigé augmentéM
co
/g
en posant
M
co
/g = (gop\M
op)op.
On laisse le soin au lecteur de décrire explicitement ce complexe dirigé augmenté. On
définit ainsi un foncteur
L\Cda → Cda
(M,L
g
−→M) 7→M
co
/g .
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Proposition 11.0.6. — Fixons L un complexe dirigé augmenté. Les foncteurs
Cda → L\Cda
K 7→ (K ⋆ L, ι2)
L\Cda → Cda
(M,L
g
−→M) 7→M
co
/g
forment un couple de foncteurs adjoints.
Démonstration. — Le résultat se déduit par dualité des propositions 11.0.4 et 7.10
par un argument semblable à celui de la preuve de l’assertion analogue pour les
∞-catégories (proposition 7.35).
Corollaire 11.0.7. — La structure de catégorie monoïdale sur Cda définie par le
joint est localement bifermée.
Démonstration. — Cela résulte des propositions 11.0.4 et 11.0.6.
Remarque 11.0.8. — On aurait pu montrer le corollaire précédent sans décrire ex-
plicitement les adjoints à droite. En effet, celui-ci résulte de la remarque 6.9 puisque la
catégorie Cda est localement présentable et que le joint commute aux limites inductives
connexes en chaque variable (voir la proposition 7.9).
Proposition 11.0.9. — Fixons K un complexe de Steiner fort. Soient M un com-
plexe dirigé augmenté et g : K → M un morphisme. Alors, on a un isomorphisme
canonique
ν(g\M) ≃ ν(g)\ν(M).
Démonstration. — La sous-catégorie Θ étant dense dans ∞-Cat (proposition 4.5), il
suffit de vérifier qu’on a un isomorphisme
Hom∞-Cat(S, ν(g\M)) ≃ Hom∞-Cat(S, ν(g)\ν(M)),
naturel en S dans Θ. En vertu de la proposition 4.11, on a un isomorphisme naturel
S ≃ ν(λ(S)). En notant L le complexe de Steiner fort λ(S), on a
Hom∞-Cat(S, ν(g\M)) ≃ Hom∞-Cat(ν(L), ν(g\M))
≃ HomCda(λν(L), g\M)
(par adjonction)
≃ HomCda(L, g\M)
(en vertu du théorème 2.11)
≃ HomK\Cda((K ⋆ L, ι1), (M, g))
(par adjonction)
≃ Homλν(K)\Cda((λν(K ⋆ L), λν(ι1)), (M, g))
(en vertu du théorème 2.11 et du corollaire 7.20)
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≃ Homν(K)\∞-Cat((ν(K ⋆ L), ν(ι1)), (ν(M), ν(g)))
(par adjonction)
≃ Homν(K)\∞-Cat((ν(K) ⋆ ν(L), ι1), (ν(M), ν(g)))
(en vertu du théorème 7.28)
≃ Hom∞-Cat(ν(L), ν(g)\ν(M)),
(par adjonction)
≃ Hom∞-Cat(S, ν(g)\ν(M)),
d’où le résultat.
11.1. Morphisme associé à un triangle. —
11.1.1. — Dans cette sous-section, on fixe
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
h 19❦❦❦ ❦❦❦
un triangle dans la catégorie des complexes dirigés augmentés commutant à une anti-
homotopie h de g vers g′f près. On suppose de plus que le complexe L est décent
(voir le paragraphe 2.17). On va définir un morphisme de complexes dirigés augmentés
(f, h)∗ : g′\L→ g\L.
On conviendra que, pour tout i 6 −1, on a
hi = 0.
Pour tout i > 0, on définit un morphisme (f, h)∗i : (g′\L)i → (g\L)i en envoyant
u′ = (u′j : K
′
j → Li+1+j)j>−1 sur (f, h)
∗
i (u
′) = ((f, h)∗i (u
′)j)j>−1 défini par, pour
tout j > −1,
(f, h)∗i (u
′)j =
{
u′jfj + e(u
′
−1(1)).hj si i = 0,
u′jfj sinon.
(On vérifiera dans la preuve de la proposition suivante que (f, h)∗0 est bien à valeurs
dans (g\L)0.) Afin d’avoir une formule uniforme en i, on étendra parfois l’augmen-
tation e de L à tout élément homogène de L en posant e(z) = 0 si z est un élément
homogène de degré non nul. Avec cette convention, pour tout i > 0, on a
(f, h)∗i (u
′)j = u′jfj + e(u
′
−1(1)).hj .
Notons qu’en vertu de nos précédentes conventions cette égalité reste vraie pour tout j
dans Z. Enfin, remarquons qu’on a (f, h)∗i (u
′)−1 = u′−1.
Proposition 11.1.2. — Les morphismes (f, h)∗i , pour i > 0, définissent un mor-
phisme de complexes dirigés augmentés (f, h)∗ : g′\L→ g\L.
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Démonstration. — Commençons par vérifier que (f, h)∗0 est bien à valeurs
dans (g\L)0. Soit donc u′ = (u′j)j>−1 un élément de (g′\L)0. Par définition, en
posant z = u′−1(1) = (f, h)
∗
0(u
′)−1(1), on a, pour tout j dans Z,
dj+1u
′
j − u
′
j−1dj = (−1)
j+1e(z)g′j.
Pour tout j > −1, on a
dj+1(f, h)∗0(u
′)j − (f, h)∗0(u
′)j−1dj = dj+1(u′jfj + e(z)hj)− (u
′
j−1fj−1 + e(z)hj−1)dj
= (dj+1u′j − u
′
j−1dj)fj + e(z)(dj+1hj − hj−1dj)
= (−1)j+1e(z)g′jfj + (−1)
je(z)(g′jfj − gj)
= (−1)j+1e(z)gj,
ce qui montre que (f, h)∗0(u
′) appartient à (g\L)0.
La compatibilité de (f, h)∗ à l’augmentation est évidente et la compatibilité aux
sous-monoïdes de positivité résulte du fait que L est décent. Il nous reste à montrer
la compatibilité aux différentielles. Soient donc i > 1 et u′ = (u′j)j>−1 un élément
de (g′\L)i. Pour tout j > −1, on a
di(f, h)∗i (u
′)j = (−1)j+1(di+j+1(f, h)∗i (u
′)j − (f, h)∗i (u
′)j−1dj)
= (−1)j+1(di+j+1u′jfj − u
′
j−1fj−1dj)
= (−1)j+1(di+j+1u′j − u
′
j−1dj)fj
= di(u′)jfj
= (f, h)∗i−1(di(u
′))j ,
la dernière égalité étant également valable quand i = 1 puisqu’on a
e(d1(u′)−1(1)) = ed1(u′) = 0,
d’où le résultat.
11.1.3. — Un cas particulier important est celui où le triangle
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
1 19❦❦❦ ❦❦❦
est commutatif et l’antihomotopie h est l’identité de g′f = g (voir le paragraphe 2.30).
Dans ce cas, en vertu de la proposition précédente, on obtient un morphisme
(f, 1)∗ : g′\L→ g\L qu’on notera plus simplement
f∗ : g′\L→ g\L.
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Proposition 11.1.4. — Soit
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
un triangle commutatif dans la catégorie des complexes dirigés augmentés avec K
et K ′ des complexes de Steiner forts. Alors le carré
ν(g′\L)
ν(f∗)
//
≃

ν(g\L)
≃

ν(g′)\ν(L)
ν(f)∗
// ν(g)\ν(L) ,
où les isomorphismes verticaux sont ceux de la proposition 11.0.9 et le foncteur ν(f)∗
celui du paragraphe 7.37, est commutatif.
Démonstration. — Il s’agit de démontrer que les deux ∞-foncteurs allant du coin
supérieur gauche au coin inférieur droit coïncident sur les cellules ou, autrement dit,
que pour tout l > 0, le carré
Hom∞-Cat(Dl, ν(g′\L))
ν(f∗)
//
≃

Hom∞-Cat(Dl, ν(g\L))
≃

Hom∞-Cat(Dl, ν(g′)\ν(L))
ν(f)∗
// Hom∞-Cat(Dl, ν(g)\ν(L)) ,
est commutatif. Par définition de ν(f)∗ et des isomorphismes canoniques (voir la
preuve de la proposition 11.0.9), cela revient à montrer que le carré
HomCda(λ(Dl), g′\L)
f∗
//
ψ

HomCda(λ(Dl), g\L)
ψ

HomK′\Cda(K
′ ⋆ λ(Dl), L)
f⋆λ(Dl)
// HomK\Cda(K ⋆ λ(Dl), L) ,
où f∗ désigne la postcomposition par f∗, f ⋆ λ(Dl) la précomposition par f ⋆ λ(Dl) et
ψ les isomorphismes de (la preuve de) la proposition 11.0.4, est commutatif. Soit donc
G : λ(Dl) → g′\L un morphisme. Soient x dans Ki et y dans λ(Dl)j avec i > −1,
j > −1 et i+ 1 + j > 0. Si j > 0, on a
ψ(f∗G)(x ⋆ y) = (f∗G)(y)i(x) = G(y)i(f(x)) = ψ(G)(f(x) ⋆ y),
la première et la dernière égalité résultant de la définition de ψ et la deuxième de la
définition de f∗. Si j = −1, on peut supposer y = ∅ et on a
ψ(f∗G)(x ⋆∅) = g(x) = g′f(x) = ψ(G)(f(x) ⋆∅),
112 DIMITRI ARA & GEORGES MALTSINIOTIS
la première et la dernière égalité résultant encore une fois de la définition de ψ, d’où
le résultat.
11.1.5. — Un cas particulier du paragraphe 11.1.3 est celui d’un triangle commutatif
∅
∅K //
∅L

✾✾
✾✾
✾✾
✾ K
g
☎☎
☎☎
☎☎
☎
L
1 19❧❧❧ ❧❧❧
,
où ∅K et ∅L désignent les uniques morphismes de source ∅ et de buts respectifs K
et L, et 1 désigne l’antihomotopie identité de ∅L. En vertu de ce même paragraphe,
on obtient un morphisme
∅
∗
K : g\L→ ∅L\L.
On vérifie immédiatement que le morphisme de ∅L\L vers L qui, pour i > 0, envoie
un élément (uj)j>−1 de (∅L\L)i sur u−1(1) dans Li est un isomorphisme. On obtient
donc un morphisme
g\L→ L
qu’on appellera morphisme d’oubli. Explicitement, ce morphisme envoie, pour
tout i > 0, un élément (uj)j>−1 de (g\L)i sur u−1(1) dans Li.
Proposition 11.1.6. — Le morphisme (f, h)∗ : g′\L → g\L est au-dessus de L.
Autrement dit, le triangle
g′\L
(f,h)∗
//
U ′

❂❂
❂❂
❂❂
❂
g\L
U
✂✂
✂✂
✂✂
✂
L ,
où U et U ′ désignent les morphismes d’oubli, est commutatif.
Démonstration. — Pour tout i > 0 et tout u′ = (u′j)j>−1 dans (g′\L)i, on a
U(f, h)∗(u′) = u′−1(1) = U
′(u′),
d’où l’assertion.
11.2. Fonctorialité des morphismes associés aux triangles. —
11.2.1. — Soit g : K → L un morphisme de complexes dirigés augmentés, où le
complexe L est décent. Formons le triangle
K
1K //
g

✿✿
✿✿
✿✿
✿ K
g
☎☎
☎☎
☎☎
☎
L
1g 19❦❦❦ ❦❦❦
,
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où 1g désigne l’antihomotopie identité de g. À partir de ce triangle, en vertu de la
proposition 11.1.2, on obtient un morphisme (1K , 1g)∗ : g\L→ g\L.
Proposition 11.2.2. — On a (1K , 1g)∗ = 1g\L.
Démonstration. — Cela résulte immédiatement de la définition de (1K , 1g)∗.
11.2.3. — Considérons maintenant un diagramme
K
f
//
g
  ❇
❇❇
❇❇
❇❇
❇ K
′ f
′
//
g′

K ′′
g′′
}}④④
④④
④④
④④
④
L
h
:B⑤⑤ h
′ 8@②②②
de complexes dirigés augmentés, où h et h′ sont des antihomotopies de g vers g′f et
de g′ vers g′′f ′ respectivement. On suppose toujours le complexe L décent.
En composant ce diagramme, on obtient un triangle
K
f ′f
//
g

✿✿
✿✿
✿✿
✿ K
′
g′′
✄✄
✄✄
✄✄
✄
L
h′′ 19❦❦❦ ❦❦❦
,
où h′′ est l’antihomotopie h′f + h (voir les paragraphes 2.31 et 2.32) En vertu de la
proposition 11.1.2, on obtient donc un triangle
g′′\L
(f ′,h′)∗
//
(f ′f,h′f+h)∗
  
❆❆
❆❆
❆❆
❆
g′\L
(f,h)∗
⑦⑦
⑦⑦
⑦⑦
⑦
g\L
de complexes dirigés augmentés.
La proposition suivante affirme que ce triangle est commutatif.
Proposition 11.2.4. — On a (f, h)∗(f ′, h′)∗ = (f ′f, h′f + h)∗.
Démonstration. — Soient i > 0 et u′′ = (u′′j )j>−1 un élément de (g′′\L)i. En posant
z = u′′−1(1) et en utilisant le fait que chacun des morphismes du triangle de l’énoncé
est au-dessus de L, pour tout j > −1, on obtient
(f, h)∗i (f
′, h′)∗i (u
′′)j = (f ′, h′)∗i (u
′′)jfj + e(z)hj
= (u′′j f
′
j + e(z)h
′
j)fj + e(z)hj
= u′′j f
′
jfj + e(z)(h
′
jfj + hj)
= (f ′f, h′f + h)∗i (u
′′)j ,
d’où le résultat.
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11.3. Homotopie associée à un cône. —
11.3.1. — Dans cette sous-section, on fixe un diagramme
K
f ′
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ k
KS
K ′
g′
✠✠
✠✠
✠✠
✠✠
✠
L
h′
*2
h
@HH❘bn ❘❘❘❘❘❘
de complexes dirigés augmentés, où h et h′ sont des antihomotopies de source g
et de buts respectifs g′f et g′f ′, k est une antihomotopie de f vers f ′ et H est une
2-antihomotopie (voir le paragraphe 2.28) de g′k+h vers h′. On suppose le complexe L
décent.
À partir de ces données, en vertu de la proposition 11.1.2, on obtient deux mor-
phismes
(f, h)∗, (f ′, h′)∗ : g′\L→ g\L.
On va définir un homotopie (k,H)∗ de (f ′, h′)∗ vers (f, h)∗. Pour tout i > 0, on définit
un morphisme (k,H)∗i : (g′\L)i → (g\L)i+1 en posant, pour tout u
′ = (uj)j>−1
dans (g′\L)i et tout j > −1,
(k,H)∗i (u
′)j =
{
u′j+1kj + e(u
′
−1(1)).Hj si i = 0,
u′j+1kj sinon.
Comme dans la sous-section 11.1, on étendra parfois l’augmentation e de L à tout
élément homogène de L en posant e(z) = 0 si z est un élément homogène de degré
non nul. Avec cette convention, pour i > 0, on a
(k,H)∗i (u
′)j = u′j+1kj + e(u
′
−1(1)).Hj .
On conviendra que, pour tout i 6 −1, on a
Hi = 0.
Pour j = −1, en vertu de cette convention ainsi que de nos précédentes conventions, on
trouve (k,H)∗i (u
′)−1 = 0. Plus généralement, on a (k,H)∗i (u
′)j = 0 pour tout j 6 −1
et l’égalité (k,H)∗i (u
′)j = u′j+1kj + e(u
′
−1(1)).Hj est donc valable pour tout j dans Z.
Proposition 11.3.2. — Les morphismes (k,H)∗i : (g′\L)i → (g\L)i+1, pour i > 0,
définissent une homotopie de (f ′, h′)∗ vers (f, h)∗.
Démonstration. — La compatibilité aux sous-monoïdes de positivité est évidente.
Vérifions que (k,H)∗ est bien une homotopie de complexes de chaînes de (f ′, h′)∗
vers (f, h)∗. Soient i > 0 et u′ = (u′j)j>−1 dans (g′\L)i. Si i > 1, pour tout j > −1,
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on a
(di+1(k,H)∗i + (k,H)
∗
i−1di)(u
′)j = (−1)j+1(di+j+2(k,H)∗i (u
′)j − (k,H)∗i (u
′)j−1dj)
+ (di(u′)j+1kj + e(di(u′)−1(1))Hj)
= (−1)j+1(di+j+2(k,H)∗i (u
′)j − (k,H)∗i (u
′)j−1dj)
+ di(u′)j+1kj
(puisque edi = 0 pour tout i > 1)
= (−1)j+1(di+j+2u′j+1kj − u
′
jkj−1dj)
+ (−1)j+2(di+j+2u′j+1 − u
′
jdj+1)kj
= (−1)j+1u′j(dj+1kj − kj−1dj)
= −u′j(f
′
j − fj)
= u′jfj − u
′
jf
′
j
= ((f, h)∗i − (f
′, h′)∗i )(u
′)j .
Si maintenant i = 0, de sorte qu’on a, pour tout j dans Z,
dj+1u
′
j − u
′
j−1dj = (−1)
j+1e(z)g′j,
où on a posé z = u−1(1), alors, pour tout j > −1, on a
(d1(k,H)∗0)(u
′)j = (−1)j+1(dj+2(k,H)∗0(u
′)j − (k,H)∗0(u
′)j−1dj)
= (−1)j+1
[
dj+2(u′j+1kj + e(z)Hj)− (u
′
jkj−1 + e(z)Hj−1)dj
]
= (−1)j+1
[
dj+2u
′
j+1kj + e(z)(dj+2Hj −Hj−1dj)− u
′
jkj−1dj
]
= (−1)j+1
[
(u′jdj+1 + (−1)
j+2e(z)g′j+1)kj
+ (−1)je(z)(h′j − (g
′
j+1kj + hj))− u
′
jkj−1dj
]
= (−1)j+1
[
(u′jdj+1kj − u
′
jkj−1dj + (−1)
je(z)(h′j − hj)
]
= (−1)j+1u′j(dj+1kj − kj−1dj)− e(z)(h
′
j − hj)
= −u′j(f
′
j − fj)− e(z)(h
′
j − hj)
= (u′jfj + e(z)hj)− (u
′
jf
′
j + e(z)h
′
j)
= ((f, h)∗0 − (f
′, h′)∗0)(u
′)j ,
d’où le résultat.
Proposition 11.3.3. — L’homotopie (k,H)∗ de (f ′, h′)∗ vers (f, h)∗, qui sont deux
morphismes de g′\L vers g\L au-dessus de L, est au-dessus de L au sens où, en
notant U : g\L→ L et U ′ : g′\L→ L les morphismes d’oubli, on a U(k,H)∗ = 1U ′ .
Démonstration. — Pour tout i > 0 et u′ = (u′j)j>−1 dans (g′\L)i, on a
U(k,H)∗(u′) = ((k,H)∗(u′)−1)(1) = 0 = 1U ′(u′),
d’où l’assertion.
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11.4. Fonctorialités des morphismes associés aux cônes. —
11.4.1. — Considérons un diagramme
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
h 19❦❦❦ ❦❦❦
de complexes dirigés augmentés, où h est une antihomotopie de g vers g′f . On suppose
le complexe L décent.
À partir de ce diagramme, on peut former un diagramme
K
f
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ 1f
KS
K ′
g′
✡✡
✡✡
✡✡
✡✡
✡
L
h
*2
h
AI1h❘bn ❘❘❘❘❘❘
,
où 1f désigne l’antihomotopie identité de f et 1h la 2-antihomotopie identité de h
(voir le paragraphe 2.30). On obtient donc, en vertu de la proposition 11.3.2, une
homotopie (1f , 1h)∗ de (f, h)∗ vers (f, h)∗.
Proposition 11.4.2. — On a (1f , 1h)∗ = 1(f,h)∗ .
Démonstration. — Cela résulte immédiatement de la définition de (1f , 1h)∗.
11.4.3. — Considérons maintenant un diagramme
K
f
//
g
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
K ′
f ′′
))
f ′ 55
g′

K ′′
g′′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
k
KS
L
h
:B⑥⑥⑥⑥
h′′ )1
h′
EMH◗am ◗◗◗
de complexes dirigés augmentés, où h, h′ et h′′ sont des antihomotopies de g vers g′f ,
de g′ vers g′′f ′ et de g′ vers g′′f ′′ respectivement, k est une antihomotopie de f ′
vers f ′′ et H est une 2-antihomotopie de g′′k + h′ vers h′′. On suppose toujours le
complexe L décent.
À partir de ces données, en vertu des propositions 11.1.2 et 11.3.2, on obtient un
diagramme
g′′\L
(f ′′,h′′)∗
))
(f ′,h′)∗
55(k,H)
∗
 g
′\L
(f,h)∗
// g\L .
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En vertu de la proposition 11.2.4, on a
(f, h)∗(f ′′, h′′)∗ = (f ′′f, h′′f + h)∗ et (f, h)∗(f ′, h′)∗ = (f ′f, h′f + h)∗,
et en composant ce diagramme on obtient donc une homotopie (f, h)∗(k,H)∗
de (f ′′f, h′′f + h)∗ vers (f ′f, h′f + h)∗.
Par ailleurs, en composant le diagramme de départ, on obtient un diagramme
K
f ′′f
))
f ′f 55
g

✹✹
✹✹
✹✹
✹✹
✹ kf
KS
K ′′
g′′
✠✠
✠✠
✠✠
✠✠
✠
L
*2
@H❘bn ❘❘❘❘❘❘
,
où la 2-flèche courbée de devant est l’antihomotopie h′f + h, celle de derrière, en
pointillé, l’antihomotopie h′′f + h et la 3-flèche est la 2-antihomotopie Hf + 1h (voir
les paragraphes 2.31 et 2.33) de (g′′k + h′)f + h = g′′(kf) + (h′f + h) vers h′′f + h.
Pour tout n > 0, on a (Hf + 1h)n = (Hf)n et on désignera plus simplement cette
2-antihomotopie par Hf . On obtient donc, toujours en vertu de la proposition 11.3.2,
une homotopie (kf,Hf)∗ de (f ′′f, h′′f + h)∗ vers (f ′f, h′f + h)∗.
Proposition 11.4.4. — On a (f, h)∗(k,H)∗ = (kf,Hf)∗.
Démonstration. — Soient i > 0 et u′′ = (u′′j )j>−1 un élément de (g′′\L)i. Pour tout
j > −1, en posant z = u′′−1(1), on a
((f, h)∗(k,H)∗)i(u′′)j = (f, h)∗i+1(k,H)
∗
i (u
′′)j
= (k,H)∗i (u
′′)jfj
= u′′j+1kjfj + e(z)Hjfj
= (kf,Hf)∗i (u
′′)j ,
d’où le résultat.
11.4.5. — De même, considérons un diagramme
K
f ′
((
f 66
g
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
k
KS
K ′
f ′′
//
g′

K ′′
g′′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
L
h′ *2
h
FNH❚co ❚❚❚❚❚❚
h′′
8@③③③③
de complexes dirigés augmentés, où h, h′ et h′′ sont des antihomotopies de g vers g′f ,
de g vers g′f ′ et de g′ vers g′′f ′′ respectivement, k est une antihomotopie de f vers f ′
et H est une 2-antihomotopie de g′k + h vers h′. On suppose toujours le complexe L
décent.
118 DIMITRI ARA & GEORGES MALTSINIOTIS
À partir de ces données, on obtient un diagramme
g′′\L
(f ′′,h′′)∗
// g′\L
(f ′,h′)∗
))
(f,h)∗
55(k,H)
∗
 g\L .
En vertu de la proposition 11.2.4, on a
(f ′, h′)∗(f ′′, h′′)∗ = (f ′′f ′, h′′f ′ + h′)∗ et (f, h)∗(f ′′, h′′)∗ = (f ′′f, h′′f + h)∗,
et en composant ce diagramme on obtient donc une homotopie (k,H)∗(f ′′, h′′)∗
de (f ′′f ′, h′′f ′ + h′)∗ vers (f ′′f, h′′f + h)∗.
Par ailleurs, en composant le diagramme de départ, on obtient un diagramme
K
f ′′f ′
))
f ′′f 55
g

✹✹
✹✹
✹✹
✹✹
✹ f
′′k
KS
K ′′
g′′
✠✠
✠✠
✠✠
✠✠
✠
L
*2
@HH
′❘bn ❘❘❘❘❘❘
,
où la 2-flèche courbée de devant est l’antihomotopie h′′f + h, celle de derrière,
en pointillé, l’antihomotopie h′′f ′ + h′ et la 3-flèche est la 2-antihomotopie
H ′ = (1h′′f ′ +H) + (h′′k + 1h) (où les « + » de gauche et de droite désignent l’opé-
ration définie au paragraphe 2.33, celui du milieu celle définie au paragraphe 2.32
et h′′k′ la 2-antihomotopie du paragraphe 2.34). Ceci a bien un sens puisque, h′′k+1h
étant une 2-antihomotopie de ((g′′f ′′)k + h′′f) + h vers (h′′f + g′k) + h et 1h′′f ′ +H
une 2-antihomotopie de h′′f ′+(g′k+h) vers h′′f ′+h′, H ′ est une 2-antihomotopie de
g′′(f ′′k)+(h′′f+h) vers h′′f ′+h′. On désignera plus simplement H ′ par H+h′′k. On
obtient donc une homotopie (f ′′k,H+h′′k)∗ de (f ′′f ′, h′′f ′+h′)∗ vers (f ′′f, h′′f+h)∗.
Proposition 11.4.6. — On a (k,H)∗(f ′′, h′′)∗ = (f ′′k,H + h′′k)∗.
Démonstration. — Soient i > 0 et u′′ = (u′′j )j>−1 un élément de (g′′\L)i. Pour tout
j > −1, en posant z = u′′−1(1), on a
((k,H)∗(f ′′, h′′)∗)i(u′′)j = (k,H)∗i (f
′′, h′′)∗i (u
′′)j
= (f ′′, h′′)∗i (u
′′)j+1kj + e(z)Hj
= (u′′j+1f
′′
j+1 + e(z)h
′′
j+1)kj + e(z)Hj
= u′′j+1f
′′
j+1kj + e(z)(Hj + h
′′
j+1kj)
= (f ′′k,H + h′′k)∗i (u
′′)j ,
d’où le résultat.
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11.4.7. — Enfin, considérons un diagramme
K
f ′′
%%f ′ //
f 99
g

✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶
k
KS
k′
KS
K ′
g′
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
L
h′′ )1
h′
4<
h
EM
H′◗am ◗◗◗◗◗◗
H❲ep ❲❲❲❲❲❲
de complexes dirigés augmentés, où h, h′ et h′′ sont des antihomotopies de g vers g′f ,
g′f ′ et g′f ′′ respectivement, k et k′ sont des antihomotopies de f vers f ′ et f ′ vers f ′′
respectivement et H et H ′ sont des 2-antihomotopies de g′k+h vers h′ et de g′k′+h′
vers h′′ respectivement. On suppose toujours le complexe L décent.
À partir de ces données, en vertu de la proposition 11.3.2, on obtient un diagramme
g′\L
(f ′′,h′′)∗
  
(f ′,h′)∗
//
(f,h)∗
==(k,H)∗

(k′,H′)∗
g\L .
En composant ce diagramme on obtient une homotopie (k,H)∗+(k′, H ′)∗ de (f ′′, h′′)∗
vers (f, h)∗.
Par ailleurs, en composant le diagramme de départ, on obtient un diagramme
K
f ′′
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ k
′′
KS
K ′
g′
✡✡
✡✡
✡✡
✡✡
✡
L
h′′
*2
h
AIH
′′❘bn ❘❘❘❘❘❘
,
où k′′ désigne l’antihomotopie k′ + k et H ′′ la 2-antihomotopie H ′ + (1g′k′ + H)
(où le « + » de gauche désigne l’opération définie au paragraphe 2.32 et celui de
droite celle définie au paragraphe 2.33). Ceci a un sens puisque, 1g′k′ +H étant une
2-antihomotopie de g′k′+(g′k+h) vers g′k′ + h′ et H ′ une 2-antihomotopie de g′k′+h′
vers h′′, H ′′ est une 2-antihomotopie de g′(k′ + k) + h vers h′′. On désignera plus sim-
plement H ′′ par H ′+H . On obtient donc, toujours en vertu de la proposition 11.3.2,
une homotopie (H ′ +H, k′ + k)∗ de (f ′′, h′′)∗ vers (f, h)∗.
Proposition 11.4.8. — On a (k,H)∗ + (k′, H ′)∗ = (k′ + k,H ′ +H)∗.
Démonstration. — Soient i > 0 et u′ = (u′j)j>−1 un élément de (g′\L)i. Pour tout
j > −1, en posant z = u′−1(1), on a
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((k,H)∗ + (k′, H ′)∗)i(u′)j = (k,H)∗i (u
′)j + (k′, H ′)∗i (u
′)j
= (u′j+1kj + e(z)Hj) + (u
′
j+1k
′
j + e(z)H
′
j)
= u′j+1(k
′
j + kj) + e(z)(H
′
j +Hj)
= (k′ + k,H ′ +H)∗i (u
′)j
d’où le résultat.
12. Fonctorialités des tranches : résultats pour les ∞-catégories
12.1. ∞-foncteur associé à un triangle. —
12.1.1. — Dans cette sous-section, on fixe
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
h 19❦❦❦ ❦❦❦
un triangle dans la catégorie des complexes dirigés augmentés commutant à une an-
tihomotopie h de g vers g′f près.
Soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. Posons
c = bν(g) et c′ = bν(g′).
Le but de cette sous-section est d’associer à ces données un ∞-foncteur
(f, h, b)∗ : c′\C → c\C
au-dessus de C. Nous y parviendrons sous l’hypothèse que les complexes K, K ′ et L
sont des complexes de Steiner forts et que le morphisme g′ est une inclusion rigide
ordonnée (voir le paragraphe 3.16). (Nous ne montrerons que le foncteur obtenu est
au-dessous de C que dans la sous-section suivante.)
12.1.2. — On définit deux objets∞-cocatégorie coaugmentée dans∞-Cat de la ma-
nière suivante. Considérons les deux foncteurs Θ+ →∞-Cat définis par
S 7→ ν(K) ⋆ S et S 7→ ν(L) ∐ν(K′) (ν(K
′) ⋆ S).
Puisque le foncteur joint ∞-catégorique commute aux limites inductives connexes en
chaque variable (voir le théorème 7.28) et que les limites inductives commutent entre
elles, ces deux foncteurs commutent aux sommes globulaires. On obtient donc des
objets∞-cocatégorie coaugmentée ν(K)⋆D• et ν(L)∐ν(K′) (ν(K ′)⋆D•) dans∞-Cat.
Notons que ces ∞-cocatégories sont coaugmentées, à isomorphismes canoniques près,
au-dessous des objets ν(K) et ν(L) respectivement.
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Dans la suite de cette section, on va construire, sous les hypothèses mentionnées,
un morphisme d’objets ∞-cocatégorie coaugmentée
(f, h)∗ : ν(K) ⋆D• → ν(L) ∐ν(K′) (ν(K
′) ⋆D•)
qui induira le ∞-foncteur recherché (f, h, b)∗ : c′\C → c\C.
12.1.3. — Pour les mêmes raisons que dans le paragraphe précédent, ν(K ′) ⋆ D•
est un objet∞-cocatégorie coaugmentée dans∞-Cat. Cette∞-cocatégorie est coaug-
mentée, à isomorphisme canonique près, au-dessus de ν(K ′). Par ailleurs, l’inclusion
canonique
ε2 : ν(K ′) ⋆D• → ν(L) ∐ν(K′) (ν(K
′) ⋆D•)
est un morphisme d’objets ∞-cocatégorie coaugmentée.
Lemme 12.1.4. — Pour toute ∞-catégorie C et tout ∞-foncteur b : ν(L) → C, le
∞-foncteur
Homb(ν(L) ∐ν(K′) (ν(K
′) ⋆D•), C)→ Hombν(g′)(ν(K
′) ⋆D•, C),
induit par le morphisme ε2 du paragraphe précédent, est un isomorphisme.
Démonstration. — On vérifie immédiatement qu’on définit un inverse à ce foncteur
en envoyant une i-flèche donnée par un foncteur m : ν(K ′) ⋆ Di → C sur la i-flèche
donnée par le ∞-foncteur (b,m) : ν(L) ∐ν(K′) (ν(K ′) ⋆Di)→ C.
12.1.5. — Soit C une ∞-catégorie. Pour tout ∞-foncteur b : ν(L) → C, par défini-
tion (voir le paragraphe 7.32), on a
Hombν(g)(ν(K) ⋆D•, C) ≃ bν(g)\C.
Par ailleurs, en vertu du lemme précédent, le morphisme ε2 induit un isomorphisme
Homb(ν(L) ∐ν(K′) (ν(K
′) ⋆D•), C) ≃ Hombν(g′)(ν(K
′) ⋆D•, C) ≃ bν(g′)\C.
À partir de maintenant, et ce jusqu’à la fin de cette sous-section, nous suppose-
rons que les complexes K, K ′ et L sont des complexes de Steiner forts et que le
morphisme g′ est une inclusion rigide ordonnée.
Proposition 12.1.6. — Les objets ∞-cocatégorie coaugmentée ν(K) ⋆ D• et
ν(L) ∐ν(K′) (ν(K ′) ⋆ D•) sont à valeurs dans la catégorie des ∞-catégories de
Steiner fortes (voir le paragraphe 2.16). Plus précisément, si S est une objet de Θ,
on a des isomorphismes
ν(K) ⋆ S ≃ ν(K ⋆ λ(S)),
ν(L) ∐ν(K′) (ν(K
′) ⋆ S) ≃ ν
(
L∐K′ (K ′ ⋆ λ(S))
)
et les complexes
K ⋆ λ(S) et L∐K′ (K ′ ⋆ λ(S))
sont des complexes de Steiner forts.
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Démonstration. — Soit S un objet de Θ. Montrons le résultat pour le premier objet
∞-cocatégorie coaugmentée. En vertu de la proposition 4.11, le complexe λ(S) est
de Steiner fort. Puisque par hypothèse K est également un complexe de Steiner fort,
il en est de même de K ⋆ λ(S) en vertu du corollaire 7.20. De plus, en vertu du
paragraphe 7.29 et de la proposition 4.11, on a des isomorphismes
ν(K ⋆ λ(S)) ≃ ν(K) ⋆ νλ(S) ≃ ν(K) ⋆ S,
ce qui montre en particulier que ν(K) ⋆ D• est à valeurs dans les ∞-catégories de
Steiner fortes.
Démontrons maintenant le résultat pour le second objet∞-cocatégorie coaugmen-
tée. Toujours en vertu du corollaire 7.20, puisque K ′ est un complexe de Steiner fort,
il en est de même du complexe K ′ ⋆ λ(S) et le morphisme ι1 : K ′ → K ′ ⋆ λ(S) est une
inclusion rigide ordonnée. Puisque par hypothèse il en est de même de g′, il résulte
du théorème 3.19 que d’une part L ∐K′ (K ′ ⋆ λ(S)) est un complexe de Steiner fort
et d’autre part on a un isomorphisme
ν
(
L∐K′ (K ′ ⋆ λ(S))
)
≃ ν(L) ∐ν(K′) ν(K
′ ⋆ λ(S)).
Or on a, comme ci-dessus, un isomorphisme
ν(K ′ ⋆ λ(S)) ≃ ν(K ′) ⋆ S,
d’où le résultat.
12.1.7. — Définissons le morphisme d’objets ∞-cocatégorie coaugmentée
(f, h)∗ : ν(K) ⋆D• → ν(L) ∐ν(K′) (ν(K
′) ⋆D•).
On pose ((f, h)∗)−1 = ν(g). En vertu du lemme de Yoneda (voir la proposition 5.15),
définir un tel morphisme revient à définir, pour toute ∞-catégorie C, un ∞-foncteur
augmenté
Hom(ν(L) ∐ν(K′) (ν(K
′) ⋆D•), C)→ Hom(ν(K) ⋆D•, C)
compatible à ((f, h)∗)−1 = ν(g). Définir un tel∞-foncteur revient à définir, pour tout
∞-foncteur b : ν(L)→ C, un ∞-foncteur
Homb(ν(L) ∐ν(K′) (ν(K
′) ⋆D•), C)→ Hombν(g)(ν(K) ⋆D•, C).
En utilisant le morphisme
ε2 : ν(K ′) ⋆D• → ν(L)∐ν(K′) (ν(K
′) ⋆D•),
en vertu du paragraphe 12.1.5, cela revient à définir un ∞-foncteur
bν(g′)\C → bν(g)\C.
Par ailleurs, puisque d’après la proposition 12.1.6, les objets ∞-cocatégorie coaug-
mentée ν(K) ⋆ D• et ν(L) ∐ν(K′) (ν(K ′) ⋆ D•) sont à valeurs dans la catégorie des
∞-catégories de Steiner fortes, il suffit, en vertu du lemme de Yoneda (voir la propo-
sition 5.15), de définir un tel ∞-foncteur lorsque C = ν(M) pour M un complexe de
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Steiner fort. Dans ce cas, en vertu du théorème 2.11, le ∞-foncteur b s’écrit b = ν(a)
pour a : L → M un morphisme des complexes dirigés augmentés. Il s’agit donc de
définir un ∞-foncteur
ν(ag′)\ν(M)→ ν(ag)\ν(M)
et donc, en vertu de la proposition 11.0.9, un ∞-foncteur
ν(ag′\M)→ ν(ag\M).
Or en vertu de la proposition 11.1.2, on dispose d’un morphisme de complexes dirigés
augmentés
(f, ah)∗ : ag′\M → ag\M
et ν((f, ah)∗) définit un tel ∞-foncteur. Ceci achève de définir le morphisme
(f, h)∗ : ν(K) ⋆D• → ν(L) ∐ν(K′) (ν(K
′) ⋆D•).
À partir de maintenant on fixe une ∞-catégorie C munie d’un ∞-foncteur
b : ν(L)→ C. On pose c = bν(g) et c′ = bν(g′).
Théorème 12.1.8. — Le morphisme (f, h)∗ du paragraphe précédent induit un
∞-foncteur
(f, h, b)∗ : c′\C → c\C.
Démonstration. — Cela résulte immédiatement du paragraphe précédent.
Remarque 12.1.9. — Par définition le ∞-foncteur (f, h, b)∗ est induit par les mor-
phismes
ν(K ′) ⋆D•
ε2 // ν(L) ∐ν(K′) (K ′ ⋆D•) ν(K) ⋆D•
(f,h)∗
oo
au sens où le diagramme
Homc′(ν(K
′) ⋆D•, C)
≃

Homb(ν(L)∐ν(K′) (K
′ ⋆D•), C) //
≃oo Homc(ν(K) ⋆D•, C)
≃

c′\C
(f,h,b)∗
//
c\C ,
dans lequel les flèches horizontales supérieures sont induites par ε2 et (f, h)∗, est
commutatif.
Remarque 12.1.10. — On peut décrire explicitement le morphisme
(f, h)∗ : ν(K) ⋆D• → ν(L) ∐ν(K′) (ν(K
′) ⋆D•)
comme suit. Pour tout i > 1, on définit un morphisme de complexes dirigés augmentés
ϕf,h,i : K ⋆ λ(Di)→ L∐K′ (K
′ ⋆ λ(Di))
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en posant
ϕf,h,i(∅ ⋆ y) = ∅ ⋆ y,
ϕf,h,i(x ⋆∅) = g(x),
ϕf,h,i(x ⋆ y) =
{
f(x) ⋆ y + e(y)h(x) si |y| = 0,
f(x) ⋆ y sinon,
pour x et y des éléments homogènes de K et λ(Di) respectivement. On peut alors
vérifier que le carré
ν(K) ⋆Di
((f,h)∗)i
//
≃

ν(L) ∐ν(K′) (ν(K ′) ⋆Di)
≃

ν(K ⋆ λ(Di))
ν(ϕf,h,i)
// ν(L∐K′ (K ′ ⋆ λ(Di)) ,
où les morphismes verticaux sont les isomorphismes canoniques, est commutatif. Nous
n’utiliserons pas cette description de (f, h)∗ dans la suite de ce texte.
Remarque 12.1.11. — Le défaut de symétrie entre la source ν(K) ⋆ D• et le but
ν(L)∐ν(K′)(ν(K ′)⋆D•) de (f, h)∗ peut être comblé si on suppose que non seulement g′
mais aussi g est une inclusion rigide ordonnée. Sous cette hypothèse supplémentaire,
on définit comme précédemment un morphisme d’objets ∞-cocatégorie coaugmentée
dans ∞-Cat
(f, h)′∗ : ν(L)∐ν(K) (ν(K) ⋆D•)→ ν(L) ∐ν(K′) (K
′ ⋆D•)
et, pour toute ∞-catégorie C et tout ∞-foncteur b : ν(L) → C, en utilisant les
morphismes canoniques
ν(K) ⋆D• → ν(L) ∐ν(K) (ν(K) ⋆D•) et ν(K
′) ⋆D• → ν(L)∐ν(K′) (ν(K
′) ⋆D•),
on obtient, comme précédemment, un ∞-foncteur c′\C → c\C qui, essentiellement
par définition, n’est autre que (f, h, b)∗.
12.1.12. — Dans le cas d’un triangle commutatif
K
f
//
g

✿✿
✿✿
✿✿
✿ K
′
g′
✄✄
✄✄
✄✄
✄
L
1 19❦❦❦ ❦❦❦
,
où l’antihomotopie h est l’identité de g′f = g, on obtient un ∞-foncteur
(f, 1, b)∗ : c′\C → c\C.
Par ailleurs, en considérant le triangle commutatif
ν(K)
ν(f)
//
bν(g)

❄❄
❄❄
❄❄
❄
ν(K ′)
bν(g′)
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
C
1 08✐✐✐✐ ✐✐✐✐
,
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obtenu un appliquant le foncteur ν et en composant par b : ν(L)→ C, on obtient, en
vertu du paragraphe 7.37, un ∞-foncteur
ν(f)∗ : c′\C → c\C.
Proposition 12.1.13. — Les ∞-foncteurs (f, 1, b)∗ et ν(f)∗ du paragraphe ci-
dessus coïncident.
Démonstration. — Considérons le carré
ν(K) ⋆D•
ν(f)⋆D•
// ν(K ′) ⋆D•
ε2

ν(K) ⋆D•
(f,1)∗
// ν(L) ∐ν(K′) (ν(K ′) ⋆D•)
de morphismes d’objets∞-cocatégorie coaugmentée. Pour toute∞-catégorieC et tout
∞-foncteur b : ν(L) → C, on obtient à partir de ce carré, en appliquant Hom(•, C),
un carré
Hombν(g)(ν(K) ⋆D•, C) Hombν(g′)(ν(K ′) ⋆D•, C)oo
Hombν(g)(ν(K) ⋆D•, C) Homb(ν(L) ∐ν(K′) (ν(K ′) ⋆D•), C)
OO
oo
de ∞-foncteurs. En vertu du paragraphe 7.37, la flèche horizontale supérieure est le
∞-foncteur ν(f)∗. Par ailleurs, en vertu du lemme 12.1.4, la flèche verticale de droite
est un isomorphisme et, par définition, on obtient le ∞-foncteur (f, 1, b)∗ en compo-
sant son inverse et la flèche horizontale inférieure. Ainsi, l’énoncé est équivalent à la
commutativité de ce dernier carré. Puisque tous les objets∞-cocatégorie coaugmentée
en jeu sont à valeurs dans les ∞-catégories de Steiner fortes, en vertu du lemme de
Yoneda (voir la proposition 5.15), il suffit de vérifier l’assertion quand C vaut ν(M)
pour M un complexe de Steiner fort. Or dans ce cas, la commutativité de ce carré est
équivalente à celle du carré de la proposition 11.1.4, d’où le résultat par cette même
proposition.
Remarque 12.1.14. — En particulier, en considérant le triangle
∅
∅K //
∅L

✾✾
✾✾
✾✾
✾ K
g
☎☎
☎☎
☎☎
☎
L
1 19❧❧❧ ❧❧❧
,
où ∅K et ∅L désignent les uniques morphismes de source ∅ et de buts respectifs K
et L, et 1 désigne l’antihomotopie identité de ∅L, le ∞-foncteur
(∅K , 1, b)∗ : c\C → ∅\C ≃ C
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est le ∞-foncteur d’oubli du paragraphe 7.37.
12.2. Fonctorialité des ∞-foncteurs associés aux triangles. —
12.2.1. — Soient g : K → L une inclusion rigide ordonnée entre complexes de Steiner
forts et C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. On pose c = bν(g).
Formons, comme dans le paragraphe 11.2.1, le triangle commutatif
K
1K //
g

❀❀
❀❀
❀❀
❀ K
g
✄✄
✄✄
✄✄
✄
L
1g 19❦❦❦ ❦❦❦
.
À partir de ce triangle, en vertu du théorème 12.1.8, on obtient un ∞-foncteur
(1K , 1g, b)∗ : c\C → c\C.
Proposition 12.2.2. — On a (1K , 1g, b)∗ = 1c\C .
Démonstration. — On pourrait déduire formellement cette égalité du cas des
complexes dirigés augmentés. Il est néanmoins plus simple d’invoquer la proposi-
tion 12.1.13. En effet, en vertu de cette proposition, on a (1K , 1g, b)∗ = ν(1K)∗, où
ν(1K)∗ est le ∞-foncteur du paragraphe 7.37. Or, il est immédiat que ν(1K)∗ est le
∞-foncteur identité.
12.2.3. — Considérons maintenant un diagramme
K
f
//
g
  ❇
❇❇
❇❇
❇❇
❇ K
′ f
′
//
g′

K ′′
g′′
}}④④
④④
④④
④④
④
L
h
:B⑤⑤ h
′ 8@②②②
de complexes dirigés augmentés, où h et h′ sont des antihomotopies de g vers g′f et
de g′ vers g′′f ′ respectivement. On suppose que les complexesK,K ′, K ′′ et L sont des
complexes de Steiner forts et que les morphismes g′ et g′′ sont des inclusions rigides
ordonnées.
Soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. On pose
c = bν(g) et c′ = bν(g′).
En composant ce diagramme, on obtient un triangle
K
f ′f
//
g

✿✿
✿✿
✿✿
✿ K
′
g′′
✄✄
✄✄
✄✄
✄
L
h′′ 19❦❦❦ ❦❦❦
,
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où h′′ est l’antihomotopie h′f + h. En vertu du théorème 12.1.8, on obtient donc un
triangle
g′′\L
(f ′,h′,b)∗
//
(f ′f,h′f+h,b)∗
  ❆
❆❆
❆❆
❆❆
g′\L
(f,h,b)∗
⑦⑦
⑦⑦
⑦⑦
⑦
g\L
de ∞-foncteurs.
La proposition suivante affirme que ce triangle est commutatif.
Proposition 12.2.4. — On a (f, h, b)∗(f ′, h′, b)∗ = (f ′f, h′f + h, b)∗.
Démonstration. — Considérons le diagramme
ν(K) ⋆D•
(f,h)∗
//
(f ′′,h′′)∗ **❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚
ν(L) ∐ν(K′) (ν(K ′) ⋆D•)
(f ′,h′)′∗

ν(K ′) ⋆D•
ε2oo
(f ′,h′)∗tt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
ν(L) ∐ν(K′′) (ν(K ′′) ⋆D•)
ν(K ′′) ⋆D•
ε2
OO
de morphismes d’objets ∞-cocatégorie coaugmentée (le morphisme (f ′, h′)′∗ est défini
dans la remarque 12.1.11). Par définition, le triangle de droite est commutatif. On
va montrer qu’il en est de même de celui de gauche. Pour toute ∞-catégorie C et
tout ∞-foncteur b : ν(L)→ C, on obtient à partir de ce diagramme, en appliquant
Hom(•, C), un diagramme de ∞-foncteurs avec des flèches allant en sens opposé. En
vertu du lemme 12.1.4, les ∞-foncteurs induits par ε2 sont inversibles et on peut
donc composer ce diagramme de ∞-foncteurs pour obtenir un grand triangle. Ce
grand triangle est exactement le triangle de l’énoncé. Par ailleurs, le triangle de droite
étant commutatif (et les deux morphismes induits par ε2 étant des isomorphismes), la
commutativité du grand triangle est équivalente à celle du triangle de gauche. Puisque
tous les objets∞-cocatégorie coaugmentée en jeu sont à valeurs dans les∞-catégories
de Steiner fortes, en vertu du lemme de Yoneda (voir la proposition 5.15), il suffit de
vérifier la commutativité du triangle de gauche lorsque C vaut ν(M) pour M un
complexe de Steiner fort. Or cette commutativité est équivalente à la commutativité
du grand triangle, ce qui est précisément le contenu de la proposition 11.1.4 appliquée
au diagramme
K
f
//
ag
  ❆
❆❆
❆❆
❆❆
❆ K
′ f
′
//
ag′

K ′′
ag′′
}}④④
④④
④④
④④
M
ah
:B⑥⑥⑥ ah
′ 8@②②②
,
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où a est tel que b = ν(a), d’où le résultat.
Corollaire 12.2.5. — Le ∞-foncteur
(f, h, b)∗ : c′\C → c\C
du théorème 12.1.8 est au-dessus de C. Autrement dit, le triangle
c′\C
(f,h,b)∗
//
U ′

❃❃
❃❃
❃❃
❃
c\C
U
  ✁✁
✁✁
✁✁
✁
C ,
où U et U ′ désignent les ∞-foncteurs d’oubli, est commutatif.
Démonstration. — En appliquant la proposition précédente au diagramme
∅
∅K //
∅L

❄❄
❄❄
❄❄
❄❄
K
f
//
g

K ′
g′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
L
1∅L ;C⑧⑧ h
9A④④
,
où ∅M , pour M un complexe dirigé augmenté, désigne l’unique morphisme de ∅
vers M , on obtient l’égalité
(∅K , 1∅L , b)
∗(f, h, b)∗ = (∅K′ , 1∅L , b)
∗.
Or, en vertu de la remarque 12.1.14, on a
(∅K , 1∅L , b)
∗ = U et (∅K′ , 1∅L , b)
∗ = U ′,
d’où le résultat.
12.3. Transformation oplax associée à un cône. —
12.3.1. — Dans cette sous-section, on fixe un diagramme
K
f ′
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ k
KS
K ′
g′
✠✠
✠✠
✠✠
✠✠
✠
L
h′
*2
h
@HH❘bn ❘❘❘❘❘❘
de complexes dirigés augmentés, où h et h′ sont des antihomotopies de source g
et de buts respectifs g′f et g′f ′, k est une antihomotopie de f vers f ′ et H une
2-antihomotopie de g′k + h vers h′. On suppose que les complexes K, K ′ et L sont
des complexes de Steiner forts et que g′ est une inclusion rigide ordonnée.
Soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. On pose
c = bν(g) et c′ = bν(g′).
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En vertu du théorème 12.1.8 et du corollaire 12.2.5, on peut associer à ces données
des ∞-foncteurs
(f, h, b)∗, (f ′, h′, b)∗ : c′\C → c\C
au-dessus de C. Le but de cette sous-section est de construire une transformation
oplax (k,H, b)∗ de (f ′, h′, b)∗ vers (f, h, b)∗ au-dessus de C. (Nous ne montrerons que
cette transformation oplax est au-dessus de C que dans la sous-section suivante.)
12.3.2. — On va définir une transformation oplax (k,H)∗ entre morphismes d’objets
∞-cocatégorie coaugmentée de (f ′, h′)∗ vers (f, h)∗ qui sont deux morphismes de
ν(K) ⋆ D• vers ν(L) ∐ν(K′) (ν(K ′) ⋆ D•). En vertu du lemme de Yoneda (voir la
proposition 5.15), cela revient à définir, pour toute∞-catégorie C, une transformation
oplax entre les deux ∞-foncteurs augmentés
Hom(ν(L) ∐ν(K′) (ν(K
′) ⋆D•), C)→ Hom(ν(K) ⋆D•, C)
induits respectivement par (f ′, h′)∗ et (f, h)∗. Définir une telle transformation oplax
revient à définir, pour tout ∞-foncteur b : ν(L)→ C, une transformation oplax entre
les ∞-foncteurs
Homb(ν(L) ∐ν(K′) (ν(K
′) ⋆D•), C)→ Hombν(g)(ν(K) ⋆D•, C).
En utilisant les mêmes isomorphismes que dans le paragraphe 12.1.7, cela revient à
définir un transformation oplax de (f ′, h′, b)∗ vers (f, h, b)∗ qui sont deux∞-foncteurs
de c′\C vers c\C.
Les objets∞-cocatégorie coaugmentée ν(K)⋆D• et ν(L) ∐ν(K′) (ν(K ′) ⋆D•) étant
à valeurs dans les ∞-catégories de Steiner fortes (voir la proposition 12.1.6), en vertu
du lemme de Yoneda (voir la proposition 5.15), il suffit de définir cette transforma-
tion oplax dans le cas où C vaut ν(M) pour M un complexe de Steiner fort. En
utilisant la définition de (f, h)∗ et (f ′, h′)∗ et les mêmes isomorphismes que dans le
paragraphe 12.1.7, cela revient à définir une transformation oplax de ν((f ′, ah′)∗)
vers ν((f, ah)∗), où a : L → M est tel que b = ν(a), qui sont deux ∞-foncteurs
de ν(ag′\M) vers ν(ag\M). Or, d’après la proposition 11.3.2, on a une homoto-
pie (k,H)∗ de (f ′, ah′)∗ vers (f, ah)∗. En vertu du paragraphe B.4.6, on obtient une
transformation oplax ν((k,H)∗) de ν((f ′, ah′)∗) vers ν((f, ah)∗) et on choisit cette
transformation oplax pour définir (k,H)∗.
À partir de maintenant on fixe une ∞-catégorie C munie d’un ∞-foncteur
b : ν(L)→ C. On pose c = bν(g) et c′ = bν(g′).
Théorème 12.3.3. — La transformation oplax (k,H)∗ du paragraphe précédent in-
duit une transformation oplax (k,H, b)∗ de (f ′, h′, b)∗ vers (f, h, b)∗ qui sont deux
∞-foncteurs de c′\C vers c\C.
Démonstration. — Cela résulte immédiatement du paragraphe précédent.
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Remarque 12.3.4. — On peut décrire explicitement la transformation oplax
(k,H)∗ comme suit. Posons f0 = f et f1 = f ′, ainsi que h0 = h et h1 = h′. Pour
tout i > 1, on définit un morphisme de complexes dirigés augmentés
ψk,H,i : K ⋆ λ(Di+1)→ L∐K′ (K
′ ⋆ λ(Di))
en posant, avec les notations du paragraphe 4.7,
ψk,H,i(∅ ⋆ y
ε
p) = ∅ ⋆ z
ε
p,
ψk,H,i(x ⋆∅) = g(x),
ψk,H,i(x ⋆ y
ε
p) =

f1−ε(x) ⋆ zεp + k(x) ⋆ z
1−ε
p−1 si p > 1,
f1−ε(x) ⋆ zε1 + k(x) ⋆ z
1−ε
0 +H(x) si p = 1,
f1−ε(x) ⋆ zε0 + h1−ε(x) si p = 0,
pour x un élément homogène de K, y et z les cellules principales respectives de Di+1
et Di, p > 0 et ε = 0, 1. On peut alors vérifier que le carré
ν(K) ⋆Di+1
((k,H)∗)i
//
≃

ν(L) ∐ν(K′) (ν(K ′) ⋆Di)
≃

ν(K ⋆ λ(Di+1))
ν(ψk,H,i)
// ν(L∐K′ (K ′ ⋆ λ(Di)) ,
où les morphismes verticaux sont les isomorphismes canoniques, est commutatif. Nous
n’utiliserons pas cette description de (k,H)∗ dans la suite de ce texte.
12.4. Fonctorialités des transformations oplax associées aux cônes. —
12.4.1. — Considérons un diagramme
K
f
//
g

❀❀
❀❀
❀❀
❀ K
′
g′
✂✂
✂✂
✂✂
✂
L
h 19❦❦❦ ❦❦❦
de complexes dirigés augmentés, où h est une antihomotopie de g vers g′f . On sup-
pose que les complexes K, K ′ et L sont des complexes de Steiner forts et que le
morphisme g′ est une inclusion rigide ordonnée.
Soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. On pose
c = bν(g) et c′ = bν(g′).
À partir de ce diagramme, on peut former, comme dans le paragraphe 11.4.1, le
diagramme
K
f
))
f 55
g

✹✹
✹✹
✹✹
✹✹
✹ 1f
KS
K ′
g′
✠✠
✠✠
✠✠
✠✠
✠
L
h
*2
h
@H1h❘bn ❘❘❘❘❘❘
.
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On obtient donc, en vertu du théorème 12.3.3, une transformation oplax (1f , 1h, b)∗
de (f, h, b)∗ vers (f, h, b)∗.
Proposition 12.4.2. — On a (1f , 1h, b)∗ = 1(f,h,b)∗.
Démonstration. — Considérons le diagramme
ν(K) ⋆D•
(f,h)∗
55
(f,h)∗
((
ν(L) ∐ν(K′) (ν(K ′) ⋆D•) ν(K ′) ⋆D• ,
ε2oo
 
où les 1-flèches sont des morphismes d’objets ∞-cocatégorie coaugmentée et les
2-flèches sont les transformations oplax (1f , 1h)∗ et 1(f,h)∗ . Pour toute∞-catégorie C
et tout∞-foncteur b : ν(L)→ C, on obtient à partir de ce diagramme, en appliquant
Hom(•, C), un diagramme D de ∞-foncteurs et transformations oplax composé d’une
« sphère » (deux 2-flèches parallèles) et d’une 1-flèche. En vertu du lemme 12.1.4,
le ∞-foncteur induit par ε2 est inversible et on peut composer ce diagramme pour
obtenir un nouveau diagramme D′. La commutativité du diagramme D′ est équi-
valente à l’égalité de l’énoncé. Par ailleurs, le ∞-foncteur induit par ε2 étant un
isomorphisme, la commutativité de D′ est équivalente à la commutativité de la sphère
de D. Puisque tous les objets ∞-cocatégorie coaugmentée en jeu sont à valeurs dans
les ∞-catégories de Steiner fortes, en vertu du lemme de Yoneda (voir la proposi-
tion 5.15), il suffit de vérifier la commutativité de la sphère de D lorsque C vaut
ν(M) pour M un complexe de Steiner fort. Or cette commutativité est équivalente à
la commutativité de D′, ce qui, modulo le fait que le ν envoie une homotopie identité
sur une transformation oplax identité (voir la proposition B.4.9), est précisément le
contenu de la proposition 11.4.2 appliquée au diagramme
K
f
//
ag

❁❁
❁❁
❁❁
❁ K
′
ag′
  ✁✁
✁✁
✁✁
✁
M
ah 19❦❦❦ ❦❦❦
,
où a est tel que b = ν(a), d’où le résultat.
12.4.3. — Considérons maintenant un diagramme
K
f
//
g
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
K ′
f ′′
))
f ′ 55
g′

K ′′
g′′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
k
KS
L
h
:B⑥⑥⑥⑥
h′′ )1
h′
EMH◗am ◗◗◗
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de complexes dirigés augmentés, où h, h′ et h′′ sont des antihomotopies de g vers g′f ,
de g′ vers g′′f ′ et de g′ vers g′′f ′′ respectivement, k est une antihomotopie de f ′ vers f ′′
et H est une 2-antihomotopie de g′′k + h′ vers h′′. On suppose que les complexes K,
K ′, K ′′ et L sont des complexes de Steiner forts et que les morphismes g′ et g′′ sont
des inclusions rigides ordonnées.
Soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. On pose
c = bν(g), c′ = bν(g′) et c′′ = bν(g′′).
À partir de ces données, comme dans le paragraphe 11.4.3 et avec les mêmes no-
tations, en utilisant les théorèmes 12.1.8 et 12.3.3, ainsi que la proposition 12.2.4, on
obtient deux transformations oplax
(f, h, b)∗ ∗ (k,H, b)∗ et (kf,Hf, b)∗
de (f ′′f, h′′f + h, b)∗ vers (f ′f, h′f + h, b)∗, qui sont deux ∞-foncteurs de c′′\C
vers c\C.
Proposition 12.4.4. — On a (f, h, b)∗ ∗ (k,H, b)∗ = (kf,Hf, b)∗.
Démonstration. — Considérons le diagramme
ν(K) ⋆D•
(f,h)∗
//
(f ′f,h′f+h)∗
44
(f ′′f,h′′f+h)∗
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
ν(L) ∐ν(K′) (ν(K ′) ⋆D•)
(f ′,h′)′∗

(f ′′,h′′)′∗

ν(K ′) ⋆D•
ε2oo
(f ′,h′)∗
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
(f ′′,h′′)∗
jj
ν(L) ∐ν(K′′) (ν(K ′′) ⋆D•)
ν(K ′′) ⋆D• ,
ε2
OO
(k,H)′∗ks
(kf,Hf)∗
  ✡✡
✡
✡✡
✡ (k,H)∗
RZ✲✲✲
✲✲✲
où les 1-flèches sont des morphismes d’objets ∞-cocatégorie coaugmentée (les mor-
phismes (f ′, h′)′∗ et (f
′′, h′′)′∗ sont définis dans la remarque 12.1.11) et les 2-flèches des
transformations oplax, la transformation oplax (k,H)′∗ étant une variante de la trans-
formation oplax (k,H)∗ qui se définit comme dans la remarque 12.1.11 et qui vérifie
par définition (k,H)′∗ε2 = (k,H)∗. Appelons « partie gauche » du diagramme le sous-
diagramme obtenu en enlevant les objets ν(K ′)⋆D• et ν(K ′′)⋆D•, ainsi que les flèches
qui en sont issues. Pour toute ∞-catégorie C et tout ∞-foncteur b : ν(L) → C, on
obtient à partir du diagramme de départ, en appliquant Hom(•, C), un diagramme D
de ∞-foncteurs et transformations oplax. En vertu du lemme 12.1.4, les ∞-foncteurs
induits par ε2 sont inversibles et on peut composer ce diagramme pour obtenir un
nouveau diagramme D′. La commutativité (au niveau des 2-flèches) du diagramme D′
est équivalente à l’égalité de l’énoncé. Par ailleurs, les∞-foncteurs induits par ε2 étant
des isomorphismes, la commutativité de D′ est équivalente à la commutativité de la
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partie gauche de D. Puisque tous les objets ∞-cocatégorie coaugmentée en jeu sont
à valeurs dans les ∞-catégories de Steiner fortes, en vertu du lemme de Yoneda (voir
la proposition 5.15), il suffit de vérifier la commutativité de la partie gauche de D
lorsque C vaut ν(M) pour M un complexe de Steiner fort. Or cette commutativité
est équivalente à la commutativité de D′, ce qui, modulo la compatibilité de ν à
la composition d’une homotopie et d’un morphisme (voir la proposition B.4.8), est
précisément le contenu de la proposition 11.4.4 appliquée au diagramme
K
f
//
ag

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄ K
′
f ′′
))
f ′ 55
ag′

K ′′
ag′′
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
k
KS
M
ah
;C⑧⑧⑧⑧
ah′′ *2
ah′
EMaH❙cn ❙❙❙
,
où a est tel que b = ν(a), d’où le résultat.
Corollaire 12.4.5. — La transformation oplax (k,H, b)∗ du théorème 12.3.3
de (f ′, h′, b)∗ vers (f, h, b)∗ est au-dessus de C. Autrement dit, on a l’égalité
U ∗ (k,H, b)∗ = 1U ′ , où U : c\C → C et U ′ : c′\C → C désignent les ∞-foncteurs
d’oubli.
Démonstration. — En appliquant la proposition précédente au diagramme
∅
∅K //
∅L

❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄ K
f ′
((
f 66
g

K ′
g′
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦
k
KS
L
1
∅L
;C⑧⑧⑧
h′ )1
h
FNH❘bn ❘❘❘
,
où ∅M , pour M un complexe dirigé augmenté, désigne l’unique morphisme de ∅
vers M , on obtient l’égalité
(∅K , 1∅L , b)
∗ ∗ (k,H, b)∗ = (1∅K′ , 11∅L , b)
∗.
Or, en vertu de la remarque 12.1.14 et de la proposition 12.4.2, on a
(∅K , 1∅L , b)
∗ = U et (1∅K′ , 11∅L , b)
∗ = 1(∅K′ ,1∅L ,b)∗ = 1U ′ ,
d’où le résultat.
12.4.6. — De même, considérons un diagramme
K
f ′
((
f 66
g
  ❆
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
k
KS
K ′
f ′′
//
g′

K ′′
g′′
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
L
h′ *2
h
FNH❚co ❚❚❚❚❚❚
h′′
8@③③③③
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de complexes dirigés augmentés, où h, h′ et h′′ sont des antihomotopies de g vers g′f ,
de g vers g′f ′ et de g′ vers g′′f ′′ respectivement, k est une antihomotopie de f vers f ′
etH est une 2-antihomotopie de g′k+h vers h′. On suppose toujours que les complexes
K, K ′, K ′′ et L sont des complexes de Steiner forts et que les morphismes g′ et g′′
sont des inclusions rigides ordonnées.
Soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. On pose
c = bν(g), c′ = bν(g′) et c′′ = bν(g′′).
À partir de ces données, comme dans le paragraphe 11.4.5 et avec les mêmes no-
tations, en utilisant les théorèmes 12.1.8 et 12.3.3, ainsi que la proposition 12.2.4, on
obtient deux transformations oplax
(k,H, b)∗ ∗ (f ′′, h′′, b)∗ et (f ′′k,H + h′′k, b)∗
de (f ′′f ′, h′′f ′ + h′, b)∗ vers (f ′′f, h′′f + h, b)∗.
Proposition 12.4.7. — On a (k,H, b)∗ ∗ (f ′′, h′′, b)∗ = (f ′′k,H + h′′k, b)∗.
Démonstration. — La démonstration est une adaptation facile de la démonstration
de la proposition précédente en remplaçant l’usage de la proposition 11.4.4 par celui
de la proposition 11.4.6.
12.4.8. — Enfin, considérons un diagramme
K
f ′′
%%f ′ //
f 99
g

✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶
k
KS
k′
KS
K ′
g′
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
L
h′′ )1
h′
4<
h
EM
H′◗am ◗◗◗◗◗◗
H❲ep ❲❲❲❲❲❲
de complexes dirigés augmentés, où h, h′ et h′′ sont des antihomotopies de g vers g′f ,
g′f ′ et g′f ′′ respectivement, k et k′ sont des antihomotopies de f vers f ′ et f ′ vers f ′′
respectivement et H et H ′ sont des 2-antihomotopies de g′k+h vers h′ et de g′k′+h′
vers h′′ respectivement. On suppose que les complexes K, K ′ et L sont des complexes
de Steiner forts et que le morphisme g′ est une inclusion rigide ordonnée.
Soit C une ∞-catégorie munie d’un ∞-foncteur b : ν(L)→ C. On pose
c = bν(g) et c′ = bν(g′).
À partir de ces données, comme dans le paragraphe 11.4.7 et avec les mêmes no-
tations, en utilisant le théorème 12.3.3, on obtient deux transformations oplax
(k,H, b)∗ ◦ (k′, H ′, b)∗ et (k′ + k,H ′ +H, b)∗
de (f ′′, h′′, b)∗ vers (f, h, b)∗ (la composition verticale des transformations oplax est
définie dans le paragraphe B.3.2).
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Proposition 12.4.9. — On a (k,H, b)∗ ◦ (k′, H ′, b)∗ = (k′ + k,H ′ +H, b)∗.
Démonstration. — Considérons le diagramme
ν(K) ⋆D•
(f ′′,h′′)∗
##
(f ′,h′)∗
//
(f,h)∗
::
ν(L) ∐ν(K′) (ν(K ′) ⋆D•) ν(K ′) ⋆D• ,
ε2oo


où les 1-flèches sont des morphismes d’objets ∞-cocatégorie coaugmentée, les pe-
tites 2-flèches sont, du haut vers le bas, (k′, H ′)∗ et (k,H)∗ et la grande 2-flèche
est (k′ + k,H +H ′)∗. On appellera « partie gauche » du diagramme le sous-
diagramme obtenu en enlevant l’objet ν(K ′) ⋆ D• et la flèche ε2. Pour toute
∞-catégorie C et tout∞-foncteur b : ν(L)→ C, on obtient à partir du diagramme de
départ, en appliquant Hom(•, C), un diagramme D de∞-foncteurs et transformations
oplax. En vertu du lemme 12.1.4, le∞-foncteur induit par ε2 est inversible et on peut
composer ce diagramme pour obtenir un nouveau diagramme D′. La commutativité
du diagramme D′ est équivalente à l’égalité de l’énoncé. Pour les mêmes raisons
que dans les preuves précédentes, il suffit de montrer la commutativité de la partie
gauche de D quand C vaut ν(M) pour M un complexe de Steiner fort, ce qui,
modulo la compatibilité de ν à la composition verticale des homotopies (voir la
proposition B.4.10), est précisément le contenu de la proposition 11.4.8 appliquée au
diagramme
K
f ′′
%%f ′ //
f 99
ag

✶✶
✶✶
✶✶
✶✶
✶✶
✶✶
✶
k
KS
k′
KS
K ′
ag′
☞☞
☞☞
☞☞
☞☞
☞☞
☞☞
☞
L
ah′′ )1
ah′
4<
ah
EM
❘bn ❘❘❘❘❘❘
❳fp ❳❳❳❳❳❳
,
où les 2-flèches sont, du bas vers le haut, les 2-antihomotopies aH et aH ′ respective-
ment, et a est tel que b = ν(a), d’où le résultat.
Appendice A
Produit tensoriel ∞-catégorique
A.1. — On rappelle qu’on a défini au paragraphe 7.2, selon Steiner, le produit ten-
soriel de deux complexes dirigés augmentés et qu’on obtient ainsi une structure de
catégorie monoïdale bifermée sur la catégorie des complexes dirigés augmentés.
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A.2. — Si K et L sont deux complexes dirigés augmentés admettant des bases X
et Y respectivement, on vérifie immédiatement que le complexe dirigé augmentéK⊗L
admet pour base l’ensemble
X ⊗ Y = {x⊗ y | x ∈ X, y ∈ Y }.
Lemme A.3 (Steiner). — Soient K et L des complexes dirigés augmentés à base.
Pour tout élément homogène x de K et tout élément homogène y de L, tout r > 0 et
ε = 0, 1, on a
〈x⊗ y〉εr =
∑
p+q=r
06p6|x|, 06q6|y|
〈x〉εp ⊗ 〈y〉
p+ε mod 2
q .
Démonstration. — La formule est donnée dans [31, exemple 3.10] dans le cas où x
et y sont dans la base de K et L respecticement. Elle se démontre par récurrence,
essentiellement comme la formule de notre lemme 7.14
Proposition A.4 (Steiner). — Si K et L sont des complexes dirigés augmentés à
base unitaire (resp. à base fortement sans boucle), alors il en est de même de K ⊗L.
En particulier, si K et L sont des complexes de Steiner forts, alors il en est de même
de K ⊗ L.
Démonstration. — Voir [31, exemple 3.10].
Remarque A.5. — En vertu de la proposition précédente (et du fait que le complexe
dirigé augmenté Z′ du paragraphe 7.2 est de Steiner fort), la catégorie des complexes de
Steiner forts est une sous-catégorie monoïdale de la catégorie monoïdale des complexes
dirigés augmentés définie par le produit tensoriel.
Lemme A.6. — Soient f : K → K ′ et g : L→ L′ des morphismes entre complexes
dirigés augmentés à base et soient x un élément homogène de K et y un élément
homogène de L. Si pour tout k > 0 et ε = 0, 1, on a
f(〈x〉εk) = 〈f(x)〉
ε
k et g(〈y〉
ε
k) = 〈g(y)〉
ε
k,
alors, pour tout k > 0 et ε = 0, 1, on a
(f ⊗ g)(〈x ⊗ y〉εk) = 〈f(x) ⊗ f(y)〉
ε
k.
En particulier, si on suppose que K et L sont à base unitaire, que x ⊗ y est dans la
base de K ⊗ L et qu’on a
ν(f)(〈x〉) = 〈f(x)〉 et ν(g)(〈y〉) = 〈g(y)〉,
alors on a
ν(f ⊗ g)(〈x⊗ y〉) = 〈f(x)⊗ g(y)〉.
Démonstration. — La preuve est une adaptation immédiate de la preuve de l’as-
sertion analogue pour le joint (lemme 7.16) en remplaçant l’usage de la formule du
lemme 7.14 par celui de la formule du lemme A.3.
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Proposition A.7. — Si f : K → K ′ et g : L → L′ sont deux morphismes rigides
(voir le paragraphe 3.2) entre complexes dirigés augmentés à base, alors leur produit
tensoriel f ⊗ g : K ⊗ L→ K ′ ⊗ L′ est également rigide.
Démonstration. — Cela résulte immédiatement du lemme précédent.
Proposition A.8. — Soient K et L deux complexes dirigés augmentés à base uni-
taire, x un élément de la base de K de degré i et y un élément de la base de L de
degré j. Notons z la cellule principale de Di et t celle de Dj. Alors le diagramme
ν(λ(Di)⊗ λ(Dj))
ν
(
〈˜x〉⊗〈˜y〉
)
// ν(K ⊗ L)
Di+j
〈z⊗t〉
OO
〈x⊗y〉
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
,
où 〈˜x〉 : λ(Di) → K et 〈˜y〉 : λ(Dj) → L désignent les transposés de 〈x〉 : Di → ν(K)
et 〈y〉 : Dj → ν(L) respectivement, est commutatif.
Démonstration. — Il s’agit de montrer qu’on a
ν
(
〈˜x〉 ⊗ 〈˜y〉
)
(〈z ⊗ t〉) = 〈x⊗ y〉.
Cela résulte du lemme A.6 puisque, par définition, on a
ν(〈˜x〉)(〈z〉) = 〈x〉 et ν(〈˜y〉)(〈t〉) = 〈y〉.
Proposition A.9. — Soient K un complexe de Steiner fort et F : I → Cda un
système de Steiner fort (voir le paragraphe 3.7). Alors le foncteur
K ⊗ F : I → Cda
i 7→ K ⊗ F (i)
est un système de Steiner fort.
Démonstration. — Le foncteur F étant un système rigide, il en est de même du
foncteur K ⊗ F : i 7→ K ⊗ F (i) en vertu de la proposition A.7. Par ailleurs, puisque
d’après la proposition A.4 les complexes de Steiner forts sont stables par produit
tensoriel, le foncteur K ⊗ F est à valeurs dans les complexes de Steiner forts. Enfin,
le foncteur K ⊗ • admettant un adjoint à droite, il commute aux limites inductives.
Le morphisme canonique
lim
−→
i∈I
(K ⊗ F (i))→ K ⊗ lim
−→
i∈I
F (i)
est donc un isomorphisme de complexes dirigés augmentés et, pour tout objet i0
de I, le morphisme canonique K ⊗ F (i0) → lim−→i∈I(K ⊗ F (i)) s’identifie à travers
cet isomorphisme au produit tensoriel K ⊗ F (i0) → K ⊗ lim−→i∈I F (i) de K et du
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morphisme canonique associé à F . On en déduit le résultat en invoquant de nouveau
les propositions A.4 et A.7.
Corollaire A.10. — Si K est un complexe de Steiner fort, alors le foncteur
Cda →∞-Cat
L 7→ ν(K ⊗ L)
commute aux limites inductives des systèmes de Steiner forts.
Démonstration. — Puisque le foncteur ν commute aux limites inductives des sys-
tèmes de Steiner forts (théorème 3.8), l’assertion résulte de la proposition précé-
dente.
Corollaire A.11. — Soit K un complexe de Steiner fort. Alors le foncteur
Θ→∞-Cat
S 7→ ν(K ⊗ λ(S))
commute aux sommes globulaires. Autrement dit, ν(K⊗λ(D•)) est une ∞-cocatégorie
dans ∞-Cat.
Démonstration. — Cela résulte du corollaire précédent puisqu’en vertu de la propo-
sition 4.11, les sommes globulaires proviennent de systèmes de Steiner forts.
A.12. — Fixons K un complexe de Steiner fort. Soit C une ∞-catégorie. On définit,
en utilisant le corollaire précédent et les notations du paragraphe 5.9, une∞-catégorie
Homlax(ν(K), C) en posant
Homlax(ν(K), C) = Hom(ν(K ⊗ λ(D•)), C).
Explicitement, les i-flèches de Homlax(ν(K), C) sont les∞-foncteurs de ν(K⊗λ(Di))
vers C.
Notons qu’un morphisme f : K → K ′ entre complexes de Steiner forts induit un
morphisme d’objets ∞-cocatégorie ν(K ⊗ λ(D•)) → ν(K ′ ⊗ λ(D•)) et donc, pour
toute ∞-catégorie C, un ∞-foncteur Homlax(ν(K
′), C)→ Homlax(ν(K), C).
Proposition A.13. — Fixons K un complexe de Steiner fort. Pour tout complexe
de Steiner fort L et toute ∞-catégorie C, on a une bijection
Hom∞-Cat(ν(K ⊗ L), C) ≃ Hom∞-Cat(ν(L),Homlax(ν(K), C)),
naturelle en L et C.
Démonstration. — Si M est un complexe de Steiner fort et t est un élément de la
base de M de degré i > 0, on notera, pour simplifier, tεj = 〈t〉
ε
j , pour 0 6 j 6 i (voir
le paragraphe 2.8 pour la notation 〈t〉εj).
On va produire des fonctions
ϕ : Hom∞-Cat(ν(K ⊗ L), C)→ Hom∞-Cat(ν(L),Homlax(ν(K), C))
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et
ψ : Hom∞-Cat(ν(L),Homlax(ν(K), C))→ Hom∞-Cat(ν(K ⊗ L), C)
inverses l’une de l’autre.
Commençons par ϕ. Soit F : ν(K ⊗ L) → C un ∞-foncteur. On défi-
nit un ∞-foncteur ϕ(F ) : ν(L) → Homlax(ν(K), C) de la manière suivante.
Soit y : Di → ν(L), pour i > 0, une i-flèche de ν(L). On doit lui associer une
i-flèche ϕ(F )(y) de Homlax(ν(K), C), c’est-à-dire un ∞-foncteur ν(K ⊗ λ(Di))→ C.
On pose
ϕ(F )(y) = ν(K ⊗ λ(Di))
ν(K⊗y˜)
−−−−−→ ν(K ⊗ L) F−→ C,
où on a noté y˜ : λ(Di) → L le transposé de y : Di → ν(L). Le fait qu’on obtienne
bien ainsi un ∞-foncteur résulte de la naturalité en Di, et plus généralement en S
dans Θ, du ∞-foncteur ϕ(F )(y). En particulier, pour x un élément de degré i de la
base de K, y un élément de la base de L et z la cellule principale de Di, on a, pour j
tel que 0 6 j 6 i et ε = 0, 1,
ϕ(F )(〈y〉)(〈x ⊗ zεj 〉) = F (〈x ⊗ y
ε
j 〉).
De plus, cette formule détermine ϕ(F ) de manière unique puisque les ∞-catégories
ν(L) et ν(K ⊗ λ(Di)) sont engendrées librement au sens des polygraphes par leurs
atomes en vertu du théorème 2.13.
Définissons maintenant ψ. Soit G : ν(L) → Homlax(ν(K), C) un ∞-foncteur. Il
s’agit de définir un ∞-foncteur ψ(G) : ν(K ⊗ L) → C. En vertu du théorème 2.13,
la ∞-catégorie ν(K ⊗ L) est engendrée librement au sens des polygraphes par ses
atomes. Il suffit donc de définir ψ(G) sur les atomes de ν(K ⊗ L) et de vérifier les
compatibilités aux sources et aux buts. Soient x de degré i dans la base de K et y de
degré j dans la base de L. On pose
ψ(G)(〈x ⊗ y〉) = Di+j
〈x⊗z′j〉
−−−−→ ν(K ⊗ λ(Dj))
G(〈y〉)
−−−−→ C,
où z′ désigne la cellule principale de Dj .
Vérifions maintenant les compatibilités aux sources et aux buts. Fixons m > 0
et supposons que les formules ci-dessus définissent bien un m-foncteur. Il s’agit de
montrer que, pour tous x et y comme ci-dessus avec i+ j = m+ 1, on a
ψ(G)(s(〈x ⊗ y〉)) = s(ψ(G)(〈x ⊗ y〉)) et ψ(G)(t(〈x ⊗ y〉)) = t(ψ(G)(〈x ⊗ y〉)).
Montrons la première égalité, la seconde se démontrant de manière analogue. No-
tons z et z′ les cellules principales respectives de Di et Dj . Puisque la ∞-catégorie
ν(λ(Di)⊗ λ(Dj)) est engendrée librement au sens des polygraphes par ses atomes,
en vertu de la proposition 1.5, ses atomes l’engendrent également par compositions
et il existe donc une formule χ exprimant la source de 〈zi ⊗ z′j〉 en fonction des
〈zεk ⊗ z
′ε′
l 〉 avec 0 6 k 6 i, 0 6 l 6 j, k + l < i + j, ε = 0, 1 et ε
′ = 0, 1. On
notera χ[〈zεk ⊗ z
′ε′
l 〉] l’évaluation de la formule χ en les éléments z
ε
k ⊗ z
′ε′
l . On a donc
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s(〈zi ⊗ z′j〉) = χ[〈z
ε
k ⊗ z
′ε′
l 〉]. Plus généralement, il résulte de la proposition A.8 que la
même formule χ permet de calculer la source d’un atome 〈m⊗ n〉, oùm est de degré i
et n de degré j, d’un produit tensoriel quelconque de complexes dirigés augmentés à
base unitaire M et N . On obtient ainsi
ψ(G)(s(〈x ⊗ y〉)) = ψ(G)(χ[〈xεk ⊗ y
ε′
l 〉])
= χ[ψ(G)(〈xεk ⊗ y
ε′
l 〉)]
(car ψ(G) est un m-foncteur et k + l < i+ j = m+ 1)
= χ[G(〈yε
′
l 〉)(〈x
ε
k ⊗ z
′′
l 〉)],
où z′′l désigne la cellule principale de Dl, cette dernière égalité résultant de la définition
de ψ(G). Par ailleurs, on a
G(〈yε
′
l 〉)(〈x
ε
k ⊗ z
′′
l 〉) = G(〈y〉)(〈x
ε
k ⊗ z
′ε′
l 〉).
En effet, pour ε′ = 0, on a
G(〈y0l 〉)(〈x
ε
k ⊗ z
′′
l 〉) = G(sl(〈y〉))(〈x
ε
k ⊗ z
′′
l 〉)
= sl(G(〈y〉))(〈xεk ⊗ z
′′
l 〉)
= G(〈y〉)
(
ν(K ⊗ λ(σil ))(〈x
ε
k ⊗ z
′′
l 〉)
)
(par définition des sources des cellules de Homlax(ν(K), C))
= G(〈y〉)(〈xεk ⊗ z
′0
l 〉),
la dernière égalité étant conséquence du lemme A.6 puisque λ(σil )(z
′′
l ) = z
′0
l (voir le
paragraphe 4.9). La démonstration dans le cas ε′ = 1 est analogue. En insérant cette
égalité dans notre calcul précédent, on obtient
ψ(G)(s(〈x ⊗ y〉)) = χ[G(〈yε
′
l 〉)(〈x
ε
k ⊗ z
′′
l 〉)]
= χ[G(〈y〉)(〈xεk ⊗ z
′ε′
l 〉)]
= G(〈y〉)(χ[〈xεk ⊗ z
′ε′
l 〉])
(car G(〈y〉) est un ∞-foncteur)
= G(〈y〉)(s(〈x ⊗ z′j〉))
= s(G(〈y〉)(〈x ⊗ z′j〉))
= s(ψ(G)(〈x ⊗ y〉)),
la dernière égalité résultant de la définition de ψ(G), ce qui achève de montrer
que ψ(G) est bien un ∞-foncteur.
Enfin, vérifions que ϕ et ψ sont bien des bijections inverses l’une de l’autre. Soient
F : ν(K ⊗ L)→ C et G : ν(L)→ Homlax(ν(K), C) deux ∞-foncteurs. On a, avec les
notations précédentes,
ψϕ(F )(〈x ⊗ y〉) = ϕ(F )(〈y〉)(〈x ⊗ z′j〉) = F (〈x ⊗ y〉)
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et
ϕψ(G)(〈y〉)(〈x ⊗ zεj 〉) = ψ(G)(〈x ⊗ y
ε
j 〉) = G(〈y〉)(〈x ⊗ z
ε
j 〉).
Les ∞-foncteurs ψϕ(F ) et F (resp. les ∞-foncteurs ϕψ(G) et G) coïncident donc sur
les atomes et sont donc égaux, ce qu’il fallait démontrer.
A.14. — Soit L un complexe de Steiner fort. On montre de même que le foncteur
Cda →∞-Cat
K 7→ ν(K ⊗ L)
commute aux limites inductives des systèmes de Steiner forts. On en déduit que
ν(λ(D•) ⊗ L) est un objet ∞-cocatégorie dans ∞-Cat. On définit alors, pour toute
∞-catégorie C, une ∞-catégorie Homoplax(ν(L), C) en posant
Homoplax(ν(L), C) = Hom(ν(λ(D•)⊗ L), C).
On montre, comme dans la proposition précédente, que, pour tout complexe de Steiner
fort K et toute ∞-catégorie C, on a une bijection
Hom∞-Cat(ν(K ⊗ L), C) ≃ Hom∞-Cat(ν(K),Homoplax(ν(L), C)),
naturelle en K et C.
Théorème A.15. — Il existe une et une seule (à unique isomorphisme monoïdal
près) structure de catégorie monoïdale sur ∞-Cat de produit
⊗ :∞-Cat ×∞-Cat→∞-Cat
(A,B) 7→ A⊗B
ayant les deux propriétés suivantes :
(a) le foncteur ν|Stf : Stf → ∞-Cat, où la catégorie des complexes de Steiner
forts Stf est munie de la structure de catégorie monoïdale définie par le pro-
duit tensoriel, s’étend en un foncteur monoïdal ;
(b) le foncteur ⊗ :∞-Cat×∞-Cat →∞-Cat commute aux petites limites inductives
en chaque variable.
De plus, cette structure monoïdale est bifermée.
Démonstration. — L’assertion résulte du théorème 6.3 appliqué à C =∞-Cat et D la
catégorie des∞-catégories de Steiner fortes (voir le paragraphe 2.16) munie du produit
tensoriel (par l’identification de cette sous-catégorie à celle des complexes de Steiner
forts), la petite sous-catégorie dense étant la catégorie Θ. En effet, les hypothèses de ce
théorème sont précisément le contenu de la proposition A.13 et du paragraphe A.14.
A.16. — On appellera produit tensoriel de Gray ou plus simplement produit tensoriel
le produit monoïdal
⊗ :∞-Cat ×∞-Cat →∞-Cat
142 DIMITRI ARA & GEORGES MALTSINIOTIS
défini dans le théorème précédent. Si K et L sont des complexes de Steiner forts, on
a, en vertu de ce même théorème, un isomorphisme canonique
ν(K)⊗ ν(L) ≃ ν(K ⊗ L).
En particulier, si S et T sont deux objets de Θ, puisqu’en vertu de la proposition 4.11
on a S ≃ νλ(S) et T ≃ νλ(T ), on obtient un isomorphisme canonique
S ⊗ T ≃ ν(λ(S)⊗ λ(T )).
Plus généralement, si A et B sont deux ∞-catégories, on a des isomorphismes cano-
niques
A⊗B ≃ lim
−→
S→A∈Θ/A
T→B∈Θ/B
S ⊗ T ≃ lim
−→
S→A∈Θ/A
T→B∈Θ/B
ν(λ(S)⊗ λ(T )).
En effet, puisque la catégorie Θ est dense dans ∞-Cat, toute ∞-catégorie est limite
inductive canonique d’objets de Θ. La formule résulte alors du fait que le produit
tensoriel commute aux limites inductives en chaque variable.
Notons que l’unité du produit tensoriel est l’image par ν du complexe dirigé aug-
menté Z′ du paragraphe 7.2, c’est-à-dire la ∞-catégorie finale D0. Si A est une
∞-catégorie, on a donc
A⊗D0 ≃ A ≃ D0 ⊗A.
Remarque A.17. — Le produit tensoriel défini au paragraphe précédent coïncide
avec celui introduit par Al-Agl et Steiner dans [1] et étudié par Crans dans [18]. En
effet, le produit tensoriel étudié dans ces textes commutant aux limites inductives en
chaque variable, il suffit de vérifier que les deux produits tensoriels coïncident sur une
sous-catégorie dense de∞-Cat. On peut vérifier que c’est le cas pour la sous-catégorie
pleine des cubes, c’est-à-dire des objets de la forme ∆1 ⊗ · · · ⊗∆1, où ∆1 apparaît n
fois avec n > 0.
A.18. — En vertu du théorème A.15, la structure de catégorie monoïdale définie par
le produit tensoriel est bifermée. On obtient donc des foncteurs
Homoplax :∞-Cat
◦ ×∞-Cat →∞-Cat et Homlax :∞-Cat
◦ ×∞-Cat →∞-Cat
vérifiant, pour toutes ∞-catégories A, B et C,
Hom∞-Cat(A⊗B,C) ≃ Hom∞-Cat(A,Homoplax(B,C))
et
Hom∞-Cat(A⊗B,C) ≃ Hom∞-Cat(B,Homlax(A,C)),
et ce de manière naturelle en A, B et C. En particulier, pour tout i > 0, on a
Homoplax(A,B)i = Hom∞-Cat(Di ⊗A,B)
et
Homlax(A,B)i = Hom∞-Cat(A⊗Di, B).
JOINT ET TRANCHES POUR LES ∞-CATÉGORIES STRICTES 143
Notons que, dans le cas où A est de la forme ν(K) pour K un complexe de Steiner
fort, la ∞-catégorie Homlax(ν(K), C) que l’on vient d’introduire coïncide, en vertu
de la proposition A.13, avec celle définie dans le paragraphe A.12. De même pour le
foncteur Homoplax défini au paragraphe A.14.
Proposition A.19. — Les foncteurs
λ :∞-Cat → Cda et ν : Cda →∞-Cat
sont monoïdal et monoïdal lax respectivement, les catégories ∞-Cat et Cda étant toutes
deux munies des structures de catégorie monoïdale définies par le produit tensoriel.
Démonstration. — La démonstration est une adaptation immédiate de la preuve de
l’assertion analogue pour le joint (proposition 7.33).
Proposition A.20. — Soient K et L deux complexes dirigés augmentés. Les appli-
cations
(K ⊗ L)p → (L⊗K)p
x⊗ y 7→ y ⊗ x ,
pour p > 0, définissent des isomorphismes
(K ⊗ L)op ≃ Lop ⊗Kop et (K ⊗ L)co ≃ Lco ⊗Kco.
En particulier, les applications identité de (K ⊗ L)p, pour p > 0, définissent un
isomorphisme
(K ⊗ L)◦ ≃ K◦ ⊗ L◦.
Démonstration. — Commençons par démontrer le résultat pour le dual impair. La
compatibilité aux augmentations, aux sous-monoïdes de positivité et la bijectivité
sont évidentes. Il s’agit donc de vérifier la compatibilité aux différentielles. Notons
s : x ⊗ y 7→ y ⊗ x l’application de l’énoncé. Pour tout élément homogène de K ⊗ L
de la forme x ⊗ y et de degré au moins 1, on a, en notant d′ les différentielles dual
impair,
sd′(x⊗ y) = (−1)|x|+|y|sd(x⊗ y)
= (−1)|x|+|y|s(dx⊗ y + (−1)|x|x⊗ dy)
= (−1)|x|+|y|y ⊗ dx+ (−1)|y|dy ⊗ x
et
ds(x⊗ y) = d(y ⊗ x) = d′y ⊗ x+ (−1)|y|y ⊗ d′x
= (−1)|y|dy ⊗ x+ (−1)|y|+|x|y ⊗ dx
= (−1)|x|+|y|y ⊗ dx+ (−1)|y|dy ⊗ x,
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d’où le premier isomorphisme. Le résultat pour le dual pair se démontre de manière
analogue : en notant d′ les différentielles dual pair, on a
sd′(x⊗ y) = (−1)|x|+|y|+1sd(x⊗ y)
= (−1)|x|+|y|+1s(dx⊗ y + (−1)|x|x⊗ dy)
= (−1)|x|+|y|+1y ⊗ dx+ (−1)|y|+1dy ⊗ x
et
ds(x⊗ y) = d(y ⊗ x) = d′y ⊗ x+ (−1)|y|y ⊗ d′x
= (−1)|y|+1dy ⊗ x+ (−1)|y|+|x|+1y ⊗ dx
= (−1)|x|+|y|+1y ⊗ dx + (−1)|y|+1dy ⊗ x,
et on obtient ainsi le deuxième isomorphisme. Le troisième se déduit des deux pre-
miers : l’application s ◦ s, qui n’est autre que l’identité, définit un isomorphisme
(A⊗B)◦ = ((A ⊗B)op)co ≃ (Bop ⊗Aop)co ≃ (Aop)co ⊗ (Bop)co = A◦ ⊗B◦.
Remarque A.21. — Outre la dualité triviale, les dualités considérées dans l’énoncé
précédent sont les seules pour lesquelles on a des isomorphismes de ce type.
Proposition A.22. — Soient A et B deux ∞-catégories. On a des isomorphismes
naturels canoniques
(A⊗B)op ≃ Bop ⊗Aop et (A⊗B)co ≃ Bco ⊗Aco.
En particulier, on a un isomorphisme naturel canonique
(A⊗B)◦ ≃ A◦ ⊗B◦.
Démonstration. — La preuve est une adaptation immédiate de la preuve de l’asser-
tion analogue pour le joint (proposition 7.34) en remplaçant l’usage de la proposi-
tion 7.10 par celui de la proposition A.20.
Proposition A.23. — Soient A et B deux ∞-catégories. On a des isomorphismes
naturels canoniques
Homoplax(A,B)
op ≃ Homlax(A
op, Bop),
Homoplax(A,B)
co ≃ Homlax(A
co, Bco),
Homoplax(A,B)
◦ ≃ Homoplax(A
◦, B◦).
Démonstration. — Notons D la dualité paire ou impaire. Pour toute ∞-catégorie C,
on a
Hom∞-Cat(C,D(Homoplax(A,B))) ≃ Hom∞-Cat(D(C),Homoplax(A,B))
≃ Hom∞-Cat(D(C) ⊗A,B)
(par adjonction)
≃ Hom∞-Cat(D(D(C) ⊗A), D(B))
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≃ Hom∞-Cat(D(A) ⊗ C,D(B))
(en vertu de la proposition précédente)
≃ Hom∞-Cat(C,Homlax(D(A), D(B))),
d’où les deux premiers isomorphismes. Le troisième en résulte :
Homoplax(A,B)
◦ = (Homoplax(A,B)
op)co
≃ Homlax(A
op, Bop)co
≃ Homoplax((A
op)co, (Bop)co)
≃ Homoplax(A
◦, B◦).
Proposition A.24. — Soient p, q > 0 deux entiers. Si A est une p-catégorie et B
une q-catégorie, alors on a un isomorphisme canonique
A⊗B ≃ lim
−→
(S,S→A)∈Θp/A
(T,T→B)∈Θq/B
S ⊗ T.
En particulier, le produit tensoriel de A et B est une (p+ q)-catégorie.
Démonstration. — La preuve est une adaptation immédiate de la preuve de l’asser-
tion analogue pour le joint (proposition 9.5).
Dans la suite de la section on fixe un entier n > 0.
A.25. — Soient A et B deux n-catégories. On appelle produit tensoriel n-catégorique
de A et B la n-catégorie
A⊗n B = τ i6n(A⊗B).
Cette opération définit un foncteur
n-Cat × n-Cat → n-Cat
(A,B) 7→ A⊗n B.
Lemme A.26. — Soient K et L deux complexes dirigés augmentés. Les morphismes
canoniques K → τ i6n(K) et L→ τ
i
6n(L) induisent un isomorphisme
τ i6n(K ⊗ L) ≃ τ
i
6n(τ
i
6n(K)⊗ τ
i
6n(L)).
Démonstration. — La preuve est une adaptation facile de la preuve de l’assertion
analogue pour le joint (lemme 9.7).
Proposition A.27. — Soient A et B deux ∞-catégories. Les ∞-foncteurs cano-
niques A→ τ i6n(A) et B → τ
i
6n(B) induisent un isomorphisme
τ i6n(A⊗B) ≃ τ
i
6n(τ
i
6n(A) ⊗ τ
i
6n(B)).
Démonstration. — La preuve est une adaptation immédiate de la preuve de l’asser-
tion analogue pour le joint (proposition 9.8).
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Proposition A.28. — La structure de catégorie monoïdale sur ∞-Cat définie par le
produit tensoriel induit une structure de catégorie monoïdale sur n-Cat pour le produit
tensoriel n-catégorique.
Démonstration. — La preuve est une adaptation immédiate de la preuve de l’asser-
tion analogue pour le joint (proposition 9.9).
Proposition A.29. — Soit B une n-catégorie. Pour toute ∞-catégorie A, les
∞-catégories Homoplax(A,B) et Homlax(A,B) sont des n-catégories.
Démonstration. — La preuve est une adaptation immédiate de la preuve de l’asser-
tion analogue pour le joint (proposition 9.11).
Proposition A.30. — La structure de catégorie monoïdale sur n-Cat définie par le
produit tensoriel n-catégorique est bifermée, ses Hom internes étant donnés par les
restrictions de Homoplax et Homlax à n-Cat.
Démonstration. — La preuve est une adaptation immédiate de la preuve de l’asser-
tion analogue pour le joint (corollaire 9.13).
A.31. — Pour n = 1, le produit tensoriel 1-catégorique n’est autre que le produit
cartésien. En effet, le produit tensoriel 1-catégorique comme le produit cartésien com-
mutant aux limites inductives en chaque variable, il suffit de démontrer que ces deux
foncteurs coïncident sur une sous-catégorie dense de Cat. On peut le vérifier pour la
sous-catégorie pleine de Cat formée des ∆1 × · · · × ∆1, où ∆1 apparaît n fois avec
n > 0. Il s’agit alors de montrer qu’on a τ i61(∆1⊗· · ·⊗∆1) = ∆1×· · ·×∆1, ce qu’on
vérifie sans difficulté en utilisant les complexes dirigés augmentés.
De même, si n = 2, on peut démontrer que le produit tensoriel 2-catégorique est le
produit tensoriel introduit par Gray dans [21]. Comme ci-dessus, il suffit de démontrer
qu’on a τ i62(∆1 ⊗ · · · ⊗∆1) ≃ ∆1 ⊗G · · · ⊗G ∆1, où ⊗G désigne le produit tensoriel
de [21], ce qu’on peut également faire en utilisant les complexes dirigés augmentés.
Appendice B
Compléments sur les transformations oplax
B.1. Description de la ∞-catégorie des cylindres. —
Si C est une ∞-catégorie, le paragraphe A.18 permet de définir une ∞-catégorie
Homlax(D1, C). Le but de cette sous-section est de décrire explicitement cette
∞-catégorie.
B.1.1. — Fixons i > 0. Nous allons commencer par décrire la (i+ 1)-caté-
gorie D1 ⊗Di. On notera a la cellule principale de D1 et x celle de Di. En vertu de
la proposition 4.11 et du paragraphe A.16, on a
D1 ⊗Di ≃ ν(λ(D1)⊗ λ(Di)).
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Par ailleurs, les paragraphes 4.7 et A.2 montrent que le complexe λ(D1) ⊗ λ(Di) a
pour base l’ensemble formé des
a00 ⊗ x
ε
k, a
1
0 ⊗ x
ε
k, a⊗ x
ε
k,
où k varie entre 0 et i, et ε = 0, 1 (en se souvenant que x0i = x
1
i ).
Proposition B.1.2. — Pour tout k tel que 0 < k 6 i, ε = 0, 1 et ε′ = 0, 1, on a
s(〈aε
′
0 ⊗ x
ε
k〉) = 〈a
ε′
0 ⊗ x
0
k−1〉 et t(〈a
ε′
0 ⊗ x
ε
k〉) = 〈a
ε′
0 ⊗ x
1
k−1〉.
Démonstration. — Cela résulte immédiatement de l’égalité
d(aε
′
0 ⊗ x
ε
k) = a
ε′
0 ⊗ d(x
ε
k) = a
ε′
0 ⊗ x
1
k−1 − a
ε′
0 ⊗ x
0
k−1.
Lemme B.1.3. — Pour tout k tel que 0 6 k 6 i, ε = 0, 1, tout l tel que 0 6 l < k+1
et ε′ = 0, 1, on a
〈a⊗ xεk〉
ε′
l = a
ε′
0 ⊗ x
η
l + a⊗ x
1−ε′
l−1 ,
où η vaut ε si k = l et ε′ sinon, en convenant que x0−1 = 0 = x
1
−1. En particulier,
on a
〈a⊗ xεk〉
ε′
0 = a
ε′
0 ⊗ x
η
0 .
Démonstration. — En vertu du lemme A.3 et de la convention de l’énoncé pour le
cas l = 0, on a
〈a⊗ xεk〉
ε′
l = 〈a〉
ε′
0 ⊗ 〈x
ε
k〉
ε′
l + 〈a〉
ε′
1 ⊗ 〈x
ε
k〉
1−ε′
l−1 = a
ε′
0 ⊗ x
η
l + a⊗ x
1−ε′
l−1 ,
ce qu’on voulait démontrer.
Proposition B.1.4. — Pour tout k tel que 0 6 k 6 i et ε = 0, 1, on a
s(〈a⊗ xεk〉) = 〈a⊗ x
1
k−1〉 ∗k−1 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
ε
k〉
et
t(〈a⊗ xεk〉) = 〈a
1
0 ⊗ x
ε
k〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗k−1 〈a⊗ x
0
k−1〉.
Démonstration. — C’est le cas l = k du lemme plus général suivant.
Lemme B.1.5. — Pour tous k, l tels que 0 6 l 6 k 6 i et ε = 0, 1, on a
sl(〈a⊗ xεk〉) = 〈a⊗ x
1
l−1〉 ∗l−1 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
η0
l 〉
et
tl(〈a⊗ xεk〉) = 〈a
1
0 ⊗ x
η1
l 〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−1 〈a⊗ x
0
l−1〉,
où η0 et η1 valent ε si k = l et 0 et 1 respectivement sinon.
Démonstration. — On va démontrer les deux égalités simultanément par récurrence
sur l. Pour l = 0, en vertu du lemme B.1.3, pour ε′ = 0, 1, on a 〈a⊗ xεk〉
ε′
0 = a
ε′
0 ⊗x
ηε′
0
et donc
s0(〈a⊗ xεk〉) = 〈a
0
0 ⊗ x
η0
0 〉 et t0(〈a⊗ x
ε
k〉) = 〈a
1
0 ⊗ x
η1
0 〉.
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Supposons maintenant l’égalité démontrée au rang l−1 et montrons-la au rang l 6 k.
Par la proposition B.1.2 et l’hypothèse de récurrence, on a
tl−1
(
〈a⊗ x1l−2〉 ∗l−2 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
η0
l 〉
)
= 〈a⊗ x1l−2〉 ∗l−2 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
1
l−1〉
= sl−1(〈a⊗ x1l−1〉)
et
sl−1
(
〈a10 ⊗ x
η1
l 〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−2 〈a⊗ x
0
l−2〉
)
= 〈a10 ⊗ x
0
l−1〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−2 〈a⊗ x
0
l−2〉
= tl−1(〈a⊗ x0l−1〉)
et les cellules
u = 〈a⊗ x1l−1〉 ∗l−1
(
〈a⊗ x1l−2〉 ∗l−2 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
η0
l 〉
)
,
v =
(
〈a10 ⊗ x
η1
l 〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−2 〈a⊗ x
0
l−2〉
)
∗l−1 〈a⊗ x
0
l−1〉
sont donc bien définies. Par ailleurs, en utilisant le lemme B.1.3, on obtient
ul = a⊗ x
1
l−1 + a
0
0 ⊗ x
η0
l = sl(〈a⊗ x
ε
k〉)l
et de même
vl = a
1
0 ⊗ x
η1
l + a⊗ x
0
l−1 = tl(〈a⊗ x
ε
k〉)l.
Pour conclure, il suffit donc de montrer qu’on a, d’une part,
s(sl(〈a⊗ xεk〉)) = s(u) et t(sl(〈a⊗ x
ε
k〉)) = t(u)
et, d’autre part,
s(tl(〈a⊗ xεk〉)) = s(v) et t(tl(〈a⊗ x
ε
k〉)) = t(v).
Or, en utilisant l’hypothèse de récurrence, on a
s(sl(〈a⊗ xεk〉)) = sl−1(〈a⊗ x
ε
k〉)
= 〈a⊗ x1l−2〉 ∗l−2 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
0
l−1〉
= sl−1
(
〈a⊗ x1l−1〉 ∗l−1 〈a⊗ x
1
l−2〉 ∗l−2 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
η0
l 〉
)
= s(u),
t(sl(〈a⊗ xεk〉)) = tl−1(〈a⊗ x
ε
k〉)
= 〈a10 ⊗ x
1
l−1〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−2 〈a⊗ x
0
l−2〉
= tl−1(〈a⊗ x1l−1〉)
= tl−1
(
〈a⊗ x1l−1〉 ∗l−1 〈a⊗ x
1
l−2〉 ∗l−2 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
η0
l 〉
)
= t(u),
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s(tl(〈a⊗ xεk〉)) = sl−1(〈a⊗ x
ε
k〉)
= 〈a⊗ x1l−2〉 ∗l−2 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ x
0
l−1〉
= sl−1(〈a⊗ x0l−1〉)
= sl−1
(
〈a10 ⊗ x
η1
l 〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−2 〈a⊗ x
0
l−2〉 ∗l−1 〈a⊗ x
0
l−1〉
)
= s(v)
et
t(tl(〈a⊗ xεk〉)) = tl−1(〈a⊗ x
ε
k〉)
= 〈a10 ⊗ x
1
l−1〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−2 〈a⊗ x
0
l−2〉
= tl−1
(
〈a10 ⊗ x
η1
l 〉 ∗0 〈a⊗ x
0
0〉 ∗1 · · · ∗l−2 〈a⊗ x
0
l−2〉 ∗l−1 〈a⊗ x
0
l−1〉
)
= t(v),
d’où le résultat.
Proposition B.1.6. — Soit C une ∞-catégorie. Fixons
– c et d deux i-flèches de C ;
– pour tout k tel que 0 6 k 6 i et ε = 0, 1, αεk une (k+1)-flèche de C, avec α
0
i = α
1
i ,
vérifiant les égalités
s(αεk) = α
1
k−1 ∗k−1 · · · ∗1 α
1
0 ∗0 c
ε
k et t(α
ε
k) = d
ε
k ∗0 α
0
0 ∗1 · · · ∗k−1 α
0
k−1,
où, pour e = c, d, on a posé
eεk =
{
sk(e) si ε = 0,
tk(e) si ε = 1.
Alors il existe un et un seul ∞-foncteur h : D1 ⊗Di → C tel que
c = h(〈a00 ⊗ xi〉), d = h(〈a
1
0 ⊗ xi〉) et α
ε
k = h(〈a⊗ x
ε
k〉),
pour tout k tel que 0 6 k 6 i et ε = 0, 1.
Démonstration. — En vertu du théorème 2.13, la ∞-catégorie ν(λ(D1)⊗λ(Di)), iso-
morphe à la ∞-catégorie D1 ⊗ Di, est engendrée librement par ses atomes au sens
des polygraphes. On conclut alors comme dans la preuve de la proposition 10.6 en
utilisant les propositions B.1.2 et B.1.4.
B.1.7. — Soit C une ∞-catégorie. Par définition (voir le paragraphe A.18), les
i-flèches de Homlax(D1, C) correspondent aux∞-foncteurs h : D1⊗Di → C. En vertu
de la proposition précédente, un tel ∞-foncteur est déterminé par un triplet (c, d, α),
où c et d sont des i-flèches de C et α est une famille de cellules αεk de C, pour 0 6 k 6 i
et ε = 0, 1, avec α0i = α
1
i ,
αεk : α
1
k−1 ∗k−1 · · · ∗1 α
1
0 ∗0 c
ε
k → d
ε
k ∗0 α
0
0 ∗1 · · · ∗k−1 α
0
k−1, (k + 1)-flèche,
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où, pour e = c, d, on a posé
eεk =
{
sk(e) si ε = 0,
tk(e) si ε = 1.
Dans la suite de cette section, on identifiera les i-flèches de Homlax(D1, C) avec de
tels triplets (c, d, α). On notera αi pour α0i = α
1
i .
Voici une représentation graphique des objets, des 1-flèches et des 2-flèches
de Homlax(D1, C) :
c
α0

d ,
c00
c //
α00

c10
α10

d00 d
// d10 ,
α1
{   
  
c00
c01
''
c11
77
α00

c  c
1
0
α10

d00
d01
((
d11
66d  d
1
0 .
α01 

α11
mu
α❅Xg❅❅❅❅
Le but de la suite de cette section est de décrire la structure de ∞-catégorie
de Homlax(D1, C) en termes des (c, d, α).
B.1.8. — Nous noterons, conformément aux notations du paragraphe 5.1,
σi : D1 ⊗Di−1 → D1 ⊗Di pour i > 1,
τi : D1 ⊗Di−1 → D1 ⊗Di pour i > 1,
κi : D1 ⊗Di+1 → D1 ⊗Di pour i > 0,
∇ij : D1 ⊗Di → D1 ⊗Di ∐D1⊗Dj D1 ⊗Di pour i > j > 0,
les morphismes de la structure d’objet∞-cocatégorie dans∞-Cat de D1⊗D•. Ces mor-
phismes sont induits par les morphismes σi, τi, κi et ∇ij de l’objet ∞-cocatégorie D•
de l’exemple 5.4.
Nous allons commencer par décrire concrètement les morphismes σi, τi et κi de la
∞-cocatégorie D1 ⊗D•.
Proposition B.1.9. — Fixons i > 1 et notons x la cellule principale de Di−1 et y
celle de Di. Alors le ∞-foncteur σi : D1 ⊗Di−1 → D1 ⊗Di est donné par
〈aε
′
0 ⊗ x
ε
k〉 7→ 〈a
ε′
0 ⊗ y
ε
k〉 pour 0 6 k < i− 1, ε = 0, 1 et ε
′ = 0, 1,
〈aε
′
0 ⊗ xi−1〉 7→ 〈a
ε′
0 ⊗ y
0
i−1〉 pour ε
′ = 0, 1,
〈a⊗ xεk〉 7→ 〈a⊗ y
ε
k〉 pour 0 6 k < i− 1 et ε = 0, 1,
〈a⊗ xi−1〉 7→ 〈a⊗ y
0
i−1〉.
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De même, le ∞-foncteur τi : D1 ⊗Di−1 → D1 ⊗Di est donné par
〈aε
′
0 ⊗ x
ε
k〉 7→ 〈a
ε′
0 ⊗ y
ε
k〉 pour 0 6 k < i− 1, ε = 0, 1 et ε
′ = 0, 1,
〈aε
′
0 ⊗ xi−1〉 7→ 〈a
ε′
0 ⊗ y
1
i−1〉 pour ε
′ = 0, 1,
〈a⊗ xεk〉 7→ 〈a⊗ y
ε
k〉 pour 0 6 k < i− 1 et ε = 0, 1,
〈a⊗ xi−1〉 7→ 〈a⊗ y
1
i−1〉.
Démonstration. — Cela résulte immédiatement du lemme A.6 et de la description
des morphismes λ(σi), λ(τi) : λ(Di−1)→ λ(Di) donnée au paragraphe 4.9.
Proposition B.1.10. — Fixons i > 0 et notons x la cellule principale de Di+1 et y
celle de Di. Alors le ∞-foncteur κi : D1 ⊗ Di+1 → D1 ⊗Di est donné par
〈aε
′
0 ⊗ x
ε
k〉 7→ 〈a
ε′
0 ⊗ y
ε
k〉 pour 0 6 k < i, ε = 0, 1 et ε
′ = 0, 1,
〈aε
′
0 ⊗ x
ε
i 〉 7→ 〈a
ε′
0 ⊗ yi〉 pour ε = 0, 1 et ε
′ = 0, 1,
〈aε
′
0 ⊗ xi+1〉 7→ 1〈aε′0 ⊗yi〉 pour ε
′ = 0, 1,
〈a⊗ xεk〉 7→ 〈a⊗ y
ε
k〉 pour 0 6 k < i et ε = 0, 1,
〈a⊗ xεi 〉 7→ 〈a⊗ yi〉 pour ε = 0, 1,
〈a⊗ xi+1〉 7→ 1〈a⊗yi〉.
Démonstration. — Pour tous les atomes sauf ceux de la forme 〈aε
′
0 ⊗ xi+1〉
et 〈a⊗ xi+1〉, cela résulte du lemme A.6 et de la description du morphisme
λ(κi) : λ(Di+1) → λ(Di) donnée au paragraphe 4.9. Traitons maintenant le cas
des atomes 〈aε
′
0 ⊗ xi+1〉 et 〈a⊗ xi+1〉. On a
κi(〈aε
′
0 ⊗ xi+1〉)i+1 = a
ε′
0 ⊗ (λ(κi)(xi+1)) = a
ε′
0 ⊗ 0 = 0
et, par un calcul similaire, κi(〈a⊗ xi+1〉)i+2 = 0. Ceci montre que κi(〈aε
′
0 ⊗ xi+1〉)
et κi(〈a⊗ xi+1〉) sont des identités. Pour conclure, il suffit donc de vérifier qu’on a
s(κi(〈aε
′
0 ⊗ xi+1〉)) = 〈a
ε′
0 ⊗ yi〉 et s(κi(〈a⊗ xi+1〉)) = 〈a⊗ yi〉.
Or, en utilisant la proposition B.1.2, on obtient
s(κi(〈aε
′
0 ⊗ xi+1〉)) = κi(s(〈a
ε′
0 ⊗ xi+1〉))
= κi(〈aε
′
0 ⊗ x
0
i 〉)
= 〈aε
′
0 ⊗ yi〉
et, en utilisant la proposition B.1.4,
s(κi(〈a⊗ xi+1〉)) = κi(s(〈a⊗ xi+1〉))
= κi
(
〈a⊗ x1i 〉 ∗i 〈a⊗ x
1
i−1〉 ∗i−1 · · · ∗1 〈a⊗ x
1
0〉 ∗0 〈a
0
0 ⊗ xi+1〉
)
= 〈a⊗ yi〉 ∗i 〈a⊗ y1i−1〉 ∗i−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ yi〉
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= 〈a⊗ yi〉 ∗i 1〈a⊗y1
i−1
〉∗i−1···∗1〈a⊗y10〉∗0〈a
0
0⊗yi〉
= 〈a⊗ yi〉,
d’où le résultat.
B.1.11. — Fixons maintenant j tel que 0 6 j < i. Nous allons décrire explicitement
le ∞-foncteur
∇ij : D1 ⊗Di → D1 ⊗Di ∐D1⊗Dj D1 ⊗Di.
Nous noterons x la cellule principale de l’objet Di apparaissant dans la source de ∇ij
et y et z les cellules principales des objets Di apparaissant de gauche à droite dans le
but de ∇ij .
En vertu du paragraphe 4.9 et avec ses notations, une base du complexe dirigé
augmenté
λ
(
D1 ⊗Di ∐D1⊗Dj D1 ⊗Di
)
≃ λ(D1)⊗ λ(Di ∐Dj Di)
est donnée par les
〈aε
′
0 ⊗ y
ε
i 〉, 〈a
ε′
0 ⊗ z
ε
i 〉, 〈a⊗ y
ε
i 〉, 〈a⊗ z
ε
i 〉,
pour 0 6 k 6 i, ε = 0, 1 et ε′ = 0, 1, modulo les identifications
y0j = z
1
j , y
ε
k = z
ε
k pour 0 6 k < j et ε = 0, 1,
ainsi que les identifications triviales y0i = y
1
i et z
0
i = z
1
i .
Lemme B.1.12. — Pour tout k tel que j < k 6 i et ε = 0, 1, la (k + 1)-flèche(
〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ z
0
0〉 ∗1 · · · ∗j−1 〈a⊗ z
0
j−1〉 ∗j 〈a⊗ z
ε
k〉
)
∗j+1
(
〈a⊗ yεk〉 ∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
)
de D1 ⊗Di ∐D1⊗Dj D1 ⊗Di, où η0 et η1 valent ε si k = j +1 et 0 et 1 respectivement
sinon, est bien définie.
Démonstration. — En vertu de la proposition B.1.4, la j-flèche
〈a⊗ y1j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ y
0
j 〉
est bien définie. Puisque, pour l 6 j − 1, on a
tl(〈a00 ⊗ z
η0
j+1〉) = 〈a
0
0 ⊗ z
1
l 〉 = 〈a
0
0 ⊗ y
1
l 〉 = tl(〈a
0
0 ⊗ y
0
j 〉),
on en déduit que la cellule
〈a⊗ y1j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
est également bien définie. De plus, on a
tj
(
〈a⊗ y1j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
)
= 〈a⊗ y1j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
1
j 〉
= 〈a⊗ y1j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ y
0
j 〉
= sj(〈a⊗ yεk〉),
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la dernière égalité résultant du lemme B.1.5, ce qui montre que la cellule
〈a⊗ yεk〉 ∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
est bien définie. On montre de même que la cellule
〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ z
0
0〉 ∗1 · · · ∗j−1 〈a⊗ z
0
j−1〉 ∗j 〈a⊗ z
ε
k〉
est bien définie. Enfin, on a
sj+1
(
〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ z
0
0〉 ∗1 · · · ∗j−1 〈a⊗ z
0
j−1〉 ∗j 〈a⊗ z
ε
k〉
)
= 〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ z
0
0〉 ∗1 · · · ∗j−1 〈a⊗ z
0
j−1〉 ∗j sj+1(〈a⊗ z
ε
k〉)
= 〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ z
0
0〉 ∗1 · · · ∗j−1 〈a⊗ z
0
j−1〉
∗j 〈a⊗ z
1
j 〉 ∗j 〈a⊗ z
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ z
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉,
la dernière égalité résultant du lemme B.1.5, et
tj+1
(
〈a⊗ yεk〉 ∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
)
= tj+1(〈a⊗ yεk〉) ∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
= 〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ y
0
0〉 ∗1 · · · ∗j 〈a⊗ y
0
j 〉
∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
(en vertu du lemme B.1.5)
= 〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ y
0
0〉 ∗1 · · · ∗j−1 〈a⊗ y
0
j−1〉
∗j 〈a⊗ y
0
j 〉 ∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
= 〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ z
0
0〉 ∗1 · · · ∗j−1 〈a⊗ z
0
j−1〉
∗j 〈a⊗ z
1
j 〉 ∗j 〈a⊗ z
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ z
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉,
ce qui achève de montrer que la cellule de l’énoncé est bien définie.
Lemme B.1.13. — Pour tout k tel que j < k 6 i, ε = 0, 1 et tout l tel que
0 6 l 6 k + 1, on a
∇ij(〈a⊗ x
ε
k〉)
0
l =

a00 ⊗ z
0
l + a⊗ y
1
l−1 si 0 6 l 6 j,
a00 ⊗ y
η0
l + a
0
0 ⊗ z
η0
l + a⊗ y
1
l−1 si l = j + 1,
a00 ⊗ y
η0
l + a
0
0 ⊗ z
η0
l + a⊗ y
1
l−1 + a⊗ z
1
l−1 si j + 1 < l < k + 1,
a⊗ yεl−1 + a⊗ z
ε
l−1 si l = k + 1,
et
∇ij(〈a⊗ x
ε
k〉)
1
l =

a10 ⊗ y
1
l + a⊗ z
0
l−1 si 0 6 l 6 j,
a10 ⊗ y
η1
l + a
1
0 ⊗ z
η1
l + a⊗ z
0
l−1 si l = j + 1,
a10 ⊗ y
η1
l + a
1
0 ⊗ z
η1
l + a⊗ y
0
l−1 + a⊗ z
0
l−1 si j + 1 < l < k + 1,
a⊗ yεl−1 + a⊗ z
ε
l−1 si l = k + 1,
où η0 et η1 valent ε si l = k et 0 et 1 respectivement sinon.
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Démonstration. — Soit ε′ ∈ {0, 1}. Pour l < k + 1, en utilisant le lemme B.1.3, on a
∇ij(〈a⊗ x
ε
k〉)
ε′
l = λ(∇
i
j)(〈a ⊗ x
ε
k〉
ε′
l ) = λ(∇
i
j)(a
ε′
0 ⊗ x
ηε′
l + a⊗ x
1−ε′
l−1 )
= aε
′
0 ⊗ λ(∇
i
j)(x
ηε′
l ) + a⊗ λ(∇
i
j)(x
1−ε′
l−1 )
et on obtient le résultat en utilisant la description de λ(∇ij) donnée au paragraphe 4.9.
Pour l = k + 1, en utilisant de nouveau le lemme B.1.3, on a
∇ij(〈a⊗ x
ε
k〉)
ε′
l = λ(∇
i
j)(a⊗ x
ε
k) = a⊗ λ(∇
i
j)(x
ε
k),
et on conclut en invoquant de nouveau le paragraphe 4.9.
Proposition B.1.14. — Le ∞-foncteur ∇ij : D1 ⊗ Di → D1 ⊗ Di ∐D1⊗Dj D1 ⊗ Di
est donné par
〈aε
′
0 ⊗ x
0
k〉 7→ 〈a
ε′
0 ⊗ z
0
k〉 pour 0 6 k 6 j et ε
′ = 0, 1,
〈aε
′
0 ⊗ x
1
k〉 7→ 〈a
ε′
0 ⊗ y
1
k〉 pour 0 6 k 6 j et ε
′ = 0, 1,
〈aε
′
0 ⊗ x
ε
k〉 7→ 〈a
ε′
0 ⊗ y
ε
k〉 ∗j 〈a
ε′
0 ⊗ z
ε
k〉 pour j < k 6 i, ε = 0, 1 et ε
′ = 0, 1,
〈a⊗ x0k〉 7→ 〈a⊗ z
0
k〉 pour 0 6 k 6 j,
〈a⊗ x1k〉 7→ 〈a⊗ y
1
k〉 pour 0 6 k 6 j,
〈a⊗ xεk〉 7→ u
ε
k pour j < k 6 i et ε = 0, 1,
où
uεk =
(
〈a10 ⊗ y
η1
j+1〉 ∗0 〈a⊗ z
0
0〉 ∗1 · · · ∗j−1 〈a⊗ z
0
j−1〉 ∗j 〈a⊗ z
ε
k〉
)
∗j+1
(
〈a⊗ yεk〉 ∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
)
,
avec η0 et η1 valant ε si k = j + 1 et 0 et 1 respectivement sinon.
Démonstration. — Le cas des atomes de la forme 〈aε
′
0 ⊗ x
ε
k〉 résulte de la commuta-
tivité des carrés
D1 ⊗Di
∇ij
// D1 ⊗
(
Di ∐Dj Di
)
D0 ⊗Di
∂⊗Di
OO
∇ij
// D0 ⊗
(
Di ∐Dj Di
)
,
∂⊗(Di∐DjDi)
OO
où ∂ vaut σ1 : D0 → D1 ou τ1 : D0 → D1, ainsi que de la description explicite du
∞-foncteur ∇ij : Di → Di ∐Dj Di (voir le paragraphe 4.8).
Le cas des atomes de la forme 〈a⊗ xεk〉 avec 0 6 k 6 j est conséquence du
lemme A.6 et de la description du morphisme λ(∇ij) : λ(Di)→ λ(Di ∐Dj Di) donnée
au paragraphe 4.9.
Enfin, traitons le cas des atomes de la forme 〈a⊗ xεk〉 avec k > j. Soient l tel que
0 6 l 6 k + 1 et ε′ = 0, 1. Il s’agit de montrer l’égalité (∇ij(〈a⊗ x
ε
k〉))
ε′
l = (u
ε
k)
ε′
l . Le
membre de gauche a été calculé dans le lemme B.1.13. Calculons celui de droite.
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Si l 6 j, on a
sl(uεk) = sl
(
〈a⊗ y1l−1〉 ∗l−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
)
et donc
(uεk)
0
l = 〈a⊗ y
1
l−1〉
0
l + 〈a
0
0 ⊗ z
η0
j+1〉
0
l = a⊗ y
1
l−1 + a
0
0 ⊗ z
0
l .
De même, on a
(uεk)
1
l = 〈a
1
0 ⊗ y
η1
j+1〉
1
l + 〈a⊗ z
0
l−1〉
1
l = a
1
0 ⊗ y
1
l + a⊗ z
0
l−1.
Si l = j + 1, on a
sl(uεk) = sl
(
〈a⊗ yεk〉 ∗j 〈a⊗ y
1
j−1〉 ∗j−1 · · · ∗1 〈a⊗ y
1
0〉 ∗0 〈a
0
0 ⊗ z
η0
j+1〉
)
et donc, en utilisant le lemme B.1.3,
(uεk)
0
l = 〈a⊗ y
ε
k〉
0
l + 〈a
0
0 ⊗ z
η0
j+1〉
0
l = a
0
0 ⊗ y
η0
l + a⊗ y
1
l−1 + a
0
0 ⊗ z
η0
l .
De même, on a
(uεk)
1
l = 〈a
1
0 ⊗ y
η1
j+1〉
1
l + 〈a⊗ z
ε
k〉
1
l = a
1
0 ⊗ y
η1
l + a
1
0 ⊗ z
η1
l + a⊗ z
0
l−1.
Si j + 1 < l 6 k + 1, on a
(uεk)
ε′
l = 〈a⊗ z
ε
k〉
ε′
l + 〈a⊗ y
ε
k〉
ε′
l
et donc, pour j + 1 < l < k + 1, toujours en vertu du lemme B.1.3,
(uεk)
ε′
l = a
ε′
0 ⊗ z
ηε′
l + a⊗ z
1−ε′
l−1 + a
ε′
0 ⊗ y
ηε′
l + a⊗ y
1−ε′
l−1
et, pour l = k + 1,
(uεk)
ε′
l = a⊗ z
ε
k + a⊗ y
ε
k.
On a bien retrouvé dans tous les cas la valeur de (∇ij(〈a⊗ x
ε
k〉))
ε′
l obtenue dans le
lemme B.1.13, ce qui achève la démonstration.
Proposition B.1.15. — Soit C une ∞-catégorie. Fixons une i-flèche (c, d, α)
de Homlax(D1, C).
(a) Si i > 1, on a s(c, d, α) = (s(c), s(d), γ), où
γεk = α
ε
k pour 0 6 k < i− 1 et ε = 0, 1,
γi−1 = α0i−1.
(b) Si i > 1, on a t(c, d, α) = (t(c), t(d), γ), où
γεk = α
ε
k pour 0 6 k < i− 1 et ε = 0, 1,
γi−1 = α1i−1.
(c) Si i > 0, on a 1(c,d,α) = (1c, 1d, γ), où
γεk = α
ε
k pour 0 6 k < i et ε = 0, 1,
γεi = αi pour ε = 0, 1,
γi+1 = 1αi .
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Soit (e, f, β) une seconde i-flèche de Homlax(D1, C).
(d) Si (c, d, α) et (e, f, β) sont j-composables pour un j tel que 0 6 j < i, alors on a
(c, d, α) ∗j (e, f, β) = (c ∗j e, d ∗j f, γ), où
γ0k = β
0
k pour 0 6 k 6 j,
γ1k = α
1
k pour 0 6 k 6 j
et
γεk =
(
dη1j+1 ∗0 β
0
0 ∗1 · · · ∗j−1 β
0
j−1 ∗j β
ε
k
)
∗j+1
(
αεk ∗j α
1
j−1 ∗j−1 · · · ∗1 α
1
0 ∗0 e
η0
j+1
)
pour j < k 6 i et ε = 0, 1, où η0 et η1 valent ε si k = j+1 et 0 et 1 respectivement
sinon.
Démonstration. — Ces formules sont la traduction, à travers la bijection de la propo-
sition B.1.6 et du paragraphe B.1.7, des formules obtenues dans les propositions B.1.9,
B.1.10 et B.1.14.
Remarque B.1.16. — Il résulte de la description de Homlax(D1, C) obtenue dans
la proposition précédente que cette ∞-catégorie est isomorphe à la ∞-catégorie HC
des cylindres dans C introduite par Métayer dans [30] (voir également [26] pour une
description alternative de cette ∞-catégorie).
B.2. Transformations oplax et produit tensoriel. —
B.2.1. — Fixons deux ∞-foncteurs u, v : C → D. Le but de cette sous-section
est de montrer que les transformations oplax de u vers v, telles que définies au para-
graphe 1.9, sont en bijection avec les∞-foncteursH : D1⊗C → D rendant commutatif
le diagramme
C
u
%%▲
▲▲▲
▲▲▲
▲▲▲
▲▲
σ1⊗C

D1 ⊗ C
H // D
C
v
99ssssssssssss
τ1⊗C
OO
,
où, d’une part, on a identifié C et D0⊗C et, d’autre part, σ1, τ1 : D0 → D1 désignent
les ∞-foncteurs du paragraphe 4.1.
B.2.2. — Par adjonction, un ∞-foncteur H : D1 ⊗ C → D, comme dans le pa-
ragraphe précédent, correspond à un ∞-foncteur K : C → Homlax(D1, D) rendant
JOINT ET TRANCHES POUR LES ∞-CATÉGORIES STRICTES 157
commutatif le diagramme de ∞-foncteurs
D
C
u
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
v
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖
K // Homlax(D1, D)
π0
OO
π1

D ,
où on a posé
π0 = Homlax(σ1, D) : Homlax(D1, D)→ Homlax(D0, D),
π1 = Homlax(τ1, D) : Homlax(D1, D)→ Homlax(D0, D)
et identifié Homlax(D0, D) à D (ce qui est licite puisque D0 est l’unité du produit
tensoriel).
L’action du∞-foncteur π0 sur les i-flèches, pour i > 0, est par définition induite par
le∞-foncteur σ1⊗Di : D0⊗Di → D1⊗Di. On en déduit qu’en utilisant la description
des i-flèches de Homlax(D1, D) donnée au paragraphe B.1.7, on a π
0(c, d, α) = c. De
même, on a π1(c, d, α) = d.
B.2.3. — Considérons un morphisme de ∞-graphes K : C → Homlax(D1, D) (c’est-
à-dire une application des cellules de C vers les cellules de Homlax(D1, D) qui préserve
la dimension des cellules et leurs sources et buts) rendant commutatif le diagramme
du paragraphe précédent. La commutativité de ce diagramme signifie exactement que
si x est une cellule de C, les deux premières composantes de K(x) sont u(x) et v(x).
Notons α(x) la troisième composante et αx la (i+1)-flèche α(x)i, où i est la dimension
de x. Par définition, on a
αx : α(x)1i−1 ∗i−1 · · · ∗1 α(x)
1
0 ∗0 u(x)→ v(x) ∗0 α(x)
0
0 ∗1 · · · ∗i−1 α(x)
0
i−1.
Or, en vertu de la proposition B.1.15 et de la compatibilité de K aux sources, on a
α(x)0l = sl(α(x))l = α(sl(x))l = αsl(x)
et, de même,
α(x)1l = αtl(x),
et donc
αx : αti−1(x) ∗i−1 · · · ∗1 αt0(x) ∗0 u(x)→ v(x) ∗0 αs0(x) ∗1 · · · ∗i−1 αsi−1(x).
Autrement dit, l’application x 7→ αx est une prétransformation oplax de u vers v au
sens du paragraphe 1.9.
Proposition B.2.4. — Les morphismes de ∞-graphes K : C → Homlax(D1, D)
comme dans le paragraphe précédent sont en bijection avec les prétransformations
oplax de u vers v via l’application définie au paragraphe précédent.
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Démonstration. — Il suffit de construire une application inverse à l’application dé-
finie au paragraphe précédent. On vérifie facilement qu’on obtient un tel inverse en
envoyant une prétransformation oplax α de u vers v sur le morphisme de ∞-graphes
K : C → Homlax(D1, D) défini par, pour x une i-flèche de C, pour i > 0,
K(x) = (u(x), v(x), α(x)),
où, pour 0 6 l 6 i, on a posé
α(x)0l = αsl(x) et α(x)
1
l = αtl(x).
Proposition B.2.5. — Les ∞-foncteurs K : C → Homlax(D1, D) comme dans le
paragraphe B.2.2 sont en bijection avec les transformations oplax de u vers v via
l’application définie au paragraphe B.2.3.
Démonstration. — Soient K : C → Homlax(D1, D) un tel ∞-foncteur, α(x) la troi-
sième composante de K(x) pour x une cellule de C et α la prétransformation oplax
associée. Commençons par vérifier que α est une transformation oplax. Si x est une
i-flèche de C, pour un i > 0, on a, par fonctorialité de K,
(u(1x), v(1x), α(1x)) = 1(u(x),v(x),α(x))
et donc, en vertu de la proposition B.1.15,
(⋆1) α(1x)i+1 = 1α(x)i ,
ou encore
α1x = 1αx .
Si maintenant x et y sont deux i-flèches j-composables de C, pour i > j > 0, alors
on a, toujours par fonctorialité de K,
(u(x ∗j y), v(x ∗j y), α(x ∗j y)) = (u(x), v(x), α(x)) ∗j (u(y), v(y), α(y)).
En vertu de la proposition B.1.15, on a donc
α(x ∗j y)i =
(
tj+1(v(x)) ∗0 α(y)00 ∗1 · · · ∗j−1 α(y)
0
j−1 ∗j α(y)i
)
∗j+1
(
α(x)i ∗j α(x)1j−1 ∗j−1 · · · ∗1 α(x)
1
0 ∗0 sj+1(u(y))
)
,
(⋆2)
ou encore
αx∗jy =
(
v(tj+1(x)) ∗0 αs0(y) ∗1 · · · ∗j−1 αsj−1(y) ∗j αy
)
∗j+1
(
αx ∗j αtj−1(x) ∗j−1 · · · ∗1 αt0(x) ∗0 u(sj+1(y))
)
,
ce qui montre que α est bien une transformation oplax.
Pour conclure, en vertu de la proposition précédente, il nous suffit de montrer
que si K : C → Homlax(D1, D) est un morphisme de ∞-graphes comme dans le para-
graphe B.2.3 qui satisfait de plus aux relations (⋆1) et (⋆2), alorsK est un∞-foncteur.
Si x est une i-flèche, pour un i > 0, on a, pour k tel que 0 6 k 6 i,
α(1x)0k = α(sk(1x))k = α(sk(x))k = α(x)
0
k
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et de même, on a α(1x)1k = α(x)
1
k , ce qui, en vertu de la relation (⋆1), montre la
compatibilité aux identités (voir la proposition B.1.15). Vérifions maintenant la com-
patibilité aux compositions. Soient donc x et y deux i-flèches j-composables de C,
pour i > j > 0. Un calcul similaire à celui qu’on vient de mener montre que si
0 6 k 6 j, on a
α(x ∗j y)0k = α(y)
0
k et α(x ∗j y)
1
k = α(x)
1
k.
Soit maintenant k tel que j < k < i. En utilisant la relation (⋆2), on obtient
α(x ∗j y)0k
= α(sk(x ∗j y))k = α(sk(x) ∗j sk(y))k
=
(
tj+1(v(sk(x)) ∗0 α(sk(y))00 ∗1 · · · ∗j−1 α(sk(y))
0
j−1 ∗j α(sk(y))k
)
∗j+1
(
α(sk(x))k ∗j α(sk(x))1j−1 ∗j−1 · · · ∗1 α(sk(x))
1
0 ∗0 sj+1(u(sk(y)))
)
=
(
tj+1sk(v(x)) ∗0 α(y)00 ∗1 · · · ∗j−1 α(y)
0
j−1 ∗j α(y)
0
k
)
∗j+1
(
α(x)0k ∗j α(x)
1
j−1 ∗j−1 · · · ∗1 α(x)
1
0 ∗0 sj+1(u(y))
)
.
Or, tj+1sk(v(x)) vaut sj+1(v(x)) si k = j + 1 et tj+1(v(x)) sinon, et on obtient donc
bien la valeur de α(x ∗j y)0k attendue (voir la proposition B.1.15). Un calcul similaire
montre l’assertion analogue pour α(x ∗j y)1j , ce qui achève de montrer que K est un
∞-foncteur.
Corollaire B.2.6. — Les ∞-foncteurs H : D1 ⊗ C → D rendant commutatif le
diagramme
C
u
%%▲
▲▲▲
▲▲▲
▲▲▲
▲▲
σ1⊗C

D1 ⊗ C
H // D
C
v
99rrrrrrrrrrrr
τ1⊗C
OO
sont en bijection canonique avec les transformations oplax de u vers v.
Démonstration. — Cela résulte immédiatement de la proposition précédente et du
paragraphe B.2.2.
Corollaire B.2.7. — Les ∞-foncteurs H : C ⊗ D1 → D rendant commutatif le
diagramme
C
u
%%▲
▲▲▲
▲▲▲
▲▲▲
▲▲
C⊗σ1

C ⊗D1
H // D
C
v
99rrrrrrrrrrrr
C⊗τ1
OO
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sont en bijection canonique avec les transformations lax de u vers v.
Démonstration. — En vertu de la proposition A.22, en appliquant la dualité paire au
diagramme de l’énoncé on obtient le diagramme
Cco
uco
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
(σ1)co⊗Cco

(D1)co ⊗ Cco
Hco // Dco
Cco
vco
77♦♦♦♦♦♦♦♦♦♦♦♦♦
(τ1)co⊗Cco
OO
et, puisque (D1)co = D1, (σ1)co = σ1 et (τ1)co = τ1, ce diagramme n’est autre que
Cco
uco
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆
σ1⊗C
co

D1 ⊗ Cco
Hco // Dco
Cco
vco
88♣♣♣♣♣♣♣♣♣♣♣♣
τ1⊗C
co
OO
.
Le ∞-foncteur Hco définit donc, en vertu du corollaire précédent, une transforma-
tion oplax de uco vers vco, c’est-à-dire une transformation lax de u vers v (voir le
paragraphe 1.9).
Remarque B.2.8. — Les deux corollaires précédents justifient les notations
Homoplax(C,D) et Homlax(C,D). En effet, les 1-flèches de ces ∞-catégories sont
respectivement les ∞-foncteurs D1 ⊗C → D et les ∞-foncteurs C ⊗D1 → D (voir le
paragraphe A.18) et correspondent donc respectivement, en vertu de ces corollaires,
aux transformations oplax et aux transformations lax entre∞-foncteurs de C vers D
(voir le paragraphe B.3.1 pour plus de détails).
Remarque B.2.9. — On peut facilement déduire la remarque 1.14 des corollaires
précédents en utilisant les dualités de ∞-Cat (et notamment la proposition A.22).
Proposition B.2.10. — Soit α une transformation oplax de u vers v. Notons
H : D1 ⊗ C → D le ∞-foncteur correspondant. Pour toute i-flèche x de C, pour
un i > 0, la (i+ 1)-flèche αx est l’image par le ∞-foncteur
D1 ⊗Di
D1⊗x−−−−→ D1 ⊗ C
H
−→ D
de l’unique (i+ 1)-flèche non triviale de D1 ⊗Di.
Démonstration. — Notons K : C → Homlax(D1, D) le ∞-foncteur correspondant
à H par adjonction. En vertu de la proposition B.2.5, en notant α(x) la troisième
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composante de K(x) (voir le paragraphe B.1.7), on a αx = α(x)i. Or, par adjonction,
la i-flèche K(x)
Di
x
−→ C
K
−→ Homlax(D1, D)
correspond au composé
D1 ⊗Di
D1⊗x−−−−→ D1 ⊗ C
H
−→ D
et, en vertu de la proposition B.1.6, la (i+1)-flèche α(x)i est l’image par ce∞-foncteur
de l’unique (i+ 1)-flèche non triviale de D1 ⊗Di, d’où le résultat.
Proposition B.2.11. — Soient v0, v1 : C → D deux ∞-foncteurs et α une trans-
formation oplax de v0 vers v1. Notons H : D1 ⊗C → D le ∞-foncteur correspondant
à α.
(a) Pour tout ∞-foncteur u : B → C, la transformation oplax α ∗ u (voir le para-
graphe 1.16) correspond au ∞-foncteur
D1 ⊗B
D1⊗u−−−−→ D1 ⊗ C
H
−→ D.
(b) Pour tout∞-foncteur w : D → E, la transformation oplax w∗α (voir également
le paragraphe 1.16) correspond au ∞-foncteur
D1 ⊗ C
H
−→ D
w
−→ E.
Démonstration. — Commençons par démontrer la première assertion. Par adjonc-
tion, en notant K : C → Homlax(D1, C) le transposé de H , cela revient à montrer que
la transformation oplax α ∗ u correspond, dans la bijection de la proposition B.2.5,
au ∞-foncteur
B
u
−→ C
K
−→ Homlax(D1, D).
Or, par définition (voir le paragraphe B.2.3), si x est une cellule de B, la transforma-
tion oplax β correspondant à Ku vérifie βx = αu(x) et on a donc bien β = α ∗ u.
De même, établir la seconde assertion revient à montrer que la transformation
oplax w ∗ α correspond, dans la bijection de la proposition B.2.5, au ∞-foncteur
C
K
−→ Homlax(D1, D)
Hom
lax
(D1,w)
−−−−−−−−−→ Homlax(D1, E),
ce qui se vérifie comme ci-dessus en utilisant de nouveau le paragraphe B.2.3.
B.3. Composition verticale des transformations oplax. —
Dans cette sous-section, on fixe deux ∞-catégories C et D.
B.3.1. — Considérons la∞-catégorie Homoplax(C,D) (voir le paragraphe A.18). Par
définition, pour i > 0, ses i-flèches sont les ∞-foncteurs Di ⊗ C → D. En particulier,
modulo l’identification C ≃ D0 ⊗ C, ses objets sont les ∞-foncteurs C → D et ses
1-flèches les ∞-foncteurs D1 ⊗ C → D, les objets source et but étant obtenus par
précomposition par σ1 ⊗ C : C → D1 ⊗ C et τ1 ⊗ C : C → D1 ⊗ C respectivement,
en identifiant toujours C et D0 ⊗ C. Ainsi, en vertu du corollaire B.2.6, les 1-flèches
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de Homoplax(C,D) d’un ∞-foncteur u : C → D vers un ∞-foncteur v : C → D
correspondent aux transformations oplax de u vers v.
B.3.2. — En vertu du paragraphe précédent, la composition des 1-flèches de la
∞-catégorie Homoplax(C,D) définit une composition des transformations oplax. Plus
précisément, fixons u, v et w trois∞-foncteurs de C vers D. Si α est une transforma-
tion oplax de u vers v et α′ une transformation oplax de v vers w, alors on dispose
d’une transformation oplax de u vers w qu’on notera α′ ◦ α.
Par adjonction, cette composition peut se décrire de la manière suivante. Les trans-
formation oplax α et α′ correspondent à des ∞-foncteurs H : D1 ⊗ C → D et
H ′ : D1 ⊗ C → D. Par ailleurs, le ∞-foncteur ∇10 : D1 → D1 ∐D0 D1 de l’objet
∞-cocatégorie D• (voir l’exemple 6.6) induit un ∞-foncteur
∇10 ⊗ C : D1 ⊗ C −→ (D1 ∐D0 D1)⊗ C ≃ (D1 ⊗ C) ∐C (D1 ⊗ C).
La transformation oplax α′ ◦ α correspond alors au ∞-foncteur composé
D1 ⊗ C
∇10⊗C−−−−→ (D1 ⊗ C) ∐C (D1 ⊗ C)
(H′,H)
−−−−→ D.
B.3.3. — Soit u : C → D un ∞-foncteur. On peut voir u comme un objet
de Homoplax(C,D) et on dispose donc d’une 1-flèche 1u de Homoplax(C,D) qu’on
verra comme une transformation oplax de u vers u. Explicitement, la transformation
oplax 1u correspond au ∞-foncteur
D1 ⊗ C
κ0⊗C−−−−→ C
u
−→ D,
induit par le ∞-foncteur κ0 : D1 → D0 du paragraphe 4.1, où on a encore identi-
fié D0 ⊗ C et C. Par adjonction, elle correspond également, dans la bijection de la
proposition B.2.5, au ∞-foncteur
C
Hom
lax
(κ0,C)
−−−−−−−−−→ Homlax(D1, C)
Hom
lax
(D1,u)
−−−−−−−−−→ Homlax(D1, D),
où cette fois on a identifié Homlax(D0, C) et C.
On a déjà défini, au paragraphe 1.15, une transformation oplax 1u. Dans la suite de
cette sous-section, sauf mention du contraire, 1u fera toujours référence à la transfor-
mation oplax introduite dans ce paragraphe. On va montrer que les deux définitions
sont équivalentes.
Proposition B.3.4. — Fixons i > 0 et notons a la cellule principale de D1, b celle
de D0 et x celle de Di. Alors le ∞-foncteur κ0 ⊗ Di : D1 ⊗ Di → D0 ⊗ Di est donné
par
〈aε
′
0 ⊗ x
ε
k〉 7→ 〈b⊗ x
ε
k〉 pour 0 6 k 6 i, ε = 0, 1 et ε
′ = 0, 1,
〈a⊗ xεk〉 7→ 1〈b⊗xεk〉 pour 0 6 k 6 i et ε = 0, 1.
JOINT ET TRANCHES POUR LES ∞-CATÉGORIES STRICTES 163
Démonstration. — Le cas des atomes de la forme 〈aε
′
0 ⊗ x
ε
k〉 résulte, par fonctorialité,
des égalités κ0σ1 = 1D0 = κ0τ1. Par ailleurs, puisque λ(κ0)(a) = 0, l’image d’un
atome de la forme 〈a⊗ xεk〉 est une identité. De plus, en utilisant le lemme B.1.3, on a
s
(
(κ0 ⊗Di)(〈a⊗ xεk〉)
)
k
= (κ0 ⊗Di)(s(〈a⊗ xεk〉))k
= (λ(κ0)⊗ λ(Di))(〈a⊗ xεk〉
0
k)
= (λ(κ0)⊗ λ(Di))(a00 ⊗ x
ε
k + a⊗ x
1
k−1)
= b⊗ xεk,
où la dernière égalité résulte des relations λ(κ0)(a00) = b et λ(κ0)(a) = 0. Or, la seule
k-flèche y de D0 ⊗Di ≃ Di telle que yk = b⊗ xεk est 〈b⊗ x
ε
k〉, d’où le résultat.
Proposition B.3.5. — Soit u : C → D un ∞-foncteur. Pour toute cellule x de C,
on a
(1u)x = 1u(x).
Démonstration. — En vertu de la proposition B.2.11, on peut supposer que u est un
∞-foncteur identité. Si x est une i-flèche de C, pour un i > 0, l’image de x par le
∞-foncteur
Homlax(κ0, C) : C → Homlax(D1, C)
est obtenue en composant
D1 ⊗Di
κ0⊗Di−−−−→ D0 ⊗Di ≃ Di
x
−→ C.
En vertu du lemme précédent, cette image est 1x. On a donc (1u)x = 1x, ce qu’on
voulait démontrer.
Remarque B.3.6. — La proposition précédente affirme que la transformation
oplax 1u définie dans cette sous-section coïncide avec la transformation oplax 1u
définie au paragraphe 1.15.
B.4. Homotopies et transformations oplax. —
B.4.1. — Soient f, g : K → L deux morphismes de complexes dirigés augmentés.
La donnée d’une homotopie h de f vers g est équivalente à celle d’un morphisme de
complexes dirigés augmentés H : λ(D1)⊗K → L rendant le diagramme
K
f
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼
λ(σ1)⊗K

λ(D1)⊗K
H // L
K
g
88qqqqqqqqqqqqq
λ(τ1)⊗K
OO
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commutatif. En effet, l’assertion analogue pour les complexes de chaînes est bien
connue et on vérifie immédiatement qu’elle s’étend aux complexes dirigés augmentés.
Explicitement, en notant a la cellule principale de D1, l’homotopie h associée à H est
définie par h(x) = H(a⊗ x) pour tout élément homogène x de K.
Remarque B.4.2. — On déduit du paragraphe précédent, par dualité (en utilisant
notamment la proposition A.20), comme dans la preuve du corollaire B.2.7, qu’une
antihomotopie h de f vers g correspond à un morphisme de complexes dirigés aug-
mentés H : K ⊗ λ(D1)→ L rendant le diagramme
K
f
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼
K⊗λ(σ1)

K ⊗ λ(D1)
H // L
K
g
88qqqqqqqqqqqqq
K⊗λ(τ1)
OO
commutatif.
Remarque B.4.3. — Plus généralement, pour n > 1, on peut vérifier que la donnée
d’une n-homotopie (voir le paragraphe 2.28) de K vers L correspond à la donnée d’un
morphisme
λ(Dn)⊗K → L,
les (n− 1)-homotopies source et but correspondant aux morphismes obtenus en pré-
composant par
λ(σn)⊗K,λ(τn)⊗K : λ(Dn−1)⊗K → λ(Dn)⊗K.
On vérifie de même qu’on obtient l’assertion analogue pour les n-antihomotopies (voir
également le paragraphe 2.28) en inversant les facteurs du produit tensoriel.
B.4.4. — Soient f0, f1 : K → L deux morphismes de complexes dirigés augmen-
tés et h une homotopie de f0 vers f1. Notons H : λ(D1) ⊗ K → L le morphisme
correspondant.
(a) Pour tout morphisme g : J → K, l’homotopie hg (voir le paragraphe 2.31)
correspond au morphisme
λ(D1)⊗ J
λ(D1)⊗g
−−−−−→ λ(D1)⊗K
H
−→ L.
En effet, par naturalité, un tel morphisme correspond bien à une homotopie
de f0g vers f1g et, en notant a la cellule principale de D1, pour x un élément
homogène de J , on a H(λ(D1)⊗ g)(a⊗ x) = H(a⊗ g(x)) = h(g(x)).
(b) Pour tout morphisme g : L → M , l’homotopie gh (voir également le para-
graphe 2.31) correspond au morphisme
λ(D1)⊗K
H
−→ L
g
−→M.
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En effet, un tel morphisme correspond bien à une homotopie de gf0 vers gf1
et, en notant a la cellule principale de D1, pour x un élément homogène de K,
on a gH(a, x) = g(h(x)).
Par ailleurs, pour tout morphisme de complexes dirigés augmentés f : K → L,
l’homotopie 1f (voir le paragraphe 2.30) correspond au morphisme
λ(D1)⊗K
λ(κ0)⊗K
−−−−−−→ K
f
−→ L,
induit par le ∞-foncteur κ0 : D1 → D0 du paragraphe 4.1. En effet, par na-
turalité, un tel morphisme correspond bien à une homotopie de f vers f et,
en notant a la cellule principale de D1, pour x un élément homogène de K,
on a f(λ(κ0)⊗K)(a⊗ x) = f(0⊗ x) = 0.
B.4.5. — Soient f0, f1, f2 : K → L trois morphismes de complexes dirigés augmen-
tés, h une homotopie de f0 vers f1 et h′ une homotopie de f1 vers f2. D’après le para-
graphe B.4.1, ces homotopies correspondent à des morphismes H : λ(D1)⊗K → L et
H ′ : λ(D1) ⊗K → L respectivement. Par ailleurs, comme dans le paragraphe B.3.2,
on peut définir un morphisme H ′′ en composant
λ(D1)⊗K
λ(∇10)⊗K−−−−−−→ (λ(D1)⊗K)∐K (λ(D1)⊗K)
(H′,H)
−−−−→ L.
Le morphisme H ′′ correspond à une homotopie de f0 vers f2 qui n’est autre que
l’homotopie h′ + h (voir le paragraphe 2.32). En effet, en notant a, b et c les cellules
principales des copies de λ(D1) apparaissant, dans l’ordre, dans la source de λ(∇10)⊗K,
puis de gauche à droite dans son but, on a, pour tout élément homogène x de K,
H ′′(a⊗ x) = (H ′, H)(b⊗ x+ c⊗ x) = H ′(b ⊗ x) +H(c⊗ x) = h′(x) + h(x),
d’où l’assertion.
B.4.6. — Soient f, g : K → L deux morphismes de complexes dirigés augmen-
tés. À toute homotopie h de f vers g, on associe une transformation oplax ν(h)
de ν(f) vers ν(g) de la manière suivante. L’homotopie h correspond, en vertu du
paragraphe B.4.1, à un morphisme H : λ(D1) ⊗K → L. On obtient un ∞-foncteur
D1 ⊗ ν(K)→ ν(L) en composant
D1 ⊗ ν(K) ≃ ν(λ(D1))⊗ ν(K)→ ν(λ(D1)⊗K)
ν(H)
−−−→ ν(L),
où la flèche du milieu est la contrainte du foncteur monoïdal lax ν (voir la proposi-
tion 7.33). Ce∞-foncteur correspond à son tour, cette fois en vertu du corollaire B.2.6,
à une transformation oplax qui, par naturalité des flèches en jeu, va de ν(f) vers ν(g).
Proposition B.4.7. — Soient f, g : K → L deux morphismes de complexes dirigés
augmentés avec K un complexe de Steiner fort. Le foncteur ν induit une bijection
entre les homotopies de f vers g et les transformations oplax de ν(f) vers ν(g).
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Démonstration. — Par adjonction, la correspondance h 7→ ν(h) du paragraphe pré-
cédent peut se décrire comme le composé
HomCda(λ(D1)⊗K,L)→ HomCda(λν(λ(D1)⊗K), L)
≃ Hom∞-Cat(ν(λ(D1)⊗K), ν(L))
→ Hom∞-Cat(ν(λ(D1))⊗ ν(K), ν(L))
≃ Hom∞-Cat(D1 ⊗ ν(K), ν(L)),
où la première application est induite par la coünité du couple de foncteurs ad-
joints (λ, ν) et la troisième par la contrainte du foncteur monoïdal lax ν. Mais, puisque
K est un complexe de Steiner fort, il en est de même de λ(D1)⊗K (voir la proposi-
tion A.4) et les théorèmes 2.11 et A.15 entraînent que ces deux applications sont des
bijections, d’où le résultat.
Montrons maintenant la compatibilité aux compositions et identités de l’extension
de ν aux homotopies.
Proposition B.4.8. — Soient K et L deux complexes dirigés augmentés et h une
homotopie entre morphismes de K vers L.
(a) Pour tout morphisme de complexes dirigés augmentés g : J → K, on a
ν(hg) = ν(h) ∗ ν(g).
(b) Pour tout morphisme de complexes dirigés augmentés g : L→M , on a
ν(gh) = ν(g) ∗ ν(h).
Démonstration. — Notons H : λ(D1)⊗K → L le morphisme correspondant à h. En
vertu de la proposition B.2.11 et du paragraphe B.4.4, les transformations oplax de
la première assertion correspondent aux deux ∞-foncteurs D1 ⊗ ν(J) → ν(L) qu’on
peut définir à partir du diagramme
D1 ⊗ ν(J)
D1⊗ν(g)

// ν(λ(D1)⊗ J)
ν(λ(D1)⊗g)

D1 ⊗ ν(K) // ν(λ(D1)⊗K)
ν(H)
// ν(L) ,
où les flèches non nommées sont la contrainte du foncteur monoïdal lax ν. Or, le carré
de ce diagramme est commutatif par naturalité, d’où la première assertion.
D’après les mêmes résultats, les transformations oplax de la seconde assertion cor-
respondent aux deux manières de composer les trois ∞-foncteurs
D1 ⊗ ν(K)→ ν(λ(D1)⊗K)
ν(H)
−−−→ ν(L)
ν(g)
−−−→ ν(M),
où, de nouveau, la flèche non nommée est la contrainte du foncteur monoïdal lax ν,
d’où le résultat.
JOINT ET TRANCHES POUR LES ∞-CATÉGORIES STRICTES 167
Proposition B.4.9. — Soit f : K → L un morphisme de complexes dirigés aug-
mentés. On a
ν(1f ) = 1ν(f).
Démonstration. — En vertu de la proposition B.3.5 et du paragraphe B.4.4, cela
résulte de la commutativité, par naturalité, du diagramme
D1 ⊗ ν(K)
κ0⊗ν(K)

// ν(λ(D1)⊗K)
ν(λ(κ0)⊗K)

D0 ⊗ ν(K) // ν(λ(D0)⊗K)
ν(f)
// ν(L) ,
où les flèches non nommées sont la contrainte du foncteur monoïdal lax ν.
Proposition B.4.10. — Soient f0, f1, f2 : K → L trois morphismes de complexes
dirigés augmentés, h une homotopie de f0 vers f1 et h′ une homotopie de f1 vers f2.
On a
ν(h′ + h) = ν(h′) ◦ ν(h).
Démonstration. — Notons H,H ′ : λ(D1) ⊗ K → L les morphismes correspondant
respectivement à h et h′. En vertu des paragraphes B.3.2 et B.4.5, il suffit de montrer
la commutativité du diagramme
D1 ⊗ ν(K)
∇10⊗ν(K)

// ν(λ(D1)⊗K)
ν(λ(∇10)⊗K)

(D1 ⊗ ν(K)) ∐ν(K) (D1 ⊗ ν(K))
(ν(h′),ν(h))
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲
// ν
(
(λ(D1)⊗K)∐K (λ(D1)⊗K)
)
ν((H′,H))

ν(L) ,
où les flèches non nommées sont induites par la contrainte du foncteur monoïdal lax ν
et, plus précisément, pour celle du bas, par le morphisme
(D1 ∐D0 D1)⊗ ν(K)→ ν(λ(D1 ∐D0 D1)⊗K).
Or, le rectangle de ce diagramme est commutatif par naturalité. Pour conclure, il nous
suffit donc de vérifier la commutativité du triangle. En précomposant ce triangle par
les deux morphismes canoniques
D1 ⊗ ν(K)→ (D1 ⊗ ν(K)) ∐ν(K) (D1 ⊗ ν(K)),
on obtient deux triangles qui commutent par définition de ν(h) et ν(h′), d’où le
résultat.
Remarque B.4.11. — Dualement, si h est une antihomotopie de complexes dirigés
augmentés, on peut lui associer une transformation lax ν(h). Les propositions B.4.7,
B.4.8, B.4.9 et B.4.10 entraînent, par dualité, leurs analogues pour les antihomotopies
et les transformations lax.
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B.5. Joint et transformations oplax. —
B.5.1. — Soient C une ∞-catégorie et c un objet de C. On définit un foncteur
d’inclusion c\C →֒ Homlax(D1, C) de la manière suivante. Pour tout i > 0, si (d, α)
est une i-flèche de c\C (voir le paragraphe 10.7), on lui associe la i-flèche (1c, d, α)
de Homlax(D1, C) (voir le paragraphe B.1.7), où 1c désigne l’identité itérée de c en
dimension i. Le fait qu’on obtienne bien ainsi une i-flèche de Homlax(D1, C) résulte
des paragraphes 10.7 et B.1.7, ainsi que de la formule
α1k−1 ∗k−1 · · · ∗1 α
1
0 ∗ 1c = α
1
k−1.
Par ailleurs, la fonctorialité de cette correspondance découle des propositions 10.15
et B.1.15, ainsi que de la formule ci-dessus.
Proposition B.5.2. — Pour toute ∞-catégorie C et tout objet c de C, le carré
c\C //

Homlax(D1, C)
π0

D0 c
// C ,
où la flèche horizontale du haut est le ∞-foncteur défini au paragraphe précédent et
π0 désigne le ∞-foncteur du paragraphe B.2.2, est cartésien.
Démonstration. — Cela résulte immédiatement de la description de l’inclusion
c\C →֒ Homlax(D1, C) donnée au paragraphe précédent.
Corollaire B.5.3. — Soient C une ∞-catégorie et c un objet de C. Pour toute
∞-catégorie A, on a une bijection naturelle entre les ∞-foncteurs A → c\C et les
transformations oplax entre∞-foncteurs de A vers C de source le∞-foncteur constant
de valeur c. De plus, le but de la transformation oplax associée à un tel ∞-foncteur
est le composé de A→ c\C
U
−→ C, où U désigne le ∞-foncteur d’oubli.
Démonstration. — La première assertion est conséquence immédiate de la proposition
précédente et de la description des transformations oplax en termes de Homlax(D1, C)
(proposition B.2.5). La seconde résulte de la commutativité du triangle
c\C
U
""❊
❊❊
❊❊
❊❊
❊
// Homlax(D1, C)
π1
zztt
tt
tt
tt
tt
C ,
où U désigne le ∞-foncteur d’oubli et π1 le ∞-foncteur du paragraphe B.2.2.
Corollaire B.5.4. — Soient C une∞-catégorie et c un objet de C. Pour tout i > 0,
les i-flèches de c\C sont en correspondance bijective canonique avec les couples (d, α),
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où d est une i-flèche de C et α est une transformation oplax du ∞-foncteur Di → C
constant de valeur c vers le ∞-foncteur d : Di → C.
Démonstration. — Cela résulte du corollaire précédent appliqué à A = Di.
B.5.5. — Soit C une ∞-catégorie. On définit un ∞-foncteur D1 ⊗ C → D0 ⋆ C
de la manière suivante. Si A est une ∞-catégorie, en utilisant les adjonctions des
paragraphes 7.30 et A.18, ainsi que le ∞-foncteur du paragraphe B.5.1, on obtient
une application
Hom∞-Cat(D0 ⋆ C,A)
∼
−→
∐
a∈A0
Hom∞-Cat(C, a\A)y
Hom∞-Cat(C,Homlax(D1, A))
∼
−→ Hom∞-Cat(D1 ⊗ C,A),
naturelle en A, et donc le ∞-foncteur recherché en vertu du lemme de Yoneda.
Corollaire B.5.6. — Pour toute ∞-catégorie C, le carré
C

σ1⊗C // D1 ⊗ C

D0 ι1
// D0 ⋆ C ,
où la flèche verticale de droite est le ∞-foncteur défini au paragraphe précédent et σ1
désigne le ∞-foncteur du paragraphe 4.1, est cocartésien.
Démonstration. — Si A est une ∞-catégorie, en vertu des adjonctions utilisées dans
le paragraphe précédent et de la proposition B.5.2, on a
Hom∞-Cat(D0 ⋆ C,A) ≃
∐
a∈A0
Hom∞-Cat(C, a\A)
≃
∐
a∈A0
Hom∞-Cat(C,Homlax(D1, A))×Hom∞-Cat(C,A) {a}
≃
∐
a∈A0
Hom∞-Cat(D1 ⊗ C,A) ×Hom∞-Cat(C,A) {a}
≃ Hom∞-Cat(D1 ⊗ C,A)×Hom∞-Cat(C,A) Hom∞-Cat(D0, A),
d’où le résultat.
Appendice C
Fonctorialités des tranches : conjectures
C.1. — Soit V une catégorie munie d’un foncteur P : V → Ens à valeurs dans la
catégorie des ensembles qu’on appellera foncteur points. Une V-sesquicatégorie, ou
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sesquicatégorie enrichie dans V , est une catégorie C munie d’un foncteur
HomC : C
◦ × C → V
et d’un isomorphisme de foncteurs
C◦ × C
Hom
C //
HomC   
❇❇
❇❇
❇❇
❇ V
P
✝✝
✝✝
✝✝
✝19∼
❥❥❥
❥❥❥❥
❥
Ens ,
qui le plus souvent, pour simplifier, sera considéré comme étant l’identité. On dit que
C est la catégorie sous-jacente à une telle V-sesquicatégorie, que les objets de C sont
ses objets et que, pour x, y deux objets, HomC(x, y) est son objet de morphismes de x
vers y.
Si V est une catégorie monoïdale d’objet unité I, on dispose d’un foncteur points
canonique
P = HomV(I, •) : V → Ens,
d’où une notion de V-sesquicatégorie. Toutes les V-sesquicatégories considérées pour
V une catégorie monoïdale seront relatives à ce foncteur points. On remarque que le
produit tensoriel de la catégorie monoïdale ne joue aucun rôle dans cette définition.
Exemple C.2. — Si V est la catégorie des ensembles avec comme foncteur points
le foncteur identité, une V-sesquicatégorie n’est autre qu’une catégorie. Si V est la
catégorie Cat des petites catégories munie du foncteur points Ob : Cat → Ens, alors
on vérifie facilement qu’une V-sesquicatégorie est ce qu’on appelle habituellement une
sesquicatégorie (voir par exemple [38, section 2]).
C.3. — Une ∞-sesquicatégorie est une sesquicatégorie enrichie dans la catégorie
∞-Cat des∞-catégories munie du foncteur points Ob :∞-Cat → Ens, associant à une
∞-catégorie l’ensemble de ses objets ou, de façon équivalente, est une sesquicatégorie
enrichie dans la catégorie monoïdale∞-Cat munie du produit tensoriel défini, au choix,
par le produit cartésien ou par le produit tensoriel de Gray (voir le paragraphe A.16),
puisque dans ces deux cas l’objet unité est un objet final de ∞-Cat.
Soit C une∞-sesquicatégorie. Pour i > 1, une i-flèche de C est une (i−1)-flèche de
la ∞-catégorie HomC(x, y), pour des objets x, y de C, et on dit que x est sa 0-source
et y son 0-but. Pour 0 < j 6 i, sa j-source et son j-but sont respectivement sa
(j − 1)-source et son (j − 1)-but comme cellule de HomC(x, y). La commutativité du
triangle du paragraphe C.1 montre que les 1-flèches de C sont les flèches de sa catégorie
sous-jacente. Pour 0 6 k < i, j, on dit qu’une i-flèche α de C et une j-flèche β de C
sont k-composables si la k-source de α est égale au k-but de β, et alors si k > 0, leur
k-composé α ∗k β est défini comme étant leur (k − 1)-composé dans la ∞-catégorie
HomC(x, y), où x et y sont respectivement la 0-source, nécessairement commune, et
le 0-but, nécessairement commun, de α et β. Si k = 0, leur 0-composé α ∗0 β n’est
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défini que si i = 1 ou j = 1. Dans ce cas, soient x la 0-source de β, y son 0-but, qui
est alors égal à la 0-source de α, et z le 0-but de α. Si i = 1, le 0-composé α ∗0 β est
défini comme étant l’image de la cellule β de HomC(x, y) par le ∞-foncteur
HomC(x, α) : HomC(x, y)→ HomC(x, z)
et, si j = 1, comme étant l’image de la cellule α de HomC(y, z) par le ∞-foncteur
HomC(β, z) : HomC(y, z)→ HomC(x, z).
Si x est un objet de C, l’unité de x est l’unité 1x de x dans la catégorie sous-jacente
à C (qui est une 1-flèche de C) et si, pour i > 0, α est une i-flèche de C de 0-source x
et 0-but y, l’unité de α est son unité 1α comme cellule de HomC(x, y) (qui est une
(i + 1)-flèche de C). Ces données satisfont aux mêmes axiomes que les données cor-
respondantes d’une ∞-catégorie, sauf la règle de Godement pour la 0-composition
(autrement dit, pour i, j > 1, si α est une i-flèche de 1-source a0 et 1-but a1 et β une
j-flèche de 1-source b0 et 1-but b1 et si α et β sont 0-composables
b0
  
b1
==
✤✤ ✤✤
 β
a0
  
a1
==
✤✤ ✤✤
 α ,
le composé (α∗0b1)∗1(a0∗0β) n’est pas en général égal au composé (a1∗0β)∗1(α∗0b0),
ce qui empêche de définir le 0-composé de α et β). Ces données soumises à ces axiomes
fournissent une définition équivalente des ∞-sesquicatégories.
C.4. — Soient C une∞-catégorie et c un objet de C. Dans la description explicite de
la∞-catégorie tranche c\C donnée dans la section 10, les seules 0-compositions dans C
figurant dans les formules définissant les cellules de c\C, ainsi que leurs compositions,
sont de la forme α ∗0 β, où α ou β est une 1-flèche de C (voir le paragraphe 10.7
et la proposition 10.15). De plus, si (x, f : c → x) et (x′, f ′ : c→ x′) sont deux
objet de c\C et i > 1, toute i-flèche non triviale de C qui est une composante d’une
cellule de la ∞-catégorie Hom
c\C
((x, f), (x′, f ′)) a comme 0-source c ou x et comme
0-but x′. Ainsi, aucune utilisation de la règle de Godement pour la 0-composition de C
n’intervient pour vérifier que les formules du paragraphe 10.7 et de la proposition 10.15
définissent une ∞-catégorie Hom
c\C
((x, f), (x′, f ′)).
On en déduit que si C est une ∞-sesquicatégorie, c un objet de C et f : c→ x,
f ′ : c → x′ deux 1-flèches de C de source c, on peut définir une ∞-catégorie notée
Hom
c\C
((x, f), (x′, f ′)) par les mêmes formules que dans le cas d’une ∞-catégorie C.
En revanche, il n’est pas possible en général d’assembler, pour (x, f) et (x′, f ′)
variables, les∞-catégories Hom
c\C
((x, f), (x′, f ′)) en une∞-sesquicatégorie. En effet,
étant donné une∞-catégorie C et un objet c de C, on observe que dans la vérification
du fait que, si α et β sont une 2-flèche et une 1-flèche 0-composables de c\C, alors
les formules de la proposition 10.15 définissant le composé α ∗0 β définissent bien une
2-flèche de c\C, on utilise la règle de Godement pour la 0-composition de C.
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De façon analogue, on peut définir une ∞-catégorie Hom
c
co
\C
((x, f), (x′, f ′)) et,
pour g : x → c et g′ : x′ → c deux 1-flèches de C de but c, des ∞-catégories
HomC/c
((x, g), (x′, g′)) et Hom
C
co
/c
((x, g), (x′, g′)) mais, par contre, pas de ∞-sesqui-
catégories associées. Pour pouvoir le faire, on a besoin d’une structure plus forte, celle
de ∞-catégorie de Gray ou de ∞-catégorie de Gray gauche (voir le paragraphe C.16
et la conjecture C.24).
C.5. — Soit V une catégorie monoïdale de produit tensoriel ⊗ et d’objet unité I. On
rappelle qu’une catégorie enrichie dans V , ou plus simplement V-catégorie, C est la
donnée
– d’une classe Ob(C) dont les éléments sont appelés les objets de C ;
– pour tous x, y objets de C, d’un objet HomC(x, y) de V , appelé objet de mor-
phismes de x vers y ;
– pour tous x, y, z objets de C, d’un morphisme
◦z,y,x : HomC(y, z)⊗ HomC(x, y)→ HomC(x, z)
de V , appelé morphisme de composition ;
– pour tout x objet de C, d’un morphisme idx : I → HomC(x, x) de V , appelé
morphisme d’unité,
ces données satisfaisant aux conditions usuelles d’associativité et d’unité, autrement
dit rendant commutatifs les diagrammes
HomC(z, t)⊗ HomC(y, z)⊗ HomC(x, y)
◦t,z,y⊗1
//
1⊗◦z,y,x

HomC(y, t)⊗ HomC(x, y)
◦t,y,x

HomC(z, t)⊗ HomC(x, z) ◦t,z,x
// HomC(x, t) ,
HomC(x, y)⊗ I
≃ //
1⊗idx

HomC(x, y) I ⊗ HomC(x, y)
≃oo
idy⊗1

HomC(x, y) ⊗ HomC(x, x)
◦y,x,x
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
HomC(y, y)⊗ HomC(x, y) ,
◦y,y,x
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
pour x, y, z, t objets de C (où on omet pour simplifier les contraintes d’associativité
et d’unité de V).
Une V-catégorie gauche est une catégorie enrichie dans la catégorie monoïdale trans-
posée de V , c’est-à-dire dans la catégorie monoïdale ayant même catégorie sous-jacente
et même unité que V mais comme produit tensoriel le foncteur
V × V → V
(X,Y ) 7→ Y ⊗X ,
obtenu à partir de ⊗ en composant avec l’isomorphisme de symétrie du produit carté-
sien. Les notions de V-catégorie et V-catégorie gauche sont bien distinctes, sauf dans
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le cas où la catégorie monoïdale V est symétrique, auquel cas ces deux notions sont
essentiellement équivalentes, la symétrie définissant une bijection entre V-catégories
et V-catégories gauches.
Exemple C.6. — Une catégorie enrichie dans la catégorie monoïdale des ensembles,
avec comme produit tensoriel le produit cartésien, n’est autre qu’une catégorie ordi-
naire.
C.7. — Soient V et V ′ deux catégories monoïdales de produits tensoriels et unités
⊗, I et ⊗′, I ′ respectivement, et F : V → V ′ un foncteur monoïdal lax. À toute
V-catégorie C, le foncteur F associe une V ′-catégorie C′ = F∗(C), appelée image
directe de C par F , définie comme suit :
– les objets de C′ sont les mêmes que ceux de C ;
– pour x, y objets de C′, l’objet de morphismes de x vers y est F (HomC(x, y)) ;
– pour x, y, z objets de C′, le morphisme de composition est le composé
F (HomC(y, z))⊗
′ F (HomC(x, y))→ F (HomC(y, z)⊗ HomC(x, y))→ F (HomC(x, z)),
la flèche de gauche venant de la contrainte de composition du foncteur monoïdal
lax F et la flèche de droite étant F (◦z,y,x) ;
– pour x objet de C′, le morphisme d’unité est le composé
I ′ → F (I)→ F (HomC(x, x)),
la flèche de gauche venant de la contrainte d’unité du foncteur monoïdal lax F
et la flèche de droite étant F (idx).
Exemple C.8. — Soit V une catégorie monoïdale de produit tensoriel ⊗ et d’objet
unité I. Le foncteur
HomV(I, •) : V → Ens
s’enrichit en un foncteur monoïdal lax à valeurs dans la catégorie des ensembles munie
du produit cartésien en définissant pourX,Y objets de V la contrainte de composition
HomV(I,X)× HomV(I, Y )→ HomV(I,X ⊗ Y )
par
(x : I → X, y : I → Y ) 7→ x⊗ y : I ≃ I ⊗ I → X ⊗ Y
et la contrainte d’unité
{∗} → HomV(I, I) par ∗ 7→ 1I .
Pour toute V-catégorie C, l’image directe de C par ce foncteur monoïdal lax est, en
vertu de l’exemple C.6, une catégorie ordinaire appelée catégorie sous-jacente à la
V-catégorie C.
La catégorie sous-jacente à une V-catégorie gauche C′ est la catégorie sous-jacente
à C′, vue comme catégorie enrichie dans la catégorie monoïdale transposée de V .
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C.9. — Soient V une catégorie monoïdale de produit tensoriel ⊗ et d’objet unité I,
et C une V-catégorie de catégorie sous-jacente C. On peut munir la catégorie C d’une
structure canonique de V-sesquicatégorie, appelée V-sesquicatégorie sous-jacente à la
V-catégorie C, comme suit. Le foncteur HomC : C
◦ × C → V associe à un objet (x, y)
de C◦ × C l’objet HomC(x, y) de V . Si f : x
′ → x et g : y → y′ sont des morphismes
de C, la flèche HomC(f, g) de V est définie par le diagramme commutatif
HomC(x, y)
Hom
C
(f,g)
// HomC(x
′, y′)
I ⊗ HomC(x, y) ⊗ I g⊗1⊗f
//
≀
OO
HomC(y, y
′)⊗ HomC(x, y)⊗ HomC(x
′, x)
◦y′,y,x′ (1⊗◦y,x,x′ )
OO
(où la flèche verticale de gauche vient de la contrainte d’unité de V et où on néglige
les contraintes d’associativité). Il est alors immédiat que le triangle
C◦ × C
HomC //
HomC $$❍
❍❍
❍❍
❍❍
❍❍
V
HomV(I,•)~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
Ens
du paragraphe C.1 est strictement commutatif.
La V-sesquicatégorie sous-jacente à une V-catégorie gauche C′ est la V-sesqui-
catégorie sous-jacente à C′, vue comme catégorie enrichie dans la catégorie monoïdale
transposée de V (on rappelle que le produit tensoriel de V n’intervient pas dans la
définition d’une V-sesquicatégorie).
Exemple C.10. — Soit V une catégorie monoïdale fermée à droite (voir le para-
graphe 6.2) de produit tensoriel ⊗ et d’objet unité I, de sorte qu’il existe un foncteur
Hom
d
V : V
◦ × V → V et une bijection
HomV(X ⊗ Y, Z) ≃ HomV(X,Hom
d
V(Y, Z)),
naturelle en X , Y et Z dans V . On définit une V-catégorie Vd ayant mêmes objets
que V et telle que Hom
Vd
(X,Y ) = HomdV(X,Y ) comme suit. La bijection ci-dessus,
appliquée à X = HomdV(Y, Z), fournit un morphisme de V , dit d’évaluation,
evZ,Y : Hom
d
V(Y, Z)⊗ Y → Z
correspondant par cette bijection à 1Homd
V
(Y,Z). Le composé evZ,Y (1 ⊗ evY,X)
Hom
d
V(Y, Z)⊗ Hom
d
V(X,Y )⊗X → Hom
d
V(Y, Z)⊗ Y → Z
définit par adjonction le morphisme de composition. De même, l’isomorphisme
I ⊗X ≃ X définit par adjonction le morphisme d’unité I → HomdV(X,X). Une
vérification simple mais fastidieuse prouve les propriétés d’associativité et d’unité
(voir par exemple [25]). La catégorie sous-jacente à la V-catégorie Vd n’est autre
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que la catégorie sous-jacente à la catégorie monoïdale V et la V-sesquicatégorie
sous-jacente à Vd est définie par le foncteur HomdV : V
◦ × V → V .
Si la catégorie monoïdale V , au lieu d’être fermée à droite est fermée à gauche, de
sorte qu’il existe un foncteur HomgV : V
◦ × V → V et une bijection
HomV(X ⊗ Y, Z) ≃ HomV(Y,Hom
g
V(X,Z)),
naturelle enX , Y et Z dans V , il faut se garder de croire qu’on puisse définir en général
une V-catégorie ayant mêmes objets que V et dont l’objet de morphismes soit donné
par HomgV . En revanche, en appliquant ce qui précède à la catégorie monoïdale V
′
transposée de V , on déduit l’existence d’une V-catégorie gauche Vg ayant mêmes
objets que V et dont l’objet de morphismes est défini par HomgV . En effet, la catégorie
monoïdale V ′ est alors fermée à droite et, pour X,Y objets de V , on a
Hom
g
V(X,Y ) = Hom
d
V′(X,Y ).
La catégorie sous-jacente à cette V-catégorie gauche est la catégorie sous-jacente à la
catégorie monoïdale V et sa V-sesquicatégorie sous-jacente est définie par le foncteur
Hom
g
V : V
◦ × V → V .
C.11. — Soient V une catégorie monoïdale de produit tensoriel ⊗ et d’objet unité I,
et C et C′ deux catégories enrichies dans V (voir le paragraphe C.5). On rappelle
qu’un foncteur enrichi, ou plus simplement V-foncteur, F de C vers C′ est la donnée
– d’une application F0 : Ob(C)→ Ob(C′) ;
– pour tous x, y objets de C, d’un morphisme de V
Fy,x : HomC(x, y)→ HomC′(F0(x),F0(y)),
ces données satisfaisant aux compatibilités usuelles aux compositions et aux unités,
autrement dit rendant commutatifs les diagrammes
HomC(y, z)⊗ HomC(x, y)
◦z,y,x
//
Fz,y⊗ Fy,x

HomC(x, z)
Fz,x

HomC′(F0(y),F0(z))⊗ HomC′(F0(x),F0(y))
◦F0(z),F0(y),F0(x) // HomC′(F0(x),F0(z)) ,
HomC(x, x)
Fx,x

I
idx
33❤❤❤❤❤❤❤❤❤❤❤❤
idF0(x)
++❱❱❱❱
❱❱❱❱❱
❱❱❱
HomC′(F0(x),F0(x)) ,
pour x, y, z objets de C.
Si C et C′ sont deux V-catégories gauches, un V-foncteur gauche de C vers C′ est
un foncteur enrichi dans la catégorie monoïdale transposée de V de C vers C′.
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C.12. — Soient V une catégorie monoïdale de produit tensoriel d’objet unité I,
C et C′ deux catégories enrichies dans V et F un foncteur enrichi de C vers C′. Le fonc-
teur enrichi F induit un foncteur ordinaire F de la catégorie C sous-jacente à C vers la
catégorie C′ sous-jacente à C′, appelé foncteur sous-jacent à F, défini comme suit. Sur
les objets, le foncteur F est défini par l’application F0. Si f : x→ y est un morphisme
de C, autrement dit une flèche f : I → HomC(x, y) de V , le morphisme F (f) de C
′ est
défini par le composé
I
f
// HomC(x, y)
Fy,x
// HomC′(F0(x),F0(y)).
Le foncteur sous-jacent à un V-foncteur gauche est son foncteur sous-jacent comme
foncteur enrichi dans la catégorie monoïdale transposée de V .
C.13. — Soient V une catégorie monoïdale et C une V-catégorie. Pour toute partie
de Ob(C), on définit une V-catégorie, appelée sous-V-catégorie pleine de C définie par
cette partie, dont la classe des objets est cette partie et dont les objets de morphismes,
les morphismes de composition et les morphismes d’unité sont induits par ceux de C.
L’inclusion de cette partie dans la classe des objets de C s’enrichit en un V-foncteur,
appelé V-foncteur d’inclusion. De même, si C est une V-catégorie gauche, toute partie
de Ob(C) définit une sous-V-catégorie gauche pleine de C et un V-foncteur gauche
d’inclusion.
C.14. — Soit V une catégorie monoïdale. À une V-catégorie C, on associe une
V-catégorie gauche tC, transposée de C, ayant mêmes objets que C et, pour x, y
objets de C, comme objet de morphismes de x vers y
HomtC(x, y) = HomC(y, x).
De même, à une V-catégorie gauche C, on associe de façon analogue une V-catégorie
transposée tC. Pour C une V-catégorie ou une V-catégorie gauche, la catégorie sous-
jacente à tC est la catégorie opposée de la catégorie sous-jacente à C et on a ttC = C.
Si C et C′ sont deux V-catégories (resp. deux V-catégories gauches) et F : C→ C′
est un V-foncteur (resp. un V-foncteur gauche), on définit le V-foncteur gauche (resp.
le V-foncteur) transposé tF : tC→ tC′ de la façon évidente.
Exemple C.15. — Soit V une catégorie monoïdale bifermée (voir le paragraphe 6.2)
de produit tensoriel ⊗, de sorte qu’il existe des foncteurs
Hom
d
V ,Hom
g
V : V
◦ × V → V
et des bijections
HomV(Y,Hom
g
V(X,Z)) ≃ HomV(X ⊗ Y, Z) ≃ HomV(X,Hom
d
V(Y, Z)),
naturelles enX , Y et Z dans V , et soient Vd la V-catégorie et Vg la V-catégorie gauche
associées (voir l’exemple C.10). Pour X un objet de V , les affirmations suivantes sont
purement formelles (voir [25]).
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(a) Il existe un V-foncteur canonique Vd → Vd dont le foncteur sous-jacent est le
foncteur • ⊗X : V → V .
(b) Il existe un V-foncteur gauche canonique Vg → Vg dont le foncteur sous-jacent
est le foncteur X ⊗ • : V → V .
(c) Il existe un V-foncteur canonique Vd → Vd dont le foncteur sous-jacent est le
foncteur HomdV(X, •) : V → V .
(d) Il existe un V-foncteur gauche canonique tVd → Vg dont le foncteur sous-jacent
est le foncteur HomdV(•, X) : V
◦ → V .
(e) Il existe un V-foncteur gauche canonique Vg → Vg dont le foncteur sous-jacent
est le foncteur HomgV(X, •) : V → V .
(f ) Il existe un V-foncteur canonique tVg → Vd dont le foncteur sous-jacent est le
foncteur HomgV(•, X) : V
◦ → V .
C.16. — Une ∞-catégorie de Gray est une catégorie enrichie dans la catégorie mo-
noïdale des ∞-catégories avec comme produit tensoriel le produit tensoriel de Gray
(voir le paragraphe A.16). Une ∞-catégorie de Gray gauche est la variante gauche
de cette notion, autrement dit une catégorie enrichie dans la catégorie monoïdale des
∞-catégories avec comme produit tensoriel le foncteur
(X,Y ) 7→ Y ⊗X ≃ (Xop ⊗ Y op)op ≃ (Xco ⊗ Y co)co
(voir la proposition A.22). Le produit tensoriel de Gray dans∞-Cat n’étant pas symé-
trique, les notions de∞-catégorie de Gray et∞-catégorie de Gray gauche ne sont pas
équivalentes. Si C est une ∞-catégorie de Gray ou une ∞-catégorie de Gray gauche
et x, y deux objets de C, alors par définition HomC(x, y) est une ∞-catégorie. On
vérifie immédiatement que les objets de HomC(x, y) sont les morphismes de source x
et but y dans la catégorie sous-jacente à C (voir l’exemple C.8). De plus, si C désigne
la ∞-sesquicatégorie sous-jacente à C, on a HomC(x, y) = HomC(x, y) (voir les para-
graphes C.3 et C.9). Pour i ≥ 1, une i-flèche de C sera par définition une i-flèche de
sa ∞-sesquicatégorie sous-jacente C et de même pour les sources, buts, compositions
et unités.
Exemple C.17. — Le foncteur identité de∞-Cat s’enrichit en un foncteur monoïdal
lax de source ∞-Cat munie du produit tensoriel défini par le produit cartésien et de
but ∞-Cat munie du produit tensoriel de Gray. Pour X,Y deux ∞-catégories, la
contrainte de composition est
(1X ⊗ pY , pX ⊗ 1Y ) : X ⊗ Y → X × Y,
où pour Z une∞-catégorie, pZ désigne l’unique flèche de Z vers la∞-catégorie finale,
et la contrainte d’unité est l’identité (en vertu du paragraphe A.16, l’unité du produit
tensoriel de Gray est la catégorie finale). Or, une catégorie enrichie dans la catégorie
monoïdale des∞-catégories avec comme produit tensoriel le produit cartésien est sim-
plement une ∞-catégorie (non nécessairement petite mais localement petite). Ainsi,
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à une telle ∞-catégorie C, on associe une ∞-catégorie de Gray C, image directe de C
par ce foncteur monoïdal lax, satisfaisant à l’égalité
HomC(x, y) = HomC(x, y).
Exemple C.18. — On rappelle que la catégorie monoïdale∞-Cat, munie du produit
tensoriel de Gray, est bifermée (voir le théorème A.15), de sorte que dans les notations
du paragraphe A.18, on a des bijections
Hom∞-Cat(B,Homlax(A,C)) ≃ Hom∞-Cat(A⊗B,C) ≃ Hom∞-Cat(A,Homoplax(B,C))
naturelles en les ∞-catégories A,B,C. En vertu de l’exemple C.10, on a donc une
∞-catégorie de Gray∞-Catoplax, appelée ∞-catégorie de Gray des ∞-catégories, dont
les objets sont les ∞-catégories et telle que pour tout couple A,B de ∞-catégories,
l’objet de morphismes de A vers B soit Homoplax(A,B). La catégorie sous-jacente
à ∞-Catoplax n’est autre que ∞-Cat. En vertu de la remarque B.2.8, les 2-flèches
de ∞-Catoplax sont les transformations oplax. Plus généralement, pour i ≥ 0,
les (i + 1)-flèches de ∞-Catoplax sont appelées des i-transformations oplax (une
0-transformation oplax est donc un ∞-foncteur et une 1-transformation oplax
une transformation oplax ordinaire). De même, on a une ∞-catégorie de Gray
gauche ∞-Catlax, appelée ∞-catégorie de Gray gauche des ∞-catégories, dont les
objets sont les ∞-catégories et telle que pour tout couple A,B de ∞-catégories,
l’objet de morphismes de A vers B soit Homlax(A,B). La catégorie sous-jacente
à ∞-Catlax est ∞-Cat, et les 2-flèches de ∞-Catlax sont les transformations lax (voir
la remarque B.2.8). Plus généralement, pour i ≥ 0, les (i + 1)-flèches de ∞-Catoplax
sont appelées des i-transformations lax.
C.19. — Soient C et C′ deux ∞-catégories de Gray. Un ∞-foncteur de Gray de C
vers C′ est un foncteur enrichi de C vers C′ (voir le paragraphe C.11). De même, si C
et C′ sont deux ∞-catégories de Gray gauches, un ∞-foncteur de Gray gauche de C
vers C′ est un foncteur enrichi de C vers C′.
C.20. — En vertu du paragraphe C.13, si C est une ∞-catégorie de Gray, toute
partie de la classe des objets de C définit une sous-∞-catégorie de Gray pleine de C
et un ∞-foncteur de Gray d’inclusion. De même, si C est une ∞-catégorie de Gray
gauche, toute partie de la classe des objets de C définit une sous-∞-catégorie de Gray
gauche pleine de C et un ∞-foncteur de Gray gauche d’inclusion.
C.21. — Soit C une ∞-catégorie de Gray. On définit une ∞-catégorie de Gray Cop,
ayant mêmes objets que C, en posant
HomCop(x, y) = HomC(y, x)
co,
les morphismes de composition et d’unité étant définis de la manière évidente (en
utilisant la proposition A.22), et deux∞-catégories de Gray gauches Cco et C◦, ayant
également mêmes objets que C, en posant
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HomCco(x, y) = HomC(x, y)
op,
HomC◦(x, y) = HomC(y, x)
◦
(voir la proposition A.22), les morphismes de composition et d’unité étant toujours
définis de la manière évidente. En particulier, à une ∞-catégorie de Gray C, on en
associe trois autres Cop, tCco et tC◦ (voir le paragraphe C.14). On définit de façon ana-
logue, pour C une ∞-catégorie de Gray gauche, une ∞-catégorie de Gray gauche Cop
et deux ∞-catégories de Gray Cco et C◦.
Pour C une ∞-catégorie de Gray ou une ∞-catégorie de Gray gauche, de catégorie
sous-jacente C, la catégorie sous-jacente à Cop et à C◦ est C◦, la catégorie sous-jacente
à Cco est C et on a des égalités
C
op op = Cco co = C◦ ◦ = C ,
C
op co = Cco op = C◦,
C
op ◦ = C◦ op = Cco,
C
co ◦ = C◦ co = Cop.
Si C et C′ sont deux ∞-catégories de Gray et F : C → C′ est un ∞-foncteur de
Gray, on définit de la façon évidente un ∞-foncteur de Gray Fop : Cop → C′op et des
∞-foncteurs de Gray gauches Fco : Cco → C′co et F◦ : C◦ → C′◦. De même, si C et C′
sont deux ∞-catégories de Gray gauches et F : C → C′ est un ∞-foncteur de Gray
gauche, on définit un∞-foncteur de Gray gauche Fop : Cop → C′op et des∞-foncteurs
de Gray Fco : Cco → C′co et F◦ : C◦ → C′◦.
Remarque C.22. — Les isomorphismes naturels
Homoplax(A,B)
op ≃ Homlax(A
op, Bop),
Homoplax(A,B)
co ≃ Homlax(A
co, Bco),
Homoplax(A,B)
◦ ≃ Homoplax(A
◦, B◦),
pour A,B des ∞-catégories (voir la proposition A.23), induisent des isomorphismes
de ∞-catégories de Gray
(∞-Catlax)
co op
∼
// ∞-Catoplax ,
(∞-Catoplax)
op co
∼
// t(∞-Catlax) ,
(∞-Catlax)
◦ o
∼
// t(∞-Catlax)
et des isomorphismes de ∞-catégories de Gray gauches
(∞-Catoplax)
co op
∼
// ∞-Catlax ,
(∞-Catlax)
op co
∼
// t(∞-Catoplax) ,
(∞-Catoplax)
◦ o
∼
// t(∞-Catoplax)
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de foncteurs sous-jacents respectifs C 7→ Cop, C 7→ Cco et C 7→ C◦.
Exemple C.23. — En se souvenant que la catégorie monoïdale ∞-Cat, munie du
produit tensoriel de Gray, est bifermée (voir le théorème A.15), de sorte que dans les
notations du paragraphe A.18 on a des bijections
Hom∞-Cat(B,Homlax(A,C)) ≃ Hom∞-Cat(A⊗B,C) ≃ Hom∞-Cat(A,Homoplax(B,C))
naturelles en les ∞-catégories A,B,C, on obtient comme cas particulier de
l’exemple C.15 les assertions suivantes pour C une ∞-catégorie.
(a) Il existe un ∞-foncteur de Gray canonique ∞-Catoplax → ∞-Catoplax dont le
foncteur sous-jacent est le foncteur • ⊗ C :∞-Cat →∞-Cat.
(b) Il existe un ∞-foncteur de Gray gauche canonique ∞-Catlax → ∞-Catlax dont
le foncteur sous-jacent est le foncteur C ⊗ • :∞-Cat →∞-Cat.
(c) Il existe un ∞-foncteur de Gray canonique ∞-Catoplax → ∞-Catoplax dont le
foncteur sous-jacent est le foncteur Homoplax(C, •) :∞-Cat →∞-Cat.
(d) Il existe un ∞-foncteur de Gray gauche canonique t∞-Catoplax → ∞-Catlax
dont le foncteur sous-jacent est le foncteur Homoplax(•, C) :∞-Cat
◦ →∞-Cat.
(e) Il existe un ∞-foncteur de Gray gauche canonique ∞-Catlax → ∞-Catlax dont
le foncteur sous-jacent est le foncteur Homlax(C, •) :∞-Cat →∞-Cat.
(f ) Il existe un ∞-foncteur de Gray canonique t∞-Catlax → ∞-Catoplax dont le
foncteur sous-jacent est le foncteur Homlax(•, C) :∞-Cat
◦ →∞-Cat.
Conjecture C.24. — (a) Soient C une∞-catégorie de Gray de ∞-sesquicatégorie
sous-jacente C et c un objet de C.
(a.1) Il existe une ∞-catégorie de Gray canonique C/c dont les objets sont
les couples (x, g) formés d’un objet x de C et d’une 1-flèche g : x → c de C, et
telle que si (x, g) et (x′, g′) sont deux tels couples, on ait
HomC/c
((x, g), (x′, g′)) = HomC/c((x, g), (x
′, g′))
(voir le paragraphe C.4).
(a.2) Il existe une ∞-catégorie de Gray canonique c
co
\C dont les objets sont
les couples (x, f) formés d’un objet x de C et d’une 1-flèche f : c→ x de C, et
telle que si (x, f) et (x′, f ′) sont deux tels couples, on ait
Hom
c
co
\C
((x, f), (x′, f ′)) = Hom
c
co
\C
((x, f), (x′, f ′))
(voir le paragraphe C.4).
(b) Soient C une ∞-catégorie de Gray gauche de ∞-sesquicatégorie sous-jacente C
et c un objet de C.
(b.1) Il existe une∞-catégorie de Gray gauche canonique C
co
/c dont les objets
sont les couples (x, g) formés d’un objet x de C et d’une 1-flèche g : x→ c de C,
et telle que si (x, g) et (x′, g′) sont deux tels couples, on ait
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Hom
C
co
/c
((x, g), (x′, g′)) = Hom
C
co
/c
((x, g), (x′, g′))
(voir le paragraphe C.4).
(b.2) Il existe une∞-catégorie de Gray gauche canonique c\C dont les objets
sont les couples (x, f) formés d’un objet x de C et d’une 1-flèche f : c→ x de C,
et telle que si (x, f) et (x′, f ′) sont deux tels couples, on ait
Hom
c\C
((x, f), (x′, f ′)) = Hom
c\C
((x, f), (x′, f ′))
(voir le paragraphe C.4).
(c) Si C est une ∞-catégorie de Gray et c un objet de C, on a des isomorphismes
canoniques de ∞-catégories de Gray
C/c ≃ (c
co
\C
op)op ≃ (Cco
co
/ c)
co ≃ (c\C
◦)◦,
c
co
\C ≃ (C
op
/c)
op ≃ (c\C
co)co ≃ (C◦
co
/c)
◦
et, si C est une ∞-catégorie de Gray gauche et c un objet de C, on a des
isomorphismes canoniques de ∞-catégories de Gray gauches
C
co
/c ≃ (c\C
op)op ≃ (Cco/c)
co ≃ (c
co
\C
◦)◦,
c\C ≃ (C
opco
/c)
op ≃ (c
co
\C
co)co ≃ (C◦/c)
◦,
tous ces isomorphismes étant compatibles entre eux via les dualités •op, •co
et •◦.
Remarque C.25. — On remarque que pour démontrer cette conjecture, il suffit de
démontrer une seule des assertions (a.1 ), (a.2 ), (b.1 ) ou (b.2 ). En effet, il suffit alors
de définir les autres « tranches » par les formules pertinentes de l’assertion (c).
Exemple C.26. — On va s’intéresser plus spécialement au cas particulier de la
conjecture appliquée à la ∞-catégorie de Gray ∞-Catoplax et à la ∞-catégorie de
Gray gauche ∞-Catlax. Ainsi, conjecturalement, pour toute ∞-catégorie C, on dis-
pose d’une ∞-catégorie de Gray ∞-Catoplax/C des ∞-catégories au-dessus de C et
d’une ∞-catégorie de Gray C
co
\∞-Catoplax des ∞-catégories au-dessous de C. De
même, on dispose d’une ∞-catégorie de Gray gauche ∞-Catlax
co
/C des ∞-catégories
au-dessus de C et d’une ∞-catégorie de Gray gauche C\∞-Catlax des ∞-catégories
au-dessous de C. On note
∞-Catoplax/C, C
co
\∞-Catoplax, ∞-Catlax
co
/C et C\∞-Catlax
les catégories sous-jacentes à
∞-Catoplax/C, C
co
\∞-Catoplax, ∞-Catlax
co
/C et C\∞-Catlax
respectivement. Les objets de ∞-Catoplax/C et de ∞-Catlax
co
/C sont les mêmes que
ceux de ∞-Cat/C . De même, les objets de C
co
\∞-Catoplax et de C\∞-Catlax sont les
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mêmes que ceux de C\∞-Cat. Dans le tableau suivant, on indique les 2-diagrammes
définissant les morphismes d’un objet vers un objet « prime » dans ces quatre caté-
gories :
A
u //
g

✻✻
✻✻
✻✻
A′
g′
✞✞
✞✞
✞✞
A
u //
g

✻✻
✻✻
✻✻
A′
g′
✞✞
✞✞
✞✞
C
f
✟✟
✟✟
✟✟ f ′

✼✼
✼✼
✼✼
C
f
✟✟
✟✟
✟✟ f ′

✼✼
✼✼
✼✼
αs{ ♥♥
♥♥♥♥ 3;
β
♥♥♥♥♥
♥
3;
γ♥♥
♥♥♥♥
δ
s{ ♥♥♥♥♥
♥
C C A
u
// A′ A
u
// A′
∞-Catoplax/C ∞-Cat lax
co
/C C
co
\∞-Catoplax C\∞-Catlax ,
α et γ étant des transformations oplax et β et δ des transformations lax. On vérifie
aussitôt qu’on a des foncteurs d’inclusion canoniques
∞-Cat/C →∞-Catoplax/C , ∞-Cat/C →∞-Catlax
co
/C ,
C\∞-Cat → C
co
\∞-Catoplax , C\∞-Cat → C\∞-Catlax
(en admettant que les morphismes dans les catégories buts se composent de la manière
évidente) induisant l’identité sur les objets et envoyant les triangles commutatifs sur
les 2-triangles de même contour munis de la transformation oplax ou lax unité.
Conjecture C.27. — Soit C une ∞-catégorie.
(a) Il existe un ∞-foncteur de Gray canonique ∞-Catoplax → C
co
\∞-Catoplax dont
le foncteur sous-jacent est le composé
∞-Cat → C\∞-Cat → C
co
\∞-Catoplax ,
où la flèche de gauche est le foncteur
• ⋆ C : A 7→ (A ⋆ C, i2 : C → A ⋆ C)
et la flèche de droite le foncteur d’inclusion canonique.
(b) Il existe un ∞-foncteur de Gray gauche canonique ∞-Catlax → C\∞-Catlax
dont le foncteur sous-jacent est le composé
∞-Cat → C\∞-Cat → C\∞-Catlax ,
où la flèche de gauche est le foncteur
C ⋆ • : A 7→ (C ⋆ A, i1 : C → C ⋆ A)
et la flèche de droite le foncteur d’inclusion canonique.
(c) Il existe un ∞-foncteur de Gray canonique C
co
\∞-Catoplax →∞-Catoplax dont
le foncteur sous-jacent composé avec l’inclusion C\∞-Cat → C
co
\∞-Catoplax est
le foncteur
C\∞-Cat →∞-Cat
(A, f : C → A) 7→ A
co
/f .
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(d) Il existe un∞-foncteur de Gray gauche canonique (∞-Catoplax/C )
◦ →∞-Catlax
dont le foncteur sous-jacent composé avec l’inclusion
(∞-Cat/C)
◦ → (∞-Catoplax/C)
◦
est le foncteur
(∞-Cat/C)
◦ →∞-Cat
(A, f : A→ C) 7→ C
co
/f .
(e) Il existe un ∞-foncteur de Gray gauche canonique C\∞-Catlax →∞-Catlax
dont le foncteur sous-jacent composé avec l’inclusion C\∞-Cat → C\∞-Catlax
est le foncteur
C\∞-Cat →∞-Cat
(A, f : C → A) 7→ f\A .
(f) Il existe un ∞-foncteur de Gray canonique (∞-Catlax
co
/C )◦ →∞-Catoplax dont
le foncteur sous-jacent composé avec l’inclusion (∞-Cat/C )◦ → (∞-Cat lax
co
/C )◦
est le foncteur
(∞-Cat/C)
◦ →∞-Cat
(A, f : A→ C) 7→ f\C .
Remarque C.28. — Les assertions (a)–(f ) de la conjecture ci-dessus sont les ana-
logues pour le joint des assertions formelles (a)–(f ) de l’exemple C.23 relatives au pro-
duit tensoriel de Gray. Par ailleurs, en utilisant les isomorphismes de la remarque C.22
ainsi que ceux de l’assertion (c) de la conjecture C.24, on remarque que pour prou-
ver l’assertion (b) (resp. (e), resp. (f )) de la conjecture C.27, il suffit de démontrer
l’assertion (a) (resp. (c), resp. (d)) et réciproquement. De même, la conjecture C.27
est équivalente à la conjecture analogue pour le foncteur ⋆′ et les « tranches » C/f
et f
co
\C (voir la remarque 7.36).
Remarque C.29. — L’assertion (f ) de la conjecture C.27 est une vaste généralisa-
tion des résultats de la section 12. Par exemple, si
A
f
//
c

✿✿
✿✿
✿✿
✿ A
′
c′
✄✄
✄✄
✄✄
✄
C
α 19❦❦❦ ❦❦❦
est un diagramme dans ∞-Cat, avec α une transformation lax, autrement dit un
diagramme représentant une 1-flèche (f, α) : (A, c) → (A′, c′) de ∞-Catlax
co
/C
(qui est une flèche de sa catégorie sous-jacente ∞-Catlax
co
/C ), en appliquant le
foncteur sous-jacent (∞-Catlax
co
/C )◦ →∞-Cat au ∞-foncteur de Gray canonique
(∞-Catlax
co
/C )◦ →∞-Catoplax, on obtient un ∞-foncteur (f, α)
∗ : c′\C → c\C,
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généralisant celui du théorème 12.1.8. Par fonctorialité, on obtient une généralisation
des résultats de la sous-section 12.2. De même, si
A
f ′
))
f 55
c

✽✽
✽✽
✽✽
✽✽
✽✽
β
KS
A′
c′
✆✆
✆✆
✆✆
✆✆
✆✆
C
α′ )1
α
=EΛ❘bn ❘❘❘❘❘❘
est un diagramme dans ∞-Cat, avec α, α′ et β des transformations lax et Λ
une 2-transformation lax, autrement dit un diagramme représentant une 2-flèche
(β,Λ) : (f, α)→ (f ′, α′) de ∞-Catlax
co
/C , en appliquant le ∞-foncteur de Gray
canonique (∞-Catlax
co
/C )◦ →∞-Catoplax, on obtient une 2-flèche de ∞-Catoplax, au-
trement dit une 2-transformation oplax de source (f ′, h′)∗ et but (f, h)∗, généralisant
ainsi le théorème 12.3.3. Enfin, une description plus précise de la ∞-sesquicatégorie
sous-jacente à ∞-Catlax
co
/C fournirait une généralisation des résultats de fonctorialité
de la sous-section 12.4.
C.30. — Les conjectures C.24 et C.27 sont étayées par le fait que des conjectures
analogues sont vraies pour les complexes dirigés augmentés. Plus précisément, on
rappelle que la catégorie monoïdale Cda des complexes dirigés augmentés, munie du
produit tensoriel, est bifermée (voir le paragraphe 7.2), de sorte qu’il existe des fonc-
teurs HomdCda ,Hom
g
Cda
: C◦da × Cda → Cda et des bijections
HomCda(L,Hom
g
Cda
(K,M)) ≃ HomCda(K ⊗ L,M) ≃ HomCda(K,Hom
d
Cda(L,M)),
naturelles en les complexes dirigés augmentés K,L,M . En vertu de l’exemple C.10,
on dispose donc d’une Cda-catégorie ayant mêmes objets que Cda et dont l’objet de
morphismes est défini par HomdCda , et d’une Cda-catégorie gauche ayant également les
mêmes objets que Cda et dont l’objet de morphismes est défini par Hom
g
Cda
. Comme
le foncteur ν : Cda → ∞-Cat s’enrichit en un foncteur monoïdal lax (voir la proposi-
tion A.19), on peut appliquer la construction de l’image directe du paragraphe C.7
pour obtenir une∞-catégorie de GrayCd
da (resp. une∞-catégorie de Gray gaucheC
g
da)
ayant comme objets les complexes dirigés augmentés et telle que pour tous objetsK,L,
Hom
Cd
da
(K,L) = ν(HomdCda(K,L)) (resp. HomCg
da
(K,L) = ν(HomgCda(K,L))).
On remarque que, essentiellement par définition, pour i ≥ 0, les i-flèches de
Hom
Cd
da
(K,L) (resp. de Hom
C
g
da
(K,L)) sont les i-homotopies (resp. les i-antihomo-
topies) de complexes dirigés augmentés de K vers L (voir le paragraphe 2.28). En
particulier, les objets de Hom
Cd
da
(K,L) ou de Hom
C
g
da
(K,L) sont les morphismes
de K vers L. De plus, il résulte facilement des théorèmes 2.11 et A.15 ainsi que
des propriétés d’adjonction que si K est un complexe de Steiner fort, on a des
isomorphismes canoniques
Hom
Cd
da
(K,L) ≃ Homoplax(ν(K), ν(L)) et HomCg
da
(K,L) ≃ Homlax(ν(K), ν(L)).
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En particulier, la sous-∞-catégorie de Gray pleine de Cd
da définie par les complexes
de Steiner forts s’identifie à la sous-∞-catégorie de Gray pleine de ∞-Catoplax définie
par les ∞-catégories de Steiner fortes (voir le paragraphe 2.16), et de même pour les
sous-∞-catégories de Gray gauches pleines de Cg
da et ∞-Catlax correspondantes.
Par ailleurs, pour tout complexe dirigé augmenté L et tout couple de morphismes
g : K → L, g : K ′ → L (resp. f : L → K, f ′ : L → K ′) de Cda de but L (resp. de
source L), on sait définir des complexes dirigés augmentés explicites
Hom
d
L((K, g), (K
′, g′)) et HomgL((K, g), (K
′, g′))
(resp. HomLd ((K, f), (K
′, f ′)) et HomLg ((K, f), (K
′, f ′))),
pouvant s’assembler pour former deux Cda-catégories dont les objets sont les complexes
dirigés augmentés respectivement au-dessus et au-dessous de L et dont les objets de
morphismes sont définis par HomdL((K, g), (K
′, g′)) et HomLd ((K, f), (K
′, f ′)), et deux
Cda-catégories gauches dont les objets sont aussi respectivement les complexes dirigés
augmentés au-dessus et au-dessous de L et dont les objets de morphismes sont définis
par HomgL((K, g), (K
′, g′)) et HomLg ((K, f), (K
′, f ′)). En appliquant la construction
de l’image directe du paragraphe C.7 par le foncteur monoïdal lax ν, on obtient deux
∞-catégories de Gray notées Cd
da/L et L
co
\C
d
da et deux ∞-catégories de Gray gauches
notées Cg
da
co
/L et L\C
g
da. On peut démontrer que celles-ci satisfont les affirmations
de la conjecture C.24 relatives à la ∞-catégorie de Gray Cd
da et à la ∞-catégorie de
Gray gauche Cg
da. En particulier, cela implique le cas de la conjecture C.24 exposé
dans l’exemple C.26 pour la sous-∞-catégorie de Gray pleine de ∞-Catoplax et la
sous-∞-catégorie de Gray gauche pleine de ∞-Catlax définies par les ∞-catégories de
Steiner fortes.
De plus, si le complexe dirigé augmenté L est décent (voir le paragraphe 2.17), on
peut définir explicitement les morphismes de complexes dirigés augmentés pertinents
pour construire les ∞-foncteurs de Gray et ∞-foncteurs de Gray gauches correspon-
dant à l’analogue de la conjecture C.27 pour les complexes dirigés augmentés. Ceci
permet comme ci-dessus d’établir la conjecture C.27 si on se restreint aux∞-catégories
de Steiner fortes.
Ces résultats seront exposés plus en détails ailleurs. On espère pouvoir en déduire,
par un argument de densité et une version « enrichie » de la généralisation du théo-
rème de Day démontrée dans ce texte (théorème 6.13), la conjecture C.27 en toute
généralité.
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