Distributed Stochastic Optimization in Non-Differentiable and Non-Convex Environments by Vlaski, Stefan
UCLA
UCLA Electronic Theses and Dissertations
Title
Distributed Stochastic Optimization in Non-Differentiable and Non-Convex Environments
Permalink
https://escholarship.org/uc/item/7pb746mg
Author
Vlaski, Stefan
Publication Date
2019
 
Peer reviewed|Thesis/dissertation
eScholarship.org Powered by the California Digital Library
University of California
UNIVERSITY OF CALIFORNIA
Los Angeles
Distributed Stochastic Optimization in
Non-Differentiable and Non-Convex Environments
A dissertation submitted in partial satisfaction
of the requirements for the degree
Doctor of Philosophy in Electrical and Computer Engineering
by
Stefan Vlaski
2019
c© Copyright by
Stefan Vlaski
2019
ABSTRACT OF THE DISSERTATION
Distributed Stochastic Optimization in
Non-Differentiable and Non-Convex Environments
by
Stefan Vlaski
Doctor of Philosophy in Electrical and Computer Engineering
University of California, Los Angeles, 2019
Professor Ali H. Sayed, Chair
The first part of this dissertation considers distributed learning problems over networked
agents. The general objective of distributed adaptation and learning is the solution of global,
stochastic optimization problems through localized interactions and without information
about the statistical properties of the data.
Regularization is a useful technique to encourage or enforce structural properties on the
resulting solution, such as sparsity or constraints. A substantial number of regularizers are
inherently non-smooth, while many cost functions are differentiable. We propose distributed
and adaptive strategies that are able to minimize aggregate sums of objectives. In doing
so, we exploit the structure of the individual objectives as sums of differentiable costs and
non-differentiable regularizers. The resulting algorithms are adaptive in nature and able to
continuously track drifts in the problem; their recursions, however, are subject to persistent
perturbations arising from the stochastic nature of the gradient approximations and from
disagreement across agents in the network. The presence of non-smooth, and potentially
unbounded, regularizers enriches the dynamics of these recursions. We quantify the impact
of this interplay and draw implications for steady-state performance as well as algorithm
design and present applications in distributed machine learning and image reconstruction.
There has also been increasing interest in understanding the behavior of gradient-descent
algorithms in non-convex environments. In this work, we consider stochastic cost functions,
ii
where exact gradients are replaced by stochastic approximations and the resulting gradient
noise persistently seeps into the dynamics of the algorithm. We establish that the diffusion
learning algorithm continues to yield meaningful estimates in these more challenging, non-
convex environments, in the sense that (a) despite the distributed implementation, individual
agents cluster in a small region around the weighted network centroid in the mean-fourth
sense, and (b) the network centroid inherits many properties of the centralized, stochastic
gradient descent recursion, including the escape from strict saddle-points in time inversely
proportional to the step-size and return of approximately second-order stationary points in
a polynomial number of iterations.
In the second part of the dissertation, we consider centralized learning problems over
networked feature spaces. Rapidly growing capabilities to observe, collect and process ever
increasing quantities of information, necessitate methods for identifying and exploiting struc-
ture in high-dimensional feature spaces. Networks, frequently referred to as graphs in this
context, have emerged as a useful tool for modeling interrelations among different parts of
a data set. We consider graph signals that evolve dynamically according to a heat diffu-
sion process and are subject to persistent perturbations. The model is not limited to heat
diffusion but can be applied to modeling other processes such as the evolution of interest
over social networks and the movement of people in cities. We develop an online algorithm
that is able to learn the underlying graph structure from observations of the signal evolution
and derive expressions for its performance. The algorithm is adaptive in nature and able
to respond to changes in the graph structure and the perturbation statistics. Furthermore,
in order to incorporate prior structural knowledge to improve classification performance, we
propose a BRAIN strategy for learning, which enhances the performance of traditional algo-
rithms, such as logistic regression and SVM learners, by incorporating a graphical layer that
tracks and learns in real-time the underlying correlation structure among feature subspaces.
In this way, the algorithm is able to identify salient subspaces and their correlations, while
simultaneously dampening the effect of irrelevant features.
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CHAPTER 1
Introduction
1.1 Single-Agent Learning
Most learning problems can be formulated as stochastic optimization problems where the
objective is to learn a parameter vector w that minimizes a risk Q(w;x) over the distribution
of the random data x, i.e. [1]:
wo , arg min
w
ExQ(w;x) , arg min
w
J(w) (1.1)
where
J(w) , ExQ(w;x) (1.2)
If Q(w;x) is viewed as a penalty for the parameter set w given x, then (1.1) can be viewed
as the task of finding the parametrization w that gives the smallest expected penalty over
the distribution of x. The key challenge in learning by means of pursuing a solution to (1.1)
is that in general, the distribution of the data x is unknown. Two main remedies exist for
this challenge:
1.1.1 Empirical Risk Minimization
In empirical risk minimization, rather than solving (1.1) directly, S sample realizations of
x are collected into a batch {xs}Ss=1 and the expectation is approximated by the sample
mean [2]:
w? = arg min
w
1
S
S∑
s=1
Q(w, xs) (1.3)
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Note that, in general, the minimizer of the expected risk wo will be different from the
minimizer of the empirical risk w?. Under the assumption of ergodicity, and in light of the
law of large numbers, we can nevertheless expect that w? will be a reasonable estimate for
wo. This intuition can be formalized for a variety of data distributions and risk functions
and is extensively studied [2–7].
It can be observed that (1.3), in contrast to (1.1), is now fully deterministic, and hence,
w? can be pursued by a variety of optimization algorithms. The most immediate solution is
based on gradient descent:
wi = wi−1 − µ∇
(
1
S
S∑
s=1
Q(w, xs)
)
= wi−1 − µ
S
S∑
s=1
∇Q(w, xs) (1.4)
However, the approximation (1.3) has two main drawbacks. First, the formulation and
solution of (1.3) requires the collection of a large number of samples {xs}Ss=1. This may
not be feasible, particularly if (a) the sample size S is very large or (b) data is streaming
in, requiring processing of samples on the fly. Second, guarantees on the accuracy of w?
relative to wo are generally based on an ergodicity assumption, which is violated whenever
data statistics drift over time.
1.1.2 Online Learning
Returning to (1.1), observe that if we had knowledge about the distribution of x, we could
simply iterate:
wi = wi−1 − µ∇J(wi−1) = wi−1 − µ∇ExQ(wi−1;x) (1.5)
In order to derive the stochastic gradient algorithm, one can drop the expectation operation
and replace the true gradient by an instantaneous approximation [1, 8]:
∇̂J(w) , ∇Q(w;x) (1.6)
2
and instead iterate:
wi = wi−1−µ∇̂J(wi−1) = wi−1−µ∇Q(wi−1;x) (1.7)
where wi is denoted in boldface to emphasize the fact that it is now random. Observe that,
rather than moving along the negative gradient direction, (approximate) descent occurs now
relative to an approximate gradient direction. This approximation introduces noise into the
evolution of the iterates wi. Indeed, if we denote:
si(wi−1) , ∇̂J(wi−1)−∇J(wi−1) (1.8)
we have for (1.7):
wi = wi−1−µ∇J(wi−1)− µ si(wi−1) (1.9)
Despite the presence of the gradient noise term si(wi−1), it can be established that (1.7) will
nevertheless approach a small region around the minimizer wo under reasonable technical
conditions on the cost functions and gradient noise term. Specifically, it holds in the mean-
square sense that [1]:
lim sup
i→∞
E ‖wo −wi‖2 = O(µ) (1.10)
1.1.3 Stochastic Gradient Algorithms for Empirical Risk Minimization
Observe from the gradient recursion to the deterministic, empirical risk (1.4), that every
single gradient update from wi−1 to wi requires the evaluation of S gradients, where S denotes
the sample size. This can be prohibitively expensive, particularly for large data sizes. For
this reason, a number of algorithms have been developed to alleviate the per-iteration cost
of the gradient update in empirical risk minimization. The most basic algorithm is a variant
of the online stochastic gradient algorithm (1.7), where instead of sampling from the true
distribution of x, at each iteration, data is sampled from the empirical distribution of xemp,
3
where:
xemp =

x1, w.p.
1
S
,
x2, w.p.
1
S
,
...
xS, w.p.
1
S
.
(1.11)
Then, the empirical risk minimization problem is equivalent to:
w? , arg min
w
1
S
S∑
s=1
Q(w, xs) = arg min
w
Exemp Q(w;x
emp) (1.12)
This construction motivates the following stochastic gradient algorithm for empirical risk
minimization:
wi = wi−1−µ∇Q(wi−1;xemp) (1.13)
where the gradient now, in contrast to (1.4), is evaluated only at one sample per iteration.
This construction reduces the computational complexity per iteration by a factor of S and
can result in a significant improvement of the accuracy obtained after a limited number of
gradient evaluations. It does, however, come at a cost. Since the true gradient, similarly to
the online stochastic gradient iteration (1.7), is replaced by a stochastic gradient approxima-
tion, some gradient noise is introduced into the recursions, preventing the iterates wi from
converging to the minimizer w? of (1.12). The work [9] has leveraged the analogy between
the two problems (1.1) and (1.12) to obtain and accurate expression for the residual error in
steady-state, namely:
lim sup
i→∞
E ‖w? −wi‖2 = O(µ) (1.14)
The observation that the residual error introduced by employing stochastic gradient approx-
imations, rather than exact gradients, tends to be proportional to the variance introduced
by the stochastic gradient noises, has sparked a line of work employing “variance-reduction”
to reduce the variance of the stochastic gradient approximation over time [10]. These works
generally rely on the assumption that the sample size S is finite, and are hence only applicable
to empirical risk minimization (1.3).
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Despite their apparent similarity, we draw in this work a clear distinction between the
pursuit of wo, the minimizer of the expected risk (1.1), and w?, the minimizer of the empirical
risk (1.3). This distinction becomes particularly clear in the context of classification, where
the empirical risk is generally referred to as the “training error”, i.e., the performance of
the parametrization w on the training data. The expected risk (1.1) on the other hand,
denotes the expected performance of w on unseen data. While generalization theory loosely
states that, as long as the classification surface is sufficiently simple, when compared to the
sample size S, good training performance, i.e., a low empirical risk value, can guarantee small
expected risk with high probability [2–4,7], we emphasize that the fundamental objective of
generalization ability is captured in the expected, rather than empirical risk. As such, in this
dissertation, we will focus on developing learning solutions which are applicable to expected
risk minimization. While these solutions will be applicable to empirical risk minimization
by means of (1.11), we will not employ solutions which improve over (1.14) for the smaller
class of empirical risk minimization problems.
1.2 Multi-Agent Learning
Rapid developments towards a networked and data-driven society have uncovered new chal-
lenges in the development of modern learning algorithms, where data driving modeling de-
cisions is increasingly available at dispersed locations. Examples of such settings are social
networks [11–13], power grids [14,15], wireless sensor [16–18] and vehicular networks [19,20]
as well as cloud applications [21]. Limitations on communication, storage and computa-
tional resources as well as privacy and robustness concerns frequently prevent aggregation
and processing of raw data at a central location [22].
Motivated by these considerations, the objective of distributed adaptation and learning
is the solution of global, stochastic optimization problems across networks of agents through
localized interactions and without information about the statistical properties of the data.
The resulting algorithms are adaptive in nature and able to continuously track drifts in the
problem. Extending the discussion from the single-agent problem (1.1), we now associate
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with every agent, indexed by k a local cost function Jk(w) : R
M → R [1]:
Jk(w) , Exk Qk(w;xk) (1.15)
Observe that through the subscript k we emphasize different sources of heterogeneity across
networks. Specifically, different agents may be observing data xk from different distributions
or may be interested in minimizing different risk functions Qk(·; ·).
We consider a strongly-connected network consisting of N agents, depicted in Fig. 1.1.
For any two agents k and `, we attach a pair of non-negative coefficients {a`k, ak`} to the
edge linking them. The scalar a`k is used to scale data moving from agent ` to k; likewise, for
ak`. Strong-connectivity means that it is always possible to find a path, in either direction,
with nonzero scaling weights linking any two agents (either directly if they are neighbors or
indirectly through other agents). In addition, at least one agent k in the network possesses
a self-loop with akk > 0. This condition ensures that at least one agent in the network has
some confidence in its local information. Let Nk denote the set of neighbors of agent k. The
coefficients {a`k} are convex combination weights that satisfy
a`k ≥ 0,
∑
`∈Nk
a`k = 1, a`k = 0 if ` /∈ Nk (1.16)
If we introduce the combination matrix A = [a`k], it then follows from (1.16) and the
strong-connectivity property that A is a left-stochastic primitive matrix. In view of the
Perron-Frobenius Theorem [1,23,24], this ensures that A has a single eigenvalue at one while
all other eigenvalues are inside the unit circle, so that ρ(A) = 1. Moreover, if we let p denote
the right-eigenvector of A that is associated with the eigenvalue at one, and if we normalize
the entries of p to add up to one, then it also holds that all entries of p are strictly positive,
i.e.,
Ap = p, 1Tp = 1, pk > 0 (1.17)
where the {pk} denote the individual entries of the Perron vector, p. One can then formulate
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Figure 1.1: A network of N nodes with an emphasis on the neighborhood Nk of agent k.
the global learning problem [1,25]:
wo = arg min
w
N∑
k=1
pkJk(w) (1.18)
The weights {pk} indicate that the resulting minimizer wo can be interpreted as a Pareto
solution for the collection of regularized risks {Jk(w)} [1,25]. The global optimization prob-
lem (1.18) can be approached through a variety of distributed algorithms, using both inex-
act [1, 26–28] and exact [29–31] gradients.
One approach for pursuing a solution of (1.18) in a distributed manner is the diffusion
algorithm [1,25].
Algorithm 1.1 Diffusion Strategy [1]
φk,i = wk,i−1−µ∇̂wJk(wk,i−1) (1.19)
wk,i =
N∑
`=1
a`kφ`,i (1.20)
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When the individual costs Jk(w) are differentiable, and their weighted sum (1.18) is strongly-
convex, the performance of this strategy has been studied in great detail. One of the key
conclusions is that, despite the restriction of communication to localized interactions within
neighborhoods, the iterates at every agent wk,i cluster around the Pareto solution (1.18) in
the mean-square sense, after a sufficient number of iterations [1, 25].
lim sup
i→∞
E ‖wo −wk,i‖2 = O(µ) (1.21)
The effectiveness of the diffusion strategy for the pursuit of (1.18) has sparked a number of
studies and extensions in recent years, including asynchronous [32], constrained [33], sub-
gradient based [34] and multi-task [35–40] variations.
1.2.1 Regularized Learning
In many learning problems there exists a priori knowledge about the solution, such as sparsity
or constraints. An effective method for encouraging the recovered solution to conform to
this prior information is to add regularization Rk(·) to the data-dependent risk term Jk(·),
i.e.,
wo = arg min
w
N∑
k=1
pk {Jk(w) +Rk(w)} (1.22)
There are several useful works in the literature that study optimization problems with non-
smooth regularizers primarily centered around sub-gradient [26,41–44] and proximal [35,45–
48] constructions.
In this work, we will propose a modification of the diffusion strategy (1.19)–(1.20) based
on the proximal operator. Recall that the proximal operator is defined as [49]:
proxµRk(x) , arg min
u
(
Rk(u) +
1
2µ
‖x− u‖22
)
(1.23)
The proximal diffusion strategy then takes the form
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Algorithm 1.2 Proximal Diffusion Strategy [50]
φk,i = proxµRk
(
wk,i−1−µ∇̂wJk(wk,i−1)
)
(1.24)
wk,i =
N∑
`=1
a`kφ`,i (1.25)
Note that each agent k obtains an intermediate estimate φk,i by a (stochastic) gradient
step relative to ∇̂wJk(wk,i−1) followed by a proximal step relative to the regularization term
Rk(·). This corresponds to a (stochastic) proximal gradient update, an algorithm which is
well studied in the centralized setting [49]. Following the proximal gradient update, agents
then exchange their intermediate estimates φk,i throughout their neighborhoods in (1.25) in
the same manner as in the traditional diffusion algorithm.
In Chapter 2 we shall study the performance of the proximal diffusion strategy for the
class of small regularizers. Small regularization weights are typically employed in an effort
to reduce the noise present in the operation of the algorithm, without introducing significant
bias relative to the unregularized solution. Such solutions encourage properties of the result-
ing estimate, without enforcing it. In particular, we will show in Chapter 2, that whenever
the regularization strength is appropriately coupled with the step-size parameter, we have:
lim sup
i→∞
E ‖wounreg −wk,i ‖2 ≤ O(µ) + o(µ) (1.26)
where the term O(µ), similar to the centralized (1.10) and unregularized diffusion perfor-
mances (1.21) arises from the stochastic gradient approximation, and is a higher-order term
which corresponds to the bias introduced by regularizing the original problem.
For scenarios where the regularizers are general convex functions, we develop a more gen-
eral strategy based on conjugate smoothing in Chapter 3, which involves a damped variation
of the proximal diffusion strategy as a special case. In particular, we will replace each non-
differentiable component, Rk(w), by a differentiable approximation R
δ
k(w), parameterized by
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δ > 0. Subsequently, we can pursue
woδ = arg min
w
N∑
k=1
pk
{
Jk(w) +R
δ
k(w)
}
(1.27)
by means of the following, regularized diffusion strategy.
Algorithm 1.3 Regularized Diffusion Strategy [51]
φk,i = wk,i−1−µ∇̂wJk(wk,i−1) (1.28)
ψk,i = φk,i − µ∇wRδk(φk,i) (1.29)
wk,i =
N∑
`=1
a`kψ`,i (1.30)
We discover that performance guarantees under these general conditions require careful bal-
ancing of the step-size µ of the algorithm and a parameter δ used to construct the smooth
approximation. We will describe a coupling relationship which ensures convergence for suffi-
ciently small step-sizes, derive performance bounds, and show an application in group-Lasso
regularized machine learning.
1.2.2 Non-Convex Learning
Driven by the need to solve increasingly complex optimization problems in signal processing
and machine learning, there has been increasing interest in understanding the behavior of
gradient-descent algorithms in non-convex environments. In contrast to (strongly) convex
optimization problems, where a small gradient norm implies proximity to an optimal solution,
non-convex loss surfaces contain many saddle-points, local minima and even maxima, where
the gradient norm is small. Most available works on distributed non-convex optimization
problems focus establishing convergence to first-order stationary points [52–58]. Recently,
there has been growing interest in examining the ability of gradient descent implementations
to escape from saddle points [59–61], since such points represent bottlenecks to the underlying
learning problem [62].
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In Chapters 5 and 6, we study the performance of the diffusion algorithm (1.19)–(1.20)
for non-convex loss functions. We establish that the diffusion learning algorithm continues to
yield meaningful estimates in these more challenging, non-convex environments, in the sense
that (a) despite the distributed implementation, individual agents cluster in a small region
around the network centroid in the mean-fourth sense, and (b) the network centroid inherits
many properties of the centralized, stochastic gradient descent recursion, including escape
from strict saddle points in O(1/µ) iterations and return of approximately second-order
stationary points in a polynomial number of iterations.
1.3 Learning for Networked Feature Spaces
The first part of this dissertation focuses on the design of learning algorithms over networks,
where the network, depicted in Fig. 1.1, acts as a constraint on exchanges of information
between agents. In the second part of this dissertation, we take the alternative perspective
of an observer, presented with data that has an internal, unknown, network structure. In
data science applications, effective interpretation and processing of high-dimensional data is
generally contingent on an understanding of the relationships that may exist between subsets
of the data. This is particularly relevant for large-scale data sets. One useful way to capture
interrelations among different parts of a data set is by means of a graph representation or
model [63]. While data arising from some applications naturally lead to or suggest suitable
graph representations for information flow, such as graphs representing networks or power
grids, there are many instances where the underlying graph structure is not readily available
and needs to be inferred from observations. Furthermore, even when the topology of the
graph is known, the same may not hold for the weights on the edges of the graph, which
describe the strength of the relationship. For example, in a social network, it may be less
important to know whether two people are connected, than to know how much influence one
person has on the other.
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1.3.1 Online Graph Learning
In Chapter 8, we consider signals that evolve according to a heat diffusion process [64]. This
process is related to a spatially sampled approximation of the second-order heat differential
equation. The model is not limited to heat diffusion but can be applied to modeling other
processes such as the evolution of interest over social networks [65] and the movement of
people in cities [66]. We shall show that the problem of recovering the graph Laplacian,
which parametrizes the heat diffusion process, from the time evolution of the observed signal,
can be formulated as a strongly-convex and quadratic optimization problem. This in turn
means that its minimizer can be sought efficiently by a variety of algorithms. We propose a
(projected) stochastic gradient algorithm, which amounts to a Least-Mean-Squares (LMS)-
type recursion and is adaptive in nature.
Algorithm 1.4 Laplacian LMS Strategy [67]
W i = W i−1 +µ
(
si −W i−1 si−1
)
sTi−1 (1.31)
1.3.2 The BRAIN Strategy for Online Learning
In Chapter 9, rather than simply learn a graph from data, we leverage the learned graph to
improve classification performance in a coupled and online fashion. Complexity is a double-
edged sword for learning algorithms when the number of available samples for training in
relation to the dimension of the feature space is small. This is because simple models do
not sufficiently capture the nuances of the data set, while complex models overfit. While
remedies such as regularization and dimensionality reduction exist, they can still suffer from
overfitting or introduce bias. To address the issue of overfitting, the incorporation of prior
structural knowledge is generally of paramount importance. In Chapter 9, we propose a
BRAIN strategy for learning, which enhances the performance of traditional algorithms,
such as logistic regression and SVM learners, by incorporating a graphical layer that tracks
and learns in real-time the underlying correlation structure among feature subspaces. In
this way, the algorithm is able to identify salient subspaces and their correlations, while
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simultaneously dampening the effect of irrelevant features. This effect is particularly useful
for high-dimensional feature spaces.
1.4 Organization
Chapters 2–6 focus on decentralized learning over networked agents, while Chapters 8 and 9
develop algorithms for centralized learning over networked feature spaces. Specifically, this
dissertation is organized as follows:
• Chapter 2: We begin by introducing the proximal diffusion strategy for differentiable
loss functions with non-differentiable regularizers. The performance of the strategy
is quantified, and a coupling scheme for the regularization weight and the step-size
is proposed, which leads to an asymptotically unbiased solution. The work in this
chapter is based on material from reference [50].
• Chapter 3: In this chapter, we generalize the proximal diffusion strategy to allow
for more general, and arbitrary convex regularization functions, by means of conjugate
smoothing. We quantify the bias introduced by the smoothing procedure and establish
the ability of the regularized diffusion strategy to approach the minimizer of the non-
smooth cost with arbitrary accuracy. This chapter is based on the works [51,68].
• Chapter 4: We show how the regularized diffusion strategy can be applied to matrix
optimization and present an application in distributed image reconstruction.
• Chapter 5 and 6: We return to the study of smooth cost functions, but relax
the convexity assumption commonly employed in the study of distributed algorithms.
We establish that even in non-convex environments, iterates at individual continue to
cluster around a network centroid, and proceed to study the dynamics of the repre-
sentative centroid. We establish descent, even for (strict) saddle-points, and establish
that the diffusion algorithm returns approximately second-order stationary points in a
polynomial number of iterations. The material in these chapters is based on [69–71].
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• Chapter 7: We focus on centralized learning problems and show how, relying primarily
on mean-square arguments, second-order guarantees for stochastic gradient descent in
non-convex environments can be obtained under conditions which are more general
than typically assumed in the literature and applicable to a broader class of adaptation
and learning problems. This chapter is based on material in [72].
• Chapter 8: This chapter considers data that arises from a heat diffusion process
and presents the Laplacian LMS strategy for online graph learning. We study the
performance of this strategy and derive mean-square error expressions. This chapter
is based on the work [67].
• Chapter 9: When the objective of the learning problem is not to simply learn a graph
describing relationships, but to leverage this information to improve performance in a
classification task, the graph learning and classification problems can be coupled. Such
procedure is proposed in Chapter 9, where a correlation layer is attached to traditional
learning architectures such as logistic regression or SVM. We present an application in
gene classification. The material in this chapter is based on [73].
• Chapter 10: The final chapter presents a summary of the contributions of this dis-
sertation and a discussion of avenues for future research.
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CHAPTER 2
Small Regularizers
In this chapter, we study the performance of the proximal diffusion strategy for small regu-
larizers. The material is largely based on the work [50].
2.1 Motivation
Recall that our general problem of interest is:
wo = arg min
w
N∑
k=1
pk {Jk(w) +Rk(w)} (2.1)
This type of regularization can be motivated in one of two ways:
• The true objective is the minimizer
wounreg , arg min
w
N∑
k=1
pkJk(w) (2.2)
However, there is prior information available about wounreg (such as knowing that it is
sparse, or that it is constrained to a certain region in space, or that it is close to some
value). This knowledge is encoded through regularization Rk(w), which is meant to
mitigate the effect of noise on the algorithm. In these scenarios, the regularization is
generally chosen small, so as to not bias the limiting point of the algorithm relative to
wounreg.
• The true objective is wo. This is the case if properties encouraged by Rk(w) are desired,
albeit not necessarily present in wounreg. Examples of such scenarios are constrained
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optimization or sparsity-inducing regularizers meant to avoid overfitting in machine
learning. These types of regularizers need not be small.
The more challenging case of arbitrary regularizers is treated in Chapter 3. In this chapter,
we focus on small regularizers. To this end, let:
Rk(w) , µνRorgk (w) (2.3)
where ν is a non-negative parameter and the regularization function Rorgk (·) does not need to
be differentiable. Note that we allow for the regularization weight to depend on the step-size
parameter of the algorithm. The motivation for this construction is the observation that the
steady-state error of diffusion algorithms decreases linearly with µ [1], so that regularization
becomes unnecessary as µ→ 0 if the true objective is wounreg.
2.2 Related Works
2.2.1 Differentiable Cost Functions
When the cost function at each agent k is differentiable, i.e., Rk(w) = 0 for all k, the
minimizer of (2.1) can be sought through a variety of distributed strategies, such as con-
sensus [26, 74–76] or diffusion [1, 22, 25]. For example, in the Adapt-then-Combine form of
diffusion [1], each agent k runs the following recursion:
φk,i = wk,i−1 − µ∇̂wJk(wk,i−1) (2.4a)
wk,i =
N∑
`=1
a`kφ`,i (2.4b)
In (2.4b), the symbol wk,i denotes the iterate that is computed by agent k at iteration i,
while ψk,i is an intermediate state resulting from the self-learning step (2.4a). It is shown
in [1,22] that, under some reasonable technical conditions on the cost functions and gradient
noise, the iterate wk,i by each agent k converges in the mean-square sense to the unique
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minimizer, wo, of the following weighted aggregate cost:
wo = arg min
w
N∑
k=1
pkJk(w) (2.5)
within O(µ), namely,
lim sup
i→∞
E‖wo −wk,i‖2 = O(µ) (2.6)
so that all agents are able to approach the same global minimizer for a sufficiently small
step-size.
2.2.2 Non-Differentiable Cost Functions
There are several useful works in the literature that study optimization problems with non-
smooth regularizers. For example, the work [26] relies on the use of sub-gradient iterations
but requires that the sub-gradients of the regularized risks, Jk(w) + Rk(w), should be uni-
formly bounded. However, this condition is not satisfied in many important cases of interest,
for example, even when Jk(w) is simply quadratic in w (as happens in mean-square-error
designs) or when the Rk(w) are indicator functions used to encode constraints. Variations
for specific choices of Jk(·) are examined in [41–44] where only the sub-gradients of Rk(·)
are required to be bounded. For the case when the Rk(w) are chosen as indicator functions
in constrained problem formulations, a distributed diffusion strategy based on the use of
suitable penalty functions is proposed and studied in [33].
Some other studies examine the performance of inexact proximal methods for particular
sources of uncertainties in the gradient information. For example, in [77] regret bounds
for stochastic proximal sub-gradient descent are derived under the assumption of Lipschitz
continuous costs; the bounds there were limited to a single-agent implementation. The work
in [45] considers inexact proximal gradient descent where the errors in the computation of
the gradient and/or proximal operator are assumed to be deterministic and decay to zero.
The work [46] builds on this analysis and develops a fast distributed implementation that
enforces agreement among agents by embedding i communication steps between iterations
17
i and i + 1 and letting i → ∞. This construction can be reasonable in the deterministic
context, where a given accuracy can be tolerated after finite time i, but is infeasible in the
context of continuous adaptation and learning from streaming data since it will require the
number of communication steps to grow unbounded. The authors of [30] remedy the need
for increasing the number of communication steps between successive gradient updates by
adding a correction term which ensures that the network converges to consensus for constant
step-sizes and single communication exchanges as long as the cost functions are deterministic.
Distributed stochastic variations for mean-square error costs with bounded regularizer
sub-gradients are proposed in [47, 48] for single-task problems and in [35] for multi-task
environments.
Most of these prior works involve requirements that limit their application to important
scenarios, whether in terms of requiring bounded sub-gradients, or focusing on quadratic
costs. The purpose of this work is to propose a general distributed strategy and a line of
analysis that is applicable to a wide class of stochastic costs and non-differentiable regular-
izers. For further review of the literature we refer the reader to Chapter 3.
2.3 Proximal Diffusion Strategy
To begin with, we recall that, in the purely deterministic context, the proximal operator
relative to Rk(·) with step-size µ is defined by [49]:
proxµRk(x) , arg min
u
(
Rk(u) +
1
2µ
‖x− u‖22
)
(2.7)
Evaluating Eq. (2.7) at x = wk,i−1−µ∇wJk(wk,i−1), which is the result of a gradient-descent
step applied to Jk(w), yields the proximal gradient descent iteration:
wk,i = proxµRk {wk,i−1 − µ∇wJk(wk,i−1)} (2.8)
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From the optimality condition for Eq. (2.7), namely that the sub-gradient set at the mini-
mizer contains the zero-vector, it follows that [49, 78]:
wk,i ∈ wk,i−1 − µ∇wJk(wk,i−1)− µ ∂wRk (wk,i) (2.9)
where ∂wRk (wk,i) denotes the set of sub-gradients of Rk(w) at wk,i. The proximal operation
(2.8) returns a particular sub-gradient vector, which we denote by ∂̂wRk(wk,i). In this way,
the resulting iterate can be written as
wk,i = wk,i−1 − µ∇wJk(wk,i−1)− µ ∂̂wRk (wk,i) (2.10)
Observe from (2.9) and (2.10) that ∇wJk(·) is evaluated at wk,i−1, whereas ∂wRk(·) is eval-
uated at wk,i. This property sometimes motivates the alternative designation “forward-
backward” operator for the proximal gradient step. Proximal gradient descent is of partic-
ular interest when (2.7) can be evaluated efficiently or even in closed form – see [79] for an
overview of closed form solutions of (2.7) for particular Rk(·). In the case of the `1-norm,
for example, the proximal operator reduces to soft-thresholding [80,81].
Returning to (2.4a)–(2.4b), the above discussion motivates us to introduce the following
proximal implementation of diffusion:
φk,i = proxµRk
{
wk,i−1 − µ∇̂wJk(wk,i−1)
}
(2.11a)
wk,i =
N∑
`=1
a`kφ`,i (2.11b)
where a proximal step has been added to (2.4a) as shown by (2.11a). This adjustment
is meant to address the presence of the regularization term added in (2.3). Observe that
(2.11a)–(2.11b) responds immediately to streaming data; it does not require repeated iter-
ations between two successive time instants. We will further see that this implementation
does also not require the gradient noise to be deterministic or to decay to zero.
The analysis in the subsequent sections will establish the following facts about the
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stochastic implementation (2.11a)–(2.11b):
• In Section 2.5.1, it will be shown that, when the true gradient vectors are employed in
(2.11a), then each agent in the diffusion strategy will converge to a unique fixed point,
denoted by wk,∞.
• In Section 2.5.2, we will relate wk,∞ to the global minimizer wounreg of (2.5) and show
that ‖wounreg − wk,∞‖2 ≤ O(µ2ν) +O(µ2).
• In Section 2.5.3, we will conclude that, for ν ≥ 1/2, recursion (2.11a)–(2.11b) with
gradient noise converges to wounreg within O(µ) in the mean-square-error sense.
The following two assumptions are needed in establishing the results — see [1] for explana-
tions and motivation.
Assumption 2.1 (Lipschitz gradients). For any k, the gradient ∇wJk(·) is Lipschitz
0 < λminIN ≤ Hk(w) ≤ λmaxIN (2.12)
Assumption 2.2 (Gradient Noise Process). For any k, the gradient noise process is defined
as
sk,i(wk,i−1) = ∇̂wJk(wk,i−1)−∇wJk(wk,i−1) (2.13)
and satisfies
E [sk,i(wk,i−1)|F i−1] = 0 (2.14a)
E
[‖sk,i(wk,i−1)‖2|F i−1] ≤ β2‖wk,i−1‖2 + σ2s (2.14b)
for some non-negative constants {β2, σ2s}, and where F i−1 denotes the filtration generated
by the random processes {w`,j} for all ` = 1, 2, . . . , N and j ≤ i − 1, i.e., F i−1 represents
the information that is available about the random processes {w`,j} up to time i− 1.
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2.4 Operator Representation of Proximal Diffusion
We first show that the proximal diffusion strategy (2.11a)–(2.11b) can be represented as
the concatenation of three operators, in a manner that extends the representation developed
in [25] for the conventional diffusion iteration without proximal steps. We subsequently show
that this mapping is contractive and invoke Banach’s fixed-point theorem [82] to conclude
that the proximal diffusion mapping has a unique fixed-point. We first introduce some
notation and definitions. Thus, let
x = col {x1, x2, . . . , xN} ∈ RMN (2.15)
denote an N × 1 block-column vector, where each xk is M × 1.
Definition 2.1. (Combination Operator) The combination operator TA : RMN → RMN is
defined as the linear mapping:
TA(x) , (AT ⊗ IM)x = col
{
N∑
`=1
a`kx`
}
(2.16)
where A = [a`k] is an N × N left-stochastic matrix and ⊗ denotes the Kronecker product
operation.
Definition 2.2. (Block Gradient Descent Operator) The block gradient descent operator
TG : RMN → RMN is defined as the non-linear mapping:
TG(x) ,

x1 − µ∇wJ1(x1)
...
xN − µ∇wJN(xN)
 (2.17)
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Definition 2.3. (Stochastic Block Gradient Descent Operator) The stochastic block gradient
descent operator T̂G : RMN → RMN is defined as the non-linear mapping:
T̂G(x) ,

x1 − µ∇̂wJ1(x1)
...
xN − µ∇̂wJN(xN)
 = TG(x) + µs(x) (2.18)
where
s(x) , col {s1(x1), . . . , sN(xN)} (2.19)
is the (block) gradient noise vector.
Definition 2.4. (Block Proximal Operator) The block proximal operator TP : RMN → RMN
is defined as the non-linear mapping:
TP (x) ,

proxµR1 (x1)
...
proxµRN (xN)
 (2.20)
Using these operators, we can then rewrite the proximal diffusion algorithm (2.11a)–(2.11b)
more compactly as the following concatenation of operators in terms of the network vector
wi = col {w1,i, . . . ,wN,i}:
wi = T̂ pd(wi−1) , TA ◦ TP ◦ T̂G(wi−1) (2.21)
Without gradient noise, this relation reduces to:
wi = Tpd(wi−1) , TA ◦ TP ◦ TG(wi−1) (2.22)
Fig. 2.4 displays the stochastic proximal diffusion implementation as a cascade of operators.
The following operator properties were derived in [25] for diffusion without proximal steps:
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Figure 2.1: Proximal diffusion as a cascade of operators.
1. (Linearity): TA(·) is a linear operator.
2. (Non-negativity): P [x]  0.
3. (Scaling): For any a ∈ R, P [ax] = a2P [x].
4. (Additivity): Suppose x = col {x1, . . . ,xN} and y = col {y1, . . . ,yN} are random
N × 1 block vectors and furthermore ExTkyk = 0. Then
EP [x+ y] = EP [x] + EP [x]. (2.23)
5. (Variance relations):
P [TA(x)]  ATP [x] (2.24)
P [TG(x)− TG(y)]  γ2P [x− y] (2.25)
where
γ2 , 1− 2µλmin + µ2λ2max (2.26)
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6. (Block Maximum Norm): The ∞−norm of P [x] is the squared block maximum
norm of x:
‖P [x]‖∞ = ‖x‖2b,∞ , max
1≤k≤N
‖xk‖2 (2.27)
7. (Preservation of Inequality): Suppose vectors x, y and matrix F have non-negative
entries, then x  y implies Fx  Fy.
In order to incorporate the proximal operator into the analysis, we need an additional prop-
erty:
Lemma 2.1 (Variance of Proximal Operator). Suppose each Rk(·) is a closed, convex func-
tion (i.e., its epigraph is a closed, convex set), then
P [TP (x)− TP (y)]  P [x− y]. (2.28)
Proof. See Appendix 2.A.
2.5 Main Results
2.5.1 Fixed-Point of Deterministic Recursion
Lemma 2.2 (Contractive Mapping). The deterministic proximal diffusion operator Tpd(·)
defined in (2.22) satisfies
‖Tpd(x)− Tpd(y)‖b,∞ ≤ γ · ‖x− y‖b,∞ (2.29)
with γ2 , 1−2µλmin +µ2λ2max, and where ‖ · ‖b,∞ denotes the block maximum norm [1]. The
condition on µ to guarantee γ2 < 1 is:
0 < µ <
2λmin
λ2max
(2.30)
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It then follows from Banach’s fixed point theorem [82, 83] that wi = Tpd(wi−1) converges to
a unique fixed-point, w∞, geometrically.
Proof. See Appendix 2.B.
2.5.2 Bias Analysis
Now we analyze how far this fixed point w∞ is from the desired global solution, wounreg. In
steady-state, the deterministic fixed-point equation (2.22) can be unfolded as follows:
φk,∞ = proxµRk {wk,∞ − µ∇wJk(wk,∞)} (2.31a)
wk,∞ =
N∑
`=1
a`kφ`,∞ (2.31b)
To proceed, we introduce an assumption of bounded sub-gradients, which is common in the
sub-gradient [26,77] and distributed proximal gradient [46] literature, namely, that for every
agent k, the set of sub-differentials ∂wR
org
k (w) is uniformly bounded, i.e. for all w:
‖∂wRorgk (w)‖ ≤ ηorgk (2.32)
for some non-negative constant ηorgk . For convex functions, the statement is equivalent to
requiring Rorgk (w) to be Lipschitz continuous with constant η
org
k . For the scaled costs Rk(w) ,
µνRorgk (w), condition (2.32) translates to:
‖∂wRk(w)‖ ≤ µνηorgk , ηk = O(µν) (2.33)
Now we subtract Eqs. (2.31a) and (2.31b) from wounreg and define the error variables w˜k,∞ =
wounreg − wk,∞. This leads to the error recursion:
φ˜k,∞ = w˜k,∞ + µ∇wJk(wk,∞) + µ∂̂wRk(φk,∞) (2.34a)
w˜k,∞ =
N∑
`=1
a`kφ˜`,∞ (2.34b)
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Using the mean-value theorem [1,84], we can write:
∇wJk(wk,∞) = ∇wJk(wounreg)−Hk,∞w˜k,∞ (2.35)
where Hk,∞ denotes the Hessian of Jk(w) at wk,∞. We get
φ˜k,∞= (IM−µHk,∞) w˜k,∞+µ∇wJk(wounreg)+µ∂̂wRk(φk,∞) (31a)
w˜k,∞=
N∑
`=1
a`kφ˜`,∞ (31b)
We next introduce the following extended vectors and matrices:
w˜∞ , col {w˜1,∞, . . . , w˜N,∞} (2.37)
A , A⊗ IM (2.38)
H∞ , diag {H1,∞, . . . , HN,∞} (2.39)
B∞ , AT(IMN − µH∞) (2.40)
go , col
{∇wJ1(wounreg), . . . ,∇wJN(wounreg)} (2.41)
r∞ , col
{
∂̂wR1(φ1,∞), . . . , ∂̂wRN(φN,∞)
}
(2.42)
With these quantities, relations (31a)–(31b) lead to:
w˜∞ = B∞w˜∞ + µAT (go + r∞) . (2.43)
Because A is a left-stochastic and primitive matrix, it admits a Jordan decomposition of the
form A = VJV
−1

V =
[
p VR
]
, J =
 1 0
0 J
 , V −1 =
 1T
V TL
 (2.44)
where all diagonal entries of J are inside the unit circle and J consists of Jordan blocks
with the value  on the first lower diagonal instead of ones [1,23]. Pre-multiplying both sides
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of (2.43) by VT = V T ⊗ IM gives:
w∞ = B∞w∞ + µVT AT (go + r∞) (2.45)
where w∞ = VT w˜∞ and B∞ = VT B∞(V−1 )T. It follows that
w∞ = µ
(
IMN − B∞
)−1 VT AT (go + r∞) . (2.46)
It was shown in [1, p. 541, Lemma 9.4] that, for sufficiently small step-sizes, it holds that
(
IMN − B∞
)−1
=
 O(1/µ) O(1)
O(1) O(1)
 (2.47)
where the leading (1, 1) block has dimensions M ×M . It can further be verified from the
decomposition of V in (2.44), that
VT AT (go + r∞) =
 ∑N`=1 p`∂̂wR`(φ`,∞)
O(1) + VTRATr∞
 (2.48)
Theorem 2.1. Under assumption (2.32) and for small µ, the steady-state bias of the deter-
ministic proximal diffusion recursion is bounded as:
‖wounreg − wk,∞‖2 ≤ O
(
µ2ν
)
+O(µ2) (2.49)
Proof. The result follows from (2.33) and (2.47)–(2.48).
2.5.3 Evolution of Stochastic Recursion
We now examine how close the stochastic recursion wi = T̂ pd(wi−1) approaches wounreg. For
this purpose, we introduce the mean-square perturbation vector at time i relative to w∞:
MSPi , col
{
E‖wk,i − wk,∞‖2
} ∈ RN (2.50)
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Lemma 2.3. The MSP at time i can be recursively bounded as:
MSPi 
(
γ2 + 2µ2β2
)
ATMSPi−1 + µ2d (2.51)
where d = O(1). A sufficient condition on µ for stability of (2.51) is:
0 < µ <
2λmin
λ2max + 2β
2
(2.52)
It follows that
lim sup
i→∞
‖MSPi‖∞ = O(µ). (2.53)
Proof. See Appendix 2.C.
The following theorem ties all results together.
Theorem 2.2. For sufficiently small step-sizes and ν≥1/2, the steady-state MSD of the
proximal diffusion algorithm (2.11a)–(2.11b) is
lim sup
i→∞
E‖wounreg −wk,i‖2 = O(µ) (2.54)
Proof. The result follows from (2.49) and (2.53).
2.6 Numerical Results
Consider a network of N = 10 agents and M = 20. The network topology is shown in
Fig. 2.2. Observations {dk(i),uk,i} for each agent k are generated according to the linear
regression model dk = ukw
o
unreg + vk, where uk,i and vk(i) are zero-mean Gaussian random
variables with power shown in Fig. 2.3. The true wounreg is sparse with only one non-zero
element. For the special case with Jk(w) = E‖dk−ukw‖2 and Rorgk (w) = ‖w‖1, we compare
the performance of the regularized proximal diffusion implementation (2.11a)–(2.11b) and
the unregularized diffusion implementation (2.4a)–(2.4b). Fig. 2.6 displays the steady-state
MSD for different choices of the step-size parameter.
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Figure 2.2: Network topology. Figure 2.3: Data statistics.
2.A Proof of Lemma 2.1
We first note that for some generic regularization term that closed and convex, the solution
of the proximal operator exists, is unique, and satisfies the following non-expansiveness
property [85]:
‖proxµR(x)− proxµR(y)‖ ≤ ‖x− y‖. (2.55)
Now, from the definitions of TP (·) and P [·] in:
P [TP (x)− TP (y)] =

‖proxµR1 (x1)− proxµR1 (y1) ‖2
...
‖proxµRN (xN)− proxµRN (yN) ‖2



‖x1 − y1‖2
...
‖xN − yN‖2

 TP [x− y] (2.56)
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Figure 2.4: Performance comparison for ν = 1.
2.B Proof of Lemma 2.2
Apply the operator properties from the previous section
P [Tpd(x)− Tpd(y)] =P [TA ◦ TP ◦ TG(x)− TA ◦ TP ◦ TG(y)]
(a)
≤ATP [TP ◦ TG(x)− TP ◦ TG(y)]
(b)
≤ATP [TG(x)− TG(y)]
(c)
≤ATγ2P [x− y] (2.57)
where (a) and (c) are due to the variance relations of operators and (b) is due to Lemma 2.1.
Now,
‖P [Tpd(x)− Tpd(y)]‖∞ ≤ ‖ATγ2P [x− y] ‖∞
≤ ‖ATγ2‖∞ · ‖P [x− y] ‖∞
= γ2 · ‖AT‖∞ · ‖P [x− y] ‖∞
= γ2 · ‖P [x− y] ‖∞ (2.58)
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Inequality (2.29) follows after applying the block maximum norm property (2.27). The
condition on µ follows from the expression for γ2 (2.26).
2.C Proof of Lemma 2.3
The entries of this perturbation vector satisfy the following inequality recursion:
MSPi , EP [wi − w∞]
= EP
[
TA ◦ TP ◦ T̂G(wi−1)− TA ◦ TP ◦ TG(w∞)
]
= EP
[
TA
(
TP ◦ T̂G(wi−1)− TP ◦ TG(w∞)
)]
(a)
 ATEP
[
TP ◦ T̂G(wi−1)− TP ◦ TG(w∞)
]
(b)
 ATEP
[
T̂G(wi−1)− TG(w∞)
]
(c)
= ATEP [TG(wi−1) + µsi (wi−1)− TG(w∞)]
(d)
= ATEP [TG(wi−1)− TG(w∞)] + µ2ATEP [si (wi−1)]
(e)
 γ2ATEP [wi−1 − w∞] + µ2ATEP [si (wi−1)]
= γ2AT ·MSPi−1 + µ2ATEP [si (wi−1)] (2.59)
where (a) and (e) are due to the variance properties, (b) is due to Lemma 2.1, (c) is due to
the definition of T̂G(·), and (d) is due the additivity property. Computing the ∞−norm of
both sides of (2.51) on both sides yields:
‖MSPi‖∞ ≤ ‖
(
γ2 + 2µ2β2
)
ATMSPi−1 + µ2d‖∞
≤ (γ2 + 2µ2β2) ‖MSPi−1‖∞ + µ2‖d‖∞
so that
lim sup
i→∞
‖MSPi‖∞ ≤ µ‖d‖∞
2λmin − µ (λ2max + β2max)
= O(µ) (2.60)
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CHAPTER 3
General Regularizers
We now consider general convex regularizers Rk(w), which are no longer required to be small
or have bounded sub-gradients. We will further relax assumptions on the differentiable parts
of the cost function Jk(w) and consider a broader class of updates with respect to Rk(w)
than the proximal step. The material in this chapter is largely based on the works [51,68].
The purpose of this chapter is to develop and study a distributed strategy for Pareto
optimization of an aggregate cost consisting of regularized risks. Each risk is modeled as the
expectation of some loss function with unknown probability distribution while the regulariz-
ers are assumed deterministic, but are not required to be differentiable or even continuous.
The individual, regularized, cost functions are distributed across a strongly-connected net-
work of agents and the Pareto optimal solution is sought by appealing to a multi-agent dif-
fusion strategy. To this end, the regularizers are smoothed by means of infimal convolution
and it is shown that the Pareto solution of the approximate, smooth problem can be made
arbitrarily close to the solution of the original, non-smooth problem. Performance bounds
are established under conditions that are weaker than assumed before in the literature, and
hence applicable to a broader class of adaptation and learning problems.
3.1 Introduction
The objective of distributed learning is the solution of global, stochastic optimization prob-
lems across networks of agents through localized interactions and without information about
the statistical properties of the data. Using streaming data, the resulting strategies are adap-
tive in nature and able to track drifts in the location of the minimizers due to variations in
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the statistical properties of the data. Regularization is one useful technique to encourage or
enforce structural properties on the sought after minimizer, such as sparsity or constraints.
A substantial number of regularizers are inherently non-smooth, while many cost functions
are differentiable. These article proposes a fully-decentralized and adaptive strategy that
is able to minimize an aggregate sum of regularized costs. To do so, we fully exploit the
structure of the individual objectives as sums of differentiable costs and non-differentiable
regularizers.
Notation: Throughout the manuscript, random quantities are denoted in boldface. Matrices
are denoted in capital letters while vectors and scalars are denoted in small-case letters. The
symbol ≤ denotes a regular inequality, while  denotes an element-wise inequality.
3.1.1 Problem Formulation
We consider a strongly-connected network consisting ofN agents. For any two agents k and `,
we attach a pair of non-negative coefficients {a`k, ak`} to the edge linking them. The scalar
a`k is used to scale data moving from agent ` to k; likewise, for ak`. Strong-connectivity
means that it is always possible to find a path, in either direction, with nonzero scaling
weights linking any two agents (either directly if they are neighbors or indirectly through
other agents). In addition, at least one agent k in the network possesses a self-loop with
akk > 0. This condition ensures that at least one agent in the network has some confidence
in its local information. Let Nk denote the set of neighbors of agent k. The coefficients {a`k}
are convex combination weights that satisfy
a`k ≥ 0,
∑
`∈Nk
a`k = 1, a`k = 0 if ` /∈ Nk (3.1)
If we introduce the combination matrix A = [a`k], it then follows from (3.1) and the strong-
connectivity property that A is a left-stochastic primitive matrix. In view of the Perron-
Frobenius Theorem [1,23,24], this ensures that A has a single eigenvalue at one while all other
eigenvalues are inside the unit circle, so its spectral radius is given by ρ(A) = 1. Moreover,
if we let p denote the right-eigenvector of A that is associated with the eigenvalue at one,
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and if we normalize the entries of p to add up to one, then it also holds that all entries of p
are strictly positive, i.e.,
Ap = p, 1Tp = 1, pk > 0 (3.2)
where the {pk} denote the individual entries of the Perron vector, p [1].
We associate with each agent k a risk function Jk(w) : R
M → R, assumed differentiable.
In most adaptation and learning problems, risk functions are expressed as the expectation of
loss functions. Hence, we assume that each risk function is of the form Jk(w) = EQ(w;x),
where Q(·) is the loss function and x denotes random data. The expectation is computed
over the distribution of this data (note that, in our notation, we use boldface letters for ran-
dom quantities and normal letters for deterministic quantities or data realizations). We also
associate with agent k a regularization term, Rk(w) : R
M → R, which is a known determinis-
tic function although possibly non-differentiable. Regularization factors of this form can, for
example, help induce sparsity properties (such as using `1 or elastic-net regularizers) [86–88].
The objective we are interested in is to devise a fully distributed strategy to seek the
minimizer of the following weighted aggregate cost, denoted by wo:
wo = arg min
w∈RM
N∑
k=1
pk {Jk(w) +Rk(w)} (3.3)
The weights {pk} indicate that the resulting minimizer wo can be interpreted as a Pareto
solution for the collection of regularized risks {Jk(w) +Rk(w)} [1,25] and will depend on the
entries of the Perron eigenvector in a manner specified further below. We are particularly
interested in determining this Pareto solution in the stochastic setting when the distribution
of the data x is unknown. This means that the risks Jk(w), or their gradient vectors, are
also unknown. As such, approximate gradient vectors will need to be employed. A common
construction in stochastic approximation theory is to employ the following choice at each
iteration i [1, 8]:
∇̂Jk(w) = ∇Qk(w;xi) (3.4)
where xi represents the data that is available (observed) at time i. The difference between
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the true gradient vector and its approximation is called gradient noise. This noise will seep
into the operation of the distributed algorithm and one main challenge is to show that,
despite its presence, the proposed solution is able to approach wo asymptotically. A second
challenge we face in constructing an effective distributed solution is the non-smoothness
(non-differentiability) of the regularizers. Motivated by a technique proposed in [89] in the
context of single agent optimization, we will address this difficulty in the multi-agent case
by introducing a smoothed version of the regularizers and then showing that the solution
wo can still be recovered under this substitution as the size of the smoothing parameter is
reduced. We adopt a general formulation that will be shown to include proximal iterations
as a special case.
3.1.2 Related Works in the Literature
The literature on distributed optimization is extensive. Some early strategies include in-
cremental [90], consensus or decentralized gradient descent [26, 29, 91, 92], and the diffusion
algorithm [1,22,25,27,93]. When exact gradients are employed, these strategies converge to a
small area around the minimizer of the aggregate cost at a linear rate [25,29]. Exact conver-
gence requires diminishing step-sizes, resulting in sublinear rates of convergence. A number
of more recent works focusing primarily on deterministic optimization, have proposed vari-
ations yielding linear rates of convergence pursued either by employing corrections in the
primal domain [28, 30, 94–102] or primal-dual strategies [103–112] where [28, 101, 104, 111]
allow for stochastic gradient approximations and [97, 107] consider empirical risk minimiza-
tion problems. In many applications, the choice pk =
1
N
for all k is desirable, corresponding
to an equally weighted Pareto solution. A number of works develop algorithms for pk =
1
N
over directed graphs [113–115].
One common method for handling non-differentiable cost functions is the utilization of
sub-gradient recursions, where the ordinary gradient is replaced by sub-gradients [26, 91,
92, 104, 105, 111]. Most often, these works assume the sub-gradients are bounded. This
condition is not satisfied in many important cases of interest, for example, even when Jk(w)
35
is simply quadratic in w (as happens in mean-square-error designs) or when the Rk(w)
are indicator functions used to encode constraints. Variations for specific choices of costs
functions are examined in [41–44] where only the subgradients of Rk(·) are required to be
bounded. The work [34] generalized these conditions to allow for (sub-)gradients that are
“affine-Lipschitz”, which holds for many, but not all costs and regularizers of interest, such
as indicator functions. For the case when the Rk(w) are chosen as indicator functions in
constrained problem formulations, as an alternative to projection based schemes [91,92,104,
105], a distributed diffusion strategy based on the use of suitable penalty functions was
proposed and studied in [33].
Some other studies pursue distributed solutions by relying instead on the use of proxi-
mal iterations (as opposed to sub-gradient iterations); an accessible survey on the proximal
operator and its properties appears in [49]. For example, for purely deterministic costs,
distributed proximal strategies are developed in [30, 46, 95, 96, 98]. Stochastic variations for
mean-square error costs with bounded regularizer subgradients are proposed in [47, 48] for
single-task problems and in [35] for multi-task environments. A strategy for general stochas-
tic costs with small, Lipschitz continuous regularizers is studied in [50].
3.1.3 Contributions
The purpose of this chapter is to propose a general distributed strategy and a line of analysis
that is applicable to a wide class of stochastic costs and non-differentiable regularizers. The
first step in the solution will involve replacing each non-differentiable component, Rk(w), by
a differentiable approximation Rδk(w), parameterized by δ > 0, such that
‖wo − woδ‖2 ≤ O(δ) (3.5)
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The accuracy of the approximation is controlled through the smoothing parameter δ. Sub-
sequently, we will solve for the minimizer:
woδ = arg min
w
N∑
k=1
pk
{
Jk(w) +R
δ
k(w)
}
(3.6)
Smoothing non-differentiable costs via infimal convolution [89,116,117] is a popular technique
in the deterministic optimization literature, and it can be used to motivate some known
algorithms, such as the proximal point algorithm [49]. The technique has been mainly
developed for deterministic optimization by single stand-alone agents. In this chapter, we
pursue an extension in two non-trivial directions. First, we consider networked agents (rather
than a single agent) working together to solve the aggregate optimization problem (3.3)
(or (3.6)) and, second, the risk functions involved are a combination of stochastic costs
defined as the expectations of certain loss functions and deterministic regularizers. Moreover,
the probability distribution of the data is assumed unknown and, therefore, the aggregate
risks themselves are not known but can only be approximated. The challenge is to devise
a distributed strategy that is able to converge to the desired Pareto solution despite these
difficulties.
We note that an alternative smoothing procedure by means of adding small stochastic
perturbations is considered in [118] and extended to decentralized stochastic optimization
in [119], requiring bounded subgradients. In contrast, our focus is on smooth stochastic
risks regularized by non-smooth, deterministic risks. Splitting the smooth stochastic part
from the non-differentiable deterministic risk, and smoothing only the deterministic risk via
a deterministic procedure will allow us to only require looser bounds on both components.
In the next sections we will explain how to construct the smooth approximation, Rδk(w),
by appealing to conjugate functions and will show that the distance ‖wo−woδ‖ can be made
arbitrarily small for δ → 0. We then present an algorithm to solve for the minimizer of (3.6)
in a distributed manner and derive bounds on its performance. The analysis in future sections
will rely on the following common assumptions [1, 22,27]:
Assumption 3.1 (Lipschitz gradients). For each k, the gradient ∇Jk(·) is Lipschitz, namely,
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there exists λU ≥ 0 such that for any x, y ∈ RM :
‖∇Jk(x)−∇Jk(y)‖ ≤ λU‖x− y‖ (3.7)
Assumption 3.2 (Strong Convexity). The weighted aggregate of the differentiable risks is
strongly convex, namely, there exists λL ≥ 0 such that for any x, y ∈ RM :
(x− y)T ·
N∑
k=1
pk (∇wJk(x)−∇wJk(y)) ≥ λL‖x− y‖2 (3.8)
Assumption 3.3 (Regularizers). For each k, Rk(·) is closed convex.
3.2 Algorithm Formulation
3.2.1 Construction of Smooth Approximation
To begin with, following the works [89, 116], we explain how smoothing of the regularizers
is performed. Thus, recall that the conjugate function, denoted by R?k(w), of a regularizer
Rk(w) is defined as
R?k(w) , sup
u∈domRk
{
wTu−Rk(u)
}
. (3.9)
A useful property of conjugate functions is that R?k(w) is always closed convex regardless of
whether Rk(w) is convex or not.
Definition 3.1 (Proximity function [89]). A proximity function d(·) for a closed convex set
C is a continuous, strongly-convex function with C ⊆ dom d(·). We center and normalize
the function so that
min
w∈C
d(w) = 0 (3.10)
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and
arg min
w∈C
d(w) = 0 (3.11)
which exists and is unique, since d(w) is strongly-convex. Furthermore, the proximity func-
tion is scaled to satisfy the following normalization (which means that its strong-convexity
constant is set to one):
d(w) ≥ 1
2
‖w‖2. (3.12)
Definition 3.2 (Smooth approximation [89]). We choose a proximity function over C =
domR?k(w) and define the smooth approximation of Rk(·) as:
Rδk(w) , max
u∈domR?k
{
wTu−R?k(u)− δ · d(u)
}
=(R?k + δ · d)? (w) (3.13)
The maximum in (3.13) is attained for all w since R?k(u) + δ · d(u) is strongly convex. Thus,
observe that the smooth approximation for Rk(w), which we are denoting by R
δ
k(w), is
obtained by first perturbing the conjugate function R?k(u) by δ · d(u) and then conjugating
the result again. The perturbation makes the sum R?k(u)+δ ·d(u) a strongly-convex function.
The motivation behind this construction is the fact that the conjugate of a strongly-convex
function is differentiable everywhere and, therefore, Rδk(w) is differentiable everywhere. This
intuition is formalized in the following known theorem [89], preceded by an elementary
lemma [120].
Lemma 3.1 (Conjugate subgradients [120]). If G(·) is some closed and convex function, the
subgradients of G(·) and its conjugate G?(·) are related as:
v ∈ ∂G(w)←→ w ∈ ∂G?(v) (3.14)
Proof. The theorem is from [120]. For reference, the proof is repeated in Appendix 3.A.
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Theorem 3.1 (Gradient of smooth approximation [89]). Any Rδk(w) constructed according
to (3.13) is differentiable with gradient vector
∇Rδk(w) = arg max
u∈domR?k
{
wTu−R?k(u)− δ · d(u)
}
. (3.15)
Furthermore, the gradient is co-coercive, i.e., it satisfies:
(x− y)T (∇Rδk(x)−∇Rδk(y)) ≥ δ‖∇Rδk(x)−∇Rδk(y)‖2 (3.16)
By Cauchy-Schwarz, this implies Lipschitz continuity, i.e.,
‖∇Rδk(x)−∇Rδk(y)‖ ≤
1
δ
‖x− y‖. (3.17)
Proof. The theorem is from [89]. For reference, the proof is repeated in Appendix 3.B.
The feasibility of stochastic-gradient algorithms for the minimization of (3.6) hinges on the
assumption that (3.15) can be evaluated in closed form or at least easily. Fortunately, this
is the case for a large class of regularizers of interest — see [79] for an overview of closed
form solutions in the special case d(·) = 1
2
‖ · ‖2 and [89, 116] for other distance choices. For
example, for every function where the proximal operator [49]:
Rδk(w) = min
u
(
Rk(w) +
1
2δ
‖w − u‖2
)
(3.18)
can be evaluated in closed form, we can let d(·) , 1
2
‖ · ‖2 and obtain [49]:
∇Rδk(w) =
1
δ
(
w − proxδRk(w)
)
. (3.19)
Depending on the regularizers Rk(·), other proximity functions may be more appropriate [89].
We point out that the smooth approximation (3.13) can equivalently be written as [116]:
Rδk(w) = min
u∈domRk
{
Rk(u) + δ · d?
(
w − u
δ
)}
(3.20)
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To verify this, observe that
Rδk(w) = min
u∈domRk
{
Rk(u) + δ · sup
z
{
zT
(
w − u
δ
)
− d (z)
}}
= min
u∈domRk
{
Rk(u) + sup
z
{
zT (w − u)− δ · d (z)}}
= sup
z
{
inf
u
{−zTu+Rk(u)}+ zTw − δ · d (z)}
= sup
z
{
− sup
u
{
Rk(u)− zTu
}
+ zTw − δ · d (z)
}
= max
z
{
zTw −R?k(z)− δ · d (z)
}
(3.21)
Expression (3.20) is known as the infimal convolution.
3.2.2 Accuracy of the Smooth Approximation
Replacing the original optimization problem (3.3) by the smoothed cost (3.6) naturally re-
sults in a bias, since the new minimizer woδ will generally be different from the original
minimizer wo. This bias, when not properly controlled, can degrade the performance of the
algorithm. For this reason, a number of works have examined the smoothing bias introduced
through conjugate smoothing under various conditions on the cost functions. In the cen-
tralized setting, when N = 1, it has been established that Rδk(w) → Rk(w) both pointwise
and epigraphically, which implies woδ → wo as δ → 0 [121], while [122] showed a sum of
costs
∑N
k=1 pkRk(w), when smoothed individually, will continue to converge epigraphically.
While encouraging, these results do not guarantee a rate at which woδ → wo, complicating
the choice of the smoothing parameter δ. Pointwise convergence has been strengthened to
uniform convergence, i.e.,
∣∣Rk(w)−Rδk(w)∣∣ ≤ O(δ) for costs with bounded subgradients for
N = 1 [89,116] and for a collection of costs, each with bounded subgradients in [117].
We present here a variation of these results by restricting ourselves to strongly-convex
costs, but allowing for regularizers with unbounded sub-gradients and establishing ‖wo −
woδ‖2 ≤ O(δ) rather than simply woδ → wo.
Theorem 3.2 (Accuracy of smooth approximation). The bias introduced by smoothing the
41
original problem diminishes linearly with δ, i.e.,
‖wo − woδ‖2 ≤
2
λL
N∑
k=1
pkδd (r
o
k) = O(δ) (3.22)
where rok ∈ ∂Rk(wo) such that
N∑
k=1
pk {∇Jk(wo) + rok} = 0 (3.23)
This collection of {rok} is guaranteed to exist, since wo , arg min
∑N
k=1 pk {Jk(w) +Rk(w)}.
Proof. Appendix 3.C.
3.2.3 Regularized Diffusion Strategy
Now that we have established a method for constructing a differentiable approximation for
each regularizer, we can solve for the minimizer of (3.6) by resorting to the following (adapt-
then-combine form of the) diffusion strategy [1, 22,27]:
φk,i = wk,i−1−µ∇̂Jk(wk,i−1)− µ∇Rδk(wk,i−1) (3.24)
wk,i =
N∑
`=1
a`kφ`,i (3.25)
where µ > 0 is a small step-size parameter. In this implementation, each agent k first
performs the stochastic-gradient update (3.24), starting from its existing iterate valuewk,i−1,
and obtains an intermediate iterate φk,i. Subsequently, agent k consults with its neighbors
and combines their intermediate iterates into wk,i according to (3.25). Motivated by the
construction in [33], we can refine (3.24)–(3.25) further as follows. We first introduce an
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auxiliary variable ψk,i and rewrite (3.24) in the equivalent form:
φk,i = wk,i−1−µ∇̂Jk(wk,i−1) (3.26)
ψk,i = φk,i − µ∇Rδk(wk,i−1) (3.27)
wk,i =
N∑
`=1
a`kψ`,i (3.28)
We can now appeal to an incremental-type argument [90,123] by noting that it is reasonable
to expect φk,i to be an improved estimate for w
o
δ compared to wk,i−1. Therefore, we replace
wk,i−1 in (3.27) by φk,i and arrive at the following regularized diffusion implementation.
Algorithm 3.1 Regularized Diffusion Strategy
φk,i = wk,i−1−µ∇̂Jk(wk,i−1) (3.29)
ψk,i = φk,i − µ∇Rδk(φk,i) (3.30)
wk,i =
N∑
`=1
a`kψ`,i (3.31)
Example 3.1 (Proximal Diffusion Learning). Choosing d(w) = 1
2
‖w‖2 turns the smooth
approximation (3.13) into
Rδk(w) =
(
R?k(w) +
δ
2
‖w‖2
)?
(3.32)
which is the well-known Moreau envelope [49]. It can be rewritten equivalently as
Rδk(w) = min
u
(
Rk(w) +
1
2δ
‖w − u‖2
)
(3.33)
where the minimizing argument is identified as the proximal operator:
proxδRk(w) = arg min
u
(
Rk(w) +
1
2δ
‖w − u‖2
)
(3.34)
For many costs Rk(w), the proximal operator can be evaluated in closed form. The gradient
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of the Moreau envelope can also be written as
∇Rδk(w) =
1
δ
(
w − proxδRk(w)
)
. (3.35)
This allows us to rewrite iterations (3.29)–(3.31) as
φk,i = wk,i−1−µ∇̂Jk(wk,i−1) (3.36)
ψk,i =
(
1− µ
δ
)
φk,i +
µ
δ
proxδRk(φk,i) (3.37)
wk,i =
N∑
`=1
a`kφ`,i (3.38)
which is a damped variation of the proximal diffusion algorithm studied in [50] under the
stronger assumption of small Lipschitz continuous regularizers.
3.3 Convergence Analysis
3.3.1 Centralized Recursion
We now examine the convergence properties of the diffusion strategy (3.29)–(3.31). To do
so, and motivated by the approach introduced in [27], it is useful to introduce the following
centralized recursion to serve as a frame of reference:
wi = wi−1 − µ
N∑
k=1
pk∇Jk(wi−1)− µ
N∑
k=1
pk∇Rδk(wi−1) (3.39)
This recursion amounts to a gradient-descent iteration applied to the smoothed aggregate
cost in (3.6) under the assumption that the risk functions (and therefore their gradients) are
known. For convenience of presentation, we introduce the central operator Tc(x) : R
M → RM
defined as follows:
Tc(x) , x− µ
N∑
k=1
pk∇Jk(x)− µ
N∑
k=1
pk∇Rδk(x) (3.40)
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so that the reference recursion (3.39) becomes wi = Tc(wi−1).
Lemma 3.2 (Contraction mapping). Assume µ ≤ 2δ. Then, the centralized recursion (3.39)
satisfies
‖Tc(x)− Tc(y)‖ ≤ γc‖x− y‖ (3.41)
where γc > 0 can be made strictly less than one by selecting sufficiently small µ and is given
by:
γc = 1− µλL + µ2
(
λ2U
2− µ
δ
)
. (3.42)
From Banach’s fixed point theorem [82] and (3.40), we conclude that for sufficiently small µ,
wi = Tc(wi−1) converges exponentially to the unique fixed-point woδ , the minimizer of (3.6).
Proof. Appendix 3.D.
3.3.2 Network Basis Transformation
We are now ready to examine the behavior of the diffusion strategy (3.29)–(3.31), which
employs stochastic gradients. Structurally, our argument follows those in [27] in the absence
of regularizers. We begin by introducing the following extended vectors and matrices, which
collect quantities of interest from across all agents in the network:
Wi , col {w1,i, . . . ,wN,i} (3.43)
A , A⊗ IM (3.44)
g(Wi) , col {∇wJ1(w1,i), . . . ,∇wJN(wN,i)} (3.45)
ĝ(Wi) , col
{
∇̂wJ1(w1,i), . . . , ∇̂wJN(wN,i)
}
(3.46)
r(Wi) , col
{∇wRδ1(w1,i), . . . ,∇wRδN(wN,i)} (3.47)
q(Wi) , r(Wi−µg(Wi)) (3.48)
q̂(Wi) , r(Wi−µĝ(Wi)) (3.49)
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Using these definitions, iterations (3.29)–(3.31) show that the network vector Wi evolves
according to the following dynamics:
Wi = ATWi−1−µAT (ĝ(Wi−1) + q̂(Wi−1)) (3.50)
By construction, the combination matrix A is left-stochastic and primitive and hence admits
a Jordan decomposition of the form A = VJV
−1
 with [1, 27]:
V =
[
p VR
]
, J =
 1 0
0 J
 , V −1 =
 1T
V TL
 (3.51)
where J is a block Jordan matrix with the eigenvalues λ2(A) through λN(A) on the diagonal
and  on the first lower sub-diagonal. The extended matrix A then satisfies A = VJV−1
with V = V ⊗ IN , J = J ⊗ IN , V−1 = V −1 ⊗ IN . Multiplying both sides of (3.50) by VT
and introducing the transformed iterate vector W′i , VT Wi, we obtain
W′i = J TW′i−1−µJ TVT (ĝ(Wi−1) + q̂(Wi−1)) (3.52)
Following [1,27], we can exploit the structure of the decomposition (3.51) to provide further
insight into this transformed recursion. Let Wi = col {wc,i,We,i}, where wc,i ∈ RN×1 and
We,i ∈ R(N−1)M×1. Then, recursion (3.52) can be decomposed as
wc,i = wc,i−1−µ
(
pT ⊗ IN
)
(ĝ(Wi−1) + q̂(Wi−1)) (3.53)
We,i = J T We,i−1−µJ T VTR (ĝ(Wi−1) + q̂(Wi−1)) (3.54)
Note from W′i = VT Wi, that [27]:
wc,i =
(
pT ⊗ IM
)
Wi =
N∑
k=1
pkwk,i (3.55)
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Hence, wc,i is the weighted centroid vector of all iterates wk,i across the network. From
Wi = (V−1 )TW′i on the other hand, one obtains [27]:
Wi = 1⊗wc,i +VLWe,i (3.56)
so that We,i can be interpreted as the deviation of individual estimates from the weighted
centroid vector wc,i across the network.
We examine the centroid recursion (3.53) in greater detail. Thus, note that
wc,i = wc,i−1−µ
(
pT ⊗ IM
)
(ĝ(Wi−1) + q̂(Wi−1))
= wc,i−1−µ
(
pT ⊗ IM
)
(g(1⊗wc,i−1) + r(1⊗wc,i−1))
− µ (pT ⊗ IM) (g(Wi−1) + q(Wi−1)− g(1⊗wc,i−1)− q(1⊗wc,i−1))
− µ (pT ⊗ IM) (ĝ(Wi−1) + q̂(Wi−1)− g(Wi−1)− q(Wi−1))
− µ (pT ⊗ IM) (q(Wi−1)− r(Wi−1))
= Tc(wc,i−1)− µ
(
pT ⊗ IM
) (
ti−1 + si +ui−1
)
(3.57)
where we replaced
wc,i−1 − µ
(
pT ⊗ IM
)
(g(1⊗wc,i−1) + r(1⊗wc,i−1))
= wc,i−1−µ
N∑
k=1
pk∇Jk(wc,i−1)− µ
N∑
k=1
pk∇Rδk(wc,i−1)
(3.40)
= Tc(wc,i−1) (3.58)
and introduced the perturbation terms:
ti−1 = g(Wi−1) + q(Wi−1)− g(1⊗wc,i−1)− q(1⊗wc,i−1) (3.59)
si = ĝ(Wi−1) + q̂(Wi−1)− g(Wi−1)− q(Wi−1) (3.60)
ui−1 = q(Wi−1)− r(Wi−1) (3.61)
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It follows from (3.57) that the centroid recursion is a perturbed version of the central recur-
sion introduced earlier in (3.40). The perturbation arising from disagreement across agents in
the network is captured in ti−1, while stochastic perturbations due to instantaneous gradient
approximations is captured in si. The incremental implementation causes ui−1. It is there-
fore reasonable to expect that wc,i will evolve close to the central variable wi from (3.39),
which was already shown to converge to woδ in Lemma 3.2. This intuition was formalized
for the classical diffusion algorithm without regularizers in [27]. Motivated by that work, we
define w˜c,i−1 = woδ − wc,i−1. Since woδ is a fixed-point of Tc(·), i.e., woδ = Tc(woδ), the error
w˜c,i−1 satisfies the recursion
w˜c,i−1 = Tc(woδ)− Tc(wc,i−1) + µ
(
pT ⊗ IM
) (
ti−1 + si +ui−1
)
(3.62)
With the same perturbation terms, expression (3.54) turns into
We,i =J T We,i−1−µJ T VTR
(
ti−1 + si +ui−1 − g(1⊗wc,i−1)− r(1⊗wc,i−1)
)
(3.63)
We employ the following common assumption on the perturbations caused by the gradient
noise [1, 22,27].
Assumption 3.4 (Gradient noise process). For each k, the gradient noise process is defined
as
sk,i(wk,i−1) = ∇̂Jk(wk,i−1)−∇Jk(wk,i−1) (3.64)
and satisfies
E [sk,i(wk,i−1)|F i−1] = 0 (3.65a)
E
[‖ sk,i(wk,i−1)‖2|F i−1] ≤ β2‖wk,i−1 ‖2 + σ2 (3.65b)
for some non-negative constants {β2, σ2}, and where F i−1 denotes the filtration generated
by the random processes {w`,j} for all ` = 1, 2, . . . , N and j ≤ i − 1, i.e., F i−1 represents
the information that is available about the random processes {w`,j} up to time i− 1.
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For a block-vector x ∈ RMN×1 consisting of N blocks of size M × 1, let [27]:
P [x] = col
{
E ‖x1‖2, . . . ,E ‖xN‖2
} ∈ RN×1 (3.66)
Note that 1TP [x] = E ‖x‖2. Furthermore, let vL,k denote the k-th row of VL and let
ν = maxk ‖vL,k ⊗ IM‖, which is independent of µ and δ.
Lemma 3.3 (Bounds on perturbation terms). The perturbation terms in (3.62) satisfy the
following bounds:
P [ti−1] 
(
2λ2U + 4
1 + µ2
δ2
)
ν211TP [We,i−1] (3.67)
P [ui−1]  µ
2
δ2
(
3λ2Uν
211TP [We,i−1] + 3λ2UP [1⊗ w˜c,i−1] + 3P [g(1⊗ woδ)]
)
(3.68)
P [si−E si]  3β2P [1⊗ w˜c,i−1] + 3β2ν211TP [We,i−1] + 3β2P [1⊗ woδ ] + σ21 (3.69)
P [E si]  3β2µ
2
δ2
P [1⊗ w˜c,i−1] + 3β2µ
2
δ2
ν211TP [We,i−1] + 3β2
µ2
δ2
P [1⊗ woδ ] +
µ2
δ2
σ21
(3.70)
P [g(1⊗wc,i−1)]  2λ2UP [1⊗ w˜c,i−1] + 2P [g(1⊗ woδ)] (3.71)
P [r(1⊗wc,i−1)]  2
δ2
P [1⊗ w˜c,i−1] + 2P [r(1⊗ woδ)] (3.72)
Proof. Appendix 3.E.
3.3.3 Mean-Square-Error Bounds
Using the bounds on the perturbation terms obtained in Lemma 3.3, we can formulate a
recursive bound on the mean-square error.
Lemma 3.4 (Mean-Square-Error Recursion). The variances of w˜c,i and We,i are coupled
and recursively bounded as
E ‖w˜c,i‖2
E ‖We,i ‖2
  Γ
E ‖w˜c,i−1‖2
E ‖We,i−1 ‖2
+
µ3δ2 b1 + µ3δ2 b2 + µ2b3
µ2
δ2
b4 + µ
2b5 +
µ4
δ2
b6
 (3.73)
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where
Γ =
 γc + µ3δ2 h1 + µ2h2 µδ2h3 + µh4 + µ3δ2 h5 + µ2h6
µ2
δ2
h7 + µ
2h8 +
µ4
δ2
h9 ‖J‖+ µ2δ2 h10 + µ2h11 + µ
4
δ2
h12
 (3.74)
γc , 1− µλL + µ2
(
λ2U
2− µ
δ
)
(3.75)
a1 ,
1
λL − µ λ
2
U
2−µ
δ
= O(1) (3.76)
a2 ,
25N‖J‖2‖VR‖2
1− ‖J‖ = O(1) (3.77)
h1 , 9(β2 + λ2U)a1 = O(1) (3.78)
h2 , 3β2 = O(1) (3.79)
h3 , 3ν2a1 = O(1) (3.80)
h4 , 6ν2λ2Ua1 = O(1) (3.81)
h5 , 9ν2(λ2U + β2)a1 = O(1) (3.82)
h6 , 3ν2β2 = O(1) (3.83)
h7 , 2a2 = O(1) (3.84)
h8 ,
(
2λ2U +
1− ‖J‖
25
3β2
)
a2 = O(1) (3.85)
h9 , 3
(
λ2U + β
2
)
a2 = O(1) (3.86)
h10 , ν2a2 = O(1) (3.87)
h11 , ν2
(
2λ2U +
1− ‖J‖
25
3β2
)
a2 = O(1) (3.88)
h12 , ν2
(
1 + 3λ2U + 3β
2
)
a2 = O(1) (3.89)
b1 , 9a1‖g(woδ)‖2 = O(1) (3.90)
b2 , 3a1(3β2‖woδ‖2 + σ2) = O(1) (3.91)
b3 , 3β2‖woδ‖2 + σ2 = O(1) (3.92)
b4 , 2a2
(
δ2‖r(1⊗ woδ)‖2
)
= O(1) (3.93)
b5 , 2a2‖g(1⊗ woδ)‖2 + ‖J‖2‖VR‖2
(
3β2N‖woδ‖2 +Nσ2
)
= O(1) (3.94)
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b6 , a2
(
3‖g(1⊗ woδ)‖2 + 3β2N‖woδ‖2 +Nσ2
)
= O(1) (3.95)
Proof. Appendix 3.F.
It is evident from expression (3.74) that the stability of the driving matrix Γ depends critically
on the fraction between the step-size µ and the smoothing parameter δ. Motivated by this
observation, let us set, for a small κ > 0:
δ = µ
1
2
−κ (3.96)
so that
µ
δ2
= µ2κ → 0 as µ→ 0 (3.97)
Under this construction, the driving matrix satisfies
Γ =
γc +O(µ2) O(µ2κ)
O(µ1+2κ) ‖J‖+O(µ1+2κ)
 (3.98)
which ensures that the off-diagonal coupling terms diminish as µ, δ → 0.
Lemma 3.5. Let δ = µ
1
2
−κ, 1
2
> κ > 0. Then there exists a small enough µ, such that
ρ(Γ) < 1. Furthermore,
lim sup
i→∞
E ‖w˜c,i‖2
E ‖We,i ‖2
 
O(µ) +O(µ4κ)
O(µ1+2κ)
 (3.99)
Proof. See Appendix 3.G.
Theorem 3.3. Let δ = µ
1
2
−κ, 1
2
> κ > 1
4
. Then it holds that for sufficiently small µ,
lim sup
i→∞
E ‖woδ −wk,i ‖2 = O(µ) (3.100)
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Proof. We have
E ‖woδ −wk,i ‖2 = E ‖w˜c,i + (vL,k ⊗ IM)We,i ‖2
≤ 2E ‖w˜c,i‖2 + 2ν2E ‖We,i ‖2 (3.101)
so that the theorem follows after taking the limit and applying Lemma 3.5.
3.4 Application: Division of Labor in Machine Learning
We illustrate the performance of the algorithm in an online machine learning problem over
a heterogeneous network. Given random binary class variables γ = ±1 and feature vectors
h ∈ RM , the general objective in single-agent machine learning is to find a classifier c?(h),
such that
c? , arg min
c
Prob {c(h) 6= γ} . (3.102)
We restrict the class of permissible classifiers to linear classifiers of the form c(h) = hTw
with w ∈ RM and approximate (3.102) by the logistic cost to obtain
wo , arg min
w
E ln
[
1 + e−γh
Tw
]
(3.103)
3.4.1 Group Lasso
Regularization is an effective technique to incorporate prior structural knowledge about the
classifier into the optimization problem as a means to avoiding overfitting and improving
generalization ability. For example, when the linear classifier is known to be sparse, reg-
ularization through the `1-norm, also known as Lasso-regularization, has been shown to
encourage sparse solutions [88]. When there is further knowledge about the structure of the
sparsity, the group-Lasso has been proposed [124,125]. It takes the form
R(w) =
∑
k
λk‖Dkw‖1 =
∑
k
λk‖wkg‖1 (3.104)
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where
wkg , Dkw (3.105)
and Dk denotes a diagonal selection matrix with entries 0 or 1 where 1’s appear for entries
of w belonging to a group. The resulting regularizer then encourages all elements of a group
to either be active or equal to zero jointly [124, 125]. Note that (3.104) is in the form of a
sum-of-costs and hence immediately decomposable.
3.4.2 Network Structure
We consider a network consisting of 3 types of agents: fully-informed (F), data-informed
(D), and structure-informed (S) agents. Fully-informed agents have access to streaming
realizations {γk(i),hk,i} as well as knowledge about a subset of covariates of w which are
likely to be sparse, collected in wkg . These agents are equipped with the regularized cost
Jk(w) +Rk(w), where
Jk(w) = E ln
[
1 + e−γkh
T
kw
]
+ ρ2‖w‖22 (3.106)
Rk(w) = ρ1‖wkg‖1 (3.107)
for k ∈ F . Data-informed agents have access to streaming realizations {γk(i),hk,i}, but no
knowledge about the structure of sparsity in w. They are equipped with
Jk(w) = E ln
[
1 + e−γkh
T
kw
]
+ ρ2‖w‖22 (3.108)
Rk(w) = 0 (3.109)
for k ∈ D. Structure-informed agents have information about the sparsity of w, but no
access to realizations of feature vectors. They are equipped with
Jk(w) = 0 (3.110)
Rk(w) = ρ1‖wkg‖1 (3.111)
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for k ∈ S. Similar to ordinary `1-norm regularization, the proximal operator of ρ1‖wkg‖1
is available in closed form as a variation of soft-thresholding. Note that ‖wkg‖1 = ‖Dkw‖1,
where Dk is a diagonal matrix with D(ii) = 1, if the i− th element of w is likely to be sparse
and 0 otherwise. We then obtain
proxδρ1‖wkg‖1 (w) = Dkproxδρ1‖w‖1 (w) . (3.112)
It is hence possible for each agent k to run (3.29)–(3.31). As long as at least one agent in
the network is either fully-informed or data-informed, the weighted sum of costs across the
network is strongly convex and assumptions 3.1 through 3.3 are satisfied. We conclude from
Theorem 3.3 that all agents in the network will converge to the neighborhood of:
wo = arg min
w
∑
k∈F∪D
pk
{
E ln
[
1 + e−γkh
T
kw
]}
+ρ2 · card(F ∪ D)‖w‖22 +
∑
k∈F∪S
pk‖wkg‖1 (3.113)
where card(F ∪ D) denotes the cardinality of the set F ∪ D, i.e. the number of agents who
are either fully or data-informed. This classifier minimizes the weighted average logistic cost
across the network, hence incorporating data from all agents, regularized by the `2-norm and
weighted group Lasso. Through local interactions, both data and structural information is
diffused across the entire network, allowing all agents, irrespective of their type and available
information, to arrive at an accurate classification decision.
3.4.3 Numerical Results
Performance is illustrated on the network depicted in Fig. 3.1, consisting of a total of N = 40
agents, 20 of which are data-informed and 10 each of which are fully and structure informed
respectively. The network is heterogeneous in both the types of available information and
the noise profile of feature realizations, when data is available. Features are generated as
hk,i = γ(i)
(
1 1 · · · 0 0
)T
+ vk(i) (3.114)
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Fully informed 
Data informed 
Structure informed 
Figure 3.1: Sample network consisting of N = 40 agents, card(F) = 10, card(D) = 20,
card(S) = 10. Fully-informed agents have access to data as well as partial structural infor-
mation. Data-informed agents observe realizations of the feature vector along with class-la-
bels, but have no information on the structure of the classifier. Structure-informed agents
do not have access to data, but do have partial information on sparse elements.
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Figure 3.2: Noise profile across the network for training (if k ∈ F ∪ D) and testing.
where vk(i) ∼ N (0, σ2v,k) and
(
1 1 · · · 0 0
)T
consists of 50 leading 1’s followed by 50
trailing 0’s. It is evident, that all class information is contained in the first half of the feature
vector. This information is dispersed across the network as follows. The noise profile across
the network is depicted in Fig. 3.4.3.
Each agent with k ∈ F ∪ S, i.e., fully and data-informed agents, are supplied with 5
indices, chosen uniformly at random, of irrelevant feature covariates. They use this infor-
mation to augment their cost by an appropriate regularization as in (3.107) and (3.111).
3.A Proof of Lemma 3.1
Let v ∈ ∂G(w). From the definition of the conjugate:
G?(v) = sup
u
(
vTu−G(u)) (3.115)
The optimality condition of the above supremum dictates that
0 ∈ v − ∂G(w)⇐⇒ w = arg max
u
(
vTu−G(u)) (3.116)
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Figure 3.3: Classifier performance on separate testing set.
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so for v ∈ ∂G(w), the supremum (3.115) is attained at w. Then
G?(v) = vTw −G(w). (3.117)
Now for any x (where the supremum might in general not be attained):
G?(x) = sup
u
(
xTu−G(u))
≥ xTw −G(w)
= vTw −G(w) + wT(x− v)
= G?(v) + wT(x− v) (3.118)
By definition, any vector that satisfies G?(x)−G?(v) ≥ wT(x− v) for all x is a subgradient
of G?(·) at v, i.e., w ∈ ∂G?(v). The other direction follows analogously, after noting that for
closed, convex functions (G?(·))? = G(·).
3.B Proof of Theorem 3.1
Let uo ∈ ∂(R?k + δ · d)?(w) = ∂Rδk(w). From Lemma 3.1, this is equivalent to
w ∈ ∂R?k(uo) + δ · d(uo) (3.119)
which due to optimality conditions is equivalent to
uo = arg max
u∈domR?k
{
wTu−R?k(u)− δ · d(u)
}
. (3.120)
Since R?k(w) + δ · d(w) is strongly-convex, the minimizer uo is unique and the above holds
for any uo ∈ ∂Rδk(w). We conclude that the set ∂Rδk(w) and hence
{
∂Rδk(w)
}
= ∇Rδk(w) = uo. (3.121)
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To prove the bound on the gradient of the smooth approximation, let uo1 = ∇Rδk(w1) and
uo2 = ∇Rδk(w2) for any w1, w2. From Lemma 3.1, this implies w1 ∈ ∂R?k(uo1) + δ · ∂ d(uo1) and
w2 ∈ ∂R?k(uo2) + δ · ∂ d(uo2). From the strong-convexity of δ · d(·), we have:
(R?k(u
o
1) + δ · ∂ d(uo1)− ∂R?k(uo2) + δ · ∂ d(uo2))T(uo1 − uo2) ≥ δ‖uo1 − uo2‖2 (3.122)
Plugging in w1 ∈ ∂R?k(uo1)+δ ·∂ d(uo1) and w2 ∈ ∂R?k(uo2)+δ ·∂ d(uo2) as well as uo1 = ∇Rδk(w1)
and uo2 = ∇Rδk(w2) yields
(w1 − w2)T(∇Rδk(w1)−∇Rδk(w2)) ≥ δ‖∇Rδk(w1)−∇Rδk(w2)‖2 (3.123)
which is the co-coercitivity property (3.16).
3.C Proof of Theorem 3.2
For ease of exposition, let us introduce
F (w) ,
N∑
k=1
pk {Jk(w) +Rk(w)} (3.124)
F δ(w) ,
N∑
k=1
pk
{
Jk(w) +R
δ
k(w)
}
(3.125)
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We establish a string of inequalities around the difference in function values F (wo)−F δ(woδ).
On one hand, we have
F (wo)− F δ(woδ)
=
N∑
k=1
pk {Jk(wo) +Rk(wo)} −
N∑
k=1
pk
{
Jk(w
o
δ) +R
δ
k(w
o
δ)
}
=
N∑
k=1
pk {Jk(wo)− Jk(woδ)}+
N∑
k=1
pk
{
Rk(w
o)−Rδk(woδ)
}
(a)
=
N∑
k=1
pk {Jk(wo)− Jk(woδ)}+
N∑
k=1
pk
{
Rk(w
o)−max
u
(
uTwoδ −R?k(u)− δd(u)
)}
(b)
=
N∑
k=1
pk {Jk(wo)− Jk(woδ)}
+
N∑
k=1
pk
{
Rk(w
o)− (∇Rδk(woδ))Twoδ +R?k(∇Rδk(woδ)) + δd (∇Rδk(woδ))}
(c)
≥
N∑
k=1
pk {Jk(wo)− Jk(woδ)}+
N∑
k=1
pk
{
∇Rδk(woδ)Two −
(∇Rδk(woδ))Twoδ + δd (∇Rδk(woδ))}
(d)
≥
N∑
k=1
pk∇Jk(woδ)T (wo − woδ) +
λL
2
‖wo − woδ‖2
+
N∑
k=1
pk
{
∇Rδk(woδ)Two −
(∇Rδk(woδ))Twoδ + δd (∇Rδk(woδ))}
=
N∑
k=1
pk
(∇Jk(woδ) +∇Rδk(woδ))T (wo − woδ) + λL2 ‖wo − woδ‖2 +
N∑
k=1
pkδd
(∇Rδk(woδ))
(e)
=
λL
2
‖wo − woδ‖2 +
N∑
k=1
pkδd
(∇Rδk(woδ)) (3.126)
Here, (a) follows from the definition of the smooth approximation (3.13), (b) follows from
the expression for the gradient of the smooth approximation (3.15), (c) follows from the
property R?(x) , supu
(
uTx−R(u)) ≥ yTx − R(y) ∀ x, y, (d) follows from the aggregate
strong convexity (3.8) and (e) follows from the definition of woδ and the minimizer of the
smoothed aggregate cost.
To prove the upper bound, we bound the bias for each agent individually. To begin with,
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note that convexity of Jk(·) and Rk(·) yields for all rk(wo) ∈ ∂Rk(wo):
Jk(w
o
δ)− Jk(wo) ≥ (∇Jk(wo))T (woδ − wo)⇐⇒ Jk(wo)− Jk(woδ) ≤ (∇Jk(wo))T (wo − woδ)
(3.127)
Rk(u)−Rk(wo) ≥ (rk(wo))T (u− wo) (3.128)
Then,
Jk(w
o) +Rk(w
o)− Jk(woδ)−Rδk(woδ)
= Jk(w
o) +Rk(w
o)− Jk(woδ)−min
u
{
Rk(u) + δd
?
(
woδ − u
δ
)}
= Jk(w
o)− Jk(woδ)−min
u
{
Rk(u)−Rk(wo) + δd?
(
woδ − u
δ
)}
≤ (∇Jk(wo))T (wo − woδ)−min
u
{
(rk(w
o))T (uk − wo) + δd?
(
woδ − u
δ
)}
= (∇Jk(wo) + rk(wo))T (wo − woδ)−min
u
{
(rk(w
o))T (u− woδ) + δd?
(
woδ − u
δ
)}
(a)
= (∇Jk(wo) + rk(wo))T (wo − woδ)− δmin
v
{
−(rk(wo))Tv + d? (v)
}
= (∇Jk(wo) + rk(wo))T (wo − woδ) + δmax
v
{
(rk(w
o))Tv − d? (v)
}
(b)
= (∇Jk(wo) + rk(wo))T (wo − woδ) + δd (rk(wo)) (3.129)
where (a) follows after a change of variables v , w
o
δ−u
δ
and (b) is a result of the definition of
the conjugate function. Returning to the aggregate cost, we then have
N∑
k=1
pk {Jk(wo) +Rk(wo)} −
N∑
k=1
pk
{
Jk(w
o
δ) +R
δ
k(w
o
δ)
}
=
N∑
k=1
pk
{
Jk(w
o) +Rk(w
o)− Jk(woδ) +Rδk(woδ)
}
≤
N∑
k=1
pk
{
(∇Jk(wo) + rk(wo))T (wo − woδ)
}
+
N∑
k=1
pkδd (rk(w
o))
=
{
N∑
k=1
pk (∇Jk(wo) + rk(wo))
}T
(wo − woδ) +
N∑
k=1
pkδd (rk(w
o)) (3.130)
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By definition, wo is the minimizer of
∑N
k=1 pk {Jk(wo) +Rk(wo)}, so there exist subgradients
rok ∈ ∂Rk(wo), such that
N∑
k=1
pk (∇Jk(wo) + rok) = 0 (3.131)
Then,
N∑
k=1
pk {Jk(wo) +Rk(wo)} −
N∑
k=1
pk
{
Jk(w
o
δ) +R
δ
k(w
o
δ)
} ≤ N∑
k=1
pkδd (r
o
k) = O(δ) (3.132)
We conclude from (3.126):
λL
2
‖wo − woδ‖2 +
N∑
k=1
pkδd
(∇Rδk(woδ)) ≤ F (wo)− F δ(woδ) ≤ N∑
k=1
pkδd (r
o
k) (3.133)
The result follows after rearranging.
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3.D Proof of Lemma 3.2
Let α be an arbitrary real number such that 0 < α < 1. Then
‖Tc(x)− Tc(y)‖2
=
∥∥∥x− y − µ N∑
k=1
pk
{
∇Jk(x)−∇Jk(y) +∇Rδk(x)−∇Rδk(y)
}∥∥∥2
=‖x− y‖2 + µ2
∥∥∥ N∑
k=1
pk
{
∇Jk(x)−∇Jk(y) +∇Rδk(x)−∇Rδk(y)
}∥∥∥2
− 2µ
N∑
k=1
pk(x− y)T (∇Jk(x)−∇Jk(y))− 2µ
N∑
k=1
pk(x− y)T
(∇Rδk(x)−∇Rδk(y))
(a)
≤‖x− y‖2 + µ2
N∑
k=1
pk
∥∥∥∇Jk(x)−∇Jk(y) +∇Rδk(x)−∇Rδk(y)∥∥∥2
− 2µλL‖x− y‖2 − 2µδ
N∑
k=1
pk
∥∥∇Rδk(x)−∇Rδk(y)∥∥2
(b)
≤‖x− y‖2 + µ2
N∑
k=1
pk
1
α
∥∥∥∇Jk(x)−∇Jk(y)∥∥∥2 + µ2 N∑
k=1
pk
1
1− α
∥∥∥∇Rδk(x)−∇Rδk(y)∥∥∥2
− 2µλL ‖x− y‖2 − 2µδ
N∑
k=1
pk
∥∥∇Rδk(x)−∇Rδk(y)∥∥2 (3.134)
where (a) follows from Jensen’s inequality, strong convexity (3.8), and co-coercitivity (3.16),
and (b) from ‖a+ b‖2 ≤ 1
α
‖a‖2 + 1
1−α‖b‖2 for any a, b ∈ RM . Since, by assumption, µ < 2δ,
we select α = 1− µ
2δ
. This results in µ
2
1−α = 2µδ and allows us to cancel all terms involving
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∇wRδk(·) in the above inequality. Hence,
‖Tc(x)− Tc(y)‖2
≤‖x− y‖2 + µ2
N∑
k=1
pk
1
1− µ
2δ
∥∥∥∇Jk(x)−∇Jk(y)∥∥∥2 − 2µλL ‖x− y‖2
(a)
≤‖x− y‖2 + µ
2λ2U
1− µ
2δ
‖x− y‖2 − 2µλL ‖x− y‖2
=
(
1− 2µλL + µ2 λ
2
U
1− µ
2δ
)
‖x− y‖2
(b)
≤
(
1− µλL + µ2 λ
2
U
2− µ
δ
)2
‖x− y‖2 (3.135)
where (a) is due to the Lipschitz property (3.7) and (b) is due to 1 − a ≤ (1− 1
2
a)
2
for all
a ∈ R. From Banach’s fixed-point theorem, we know that as long as γc < 1, wi = Tc(wi−1)
converges exponentially to a unique fixed point, which satisfies w∞ = Tc(w∞). From (3.40),
we conclude that
N∑
k=1
pk∇Jk(w∞) +
N∑
k=1
pk∇Rδk(w∞) = 0 (3.136)
so that from (3.6), w∞ = woδ .
3.E Proof of Lemma 3.3
The proof of the first three inequalities relies on the Lipschitz properties of the gradients and
the decomposition (3.53)–(3.54). First, we bound the terms arising from the disagreement
across the network. Denote the k-th element of P [·] by P(k)[·]. Then
P(k)[ti−1]
= E ‖∇Jk(wc,i−1)−∇Jk(wk,i−1)
+∇Rδk(wc,i−1−µ∇Jk(wc,i−1))−∇Rδk(wk,i−1−µ∇Jk(wk,i−1))‖2
(a)
≤ 2E ‖∇Jk(wc,i−1)−∇Jk(wk,i−1)‖2
+ 2E ‖∇Rδk(wc,i−1−µ∇Jk(wc,i−1))−∇Rδk(wk,i−1−µ∇Jk(wk,i−1))‖2
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(b)
≤ 2λ2U E ‖wc,i−1−wk,i−1 ‖2 +
2
δ2
E ‖wc,i−1−µ∇Jk(wc,i−1)−wk,i−1 +µ∇Jk(wk,i−1)‖2
(c)
≤
(
2λ2U + 4
1 + µ2
δ2
)
E ‖wc,i−1−wk,i−1 ‖2
(d)
=
(
2λ2U + 4
1 + µ2
δ2
)
E ‖ (vL,k ⊗ IM)We,i−1 ‖2
≤
(
2λ2U + 4
1 + µ2
δ2
)
ν2E ‖We,i−1 ‖2
=
(
2λ2U + 4
1 + µ2
δ2
)
ν21TP [We,i−1] (3.137)
where (a) is due Jensen’s inequality, (b) and (c) are due to Lipschitz continuity of the
gradients and (d) is due to Wi = 1 ⊗ wc,i +VLWe,i. Stacking both sides of the above
inequality yields (3.67).
Now consider ui−1, which arises from the incremental implementation:
P(k)[ui−1]
= E ‖∇Rδk(wk,i−1)−∇Rδk(wk,i−1−µ∇Jk(wk,i−1))‖2
(a)
≤ µ
2
δ2
E ‖∇Jk(wk,i−1)‖2
=
µ2
δ2
E ‖∇Jk(wk,i−1)−∇Jk(wc,i−1) +∇Jk(wc,i−1)−∇Jk(woδ) +∇Jk(woδ)‖2
(b)
≤ µ
2
δ2
(
3λ2Uν
21TP [We,i−1] + 3λ2U E ‖w˜c,i−1‖2 + 3‖∇Jk(woδ)‖2
)
(3.138)
where (a) is due to Lipschitz continuity of ∇Rδk(w) and (b) is due to Jensen’s inequality and
Lipschitz continuity of ∇Jk(w). Upon stacking we obtain (3.68).
Next, we bound the perturbations caused by the gradient noise sk,i(wk,i) = ∇̂Jk(wk,i−1)−
∇Jk(wk,i−1). While a loose upper bound can be obtained immediately from Jensen’s inequal-
ity, it turns out that the incremental implementation (3.30) along with the co-coercivity (3.16)
of ∇Rδk(w) have a variance reducing effect on the recursion:
P(k)[s
g
i + s
p
i −E spi ]
(a)
≤P(k)[sgi + spi ]
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=E
∥∥∥∇Jk(wk,i−1)− ∇̂Jk(wk,i−1)∥∥∥2
+ E
∥∥∥∇Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))∥∥∥2
+ 2E
(
∇Jk(wk,i−1)− ∇̂Jk(wk,i−1)
)T
×
(
∇Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))
)
=E
∥∥∥∇Jk(wk,i−1)− ∇̂Jk(wk,i−1)∥∥∥2
+ E
∥∥∥Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))∥∥∥2
− 2
µ
E
(
wk,i−1−µ∇Jk(wk,i−1)−
(
wk,i−1−µ∇̂Jk(wk,i−1)
))T
×
(
∇Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))
)
(b)
≤E
∥∥∥∇Jk(wk,i−1)− ∇̂Jk(wk,i−1)∥∥∥2
+ E
∥∥∥Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))∥∥∥2
− 2δ
µ
E
∥∥∥∇Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))∥∥∥2
=E
∥∥∥∇Jk(wk,i−1)− ∇̂Jk(wk,i−1)∥∥∥2
−
(
2δ
µ
− 1
)
E
∥∥∥Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))∥∥∥2
(c)
≤ E
∥∥∥∇Jk(wk,i−1)− ∇̂Jk(wk,i−1)∥∥∥2
=E ‖ sk,i(wk,i−1)‖2
(d)
≤β2E ‖wk,i−1 ‖2 + σ2 (3.139)
where (a) follows from E ‖x−Ex‖2 ≤ E ‖x‖2 for any x, (b) follows from co-coercitivity (3.16),
(c) follows from µ < 2δ and (d) is due to (3.65b). Now fromwk,i−1 = wc,i−1 + (vL,k ⊗ I)We,i−1,
we can bound
‖wk,i−1 ‖2 = ‖wc,i−1 + (vL,k ⊗ I)We,i−1 ‖2
= ‖wc,i−1−woδ + (vL,k ⊗ I)We,i−1 +woδ‖2
≤ 3‖w˜c,i−1‖2 + 3ν21TP [We,i−1] + 3‖woδ‖2. (3.140)
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where we appealed to Jensen’s inequality again. Eq. (3.69) follows after stacking. Next, note
that because ‖Ex‖2 ≤ E ‖x‖2
P [E spi ]  P [spi ]. (3.141)
Subsequently,
P(k)[s
p
i ] = E ‖∇Rδk(wk,i−1−µ∇Jk(wk,i−1))−∇Rδk(wk,i−1−µ∇̂Jk(wk,i−1))‖2
(a)
≤ µ
2
δ2
E ‖∇Jk(wk,i−1)− ∇̂Jk(wk,i−1)‖2
=
µ2
δ2
‖ sk,i(wk,i−1)‖2 (3.142)
where (a) is due to (3.17), so that similarly to the above
P [E spi ]  3β2
µ2
δ2
P [1⊗ w˜c,i−1] + 3β2µ
2
δ2
ν211TP [We,i−1]
+ 3β2
µ2
δ2
P [1⊗ woδ ] +
µ2
δ2
σ21 (3.143)
which is (3.70). Next,
P(k)[g(1⊗wc,i−1)] =E ‖∇Jk(wc,i−1)‖2
= E ‖∇Jk(wc,i−1)−∇Jk(woδ) +∇Jk(woδ)‖2
≤ 2λ2U E ‖wc,i−1−woδ‖2 + 2‖∇Jk(woδ)‖2 (3.144)
which implies (3.71) after stacking. Eq. (3.72) follows analogously.
3.F Proof of Lemma 3.4
We make use of Jensen’s inequality ‖x+ y‖2 ≤ 1
α
‖x‖2 + 1
1−α‖y‖2 for all x, y and 0 < α < 1:
E ‖w˜c,i‖2
= E
∥∥∥Tc(wc,i−1)− Tc(woδ) + µ (pT ⊗ IM) (ti−1 + ui−1 + si−E si +E si )∥∥∥2
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(a)
= E
∥∥∥Tc(wc,i−1)− Tc(woδ) + µ (pT ⊗ IM) (ti−1 + ui−1 + E si )∥∥∥2
+ µ2E
∥∥∥ (pT ⊗ IM) ( si−E si )∥∥∥2
(b)
≤ 1
γc
E
∥∥∥Tc(wc,i−1)− Tc(woδ)∥∥∥2 + µ21− γc E
∥∥∥ (pT ⊗ IM) (ti−1 + ui−1 + E si )∥∥∥2
+ µ2E
∥∥∥ (pT ⊗ IM) ( si−E si )∥∥∥2
(c)
≤ γcE ‖w˜c,i−1‖2 + µ
2
1− γc E
∥∥∥ (pT ⊗ IM) (ti−1 + ui−1 + E si )∥∥∥2
+ µ2E
∥∥∥ (pT ⊗ IM) ( si−E si )∥∥∥2
(d)
≤ γcE ‖w˜c,i−1‖2 + µ
2
1− γcp
TP [ti−1 + ui−1 + E si] + µ2pTP [si−E si]
(e)
≤ γcE ‖w˜c,i−1‖2 + 3µ
2
1− γcp
T
(
P [ti−1] + P [ui−1] + P [E si]
)
+ µ2pTP [si−E si]
(f)
≤ γcE ‖w˜c,i−1‖2 + 3µ
2
1− γcp
T
((
2λ2U +
1 + µ2
δ2
)
ν211TP [We,i−1]
+
µ2
δ2
(
3λ2Uν
211TP [We,i−1] + 3λ2UP [1⊗ w˜c,i−1] + 3P [g(1⊗ woδ)]
)
+ 3β2
µ2
δ2
P [1⊗ w˜c,i−1] + 3β2µ
2
δ2
ν211TP [We,i−1] + 3β2
µ2
δ2
P [1⊗ woδ ] +
µ2
δ2
σ21
)
+ µ2pT
(
3β2P [1⊗ w˜c,i−1] + 3β2ν211TP [We,i−1] + 3β2P [1⊗ woδ ] + σ21
)
(g)
= γcE ‖w˜c,i−1‖2 + 3µ
2
1− γc
((
2λ2U +
1 + µ2
δ2
)
ν2E ‖We,i−1 ‖2
+
µ2
δ2
(
3λ2Uν
2E ‖We,i−1 ‖2 + 3λ2U E ‖w˜c,i−1‖2 + 3‖g(woδ)‖2
)
+ 3β2
µ2
δ2
E ‖w˜c,i−1‖2 + 3β2µ
2
δ2
ν2E ‖We,i−1 ‖2 + 3β2µ
2
δ2
‖woδ‖2 +
µ2
δ2
σ2
)
+ µ2
(
3β2E ‖w˜c,i−1‖2 + 3β2ν2E ‖We,i−1 ‖2 + 3β2‖woδ‖2 + σ2
)
(h)
=
(
γc +
9µ4(β2 + λ2U)
(1− γc)δ2 + 3µ
2β2
)
E ‖w˜c,i−1‖2
+
(
3µ2ν2
1− γc
(
2λ2U +
1 + µ2 + 3µ2λ2U + 3µ
2β2
δ2
)
+ 3µ2β2ν2
)
E ‖We,i−1 ‖2
+
3µ4
(1− γc)δ2
(
3‖g(woδ)‖2 + 3β2‖woδ‖2 + σ2
)
+ µ2
(
3β2‖woδ‖2 + σ2
)
(i)
=
γc + µ3
δ2
9(β2 + λ2U)
λL − µ λ
2
U
2−µ
δ
+ 3µ2β2
E ‖w˜c,i−1‖2
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+ µ
δ2
3ν2
λL − µ λ
2
U
2−µ
δ
+ µ
6ν2
λL − µ λ
2
U
2−µ
δ
λ2U +
µ3
δ2
9ν2
λL − µ λ
2
U
2−µ
δ
(λ2U + β
2) + 3µ2β2ν2
E ‖We,i−1 ‖2
+
µ3
δ2
9
λL − µ λ
2
U
2−µ
δ
‖g(woδ)‖2 +
µ3
δ2
3
λL − µ λ
2
U
2−µ
δ
(
3β2‖woδ‖2 + σ2
)
+ µ2
(
3β2‖woδ‖2 + σ2
)
(3.145)
In step (a), cross-terms are eliminated because E {si−E si} = 0. Step (b) is due to γc < 1
and Jensen’s inequality, (c) is due to Lemma 3.2, (d) and (e) follow from Jensen’s inequality.
The bounds from Lemma 3.3 are used in (f) and (g) is due to 1TP [x] = E ‖x‖2 for x ∈ RMN
and pTP [1 ⊗ y] = E ‖y‖2 for y ∈ RM . In (i), the terms are rearranged to expose the
dependence on µ and δ more clearly.
Now let us turn to the mean-square recursion of We,i. First note that ρ(J) = λ2(A) < 1.
Since J has a Jordan structure, this means that we can chose  small enough, such that
‖J‖2 = ρ(J T J) ≤ ‖J T J‖∞ < 1. Then,
E ‖We,i ‖2
= E
∥∥∥J T We,i−1 +µJ T VTR(ti−1 + ui−1 + si−E si +E si−g(1⊗wc,i−1)− r(1⊗wc,i−1))∥∥∥2
(a)
= E
∥∥∥J T We,i−1 +µJ T VTR(ti−1 + ui−1 + E si−g(1⊗wc,i−1)− r(1⊗wc,i−1))∥∥∥2
+µ2E
∥∥J T VTR (si−E si)∥∥2
(b)
≤ 1‖J‖ E
∥∥J T We,i−1∥∥2 + µ21− ‖J‖ E
∥∥∥J T VTR(ti−1 + ui−1 + E si
−g(1⊗wc,i−1)− r(1⊗wc,i−1)
)∥∥∥2 + µ2E ∥∥J T VTR (si−E si)∥∥2
(c)
≤ ‖J‖ E ‖We,i−1‖2 + µ
2‖J‖2‖VR‖2
1− ‖J‖ E
∥∥∥ti−1 + ui−1 + E si
−g(1⊗wc,i−1)− r(1⊗wc,i−1)
∥∥∥2 + µ2‖J‖2‖VR‖2E ‖si−E si‖2
(d)
≤ ‖J‖ E ‖We,i−1‖2 + 25µ
2‖J‖2‖VR‖2
1− ‖J‖
(
E ‖ti−1‖2 + E ‖ui−1‖2
+E ‖E spi ‖2 + E ‖g(1⊗wc,i−1)‖2 + E ‖r(1⊗wc,i−1)‖2
)
+ µ2‖J‖2‖VR‖2E ‖si−E si‖2
(e)
= ‖J‖ E ‖We,i−1‖2 + 25µ
2‖J‖2‖VR‖2
1− ‖J‖ 1
T
(
P [ti−1] + P [ui−1] + P [E si]
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+ P [g(1⊗wc,i−1)] + P [r(1⊗wc,i−1)]
)
+ µ2‖J‖2‖VR‖21TP [si−E si]
(f)
≤ ‖J‖ E ‖We,i−1‖2 + 25µ
2‖J‖2‖VR‖2
1− ‖J‖ 1
T
((
2λ2U +
1 + µ2
δ2
)
ν211TP [We,i−1]
+
µ2
δ2
(
3λ2Uν
211TP [We,i−1] + 3λ2UP [1⊗ w˜c,i−1] + 3P [g(1⊗ woδ)]
)
+3β2
µ2
δ2
P [1⊗ w˜c,i−1] + 3β2µ
2
δ2
ν211TP [We,i−1] + 3β2
µ2
δ2
P [1⊗ woδ ] +
µ2
δ2
σ21
+2λ2UP [1⊗ w˜c,i−1] + 2P [g(1⊗ woδ)] +
2
δ2
P [1⊗ w˜c,i−1] + 2P [r(1⊗ woδ)]
)
+µ2‖J‖2‖VR‖21T
(
3β2P [1⊗ w˜c,i−1] + 3β2ν211TP [We,i−1] + 3β2P [1⊗ woδ ] + σ21
)
(g)
= ‖J‖ E ‖We,i−1‖2 + 25µ
2‖J‖2‖VR‖2
1− ‖J‖
((
2λ2U +
1 + µ2
δ2
)
ν2N E ‖We,i−1 ‖2
+
µ2
δ2
(
3λ2Uν
2N E ‖We,i−1 ‖2 + 3λ2UN E ‖w˜c,i−1‖2 + 3‖g(1⊗ woδ)‖2
)
+3β2
µ2
δ2
N E ‖w˜c,i−1‖2 + 3β2µ
2
δ2
ν2N E ‖We,i−1 ‖2 + 3β2µ
2
δ2
N‖woδ‖2 +
µ2
δ2
Nσ2
+2λ2UN E ‖w˜c,i−1‖2 + 2‖g(1⊗ woδ)‖2 +
2
δ2
N E ‖w˜c,i−1‖2 + 2‖r(1⊗ woδ)‖2
)
+µ2‖J‖2‖VR‖2
(
3β2N E ‖w˜c,i−1‖2 + 3β2ν2N E ‖We,i−1 ‖2 + 3β2N‖woδ‖2 +Nσ2
)
=
(
‖J‖+ µ2ν2N‖J‖2‖VR‖2
(
25
1− ‖J‖
(
2λ2U +
1 + µ2
δ2
+ 3
µ2
δ2
(λ2U + β
2)
)
+ 3β2
))
× E ‖We,i−1‖2
+µ2N‖J‖2‖VR‖2
(
25
1− ‖J‖
(
3λ2U
µ2
δ2
+ 3β2
µ2
δ2
+ 2λ2U +
2
δ2
)
+ 3β2
)
E ‖w˜c,i−1‖2
+
25µ2‖J‖2‖VR‖2
1− ‖J‖
((
2 + 3
µ2
δ2
)
‖g(1⊗ woδ)‖2 + 3β2
µ2
δ2
N‖woδ‖2 +
µ2
δ2
Nσ2 + 2‖r(1⊗ woδ)‖2
)
+µ2‖J‖2‖VR‖2
(
3β2N‖woδ‖2 +Nσ2
)
=
(
‖J‖+ µ
2
δ2
25ν2N‖J‖2‖VR‖2
1− ‖J‖ + µ
2 25ν
2N‖J‖2‖VR‖2
1− ‖J‖
(
2λ2U +
1− ‖J‖
25
3β2
)
+
µ4
δ2
25ν2N‖J‖2‖VR‖2
1− ‖J‖
(
1 + 3β2 + 3λ2U
))
E ‖We,i−1‖2
+
(
µ2
δ2
50N‖J‖2‖VR‖2
1− ‖J‖ + µ
2 25N‖J‖2‖VR‖2
1− ‖J‖
(
2λ2U +
1− ‖J‖
25
3β2
)
+
µ4
δ2
75N‖J‖2‖VR‖2
1− ‖J‖
(
λ2U + β
2
))
E ‖w˜c,i−1‖2
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+
25µ2‖J‖2‖VR‖2
1− ‖J‖
((
2 + 3
µ2
δ2
)
‖g(1⊗ woδ)‖2 + 3β2
µ2
δ2
N‖woδ‖2 +
µ2
δ2
Nσ2 + 2‖r(1⊗ woδ)‖2
)
+µ2‖J‖2‖VR‖2
(
3β2N‖woδ‖2 +Nσ2
)
(3.146)
In step (a), cross-terms are eliminated because E {si−E si} = 0. Step (b) is due to ‖J‖ < 1
and Jensen’s inequality, (c) is due to the sub-multiplicative property of norms, (d) follows
from Jensen’s inequality, and (e) is due to 1TP [x] = E ‖x‖2. The bounds from Lemma 3.3
are used in (f) and (g) is due to 1TP [x] = E ‖x‖2 for x ∈ RMN and 1TP [1⊗y] = N ·E ‖y‖2
for y ∈ RM .
3.G Proof of Lemma 3.5
For δ = µ
1
2
−κ and small step-sizes µ,
Γ =
1− µλL +O(µ2) O(µ2κ)
O(µ1+2κ) ‖J‖+O(µ1+2κ)
 (3.147)
so that
‖Γ‖1 = max
{
1− µλL +O(µ1+2κ), ‖J‖+O(µ2κ)
}
< 1 (3.148)
for small enough µ. Since ρ(Γ) ≤ ‖Γ‖1 < 1, Γ is stable. It is also invertible and we obtain
lim sup
i→∞
E ‖w˜c,i‖2
E ‖We,i ‖2
  (I − Γ)−1
 O(µ2)
O(µ1+2κ)
 (3.149)
Using the matrix inversion lemma, we have
(I − Γ)−1 =
µλL −O(µ2) −O(µ2κ)
−O(µ1+2κ) 1− ‖J‖ −O(µ1+2κ)
−1
=
 O(µ) −O(µ2κ)
−O(µ1+2κ) O(1)
−1
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=O(µ−1) O(µ−1+2κ)
O(µ2κ) O(1)
 (3.150)
The result follows after multiplication and cancellation.
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CHAPTER 4
Extension to Matrix Variables
4.1 Problem and Algorithm Formulation
Up to this point, we have restricted the optimization variable w and the iterates wk,i to be
vector-valued. We now broaden our scope to consider problems of the form
W o = arg min
W
N∑
k=1
pk {Jk(W ) +Rk(W )} (4.1)
where W ∈ RN1×N2 and Jk(·) : RN1×N2 → R, Rk(·) : RN1×N2 → R. Problems of this form
frequently appear, for example, in image processing, when the structure of W is important.
We will illustrate an application from image reconstruction further below in section 4.3. Our
discussion in Chapter 3, motivates the following algorithm.
Algorithm 4.1 Regularized Diffusion Strategy for Matrix Variables
Φk,i = W k,i−1 − µ∇̂WJk(W k,i−1) (4.2)
Ψk,i = Φk,i − µ∇wRδk(Φk,i) (4.3)
W k,i =
N∑
`=1
a`kΨ`,i (4.4)
4.2 Analogy to Vector Optimization
There is no need to repeat the analysis from Chapter 3, since any problem of the form (4.1)
can be mapped to an auxiliary problem, where the optimization variable is vector valued.
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To this end, define for W = (w1, w2, · · · , wN2) ∈ RN1×N2 with columns w1, w2, . . . , wN2 :
vec(W ) ,

w1
w2
...
wN2
 ∈ R
N1×N2 (4.5)
and the corresponding inverse operation
unvec


w1
w2
...
wN2

 , W. (4.6)
We can then define auxiliary functions
Jauxk (w) = Jk(unvec(w)) : R
N1N2×1 → R (4.7)
Rauxk (w) = Rk(unvec(w)) : R
N1N2×1 → R (4.8)
and an auxiliary problem
wo = arg min
w
N∑
k=1
pk {Jauxk (w) +Rauxk (w)} (4.9)
Running the original regularized diffusion strategy (4.2)–(4.4) on (4.9) is then equivalent to
running the regularized diffusion strategy for matrix variables (4.2)–(4.4) on (4.1). As such,
our conclusions and performance guarantees continue to hold.
4.3 Distributed Image Reconstruction
We consider a scenario, where an image A ∈ RN1 ×RN2 is observed partially by a collection
of M agents labeled 1 through M . To formalize this, define a sampling set S, consisting of
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index pairs (r, c) of A and a sampling operator SS [·] : RN1×N2 → RN1×N2 . The (r, c)-th
element of S[A] is given by:
SS [A](r,c) ,

A(r,c) if (r, c) ∈ S
0 otherwise
. (4.10)
The problem of reconstructing A from S[A], when S[A] is available at a centralized location
is well-studied. It is known matrix completion in the general setting, or image reconstruction
in image processing. Under the assumption that the image is smooth in the sense that A is
low-rank, the image can be reconstructed using [126]:
W o = arg min
W
1
2
‖SS [A−W ]‖2F + ρ1‖W‖∗ +
ρ2
2
‖W‖2F (4.11)
Here, ‖W‖∗ denotes the nuclear norm, i.e. the sum of the singular values of W :
‖W‖∗ =
rank(W )∑
i=1
σi(W ) (4.12)
The nuclear norm of W corresponds to the `1-norm on the singular values of W , which
encourages sparse (i.e. low-rank) solutions.
If instead of A directly, we only have access to noisy perturbations of A through
Ai = A+ V i (4.13)
we can formulate a stochastic variation of (4.11):
W o = arg min
W
1
2
E ‖SS [Ai −W ]‖2F + ρ1‖W‖∗ +
ρ2
2
‖W‖2F (4.14)
To distribute (4.14), define additionally for every agent k, an agent specific sampling set Sk
and assume Sk ∩ S` = ∅ for all k, ` and ∪Mk=1Sk = S. In other words, every agent observes
a different part of the image, while the network as a whole observes all of S. At each time
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instance i, agent k then observes
Ak,i = SS∩Sk [A] + V i (4.15)
where V i is a zero-mean noise term. The centralized problem (4.11) can then be decomposed
as
W o = arg min
W
N∑
k=1
pk
{
1
2
E ‖SS∩Sk [A−W ]‖2F +
ρ2
2
‖SSk [W ]‖2F + ρ1‖W‖∗
}
(4.16)
If we let
Jk(W ) ,
1
2
E ‖SS∩Sk [A−W ]‖2F +
ρ2
2
‖SSk [W ]‖2F (4.17)
Rk(W ) , ρ1‖W‖∗ (4.18)
then (4.16) is of the form of (4.1), and hence lends itself to a distributed solution using (4.2)–
(4.4). If we let d(W ) = 1
2
‖W‖2F in the construction of the smooth approximation, we have
∇̂Jk(W ) = −SS∩Sk [Ak,i −W ] + ρ2SSk [W ] (4.19)
∇Rδk(W ) =
1
δ
(
W − proxδ‖·‖∗(W )
)
(4.20)
The proximal operator of ‖·‖∗ is available in closed form and corresponds to soft-thresholding
on the singular values of W [127]. We arrive at the algorithm.
Algorithm 4.2 Regularized Diffusion Strategy for Matrix Completion
Φk,i = W k,i−1 + µSS∩Sk [A−W ]− µρ2SSk [W ] (4.21)
Ψk,i =
(
1− µ
δ
)
Φk,i +
µ
δ
proxδ‖·‖∗(Φk,i) (4.22)
W k,i =
N∑
`=1
a`kΨ`,i (4.23)
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4.3.1 Numerical Results
We present the algorithm with the image A, shown in Fig. 4.1, which has been corrupted
by passing it through a sampling operator SS [·], where each index pair (r, c) is either 0 or 1
with probabilities 0.2 and 0.8 respectively. The corrupted image SS [A] is shown in Fig. 4.2.
In addition to the fact that the image is globally corrupted through SS [·], each agent only
Figure 4.1: Original image A. Figure 4.2: Corrupted image SS [A].
observes a noisy subset of SS [A]. To illustrate the flow of information, we chose the number
of agents to be M = 12 and decompose the image into 3 rows and 4 columns of blocks of
equal size. This is illustrated in Fig. 4.3.
Each agent observes then at iteration i:
Ak,i = SS∩Sk [A] + V i (4.24)
where V i consists of i.i.d. elements drawn from a normal distribution with zero mean and
unit variance. Algorithm parameters are set to µ = 0.9, δ = 2, ρ1 = 1, rho2 = 100 and
agents give equal weight to data received from each of their neighbors. The evolution of the
algorithm is shown in Figs. 4.4–4.7.
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Figure 4.3: The sampled image is decomposed into 12 blocks of size 150× 200. Each agent
only has access to the block it has been assigned. For example, the top-left agent only sees
the top-left block of the sampled image. Agents are allowed to exchange estimates, if their
respective blocks share an edge.
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Figure 4.4: Each agent’s estimate of the full image after a single iteration.
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Figure 4.5: After 20 iterations, it can be observed how the information from each agent is
radiated into its neighborhood.
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Figure 4.6: After 100 iterations, the agents have almost reached consensus and continue to
refine their solution to move closer to the global minimizer.
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Figure 4.7: After 300 iterations, the full image has been recovered at every agent.
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CHAPTER 5
Decentralized Non-Convex Learning — Short-Term
Model
Driven by the need to solve increasingly complex optimization problems in signal processing
and machine learning, there has been increasing interest in understanding the behavior of
gradient-descent algorithms in non-convex environments. In this and the following Chap-
ter 6, we consider stochastic cost functions, where exact gradients are replaced by stochastic
approximations and the resulting gradient noise persistently seeps into the dynamics of the
algorithm. We establish that the diffusion learning strategy continues to yield meaningful
estimates non-convex scenarios in the sense that the iterates by the individual agents will
cluster in a small region around the network centroid in the mean-fourth sense. We use this
insight to motivate a short-term model for network evolution over a finite-horizon. In Chap-
ter 6, we leverage this model to establish descent of the diffusion strategy through saddle
points in O(1/µ) steps and the return of approximately second-order stationary points in a
polynomial number of iterations. The materials in this chapter are based on the works [69,70].
5.1 Introduction
The broad objective of distributed adaptation and learning is the solution of global, stochastic
optimization problems by networked agents through localized interactions and in the absence
of information about the statistical properties of the data. When constant, rather than
diminishing, step-sizes are employed, the resulting algorithms are adaptive in nature and
are able to adapt to drifts in the data statistics. In this chapter, we consider a collection
of N agents, where each agent k is equipped with a stochastic risk of the form Jk(w) =
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ExQk(w;xk) with Qk(w;xk) referring to the loss function, w ∈ RM denoting a parameter
vector, and xk referring to the stochastic data. The expectation is over the probability
distribution of the data. The objective of the network is to seek the Pareto solution:
min
w
J(w), where J(w) ,
N∑
k=1
pkJk(w) (5.1)
where the pk are positive weights that are normalized to add up to one and will be speci-
fied further below; in particular, in the special case when the {pk} are identical, they can
be removed from (5.1). Algorithms for the solution of (5.1) have been studied extensively
over recent years both with inexact [1, 26–28] and exact [29–31] gradients. Here, we focus
on the following diffusion strategy, which has been shown in previous works to provide en-
hanced performance and stability guarantees under constant step-size learning and adaptive
scenarios [1, 22]:
φk,i = wk,i−1−µ∇̂Jk(wk,i−1) (5.2a)
wk,i =
N∑
`=1
a`kφ`,i (5.2b)
where ∇̂Jk(·) denotes a stochastic approximation for the true local gradient ∇Jk(·). The
intermediate estimate φk,i is obtained at agent k by taking a stochastic gradient update
relative to the local cost Jk(·). The intermediate estimates are then fused across local
neighborhoods where a`k are convex combination weights satisfying:
a`k ≥ 0,
∑
`∈Nk
a`k = 1, a`k = 0 if ` /∈ Nk (5.3)
The symbol Nk denotes the set of neighbors of agent k.
Assumption 5.1 (Strongly-connected graph). We shall assume that the graph described
by the weighted combination matrix A = [a`k] is strongly-connected [1]. This means that there
exists a path with nonzero weights between any two agents in the network and, moreover, at
least one agent has a nontrivial self-loop, akk > 0.
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It then follows from the Perron-Frobenius theorem [1,23,24] that A has a single eigenvalue at
one while all other eigenvalues are strictly inside the unit circle, so that ρ(A) = 1. Moreover,
if we let p denote the right-eigenvector of A that is associated with the eigenvalue at one,
and if we normalize the entries of p to add up to one, then it also holds that all entries of p
are strictly positive, i.e.,
Ap = p, 1Tp = 1, pk > 0 (5.4)
where the {pk} denote the individual entries of the Perron vector, p.
5.1.1 Related Works
The performance of the diffusion algorithm (5.2a)–(5.2b) has been studied extensively in
differentiable settings [22,27], with extensions to multi-task [128], constrained [33], and non-
differentiable [34] environments. A common assumption in these works, along with others
studying the behavior of distributed optimization algorithms in general, is that of convexity
(or strong-convexity) of the aggregate risk J(w). While many problems of interest such as
least-squares estimation [1], logistic regression [1], and support vector machines [129] are
convex, there has been increased interest in the optimization of non-convex cost functions.
Such problems appear frequently in the design of robust estimators [130] and the training of
more complex machine learning architectures such as those involving dictionary learning [131]
and artificial neural networks [62].
Motivated by these applications, recent works have pursued the study of optimization
algorithms for non-convex problems, both in the centralized and distributed settings [52–54,
54, 55, 57–61,132–143]. While some works focus on establishing convergence to a stationary
point [52–57], there has been growing interest in examining the ability of gradient descent
implementations to escape from saddle points, since such points represent bottlenecks to
the underlying learning problem [62]. We defer a detailed discussion on the plethora of
related works on second-order guarantees [59–61, 132–140, 144] to Chapter 6, where we will
be establishing the ability of the diffusion strategy (5.2a)–(5.2b) to escape strict-saddle points
efficiently. For ease of reference, the modeling conditions and results from this and related
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works are summarized in Table 5.1.
The key contributions of Chapters 5 and 6 are three-fold. To the best of our knowledge,
we present the first analysis establishing efficient (i.e., polynomial) escape from strict-saddle
points in the distributed setting. Second, we establish that the gradient noise process is
sufficient to ensure efficient escape without the need to alter it by adding artificial forms of
perturbations, interlacing steps with small and large step-sizes, or imposing a dispersive noise
assumption as long as a gradient noise component is present in the descent direction. Third,
relative to the existing literature on centralized non-convex optimization, where the focus is
mostly on deterministic or finite-sum optimization, our modeling conditions are specifically
tailored to the scenario of learning from stochastic streaming data. In particular, we only
impose bounds on the gradient noise variance in expectation, rather than assume a bound
with probability one [134,138] or a sub-Gaussian distribution [139]. Furthermore, we assume
that any Lipschitz conditions only hold on the expected stochastic gradient approximation,
rather than for every realization, with probability one [135–137].
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5.1.2 Preview of Results
We first establish that in non-convex environments, as was already shown earlier in [27] for
convex environments, the evolution of the individual iterates wk,i at the agents continues
to be well-described by the evolution of the weighted centroid vector
∑N
k=1 pkwk,i in the
sense that the iterates from across the network will cluster around this centroid after suf-
ficient iterations in the mean-fourth sense. We subsequently consider two cases separately
and establish descent in both of them. The first case corresponds to the region where the
gradient at the network centroid is large and establish that descent can occur in one iter-
ation. The second and more challenging case occurs when the gradient norm is small, but
there is a sufficiently negative eigenvalue in the Hessian matrix. We establish in Chapter 6
that the recursion will continue to descend along the aggregate cost at a rate of O(µ) per
O(1/µ) iterations. Combined with the first result, this descent relation allows us to provide
guarantees about the second-order optimality of the returned iterates.
The flow of the argument is summarized in Fig. 5.1. We decompose RM into the set of
approximate first-order stationary points, i.e., those with ‖∇J(w)‖2 ≤ O(µ) and the com-
plement, i.e., the large-gradient regime. For the large-gradient regime, descent is established
in Theorem 5.2. Motivated by prior works establishing second-order guarantees [59,60,144],
we proceed to further decompose the set of approximate first-order stationary points into
those that are τ -strict-saddle, i.e., those that have a Hessian with significant negative eigen-
value λmin (∇2J(w)) ≤ −τ , and the complement, which are approximately second-order
stationary points. For τ -strict-saddle points we establish descent in Theorem 6.1. Finally,
in Theorem 6.2, we conclude that the centroid will reach an approximately second-order
stationary point in a polynomial number of iterations.
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5.2 Evolution Analysis
We shall perform the analysis under the following common assumptions on the gradients
and their approximations.
Assumption 5.2 (Lipschitz gradients). For each k, the gradient ∇Jk(·) is Lipschitz,
namely, for any x, y ∈ RM :
‖∇Jk(x)−∇Jk(y)‖ ≤ δ‖x− y‖ (5.5)
In light of (5.1) and Jensen’s inequality, this implies for the aggregate cost:
‖∇J(x)−∇J(y)‖ ≤ δ‖x− y‖ (5.6)
The Lipschitz gradient conditions (5.5) and (5.6) imply bounds on the both the function
value and the Hessian matrix (when it exists), which will be used regularly throughout the
derivations. In particular, we have for the function values:
J(y) ≤ J(x) +∇J(x)T (y − x) + δ
2
‖x− y‖2 (5.7)
For the Hessian matrix we have [1]:
−δI ≤ ∇2J(x) ≤ δI (5.8)
Assumption 5.3 (Bounded gradient disagreement). For each pair of agents k and `,
the gradient disagreement is bounded, namely, for any x ∈ RM :
‖∇Jk(x)−∇J`(x)‖ ≤ G (5.9)
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This assumption is similar to the one used in [54] to establish first-order stationarity under
constant step-size selection and [140] for global optimality under a diminishing step-size with
annealing. Note that condition (5.9) is weaker than the more common assumption of bounded
gradients. Condition (5.9) is automatically satisfied in cases where the expected risks Jk(·)
are common (though agents still may see different realizations of data), or in the case of
centralized stochastic gradient descent where the number of agents is one. This condition
is also satisfied whenever agent-specific risks with bounded gradients are regularized by
common regularizers with potentially unbounded gradients, as is common in many machine
learning applications. Observe that (5.9) implies a similar condition on the deviation from
the centralized gradient via Jensen’s inequality:
‖∇Jk(x)−∇J(x)‖ =
∥∥∥∥∥
N∑
`=1
p` (∇Jk(x)−∇J`(x))
∥∥∥∥∥
≤
N∑
`=1
p` ‖∇Jk(x)−∇J`(x)) ‖ ≤ G (5.10)
Definition 5.1 (Filtration). We denote by F i the filtration generated by the random pro-
cesses wk,j for all k and j ≤ i:
F i , {W0,W1, . . . ,Wi} (5.11)
where Wj , col {w1,j, . . . ,wk,j} contains the iterates across the network at time j. Infor-
mally, F i captures all information that is available about the stochastic processes wk,j across
the network up to time i.
Throughout the following derivations, we will frequently rely on appropriate conditionings
to make the analysis tractable. A frequent theme will be the exchange of conditioning
on filtrations by conditioning on events. To this end, the following lemma will be used
repeatedly.
Lemma 5.1 (Conditioning). Suppose w ∈ RM is a random variable measurable by F . In
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other words, w is deterministic conditioned on F and
E {w |F} = w (5.12)
Then,
E {E {x |F} |w ∈ S} = E {x |w ∈ S} (5.13)
for any deterministic set S ⊆ RM and random x ∈ RM .
Proof. Denote by IS(w) the random indicator function:
IS(w) =

1, if w ∈ S
0, otherwise.
(5.14)
Since w is measurable by F , then IS(w) is measurable by F as well. In other words,
the event w ∈ S is deterministic conditioned on F . Furthermore, for the random variable
x IS(w), we have:
E {x IS(w)} = E {x IS(w)|w ∈ S} · Pr {w ∈ S}
+ E {x IS(w)|w /∈ S} · Pr {w /∈ S}
= E {x |w ∈ S} · Pr {w ∈ S} (5.15)
Rearranging yields:
E {x |w ∈ S} = E {x IS(w)}
Pr {w ∈ S} (5.16)
Similarly, for the random variable E {x |F} IS(w), we have:
E {E {x |F} IS(w)}
= E {E {x |F} IS(w)|w ∈ S} · Pr {w ∈ S}
+ E {E {x |F} IS(w)|w /∈ S} · Pr {w /∈ S}
= E {E {x |F} |w ∈ S} · Pr {w ∈ S} (5.17)
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It then follows that:
E {E {x |F} |w ∈ S} (5.17)= E {E {x |F} IS(w)}
Pr {w ∈ S}
(a)
=
E {E {x IS(w)|F}}
Pr {w ∈ S}
(b)
=
E {x IS(w)}
Pr {w ∈ S}
(5.16)
= E {x |w ∈ S} (5.18)
where in step (a) we pulled IS(w) into the inner expectation, since it is deterministic condi-
tioned on F and (b) follows from the law of total expectation.
Assumption 5.4 (Gradient noise process). For each k, the gradient noise process is
defined as
sk,i(wk,i−1) = ∇̂Jk(wk,i−1)−∇Jk(wk,i−1) (5.19)
and satisfies
E {sk,i(wk,i−1)|F i−1} = 0 (5.20a)
E
{‖ sk,i(wk,i−1)‖4|F i−1} ≤ σ4 (5.20b)
for some non-negative constant σ4. We also assume that the gradient noise processes are
pairwise uncorrelated over the space conditioned on F i−1, i.e.:
E
{
sk,i(wk,i−1) s`,i(w`,i−1)T|F i−1
}
= 0 (5.21)
Property (5.20a) means that the gradient noise construction is unbiased on average. Prop-
erty (5.20b) means that the fourth-moment of the gradient noise is bounded. These proper-
ties are automatically satisfied for several costs of interest [1, 22]. Note, that the bound on
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the fourth-order moment, in light of Jensen’s inequality, immediately implies:
E
{‖ sk,i(wk,i−1)‖2|F i−1} = E{√‖ sk,i(wk,i−1)‖4|F i−1}
≤
√
E {‖ sk,i(wk,i−1)‖4|F i−1}
(5.20b)
≤ σ2 (5.22)
While our primary interest is in the development of algorithms that allow for learning from
streaming data, we remark briefly that the results obtained in this work are equally appli-
cable to empirical risk minimization via stochastic gradient descent, by assuming that the
streaming data is selected according to a particular distribution.
Example 5.1 (Empirical Risk Minimization). Suppose the costs Jk(·) are empirical based
on locally collected data {xk,s}Ss=1 and take the form:
Jk(w) =
1
S
S∑
s=1
Q(w, xk,s) (5.23)
In empirical risk minimization (ERM) problems, we are interested in finding a vector wo
that minimizes the following empirical risk over the data across the entire network:
wo , arg min
w
1
N
N∑
k=1
(
1
S
S∑
s=1
Q(w, xk,s)
)
(5.24)
If we introduce the uniformly-distributed random variable xk = xk,s with probability
1
S
for
all s, then the cost (5.24) is equivalent to solving:
wo = arg min
w
1
N
N∑
k=1
Exk Q(w,xk) (5.25)
which is of the same form as (5.1) with pk =
1
N
. The resulting gradient noise process satis-
fies the assumptions imposed in this chapter under appropriate conditions on the risk Q(·, ·).
This observation has been leveraged to accurately quantify the performance of stochastic gra-
dient descent, as well as mini-batch and importance sampling generalizations, for empirical
minimization of convex risks in [9].
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5.2.1 Network basis transformation
In analyzing the dynamics of the distributed algorithm (5.2a)–(5.2b), it is useful to introduce
the following extended quantities by collecting variables from across the network:
Wi , col {w1,i, . . . ,wN,i} (5.26)
A , A⊗ IM (5.27)
ĝ(Wi) , col
{
∇̂J1(w1,i), . . . , ∇̂JN(wN,i)
}
(5.28)
where ⊗ denotes the Kronecker product operation. We can then write the diffusion recur-
sion (5.2a)–(5.2b) compactly as
Wi = AT (Wi−1−µĝ(Wi−1)) (5.29)
By construction, the combination matrix A is left-stochastic and primitive and hence admits
a Jordan decomposition of the form A = VJV
−1
 with [1, 27]:
V =
[
p VR
]
, J =
 1 0
0 J
 , V −1 =
 1T
V TL
 (5.30)
where J is a block Jordan matrix with the eigenvalues λ2(A) through λN(A) on the diagonal
and  on the first lower sub-diagonal. The extended matrix A then satisfies A = VJV−1
with V = V ⊗ IN , J = J ⊗ IN , V−1 = V −1 ⊗ IN . The spectral properties of A and
its corresponding eigendecomposition have been exploited extensively in the study of the
diffusion learning strategy in the convex setting [1, 27], and will continue to be useful in
non-convex scenarios.
Multiplying both sides of (5.29) by
(
pT ⊗ I) from the left, we obtain in light of (5.4):
(
pT ⊗ I)Wi = (pT ⊗ I)Wi−1−µ (pT ⊗ I) ĝ(Wi−1) (5.31)
Letting wc,i ,
∑K
k=1 pkwk,i =
(
pT ⊗ I)Wi and exploiting the block-structure of the gradient
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term, we find:
wc,i = wc,i−1−µ
N∑
k=1
pk∇̂Jk(wk,i−1) (5.32)
Note that wc,i is a convex combination of iterates across the network and can be viewed
as a weighted centroid. The recursion for wc,i is reminiscent of a stochastic gradient step
associated with the aggregate cost
∑N
k=1 pkJk(w) with the exact gradients ∇Jk(·) replaced
by stochastic approximations ∇̂Jk(·) and with the stochastic gradients evaluated at wk,i−1,
rather than wc,i−1. In fact, we can write:
wc,i = wc,i−1−µ
N∑
k=1
pk∇Jk(wc,i−1)− µdi−1 − µ si (5.33)
where we defined the perturbation terms:
di−1 ,
N∑
k=1
pk (∇Jk(wk,i−1)−∇Jk(wc,i−1)) (5.34)
si ,
N∑
k=1
pk
(
∇̂Jk(wk,i−1)−∇Jk(wk,i−1)
)
(5.35)
We use the subscript i − 1 for di−1 to emphasize that it depends on data up to time i − 1,
in contrast to si which is also dependent on the most recent data from time i. Observe that
di−1 arises from the disagreement within the network, and in particular that if each wk,i−1
remains close to the network centroid wc,i−1, this perturbation will be small in light of the
Lipschitz condition (5.5) on the gradients. The second perturbation term si arises from the
noise introduced by stochastic gradient approximations at each agent. We now establish
that recursion (5.33) will continue to exhibit some of the desired properties of (centralized)
gradient descent, despite the presence of persistent and coupled perturbation terms.
5.2.2 Network disagreement
To begin with, we study more closely the evolution of the individual estimates wk,i relative
to the network centroid wc,i. Multiplying (5.29) by VTR ,
(
V TR ⊗ I
)
from the left yields in
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light of (5.30):
VTRWi = VTRATWi−1−µVTRATĝ(Wi−1)
= VTRATVLVTRWi−1−µVTRATVLVTRĝ(Wi−1)
= JT VTRWi−1−µJT VTRĝ(Wi−1) (5.36)
Then, for the deviation from the network centroid:
Wi−Wc,i = Wi−
(
1pT ⊗ I)Wi
=
(
I − (1pT ⊗ I))Wi
=
((
V
−1 ⊗ I)T(V ⊗ I)T − (1pT ⊗ I))Wi
(5.30)
= VLVTRWi (5.37)
so that the deviation from the centroid can be easily recovered from VTRWi in (5.36). Pro-
ceeding with (5.36), we find:
∥∥VTRWi∥∥4 = ∥∥JT VTRWi−1−µJT VTRĝ(Wi−1)∥∥4
(a)
≤ ∥∥JT ∥∥4∥∥VTRWi−1−µVTRĝ(Wi−1)∥∥4
(b)
≤ ∥∥JT ∥∥∥∥VTRWi−1∥∥4 + µ4 ∥∥JT ∥∥4
(1− ‖JT ‖)3
∥∥VTRĝ(Wi−1)∥∥4 (5.38)
where (a) follows from the sub-multiplicative property of norms, and (b) follows from Jensen’s
inequality ‖a+ b‖4 ≤ 1
α3
‖a‖4 + 1
(1−α)3‖b‖4 with
α =
∥∥JT ∥∥ ,√ρ (JJT ) ≤√‖JJT ‖1 ≤√λ22 + 2 < 1 (5.39)
for sufficiently small  due to Assumption 5.1, where λ2 , ρ
(
A− 1pT). We observe that the
term
∥∥VTRWi∥∥4 contracts at an exponential rate given by ∥∥JT ∥∥ ≈ λ2 for small , also known
as the mixing rate of the graph. Iterating this relation and applying Assumptions 5.1–5.4,
we obtain the following result. We note that similar results have been obtained before in the
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literature, see for example [27] for strongly convex costs and extended later in [54] for the
non-convex setting.
Theorem 5.1 (Network disagreement (4th order)). Under assumptions 5.1–5.4, the
network disagreement is bounded after sufficient iterations i ≥ io by:
E
∥∥Wi− (1pT ⊗ I)Wi∥∥4
≤ µ4‖VL‖4
∥∥JT ∥∥4
(1− ‖JT ‖)4
‖VTR‖4N2
(
G4 + σ4
)
+ o(µ4) (5.40)
where
io =
log (o(µ4))
log (‖JT ‖)
(5.41)
and o(µ4) denotes a term that is higher in order than µ4.
Proof. Appendix 5.A.
Note again, that Jensen’s inequality immediately implies for the second-order moment:
E
∥∥Wi− (1pT ⊗ I)Wi∥∥2 = E√‖Wi− (1pT ⊗ I)Wi‖4
≤
√
E ‖Wi− (1pT ⊗ I)Wi‖4
(a)
≤ µ2‖VL‖2
∥∥JT ∥∥2
(1− ‖JT ‖)2
‖VTR‖2N
(
G2 + σ2
)
+ o(µ2) (5.42)
where (a) follows from (5.40) and sub-additivity of the square root, i.e.
√
x+ y ≤ √x+√y.
This result establishes that, for every agent k, we have after sufficient iterations i ≥ io:
E ‖wk,i−wc,i ‖2 ≤ O(µ2) (5.43)
or, by Markov’s inequality [145]:
Pr
{‖wk,i−wc,i ‖2 ≥ O(µ)} ≤ O(µ) (5.44)
and hence wk,i will be arbitrarily close to wc,i with arbitrarily high probability for all agents.
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This result has two implications. First, it allows us to use the network centroid wc,i as a
proxy for all iterates wk,i in the network, since all agents will cluster around the network
centroid after sufficient iterations. Second, it allows us to bound the perturbation terms
encountered in (5.33).
Lemma 5.2 (Perturbation bounds (2nd and 4th order)). Under assumptions 5.1–5.4
and for sufficiently small step-sizes µ, the perturbation terms are bounded as:
(
E ‖di−1‖2
)2 ≤ E ‖di−1‖4 ≤ O(µ4) (5.45)(
E
{‖si‖2|F i−1})2 ≤ E{‖si‖4|F i−1} ≤ σ4 (5.46)
after sufficient iterations i ≥ i0.
Proof. Appendix 5.B.
Definition 5.2 (Sets). To simplify the notation in the sequel, we introduce following sets:
G ,
{
w : ‖∇J(w)‖2 ≥ µc2
c1
(
1 +
1
pi
)}
(5.47)
GC ,
{
w : ‖∇J(w)‖2 < µc2
c1
(
1 +
1
pi
)}
(5.48)
H , {w : w ∈ GC , λmin (∇2J(w)) ≤ −τ} (5.49)
M , {w : w ∈ GC , λmin (∇2J(w)) > −τ} (5.50)
where τ is a small positive parameter, c1 and c2 are constants:
c1 ,
1
2
(1− 2µδ) = O(1) (5.51)
c2 , δσ2/2 = O(1) (5.52)
and 0 < pi < 1 is a parameter to be chosen. Note that GC = H ∪M. We also define the
probabilities piGi , Pr {wc,i ∈ G}, piHi , Pr {wc,i ∈ H} and piMi , Pr {wc,i ∈M}. Then for
all i, we have piGi + pi
H
i + pi
M
i = 1.
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The definitions (5.47)–(5.50) decompose the parameter-space RM into two disjoint sets G
and GC , and further sub-divides GC into H and M. The set G denotes the set all points w
where the norm of the gradient is large, while GC = H ∪M denotes the set of all points
where the norm of the gradient is small, i.e., approximately first-order stationary points.
In a manner similar to related works on the escape from strict-saddle points, we further
decompose the set GC of approximate first-order stationary points into those points w ∈ H
that do have a significant negative eigenvalue, and those in M that do not [59, 60, 144].
Points in the parameter space that have a small gradient norm and no significant negative
eigenvalue are referred to as second-order stationary points, while points in H are known
as strict saddle-points due to the presence of a strictly negative eigenvalue in the Hessian
matrix. In the sequel, we will establish descent for centroids in G in Theorem 5.2 and
centroids inH in Theorem 6.1, and hence the approach of a point inM with high probability
after a polynomial number of iterations in Theorem 6.2. Second-order stationary points are
generally more likely to be “good” minimizers than first-order stationary points, which could
even correspond to local maxima. Furthermore, for a certain class of cost functions, known as
“strict-saddle” functions, second-order stationary points always correspond to local minima
for sufficiently small τ [59].
5.2.3 Evolution of the network centroid
Having established in (5.42), that after sufficient iterations, all agents in the network will
have contracted around the centroid in a small cluster for small step-sizes, we can now
leverage wc,i as a proxy for all wk,i. From Assumption 5.2 and (5.7), we have the following
bound:
J(wc,i) ≤ J(wc,i−1) +∇J(wc,i−1)T (wc,i−wc,i−1) + δ
2
‖wc,i−wc,i−1‖2 (5.53)
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From (5.33), we then obtain:
J(wc,i) ≤ J(wc,i−1)− µ‖∇J(wc,i−1)‖2
− µ∇J(wc,i−1)T (di−1 + si)
+ µ2
δ
2
‖∇J(wc,i−1) + di−1 + si‖2 (5.54)
This relation, along with (5.33) and the results from Lemma 5.2, allow us to establish the
following theorem.
Theorem 5.2 (Descent relation). Beginning at wc,i−1 in the large gradient regime G, we
can bound:
E {J(wc,i)|wc,i−1 ∈ G} ≤ E {J(wc,i−1)|wc,i−1 ∈ G} − µ2 c2
pi
+
O(µ3)
piGi−1
(5.55)
as long as piGi−1 = Pr {wc,i−1 ∈ G} 6= 0 where the relevant constants are listed in definition 5.2.
On the other hand, beginning at wc,i−1 ∈M, we can bound:
E {J(wc,i)|wc,i−1 ∈M} ≤ E {J(wc,i−1)|wc,i−1 ∈M}+ µ2c2 + O(µ
3)
piMi−1
(5.56)
as long as piMi−1 = Pr {wc,i−1 ∈M} 6= 0.
Proof. Appendix 5.D.
Relation (5.55) guarantees a lower bound on the expected improvement when the gradient
norm at the current iterate is sufficiently large, i.e. wc,i−1 ∈ G is not an approximately
first-order stationary point. On the other hand, when wc,i−1 ∈ M, inequality (5.56) it
establishes an upper bound on the expected ascent. The respective bounds can be balanced
by appropriately choosing pi, which will be leveraged in Chapter 6. We are left to treat the
third possibility, namely wc,i−1 ∈ H. In this case, since the norm of the gradient is small, it
is no longer possible to guarantee descent in a single iteration. We shall study the dynamics
in more detail in the sequel.
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5.2.4 Behavior around stationary points
In the vicinity of saddle-points, the norm of the gradient is not sufficiently large to guarantee
descent at every iteration as indicated by (5.55). Instead, we will study the cumulative
effect of the gradient, as well as perturbations, over several iterations. For this purpose, we
introduce the following second-order condition on the cost functions, which is common in
the literature [1, 59,60].
Assumption 5.5 (Lipschitz Hessians). Each Jk(·) is twice-differentiable with Hessian
∇2Jk(·) and, there exists ρ ≥ 0 such that:
‖∇2Jk(x)−∇2Jk(y)‖ ≤ ρ‖x− y‖ (5.57)
By Jensen’s inequality, this implies that J(·) = ∑Nk=1 pkJk(·) also satisfies:
‖∇2J(x)−∇2J(y)‖ ≤ ρ‖x− y‖ (5.58)
Let i? denote an arbitrary point in time. We use i? in order to emphasize approximately first-
order stationary points, where the norm of the gradient is small. Such first-order stationary
points wc,i? ∈ GC could either be in the set of second-order stationary pointsM or in the set
of strict-saddle points H. Our objective is to show that when wc,i? ∈ H, we can guarantee
descent after several iterations. To this end, starting at i?, we have for i ≥ 0:
wc,i?+i+1 = wc,i?+i−µ∇J(wc,i?+i)− µdi?+i − µ si?+i+1 (5.59)
Subsequent analysis will rely on an auxiliary model, referred to as a short-term model. It
will be seen that this model is more tractable and evolves “close” to the true recursion
under the second-order smoothness condition on the Hessian matrix (5.58) and as long as
the iterates remain close to a stationary point. A similar approach has been introduced and
used to great advantage in the form of a “long-term model” to derive accurate mean-square
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deviation performance expressions for strongly-convex costs in [1,22,32,146]. The approach
was also used to provide a “quadratic approximation” to establish the ability of stochastic
gradient based algorithms to escape from strict saddle-points in the single-agent case under
i.i.d. perturbations in [59].
For the driving gradient term in (5.59), we have from the mean-value theorem [1]:
∇J(wc,i?+i)−∇J(wc,i?) = H i?+i (wc,i?+i−wc,i?) (5.60)
where
H i?+i ,
∫ 1
0
∇2J ((1− t)wc,i?+i +twc,i?) dt (5.61)
Subtracting (5.59) from wc,i? , we obtain:
wc,i? −wc,i?+i+1 =wc,i? −wc,i?+i +µ∇J(wc,i?+i) + µdi?+i + µ si?+i+1
= (I − µH i?+i) (wc,i? −wc,i?+i) + µ∇J(wc,i?)
+ µdi?+i + µ si?+i+1 (5.62)
We introduce short-hand notation for the deviation:
w˜i
?
i , wc,i? −wc,i?+i (5.63)
Note that w˜i
?
i denotes the deviation of the network centroid wc,i?+i at time i
? + i from the
initial, approximately first-order stationary point wc,i? . Establishing escape from saddle-
points is equivalent to establishing the growth of w˜i
?
i whenever wc,i? ∈ H. We hence expect
the deviation to grow over time, but would like to establish that wc,i?+i moves away from
wc,i? in a direction of descent. We can then write more compactly:
w˜i
?
i+1 = (I − µH i?+i) w˜i
?
i + µ∇J(wc,i?)
+ µdi?+i + µ si?+i+1 (5.64)
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The time-varying nature ofH i?+i makes this recursion difficult to study. We hence introduce
the following auxiliary recursion, initialized at w′c,i? = wc,i? , where H i?+i is replaced by
∇2J(wc,i?) and the perturbation term µdi?+i is omitted:
wc,i? −w′c,i?+i+1 =
(
I − µ∇2J(wc,i?)
) (
wc,i? −w′c,i?+i
)
+ µ∇J(wc,i?) + µ si?+i+1 (5.65)
or, more compactly, with w˜′i
i? , wc,i? −w′c,i?+i
w˜′i
?
i+1 =
(
I − µ∇2J(wc,i?)
)
w˜′i
i? + µ∇J(wc,i?) + µ si?+i+1 (5.66)
Of course, this second model is only useful in studying the behavior of the original recur-
sion (5.59) if the iterates generated by both models remain close to each other, which we
shall prove to be true. Specifically, if we write:
w′i?+i+1 = wi?+i+1 + ui?+i+1 (5.67)
then ui?+i+1 will be shown to be negligible in some sense. Results along this line have been
established in the centralized and distributed contexts for strongly-convex costs [1, 22] and
in the centralized setting for strict saddle points [59]. We show here that this conclusion
holds more generally in the vicinity of O(µ)-first-order stationary points. Before establishing
deviation bounds, we establish a short lemma which will be used repeatedly.
Lemma 5.3 (A limiting result). For T, µ, δ > 0 and k ∈ Z+ with µ < 1δ , we have:
lim
µ→0
(
(1 + µδ)k
(1− µδ)k−1
)T
µ
= e−Tδ+2kTδ = O(1) (5.68)
Proof. Appendix 5.C.
Lemma 5.4 (Deviation bounds). Suppose Pr {wc,i? ∈ H} 6= 0. Then, the following quanti-
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ties are conditionally bounded:
E
{∥∥∥w˜i?i ∥∥∥2|wc,i? ∈ H} ≤ O(µ) + O(µ2)piHi? (5.69)
E
{∥∥∥w˜i?i ∥∥∥3|wc,i? ∈ H} ≤ O(µ3/2) + O(µ3)piHi? (5.70)
E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H} ≤ O(µ2) + O(µ4)piHi? (5.71)
E
{∥∥∥w˜i?i − w˜′ii?∥∥∥2|wc,i? ∈ H} ≤ O(µ2) + O(µ2)piHi? (5.72)
E
{∥∥w˜′ii?∥∥2|wc,i? ∈ H} ≤ O(µ) + O(µ2)piHi? (5.73)
for i ≤ T
µ
, where T denotes an arbitrary constant that is independent of the step-size µ.
Proof. Appendix 5.E.
These deviation bounds establish that, beginning at a strict-saddle point wc,i? at time i
? the
iterates will remain close to wc,i? for the next O(1/µ) iterations. Consequently, the short-
term model will be sufficiently accurate for the next O(1/µ) iterations. We will establish
formally in Chapter 6 that the small-deviation bounds in Lemma 5.4 ensure descent of the
true recursion can be inferred by studying only the evolution of the short-term model, which
is significantly more tractable.
5.3 Application: Robust Regression
Consider a scenario where each agent k in the network observes streaming realizations
{γ(k, i),hk,i} from the linear model γ(k) = hTkwo + v(k) where γ(k) denotes scalar ob-
servations and v(k) denotes measurement noise. One common approach for estimating wo
in a distributed setting is via least-mean-square error estimation, resulting in the local cost
functions:
JMSEk (w) = E
∥∥γ(k)− hTkw∥∥2 (5.74)
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The resulting problem is convex and has been studied extensively in the literature. While
effective under the assumption of Gaussian noise, and similar well-behaved noise conditions,
this approach is susceptible to outliers caused by heavy-tailed distributions for v(k) [130].
This is caused by the fact that the quadratic risk penalizes errors proportionally to their
squared norm, and as such has a tendency to over-correct outliers, even if they are rare.
Several alternative robust cost functions have been suggested in the literature. We consider
two in particular in order to illustrate the advantages of allowing for non-convex costs in the
context of robust estimation, namely the Huber loss QHk (w;xk) and Tukey’s biweight loss
QBk (w;xk) [130]. For ease of notation, let e(w) , γ(k)− hTkw. Then:
QHk (w;xk) =

1
2
|e(w)|2, for |e(w)| ≤ cH
cH |e(w)| − 12c2H , for |e(w)| > cH .
(5.75)
QBk (w;xk) =

c2B
6
(
1−
(
1− |e(w)|2
c2B
)3)
, for |e(w)| ≤ cB
c2B
6
otherwise
(5.76)
where cH , cB are tuning constants. The Huber cost is merely convex (and not strongly-
convex), while the Tukey loss is non-convex. Both losses satisfy assumptions 5.1–5.4 imposed
in this chapter. In particular, since the Huber risk JHk (w) has a unique, local minimum,
which also happens to be locally strongly-convex, we can conclude that despite the absence
of strong-convexity, the algorithm will converge to within O(µ) of the global minimum. The
Tukey loss on the other hand, is non-convex, and is therefore a more challenging problem.
The setting for the simulation results is shown in Figures 5.2–5.3.
Performance is illustrated in Fig. 5.4–5.5. We first show the performance of each cost
in the nominal scenario, where v(k) ∼ N (0, σ2v). We observe that the distributed strategies
outperform the non-cooperative ones, and that despite differences in the rate of convergence,
there is negligible difference in the performance of the mean-square-error, Huber and Tukey
variations. In the presence of outliers, modeled as a bimodal distribution with v(k) ∼
(1− )N (0, σ2v) + N (10, σ2v) and  = 0.1, the performance of the mean-square-error solution
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Figure 5.2: Graph with N = 20 nodes.
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Figure 5.3: Regressor power Tr (Rh,k) at each agent.
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Figure 5.4: Performance in the nominal case.
dramatically deteriorates, as is to be expected in the presence of deviations from the nominal
model.
5.A Proof of Lemma 5.1
Starting from (5.36), taking norms of both sides and computing the fourth power, we find:
∥∥VTRWi∥∥4 = ∥∥JT VTRWi−1 +µJT VTRĝ(Wi−1)∥∥4
≤ ∥∥JT ∥∥4∥∥VTRWi−1 +µVTRĝ(Wi−1)∥∥4
(a)
≤ ∥∥JT ∥∥∥∥VTRWi−1∥∥4 + µ4 ∥∥JT ∥∥4
(1− ‖JT ‖)3
∥∥VTRĝ(Wi−1)∥∥4 (5.77)
where step (a) follows from convexity of ‖ · ‖4 and Jensen’s inequality, i.e. ‖a+ b‖4 =
1
α3
‖a‖4 + 1
(1−α)3‖b‖
4. To begin with, we study the stochastic gradient term in some greater
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Figure 5.5: Performance in the corrupted case.
detail. We have:
∥∥VTRĝ(Wi−1)∥∥4 = ∥∥VTRg(Wi−1) + VTRcol {sk,i(wk,i−1)}∥∥4
≤ 8∥∥VTRg(Wi−1)∥∥4 + 8∥∥VTRcol {sk,i(wk,i−1)}∥∥4 (5.78)
For the first term we have:
8
∥∥VTRg(Wi−1)∥∥4 (a)= 8∥∥VTRg(Wi−1)− (1pT ⊗ I) g(Wi−1)∥∥4
(b)
≤ 8∥∥VTR∥∥4∥∥g(Wi−1)− (1pT ⊗ I) g(Wi−1)∥∥4
(c)
= 8
∥∥VTR∥∥4
(
N∑
k=1
‖∇Jk(wk,i−1)−∇J(wk,i−1)‖2
)2
(5.9)
≤ 8∥∥VTR∥∥4
(
N∑
k=1
G2
)2
≤ 8∥∥VTR∥∥4N2G4 (5.79)
where (a) follows from the fact that (5.30) implies V TR 1 = 0, (b) follows from the sub-
multiplicity of norms and (c) expands ‖ · ‖2. For the gradient noise term we find under
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expectation:
8E
∥∥VTRcol {sk,i(wk,i−1)}∥∥4 = 8∥∥VTR∥∥4E ‖col {sk,i(wk,i−1)}‖4
= 8
∥∥VTR∥∥4E
(
N∑
k=1
‖sk,i(wk,i−1)‖2
)2
(a)
≤ 8∥∥VTR∥∥4N N∑
k=1
E ‖sk,i(wk,i−1)‖4
(5.20b)
≤ 8∥∥VTR∥∥4N N∑
k=1
σ4 = 8
∥∥VTR∥∥4N2σ4 (5.80)
where (a) follows from Cauchy-Schwarz, which implies
(∑N
k=1 xk
)2
≤ N∑Nk=1 x2k. Plugging
these relations back into (5.77), we obtain:
E
∥∥VTRWi∥∥4 ≤ ∥∥JT ∥∥E∥∥VTRWi−1∥∥4 + µ4 8∥∥JT ∥∥4
(1− ‖JT ‖)3
‖VTR‖4N2
(
G4 + σ4
)
(5.81)
We can iterate, starting from i = 0, to obtain:
E
∥∥VTRWi∥∥4 ≤ ∥∥JT ∥∥iE∥∥VTR W0∥∥4 + µ4 8∥∥JT ∥∥4
(1− ‖JT ‖)3
‖VTR‖4N2
(
G4 + σ4
) i∑
n=1
‖JT ‖n−1
(a)
≤ ∥∥JT ∥∥iE∥∥VTR W0∥∥4 + µ4 8∥∥JT ∥∥4
(1− ‖JT ‖)4
‖VTR‖4N2
(
G4 + σ4
)
(b)
≤ o(µ4) + µ4 8
∥∥JT ∥∥4
(1− ‖JT ‖)4
‖VTR‖4N2
(
G4 + σ4
)
(5.82)
where (a) follows from
∑i
n=1 ‖JT ‖n−1 ≤
∑∞
n=1 ‖JT ‖n−1 =
(
1− ‖JT ‖
)−1
, and (b) holds
whenever:
∥∥JT ∥∥iE∥∥VTR W0∥∥4 ≤ o(µ4)⇐⇒ ∥∥JT ∥∥i ≤ o(µ4)
⇐⇒ i log (∥∥JT ∥∥) ≤ log (o(µ4))⇐⇒ i ≥ log (o(µ4))log (‖JT ‖) (5.83)
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Finally, we have from (5.37) under (5.83):
E
∥∥Wi− (1pT ⊗ I)Wi∥∥4 = E∥∥VLVTRWi∥∥4
(a)
≤ ‖VL‖4E
∥∥VTRWi∥∥4
(5.82)
≤ µ4‖VL‖4
∥∥JT ∥∥4
(1− ‖JT ‖)4
‖VTR‖4N2
(
G4 + σ4
)
+ o(µ4) (5.84)
where (a) follows from the sub-multiplicative property of norms.We conclude that all agents
in the network will contract around the centroid vector
(
1pT ⊗ I)Wi after sufficient itera-
tions.
5.B Proof of Lemma 5.2
We begin by studying the perturbation term si. We have:
E
{‖si‖4|F i−1} = E

∥∥∥∥∥
N∑
k=1
pk
(
∇̂Jk(wk,i−1)−∇Jk(wk,i−1)
)∥∥∥∥∥
4
|F i−1

(a)
≤
N∑
k=1
pk E
{∥∥∥∇̂Jk(wk,i−1)−∇Jk(wk,i−1)∥∥∥4|F i−1}
(b)
≤
N∑
k=1
pkσ
4 = σ4 (5.85)
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where (a) follows from
∑N
k=1 pk = 1 and Jensen’s inequality and (b) follows from the fourth-
order moment condition in Assumption 5.4. For the second perturbation term, we have
‖di−1‖4 =
∥∥∥∥∥
N∑
k=1
pk (∇Jk(wk,i−1)−∇Jk(wc,i−1))
∥∥∥∥∥
4
(a)
≤
N∑
k=1
pk‖∇Jk(wk,i−1)−∇Jk(wc,i−1)‖4
(b)
≤ δ4
N∑
k=1
pk‖wk,i−1−wc,i−1‖4
≤ δ4pmax
N∑
k=1
‖wk,i−1−wc,i−1‖4
≤ δ4pmax
(
N∑
k=1
‖wk,i−1−wc,i−1‖2
)2
= δ4pmax‖Wi−1−Wc,i−1‖4 (5.86)
where (a) again follows from Jensen’s inequality, (b) follows from the Lipschitz gradient
condition in Assumption 5.2, and we introduced Wc,i−1 , 1 ⊗wc,i−1. Result (5.45) follows
by applying (5.84) to (5.86).
5.C Proof of Lemma 5.3
For the natural logarithm of the expression, we have:
log
(
(1 + µδ)k
(1− µδ)k−1
)T
µ
=
T
µ
(k log (1 + µδ)− (k − 1) log (1− µδ)) (5.87)
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Since the logarithm is continuous over R+, we have:
log
lim
µ→0
(
(1 + µδ)k
(1− µδ)k−1
)T
µ

= lim
µ→0
log
( (1 + µδ)k
(1− µδ)k−1
)T
µ

= lim
µ→0
T
µ
(k log (1 + µδ)− (k − 1) log (1− µδ))
= kT lim
µ→0
log (1 + µδ)
µ
− (k − 1)T lim
µ→0
log (1− µδ)
µ
(5.88)
We examine the fraction inside the limit more closely. Since both the numerator and de-
nominator of the fraction approach zero as µ→ 0, we apply L’Hoˆpital’s rule:
lim
µ→0
log (1± µδ)
µ
= lim
µ→0
±δ
1± µδ = ±δ (5.89)
Hence, we find:
lim
µ→0
(
(1 + µδ)k
(1− µδ)k−1
)T
µ
= ekTδ+(k−1)Tδ = e−Tδ+2kTδ (5.90)
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5.D Proof of Theorem 5.2
We begin with (5.54) and take expectations conditioned on Wi−1 to obtain:
E {J(wc,i)|Wi−1}
(a)
≤ J(wc,i−1)− µ‖∇J(wc,i−1)‖2 − µ∇J(wc,i−1)Tdi−1
+ µ2
δ
2
‖∇J(wc,i−1) + di−1‖2 + µ2 δ
2
E
{‖si‖2|Wi−1}
(b)
≤ J(wc,i−1)− µ‖∇J(wc,i−1)‖2 + µ
2
‖∇J(wc,i−1)‖2
+
µ
2
‖di−1‖2 + µ2δ‖∇J(wc,i−1)‖2 + µ2δ‖di−1‖2
+ µ2
δ
2
E
{‖si‖2|Wi−1}
(c)
≤ J(wc,i−1)− µ
2
(1− 2µδ) ‖∇J(wc,i−1)‖2
+
µ
2
(1 + 2µδ) ‖di−1‖2 + µ2 δ
2
σ2 (5.91)
where cross-terms were removed in (a) due to the conditional zero-mean condition (5.20a),
(b) follows from ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2 and from −2aTb ≤ ‖a‖2 + ‖b‖2 and (c) is a result
of grouping terms and Lemma 5.2.
Note that (5.91) continues to be random due to the conditioning onWi−1, but that it holds
for every choice of Wi−1 with probability 1. Furthermore, since wc,i−1 =
∑N
k=1 pkwk,i−1, the
centroid wc,i−1 is deterministic conditioned on Wi−1. As such, the event wc,i−1 ∈ G is
deterministic conditioned on Wi−1, and (5.91) holds for every wc,i−1 ∈ G. We can hence take
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expectations over wc,i−1 ∈ G and apply Lemma 5.1 to find:
E {J(wc,i)|wc,i−1 ∈ G} ≤ E {J(wc,i−1)|wc,i−1 ∈ G}
− µ
2
(1− 2µδ)E{‖∇J(wc,i−1)‖2|wc,i−1 ∈ G}
+
µ
2
(1 + 2µδ)E
{‖di−1‖2|wc,i−1 ∈ G}+ µ2 δ
2
σ2
(a)
≤ E {J(wc,i−1)|wc,i−1 ∈ G} − µ2c1 c2
c1
(
1 +
1
pi
)
+O(µ)E
{‖di−1‖2|wc,i−1 ∈ G}+ µ2c2
(b)
≤ E {J(wc,i−1)|wc,i−1 ∈ G} − µ2 c2
pi
+
µ
2
(1 + 2µδ)E
{‖di−1‖2|wc,i−1 ∈ G} (5.92)
In step (a) we applied definition 5.2, and in particular, that from (5.47) ‖∇J(wc,i−1)‖2 ≥
µ c2
c1
(
1 + 1
pi
)
whenever wc,i−1 ∈ G, which implies:
E
{‖∇J(wc,i−1)‖2|wc,i−1 ∈ G} ≥ µc2
c1
(
1 +
1
pi
)
(5.93)
We also collected constants into c1 and c2 defined in (5.51)–(5.52) for brevity. Step (b) is
obtained by grouping terms. Note that from lemma 5.2, we have a bound on E ‖di−1‖2,
but not on the partial expectation conditioned over wc,i−1 ∈ G. We can decompose the full
expectation:
E
{‖di−1‖2} = E{‖di−1‖2|wc,i−1 ∈ G} · piGi−1
+ E
{‖di−1‖2|wc,i−1 ∈ GC} · piGCi−1 (5.45)≤ O(µ2) (5.94)
which implies
E
{‖di−1‖2|wc,i−1 ∈ G} ≤ O(µ2)
piGi−1
(5.95)
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so that we obtain for (5.92):
E {J(wc,i)|wc,i−1 ∈ G} ≤ E {J(wc,i−1)|wc,i−1 ∈ G} − µ2 c2
pi
+
O(µ3)
piGi−1
(5.96)
Similarly:
E {J(wc,i)|wc,i−1 ∈M} ≤ E {J(wc,i−1)|wc,i−1 ∈M}
− µ
2
(1− 2µδ)E{‖∇J(wc,i−1)‖2|wc,i−1 ∈M}
+
µ
2
(1 + 2µδ)E
{‖di−1‖2|wc,i−1 ∈M}+ µ2 δ
2
σ2
(a)
≤ E {J(wc,i−1)|wc,i−1 ∈M}+ µ2c2
+
µ
2
(1 + 2µδ)E
{‖di−1‖2|wc,i−1 ∈M}
(b)
≤ E {J(wc,i−1)|wc,i−1 ∈M}+ µ2c2 + O(µ
3)
piMi−1
(5.97)
where (a) follows from the fact that ‖∇J(wc,i−1)‖2 ≥ 0 with probability 1 and (b) made use
of the same argument that led to (5.96).
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5.E Proof of Lemma 5.4
We refer to (5.64). Suppose i ≤ T
µ
, where T is an arbitrary constant independent of µ. We
then have for i ≥ 0:
E
{∥∥∥w˜i?i+1∥∥∥2|F i?+i} (5.64)= E{∥∥∥ (I − µH i?+i) w˜i?i + µ∇J(wc,i?)
+ µdi?+i + µ si?+i+1
∥∥∥2|F i?+i}
(a)
=
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥2
+ µ2E
{‖si?+i+1‖2|F i?+i}
(b)
=
1
1− µδ
∥∥∥(I − µH i?+i) w˜i?i ∥∥∥2 + µδ ‖∇J(wc,i?) + di?+i‖2
+ µ2E
{‖si?+i+1‖2|F i?+i}
(c)
=
1
1− µδ
∥∥∥(I − µH i?+i) w˜i?i ∥∥∥2 + 2µδ ‖∇J(wc,i?)‖2
+ 2
µ
δ
‖di?+i‖2 + µ2E
{‖si?+i+1‖2|F i?+i}
(d)
≤ (1 + µδ)
2
1− µδ
∥∥∥w˜i?i ∥∥∥2 + 2µδ ‖∇J(wc,i?)‖2
+ 2
µ
δ
‖di?+i‖2 + µ2E
{‖si?+i+1‖2|F i?+i} (5.98)
where (a) follows from the conditional zero-mean property of the gradient noise term in
Assumption 5.4, (b) follows from Jensen’s inequality
‖a+ b‖2 ≤ 1
α
‖a‖2 + 1
1− α‖b‖
2 (5.99)
with α = µδ < 1 and (c) follows from the same inequality with α = 1
2
. Step (d) follows
from the sub-multiplicative property of norms along with −δI ≤ ∇2J(wc,i?) ≤ δI, which
follows from the Lipschitz gradient condition in Assumption 5.2. Since wc,i? is deterministic
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conditioned on F i?+i we can now take expectations over wc,i? ∈ H to obtain:
E
{∥∥∥w˜i?i+1∥∥∥2|wc,i? ∈ H}
≤ (1 + µδ)
2
1− µδ E
{∥∥∥w˜i?i ∥∥∥2|wc,i? ∈ H}
+ 2
µ
δ
E
{‖di?+i‖2|wc,i? ∈ H}
+ 2
µ
δ
E
{‖∇J(wc,i?)‖2|wc,i? ∈ H}
+ µ2E
{‖si?+i+1‖2|wc,i? ∈ H}
(a)
≤ (1 + µδ)
2
1− µδ E
{∥∥∥w˜i?i ∥∥∥2|wc,i? ∈ H}+ 2µδ · O(µ2)piHi?
+ 2
µ
δ
·O(µ) +O(µ2)
≤ (1 + µδ)
2
1− µδ E
{∥∥∥w˜i?i ∥∥∥2|wc,i? ∈ H}+O(µ2) + O(µ3)piHi? (5.100)
where (a) follows from the perturbation bounds in Lemma 5.2 and the starting assumption
that wc,i? is an O(µ)-square stationary point. Note that, at time i = 0, we have:
w˜i
?
0 = wc,i? −wc,i?+0 = 0 (5.101)
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and hence the initial deviation is zero, by definition. Iterating, starting at i = 0 yields:
E
{∥∥∥w˜i?i ∥∥∥2|wc,i? ∈ H}
≤
(
i−1∑
n=0
(
(1 + µδ)2
1− µδ
)n)(
O(µ2) +
O(µ3)
piHi?
)
=
1−
(
(1+µδ)2
1−µδ
)i
1− (1+µδ)2
1−µδ
(
O(µ2) +
O(µ3)
piHi?
)
=
((
(1+µδ)2
1−µδ
)i
− 1
)
(1− µδ)
1 + 2µδ + µ2δ2 − 1 + µδ
(
O(µ2) +
O(µ3)
piHi?
)
=
((
(1+µδ)2
1−µδ
)i
− 1
)
(1− µδ)
3δ + µδ2
(
O(µ) +
O(µ2)
piHi?
)
≤
((
(1+µδ)2
1−µδ
)T
µ − 1
)
(1− µδ)
3δ + µδ2
(
O(µ) +
O(µ2)
piHi?
)
=O(µ) +
O(µ2)
piHi?
(5.102)
where the last line follows from Lemma 5.3 after noting that:
((
(1+µδ)2
1−µδ
)T
µ − 1
)
(1− µδ)
3δ + µδ2
≤
((
(1+µδ)2
1−µδ
)T
µ − 1
)
(1− µδ)
3δ
≤
(
(1+µδ)2
1−µδ
)T
µ −
(
(1+µδ)2
1−µδ
)T
µ
µδ − 1 + µδ
3δ
≤
(
(1+µδ)2
1−µδ
)T
µ − 1
3δ
(5.103)
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This establishes (5.69). We proceed to establish a bound on the fourth-order moment. Using
the inequality [1]:
‖a+ b‖4 ≤ ‖a‖4 + 3‖b‖4 + 8‖a‖2‖b‖2 + 4‖a‖2 (aTb) (5.104)
we have:
E
{∥∥∥w˜i?i+1∥∥∥4|F i?+i}
≤
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥4
+ 3µ4E
{‖si?+i+1‖4 |F i?+i}
+ 8µ2
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥2
× E{‖si?+i+1‖2 |F i?+i}
+ 4µ
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥2
×
(
(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i
)T
× (E {si?+i+1 |F i?+1})
(a)
=
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥4
+ 3µ4E
{‖si?+i+1‖4 |F i?+i}
+ 8µ2
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥2
× E{‖si?+i+1‖2 |F i?+i}
(b)
=
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥4 +O(µ4)
+
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥2O(µ2)
(c)
=
∥∥∥(I − µH i?+i) w˜i?i + µ∇J(wc,i?) + µdi?+i∥∥∥4 +O(µ4)
+
(∥∥∥(I − µH i?+i) w˜i?i ∥∥∥2
+ µ2‖∇J(wc,i?)‖2 + µ2‖di?+i‖2
)
O(µ2) (5.105)
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where in step (a) we dropped cross-terms due to the conditional zero-mean property of the
gradient noise in Assumption 5.4, step (b) follows from the fourth-order conditions on the
gradient noise in Assumption 5.4 along with the perturbation bounds in Lemma 5.2, and
(c) follows from Jensen’s inequality, i.e. ‖a+ b+ c‖2 ≤ 3‖a‖2 + 3‖b‖2 + 3‖c‖2. Taking
expectations over wc,i? ∈ H on both sides and collecting constant factors along with µ in
appropriate O(·) terms:
E
{∥∥∥w˜i?i+1∥∥∥4|wc,i? ∈ H}
≤ E
{∥∥∥ (I − µH i?+i) w˜i?i + µ∇J(wc,i?)
+ µdi?+i
∥∥∥4|wc,i? ∈ H}+O(µ4)
+
(
E
{∥∥∥(I − µH i?+i) w˜i?i ∥∥∥2|wc,i? ∈ H}
+ µ2E
{‖∇J(wc,i?)‖2|wc,i? ∈ H}
+ µ2E
{‖di?+i‖2|wc,i? ∈ H})O(µ2)
≤ E
{∥∥∥ (I − µH i?+i) w˜i?i + µ∇J(wc,i?)
+ µdi?+i
∥∥∥4|wc,i? ∈ H}+O(µ4)
+
(
(1 + µδ)2E
{∥∥w˜ii?∥∥2|wc,i? ∈ H}
+ µ2E
{‖∇J(wc,i?)‖2|wc,i? ∈ H}
+ µ2E
{‖di?+i‖2|wc,i? ∈ H})O(µ2)
≤ E
{∥∥∥ (I − µH i?+i) w˜i?i + µ∇J(wc,i?)
+ µdi?+i
∥∥∥4|wc,i? ∈ H}+O(µ4)
+
(
(1 + µδ)2O(µ) + µ2O(µ) + µ2
O(µ2)
piHi?
)
O(µ2)
= E
{∥∥∥ (I − µH i?+i) w˜i?i + µ∇J(wc,i?)
+ µdi?+i
∥∥∥4|wc,i? ∈ H}+O(µ3) + O(µ6)
piHi?
(5.106)
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Finally, from Jensen’s inequality, we find for 0 < α < 1:
‖a+ b‖4 = 1
α3
‖a‖4 + 1
(1− α)3 ‖b‖
4 (5.107)
and hence for α = 1− µδ and 0 < µ < 1
δ
:
E
{∥∥∥ (I − µH i?+i) w˜i?i + µ∇J(wc,i?)
+ µdi?+i
∥∥∥4|wc,i? ∈ H}
(5.107)
≤ (1 + µδ)
4
(1− µδ)3 E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H}
+
µ4
µ3δ3
E
{‖∇J(wc,i?) + di?+i‖4|wc,i? ∈ H}
(5.107)
≤ (1 + µδ)
4
(1− µδ)3 E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H}
+ 8
µ
δ3
(
E
{‖∇J(wc,i?)‖4|wc,i? ∈ H}
+ E
{‖di?+i‖4|wc,i? ∈ H})
≤ (1 + µδ)
4
(1− µδ)3 E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H}
+ 8
µ
δ3
(
O(µ2) +
O(µ4)
piHi
)
≤ (1 + µδ)
4
(1− µδ)3 E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H}+O(µ3) + O(µ5)piHi (5.108)
Hence,
E
{∥∥∥w˜i?i+1∥∥∥4|wc,i? ∈ H}
≤ (1 + µδ)
4
(1− µδ)3 E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H}+O(µ3) + O(µ5)piHi (5.109)
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Recall again that w˜i
?
0 = 0 and therefore iterating yields:
E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H}
≤
(
i−1∑
n=0
(
(1 + µδ)4
(1− µδ)3
)n)(
O(µ3) +
O(µ5)
piHi
)
=
1−
(
(1+µδ)4
(1−µδ)3
)i
1− (1+µδ)4
(1−µδ)3
(
O(µ3) +
O(µ5)
piHi
)
=
((
(1+µδ)4
(1−µδ)3
)i
− 1
)
(1− µδ)3
(1 + µδ)4 − (1− µδ)3
(
O(µ3) +
O(µ5)
piHi
)
≤
(
(1+µδ)4
(1−µδ)3
)i
− 1
(1 + µδ)4 − (1− µδ)3
(
O(µ3) +
O(µ5)
piHi
)
(a)
≤
(
(1+µδ)4
(1−µδ)3
)i
− 1
O(µ)
(
O(µ3) +
O(µ5)
piHi
)
=
((1 + µδ)4
(1− µδ)3
)i
− 1
O(µ2)
≤
((1 + µδ)4
(1− µδ)3
)T
µ
− 1
(O(µ2) + O(µ4)
piHi
)
≤O(µ2) + O(µ
4)
piHi
(5.110)
where in (a) we expanded:
(1 + µδ)4 − (1− µδ)3
= 1 + 4µδ +O(µ2)− 1 + 3µδ −O(µ2) = O(µ) (5.111)
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and the last step follows from Lemma 5.3. This establishes (5.71). Eq. (5.70) then follows
from Jensen’s inequality via:
E
{∥∥∥w˜i?i ∥∥∥3|wc,i? ∈ H}
≤
(
E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H})3/4
≤
(
O(µ2) +
O(µ4)
piHi?
)3/4
=O(µ3/2) +
O(µ3)
(piHi? )
4/3
≤O(µ3/2) + O(µ
3)
piHi?
(5.112)
We now study the difference between the short-term model (5.66) and the true recur-
sion (5.64). We have:
wc,i?+i+1−w′c,i?+i+1
= − w˜i?i+1 + w˜′i
?
i+1
= − (I − µH i?+i) w˜i?i − µ∇J(wc,i?)− µdi?+i − µ si?+i+1
+
(
I − µ∇2J(wc,i?)
)
w˜′i
?
i + µ∇J(wc,i?) + µ si?+i+1
= − (I − µH i?+i) w˜i?i − µdi?+i +
(
I − µ∇2J(wc,i?)
)
w˜′i
?
i
=
(
I − µ∇2J(wc,i?)
) (
wc,i?+i−w′c,i?+i
)− µdi?+i
+ µ
(
H i?+i −∇2J(wc,i?)
)
w˜i
?
i (5.113)
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Before proceeding, note that the difference between the Hessians in the driving term can be
bounded as:
∥∥∇2J(wc,i?)−H i?+i∥∥
=
∥∥∥∥∇2J(wc,i?)− ∫ 1
0
∇2J ((1− t)wc,i?+i +twc,i?) dt
∥∥∥∥
=
∥∥∥∥∫ 1
0
(∇2J(wc,i?)−∇2J ((1− t)wc,i?+i +twc,i?)) dt∥∥∥∥
(a)
≤
∫ 1
0
∥∥∇2J(wc,i?)−∇2J ((1− t)wc,i?+i +twc,i?)∥∥ dt
(b)
≤ ρ
∫ 1
0
‖(1− t)wc,i? −(1− t)wc,i?+i‖ dt
= ρ
∥∥∥w˜i?i ∥∥∥∫ 1
0
(1− t)dt = ρ
2
∥∥∥w˜i?i ∥∥∥ (5.114)
where (a) follows Jensen’s inequality and (b) follows form the Lipschitz Hessian assump-
tion 5.5. Returning to (5.113) and taking norms yields:
‖wc,i?+i+1−w′c,i?+i+1 ‖2
=
∥∥∥ (I − µ∇2J(wc,i?)) (wc,i?+i−w′c,i?+i)
− µdi?+i + µ
(
H i?+i −∇2J(wc,i?)
)
w˜i
?
i
∥∥∥2
(a)
≤ 1
1− µδ
∥∥(I − µ∇2J(wc,i?)) (wc,i?+i−w′c,i?+i)∥∥2
+
µ2
µδ
∥∥∥di?+i + (H i?+i −∇2J(wc,i?)) w˜i?i ∥∥∥2
(b)
≤ 1
1− µδ
∥∥(I − µ∇2J(wc,i?)) (wc,i?+i−w′c,i?+i)∥∥2
+ 2
µ
δ
(
‖di?+i‖2 +
∥∥∥(H i?+i −∇2J(wc,i?)) w˜i?i ∥∥∥2)
(5.114)
≤ (1 + µδ)
2
1− µδ
∥∥wc,i?+i−w′c,i?+i∥∥2
+ 2
µ
δ
(
‖di?+i‖2 + ρ
2
∥∥∥w˜i?i ∥∥∥4) (5.115)
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where (a) again follows from Jensen’s inequality (5.99) with α = 1−µδ and (b) follows from
the same inequality with α = 1
2
. Taking expectations over wc,i? ∈ H yields:
E
{
‖wc,i?+i+1−w′c,i?+i+1 ‖2|wc,i? ∈ H
}
≤ (1 + µδ)
2
1− µδ E
{∥∥wc,i?+i−w′c,i?+i∥∥2|wc,i? ∈ H}
+ 2
µ
δ
E
{‖di?+i‖2 |wc,i? ∈ H}
+
ρµ
δ
E
{∥∥∥w˜i?i ∥∥∥4 |wc,i? ∈ H}
(a)
≤ (1 + µδ)
2
1− µδ E
∥∥wc,i?+i−w′c,i?+i∥∥2 +O(µ3) + O(µ3)piHi? (5.116)
where (a) follows from the bound on the network disagreement in Lemma 5.4.
Since both the true and the short-term model are initialized atwc,i? , we havewc,i?+0−w′c,i?+0 =
0. Iterating and applying the same argument as above leads to:
E ‖wc,i?+i+1−w′c,i?+i+1 ‖2 ≤ O(µ2) +
O(µ2)
piHi?
(5.117)
which is (5.72).
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CHAPTER 6
Decentralized Non-Convex Learning — Escape from
Saddle-Points
The diffusion strategy for distributed learning from streaming data employs local stochastic
gradient updates along with exchange of iterates over neighborhoods. In Chapter 5 we estab-
lished that agents cluster around a network centroid and proceeded to study the dynamics of
this point. We established expected descent in non-convex environments in the large-gradient
regime and introduced a short-term model to examine the dynamics over finite-time hori-
zons. Using this model, we establish in this chapter that the diffusion strategy is able to
escape from strict saddle-points in O(1/µ) iterations; it is also able to return approximately
second-order stationary points in a polynomial number of iterations. Relative to prior works
on the polynomial escape from saddle-points, most of which focus on centralized perturbed or
stochastic gradient descent, our approach requires less restrictive conditions on the gradient
noise process. The materials in this chapter are based on [71].
6.1 Introduction
We consider a network of N agents. Each agent k is equipped with a local, stochastic cost of
the form Jk(w) = ExQk(w;xk), where w ∈ RM denotes a parameter vector and xk denotes
random data. In Chapter 5, we consider a global optimization problem of the form:
min
w
J(w), where J(w) ,
N∑
k=1
pkJk(w) (6.1)
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where the weights pk are a function of the combination weights a`k and will be specified
further below in (6.4).
Solutions to such problems via distributed strategies can be pursued through a variety of
algorithms, including those of the consensus and diffusion type [1, 26–31]. In Chapter 5, we
studied the diffusion strategy strategy due to its proven enhanced performance in adaptive
environments in response to streaming data and drifting conditions [1, 147]. The strategy
takes the form:
φk,i = wk,i−1−µ∇̂Jk(wk,i−1) (6.2a)
wk,i =
N∑
`=1
a`kφ`,i (6.2b)
Note that the gradient step (6.2a) employs a stochastic gradient approximation ∇̂Jk(wk,i−1),
rather than the true gradient ∇Jk(wk,i−1). The random approximation of the true gradient
based on sampled data introduces persistent gradient noise, which seeps into the evolution of
the algorithm. A commonly employed construction is ∇̂Jk(wk,i−1) = ∇Qk(wk,i−1;xk); nev-
ertheless, we consider general stochastic gradient approximations ∇̂Jk(wk,i−1) under suitable
conditions on the induced gradient noise process (Assumptions 6.4 and 6.7 further ahead).
Prior works have studied the dynamics of the diffusion strategy (6.2a)–(6.2b) and examined
the implications of the gradient noise term in the strongly-convex setting [1,27,146]. In par-
ticular, it has been shown that despite the presence of gradient noise, the iterates wk,i will
approach the global solution w? , arg minw J(w) to the problem (6.1) in the mean-square-
error sense, namely it will hold that lim supi→∞E ‖w? −wk,i ‖2 = O(µ).
In Chapter 5 we showed that many of the desirable properties of the diffusion algorithm
continue to hold in the more challenging non-convex setting. We established that all agents
will cluster around a common network centroid after sufficient iterations and established
expected descent of the network centroid in the large-gradient regime. In this part of the
work we establish that the diffusion strategy is able to escape strict-saddle points and return
second-order stationary points in polynomial time.
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6.1.1 Related Works
A general discussion on decentralized algorithms for optimization and learning can be found
in Chapter 5. In this section, we focus on works studying the ability of algorithms to escape
strict saddle-points and reach second-order stationary points, which is the focus of this
part. The desire to obtain guarantees for the escape from saddle-points is motivated by the
observation that in many problems of interest, such as neural networks, saddle-points can
correspond to bottlenecks of the optimization problem. As such, guarantees of convergence
to first-order stationary points, i.e., points where the norm of the gradient is small, need
not be sufficient to establish good performance. For this reason, there has been interest in
the guarantee of convergence to second-order stationary points. Approximate second-order
stationary points, like first-order stationary points, are required to have a small gradient
norm, but are also restricted in terms of the smallest eigenvalues of their Hessian matrices.
Works that study the ability of gradient descent algorithms to escape strict saddle-points
can broadly be classified into two approaches. The first class is based on the fact that there
is at least one direction of descent at every saddle-point and leverage either second-order
information [144] or first-order strategies for identifying a negative-curvature direction [135–
137] to identify the descent direction. Our work falls into a second class of strategies, which
exploit the fact that strict saddle-points (defined later) are unstable in the sense that small
perturbations allow for the iterates to escape from the saddle point almost surely. Along these
lines, it has been shown in [133] that under an appropriately chosen random initialization
scheme, the gradient descent algorithm converges to minimizers almost surely. The work [61]
further leveraged this fact to establish that distributed gradient descent with appropriately
chosen initialization escapes saddle points. When subjected to persistent, but diminishing
perturbations, known as annealing, asymptotic almost sure convergence to global minimizers
of gradient descent-type algorithms has also been established in the centralized [132] and
more recently in the distributed setting [140]. All these useful results, while powerful in
theory, still do not provide a guarantee that the procedures are efficient in the sense that they
would return accurate solutions after a finite number of iterations. Actually, despite the fact
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that gradient descent with random initialization escapes saddle-points almost surely [133],
it has been established that this process can take exponentially long [148], rendering the
procedure impractical.
These observations have sparked interest in the design of methods that have the ability
to escape saddle-points efficiently, where efficiency is loosely defined as yielding success in
polynomial, rather than exponential time. The authors in [59] add persistent, i.i.d. per-
turbations to the exact gradient descent algorithm and establish polynomial escape from
saddle-points, while the work [60] adds perturbations only when the presence of a saddle-
point is detected. It is important to note that in most of these works, perturbations or
random initializations are selected and introduced with the explicit purpose of allowing the
algorithm to escape from unstable stationary points. For example, random initialization is
followed by exact gradient updates in the works [61, 133], while the perturbations in [60]
are applied only when a saddle-point is detected via the norm of the gradient. All of these
techniques still require knowledge of the exact gradient. While the authors of [59] consider
persistent gradient perturbations, these are nevertheless assumed to be independently and
identically distributed.
Motivated by these considerations, in this chapter, we focus on implementations that
employ stochastic gradient approximations and constant step-sizes. This is driven by the
fact that computation of the exact gradients ∇Jk(·) is generally infeasible in practice because
(a) data may be streaming in, making it impossible to compute∇Exk Qk(·;xk) in the absence
of knowledge about the distribution of the data or (b) the data set, while available as a batch,
may be so large that efficient computation of the full gradient is infeasible. As such, the
exact gradient will need to be replaced by an approximate stochastic gradient, which ends
up introducing in a natural manner some form of gradient noise into the operation of the
algorithm; this noise is the difference between the true gradient and its approximation. The
gradient noise seeps into the operation of the algorithm continually and becomes coupled
with the evolution of the iterates, resulting in perturbations that are neither identically
nor independently distributed over time. For instance, the presence of the gradient noise
process complicates the dynamics of the iterate evolution relative to the centralized recursions
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considered in [59].
There have been some recent works that study stochastic gradient scenarios as well.
However, these methods alter the gradient updates in specific ways or require the gradient
noise to satisfy particular conditions. For example, the work [139] proposes the addition of
Gaussian noise to the naturally occurring gradient noise, while the authors of [134] leverage
alternating step-sizes. The works [135–137] introduce an intermediate negative-curvature-
search step. All of these works alter the traditional stochastic gradient algorithm in order to
ensure efficient escape from saddle-points. The work [138] studies the traditional stochastic
gradient algorithm under a dispersive noise assumption.
The key contributions of this work are three-fold. To the best of our knowledge, we
present the first analysis establishing efficient (i.e., polynomial) escape from strict-saddle
points in the distributed setting. Second, we establish that the gradient noise process is
sufficient to ensure efficient escape without the need to alter it by adding artificial forms of
perturbations, interlacing steps with small and large step-sizes or imposing a dispersive noise
assumption, as long as there is a gradient noise component present in some descent direction
for every strict saddle-point. Third, relative to the existing literature on centralized non-
convex optimization, where the focus is mostly on deterministic or finite-sum optimization,
our modeling conditions are specifically tailored to the scenario of learning from stochastic
streaming data. In particular, we only impose bounds on the gradient noise variance in
expectation, rather than assume a bound with probability 1 [134, 138] or a sub-Gaussian
distribution [139]. Furthermore, we assume that any Lipschitz conditions only hold on the
expected stochastic gradient approximation, rather than for every realization, with probabil-
ity 1 [135–137].
For reference, we refer the reader back to Table 5.1 in Chapter 5 for a summary of related
works and modeling conditions.
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6.2 Review of Chapter 5
6.2.1 Modeling Conditions
In this section, we briefly list the modeling conditions employed in Chapter 5 for reference.
Assumption 6.1 (Strongly-connected graph). The combination weights in (6.2b) are
convex combination weights satisfying:
a`k ≥ 0,
∑
`∈Nk
a`k = 1, a`k = 0 if ` /∈ Nk (6.3)
The symbol Nk denotes the set of neighbors of agent k. We shall assume that the graph
described by the weighted combination matrix A = [a`k] is strongly-connected [1]. This means
that there exists a path with nonzero weights between any two agents in the network and,
moreover, at least one agent has a nontrivial self-loop, akk > 0.
The Perron-Frobenius theorem [1, 23, 24] then implies that A has a spectral radius of one
and a single eigenvalue at one. The corresponding eigenvector can be normalized to satisfy:
Ap = p, 1Tp = 1, pk > 0 (6.4)
where the {pk} denote the individual entries of the Perron vector, p.
Assumption 6.2 (Lipschitz gradients). For each k, the gradient ∇Jk(·) is Lipschitz,
namely, for any x, y ∈ RM :
‖∇Jk(x)−∇Jk(y)‖ ≤ δ‖x− y‖ (6.5)
In light of (6.1) and Jensen’s inequality, this implies for the aggregate cost:
‖∇J(x)−∇J(y)‖ ≤ δ‖x− y‖ (6.6)
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The Lipschitz gradient conditions (6.5) and (6.6) imply
J(y) ≤ J(x) +∇J(x)T (y − x) + δ
2
‖x− y‖2 (6.7)
For the Hessian matrix we have [1]:
−δI ≤ ∇2J(x) ≤ δI (6.8)
Assumption 6.3 (Bounded gradient disagreement). For each pair of agents k and `,
the gradient disagreement is bounded, namely, for any x ∈ RM :
‖∇Jk(x)−∇J`(x)‖ ≤ G (6.9)
Definition 6.1 (Filtration). We denote by F i the filtration generated by the random pro-
cesses wk,j for all k and j ≤ i:
F i , {W0,W1, . . . ,Wi} (6.10)
where Wj , col {w1,j, . . . ,wk,j} contains the iterates across the network at time j. Infor-
mally, F i captures all information that is available about the stochastic processes wk,j across
the network up to time i.
Assumption 6.4 (Gradient noise process). For each k, the gradient noise process is
defined as
sk,i(wk,i−1) = ∇̂Jk(wk,i−1)−∇Jk(wk,i−1) (6.11)
and satisfies
E {sk,i(wk,i−1)|F i−1} = 0 (6.12a)
E
{‖ sk,i(wk,i−1)‖4|F i−1} ≤ σ4 (6.12b)
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for some non-negative constant σ4. We also assume that the gradient noise processes are
pairwise uncorrelated over the space conditioned on F i−1, i.e.:
E
{
sk,i(wk,i−1) s`,i(w`,i−1)T|F i−1
}
= 0 (6.13)
The fourth-order condition also implies via Jensen’s inequality:
E
{‖ sk,i(wk,i−1)‖2|F i−1} ≤ σ2 (6.14)
Definition 6.2 (Sets). To simplify the notation in the sequel, we introduce following sets:
G ,
{
w : ‖∇J(w)‖2 ≥ µc2
c1
(
1 +
1
pi
)}
(6.15)
GC ,
{
w : ‖∇J(w)‖2 < µc2
c1
(
1 +
1
pi
)}
(6.16)
H , {w : w ∈ GC , λmin (∇2J(w)) ≤ −τ} (6.17)
M , {w : w ∈ GC , λmin (∇2J(w)) > −τ} (6.18)
where τ is a small positive parameter, c1 and c2 are constants:
c1 ,
1
2
(1− 2µδ) = O(1) (6.19)
c2 , δσ2/2 = O(1) (6.20)
and 0 < pi < 1 is a parameter to be chosen. Note that GC = H ∪M. We also define the
probabilities piGi , Pr {wc,i ∈ G}, piHi , Pr {wc,i ∈ H} and piMi , Pr {wc,i ∈M}. Then for
all i, we have piGi + pi
H
i + pi
M
i = 1.
Assumption 6.5 (Lipschitz Hessians). Each Jk(·) is twice-differentiable with Hessian
∇2Jk(·) and, there exists ρ ≥ 0 such that:
‖∇2Jk(x)−∇2Jk(y)‖ ≤ ρ‖x− y‖ (6.21)
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By Jensen’s inequality, this implies that J(·) = ∑Nk=1 pkJk(·) also satisfies:
‖∇2J(x)−∇2J(y)‖ ≤ ρ‖x− y‖ (6.22)
Similarly to the quadratic upper bound that follows from the Lipschitz condition on the
first-derivative (6.7), this new Lipschitz condition on the second-derivative implies a cubic
upper bound on the function values [144]:
J(y) ≤ J(x) +∇J(x)T(y − x) + 1
2
(y − x)T∇2J(x)(y − x) + ρ
6
‖y − x‖3 (6.23)
6.2.2 Review of Results
An important quantity in the network dynamics of (6.2a)–(6.2b) is the weighted network
centroid:
wc,i ,
N∑
k=1
pkwk,i (6.24)
where the weights pk are elements of the Perron vector, defined in (6.4), which in turn is a
function of the graph topology and weights. The network centroid can be shown to evolve
according to a perturbed, centralized, exact gradient descent recursion [27]:
wc,i = wc,i−1−µ
N∑
k=1
pk∇Jk(wc,i−1)− µdi−1 − µ si (6.25)
where we defined the perturbation terms:
di−1 ,
N∑
k=1
pk (∇Jk(wk,i−1)−∇Jk(wc,i−1)) (6.26)
si ,
N∑
k=1
pk
(
∇̂Jk(wk,i−1)−∇Jk(wk,i−1)
)
(6.27)
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In Chapter 5 we established that, under assumptions 6.1–6.4, all agents will cluster around
the network centroid in the mean-fourth sense:
E
∥∥Wi− (1pT ⊗ I)Wi∥∥4 ≤ µ4‖VL‖4 ∥∥JT ∥∥4
(1− ‖JT ‖)4
‖VTR‖4N2
(
G4 + σ4
)
+ o(µ4) (6.28)
for i ≥ io where io , log (o(µ4))/log
(∥∥JT ∥∥). This result has two implications. First, it
establishes that, despite the fact that agents may be descending along different cost functions,
and despite the fact that they may have been initialized close to different local minima, the
entire network will eventually agree on a common iterate in the mean-fourth sense (and
via Markov’s inequality with high probability). Furthermore, it allows us to bound the
perturbation terms appearing in (6.25) as:
(
E ‖di−1‖2
)2 ≤ E ‖di−1‖4 ≤ O(µ4) (6.29)(
E
{‖si‖2|F i−1})2 ≤ E{‖si‖4|F i−1} ≤ σ4 (6.30)
after sufficient iterations i ≥ i0. We conclude that all iterates, after sufficient iterations,
approximately track the network centroid wc,i, which in turn follows a perturbed gradient
descent recursion, where the perturbation terms can be appropriately bounded.
We then proceeded to study the evolution of the network centroid and establish expected
descent in the large gradient regime, i.e.:
E {J(wc,i)|wc,i−1 ∈ G} ≤ E {J(wc,i−1)|wc,i−1 ∈ G} − µ2 c2
pi
+
O(µ3)
piGi−1
(6.31)
where the set G introduced in Definition 6.2 denotes the set of points with sufficiently large
gradients ‖∇J(w)‖2 ≥ O(µ).
While this argument could have been continued to establish the return of approximately
first-order stationary points in the complement GC =M∪H, our objective here is to establish
the return of second-order stationary points in M, which is a subset of GC . This requires
the escape from strict-saddle points in H. In the vicinity of first-order stationary points, a
single gradient step is no longer sufficient to guarantee descent, and as such it is necessary to
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study the cumulative effect of the gradient, as well as perturbations, over several iterations.
We laid the ground work for this in Chapter 5 by introducing a short-term model, which is
more tractable and sufficiently accurate for a limited number of iterations. This approach
has been used successfully to accurately quantify the performance of adaptive networks in
convex environments [1] and establish the ability of centralized perturbed gradient descent
to escape saddle-points [59]. Around a first-order stationary points wc,i? at time i
?, the
short-term model is obtained by first applying the mean-value theorem to (6.25) and obtain:
w˜i
?
i+1 = (I − µH i?+i) w˜i
?
i + µ∇J(wc,i?) + µdi?+i + µ si?+i+1 (6.32)
where w˜i
?
i denotes the deviation from the initial point wc,i? , i.e. w˜
i?
i = wc,i? −wc,i?+i and
H i?+i ,
∫ 1
0
∇2J ((1− t)wc,i?+i +twc,i?) dt (6.33)
The short-term model is then obtained by replacing H i?+i by ∇2J(wc,i?) and dropping the
driving term µdi?+i:
w˜′i
?
i+1 =
(
I − µ∇2J(wc,i?)
)
w˜′i
i? + µ∇J(wc,i?) + µ si?+i+1 (6.34)
where again w˜′i
?
i denotes the deviation from the initialization w˜
′
i
i? = wc,i? −w′c,i?+i. In [70,
Lemma 4], we established that the short-term model (6.34) is a meaningful approximation
of (6.32) in the sense that for a limited number of iterations i ≤ T
µ
, we have the following
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bounds:
E
{∥∥∥w˜i?i ∥∥∥2|wc,i? ∈ H} ≤ O(µ) + O(µ2)piHi? (6.35)
E
{∥∥∥w˜i?i ∥∥∥3|wc,i? ∈ H} ≤ O(µ3/2) + O(µ3)piHi? (6.36)
E
{∥∥∥w˜i?i ∥∥∥4|wc,i? ∈ H} ≤ O(µ2) + O(µ4)piHi? (6.37)
E
{∥∥∥w˜i?i − w˜′ii?∥∥∥2|wc,i? ∈ H} ≤ O(µ2) + O(µ2)piHi? (6.38)
E
{∥∥w˜′ii?∥∥2|wc,i? ∈ H} ≤ O(µ) + O(µ2)piHi? (6.39)
We will now proceed to argue that these deviation bounds allow us to establish decent
of (6.32) by means of studying descent of (6.34) and leverage this fact to show that the
diffusion strategy will continue to descend through strict-saddle points in Theorem 6.1. This
result, along with the descent for large gradients established in Theorem 5.2 will allow us
to guarantee the return of an approximately second-order stationary points in Theorem 6.2.
The argument is summarized in Fig. 6.1.
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6.3 Escape from Saddle-Points
The deviation bounds (6.35)–(6.39) establish that, for the first O(1/µ) iterations following
a first-order stationary points wc,i? , the trajectories of the true recursion (6.32) the short-
term model (6.34) will remain close. As a consequence, we are able to guarantee descent of
J(wc,i?+i) by studying J(w
′
c,i?+i). Note from (6.7) that
J(wc,i?+i) ≤ J(w′c,i?+i) +∇J
(
w′c,i?+i
)T (
wc,i?+i−w′c,i?+i
)
+
δ
2
∥∥wc,i?+i−w′c,i?+i∥∥2 (6.40)
Taking conditional expectation yields:
E {J(wc,i?+i)|wc,i? ∈ H} ≤ E
{
J(w′c,i?+i)|wc,i? ∈ H
}
+ E
{
∇J (w′c,i?+i)T (wc,i?+i−w′c,i?+i) |wc,i? ∈ H}
+
δ
2
E
{∥∥wc,i?+i−w′c,i?+i∥∥2|wc,i? ∈ H} (6.41)
The two terms appearing on the right-hand side can be bounded as:
E
{
∇J (w′c,i?+i)T (wc,i?+i−w′c,i?+i) |wc,i? ∈ H}
(a)
≤
√
E
{∥∥∇J (w′c,i?+i)∥∥2|wc,i? ∈ H}
×
√
E
{∥∥wc,i?+i−w′c,i?+i∥∥2|wc,i? ∈ H}
(6.38)
≤
√
O(µ)
√
O(µ2) +
O(µ2)
piHi?
=O
(
µ3/2
)
+
O(µ3/2)√
piHi?
(b)
≤ O (µ3/2)+ O(µ3/2)
piHi?
(6.42)
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where (a) follows from Cauchy-Schwarz, (b) follows from
√
piHi? ≥ piHi? since piHi? ≤ 1 so that:
E {J(wc,i?+i)|wc,i? ∈ H}
≤ E{J(w′c,i?+i)|wc,i? ∈ H}+O (µ3/2)+ O(µ3/2)piHi? (6.43)
We conclude that the function value at wc,i?+i after i iterations is upper-bounded by the
function evaluated at the short-term model w′c,i?+i with an additional approximation error
that is bounded. We conclude that it is sufficient to study the dynamics of the short-term
model, which is more tractable. Specifically, in light of the bound (6.23) following from the
Lipschitz-Hessian Assumption 6.5, we have:
J(w′c,i?+i) ≤ J(wc,i?)−∇J(wc,i?)Tw˜′ii
?
+
1
2
∥∥w˜′ii?∥∥2∇2J(wc,i? ) + ρ6∥∥w˜′ii?∥∥3 (6.44)
In order to establish escape from saddle-points, we need to carefully bound each term ap-
pearing on the right-hand side of (6.44), and to this end, we will need study the effect to
the gradient noise term over several iterations. For this purpose, we introduce the following
smoothness condition on the gradient noise covariance [1]:
Assumption 6.6 (Lipschitz covariances). The gradient noise process has a Lipschitz
covariance matrix, i.e.,
Rs,k(wk,i−1) , E
{
sk,i(wk,i−1)sk,i(wk,i−1)
T|F i−1
}
(6.45)
satisfies
‖Rs,k(x)−Rs,k(y)‖ ≤ βR‖x− y‖γ (6.46)
for some βR and 0 < γ ≤ 4.
Definition 6.3. We define the aggregate gradient noise covariance as:
Rs,i (Wi−1) = E
{
si s
T
i |F i−1
}
(6.47)
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where si ,
∑N
k=1 pk sk,i (wk,i−1) denotes the aggregate gradient noise term introduced earlier
in (6.27).
Note that in light of this definition and the assumption that the gradient noise process is
conditionally uncorrelated over space as in (6.13), we have:
Rs,i (Wi−1) = E
{
si s
T
i |F i−1
}
= E

(
N∑
k=1
pk sk,i (wk,i−1)
)(
N∑
k=1
pk sk,i (wk,i−1)
)T
|F i−1

= E
{
N∑
k=1
p2k sk,i (wk,i−1) sk,i (wk,i−1)
T |F i−1
}
=
N∑
k=1
p2k E
{
sk,i (wk,i−1) sk,i (wk,i−1)
T |F i−1
}
=
N∑
k=1
p2kRs,k (wk,i−1) (6.48)
so that the aggregate gradient noise covariance is a weighted combination of the individual
gradient noise covariances, albeit evaluated at different iterates. In light of the smoothness
assumption 6.6, we are nevertheless able to approximate the aggregate noise covariance by
one that is evaluated at the centroid.
Lemma 6.1 (Noise covariance at centroid). Under assumptions 6.1–6.6 and for suffi-
ciently small step-sizes µ, we have for all i and w ∈ RM :
‖Rs,i (1⊗wc,i−1)−Rs,i (1⊗ w)‖ ≤ pmaxβR ‖wc,i−1−w‖γ (6.49)
‖Rs,i (Wc,i−1)−Rs,i (Wi−1)‖ ≤ pmaxβR ‖Wc,i−1−Wi−1‖γ (6.50)
Proof. Appendix 6.A.
Note that from the bound on the aggregate gradient noise variance (6.14), we can upper
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bound the gradient noise covariance:
‖Rs,i (W)‖ =
∥∥E si sTi ∥∥ (a)≤ E ∥∥si sTi ∥∥ = E ‖si‖2 (6.14)≤ σ2 (6.51)
where (a) follows from Jensen’s inequality. In order to ensure escape from saddle-points, we
introduce a similar, lower-bound condition.
Assumption 6.7 (Gradient noise in strict saddle-points). Suppose w is an approxi-
mate strict-saddle points, i.e., w ∈ H and denote the eigendecomposition of the Hessian as
∇2J(w) = V ΛV T. We introduce the decomposition:
V =
[
V ≥0 V <0
]
, Λ =
 Λ≥0 0
0 Λ<0
 (6.52)
where Λ≥0 ≥ 0 and Λ<0 < 0. Then, we assume that:
λmin
((
V <0
)TRs (1⊗ w)V <0) ≥ σ2` (6.53)
for some σ2` > 0 and all w ∈ H.
Assumption 6.7 is similar to the condition in [134], where alternating step-sizes are employed,
and essentially states than for every strict-saddle point in the set H, there is gradient noise
present along some descent direction, spanned by the eigenvectors corresponding to the
negative eigenvalues of the Hessian ∇2J(·).
Theorem 6.1 (Descent through strict saddle-points). Suppose Pr {wc,i? ∈ H} 6= 0, i.e.,
wc,i? is approximately stationary with significant negative eigenvalue. Then, iterating for i
s
iterations after i? with
is =
log
(
2M σ
2
σ2`
+ 1
)
log(1 + 2µτ)
≤ O
(
1
µτ
)
(6.54)
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guarantees
E {J(wc,i?+is)|wc,i? ∈ H}
≤ E {J(wc,i?)|wc,i? ∈ H} − µ
2
Mσ2 + o(µ) +
o(µ)
piHi?
(6.55)
Proof. Appendix 6.B.
This result establishes that, even if wc,i? is an O(µ)-square-stationary point and Theorem 5.2
can no longer guarantee sufficient descent, the expected function value at the network cen-
troid will continue to decrease, as long as the Hessian matrix has a sufficiently negative
eigenvalue.
6.4 Main Result
In Theorem 5.2, we established a descent condition for points with large gradient norm
wc,i ∈ G, while Theorem 6.1 guarantees descent in is iterations for strict-saddle points
wc,i ∈ H. Together, they establish descent whenever wc,i ∈ G ∪ H = MC . Hence, we
conclude that, as long as the cost is bounded from below, the algorithm must necessarily
reach a point in M after a finite amount of iterations. This intuition is formalized in the
following theorem.
Theorem 6.2. For sufficiently small step-sizes µ, we have with probability 1−pi, that wc,io ∈
M, i.e., ‖∇J(wc,io)‖2 ≤ O(µ) and λmin (∇2J(wc,io)) ≥ −τ in at most io iterations, where
io ≤ (J(wc,0)− J
o)
µ2c2pi
is (6.56)
and is denotes the escape time from Theorem 6.1, i.e.,
is =
log
(
2M σ
2
σ2`
+ 1
)
log(1 + 2µτ)
≤ O
(
1
µτ
)
(6.57)
Proof. Appendix 6.C.
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This final result states that with probability 1 − pi, where we are free to choose the de-
sired confidence level, the diffusion strategy (6.2a)–(6.2b) will have visited an approximately
second-order stationary point after at most io iterations.
6.5 Simulation Results
In this section, we consider an example that will allow us to visualize the ability of the
diffusion strategy to escape saddle-points. Given a binary class label γ ∈ {0, 1} and feature
vector h ∈ RM , we consider a neural network with a single, linear hidden layer and a logistic
activation function leading into the output layer:
γ̂ (h) , 1
1 + e−wT1W2 h
(6.58)
with weights w1 ∈ RL,W2 ∈ RL×M of appropriate dimensions. A popular risk function for
training is the cross-entropy loss:
Q(w1,W2;γ,h) , −γ log(γ̂)− (1− γ) log(1− γ̂) (6.59)
Note that, the first term is non-zero, while the second term is zero if, and only if, γ = 1, in
which case we have:
−γ log(γ̂) = log
(
1 + e−w
T
1W2 h
)
(6.60)
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Similarly, the second term is non-zero while the first term is zero if, and only if, γ = 0, which
implies:
−(1− γ) log(1− γ̂) = − log
(
1− 1
1 + e−wT1W2 h
)
= − log
(
e−w
T
1W2 h
1 + e−wT1W2 h
)
= − log
(
1
1 + ew
T
1W2 h
)
= log
(
1 + ew
T
1W2 h
)
(6.61)
Letting γ ′ ∈ {−1, 1} such that:
γ ′ ,

−1, if γ = 0
1, if γ = 1.
(6.62)
we can hence simplify (6.59) to an equivalent logistic loss:
Q(w1,W2;γ
′,h) = log
(
1 + e−γ
′wT1W2 h
)
(6.63)
The regularized learning problem can then be formulated as:
J(w1,W2) = EQ(w1,W2;γ
′,h) +
ρ
2
‖w1‖2 + ρ
2
‖W2‖2F (6.64)
which fits into the framework (6.1) treated in this chapter. In order to be able to visualize
and enumerate all stationary points of (6.64), we assume in the sequel that M = L = 1 so
that all involved quantities are scalar variables. We can then find:
∇J(w1,W2) = E
ρw1 − γ′W2 heγ′w1W2 h
ρW2 − γ′w1 heγ′w1W2 h
 (6.65)
The cost surface is depicted in Fig. 6.2. It can be observed from the figure, and analytically
verified, that J(·) has two local minima in the positive and negative quadrants, respectively,
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Figure 6.2: Cost surface of a simple neural network with ρ = 0.1.
and a single saddle-point at w1 = W2 = 0. The Hessian matrix of J(·) at w1 = W2 = 0
evaluates to:
∇2J(0, 0) =
 ρ −E γ′h2
−E γ′h
2
ρ
 (6.66)
For this example, we let Pr {γ ′ = −1} = Pr {γ ′ = 1} = 1
2
and h ∼ N (γ ′, 1). Then, we
obtain Eγ ′ h = 1. We also let ρ = 0.1, so that:
∇2J(0, 0) =
 0.1 −0.5
−0.5 0.1
 (6.67)
which has an eigenvalue at −0.4 with corresponding eigenvector col {1, 1}. This implies that
w1 = W2 = 0 is a strict saddle-point with local descent direction col {1, 1}. It turns out,
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however, that the gradient noise induced by the immediate stochastic gradient approximation
∇̂J(·) = ∇Q(·;γ ′,h) does not have a gradient noise component in the descent direction
col {1, 1} at the strict saddle-point w1 = W2 = 0. Indeed, note that with probability one
we have ∇Q(0, 0;γ ′,h) = col{0, 0} = ∇J(0, 0) so that the gradient noise vanishes at w1 =
W2 = 0. Hence, initializing all agents at w1 = W2 = 0 and iterating (6.2a)–(6.2b) would
cause them to remain there with probability 1. This suggests that assumption 6.7 is not
merely a technical condition but indeed necessary. To satisfy the assumption we construct
the stochastic gradient approximation as:
∇̂J(w1,W2) , ∇Q(w1,W2;γ ′,h) + v · col {1, 1} (6.68)
where v ∼ N (0, 1) acts only in the direction col {1, 1} and ensures that gradient noise is
present in the descent direction around the strict saddle-point at w1 = W2 = 0. Two
realizations of the evolution are shown in Figures 6.3–6.4.
6.A Proof of Lemma 6.1
Recall that
si ,
N∑
k=1
pk sk,i (wk,i−1) (6.69)
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Figure 6.3: Agents are initialized at different points in space, but nevertheless quickly cluster.
They then jointly travel away from the strict saddle-point and towards one of the local
minimizers.
and hence (6.48) holds. Using the smoothness assumption on the gradient noise term (6.46),
we can write:
E
{
si s
T
i |F i−1
}
=
N∑
k=1
p2kRs,k (wk,i−1)
=
N∑
k=1
p2kRs,k (wc,i−1)
+
(
N∑
k=1
p2kRs,k (wk,i−1)−
N∑
k=1
p2kRs,k (wc,i−1)
)
(6.70)
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Figure 6.4: Agents are initialized together precisely in the strict saddle-point. The presence
of the gradient perturbation allows them to jointly escape the saddle-point.
so that:
‖Rs (1⊗wc,i−1)−Rs (1⊗ w)‖
=
∥∥∥∥∥
N∑
k=1
p2kRs,k (wc,i−1)−
N∑
k=1
p2kRs,k (w)
∥∥∥∥∥
=
∥∥∥∥∥
N∑
k=1
p2k (Rs,k (wc,i−1)−Rs,k (w))
∥∥∥∥∥
(a)
≤
N∑
k=1
pk ‖pk (Rs,k (wc,i−1)−Rs,k (w))‖
≤ pmax
N∑
k=1
pk ‖Rs,k (wc,i−1)−Rs,k (w)‖
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(b)
≤ pmaxβR ‖wc,i−1−w‖γ (6.71)
where (a) follows from Jensen’s inequality and (b) follows from the Lipschitz condition on
the gradient noise covariance (6.46) and
∑N
k=1 pk = 1. Similarly:
‖Rs (Wi−1)−Rs (Wc,i−1)‖
=
∥∥∥∥∥
N∑
k=1
p2kRs,k (wk,i−1)−
N∑
k=1
p2kRs,k (wc,i−1)
∥∥∥∥∥
=
∥∥∥∥∥
N∑
k=1
p2k (Rs,k (wk,i−1)−Rs,k (wc,i−1))
∥∥∥∥∥
≤
N∑
k=1
pk ‖pk (Rs,k (wk,i−1)−Rs,k (wc,i−1))‖
≤ pmaxβR
N∑
k=1
pk ‖wk,i−1−wc,i−1‖γ
(a)
≤ pmaxβR
N∑
k=1
pk ‖Wi−1−Wc,i−1‖γ
= pmaxβR ‖Wi−1−Wc,i−1‖γ (6.72)
where (a) follows from the fact that xγ is monotonically increasing in γ for x, γ > 0 and:
‖Wi−1−Wc,i−1‖2 =
N∑
k=1
‖wk,i−1−wc,i−1‖2
≥ ‖w`,i−1−wc,i−1‖2 , ∀ ` (6.73)
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6.B Proof of Theorem 6.1
We shall carefully bound each of the terms appearing on the right-hand side of (6.44), which
we repeat here again for reference:
J(w′c,i?+i) ≤ J(wc,i?)−∇J(wc,i?)Tw˜′ii
?
+
1
2
∥∥w˜′ii?∥∥2∇2J(wc,i? ) + ρ6∥∥w˜′ii?∥∥3 (6.74)
We begin by establishing a bound on the linear term in (6.74). Iterating the recursive relation
for the short-term model (6.34) and taking expectations conditioned on F i?+i yields:
E
{
w˜′i
?
i+1|F i?+i
}
=
(
I − µ∇2J(wc,i?)
)
w˜′i
?
i
+ µ∇J(wc,i?) + µE {si?+i+1 |F i?+i}
=
(
I − µ∇2J(wc,i?)
)
w˜′i
?
i + µ∇J(wc,i?) (6.75)
where the gradient-noise term disappeared in light of
E {si?+i+1 |F i?+i} = 0 (6.76)
by Assumption 6.4. Note that F i?+i denotes the information captured in wk,j up to time
i? + i, while F i? denotes the information available up to time i?. Hence:
F i?+i = F i? ∪ filtration {wk,i?+1, . . . ,wk,i?+i} (6.77)
Hence, taking expectation of (6.75) conditioned on F i? removes the elements not contained
in F i? and yields:
E
{
w˜′i
?
i+1|F i?
}
=
(
I − µ∇2J(wc,i?)
)
E
{
w˜′i
?
i |F i?
}
+ µ∇J(wc,i?) (6.78)
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Since w˜′i
?
0 = 0, iterating starting at i = 0 yields:
E
{
w˜′i
?
i |F i?
}
= µ
(
i∑
k=1
(
I − µ∇2J(wc,i?)
)k−1)∇J(wc,i?) (6.79)
This allows us to bound the linear term appearing in (6.74) as:
− E
{
∇J(wc,i?)Tw˜′ii
?|F i?
}
= −∇J(wc,i?)TE
{
w˜′i
i?|F i?
}
(6.79)
= − µ∇J(wc,i?)T
(
i∑
k=1
(
I − µ∇2J(wc,i?)
)k−1)∇J(wc,i?)
= − µ‖∇J(wc,i?)‖2∑i
k=1 (I−µ∇2J(wc,i? ))
k−1 (6.80)
We now examine the quadratic term in (6.74). To this end, we introduce the eigenvalue
decomposition of the Hessian around the iterate at time i?:
∇2J(wc,i?) , V i?Λi?V Ti? (6.81)
Note that both V i? and Λi? inherit their randomness from wc,i? . As such, they are random
but become deterministic when conditioning on F i? . This fact will be exploited further
below. To begin with, note that:
∥∥w˜′i?i+1∥∥2∇2J(wc,i? ) = ∥∥w˜′i?i+1∥∥2V i?Λi?V Ti?
=
∥∥V Ti?wc,i? − V Ti?w′c,i?+i+1∥∥2Λi?
=
∥∥w′i?i+1∥∥2Λi? (6.82)
where we introduced:
w′i
?
i+1 , V Ti?w˜′i
?
i+1 (6.83)
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Under this transformation, recursion (6.34) is also diagonalized, yielding:
w′i
?
i+1 , V Ti?w˜′i
?
i+1
= V Ti?
(
I − µ∇2J(wc,i?)
)
V i?V
T
i?w˜
′i?
i
+ µV Ti?∇J(wc,i?) + µV Ti? si?+i+1
= (I − µΛi?)w′i?i + µ∇J(wc,i?) + µsi?+i+1 (6.84)
with ∇J(wc,i?) , V Ti?∇J(wc,i?) and si?+i+1 , V Ti? si?+i+1. The presence of the gradient
term, which is deterministic conditioned on F i? complicates the analysis of the evolution.
It can be removed by (conditionally) centering the random variable. Specifically, apply-
ing the same transformation to the conditional mean recursion (6.78), and subtracting the
transformed conditional mean on both sides of (6.84), we find:
w′i
?
i+1 − E
{
w′i
?
i+1|F i?
}
= (I − µΛi?)
(
w′i
?
i − E
{
w′i
?
i |F i?
})
+ µsi?+i+1 (6.85)
which allows us to cancel the driving term involving the gradient. For brevity, define the
(conditionally) centered random variable:
wˇ′i
?
i+1 = w
′i?
i+1 − E
{
w′i
?
i+1|F i?
}
(6.86)
so that:
wˇ′i
?
i+1 = (I − µΛi?) wˇ′i
?
i + µsi?+i+1 (6.87)
Before proceeding, note that we can express:
E
{∥∥wˇ′i?i ∥∥2Λi? |F i?} = E{∥∥w′i?i − E{w′i?i |F i?}∥∥2Λi? |F i?}
= E
{∥∥w′i?i ∥∥2Λi? |F i?}− ∥∥E{w′i?i |F i?}∥∥2Λi? (6.88)
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Hence, we have:
E
{∥∥w˜′i?i ∥∥2∇2J(wc,i? )|F i?} = E{∥∥w′i?i ∥∥2Λi? |F i?}
= E
{∥∥wˇ′i?i ∥∥2Λi? |F i?}+ ∥∥E{w′i?i |F i?}∥∥2Λi? (6.89)
In order to make claims about E
{∥∥w˜′i?i ∥∥2∇2J(wc,i? )|F i?} by studying E{∥∥wˇ′i?i ∥∥2Λi? |F i?}, we
need to establish a bound on
∥∥E{w′i?i |F i?}∥∥2Λi? . We have:
∥∥E{w′i?i |F i?}∥∥2Λi?
=
∥∥E{V Ti?w˜′i?i |F i?}∥∥2Λi?
(6.79)
= µ2
∥∥∥∥∥V Ti?
(
i∑
k=1
(
I − µ∇2J(wc,i?)
)k−1)∇J(wc,i?)
∥∥∥∥∥
2
Λi?
= µ2
∥∥∥∥∥
(
i∑
k=1
(I − µΛi?)k−1
)
∇J(wc,i?)
∥∥∥∥∥
2
Λi?
= µ2∇J(wc,i?)T
(
i∑
k=1
(I − µΛi?)k−1
)
Λi?
(
i∑
k=1
(I − µΛi?)k−1
)
∇J(wc,i?) (6.90)
We shall order the eigenvalues of ∇2J(wc,i?), such that its eigendecomposition has a block
structure:
V i? =
[
V ≥0i? V
<0
i?
]
, Λi? =
 Λ≥0i? 0
0 Λ<0i?
 (6.91)
with δI ≥ Λ≥0i? ≥ 0 and Λ<0i? < 0. Note that since ∇2J(wc,i?) is random, the decomposition
itself is random as well. Nevertheless, it exists with probability one. We also decompose the
transformed gradient vector with appropriate dimensions:
∇J(wc,i?) = col
{
∇J(wc,i?)≥0,∇J(wc,i?)<0
}
(6.92)
We can then decompose (6.90):
∥∥E{w′i?i |F i?}∥∥2Λi?
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= µ2∇J(wc,i?)T
(
i∑
k=1
(I − µΛi?)k−1
)
Λi?
×
(
i∑
k=1
(I − µΛi?)k−1
)
∇J(wc,i?)
= µ2
(
∇J(wc,i?)≥0
)T( i∑
k=1
(
I − µΛ≥0i?
)k−1)
Λ≥0i?
×
(
i∑
k=1
(
I − µΛ≥0i?
)k−1)∇J(wc,i?)≥0
+ µ2
(
∇J(wc,i?)<0
)T( i∑
k=1
(
I − µΛ<0i?
)k−1)
Λ<0i?
×
(
i∑
k=1
(
I − µΛ<0i?
)k−1)∇J(wc,i?)<0
(a)
≤ µ2
(
∇J(wc,i?)≥0
)T( i∑
k=1
(
I − µΛ≥0i?
)k−1)
Λ≥0i?
×
(
i∑
k=1
(
I − µΛ≥0i?
)k−1)∇J(wc,i?)≥0
(b)
≤ µ2
(
∇J(wc,i?)≥0
)T( ∞∑
k=1
(
I − µΛ≥0i?
)k−1)
Λ≥0i?
×
(
i∑
k=1
(
I − µΛ≥0i?
)k−1)∇J(wc,i?)≥0
(c)
= µ2
(
∇J(wc,i?)≥0
)T (
µΛ≥0i?
)−1
Λ≥0i?
×
(
i∑
k=1
(
I − µΛ≥0i?
)k−1)∇J(wc,i?)≥0
= µ
(
∇J(wc,i?)≥0
)T( i∑
k=1
(
I − µΛ≥0i?
)k−1)∇J(wc,i?)≥0
(d)
≤ µ
(
∇J(wc,i?)≥0
)T( i∑
k=1
(
I − µΛ≥0i?
)k−1)∇J(wc,i?)≥0
+ µ
(
∇J(wc,i?)<0
)T( i∑
k=1
(
I − µΛ<0i?
)k−1)∇J(wc,i?)<0
≤ µ∇J(wc,i?)T
(
i∑
k=1
(I − µΛi?)k−1
)
∇J(wc,i?)
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= µ
∥∥∇J(wc,i?)∥∥2∑i
k=1 (I−µΛi? )k−1
(6.93)
where (a) follows from Λ<0i? < 0, (b) follows from:
k∑
k=1
(
I − µΛ≥0i?
)k−1 ≤ ∞∑
k=1
(
I − µΛ≥0i?
)k−1
(6.94)
for µ < 1
δ
. Step (c) follows from the formula for the geometric matrix series, and (d) follows
from:
µ
(
∇J(wc,i?)≥0
)T( i∑
k=1
(
I − µΛ≥0i?
)k−1)∇J(wc,i?)≥0 ≥ 0 (6.95)
Comparing (6.93) to (6.80), we find that we can bound:
−E
{
∇J(wc,i?)Tw˜′ii
? |F i?
}
+
∥∥E{w′i?i |F i?}∥∥2Λi? ≤ 0 (6.96)
To recap, we can simplify (6.74) as:
E
{
J(w′c,i?+i)|F i?
} ≤ J(wc,i?) + 1
2
E
{∥∥wˇ′i?i ∥∥2Λi? |F i?}+ ρ6 E{∥∥w˜′ii?∥∥3|F i?} (6.97)
We proceed with the now simplified quadratic term. Motivated by a technique employed
for the analysis of adaptive filters and stochastic gradient algorithms in convex environ-
ments [1, 149], we square both sides of (6.87) under an arbitrary diagonal weighting matrix
Σi, deterministic conditioned on wc,i? and wc,i?+i, to obtain:
∥∥wˇ′i?i+1∥∥2Σi = ∥∥(I − µΛi?) wˇ′i?i + µsi?+i+1∥∥2Σi
=
∥∥(I − µΛi?) wˇ′i?i ∥∥2Σi + µ2‖si?+i+1‖2Σi + 2µwˇ′i?i T (I − µΛi?) Σisi?+i+1 (6.98)
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Note that upon conditioning on F i?+i, all elements of the cross-term, aside from si?+i+1,
become deterministic, and as such the term disappears when taking expectations. We obtain:
E
{∥∥wˇ′i?i+1∥∥2Σi |F i?+i} = ∥∥(I − µΛi?) wˇ′i?i ∥∥2Σi + µ2E{‖si?+i+1‖2Σi |F i?+i}
=
∥∥wˇ′i?i ∥∥2Σi−2µΛi?Σi+µ2Λi?ΣiΛi? + µ2Tr (V i?ΣiV Ti?Rs (Wi?+i))
=
∥∥wˇ′i?i ∥∥2Σi−2µΛi?Σi + µ2Tr (V i?ΣiV Ti?Rs (Wc,i?))
+ µ2Tr
(
V i?ΣiV
T
i? (Rs (Wi?+i)−Rs (Wc,i?))
)
+ µ2
∥∥wˇ′i?i ∥∥2Λi?ΣiΛi? (6.99)
We proceed to bound the last two terms. First, we have:
Tr
(
V i?ΣiV
T
i? (Rs (Wi?+i)−Rs (Wc,i?))
)
(a)
≤ ∥∥V i?ΣiV Ti?∥∥ ‖Rs (Wi?+i)−Rs (Wc,i?)‖
≤ ∥∥V i?ΣiV Ti?∥∥ ‖Rs (Wi?+i)−Rs (Wc,i?+i) +Rs (Wc,i?+i)−Rs (Wc,i?) ‖
≤ ∥∥V i?ΣiV Ti?∥∥ ‖Rs (Wi?+i)−Rs (Wc,i?+i)‖
+
∥∥V i?ΣiV Ti?∥∥ ‖Rs (Wc,i?+i)−Rs (Wc,i?)‖
(b)
≤ ρ (Σi) βRpmax (‖wc,i?+i−wc,i?‖γ + ‖Wc,i?+i−Wi?+i‖γ)
= ρ (Σi) βRpmax
(∥∥∥w˜i?i ∥∥∥γ + ‖Wc,i?+i−Wi?+i‖γ) (6.100)
where (a) follows from Cauchy-Schwarz, since Tr(ATB) is an inner product over the space
of symmetric matrices, and hence, |Tr(ATB)| ≤ ‖A‖‖B‖, and (b) follows from Lemma (6.1).
For the second term, we have:
∥∥wˇ′i?i ∥∥2Λi?ΣiΛi? ≤ ρ (Λi?ΣiΛi?)∥∥wˇ′i?i ∥∥2
≤ δ2ρ (Σi)
∥∥wˇ′i?i ∥∥2 (6.101)
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We conclude that
E
{∥∥wˇ′i?i+1∥∥2Σi |F i?}
= E
{∥∥wˇ′i?i ∥∥2Σi−2µΛi?Σi |F i?}
+ µ2Tr
(
V i?ΣiV
T
i?Rs (Wc,i?)
)
+ µ2ρ (Σi)E
{
qi?+i|F i?
}
(6.102)
where
qi?+i , βRpmax
(∥∥∥w˜i?i ∥∥∥γ + ‖Wc,i?+i−Wi?+i‖γ)+ δ2∥∥wˇ′i?i ∥∥2 (6.103)
For brevity, we define
D , I − 2µΛi? (6.104)
Y , V Ti?Rs (Wc,i?)V i? (6.105)
With these substitutions we obtain:
E
{∥∥wˇ′i?i+1∥∥2Σi |F i?}
= E
{∥∥wˇ′i?i ∥∥2DΣi |F i?}+ µ2Tr (ΣiY ) + µ2ρ (Σi)E{qi?+i|F i?} (6.106)
At i = 0, we have:
wˇ′i
?
0 = w
′i?
0 − E
{
w′i
?
0 |F i?
}
= 0− 0 = 0 (6.107)
Letting Σi = Λi?D
i, we can iterate to obtain:
E
{∥∥wˇ′i?i+1∥∥2Λi? |F i?}
= µ2
i∑
n=0
Tr (Λi?D
nY ) + µ2
i∑
n=0
ρ (Λi?D
n) · E{qi?+n|F i?}
= µ2Tr
(
Λi?
(
i∑
n=0
Dn
)
Y
)
+ µ2
i∑
n=0
ρ (Λi?D
n) · E{qi?+n|F i?} (6.108)
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since w′c,i?+i+1 = wc,i? at i = 0. Our objective is to show that the first term on the
right-hand side yields sufficient descent (i.e., will be sufficiently negative), while the second
term is small enough to be negligible. To this end, we again make use of the structured
eigendecomposition (6.91). We have:
µ2Tr
(
Λi?
(
i∑
n=0
Dn
)
V Ti?Rs (Wc,i?)V i?
)
(a)
= µ2Tr
(
Λ≥0i?
(
i∑
n=0
(
I − 2µΛ≥0i?
)n)
× (V ≥0i? )TRs (Wc,i?)V ≥0i?
)
+ µ2Tr
(
Λ<0i?
(
i∑
n=0
(
I − 2µΛ<0i?
)n)
× (V <0i? )TRs (Wc,i?)V <0i?
)
(b)
= µ2Tr
(
Λ≥0i?
(
i∑
n=0
(
I − 2µΛ≥0i?
)n)
× (V ≥0i? )TRs (Wc,i?)V ≥0i?
)
− µ2Tr
((−Λ<0i? )
(
i∑
n=0
(
I − 2µΛ<0i?
)n)
× (V <0i? )TRs (Wc,i?)V <0i?
)
(c)
≤ µ2Tr
(
Λ≥0i?
(
i∑
n=0
(
I − 2µΛ≥0i?
)n))
× λmax
((
V ≥0i?
)TRs (Wc,i?)V ≥0i? )
− µ2Tr
((−Λ<0i? )
(
i∑
n=0
(
I − 2µΛ<0i?
)n))
× λmin
((
V <0i?
)TRs (Wc,i?)V <0i? )
(d)
≤ µ2Tr
(
Λ≥0i?
(
i∑
n=0
(
I − 2µΛ≥0i?
)n))
σ2
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− µ2Tr
((−Λ<0i? )
(
i∑
n=0
(
I − 2µΛ<0i?
)n))
σ2` (6.109)
where in (a) we decomposed the trace since Λi?
(∑i
n=0D
n
)
is a diagonal matrix, (b) applies
− (−Λ<0i? ) = Λ<0i? . Step (b) follows from Tr(A)λmin(B) ≤ Tr(AB) ≤ Tr(A)λmax(B) which
holds for A = AT, B = BT ≥ 0, and (c) follows from the bounded covariance property (6.51)
and Assumption 6.7. For the positive term, we have:
µ2Tr
(
Λ≥0i?
(
i∑
n=0
(
I − 2µΛ≥0i?
)n))
σ2
(a)
≤ µ2Tr
(
Λ≥0i?
( ∞∑
n=0
(
I − 2µΛ≥0i?
)n))
σ2
(b)
≤ µ2Tr
(
Λ≥0i?
(
2µΛ≥0i?
)−1)
σ2
(c)
≤ µ
2
Mσ2 (6.110)
where (a) follows since I − 2µΛ≥0i? is elementwise non-negative for µ ≤ 2δ , (b) follows from∑∞
n=0A
n = (I − A)−1 and (c) follows since ∇2J(wc,i?) is of dimension M .
For the negative term, we have under expectation conditioned on wc,i? ∈ H:
E
{
Tr
((−Λ<0i? )
(
i∑
n=0
(
I − 2µΛ<0i?
)n))
σ2`
∣∣∣∣∣wc,i? ∈ H
}
(a)
≥ E
{
τ
(
i∑
n=0
(1 + 2µτ)n
)
σ2`
∣∣∣∣∣wc,i? ∈ H
}
(b)
= τ
(
i∑
n=0
(1 + 2µτ)n
)
σ2`
(c)
= τ
1− (1 + 2µτ)i+1
1− (1 + 2µτ) σ
2
`
=
1
2µ
(
(1 + 2µτ)i+1 − 1
)
σ2` (6.111)
Step (a) makes use of the fact that
(−Λ<0i? ) (∑in=0 (I − 2µΛ<0i? )n) is a diagonal matrix,
where all elements are non-negative. Hence, its trace can be bounded by any of its diagonal
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elements:
Tr
((−Λ<0i? )
(
i∑
n=0
(
I − 2µΛ<0i?
)n))
(6.17)
≥ τ
(
i∑
n=0
(1 + 2µτ)n
)
(6.112)
In (b) we dropped the expectation since the expression is no longer random, and (c) is the
result of a geometric series. We return to the full expression (6.109) and find:
µ2E
{
Tr
(
Λi?
(
i∑
n=0
Dn
)
× V Ti?Rs (Wc,i?)V i?
)
|wc,i? ∈ H
}
≤ µ
2
Mσ2 − µ
2
(
(1 + 2µτ)i+1 − 1
)
σ2`
(a)
≤ −µ
2
Mσ2 (6.113)
where (a) holds if, and only if,
µ
2
Mσ2 − µ
2
(
(1 + 2µτ)i+1 − 1
)
σ2` ≤ −
µ
2
Mσ2
⇐⇒ 2Mσ
2
σ2`
+ 1 ≤ (1 + 2µτ)i+1
⇐⇒ log
(
2M
σ2
σ2`
+ 1
)
≤ (i+ 1)log (1 + 2µτ)
⇐⇒
log
(
2M σ
2
σ2`
+ 1
)
log (1 + 2µτ)
≤ i+ 1
⇐⇒
log
(
2M σ
2
σ2`
+ 1
)
O(µτ)
≤ i+ 1 (6.114)
where the last line follows from limx→0 1/x log(1 + x) = 1. We conclude that there exists a
bounded is such that:
µ2E
{
Tr
(
Λi?
(
is∑
n=0
Dn
)
V Ti?Rs (Wc,i?)V i?
)}
≤ −µ
2
Mσ2 (6.115)
162
Applying this relation to (6.108) and taking expectations over wc,i? ∈ H, we obtain:
E
{∥∥wˇ′i?is+1∥∥2Λi? |wc,i? ∈ H}
≤ µ2
is∑
n=0
E
{(
Tr (Λi?D
n) · E{qi?+n|F i?}) |wc,i? ∈ H}− µ2Mσ2 (6.116)
We now bound the perturbation term:
µ2
is∑
n=0
E
{(
ρ (Λi?D
n) · E{qi?+n|F i?}) |wc,i? ∈ H}
≤ µ2
is∑
n=0
E
{(
ρ (δI(I + 2µδI)n) · E{qi?+n|F i?}) |wc,i? ∈ H}
= µ2
is∑
n=0
(
δ(1 + 2µδ)n · E{qi?+n|wc,i? ∈ H})
(6.103)
= µ2
is∑
n=0
δ(1 + 2µδ)n ·
(
βRpmax
(
E
{∥∥∥w˜i?i ∥∥∥γ|wc,i? ∈ H}
+ E {‖Wc,i?+i−Wi?+i‖γ |wc,i? ∈ H}
)
+ δ2E
{∥∥wˇ′i?i ∥∥2|wc,i? ∈ H}
)
≤ µ2
is∑
n=0
δ(1 + 2µδ)n ·
(
O(µγ) +
O(µγ)
piHi?
+O(µ2)
)
≤ δ
(
is∑
n=0
(1 + 2µδ)n
)(
O(µ2+γ) +
O(µ2+γ)
piHi?
)
(a)
≤ O(µ1+γ) + O(µ
1+γ)
piHi?
= o(µ) +
o(µ)
piHi?
(6.117)
where (a) follows from Lemma [70, Lemma 3]. We conclude:
E
{∥∥wˇ′i?is+1∥∥2Λi? |wc,i? ∈ H} ≤ −µ2Mσ2 + o(µ) + o(µ)piHi? (6.118)
163
Returning to (6.97), we find:
E
{
J(w′c,i?+i)|wc,i? ∈ H
}
≤ E {J(wc,i?)|wc,i? ∈ H}+ 1
2
E
{∥∥wˇ′i?i ∥∥2Λi? |wc,i? ∈ H}
+
ρ
6
E
{∥∥w˜′ii?∥∥3|wc,i? ∈ H}
≤ E {J(wc,i?)|wc,i? ∈ H} − µ
2
Mσ2 + o(µ) +
o(µ)
piHi?
(6.119)
6.C Proof of Theorem 6.2
The proof follows by constructing a particular telescoping sum and subsequently applying [70,
Theorem 2] and 6.1. In a manner similar to [59], we define the stochastic process:
t(k + 1) =

t(k) + 1, if wc,t(k) ∈ G,
t(k) + 1, if wc,t(k) ∈M,
t(k) + is, if wc,t(k) ∈ H.
(6.120)
where t(0) = 0. We then have:
E
{
J(wc,t(k))− J(wc,t(k+1))|wc,t(k) ∈ G
}
= E
{
J(wc,t(k))− J(wc,t(k)+1)|wc,t(k) ∈ G
}
≥ µ2 c2
pi
−O(µ3)− O(µ
3)
piGi
(6.121)
and
E
{
J(wc,t(k))− J(wc,t(k+1))|wc,t(k) ∈ H
}
= E
{
J(wc,t(k))− J(wc,t(k)+is)|wc,t(k) ∈ H
}
≥ µ
2
Mσ2 − o(µ)− o(µ)
piHi
(6.122)
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Finally, we have:
E
{
J(wc,t(k))− J(wc,t(k+1))|wc,t(k) ∈M
}
= E
{
J(wc,t(k))− J(wc,t(k)+1)|wc,t(k) ∈M
}
≥ − µ2c2 −O(µ3)− O(µ
3)
piMi
(6.123)
where (a) follows since t(k+1)−t(k) = 1 when wc,t(k) ∈M. We can combine these relations
to obtain:
E
{
J(wc,t(k))− E J(wc,t(k+1))
}
= E
{
J(wc,t(k))− E J(wc,t(k+1))|wc,t(k) ∈ G
} · piGt(k)
+ E
{
J(wc,t(k))− E J(wc,t(k+1))|wc,t(k) ∈ H
} · piHt(k)
+ E
{
J(wc,t(k))− E J(wc,t(k+1))|wc,t(k) ∈M
} · piMt(k)
=
(
µ2
c2
pi
−O(µ3)− O(µ
3)
piGi
)
· piGt(k)
+
(
µ
2
Mσ2 − o(µ)− o(µ)
piHi
)
· piHt(k)
+
(
−µ2c2 −O(µ3)− O(µ
3)
piMi
)
· piMt(k)
= µ2
c2
pi
· piGt(k) +
(µ
2
Mσ2 − o(µ)
)
· piHt(k)
− µ2c2 · piMt(k) − o(µ2) (6.124)
Suppose piMt(k) ≤ 1− pi for all i. Then piGt(k) + piHt(k) ≥ pi for all i, and
E
{
J(wc,t(k))− E J(wc,t(k+1))
}
≥ µ2 c2
pi
· (pi − piHt(k))+ (µ2Mσ2 − o(µ)) · piHt(k)
− µ2c2 · (1− pi)− o(µ2)
= µ2c2pi +
(µ
2
Mσ2 − µ2 c2
pi
− o(µ)
)
piHt(k) − o(µ2)
(a)
≥ µ2c2pi − o(µ2) (6.125)
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where (a) holds whenever µ
2
Mσ2 − µ2 c2
pi
− o(µ) ≥ 0, which holds whenever µ is sufficiently
small. We hence have by telescoping:
J(wc,0)− Jo
≥ E J(wc,t(0))− E J(wc,t(k))
= E J(wc,t(0))− E J(wc,t(1))
+ E J(wc,t(1))− E J(wc,t(2))
+ · · ·
+ E J(wc,t(k−1))− E J(wc,t(k))
≥ µ2c2pik (6.126)
Rearranging yields:
k ≤ J(wc,0)− J
o
µ2c2pi
(6.127)
We conclude by definition of the stochastic process tk:
i = t(k) ≤ k · is ≤ (J(wc,0)− J
o)
µ2c2pi
is (6.128)
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CHAPTER 7
Centralized Non-Convex Optimization
Recent years have seen increased interest in performance guarantees of gradient descent al-
gorithms for non-convex optimization. A number of works have uncovered that gradient
noise plays a critical role in the ability of gradient descent recursions to efficiently escape
saddle-points and reach second-order stationary points. Most available works limit the gra-
dient noise component to be bounded with probability one or sub-Gaussian and leverage
concentration inequalities to arrive at high-probability results. We present an alternate ap-
proach, relying primarily on mean-square arguments and show that a more relaxed relative
bound on the gradient noise variance is sufficient to ensure efficient escape from saddle-points
without the need to inject additional noise, employ alternating step-sizes or rely on a global
dispersive noise assumption, as long as a gradient noise component is present in a descent
direction for every saddle-point. The material in this chapter are based on [72].
In this chapter, we consider optimization problems of the form:
wo , arg min
w∈RM
J(w) (7.1)
where J(w) is a risk function defined as the expectation of a loss function, i.e.,
J(w) , ExQ(w;x) (7.2)
where the expectation is over the distribution of the data variable x. We wish to study
first-order methods for pursuing solutions of (7.1), i.e., recursions of the form:
wi = wi−1−µ∇̂J (wi−1) (7.3)
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where ∇̂J (wi−1) denotes some suitable update direction. When the gradient of J(·) can be
evaluated, which in general requires the distribution of x to be known, then one popular and
effective construction is to employ the actual gradient vector:
∇̂JG (wi−1) , ∇J (wi−1) (7.4)
When the distribution of x is unknown, we can instead rely on the stochastic gradient
approximation [8]:
∇̂JSG (wi−1) , ∇Q (wi−1,xi) (7.5)
where∇Q (wi−1,xi) denotes an instantaneous approximation of∇J (wi−1) based on the real-
ization xi observed at time i. For strongly convex cost functions J(·), both gradient (7.4) and
stochastic gradient (7.5) implementations of (7.3) are very well behaved and well studied in
the literature – see, e.g., [22,84] and the references therein. One particular conclusion is that,
under suitable conditions on the loss function and data distribution, descent along the true
gradient ∇J (wi−1) results in linear convergence to the minimizer wo, while stochastic “de-
scent” along the instantaneous gradient approximation (7.5) results in a small performance
degradation in steady-state for small step-sizes, i.e., lim supi→∞E ‖wo −wi‖2 ≤ O(µ) [1].
One surprising fact that arises when considering non-convex cost functions is that em-
ploying stochastic or perturbed gradient directions is generally beneficial and can in fact
improve the ability of an algorithm to escape saddle-points. For example, recursion (7.3)
with true gradients (7.4) can take exponentially long to escape from saddle-points [148].
However, by simply perturbing the gradient by adding i.i.d. noise will allow the algorithm
to escape strict saddle-points in polynomial time [59]. More formally, perturbed gradient
descent takes the form [59]:
∇̂JPG (wi−1) , ∇J (wi−1) + vi (7.6)
where vi is some i.i.d. perturbation term with positive definite covariance matrix. When
the true gradient ∇J (wi−1) is unavailable, the perturbation can be added instead to the
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instantaneous gradient approximation [139]:
∇̂JPSG (wi−1) , ∇Q (wi−1,xi) + vi (7.7)
In this chapter, we will study a generic update direction ∇̂J (wi−1) and examine the dynamics
of (7.3) in non-convex environments under conditions that are more relaxed than typically
assumed in the recent literature. To this end, we introduce the gradient noise process:
si(wi−1) , ∇J(wi−1)− ∇̂J (wi−1) (7.8)
and write (7.3) as:
wi = wi−1−µ∇J(wi−1)− µ si(wi−1) (7.9)
Any particular choice for the gradient estimate ∇̂J (wi−1) will induce a different gradient
noise process (7.8) with varying properties. For example, while employing construction (7.6)
results in i.i.d. gradient noise, a general construction of the form (7.5) will generally result
in a gradient noise process that is no longer i.i.d.
7.1 Related Works
The results and proof techniques presented in this chapter are related to Chapters 5 and 6,
which considered instead distributed optimization problems under an absolute variance bound
on the gradient noise. The contribution of this current work in relation to these earlier
studies is two-fold. First, we focus here solely on the case of single-agent optimization, i.e.,
on centralized as opposed to decentralized implementations. Second, and more importantly,
by limiting our analysis to the single-agent setting, we are able to relax the absolute variance
condition employed in [70, 71] to a mixed variance bound consisting of a mixture of relative
and absolute components, thus leading to new performance guarantees in the centralized
case.
There have of course been several other useful works on non-convex optimization using
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first-order methods in the literature. The primary focus in these earlier works has been
establishing convergence to first-order stationary points, i.e., points where the gradient van-
ishes so that ∇J (wi−1) = 0 as i → ∞ [142, 150–152]. First-order stationarity by itself
however, is generally not a sufficient guarantee of a desirable solution since the set of first-
order stationary points includes saddle-points and even local maxima. For this reason, in
more recent years, there has been growing interest in convergence guarantees that exclude
such undesirable first-order stationary points. To do so, one also examines second-order
conditions. In particular, recall that second-order stationary points are those where not
only the gradient vector is zero, but there are also restrictions on the smallest eigenvalue
of the Hessian matrix at their locations [141]. These restrictions, when chosen to exclude
local maxima and strict saddle-points can help ensure convergence towards local minima.
Actually, under such restrictions, the stationary points can be shown to always correspond
to local minima for some functions of interest [59, 62,153–155].
One approach for ensuring convergence to these desirable second-order stationary points
is by incorporating second-order information via the Hessian matrix into the update rela-
tion [144, 156]. Such a construction helps ensure that a descent direction can be identified
even when the gradient vanishes and no longer carries directional information. For many,
especially large-scale problems, evaluating the Hessian matrix at every iteration can be pro-
hibitively costly. This fact has spawned a number of works that continue to employ first-order
schemes for identifying a descent direction around saddle-points for both deterministic and
stochastic optimization [135–137].
A second class of methods for the escape from saddle-points exploits the fact that strict
saddle-points (defined later) are unstable, in the sense that small perturbations, either in-
duced during initialization [61,133] or added to the true gradient direction [59,60,157], will
cause iterates to approach second-order stationary points almost surely. These algorithms
require knowledge of the true gradient∇J(wi−1), which generally requires information about
the distribution of x. Strategies for stochastic optimization, where instantaneous approxi-
mations ∇Q (wi−1,xi) are employed in place of the true gradient ∇J(wi−1) have also been
studied recently. The works [132,140] and [139] consider perturbed stochastic gradients (7.7)
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with diminishing and constant step-sizes, respectively, while [134] employs (7.5) by interlac-
ing small and large step-sizes and the works [70, 71, 138] descend along (7.5) with constant
step-sizes. This chapter is most related to these latter references — we shall make a detailed
distinction when discussing the modeling conditions below. We also note that a number of
recent works consider variance reduced strategies for the setting where J(·) corresponds to
an empirical risk based on a finite number of samples [137, 142, 143]. In contrast, our focus
is on the streaming data setting, where the sample size tends to infinity and traditional
variance reduction techniques are inapplicable.
7.2 Modeling Conditions
7.2.1 Smoothness Conditions
We employ the following smoothness assumptions.
Assumption 7.1 (Lipschitz gradients). The gradient ∇J(·) is Lipschitz, namely, there
exists δ > 0 such that for any x, y:
‖∇J(x)−∇J(y)‖ ≤ δ‖x− y‖ (7.10)
Assumption 7.2 (Lipschitz Hessians). The cost J(·) is twice-differentiable and there
exists ρ ≥ 0 such that:
‖∇2J(x)−∇2J(y)‖ ≤ ρ‖x− y‖ (7.11)
Assumption 7.1 is common in the study of gradient algorithms, even for the minimization
of convex function [1] and first-order stationarity in non-convex environments [150, 151]. It
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implies a quadratic upper bound on the cost:
J(y) ≤ J(x) +∇J(x)T (y − x) + δ
2
‖x− y‖2 (7.12)
and uniform lower and upper bounds on the Hessian matrix:
− δI ≤ ∇2J(x) ≤ δI (7.13)
The stronger Assumption 7.2 is not necessary to establish convergence to first-order station-
ary points [150]. It is frequently employed to characterize more granularly the dynamics of
(stochastic) gradient algorithms around first-order stationary points, both to establish the
ability of various gradient algorithms to escape saddle-points [59, 133, 137, 139] or to study
the mean-square deviation of stochastic gradient implementations from minimizers in the
strongly-convex setting [1]. It implies a tighter upper bound than (7.12) [144]:
J(y) ≤ J(x) +∇J(x)T(y − x) + 1
2
(y − x)T∇2J(x)(y − x) + ρ
6
‖y − x‖3 (7.14)
7.2.2 Gradient Noise Conditions
We shall employ the following conditions on the gradient noise process (7.8).
Definition 7.1 (Filtration). We denote by F i the filtration generated by the random pro-
cesses wj for all j ≤ i:
F i , {w0,w1, . . . ,wi} (7.15)
Informally, F i captures all information that is available about the stochastic processes wj
up to time i.
Assumption 7.3 (Gradient noise process). The gradient noise process (7.8) satisfies:
E {si(wi−1)|F i−1} = 0 (7.16)
E
{‖ si(wi−1)‖4|F i−1} ≤ β4‖∇J(wi−1)‖4 + σ4 (7.17)
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for some non-negative constants β4, σ4.
The fourth-order condition (7.17) also implies a bound on the second-order moment via
Jensen’s inequality:
E
{‖ si(wi−1)‖2|F i−1} ≤√β4‖∇J(wi−1)‖4 + σ4
(a)
≤ β2‖∇J(wi−1)‖2 + σ2 (7.18)
where (a) follows from the sub-additivity of the square root. Condition (7.18) is the same
as the one employed in [151] to study first-order stationarity under a diminishing step-size
rule and corresponds to a mixture of the absolute and relative noise components appearing
in [84]. It is weaker than the condition assumed in works on second-order stationarity. For
example, the works [59,138] require the gradient noise process to be uniformly bounded for
all wi with probability one. This condition is relaxed in [139] by requiring the difference
∇J(wi−1)−∇Q (wi−1,xi) to be sub-Gaussian and further in [70,71] by allowing for a uniform
bound on the fourth-order moment. Works that employ bounded or sub-Gaussian gradient
perturbation generally rely on concentration relations, which explicitly exploit the bounded
or sub-Gaussian nature of the gradient noise process [139].
In this chapter, we take a different approach by anchoring our analysis around mean-
square arguments. This allows us to track the evolution of the iterates wi in the mean-square
sense, rather than with high probability and avoid the need for restrictive probability bounds
on the gradient noise process. Observe that condition (7.17) is weaker than a uniform bound
on the fourth moment of the gradient noise process, since we allow for a relative component
in the form of β4‖∇J(wi−1)‖4. This condition allows for the gradient noise variance to
grow away from first-order stationary points and in particular does not enforce a uniform
bound on the gradient noise variance as seen from (7.18). In place of stronger bounds
on the gradient noise variance, we employ a smoothness condition on the gradient noise
covariance, previously employed for characterizing the mean-square deviation of stochastic
gradient algorithms around the minimizer in strongly convex optimization [1].
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Assumption 7.4 (Lipschitz covariances). The gradient noise process has a Lipschitz
covariance matrix, i.e.,
Rs(wi−1) , E
{
si(wi−1)si(wi−1)
T|F i−1
}
(7.19)
satisfies
‖Rs(x)−Rs(y)‖ ≤ βR‖x− y‖γ (7.20)
for some βR and 0 < γ ≤ 4.
This condition essentially ensures that the second-order moment of the gradient noise process
is approximately invariant so long as the iterates wi−1 remain sufficiently close. From the
bound on the aggregate gradient noise variance (7.18), we can upper bound the gradient
noise covariance as follows:
‖Rs (wi−1)‖
≤ E{∥∥si(wi−1) si(wi−1)T∥∥ |F i}
= E
{‖si(wi−1)‖2 |F i}
(7.18)
≤ β2‖∇J(wi−1)‖2 + σ2 (7.21)
Before introducing the final assumption, we formally define first and second-order stationary
points, similar to prior works on second-order stationary guarantees [59, 70, 71, 144]. We
decompose the space w ∈ RM into four sets.
Definition 7.2 (Sets). To simplify the notation in the sequel, we introduce following sets:
G ,
{
w : ‖∇J(w)‖2 ≥ µc2
c1
(
1 +
1
pi
)}
(7.22)
GC ,
{
w : ‖∇J(w)‖2 < µc2
c1
(
1 +
1
pi
)}
(7.23)
H , {w : w ∈ GC , λmin (∇2J(w)) ≤ −τ} (7.24)
M , {w : w ∈ GC , λmin (∇2J(w)) > −τ} (7.25)
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where τ is a small positive parameter, c1 and c2 are constants:
c1 , 1− µδ
2
(
1 + β2
)
= O(1) (7.26)
c2 ,
δ
2
σ2 = O(1) (7.27)
and 0 < pi < 1 is a parameter to be chosen. Note that GC = H ∪M. We also define the
probabilities piGi , Pr {wi ∈ G}, piHi , Pr {wi ∈ H} and piMi , Pr {wi ∈M}. Then, for all
i, we have piGi + pi
H
i + pi
M
i = 1.
As explained in [70, 71], the above definition first decomposes the space RM into the set G,
where the squared norm of the gradient is larger than O(µ) and its complement GC . Since the
squared norm of the gradient in GC is not precisely equal to zero, but nevertheless small for
small step-sizes µ, we refer to these points as approximately first-order stationary. The set of
approximate first-order stationary points is further decomposed into those where the Hessian
matrix has a strictly negative eigenvalue H, and those who do not M. The set of points
H correspond to approximate strict saddle-points, and are points where a descent direction
could be identified from the Hessian matrix. Points in M are referred to as approximately
second-order stationary, since they are indistinguishable from minima based on first and
second-order information.
Assumption 7.5 (Gradient noise in strict saddle-points). Suppose w is an approximate
strict-saddle point, i.e., w ∈ H. Introduce the eigendecomposition of the Hessian matrix as
∇2J(w) = V ΛV T and let the decomposition:
V =
[
V ≥0 V <0
]
, Λ =
 Λ≥0 0
0 Λ<0
 (7.28)
where Λ≥0 ≥ 0 and Λ<0 < 0. Then, we assume that:
λmin
((
V <0
)T
Rs (w)V
<0
)
≥ σ2` (7.29)
for some σ2` > 0 and all w ∈ H.
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As explained in [70,71], assumption 7.5 is similar to the condition in [134], where alternating
step-sizes are employed, and ensures that at every strict saddle-point there is a gradient
noise component in a descent direction with non-zero probability. It will be leveraged to
establish the ability of recursion (7.3) to escape strict saddle-points. Note that, in contrast
to the global dispersive noise assumption [138], condition (7.29) is only required to hold
locally in the vicinity of strict saddle-points. When there is no prior information, condi-
tion (7.29) can always be guaranteed by choosing the update direction to be the perturbed
stochastic gradient direction (7.7) with vi ∼ N (0, σ2` I), as is done in [139]. Under this con-
struction, the additional perturbation vi plays a similar role to ridge regularization, which
is frequently added to convex optimization problems to ensure strong convexity and hence
improved convergence behavior in the absence of a priori strong convexity guarantees. An
alternative construction is to add perturbations selectively, when a saddle-point is detected
by calculating the gradient norm, resulting in an algorithm similar to [60].
Remark #1: In order to make the notation more compact, and whenever it is clear from
context, we shall omit the argument wi−1 from the gradient noise term and write instead
si , si(wi−1) with the understanding that the gradient noise at time i is a function of the
iterate wi−1 at time i− 1 in addition to the data xi at time i.
Remark #2: The proof technique used to establish the main theorems in the next
section are motivated by the arguments used in the works [70,71] for distributed optimization
in non-convex environments. The main difference is that the arguments need to be adjusted
to accommodate the more relaxed relative variance bound (7.17) in the single-agent case.
7.3 Performance Analysis
7.3.1 Preliminary Lemmas
Before proceeding with the analysis, we list some preliminary lemmas, which will be used
repeatedly throughout.
Lemma 7.1 (Conditioning [70]). Suppose w ∈ RM is a random variable measurable by
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F . In other words, w is deterministic conditioned on F and E {w |F} = w. Then,
E
{
E {x |F} |w ∈ S
}
= E {x |w ∈ S} (7.30)
for any deterministic set S ⊆ RM and random x ∈ RM .
Lemma 7.2 (A limiting result). For T, µ, δ > 0 and k ∈ Z+ with µ < 1δ , we have:
lim
µ→0
(
(1 + µδ)k +O(µ2)
(1− µδ)k−1
)T
µ
= e−Tδ+2kTδ = O(1) (7.31)
Proof. This lemma is a minor variation of the result in [70]. The adjusted proof is listed in
Appendix 7.A.
7.3.2 Large-Gradient Regime
Theorem 7.1. For sufficiently small step-sizes:
µ ≤ 2
δ (1 + β2)
(7.32)
and when the gradient at wi is sufficiently large, i.e., wi ∈ G, the stochastic gradient recur-
sion (7.3) yields descent in expectation in one iteration, namely,
E {J(wi+1)|wi ∈ G} ≤ E {J(wi)|wi ∈ G} − µ2 c2
pi
(7.33)
On the other hand, when wi ∈M, we can bound the expected ascent:
E {J(wi+1)|wi ∈M} ≤ E {J(wi)|wi ∈M}+ µ2c2 (7.34)
Proof. Appendix 7.B.
Theorem 7.1 ensures that, whenever wi ∈ G, i.e., whenever the gradient is sufficiently large,
one can expect descent in one iteration. This descent relation is similar to those used to es-
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tablish convergence to first-order stationary points [151]. In fact, repeatedly applying (7.33)
would allow us to conclude that wi must eventually reach GC with high probability, as long
as J(·) is bounded from below. In contrast to strongly convex optimization however, where
a small gradient norm always implies vicinity to the global minimizer, first-order stationary
points can be arbitrarily far from a local minimum in non-convex surfaces. For this reason,
we will proceed to study the behavior around strict-saddle points in the sequel.
7.3.3 Escape from Saddle-Points
Beginning at a strict saddle-point wi ∈ H and for any j ≥ 0, we have from (7.3):
wi+j+1 = wi+j −µ∇J(wi+j)− µ si+j+1(wi+j) (7.35)
Subtracting this relation from wi, we find:
wi−wi+j+1 = wi−wi+j +µ∇J(wi+j) + µ si+j+1(wi+j) (7.36)
We shall study the evolution of the deviation wi−wi+j+1 over several iterations j ≥ 0. For
brevity, we define:
w˜ij+1 , wi−wi+j+1 (7.37)
so that (7.36) becomes:
w˜ij+1 = w˜
i
j + µ∇J(wi+j) + µ si+j+1(wi+j) (7.38)
From the mean-value theorem we find [1]:
∇J(wi+j)−∇J(wi) = H i+j (wi+j −wi) (7.37)= −H i+jw˜ij (7.39)
where
H i+j ,
∫ 1
0
∇2J ((1− t)wi+j +twi) dt (7.40)
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so that (7.38) can be reformulated to:
w˜ij+1 = (I − µH i+j) w˜ij + µ∇J(wi) + µ si+j+1(wi+j) (7.41)
In a manner similar to [1, 25, 59], we replace the random and time-varying matrix H i+j by
the Hessian matrix ∇2J(wi) evaluated at the starting point i. This substitution obviously
leads to an approximate recursion in place of (7.41); we shall denote its state vector by w˜
′i
j+1
instead of w˜ij+1, as seen below in (7.42). The point is that while the Hessian ∇2J(wi) is
random and depends on the time instance i, it becomes deterministic and constant when
conditioning on F i and iterating over j ≥ 0. We thus arrive at the following recursion, which
we shall refer to as the short-term model:
w˜′ij+1 =
(
I − µ∇2J(wi)
)
w˜′ij + µ∇J(wi) + µ si+j+1(wi+j) (7.42)
where
w˜′ij+1 , wi−w′i+j+1 (7.43)
The fact that the driving matrix I − µ∇2J(wi) is constant for all j ≥ 0 ensures that (7.42)
is a more tractable recursion than (7.41). In order for this model to be useful, however, we
need to ensure that the function J(w′i+j) evaluated at the iterate of the short-term model
carries sufficient information about the actual recursion of interest, i.e., J(wi+j). We begin
by establishing a set of deviation bounds over a finite time horizon. These ensure that the
iterates w′i+j and wi+j remain close for a bounded number of iterations, which will allow us
to relate J(w′i+j) and J(wi+j) further below.
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Lemma 7.3 (Deviation bounds). The following quantities are conditionally bounded:
E
{∥∥w˜ij∥∥2|wi ∈ H} ≤ O(µ) (7.44)
E
{∥∥w˜ij∥∥3|wi ∈ H} ≤ O(µ3/2) (7.45)
E
{∥∥w˜ij∥∥4|wi ∈ H} ≤ O(µ2) (7.46)
E
{∥∥w˜ij − w˜′ij∥∥2|wi ∈ H} ≤ O(µ2) (7.47)
E
{∥∥w˜′ij∥∥2|wi ∈ H} ≤ O(µ) (7.48)
for j ≤ T
µ
, where T denotes an arbitrary constant that is independent of the step-size µ.
Proof. Appendix 7.C.
These deviation bounds, along with the smoothness conditions on J(·) allow us to establish
the following corollary.
Corollary 7.1 (Short-term model accuracy). Beginning at wi ∈ H, the short term
model is accurate over a finite horizon j ≤ T
µ
, i.e.,
E {J(wi+j)|wi ∈ H} ≤ E
{
J(w′i+j)|wi ∈ H
}
+O(µ3/2) (7.49)
for j ≤ T
µ
, where T denotes an arbitrary constant that is independent of the step-size µ.
Proof. Appendix 7.D.
We conclude that J(·) evaluated at the true iterate wi+j is upper bounded by J(·) evaluated
at the short-term model w′i+j (up to an approximation error O(µ
3/2) that will turn out to
be negligible for small step-sizes), so long as both recursions are initialized at strict-saddle
points wi ∈ H.
Theorem 7.2 (Descent through strict saddle-points). Beginning at a strict saddle-
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point wi ∈ H and iterating for is iterations after i with
is =
log
(
2M σ
2
σ2`
+ 1 +O(µ)
)
log(1 + 2µτ)
≤ O
(
1
µτ
)
(7.50)
guarantees
E {J(wi+is)|wi ∈ H}
≤ E {J(wi)|wi ∈ H} − µ
2
Mσ2 + o(µ) (7.51)
Proof. Appendix 7.E.
We conclude that when wi reaches an approximately strict-saddle points in H, where the
gradient norm alone is no longer sufficient to guarantee descent in a single iteration, we can
nevertheless guarantee descent after O(1/µ) iterations. Recall that Theorem 7.1 guarantees
descent for points in G. As such, Theorems 7.1 and 7.2 together guarantee (expected) descent
whenever wi /∈ M and, as long as J(·) is bounded from below, they ensure that wi must
eventually reach a point in M. This argument is formalized in the final theorem.
Theorem 7.3. Suppose J(w) ≥ Jo. Then, for sufficiently small step-sizes µ, we have with
probability 1− pi, that wio ∈ M, i.e., ‖∇J(wio)‖2 ≤ O(µ) and λmin (∇2J(wio)) ≥ −τ in at
most io iterations, where
io ≤ (J(w0)− J
o)
µ2c2pi
is (7.52)
and is denotes the escape time from Theorem 7.2.
Proof. Appendix 7.F.
7.4 Simulation Results
In this section, we consider a simple example, arising from a single-hidden-layer neural
network with a linear hidden layer and a logistic activation function leading into the output
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Figure 7.1: Cost surface of a simple neural network with ρ = 0.1 and sample trajectories.
The symmetric nature of the loss and initialization result in an equal probability of escaping
towards the local minimum in the positive or negative quadrant.
layer. The cross-entropy loss for such a structure can be simplified to an equivalent logistic
loss [71]:
Q(w1,W2;γ,h) = log
(
1 + e−γw
T
1W2 h
)
(7.53)
The regularized learning problem can then be formulated as:
J(w1,W2) = EQ(w1,W2;γ,h) +
ρ
2
‖w1‖2 + ρ
2
‖W2‖2F (7.54)
The cost surface is depicted in Fig. 7.1. The cost J(·) has two local minima in the positive
and negative quadrants, respectively, and a single strict saddle-point at w1 = W2 = 0. We
initialize w0 = col {−0.5, 0.5} and compare the direct stochastic gradient descent implemen-
tation (7.5) with:
∇̂J(w1,W2) , ∇Q(w1,W2;γ,h) + s · col {1, 1} (7.55)
where s ∼ N (0, 1) and the direction col {1, 1} corresponds to the local descent direction at
the strict saddle-point w1 = W2 = 0. The particular choice of the direction is informed by the
182
Figure 7.2: Evolution of the function value.
analysis and Assumption 7.5 and will allow us to verify whether condition (7.29) is indeed
necessary. A realization of the learning curve is depicted in Fig. 7.2. It can be observed
that the stochastic gradient recursion is outperformed by (7.55), since Assumption 7.5 is
not satisfied for (7.5). Furthermore, it is evident that the escape time increases at a rate of
O(1/µ) as µ decreases, suggesting the tightness of the escape time (7.50).
7.A Proof of Lemma 7.2
The proof techniques in these appendices are generally similar to the ones used in our
works [70, 71] albeit after some necessary adjustments to account for the relative variance
bound (7.17) and the adjusted relations in Definition 7.2.
To begin with, for the natural logarithm of the expression, we have:
log
(
(1 + µδ)k +O(µ2)
(1− µδ)k−1
)T
µ
=
T
µ
(
log
(
(1 + µδ)k +O(µ2)
)
− (k − 1) log (1− µδ)
)
(7.56)
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Since the logarithm is continuous over R+, we have:
log
lim
µ→0
(
(1 + µδ)k +O(µ2)
(1− µδ)k−1
)T
µ

= lim
µ→0
log
((1 + µδ)k +O(µ2)
(1− µδ)k−1
)T
µ

= lim
µ→0
T
µ
(
log
(
(1 + µδ)k +O(µ2)
)
− (k − 1) log (1− µδ)
)
= lim
µ→0
T
µ
(
log
(
(1 + µδ)k
)
− (k − 1) log (1− µδ)
)
= lim
µ→0
T
µ
(k log ((1 + µδ))− (k − 1) log (1− µδ))
= kT lim
µ→0
log (1 + µδ)
µ
− (k − 1)T lim
µ→0
log (1− µδ)
µ
(7.57)
We examine the fraction inside the limit more closely. Since both the numerator and de-
nominator of the fraction approach zero as µ→ 0, we apply L’Hoˆpital’s rule:
lim
µ→0
log (1± µδ)
µ
= lim
µ→0
±δ
1± µδ = ±δ (7.58)
Hence, we find:
lim
µ→0
(
(1 + µδ)k +O(µ2)
(1− µδ)k−1
)T
µ
= ekTδ+(k−1)Tδ = e−Tδ+2kTδ (7.59)
7.B Proof of Lemma 7.1
Since J(·) has δ-Lipschitz gradients:
J(wi+1) ≤ J(wi) +∇J(wi)T (wi+1−wi) + δ
2
‖wi+1−wi‖2 (7.60)
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From (7.3), we find:
J(wi+1)
≤ J(wi) +∇J(wi)T
(
−∇̂J(wi)
)
+
δ
2
∥∥∥−µ∇̂J(wi)∥∥∥2
≤ J(wi)− µ∇J(wi)T∇J(wi)− µ∇J(wi)T si+1(wi)
+ µ2
δ
2
‖∇J(wi) + si+1(wi)‖2 (7.61)
Under conditional expectation, we have:
E {J(wi+1)|F i}
≤ J(wi)− µ‖∇J(wi)‖2 − µ∇J(wi)TE {si+1(wi)|F i}
+ µ2
δ
2
E
{‖∇J(wi) + si+1(wi)‖2|F i}
= J(wi)− µ
(
1− µδ
2
)
‖∇J(wi)‖2
+ µ2
δ
2
E
{‖si+1(wi)‖2|F i}
≤ J(wi)− µ
(
1− µδ
2
(
1 + β2
)) ‖∇J(wi)‖2 + µ2 δ
2
σ2
(a)
= J(wi)− µc1‖∇J(wi)‖2 + µ2c2 (7.62)
where (a) follows from (7.26)–(7.27). Taking expectations conditioned on wi ∈ G, we find:
E {J(wi+1)|wi ∈ G}
≤ E {J(wi)|wi ∈ G} − µc1E
{‖∇J(wi)‖2|wi ∈ G}+ µ2c2
≤ E {J(wi)|wi ∈ G} − µc1 · µc2
c1
(
1 +
1
pi
)
+ µ2c2
= E {J(wi)|wi ∈ G} − µ2 c2
pi
(7.63)
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On the other hand, starting from (7.62) and taking expectations conditioned on wi ∈ M,
we have:
E {J(wi+1)|wi ∈M}
≤ E {J(wi)|wi ∈M}− µc1E
{‖∇J(wi)‖2|wi ∈M}+ µ2c2
(a)
≤ E {J(wi)|wi ∈M}+ µ2c2 (7.64)
where (a) follows since c1 = 1− µ δ2 (1 + β2) ≥ 0 whenever µ ≤ 2δ(1+β2) .
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7.C Proof of Lemma 7.3
We refer to (7.41). Suppose j ≤ T
µ
, where T is an arbitrary constant independent of µ. We
then have for j ≥ 0:
E
{∥∥w˜ij+1∥∥2|F i+j}
(7.41)
= E
{∥∥∥ (I − µH i+j) w˜ij + µ∇J(wi) + µ si+j+1 ∥∥∥2|F i+j}
(a)
=
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2
+ µ2E
{‖si+j+1‖2|F i+j}
(b)
=
1
1− µδ
∥∥(I − µH i+j) w˜ij∥∥2 + µδ ‖∇J(wi)‖2
+ µ2E
{‖si+j+1‖2|F i+j}
(c)
≤ (1 + µδ)
2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
+ µ2E
{‖si+j+1‖2|F i+j}
(d)
≤ (1 + µδ)
2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
+ µ2β2‖∇J(wi+j)‖2 + µ2σ2
=
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
+ µ2β2‖∇J(wi) +∇J(wi+j)−∇J(wi)‖2 + µ2σ2
(e)
≤ (1 + µδ)
2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2 + 2µ2β2‖∇J(wi)‖2
+ 2µ2β2‖∇J(wi+j)−∇J(wi)‖2 + µ2σ2
(f)
≤ (1 + µδ)
2 + (1− µδ)2µ2β2δ2
1− µδ
∥∥w˜ij∥∥2
+ µ
(
1
δ
+ 2µβ2
)
‖∇J(wi)‖2 + µ2σ2
(g)
≤ (1 + µδ)
2 +O(µ2)
1− µδ
∥∥w˜ij∥∥2 +O(µ)‖∇J(wi)‖2 + µ2σ2 (7.65)
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where (a) follows from the conditional zero-mean property of the gradient noise term in
Assumption 7.3, (b) follows from Jensen’s inequality
‖a+ b‖2 ≤ 1
α
‖a‖2 + 1
1− α‖b‖
2 (7.66)
with α = µδ < 1 and (c) follows from the sub-multiplicative property of norms along with
−δI ≤ ∇2J(wi) ≤ δI, which follows from the Lipschitz gradient condition in Assumption 7.1.
We can now take expectations over wi ∈ H to obtain:
E
{∥∥w˜ij+1∥∥2|wi ∈ H}
≤ (1 + µδ)
2 +O(µ2)
1− µδ E
{∥∥w˜ij∥∥2|wi ∈ H}
+O(µ)E
{‖∇J(wi)‖2|wi ∈ H}+O(µ2)
(a)
≤ (1 + µδ)
2 +O(µ2)
1− µδ E
{∥∥w˜ij∥∥2|wi ∈ H}+O(µ2) (7.67)
where (a) follows from the definition of the set H (7.24). Note that, at time i = 0, we have:
w˜i0 = wi−wi+0 = 0 (7.68)
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and hence the initial deviation is zero, by definition. Iterating, starting at j = 0 yields:
E
{∥∥w˜ij∥∥2|wi ∈ H}
≤
(
j−1∑
n=0
(
(1 + µδ)2 +O(µ2)
1− µδ
)n)
O(µ2)
=
1−
(
(1+µδ)2+O(µ2)
1−µδ
)j
1− (1+µδ)2+O(µ2)
1−µδ
O(µ2)
=
((
(1+µδ)2+O(µ2)
1−µδ
)j
− 1
)
(1− µδ)
1 + 2µδ + µ2δ2 − 1 + µδ O(µ
2)
=
((
(1+µδ)2+O(µ2)
1−µδ
)j
− 1
)
(1− µδ)
3δ + µδ2
O(µ)
≤
((
(1+µδ)2+O(µ2)
1−µδ
)T
µ − 1
)
(1− µδ)
3δ + µδ2
O(µ)
=O(µ) (7.69)
where the last line follows from Lemma 7.2 after noting that:
((
(1+µδ)2+O(µ2)
1−µδ
)T
µ − 1
)
(1− µδ)
3δ + µδ2
≤
((
(1+µδ)2+O(µ2)
1−µδ
)T
µ − 1
)
(1− µδ)
3δ
≤
(
(1+µδ)2+O(µ2)
1−µδ
)T
µ
3δ
(7.70)
This establishes (7.44). We proceed to establish a bound on the fourth-order moment. Using
the inequality [1]:
‖a+ b‖4 ≤ ‖a‖4 + 3‖b‖4 + 8‖a‖2‖b‖2 + 4‖a‖2 (aTb) (7.71)
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we have:
E
{∥∥w˜ij+1∥∥4|F i+j}
≤ ∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥4
+ 3µ4E
{‖si+j+1‖4 |F i+j}
+ 8µ2
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2
× E{‖si+j+1‖2 |F i+j}
+ 4µ
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2
× ((I − µH i+j) w˜ij + µ∇J(wi))T
× (E {si+j+1 |F i+1})
(a)
=
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥4
+ 3µ4E
{‖si+j+1‖4 |F i+j}
+ 8µ2
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2
× E{‖si+j+1‖2 |F i+j}
(b)
≤ ∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥4
+ 3µ4
(‖∇J(wi+j)‖4 + σ4)
+ 8µ2
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2
× (‖∇J(wi+j)‖2 + σ2) (7.72)
where in step (a) we dropped cross-terms due to the conditional zero-mean property of the
gradient noise in Assumption 7.3, step (b) follows from the fourth-order conditions on the
gradient noise in Assumption 7.3. We shall bound each term one by one. From Jensen’s
inequality, we find for 0 < α < 1:
‖a+ b‖4 = 1
α3
‖a‖4 + 1
(1− α)3 ‖b‖
4 (7.73)
190
and hence for the first term on the right-hand side of (7.72) with α = 1−µδ and 0 < µ < 1
δ
:
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥4
≤ (1 + µδ)
4
(1− µδ)3
∥∥w˜ij∥∥4 + µ4µ3δ3‖∇J(wi)‖4
=
(1 + µδ)4
(1− µδ)3
∥∥w˜ij∥∥4 +O(µ)‖∇J(wi)‖4 (7.74)
After taking expectations conditioned on wi ∈ H, we find:
E
{∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥4|wi ∈ H}
≤ (1 + µδ)
4
(1− µδ)3 E
{∥∥w˜ij∥∥4|wi ∈ H}
+O(µ)E
{‖∇J(wi)‖4|wi ∈ H}
(7.24)
≤ (1 + µδ)
4
(1− µδ)3 E
{∥∥w˜ij∥∥4|wi ∈ H}+O(µ3) (7.75)
For the second term we have, again from (7.73) with α = 1
2
:
3µ4
(‖∇J(wi+j)‖4 + σ4)
= 3µ4
(‖∇J(wi) +∇J(wi+j)−∇J(wi)‖4 + σ4)
(7.73)
≤ 3µ4 (8‖∇J(wi)‖4 + 8‖∇J(wi+j)−∇J(wi)‖4 + σ4)
(7.73)
≤ 3µ4
(
8‖∇J(wi)‖4 + 8δ4
∥∥w˜ij∥∥4 + σ4)
=O(µ4)‖∇J(wi)‖4 +O(µ4)
∥∥w˜ij∥∥4 +O(µ4) (7.76)
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After taking expectations over wi ∈ H we have:
E
{
3µ4
(‖∇J(wi+j)‖4 + σ4) |wi ∈ H}
≤O(µ4)E{‖∇J(wi)‖4|wi ∈ H}
+O(µ4)E
{∥∥w˜ij∥∥4|wi ∈ H}+O(µ4)
≤O(µ4)E
{∥∥w˜ij∥∥4|wi ∈ H}+O(µ4) (7.77)
192
For the last term, we have:
8µ2
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2 (‖∇J(wi+j)‖2 + σ2)
= 8µ2
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2‖∇J(wi+j)‖2
+ 8µ2
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2σ2
(7.66)
≤ 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
‖∇J(wi+j)‖2
+ 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
σ2
= 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
× ‖∇J(wi) +∇J(wi+j)−∇J(wi)‖2
+ 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
σ2
(7.66)
≤ 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
× (2‖∇J(wi)‖2 + 2‖∇J(wi+j)−∇J(wi)‖2)
+ 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
σ2
(7.66)
≤ 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
×
(
2‖∇J(wi)‖2 + 2δ2
∥∥w˜ij∥∥2)
+ 8µ2
(
(1 + µδ)2
1− µδ
∥∥w˜ij∥∥2 + µδ ‖∇J(wi)‖2
)
σ2
=O(µ2)
∥∥w˜ij∥∥4 +O(µ3)‖∇J(wi)‖4
+O(µ2)‖∇J(wi)‖2
∥∥w˜ij∥∥2 +O(µ2)∥∥w˜ij∥∥2
+O(µ3)‖∇J(wi)‖2 (7.78)
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After taking conditional expectations:
E
{
8µ2
∥∥(I − µH i+j) w˜ij + µ∇J(wi)∥∥2
× (‖∇J(wi+j)‖2 + σ2) |wi ∈ H}
≤O(µ2)E
{∥∥w˜ij∥∥4|wi ∈ H}
+O(µ3)E
{‖∇J(wi)‖4|wi ∈ H}
+O(µ2)E
{
‖∇J(wi)‖2
∥∥w˜ij∥∥2|wi ∈ H}
+O(µ2)E
{∥∥w˜ij∥∥2|wi ∈ H}
+O(µ3)E
{‖∇J(wi)‖2|wi ∈ H}
≤O(µ2)E
{∥∥w˜ij∥∥4|wi ∈ H}+O(µ3) ·O(µ2)
+O(µ2)E
{
O(µ)
∥∥w˜ij∥∥2|wi ∈ H}+O(µ2) ·O(µ)
+O(µ3) ·O(µ)
≤O(µ2)E
{∥∥w˜ij∥∥4|wi ∈ H}+O(µ3) (7.79)
Returning to (7.72), after taking expectations over wi ∈ H on both sides and grouping terms
we find:
E
{∥∥w˜ij+1∥∥4|wi ∈ H}
≤ (1 + µδ)
4 +O(µ2)
(1− µδ)3 E
{∥∥w˜ij∥∥4|wi ∈ H}+O(µ3) (7.80)
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Recall again that w˜i0 = 0 and therefore iterating yields:
E
{∥∥w˜ij∥∥4|wi ∈ H}
≤
(
j−1∑
n=0
(
(1 + µδ)4 +O(µ2)
(1− µδ)3
)n)
O(µ3)
=
1−
(
(1+µδ)4+O(µ2)
(1−µδ)3
)j
1− (1+µδ)4+O(µ2)
(1−µδ)3
O(µ3)
=
((
(1+µδ)4+O(µ2)
(1−µδ)3
)j
− 1
)
(1− µδ)3
(1 + µδ)4 +O(µ2)− (1− µδ)3 O(µ
3)
≤
(
(1+µδ)4+O(µ2)
(1−µδ)3
)j
− 1
(1 + µδ)4 +O(µ2)− (1− µδ)3O(µ
3)
≤
(
(1+µδ)4+O(µ2)
(1−µδ)3
)j
(1 + µδ)4 +O(µ2)− (1− µδ)3O(µ
3)
(a)
≤
(
(1+µδ)4+O(µ2)
(1−µδ)3
)j
O(µ)
O(µ3)
=
(
(1 + µδ)4 +O(µ2)
(1− µδ)3
)j
O(µ2)
≤
(
(1 + µδ)4 +O(µ2)
(1− µδ)3
)T
µ
O(µ2)
≤O(µ2) (7.81)
where in (a) we expanded:
(1 + µδ)4 +O(µ2)− (1− µδ)3
= 1 + 4µδ +O(µ2)− 1 + 3µδ −O(µ2) = O(µ) (7.82)
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and the last step follows from Lemma 7.2. This establishes (7.46). Eq. (7.45) then follows
from Jensen’s inequality via:
E
{∥∥w˜ij∥∥3|wi ∈ H} ≤ (E{∥∥w˜ij∥∥4|wi ∈ H})3/4
≤ (O(µ2))3/4 = O(µ3/2) (7.83)
We now study the difference between the short-term model (7.42) and the true recur-
sion (7.41). We have:
wi+j+1−w′i+j+1
= − w˜ii+1 + w˜′ii+1
= − (I − µH i+i) w˜ij − µ∇J(wi)− µ si+j+1
+
(
I − µ∇2J(wi)
)
w˜′ii + µ∇J(wi) + µ si+j+1
= − (I − µH i+i) w˜ij +
(
I − µ∇2J(wi)
)
w˜′ii
=
(
I − µ∇2J(wi)
) (
wi+j −w′i+j
)
+ µ
(
H i+j −∇2J(wi)
)
w˜ij (7.84)
Before proceeding, note that the difference between the Hessians in the driving term can be
bounded as:
∥∥∇2J(wi)−H i+i∥∥
=
∥∥∥∥∇2J(wi)− ∫ 1
0
∇2J ((1− t)wi+j +twi) dt
∥∥∥∥
=
∥∥∥∥∫ 1
0
(∇2J(wi)−∇2J ((1− t)wi+j +twi)) dt∥∥∥∥
(a)
≤
∫ 1
0
∥∥∇2J(wi)−∇2J ((1− t)wi+j +twi)∥∥ dt
(b)
≤ ρ
∫ 1
0
‖(1− t)wi−(1− t)wi+j‖ dt
= ρ
∥∥w˜ij∥∥∫ 1
0
(1− t)dt = ρ
2
∥∥w˜ij∥∥ (7.85)
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where (a) follows Jensen’s inequality and (b) follows form the Lipschitz Hessian assump-
tion 7.2. Returning to (7.84) and taking norms yields:
‖wi+j+1−w′i+j+1 ‖2
=
∥∥∥ (I − µ∇2J(wi)) (wi+j −w′i+j)
+ µ
(
H i+j −∇2J(wi)
)
w˜ij
∥∥∥2
(a)
≤ 1
1− µδ
∥∥(I − µ∇2J(wi)) (wi+j −w′i+j)∥∥2
+
µ2
µδ
∥∥(H i+j −∇2J(wi)) w˜ij∥∥2
(b)
≤ 1
1− µδ
∥∥(I − µ∇2J(wi)) (wi+j −w′i+j)∥∥2
+
µ
δ
∥∥(H i+j −∇2J(wi)) w˜ij∥∥2
(7.85)
≤ (1 + µδ)
2
1− µδ
∥∥wi+j −w′i+j∥∥2 + µδ ρ2∥∥w˜ij∥∥4 (7.86)
where (a) again follows from Jensen’s inequality (7.66) with α = 1−µδ and (b) follows from
the same inequality with α = 1
2
. Taking expectations over wi ∈ H yields:
E
{
‖wi+j+1−w′i+j+1 ‖2|wi ∈ H
}
≤ (1 + µδ)
2
1− µδ E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
+
µ
δ
ρ
2
E
{∥∥w˜ij∥∥4 |wi ∈ H}
(7.81)
≤ (1 + µδ)
2
1− µδ E
∥∥wi+j −w′i+j∥∥2 +O(µ3) (7.87)
Since both the true and the short-term model are initialized at wi, we have wi+0−w′i+0 = 0.
Iterating and applying the same argument as above leads to:
E ‖wi+j+1−w′i+j+1 ‖2 ≤ O(µ2) (7.88)
which is (7.47).
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7.D Proof of Lemma 7.1
Recall that J(·) has δ-Lipschitz gradients, which implies:
J(wi+j) ≤ J(w′i+j) +∇J
(
w′i+j
)T (
wi+j −w′i+j
)
+
δ
2
∥∥wi+j −w′i+j∥∥2 (7.89)
In the vicinity of saddle-points, we can refine the upper bound (7.89) by taking expectations
conditioned on wi ∈ H:
E {J(wi+j)|wi ∈ H}
≤ E{J(w′i+j)|wi ∈ H}
+ E
{
∇J (w′i+j)T (wi+j −w′i+j) |wi ∈ H}
+
δ
2
E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
(a)
≤ E{J(w′i+j)|wi ∈ H}
+
√
E
{∥∥∇J (w′i+j)∥∥2|wi ∈ H}
×
√
E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
+
δ
2
E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
(a)
≤ E{J(w′i+j)|wi ∈ H}
+
√
E
{
2‖∇J (wi)‖2 + 2δ2
∥∥w˜′ij∥∥2|wi ∈ H}
×
√
E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
+
δ
2
E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
(b)
≤ E{J(w′i+j)|wi ∈ H}
+O
(
µ1/2
)√
E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
+
δ
2
E
{∥∥wi+j −w′i+j∥∥2|wi ∈ H}
(c)
≤ E{J(w′i+j)|wi ∈ H}+O(µ3/2) (7.90)
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where (a) follows from:
∥∥∇J (w′i+j)∥∥2
=
∥∥∇J (wi) +∇J (w′i+j)−∇J (wi)∥∥2
≤ 2‖∇J (wi)‖2 + 2
∥∥∇J (w′i+j)−∇J (wi)∥∥2
≤ 2‖∇J (wi)‖2 + 2δ2
∥∥w′i+j −wi∥∥2 (7.91)
Step (b) follows from Cauchy-Schwarz inequality and (c) is a result of the definition of H as
approximately strict-saddle points (7.24) and (7.48) and (c) is a result of (7.47).
7.E Proof of Theorem 7.2
The argument generally mirrors the proof to [71, Theorem 1] after accounting for the rela-
tive variance bound (7.17) by noting that, around first-order stationary points, the relative
component β4‖∇J(wi)‖4 will necessarily be small.
From Corollary 7.1, we have:
E {J(wi+j)|wi ∈ H} ≤ E
{
J(w′i+j)|wi ∈ H
}
+O(µ3/2) (7.92)
so long as j ≤ T
µ
. We can hence proceed by studying E
{
J(w′i+j)|H
}
and will add the
approximation error O(µ3/2) to the end result. From (7.14) we find:
J(w′i+j) ≤ J(wi)−∇J(wi)Tw˜′ij +
1
2
∥∥w˜′ij∥∥2∇2J(wi)
+
ρ
6
∥∥w˜′ij∥∥3 (7.93)
We will bound each term appearing on the right-hand side. From (7.42) we find after
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conditioning on F i+j:
E
{
w˜′ij+1|F i+j
}
=
(
I − µ∇2J(wi)
)
w˜′ij + µ∇J(wi) + µE {si+j+1 |F i+j}
(7.16)
=
(
I − µ∇2J(wi)
)
w˜′ij + µ∇J(wi) (7.94)
Note that F i+j denotes the information captured in wk,j up to time i+ j, while F i denotes
the information available up to time i. Hence:
F i+j = F i ∪ filtration {wk,i+1, . . . ,wk,i+j} (7.95)
Hence, taking expectation of (7.94) conditioned on F i removes the elements not contained
in F i and yields:
E
{
w˜′ij+1|F i
}
=
(
I − µ∇2J(wi)
)
E
{
w˜′ij|F i
}
+ µ∇J(wi) (7.96)
Since w˜′i0 = 0, iterating starting at j = 0 yields:
E
{
w˜′ij|F i
}
= µ
(
j∑
k=1
(
I − µ∇2J(wi)
)k−1)∇J(wi) (7.97)
This allows us to bound the linear term appearing in (7.93) as:
− E
{
∇J(wi)Tw˜′ij|F i
}
= −∇J(wi)TE
{
w˜′ij|F i
}
(7.97)
= − µ∇J(wi)T
(
j∑
k=1
(
I − µ∇2J(wi)
)k−1)∇J(wi)
= − µ‖∇J(wi)‖2∑j
k=1 (I−µ∇2J(wi))k−1 (7.98)
To study the quadratic term in (7.93), we introduce the eigenvalue decomposition of the
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Hessian around the iterate at time i:
∇2J(wi) , V iΛiV Ti (7.99)
which motivates the transformation:
∥∥w˜′ij+1∥∥2∇2J(wi) = ∥∥w˜′ij+1∥∥2V iΛiV Ti
=
∥∥V Ti wi − V Ti w′i+j+1∥∥2Λi
=
∥∥w′ij+1∥∥2Λi (7.100)
where we introduced:
w′ij+1 , V Ti w˜′ij+1 (7.101)
Under this transformation, recursion (7.42) is also diagonalized, yielding:
w′ij+1
, V Ti w˜′ij+1
= V Ti
(
I − µ∇2J(wi)
)
V iV
T
i w˜
′i
j
+ µV Ti ∇J(wi) + µV Ti si+j+1
= (I − µΛi)w′ij + µ∇J(wi) + µsi+j+1 (7.102)
with ∇J(wi) , V Ti ∇J(wi) and si+j+1 , V Ti si+j+1. Applying the same transformation to
the conditional mean recursion (7.96), and subtracting the transformed conditional mean on
both sides of (7.102), we find:
w′ij+1 − E
{
w′ij+1|F i
}
= (I − µΛi)
(
w′ij − E
{
w′ij|F i
})
+ µsi+j+1 (7.103)
which allows us to cancel the driving term involving the gradient. For brevity, define the
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(conditionally) centered random variable:
wˇ′ij+1 = w
′i
j+1 − E
{
w′ij+1|F i
}
(7.104)
so that:
wˇ′ij+1 = (I − µΛi) wˇ′ij + µsi+j+1 (7.105)
Before proceeding, note that we can express:
E
{∥∥wˇ′ij∥∥2Λi |F i}
= E
{∥∥w′ij − E{w′ij|F i}∥∥2Λi |F i}
= E
{∥∥w′ij∥∥2Λi |F i}− ∥∥E{w′ij|F i}∥∥2Λi (7.106)
Hence, we have:
E
{∥∥w˜′ij∥∥2∇2J(wi)|F i}
= E
{∥∥w′ij∥∥2Λi |F i}
= E
{∥∥wˇ′ij∥∥2Λi |F i}+ ∥∥E{w′ij|F i}∥∥2Λi (7.107)
In order to make claims about E
{∥∥w˜′ij∥∥2∇2J(wi)|F i} by studying E{∥∥wˇ′ij∥∥2Λi |F i}, we need
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to establish a bound on
∥∥E{w′ij|F i}∥∥2Λi . We have:
∥∥E{w′ij|F i}∥∥2Λi
=
∥∥E{V Ti w˜′ij|F i}∥∥2Λi
(7.97)
= µ2
∥∥∥∥∥V Ti
(
j∑
k=1
(
I − µ∇2J(wi)
)k−1)∇J(wi)
∥∥∥∥∥
2
Λi
= µ2
∥∥∥∥∥
(
j∑
k=1
(I − µΛi)k−1
)
∇J(wi)
∥∥∥∥∥
2
Λi
= µ2∇J(wi)T
(
j∑
k=1
(I − µΛi)k−1
)
Λi
×
(
j∑
k=1
(I − µΛi)k−1
)
∇J(wi) (7.108)
We shall order the eigenvalues of ∇2J(wi), such that its eigendecomposition has a block
structure:
V i =
[
V ≥0i V
<0
i
]
, Λi =
 Λ≥0i 0
0 Λ<0i
 (7.109)
with δI ≥ Λ≥0i ≥ 0 and Λ<0i < 0. Note that since ∇2J(wi) is random, the decomposition
itself is random as well. Nevertheless, it exists with probability one. We also decompose the
transformed gradient vector with appropriate dimensions:
∇J(wi) = col
{
∇J(wi)≥0,∇J(wi)<0
}
(7.110)
We can then decompose (7.108):
∥∥E{w′ij|F i}∥∥2Λi
= µ2∇J(wi)T
(
j∑
k=1
(I − µΛi)k−1
)
Λi
×
(
j∑
k=1
(I − µΛi)k−1
)
∇J(wi)
203
= µ2
(
∇J(wi)≥0
)T( j∑
k=1
(
I − µΛ≥0i
)k−1)
Λ≥0i
×
(
j∑
k=1
(
I − µΛ≥0i
)k−1)∇J(wi)≥0
+ µ2
(
∇J(wi)<0
)T( j∑
k=1
(
I − µΛ<0i
)k−1)
Λ<0i
×
(
j∑
k=1
(
I − µΛ<0i
)k−1)∇J(wi)<0
(a)
≤ µ2
(
∇J(wi)≥0
)T( j∑
k=1
(
I − µΛ≥0i
)k−1)
Λ≥0i
×
(
j∑
k=1
(
I − µΛ≥0i
)k−1)∇J(wi)≥0
(b)
≤ µ2
(
∇J(wi)≥0
)T( ∞∑
k=1
(
I − µΛ≥0i
)k−1)
Λ≥0i
×
(
j∑
k=1
(
I − µΛ≥0i
)k−1)∇J(wi)≥0
(c)
= µ2
(
∇J(wi)≥0
)T (
µΛ≥0i
)−1
Λ≥0i
×
(
j∑
k=1
(
I − µΛ≥0i
)k−1)∇J(wi)≥0
= µ
(
∇J(wi)≥0
)T( j∑
k=1
(
I − µΛ≥0i
)k−1)∇J(wi)≥0
(d)
≤ µ
(
∇J(wi)≥0
)T( j∑
k=1
(
I − µΛ≥0i
)k−1)∇J(wi)≥0
+ µ
(
∇J(wi)<0
)T( j∑
k=1
(
I − µΛ<0i
)k−1)∇J(wi)<0
≤ µ∇J(wi)T
(
j∑
k=1
(I − µΛi)k−1
)
∇J(wi)
= µ
∥∥∇J(wi)∥∥2∑j
k=1 (I−µΛi)k−1
(7.111)
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where (a) follows from Λ<0i < 0, (b) follows from:
j∑
k=1
(
I − µΛ≥0i
)k−1 ≤ ∞∑
k=1
(
I − µΛ≥0i
)k−1
(7.112)
for µ < 1
δ
. Step (c) follows from the formula for the geometric matrix series, and (d) follows
from:
µ
(
∇J(wi)≥0
)T( j∑
k=1
(
I − µΛ≥0i
)k−1)∇J(wi)≥0 ≥ 0 (7.113)
Comparing (7.111) to (7.98), we find that we can bound:
−E
{
∇J(wi)Tw˜′ij|F i
}
+
∥∥E{w′ij|F i}∥∥2Λi ≤ 0 (7.114)
To recap, we can simplify (7.93) as:
E
{
J(w′i+j)|F i
}
≤ J(wi) + 1
2
E
{∥∥wˇ′ij∥∥2Λi |F i}+ ρ6 E{∥∥w˜′ij∥∥3|F i} (7.115)
We proceed with the now simplified quadratic term. Motivated by a technique employed for
the analysis of adaptive filters and stochastic gradient algorithms in convex environments [1,
149], we square both sides of (7.105) under an arbitrary diagonal weighting matrix Σi,
deterministic conditioned on wi and wi+j, to obtain:
∥∥wˇ′ij+1∥∥2Σi
=
∥∥(I − µΛi) wˇ′ij + µsi+j+1∥∥2Σi
=
∥∥(I − µΛi) wˇ′ij∥∥2Σi + µ2‖si+j+1‖2Σi
+ 2µwˇ′ij
T
(I − µΛi) Σisi+j+1 (7.116)
Note that upon conditioning on F i+j, all elements of the cross-term, aside from si+j+1,
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become deterministic, and as such the term disappears when taking expectations. We obtain:
E
{∥∥wˇ′ij+1∥∥2Σi |F i+j}
=
∥∥(I − µΛi) wˇ′ij∥∥2Σi + µ2E{‖si+j+1‖2Σi|F i+j}
=
∥∥wˇ′ij∥∥2Σi−2µΛiΣi+µ2ΛiΣiΛi
+ µ2Tr
(
V iΣiV
T
i Rs (wi+j)
)
=
∥∥wˇ′ij∥∥2Σi−2µΛiΣi + µ2Tr (V iΣiV Ti Rs (wi))
+ µ2Tr
(
V iΣiV
T
i (Rs (wi+j)−Rs (wi))
)
+ µ2
∥∥wˇ′ij∥∥2ΛiΣiΛi (7.117)
We proceed to bound the last two terms. First, we have:
Tr
(
V iΣiV
T
i (Rs (wi+j)−Rs (wi))
)
(a)
≤ ∥∥V iΣiV Ti ∥∥ ‖Rs (wi+j)−Rs (wi)‖
(b)
≤ ρ (Σi) βR
∥∥w˜ij∥∥γ (7.118)
where (a) follows from Cauchy-Schwarz, since Tr(ATB) is an inner product over the space of
symmetric matrices, and hence, |Tr(ATB)| ≤ ‖A‖‖B‖, and (b) follows from Assumption 7.4.
For the second term, we have:
∥∥wˇ′ij∥∥2ΛiΣiΛi ≤ ρ (ΛiΣiΛi)∥∥wˇ′ij∥∥2
≤ δ2ρ (Σi)
∥∥wˇ′ij∥∥2 (7.119)
We conclude that
E
{∥∥wˇ′ij+1∥∥2Σi|F i}
= E
{∥∥wˇ′ij∥∥2Σi−2µΛiΣi |F i}+ µ2Tr (V iΣiV Ti Rs (wi))
+ µ2ρ (Σi)E
{
qi+j|F i
}
(7.120)
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where
qi+j , βR
∥∥w˜ij∥∥γ + δ2∥∥wˇ′ij∥∥2 (7.121)
For brevity, we define
D , I − 2µΛi (7.122)
Y , V Ti Rs (wi)V i (7.123)
With these substitutions we obtain:
E
{∥∥wˇ′ij+1∥∥2Σi |F i}
= E
{∥∥wˇ′ij∥∥2DΣi |F i}+ µ2Tr (ΣiY ) + µ2ρ (Σi)E{qi+j|F i} (7.124)
At j = 0, we have wˇ′i0 = 0. Letting Σj = ΛiD
j, we can iterate to obtain:
E
{∥∥wˇ′ij+1∥∥2Λi |F i}
= µ2
j∑
n=0
Tr (ΛiD
nY )
+ µ2
j∑
n=0
ρ (ΛiD
n) · E{qi+n|F i}
= µ2Tr
(
Λi
(
j∑
n=0
Dn
)
Y
)
+ µ2
j∑
n=0
ρ (ΛiD
n) · E{qi+n|F i} (7.125)
since w′i+j+1 = wi at j = 0. Our objective is to show that the first term on the right-hand
side yields sufficient descent (i.e., will be sufficiently negative), while the second term is small
enough to be negligible. To this end, we again make use of the structured eigendecomposi-
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tion (7.109). We have:
µ2Tr
(
Λi
(
j∑
n=0
Dn
)
V Ti Rs (wi)V i
)
(a)
= µ2Tr
(
Λ≥0i
(
j∑
n=0
(
I − 2µΛ≥0i
)n)
× (V ≥0i )TRs (wi)V ≥0i
)
+ µ2Tr
(
Λ<0i
(
j∑
n=0
(
I − 2µΛ<0i
)n)
× (V <0i )TRs (wi)V <0i
)
(b)
= µ2Tr
(
Λ≥0i
(
j∑
n=0
(
I − 2µΛ≥0i
)n)
× (V ≥0i )TRs (wi)V ≥0i
)
− µ2Tr
((−Λ<0i )
(
j∑
n=0
(
I − 2µΛ<0i
)n)
× (V <0i )TRs (wi)V <0i
)
(c)
≤ µ2Tr
(
Λ≥0i
(
j∑
n=0
(
I − 2µΛ≥0i
)n))
× λmax
((
V ≥0i
)T
Rs (wi)V
≥0
i
)
− µ2Tr
((−Λ<0i )
(
j∑
n=0
(
I − 2µΛ<0i
)n))
× λmin
((
V <0i
)T
Rs (wi)V
<0
i
)
(d)
≤ µ2Tr
(
Λ≥0i
(
j∑
n=0
(
I − 2µΛ≥0i
)n))(
β2‖∇J(wi)‖2 + σ2
)
− µ2Tr
((−Λ<0i )
(
j∑
n=0
(
I − 2µΛ<0i
)n))
σ2` (7.126)
where in (a) we decomposed the trace since Λi
(∑j
n=0D
n
)
is a diagonal matrix, (b) applies
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− (−Λ<0i ) = Λ<0i . where in (a) we decomposed the trace since Λi (∑jn=0Dn) is a diagonal
matrix and applied − (−Λ<0i ) = Λ<0i . Step (b) follows from Tr(A)λmin(B) ≤ Tr(AB) ≤
Tr(A)λmax(B) which holds for A = A
T, B = BT ≥ 0, and (c) follows from the bounded
covariance property (7.21) and Assumption 7.5.For the positive term, we have:
µ2Tr
(
Λ≥0i
(
j∑
n=0
(
I − 2µΛ≥0i
)n))(
β2‖∇J(wi)‖2 + σ2
)
(a)
≤ µ2Tr
(
Λ≥0i
( ∞∑
n=0
(
I − 2µΛ≥0i
)n))(
β2‖∇J(wi)‖2 + σ2
)
(b)
≤ µ2Tr
(
Λ≥0i
(
2µΛ≥0i
)−1) (
β2‖∇J(wi)‖2 + σ2
)
(c)
≤ µ
2
M
(
β2‖∇J(wi)‖2 + σ2
)
(7.127)
where (a) follows since I − 2µΛ≥0i is elementwise non-negative for µ ≤ 2δ , (b) follows from∑∞
n=0A
n = (I − A)−1 and (c) follows since ∇2J(wi) is of dimension M . Hence, under
expectation:
µ2E
{
Tr
(
Λ≥0i
(
j∑
n=0
(
I − 2µΛ≥0i
)n))
× (β2‖∇J(wi)‖2 + σ2) |wi ∈ H}
≤ µ
2
M
(
β2E
{‖∇J(wi)‖2|wi ∈ H}+ σ2)
(7.24)
≤ µ
2
M
(
β2 ·O(µ) + σ2) = µ
2
Mσ2 +O(µ2) (7.128)
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For the negative term, we have under expectation conditioned on wi ∈ H:
E
{
Tr
((−Λ<0i )
(
j∑
n=0
(
I − 2µΛ<0i
)n))
σ2`
∣∣∣∣∣wi ∈ H
}
(a)
≥ E
{
τ
(
j∑
n=0
(1 + 2µτ)n
)
σ2`
∣∣∣∣∣wi ∈ H
}
(b)
= τ
(
j∑
n=0
(1 + 2µτ)n
)
σ2`
(c)
= τ
1− (1 + 2µτ)i+1
1− (1 + 2µτ) σ
2
`
=
1
2µ
(
(1 + 2µτ)j+1 − 1
)
σ2` (7.129)
Step (a) makes use of the fact that
(−Λ<0i ) (∑jn=0 (I − 2µΛ<0i )n) is a diagonal matrix,
where all elements are non-negative. Hence, its trace can be bounded by any of its diagonal
elements:
Tr
((−Λ<0i )
(
j∑
n=0
(
I − 2µΛ<0i
)n))
(7.24)
≥ τ
(
j∑
n=0
(1 + 2µτ)n
)
(7.130)
In (b) we dropped the expectation since the expression is no longer random, and (c) is the
result of a geometric series. We return to the full expression (7.126) and find:
µ2E
{
Tr
(
Λi
(
j∑
n=0
Dn
)
V Ti Rs (wi)V i
)
|wi ∈ H
}
≤ µ
2
Mσ2 +O(µ2)− µ
2
(
(1 + 2µτ)j+1 − 1
)
σ2`
(a)
≤ − µ
2
Mσ2 (7.131)
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where (a) holds if, and only if,
µ
2
Mσ2 +O(µ2)− µ
2
(
(1 + 2µτ)j+1 − 1
)
σ2` ≤ −
µ
2
Mσ2
⇐⇒ 2Mσ
2
σ2`
+O(µ) + 1 ≤ (1 + 2µτ)j+1
⇐⇒ log
(
2M
σ2
σ2`
+ 1 +O(µ)
)
≤ (j + 1)log (1 + 2µτ)
⇐⇒
log
(
2M σ
2
σ2`
+ 1 +O(µ)
)
log (1 + 2µτ)
≤ j + 1
⇐⇒
log
(
2M σ
2
σ2`
+ 1 +O(µ)
)
O(µτ)
≤ j + 1 (7.132)
where the last line follows from limx→0 1/x log(1 + x) = 1. We conclude that there exists a
bounded is such that:
µ2E
{
Tr
(
Λi
(
is∑
n=0
Dn
)
V Ti Rs (wi)V i
)}
≤ − µ
2
Mσ2 (7.133)
Applying this relation to (7.125) and taking expectations over wi ∈ H, we obtain:
E
{∥∥wˇ′iis+1∥∥2Λi |wi ∈ H}
≤ µ2
is∑
n=0
E
{(
Tr (ΛiD
n) · E{qi+n|F i}) |wi ∈ H}
− µ
2
Mσ2 (7.134)
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We now bound the perturbation term:
µ2
is∑
n=0
E
{(
ρ (ΛiD
n) · E{qi+n|F i}) |wi ∈ H}
≤ µ2
is∑
n=0
E
{(
ρ (δI(I + 2µδI)n) · E{qi+n|F i}) |wi ∈ H}
= µ2
is∑
n=0
(
δ(1 + 2µδ)n · E{qi+n|wi ∈ H})
(7.121)
= µ2
is∑
n=0
δ(1 + 2µδ)n ·
(
βRE
{∥∥w˜ij∥∥γ|wi ∈ H}
+ δ2E
{∥∥wˇ′ij∥∥2|wi ∈ H}
)
≤ µ2
is∑
n=0
δ(1 + 2µδ)n · (O(µγ) +O(µ2))
≤ δ
(
is∑
n=0
(1 + 2µδ)n
)
O(µ2+γ)
(a)
≤ O(µ1+γ) = o(µ) (7.135)
where (a) follows from Lemma 7.2. We conclude:
E
{∥∥wˇ′iis+1∥∥2Λi |wi ∈ H} ≤ −µ2Mσ2 + o(µ) (7.136)
Returning to (7.115), we find:
E
{
J(w′i+j)|wi ∈ H
}
≤ E {J(wi)|wi ∈ H}+ 1
2
E
{∥∥wˇ′ij∥∥2Λi |wi ∈ H}
+
ρ
6
E
{∥∥w˜′ij∥∥3|wi ∈ H}
≤ E {J(wi)|wi ∈ H} − µ
2
Mσ2 + o(µ) (7.137)
and with (7.92) we prove the result.
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7.F Proof of Theorem 7.3
In a manner similar to [59], we define the stochastic process:
t(k + 1) =

t(k) + 1, if wt(k) ∈ G,
t(k) + 1, if wt(k) ∈M,
t(k) + is, if wt(k) ∈ H.
(7.138)
where t(0) = 0. From Theorem 7.1, we have:
E
{
J(wt(k))− J(wt(k+1))|wt(k) ∈ G
}
= E
{
J(wt(k))− J(wt(k)+1)|wt(k) ∈ G
}
≥ µ2 c2
pi
(7.139)
and
E
{
J(wt(k))− J(wt(k+1))|wt(k) ∈M
}
= E
{
J(wt(k))− J(wt(k)+1)|wt(k) ∈M
}
≥ − µ2c2 (7.140)
while Theorem 7.2 ensures:
E
{
J(wt(k))− J(wt(k+1))|wt(k) ∈ H
}
= E
{
J(wt(k))− J(wt(k)+is)|wt(k) ∈ H
}
≥ µ
2
Mσ2 − o(µ) (7.141)
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Together, they yield:
E
{
J(wt(k))− E J(wt(k+1))
}
= E
{
J(wt(k))− E J(wt(k+1))|wt(k) ∈ G
} · piGt(k)
+ E
{
J(wt(k))− E J(wt(k+1))|wt(k) ∈ H
} · piHt(k)
+ E
{
J(wt(k))− E J(wt(k+1))|wt(k) ∈M
} · piMt(k)
≥ µ2 c2
pi
· piGt(k) +
(µ
2
Mσ2 − o(µ)
)
· piHt(k) − µ2c2 · piMt(k) (7.142)
Suppose piMt(k) ≤ 1− pi for all i. Then piGt(k) + piHt(k) ≥ pi and
E
{
J(wt(k))− E J(wt(k+1))
}
≥ µ2 c2
pi
· (pi − piHt(k))+ (µ2Mσ2 − o(µ)) · piHt(k)
− µ2c2 · (1− pi)
= µ2c2pi +
(µ
2
Mσ2 − µ2 c2
pi
− o(µ)
)
piHt(k)
(a)
≥ µ2c2pi (7.143)
where (a) holds whenever µ
2
Mσ2 − µ2 c2
pi
− o(µ) ≥ 0, which holds whenever µ is sufficiently
small. We hence have by telescoping:
J(w0)− Jo ≥ E J(wt(0))− E J(wt(k))
= E J(wt(0))− E J(wt(1))
+ E J(wt(1))− E J(wt(2))
+ · · ·
+ E J(wt(k−1))− E J(wt(k))
≥ µ2c2pik (7.144)
Rearranging yields:
k ≤ J(w0)− J
o
µ2c2pi
(7.145)
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We conclude by definition of the stochastic process t(k):
i = t(k) ≤ k · is ≤ (J(w0)− J
o)
µ2c2pi
is (7.146)
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CHAPTER 8
Graph Learning from Streaming Data
Graphs provide a powerful framework to represent high-dimensional but structured data,
and to make inferences about relationships between subsets of the data. In this chapter we
consider graph signals that evolve dynamically according to a heat diffusion process and are
subject to persistent perturbations. We develop an online algorithm that is able to learn
the underlying graph structure from observations of the signal evolution. The algorithm is
adaptive in nature and in particular able to respond to changes in the graph structure and
the perturbation statistics. The material in this chapter appeared in [67].
8.1 Related Works
The earliest works related to graph learning are based on sparse estimation of precision
matrices, i.e., inverse covariance matrices [158,159]. The work in [160] introduced structural
constraints to ensure that the learned (regularized Laplacian) matrix describes a valid graph.
A string of subsequent works [161–163] leverage the concept of a “smooth signal over a
graph”. The drawback of these approaches is that the smoothness assumption may not
be satisfied in some important applications, particularly if the graph signal is dynamic or
perturbed by events on the graph.
The interpretation of graph-shifts as a generalization of the traditional shift operation in
digital signal processing has motivated a number of generalizations of DSP concepts to the
graph domain. Autoregressive graph filters in terms of polynomials of the adjacency matrix
are used in [164] to model the signal evolution over the graph and infer the adjacency matrix.
The heat diffusion model is considered in [66], where an algorithm is proposed to leverage a
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collection of independent samples which are modeled as the superposition of a small number
of perturbations that diffuse over the graph.
Both of these recent works allow for dynamic signals that evolve according to some graph
topology that is subsequently learned. This is achieved by collecting all available samples
and solving an optimization problem based on a batch of data. As such, even though the
model allows for dynamic signals, the algorithms themselves are not dynamic; the underlying
assumption is that the model parameters are fixed. In contrast, in this work, we develop a
truly adaptive solution that responds to streaming data and has the potential to track drifts
in both the graph and data statistics under the heat diffusion model. Dynamic algorithms
for the estimation of edge probabilities in social interactions are developed in [165,166] and
for autoregressive graph processes in [167].
8.2 Framework
8.2.1 Graph Model
We consider weighted, undirected graphs without self-loops. Every pair of vertices i and j
is assigned a weight aij = aji, which quantifies their relative influence, in a manner made
precise in the signal model further below. We collect these weights into an adjacency matrix
A = [aij] that satisfies the following properties:
Symmetry: A = AT (8.1)
Non-negativity: aij ≥ 0, ∀ i, j (8.2)
No self-loops: aii = 0, ∀ i (8.3)
A common and useful matrix to describe and study graphs is the Laplacian matrix, defined
as:
L , diag (A1)− A (8.4)
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Under conditions (8.1)–(8.3) on the adjacency matrix, the graph Laplacian L satisfies the
following properties [168]:
Symmetry: L = LT (8.5)
Non-positive off-diagonal elements: `ij ≤ 0, ∀ i 6= j (8.6)
Positive definite: L  0 (8.7)
Nullspace: L
1√
N
1 = 0 (8.8)
8.2.2 Signal Model
We shall assume that we observe discrete samples of a continuous time graph process s(t) ∈
RN , which evolves according to the differential equation [64]:
s′(t) = −L?s(t) + p(t) (8.9)
where L? ∈ RN×N denotes the Laplacian matrix of the underlying graph linking the entries
of s(t), and p(t) ∈ RN describes a process that drives the signal dynamics. The variable
p(t) can either be viewed as an outside force, which influences the evolution of the signal, or
some internal events that subsequently diffuse over the graph.
The homogeneous solution to
s′h(t) = −L?sh(t) (8.10)
is given by
sh(t) = e
−tL?s(0) (8.11)
and the particular solution amounts to
sp(t) =
∫ t
0
e−(t−u)L
?
p(u)du (8.12)
218
The solution to the differential equation (8.9) has the form:
s(t) = e−tL
?
s(0) +
∫ t
0
e−(t−u)L
?
p(u)du (8.13)
Example 8.1 (Heat Diffusion with a Single Event). Assume that the system is initially at
rest (s(0) = 0) and p(t) = p1δ(t− t1). Then for t ≥ t1:
s(t) =
∫ t
0
e−(t−u)L
?
p1δ(u− t1)du = e−(t−t1)L?p1 (8.14)
Example 8.2 (Heat Diffusion with Multiple Events). Assume that the system is initially at
rest (s(0) = 0) and p(t) =
∑K
k=1 pkδ(t− tk). Then for t ≥ maxk tk:
s(t) =
K∑
k=1
e−(t−tk)L
?
pk (8.15)
studied in [66].
We have access to the evolution of the graph signal beginning at some time t0 and subse-
quently at times ti = t0 + iT, i > 0, where i ∈ N denotes the i-th sample and T ∈ R>0
denotes the sampling period. We observe a recursive relationship between adjacent samples,
that is critical for this work, namely the fact that:
s(ti) = e
−TL?s(ti−1) +
∫ ti
ti−T
e−(ti−u)L
?
p(u)du (8.16)
Note that the relationship between s(ti) and s(ti−1) only depends on L? and on the pertur-
bations p(t) between ti and ti−1. We move into the discrete domain by letting si , s(t0 + iT )
and pi ,
∫ ti
ti−T e
−(ti−u)L?p(u)du so that (8.16) becomes:
si = e
−TL?si−1 + pi (8.17)
Since we are generally not provided with the perturbations that drive the system, we shall
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model the driving term pi as a stochastic random variable, so that:
si = e
−TL? si−1 +pi (8.18)
where we are using boldface notation to refer to random variables.
The objective of this work is to develop a solution that allows for the estimation of L?
from streaming realizations si. These types of algorithms generally operate by evaluating
the prediction error of the current estimate on the incoming observation and adjusting the
estimate based on this error. Under the non-linear model (8.18), every such iteration requires
the evaluation of a matrix exponential and is computationally expensive. This is particularly
critical in scenarios where the graph size is large.
8.2.3 An Equivalent Linear Model
On the face of it, it is straightforward to define
W ? , e−TL? (8.19)
so that the relation becomes
si = W
? si−1 +pi (8.20)
However, it is important to remember that L? is a Laplacian matrix and hence required
to satisfy properties (8.5)–(8.8). It turns out that an equivalent set of properties can be
imposed on W ? to ensure that L? = −1
T
ln (W ?) describes a valid Laplacian matrix and hence
a valid graph. To begin with, we introduce the eigendecomposition of the Laplacian matrix:
L? = V ΛLV
T (8.21)
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Expanding the matrix exponential as an infinite sum and recalling that V V T = I, we obtain:
W ? = e−TL
?
=
∞∑
k=0
(−T )k
k!
(L?)k =
∞∑
k=0
(−T )k
k!
(
V L?ΛT
)k
= V
( ∞∑
k=0
(−T )k
k!
Λk
)
V T = V e−TΛV T (8.22)
where e−TΛ = diag
{
e−Tλk(L
?)
}
since Λ is diagonal. This means that the matrix exponen-
tial preserves the set of eigenvectors of L? and there is a simple relationship between the
eigenvalues of W ? and L?. This relation also provides a method for calculating the ma-
trix logarithm. Given the eigendecomposition W ? = V ΛWV
T, the logarithm is given by
ln (W ?) = V ln (ΛW )V
T, where ln (ΛW ) = diag {ln (λk (W ?))}. This allows us to establish
the following conditions on W ? to ensure that L? describes a valid graph.
Lemma 8.1 (Conditions on W ?). Let W ∈ RN×N and L = −1
T
ln (W ). Then, L is a valid
Graph Laplacian if, and only if, W satisfies the following properties:
Symmetry: W = WT (8.23)
Non-negative elements: wij ≥ 0, ∀ i, j (8.24)
Spectral bound: I  W  0 (8.25)
Stochastic: W1 = 1 (8.26)
Proof. Appendix 8.A.
8.2.4 Graph Signal Evolution
Observe that since ρ(W ?) = 1, the recursion described by (8.20) is not mean-square stable.
This means that, while the recursion will converge in the mean as long as Epi = 0, the same
does not hold for covariance matrix of si. It turn out, however, that the centered signal
across the graph is mean-square stable as long as the graph is connected. We make this
statement precise in the following.
Assumption 8.1 (Connected graph). The graph described by A and L is connected. In
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other words, there is a path of non-zero weights from any vertex to any other vertex in the
graph.
It then follows that the eigenvalue at zero has multiplicity one with unique (normalized)
eigenvector 1√
N
1 [168]. A direct consequence of this property is that the graph Laplacian
has a particular eigenstructure L? = V ΛLV
T where:
V =
[
1√
N
1 V
]
, ΛL =
 0 0
0 ΛL
 (8.27)
and critically ΛL is strictly positive definite:
ΛL  0 (8.28)
The driving matrix W ? inherits a similar structure from L? via (8.22). In particular, we
have W ? = V ΛWV
T, where:
V =
[
1√
N
1 V
]
, ΛW =
 1 0
0 ΛW
 (8.29)
and ΛW = e
−TΛL , which due to (8.28) implies that
0 ≺ ΛW ≺ I (8.30)
so that ρ
(
ΛW
)
< 1. The mean across the graph of the signal at time i is given by sc,i =
1
N
1T si. Subtracting this mean yields the centered graph signal si:
si , si− sc,i =
(
I − 1
N
11T
)
si (8.31)
It is important to recognize that the mean contains no information about the graph. This
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is because for any doubly stochastic W :
W si = W (si + 1⊗ sc,i) = Wsi + 1⊗ sc,i (8.32)
In other words, the mean is passed through independently of W . For the evolution of the
centered signal, we can now write:
si = W
?
si−1 + pi (8.33)
where we defined:
W
? , W ? − 1
N
11T, pi ,
(
I − 1
N
11T
)
pi (8.34)
The eigendecomposition of W
?
= V ΛWV
T is related to the decomposition of W ? via
V =
[
1√
N
1 V
]
, ΛW =
 0 0
0 ΛW
 (8.35)
so that the only change is the replacement of the eigenvalue at 1 by 0 and critically now
ρ
(
W
?
)
< 1. We can examine in detail the evolution of the first and second-order statistics
of si.
Assumption 8.2 (Statistics of the Perturbation Terms). The statistics of the centered per-
turbations pi =
(
I − 1
N
11T
)
pi satisfy the following two conditions for all i:
Epi = 0 (8.36)
Epip
T
i = Rp <∞ (8.37)
Furthermore, the perturbation pi at time i is independent of pi−k for k > 0.
Lemma 8.2 (Signal evolution). Suppose the network is initially at rest, i.e., s0 = 0 and
denote Epip
T
i = Rp. Then, the first and second-order statistics of the graph process described
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by (8.18) evolve according to:
E si = 0 (8.38)
E sis
T
i , Rsi =
i−1∑
k=0
(
W
?
)i−k
Rp
(
W
?
)i−k
(8.39)
Furthermore, the second-order moment converges and we have:
lim
i→∞
Rsi , R∞ (8.40)
where R∞ is the solution to the discrete Lyapunov equation:
Rp = R∞ −W ?R∞W ? (8.41)
Proof. Appendix 8.B.
To strengthen our intuition of this result, let us briefly consider the simplified case where
Rp = σ
2
pI. Then
R∞ = σ2p
∞∑
k=0
(
W
?
)2k
= σ2p
(
I −
(
W
?
)2)−1
(8.42)
If we consider the trace of the covariance matrix as notion of variation, we have
Tr (R∞) =
N∑
k=1
λk (R∞) =
N∑
k=1
σ2p
1− λ2k
(
W
?
)
= σ2p +
N∑
k=2
σ2p
1− λ2k
(
W
?
) = σ2p + N∑
k=2
σ2p
1− λ2k (W ?)
= σ2p +
N∑
k=2
σ2p
1− e−2Tλk(L?) (8.43)
Recall that T is the sampling clock of the system and note that that Tr (R∞) decreases
to Nσ2p = Tr (Rp) as Tλk (L
?) → ∞ ∀ k. This means that the variation in the system in
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steady-state is determined by the product of the sampling clock and the eigenvalues of the
Laplacian matrix. The non-zero eigenvalues of the Laplacian are a measure for how fast
the graph mixes. In other words, to preserve variation in steady-state, a quickly mixing
graph requires a small sampling period, while slowly mixing graphs allow for less frequent
sampling.
8.3 Graph Learning
We now formulate the following optimization problem for learning W
?
:
W
?
= arg min
W∈C
1
2
E ‖si −Wsi−1‖2 , arg min
W∈C
E Ji
(
W
)
(8.44)
where C is a constraint-set. The cost Ji(·) depends on i because the statistics of si−1 evolve
as described in the previous lemma. A natural construction is to choose C to be the set
of matrices that result in a valid Laplacian matrix. It turns out, however, that this is not
necessary since Ji(W ) is strongly-convex.
Lemma 8.3 (Properties of the cost). The cost specified in (8.44) is Lipschitz continuous
and strongly-convex. Specifically, for all W ∈ RN×N , we have:
Ji(W ) ≥ νi
2
‖W ? −W‖2 + 1
2
Tr (Rp) (8.45)
Ji(W ) ≤ δi
2
‖W ? −W‖2 + 1
2
Tr (Rp) (8.46)
where
δi = λmax
(
Rsi−1
)
, νi = λmin
(
Rsi−1
)
(8.47)
Moreover, W
?
defined in (8.34) is the unique minimizer of Ji(W ) for all i.
Proof. Appendix 8.C.
It follows from this property that the enforcement of properties of W
?
is in fact not necessary
when designing algorithms for the solution of (8.44), since any algorithm that converges to
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a minimizer of (8.44) will converge to its unique minimizer, W
?
, which by definition already
satisfies all properties that lead to a valid graph Laplacian. Of course, it is reasonable to
believe that the addition of constraints and regularization may lead to an increased rate of
convergence and/or improved performance in steady-state at the cost of increased computa-
tional cost per iteration.
To begin with, we shall pursue the minimizer of (8.44) in the absence of constraints by
means of a stochastic gradient descent algorithm.
Algorithm 8.1 Laplacian LMS Strategy
W i = W i−1 +µ
(
si −W i−1 si−1
)
sTi−1 (8.48)
It is essentially a matrix valued variation of the least-mean squares (LMS) algorithm. To
derive approximate expressions for its performance, we shall adopt an assumption on the
step-size µ, which is common in the literature [149].
Assumption 8.3 (Small step-size and independence). Assume the step-size µ is sufficiently
small, so that in the limit, ‖W ?−W i‖2 reaches a steady-state distribution and W ?−W i is
independent of si.
Theorem 8.1 (Performance for small step-sizes). Under Assumption 8.3, the mean-square
deviation of the estimate from the true minimizer W
?
is given by:
lim
i→∞
E
∥∥∥W ? −W i∥∥∥2 ≈ µNTr (Rp)
2
(8.49)
Proof. The proof is essentially the same as the one for the traditional LMS algorithm [149].
Performance of the algorithm can be improved by including projections in the update rela-
tion. Recall that W is obtained from W via W = W + 1
N
11T. This means that a necessary
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condition for the properties from Lemma 8.1 to be satisfied is:
W i ∈ Cele ∪ Csym ∪ Cnull ∪ Cspec (8.50)
Cele ,
{
W
∣∣∣wij ≥ − 1
N
}
Csym ,
{
W
∣∣∣W = WT}
Cnull ,
{
W
∣∣∣W1 = 0} Cspec , {W ∣∣∣0  W  I}
Projections onto each of these sets can be evaluated in closed form:
[
ProjCele
(
W
)]
ij
=

wij, if wij ≥ − 1N
− 1
N
, otherwise
(8.51)
ProjCsym
(
W
)
=
1
2
(
W +W
T
)
(8.52)
ProjCnull
(
W
)
= W − 1
N
W11T (8.53)
ProjCspec
(
W
)
= V ΛtV
T (8.54)
where the last projection is given in terms of the eigendecomposition of the argument W =
V ΛV T by thresholding the eigenvalues:
[Λt]ii =

0, if [Λ]ii < 0
[Λ]ii, if 0 ≤ [Λ]ii ≤ 1
1, otherwise
(8.55)
We can now interlace these projections with the stochastic gradient update to obtain two
algorithms, which explicitly incorporate the structural constraints. Note that the first three
projections (8.51)–(8.53) are simple in the sense that they require O(N2) operations where
N is the size of the graph, whereas (8.54) requires a full eigenvalue decomposition. Hence,
we can formulate two projected variants of the algorithm. The Type I implementation only
enforces simple projections, while Type II enforces all properties.
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Algorithm 8.2 Projected Laplacian LMS Strategy I and II
W
′
i = W i−1 +µ
(
si −W i−1 si−1
)
sTi−1 (8.56)
W
′′
i = ProjCsym
(
ProjCnull
(
ProjCele
(
W
′
i
)))
(8.57)
W i =
{
W
′′
i , for Type I
ProjCspec
(
W
′′
i
)
, for Type II.
(8.58)
Whenever an estimate of the graph Laplacian is required, it is obtained via:
L̂ =
−1
T
ln
(
W i
)
(8.59)
8.4 Simulation Results
We illustrate the performance of the algorithm in recoveringW
?
as well as the graph structure
on a network with N = 30 nodes. The perturbation terms are modeled as following a normal
distribution with pi ∼ N (0, I) and the sampling period is T = 1. The observations si are
generated according to (8.18) and processed according to the algorithms developed in this
work. The true graphs is generated using the Barabasi-Albert model [169], upon which
random weights between 0.1 and 1.0 are attached to each non-zero edge. After 500, 000
iterations, there is a sudden change in the network topology, to illustrate the ability of the
algorithm to adapt. The second graph and its adjacency matrix are depicted in Fig. 8.1–
8.2. In the graph representation, small weights are depicted as thin and light lines, while
strong weights are dark and thick. Bright colors in the adjacency matrix correspond to large
weights.
The recovered graph and adjacency matrix at the final iteration using Algorithm 2 Type
I are depicted in Fig. 8.3–8.4. Color and weight maps are the same as in the representation
of the true graph. Key connections along with their weights and the general structure of
the graph are accurately recovered. Note that no weights are truly set to zero, resulting
in a number of low-weight connections. This is due to the fact that no sparsity prior was
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Figure 8.1: True graph.
imposed on the weight matrix. If desired, they can be removed during post-processing via
simple thresholding.
The mean-square deviation of W i from W
?
is depicted in Fig. 8.5. All methods con-
verge in the mean-square sense to a region around the true minimizer. The theoretical
expression (8.49) accurately predicts the performance of the projection-free algorithm, while
adding projections improves performance. Observe that notably, in this scenario, the addi-
tion of the spectral constraint to the simple constraints yields a negligible improvement, as
both learning curves overlap.
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Figure 8.2: True adjacency matrix.
8.A Proof of Lemma 8.1
Equivalence between the symmetry relations (8.5) and (8.23) follows immediately from (8.22).
The same goes for the spectral bounds (8.7) and (8.25), after noting that
λk(L) ≥ 0⇐⇒ 1 ≥ e−Tλk(L) > 0, ∀ k (8.60)
Equivalence between the nullspace condition (8.8) and stochasticity (8.26) follows again
from (8.22). Specifically, we know from (8.22) that the matrix exponential preserves the
eigenvectors and maps the eigenvalues according to:
λk (W ) = e
−Tλk(L) (8.61)
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Figure 8.3: Graph recovered using the Projected Laplacian LMS Strategy I.
The nullspace condition (8.8) states that 1√
N
1 is an eigenvector for L with eigenvalue 0, which
is equivalent to the statement that 1√
N
1 is an eigenvector for W with eigenvalue e−T ·0 = 1.
To establish the equivalence between the non-positivity constraint (8.6) and the non-
negativity constraint (8.24), note that condition (8.6) ensures that L has non-positive off-
diagonal elements, which implies that −TL has non-negative off-diagonal elements. Such
matrices, known as “Metzler” matrices, and the corresponding matrix exponentials appear
frequently in the study of positive linear systems [170]. In particular, it has been shown that
eT (−L) has positive elements, if and only if (−L) is a Metzler matrix [171, Example 1.4.b],
which is our desired equivalence.
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Figure 8.4: Adjacency matrix recovered using the Projected Laplacian LMS Strategy I.
8.B Proof of Lemma 8.2
Iterating (8.33), we have
si =
(
W
?
)i
s0 +
i∑
k=1
(
W
?
)i−k
pk (8.62)
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Figure 8.5: Mean-Square Deviation.
Taking expectation and noting that s0 = 0 and E pi = 0, we obtain the zero-mean relation.
The second-order relation follows from:
E sisi
T = E
(
i∑
k=1
(
W
?
)i−k
pk
)(
i∑
k=1
(
W
?
)i−k
pk
)T
= E
i∑
k=1
(
W
?
)i−k
pkpk
T
(
W
?
)i−k
=
i∑
k=1
(
W
?
)i−k
Rp
(
W
?
)i−k
=
i−1∑
k=0
(
W
?
)k
Rp
(
W
?
)k
(8.63)
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This sum appears frequently in control theory. It converges if ρ
(
W
?
)
< 1, in which case [172]
lim
i→∞
E sisi
T =
∞∑
k=0
(
W
?
)k
Rp
(
W
?
)k
, R∞ (8.64)
where R∞ is the solution to the Lyapunov equation
W
?
R∞W
?
= R∞ −Rp (8.65)
8.C Proof of Lemma 8.3
We first establish that W
?
is in fact a minimizer of Ji
(
W
)
. Its gradient relative to W is
given by:
∇Ji(W ) = −E
(
si −Wsi−1
)
si−1T (8.66)
Evaluated at W
?
, we have:
∇Ji(W ?) = −E
(
si −W ?si−1
)
si−1T
= −E (si − si − pi) si−1T
= 0 (8.67)
so that W
?
is indeed a minimizer of Ji(W ) for all i.
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Now, we can write:
Ji(W ) =
1
2
E ‖ si−W si−1 ‖2
=
1
2
E ‖W ? si−1 +pi−W si−1 ‖2
=
1
2
E ‖ (W ? −W ) si−1 ‖2 + 1
2
E ‖pi ‖2
=
1
2
ETr
(
sTi−1 W˜
TW˜ si−1
)
+
1
2
Tr (Rp)
=
1
2
ETr
(
W˜TW˜ si−1 sTi−1
)
+
1
2
Tr (Rp)
=
1
2
Tr
(
W˜Rs,i−1W˜T
)
+
1
2
Tr (Rp)
=
1
2
Tr
(
W˜VsΛsV
T
s W˜
T
)
+
1
2
Tr (Rp)
=
1
2
Tr
(
W
T
ΛsW
)
+
1
2
Tr (Rp)
≥ 1
2
λmin
(
Rsi−1
)
Tr
(
W
T
W
)
+
1
2
Tr (Rp)
=
1
2
λmin
(
Rsi−1
) ∥∥W∥∥2 + 1
2
Tr (Rp)
=
1
2
λmin
(
Rsi−1
) ∥∥∥W˜∥∥∥2 + 1
2
Tr (Rp)
(8.68)
The upper bound yielding the Lipschitz constant follows analogously.
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CHAPTER 9
Interpretative Learning via the BRAIN strategy
The material in this chapter appeared in [73].
9.1 Introduction
Given feature vectors h ∈ RM and binary class labels γ ∈ {±1}, the broad objective of
learning solutions is to seek classifiers c(h) from the set C that solve [1, 86,173,174]:
c?(h) = arg min
c(·)∈C
P{c(h) 6= γ} (9.1)
The exact solution of (9.1) is generally intractable, mainly because it requires knowledge
of the joint probability distribution of the feature and class variables. It is customary to
replace the cost function by some regularized convex risk function and to seek instead the
classifier, co(h), that minimizes:
co(h) = arg min
c(·)∈C
EQ
(
c(·) ; h,γ)+R(c(·)) (9.2)
In this formulation, the term R(c) denotes a regularizer intended to endow co(h) with useful
properties (such as sparsity), and Q(·) is a loss function. Under the assumption that the
stochastic process generating realizations {hn, γ(n)}N−1n=0 is ergodic, the mean in (9.2) can
be approximated by its sample average, resulting in an empirical risk minimization problem
directly in terms of the training data:
co(h) , arg min
c(·)∈C
1
N
N−1∑
n=0
Q
(
c(·);hn, γ(n)
)
+R
(
c(·)) (9.3)
236
Various machine learning algorithms are derived from this perspective. Examples include
logistic regression [86], support-vector machines [175, 176], as well as neural networks [177,
178] and deep neural networks [179,180]. When the number of available samples N is much
larger than the dimension of the feature space M and the VC dimension of the classifier set C,
it follows from the Vapnik-Chervonenkis theory [175] that the solution of (9.3) will result in a
classifier with good generalization ability. This property refers to the fact that, although the
classifier has been trained on a finite number of training data, it will still perform reasonably
well on unseen data.
On the other hand, it is well known that when the number of samples N available for
training is limited, appropriate prevention of overfitting becomes necessary. This scenario
is common in cases where data collection is expensive, for example in biomedical applica-
tions, or when there is lack of information about the nature of the features, resulting in the
collection of high dimensional feature data. Among the most commonly used remedies for
overfitting are dimensionality reduction, feature selection, and regularization, all of which
effectively reduce the complexity of the classifier set. However, several useful methods for
dimensionality reduction, such as principal component analysis [173,181] or Fisher discrim-
inant analysis [182,183], can still suffer from overfitting for small sample sizes.
In this work, we propose a framework for classification that involves an adaptive “soft”
feature selection mechanism involving a graph topology that is also learned and tuned online
during the same training process. The proposed framework is motivated by the observation
that many feature spaces in practice include an implicit structure that may be learned
and exploited for enhanced classification performance. The graph topology is used for this
purpose; its role is to learn and track correlations among feature subspaces over time, and this
information is fed into the learning algorithm in real-time. By doing so, the resulting learning
mechanism reduces the complexity of the classifier and combats overfitting. Once trained,
one prominent feature of the proposed solution is that it provides an “x-ray” view into the
correlation structure of the feature space, offering an opportunity for iterative refinement of
the features.
Figure 9.1 provides a high level overview of the proposed architecture; it includes elements
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that are meant to mimic processing in the brain. The block with dictionary learning agents
plays the role of a local memory that learns and stores foundational atoms (or basis) for the
representation of feature subspaces. The block with the graph topology plays the role of
interconnections that are also learned from correlations among the feature subspaces. Thus,
while traditional learning algorithms focus on learning a mapping from the feature space to
the class label, the proposed learning strategy slices the feature space into subspaces and
incorporates learned memory and correlation graphs. We refer to the architecture in the
figure as the BRAIN strategy, where the acronym stands for Block-Reduced Adaptation
and Inference from Networked subspaces. Due to space limitations, in this article, however,
we do not study the BRAIN structure in its generality. As a proof of concept, we shall ignore
the dictionary blocks (i.e., we let the basis be the feature vectors themselves) and illustrate
the enhancement that already results from exploiting the graphical correlation information
alone.
Figure 9.1: (left) Traditional learning paradigm. (right) The BRAIN strategy with dictionary
and correlation networks.
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9.1.1 Relation to other works
Graphs have been used before as a useful tool to encode dependency among random variables,
as happens, for example, in Bayesian and Markov networks [184, 185]. These structures are
appropriate when there is a fundamental understanding of how the variables relate to each
other. For the case when this information is not available, algorithms with latent variables,
such as expectation-maximization algorithms [173,186], restricted Boltzmann machines [187],
or deep belief networks [188] are generally employed. One drawback of such architectures is
that, while powerful when trained with sufficient amounts of training data, the populated
hidden layers are not always interpretable. In contrast, given only the structure of the
feature space and no information about correlation, our solution attaches a single correlation
layer to the shallow learner. Unlike deep strategies, this layer does not play a role in the
actual classification decision, but rather learns and tracks low-variability representations
of the feature space. Moreover, this layer does not operate directly on the feature data
but rather on scalar score variables defined in (9.7). These steps enable the algorithm to
more accurately learn the subset of informative features and after convergence provides an
insight into the correlation structure that resides in the feature space with respect to the
classification decision.
9.2 Algorithm Formulation
Consider a large feature vector h ∈ RM , which can be divided into a collection of sub-
vectors hk ∈ RMk , k = 1, . . . , K, so that h = col{h1,h2, . . . ,hK}. These collections are
application specific and can, for example, correspond to different bands in a densely sampled
spectrogram, different performance metrics for a sector of the economy, or different regions
of the human genome. In this work, we consider linear classifiers of the form:
c(h) , sign(wT h) (9.4)
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which can be decomposed under the assumed structure for the feature space into
c(h) = sign
(
K∑
k=1
wTk hk
)
(9.5)
where wk ∈ RMk is the sub-vector of the linear classifier associated with hk, i.e.,
w , col {w1, w2, . . . , wK} , h , col {h1,h2, . . . ,hK} (9.6)
Traditional methods for dimensionality reduction operate directly on h ∈ RM . They include
projections techniques, such as PCA [173, 181] or FDA [182, 183] and selection techniques
based on various measures of information — see for example [189,190]. These methods rely
on the computation of statistics of the feature vectors; accurate estimation of these statistics
is challenging in high-dimensional spaces. Furthermore, projection based transformations
are agnostic to the underlying structure of h = col{h1,h2, . . . ,hK}. The resulting classifier,
based on a scrambled feature vector, can become difficult to interpret. In contrast, we
propose to operate on the classifier soft sub-scores, defined as:
sw = col{wT1 h1, wT2 h2, . . . , wTK hK} ∈ RK , (9.7)
This vector is of dimension K  M . Working with this reduced dimension has several
advantages. First, overfitting is less likely to occur, as the dimension under consideration
is significantly smaller than the underlying dimension of the feature space for appropriately
chosen sub-vectors hk. Second, the structure of the feature space is preserved, allowing for
more interpretable results. Third, we exploit the information gathered from statistics of sw
in real-time by feeding it back into the computation of w. This additional information results
in more accurate estimate of w, which in turn stabilizes the statistics of sw by reducing the
weight of noisy features. This closed loop results in more accurate identification of relevant
features.
To motivate the mechanism proposed in the sequel, recall that the general objective of
feature selection in the context of classification is the identification of subsets of the feature
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vector h, that are highly correlated with the class label γ. Here we propose to obtain a
measure of this correlation by analyzing the statistics of {wTk hk} directly. To this end, we
recall the definition of the Pearson correlation coefficient of two scalar random variables x,y
with means µx, µy and standard deviations σx, σy:
ρx,y =
E [(x−µx)(y−µy)]
σxσy
(9.8)
We collect the absolute values of the pairwise correlation coefficients for the individual pre-
dictions, ρwTk hk,wT` h` , into a symmetric matrix A ∈ [0, 1]
K×K , so that the element in the `-th
row and k-th column is defined as:
A(`k) , a`k , |ρwT` h`,wTkhk | (9.9)
This matrix is a measure of the linear correlations among predictions based on subsets of
feature vector h. A value a`k close to zero indicates that it is difficult to linearly predict the
classification score based on the k-th sub-vector from the `-th sub-vector and vice-versa. This
implies that at least one of the sub-vectors contributes little information to the classification
decision. Motivated by this observation, we proceed to interpret the Amatrix as an adjacency
matrix to a K-node graph, where each node k represents a sub-vector hk of the feature
vector h. This is illustrated in Fig. 9.2, which corresponds to one particular realization of
the BRAIN structure; in future works we will examine more elaborate structures, involving,
in addition, local memory and dictionaries evolving over time.
The strength of the link between nodes k and ` is given by the absolute value of the
Pearson correlation coefficient ρwTk hk,wT` h` . Nodes with strong connections have a tendency
to agree in their predictions of the class variable. These predictions are in turn based on the
vectors hk and h`, respectively. In the sequel, we will show how to incorporate the learned
correlation information into the online update of the learning algorithm. The objective is to
devise an algorithm, where opinions of nodes in a strongly connected cluster are reinforced.
This behavior mimics the fact that specific neural connections in the brain are reinforced as
a result of learning [191].
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Figure 9.2: Illustration of a correlation layer placed on top of an online learning algorithm.
9.3 Correlation-Aware Online Update
We associate with each node k a scalar weight αk, which is obtained from the adjacency
matrix A of the graph according to
αk =
K∑
`=1
a`k =
K∑
`=1
ak` (9.10)
These weights can be interpreted as a measure of trust placed in node k by its neighbors.
This trust, loosely speaking, is the result of agreeing on classification decisions during past
realizations of the feature vectors. We use this measure to scale incoming sub-vectors of
the feature vector. The full algorithm, applied to a dataset of observations, {hn, γ(n)}N−1n=0 ,
generated form random variables {h,γ}, is summarized below where the notation ∂Q(·)
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refers to the gradient vector of Q(·) when it is differentiable or to a sub-gradient vector when
it is non-differentiable. Likewise, for ∂R(·).
Algorithm 9.1 Online BRAIN strategy
Parameters: ν,N
Initialize: w0,m0,Σ0
Run:
for i < N do
Statistics:
si−1 =
(
wT1,i−1h1,i, w
T
2,i−1h2,i, . . . , w
T
K,i−1hK,i
)T
mi = (1− ν)mi−1 + νsi−1
Σi = (1− ν)Σi−1 + ν (si−1 −mi) (si−1 −mi)T
Weights:
a`k(i) =
Σ
(`k)
i√
Σ
(``)
i Σ
(kk)
i
, ∀ `, k
αk(i) =
∑K
`=1 a`k(i), ∀ k
Learning:
hi = col{α1(i)h1,i, α2(i)h2,i, . . . , αK(i)hK,i}
wi = wi−1 − µ · ∂Q(wi−1;hi, γ(i))− µ · ∂R(wi−1)
end for
Return: wN ,ΣN , AN
Observe that the above algorithm is fully online, which is particularly useful when the feature
vector is high-dimensional. The statistics information of wTk,ihk,i is estimated adaptively,
where the parameter ν controls the trade-off between accuracy of estimation and speed of
convergence. The update of the weight vector wi for classification is performed through a
stochastic gradient step. For example, for online logistic regression, where
Q(w) = ln
(
1 + e−γ h
T w
)
, R(w) = δ‖w‖2, (9.11)
the algorithm would take the form
wi = (1− µδ)wi−1 − µγ(i)hi
(
1 + e−γ(i)hi
)−1
. (9.12)
For support vector machines with `2 regularization, where
Q(w) = max
(
1− γ hTw, 0) , R(w) = δ‖w‖2, (9.13)
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the algorithm becomes
wi = (1− µδ)wi−1 − µγ(i)hi · I[ γ(i)hTi wi−1 < 1 ] (9.14)
where µ is the step size. The notation I[·] represents the 0-1 indicator function, which is
equal to 1 when the statement is true and 0 when it is false.
9.4 Simulation Results
9.4.1 Artificial Data
We begin by illustrating performance on synthetic data. The dataset is generated using the
make classification function1 from the sklearn.datasets Python module [192], which
is adapted from one of the datasets in the 2003 NIPS feature selection challenge [193].
The method allows for the specification of the number of informative and non-informative
features. We generate N = 3000 feature vectors of dimension M = 400, where only the first
40 indices contain class information. The remaining 360 indices contain noise.
To begin with, we confirm that the statistics of classifier scores indeed allow the classifier
to learn the subset of informative features. In Fig. 9.3 we show the evolution of the correlation
network, which controls the weighting of the incoming feature blocks. We represent the
weight αk of node k through the size of its dot, and the correlation between a pair of
sub-vectors of h through the thickness of the connecting link. The correlation matrix Σ is
initialized as the identity matrix, resulting in a set of K unconnected nodes and αk =
1
K
,
depicted in the leftmost plot. The second plot depicts the state of the correlation network
after convergence, resulting in a fully connected network, albeit with two dominant nodes,
namely nodes 1 and 2, which correspond to the first 40 elements of the feature vector, which
is the informative subset. This dominance becomes more clear in the rightmost plot, where
weak links were removed by simple thresholding. It is evident that there is a strong link
1http://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_classification.html
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between nodes 1 and 2. This means that decisions formed from the first 20 elements and
those formed from the second set of 20 features have a strong tendency to agree. These
are in fact the informative subset, as constructed. In contrast, none of the decisions formed
based on the remaining 18 subsets show any meaningful correlation.
Figure 9.3: Evolution of correlation network of classifier sub-scores.
Figure 9.4 shows the evolution of the classification accuracy for ordinary online logistic
regression compared to BRAIN online logistic regression. For this particular example, we
observe fastest convergence and highest performance for a damping factor ν = 0.01 and
K = 20 equally spaced divisions of the feature vector. We show two additional accuracy
evolutions to assess the sensitivity of the algorithm performance for varying design choices.
9.4.2 p53 Mutants Dataset
Here, we test the performance of the algorithm on real data, compiled in the University
of California, Irvine (UCI) Machine Learning Repository2, discussed in [194]. The dataset
contains biophysical features pertaining to the p53 protein, which is also known as a tumor
suppressor protein. When active, p53 guards the genome against cancer. The objective is to
predict the state of p53 (active or inactive) from M = 5408 features. One challenge in this
dataset is that the classes are highly unbalanced, with a majority of p53 realizations being
active (healthy). Of the 16772 available instances, only 286 are inactive. To remedy this
2http://archive.ics.uci.edu/ml/datasets/p53+Mutants
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Figure 9.4: Learning curves for logistic regression with and without the correlation layer on
synthetic data.
imbalance, we randomly select 286 active instances. After leaving 72 samples for testing, we
are left with a training set of size N = 500.
Here we endow a support vector machine with the correlation layer and compare perfor-
mance against ordinary SVM in Fig. 9.5. Since we have no prior information on the structure
of the feature space, we divide the feature vector into K = 50 divisions of equal size. To
allow the algorithms to converge, we run multiple passes over the small training set.
We show the learned correlation network in Fig. 9.6. We observe that the nodes in the
bottom left form a cluster (nodes 25–43) and contribute most strongly to the classification
decision.
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Figure 9.5: Learning curves for Support-Vector-Machine with and without correlation layer
on gene data, µ = 0.01, ν = 0.01, and ρ = 0.01.
Figure 9.6: Correlation network evolution on p53 mutants.
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CHAPTER 10
Conclusions and Future Issues
In this dissertation, we developed distributed strategies for continuous adaptation and learn-
ing in the presence of non-smooth regularizers. For the case when regularizers are chosen
small, we studied the performance of the proximal diffusion recursion and showed that de-
spite the lack of smoothness and persistent gradient noise, the algorithm is able to converge
to the minimizer of the aggregate cost within O(µ) in the mean-square sense, assuming that
the step-size and regularization parameter are appropriately coupled (Theorem 2.1). We
proceeded to extend the strategy to allow for arbitrary convex regularizers by construct-
ing a smooth approximation based on conjugate smoothing. We examined the relationship
between the step-size, smoothing-parameter and stability-conditions and determined an ex-
pression for the coupling between step-size and smoothing parameter, which ensures that the
limiting point of the algorithm converges to the minimizer of the original problem as µ→ 0
(Theorem 3.3). We illustrated the algorithms through applications in machine learning and
image reconstruction. Avenues for future research are the examination of the effect of the
proximity function in the construction of the smooth approximation on the algorithm as well
as perturbations caused by persistent errors in the evaluation of the proximal operators.
A second contribution of this dissertation is the establishment of second-order guarantees
for the diffusion strategy in smooth, but non-convex environments. In particular, we estab-
lished a descent relation for the network centroid around strict saddle-points under the condi-
tion that a noise component is present in at least one descent direction (Theorem 6.1). This
relation, along with the more commonly established descent in the large-gradient regime, al-
lowed us to provide a second-order stationarity guarantee in polynomial time (Theorem 6.2).
Open questions for future consideration include the examination of second-order guarantees
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in the presence of non-smooth terms and an analysis of the various randomization schemes
employed in practice, such as for example dropout [195], under the gradient noise framework.
In the second part of the dissertation, focusing on learning from data exhibiting an in-
ternal network structure, we proposed the Laplacian LMS Strategy and variants involving
projections for learning the graph characterizing a heat diffusion model. The resulting al-
gorithm takes the form of an adaptive filter, and is able to learn the true, underlying graph
with arbitrarily high accuracy for sufficiently small step-sizes (Theorem 8.1). Detailed explo-
ration of the tracking performance of the adaptive algorithm as a function of the observed
graph and its evolution is left for future research.
We also proposed a BRAIN strategy to enhance the performance of online classifiers for
high-dimensional feature spaces. We illustrated results and performance on both artificially
generated and real data examples and observed experimentally that (a) the correlation layer
is able to identify the subset of informative features; (b) this information seeps into the final
weight vector, and (c) this results in improved performance when compared to regular ver-
sions of the respective online learners. This work opens avenues for further research. Recall
that one of the key features of the correlation layer is that it weights features based on classi-
fier sub-scores. These can be interpreted as single-dimensional projections of the sub-feature
vectors with reduced variance. More elaborate and possibly higher-dimensional, albeit still
variance-reduced, representations can be considered by means of dictionaries, which are up-
dated in an online manner, similar to [196]. A second opportunity for improvement is the
automatic and iterative refinement of feature vector divisions in the absence of exact prior
knowledge. In this work, we were able to show performance improvement with evenly spaced
divisions, but do not make a claim of optimality. On the other hand, correlation networks
after convergence contain information on the amount of information contained in a given
feature subset. This information can be used to inform a restructuring of the feature vector
subsets, before running the algorithm again with the previous weight vector as a starting
point. In this manner, the information provided by the correlation graph can be more fully
exploited. Finally, distributed implementations can be pursued, along the lines of [1, 22].
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