We consider the classical TD(0) algorithm implemented on a network of agents wherein the agents also incorporate updates received from neighboring agents using a gossip-like mechanism. The combined scheme is shown to converge for both discounted and average cost problems.
I. INTRODUCTION
Reinforcement learning with function approximation is a popular framework for approximate policy evaluation and dynamic programming for Markov decision processes ( [1] , Ch. 6, 7) . In view of the growing interest in control across communication networks, there is need to consider distributed or multi-agent versions of these schemes. (See [4] - [12] , [16] , [17] for some recent work.) This article is another step in this direction.
Formally, we consider n agents located at the nodes of a connected (directed or undirected) graph G with node set V = {1, . . . , n} and edge set J . Node j is a neighbor of node i if (i, j) ∈ J (e.g., j is within the radio range of i). Let N (i) := {j : (i, j) ∈ J }. Each node performs a recursive computation based on its observations of possibly different "features" of the underlying state process, a discrete Markov chain with a very large state space. In addition they receive and incorporate current measurements of their respective neighbors. These are typically low dimensional compared to the state space and cause low communication overheads. This exchange is local, i.e., among neighbors. For incorporating neighbors' information, we borrow an averaging scheme from "gossip algorithms" [13] . Our main objective is a rigorous proof of convergence of the combined scheme and some key observations about its performance. Specifically, we argue that a decrease in variance as expected may come at the cost of an increase in bias, albeit in a bounded manner: gossip based averaging brings the separate estimates by agents closer to each other, but not necessarily closer to the true value.
Distributed learning will typically be asynchronous with communication delays. To keep matters simple, we do not discuss these issues here. These can be handled as in [2] .
II. PROBLEM FORMULATION

A. The TD(0) Algorithm
We first describe the TD(0) algorithm for evaluating a fixed control policy. Hence w.l.o.g. consider an uncontrolled Markov chain {X k } on a finite state space S := {1, 2, . . . , m} with transition matrix P := [[p(s , s)]] s ,s∈S , and a "running" cost function c : S × S → R. Consider the problem of estimating the discounted cost
where α ∈ (0, 1) is the discount factor. By standard "one step analysis," J(·) is the unique solution to the linear equation
J(·) is generally approximated as a linear combination of K "fea-
. These are fixed a priori. The objective is to learn the optimal weights r := [r 1 , r 2 , . . . , r K ] T . This might be necessitated either because we can only observe the features of any state X k or for tractability reasons. The latter is achieved by choosing K m so that learning the best r involves a much lower (i.e., K) dimensional problem rather than the m dimensional problem of learning J.
Reinforcement learning schemes for approximate solution of (1) using real/simulated data are typically of the form r k+1 = r k + γ k [· · · ]. The various algorithms proposed for the purpose such as TD(λ), LSTD, LSPE (Least Squares Policy Evaluation), Bellman error minimization, etc. differ in their specification of the correction term in the square brackets. We focus on TD(0), given by [14] 
The term in the square brackets is called temporal difference. See [14] for motivation, convergence proof and error estimates.
B. The Distributed Version
In this section, we propose a distributed version of the TD(0) algorithm. We take the view that (2) is of the form
with I := the identity matrix, interpreting the first term on the right as the carry-over from previous iterate and the second term as what incorporates new information at time (k + 1). We now describe the distributed version of this scheme. Consider n agents sitting on the nodes of a connected graph G as above, each with a different set of features. By analogy with the single agent case, we introduce following notation. Let feature vectors of the ith agent be denoted by φ i 1 , . . . , φ i n i , with argument. At each time, an agent (say, i) pulls data from one of a randomly chosen j ∈ N (i) ∪ {i} with probability q(i, j). (q(i, j) > 0,
] is a part of the algorithm. The ith agent runs the n i -dimensional iteration
, the history). Thus at time k the ith agent "polls" j with probability q(i, j) and "pulls" its estimate φ j (X k ) T r j of J(X k ). This replaces i's own estimate in its temporal difference. We make the following assumptions
, no redundant measurements). We require this to hold across all agents. (A2) The chain X k is irreducible and aperiodic, with (unique) stationary distribution η. (A3) Q is irreducible aperiodic and doubly stochastic. (e.g., a
Metropolis chain on G with uniform stationary distribution.)
III. CONVERGENCE ANALYSIS
For
By Theorem A1 of the Appendix, the o.d.e. limit of (5) iṡ
Letȓ(t) := [r 1 (t), r 2 (t), . . . , r n (t)] T ∈ Rn, the concatenation of all r i (t)'s (n := n i=1 n i ). Consider augmented state space S := V × S ordered lexicographically. For (i, s), (j, s ) ∈ S , define the transition probabilityp((i, s), (j, s )), running costc((i, s), (j, s )) and feature vectors ψ jk , j ∈ 1, 2, . . . , n, k ∈ 1, 2, . . . , n j as follows:
By Theorem A1 of the Appendix, the limiting ODE forȓ(·) iṡ
By (A1), Ψ is full rank. The next lemma is easily proved. Lemma 1: The stochastic matrix ρ is irreducible (hence positive recurrent) and aperiodic under (A2) and (A3).
Letȓ k := [r 1 k , r 2 k , . . . , r n k ] T , the lexicographic concatenation of all weights in (4).
Theorem 1: Under (A1)-(A3), as k ↑ ∞,ȓ k , k ≥ 0, a.s. converges to the r * given as the unique solution to
Proof: Let (Z k , W k ), k ≥ 0, denote the Markov chain with state space V × S and transition matrix ρ. Ifη := the ordered vector of diagonal entries of ν, it is the unique stationary distribution under ρ (8) with c(·, ·) ≡ 0 is a linear system with the origin as its globally asymptotically stable equilibrium. (V (r(t)) = r(t) 2 serves as a Lyapunov function by Lemma 9 of [14] with r * therein replaced by the zero vector.) By Theorem A2 of the Appendix, sup k ȓ k < ∞ a.s. In turn, (8) has r * as its globally asymptotically stable equilibrium: V (r(t)) = r(t) − r * 2 is a Lyapunov function by [14, Lemma 9] . The claim follows by Theorem A1.
IV. AVERAGE COST
Consider the problem of estimating average cost μ * =Ẽ[c(X k ,X k+1 )] whereẼ[ · ] := the stationary expectation. Let1 := the vector of all 1's. A differential cost function is any J : S → R satisfying the discrete Poisson equation
The set thereof has the form {J * + a1 | a ∈ R} for some J * satisfying η T J * = 0 (the "basic" differential cost function). As before, let
. The TD(0) algorithm for r is [15] : foȓ K > 0 sufficiently large
See [15] for a convergence proof and error estimates. Consider now a similar setting as Section II. The ith agent computes
Here M i k+1 and M k+1 are martingale difference sequences given by resp. (6) with α = 1 and [c(X k , X k+1 ) −c(X k )]. Using matrix notation similar to Section II and using the fact that m l=1 η(l)c(l) = μ * , the o.d.e. corresponding to (12) iṡ
Letȓ(t) := [r 1 (t), r 2 (t), . . . , r n (t)]. Consider the augmented Markov chain as in Section II and analogous definitions for Ψ, ν, ρ, andc. The ODE for r(·), μ then iṡ
Letting w k = [μ k , r 1 k T , . . . , r n k T ] T , this can be written aṡ
with A ∈ R (K+1)×(K+1) , b ∈ R K+1 given by Remark: This is a common assumption for learning schemes with linear function approximation for average cost. These work with a nonexpansive linear map rather than "contraction" as in discounted case. Hence one has to subtract off a constant offset to ensure stability of iterates. This accounts for the term proportional to1 on the r.h.s. of (10) . If (A4) does not hold, there is another spurious term proportional to1 which can interfere with this stabilizing mechanism.
Theorem 2: Under (A1)-(A4), μ k , k ≥ 0, a.s. converges to μ * , andř k := [r 1 k , r 2 k , . . . , r n k ] T , k ≥ 0, a.s. converges to an r * , given as the unique solution to
Proof: Scalar n on the r.h.s. of (13) does not affect its trajectory, so it can be ignored. For sufficiently largeK, A is negative definite by Lemma 7 of [15] . Hence the "scaled o.d.e."ẇ(t) = h ∞ (w(t)) has the origin as its globally asymptotically stable equilibrium, with Lyapunov function V (w(t)) = w(t) 2 . By Theorem A2, sup k w k < ∞ a.s. In turn, (15) has w * := [μ * , r * T ] T as its globally asymptotically stable equilibrium:
with equality iff w(t) = w * . Use Theorem A1 to conclude. The coupling between (13) and (14) is unidirectional: one can first establish the convergence of {μ k } and then of {r k }. For the stability test, it is convenient to consider them together.
V. PERFORMANCE ANALYSIS AND EMPIRICAL EVALUATION
A. Performance for Discounted Problem
In this section we bound individual and average errors. All norms considered (for subsequent sections also) are weighted with η (the stationary distribution of {X k }) unless otherwise stated. That is,
. Let Π i be the matrix that projects any vector x on the subspace spanned by
Thus E i is the error in the ith agent's estimate of J and E * i captures how well the ith agent's features approximate J. Here r * i is the limit of r i k in (4) given by Theorem 1. Let T denote the Bellman operator defined by
This is a contraction w.r.t. x [14] . By Jensen's inequality
The first equality follows from Pythagoras theorem. The first and second inequalities follow from non-expansivity of Π i and contraction property of T , respectively. Given any two vectors A, B, we say A ≤ B iff every element of A is less than the corresponding element of B. Thus, we have
where we use fact that (I − α 2 Q) −1 = ∞ k=0 α 2k Q k is a nonnegative matrix. LetQ := (1 − α 2 ) ∞ k=0 α 2k Q k , a doubly stochastic matrix. Then
If we further assume:
(A5) Not all E i * are the same. Then (A3) and (A5) yield: for β(E * ) = max ijQij ∈ (0, 1)
For a bound on the average estimateJ :
B. Performance for Average Cost Problem
In this section, we obtain similar bounds for the average cost case. Define the relation s ≈ s if for some finite n ≥ 1, there is a sequence s = s 0 , s 0 , s 1 , s 1 , . . . , s n−1 , s n−1 , s n = s such that p(s k , s k ), p(s k+1 , s k ) > 0 ∀ 0 ≤ k < n. This is an equivalence relation under (A2). Assume:
(A6) S is a single equivalence class under ≈.
(A6) says that P P T is irreducible, i.e., between any two nodes there is a path that alternately traverses a directed edge of G in forward, resp. backward direction. It is satisfied if every node has a self loop, true for most queuing models. Inserting a self-loop of probability δ ∈ (0, 1) at each state replaces P by (1 − δ)P + δI, introducing a binomially distributed sojourn time at each state [15] . This does not affect β or J, and is a time scaling of T D(0). Let θ := the zero vector. Since J * + a1 ∀ a ∈ R are valid differential cost functions, we define the error of the ith agent as
Let
whereJ, Π are as before, β(E * ) ∈ [0, 1).
C. Empirical Evaluation
We give here a representative simulation to illustrate our observations. Consider a discrete time queue {X k } with arrival rate λ, service rate β and a buffer of capacity M . This is an irreducible aperiodic Markov chain satisfying where departures {D k } and arrivals {A k } are i.i.d. {0, 1}-valued with means β > 0 and λ > 0 respectively. (For the average case one requires λ < β for stability). Let c(X k , X k+1 ) = X k . There are three nodes, with three feature vectors each, estimating J(·) using the distributed algorithm. Let Q denote the 3 × 3 transition matrix, where q(i, j) denotes the probability by which the ith node samples the estimate of jth node. We use the following parameters. (The feature vectors are projected on (1) ⊥ for average cost.) where {γ k } are as before and for some finite set A,
• h : R n × A → R n , is Lipschitz in its first argument, • {Y k } is an irreducible Markov chain on A with stationary distribution π, • {M k } is a martingale difference sequence, i.e., E[M k+1 |x j , M j , Y j , j ≤ k] = 0, satisfying, for someǨ > 0 and all k ≥ 0
The asymptotic behavior of (17) is related to the o.d.e.
x(t) =ĥ (x(t)) := i π(i)h (x(t), i) , t ≥ 0.
Suppose (18) has a unique globally asymptotically stable equilibrium x * . Specializing Corollary 8 and Theorem 9, [3, pp. 74-75] to this case, we have:
Theorem A1 Almost surely, sup k x k < ∞ =⇒ x k → x * . Suppose lim 0<a↑∞ (ĥ(ax)/a) = h ∞ (x) uniformly on compacts for some h ∞ ∈ C(R n ). Theorem A2 If the o.d.e.ẏ(t) = h ∞ (y(t)) has the origin as the unique globally asymptotically stable equilibrium, then sup k x k < ∞ almost surely.
