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a b s t r a c t
This paper presents an extension to the time integral characteristics method for estima-
tion of parameters in fractional subdiffusion equations containing Riemann–Liouville and
Caputo fractional time derivatives. The explicit representations of the fractional diffusion
coefficient and order of fractional differentiation via a Laplace transform of the concentra-
tion field are obtained. A technique of optimal Laplace parameter determination by mini-
mization of relative errors bounds is described. The effectivity of the proposed approach is
illustrated by numerical example.
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1. Introduction
Anomalous diffusion processes are frequently observed in various complex systems such as amorphous semiconductors,
glasses and polymers, porous systems, heterogeneous rocks, turbulent plasma and many others [1–4]. Generally these
processes have non-Markovian stochastic nature and cannot be described by the classical diffusion equation arising from
Fick’s law. One of the efficient and widely used approaches to modeling anomalous diffusion is based on the theory of
derivatives of non-integer order (so-called fractional derivatives) [5–7] and leads to the fractional diffusion equations
[8–11]. Such equationswere actively studied bymany researchers over last two decades (see [3,4,8,10,12–19] and references
therein).
Parameters of the fractional diffusion equationsmust be known for practical use of such equations. Usually, these param-
eters are an anomalous diffusion coefficient which now has a fractional dimension and orders of all fractional derivatives
in equations. Thus an inverse problem of fractional diffusion parameters identification arises. Note that the problem of es-
timation of order of fractional differentiation has no analog in classical diffusion.
The methods of integral characteristics [20–22] can be used for solving the problem of constant parameters estimation
for fractional diffusion equations. In this paper a method of time integral characteristics (TIC) is extended to include frac-
tional subdiffusion equations. This method is based on an integral transformation of the initial-boundary value problem for
diffusion equation on the time variable and Laplace transform is widely used for this purpose. Earlier such an approach was
successfully used for identification of thermal conductivity and heat capacity in the heat conduction equation [20,23–27],
diffusion and drift coefficients in the diffusion equation [22,26]. In [21] themethod of TIC is described in detail for the gener-
alized heat conduction equation. Here we present a few simple exact analytical representations for an anomalous diffusion
coefficient and the order of the fractional derivative in a fractional subdiffusion equation, the technique of optimal Laplace
variable evaluation and one numerical example for illustration of the proposed approach.
2. Analytical results
In this section we describe an approach to the identification of parameters of the fractional subdiffusion equations by
the TIC method.
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2.1. The main equation of the TIC method
We consider the subdiffusion process in a finite plate with thickness L which is described by the following linear time-
fractional partial differential equation [4]
Dαt u(t, x) = kuxx + f (t, x) (t > 0, 0 < x < L, 0 < α < 1). (1)
Here α is the dimensionless order of fractional differentiation, u(t, x) is the concentration field, which is assumed to be
dimensionless, k is the constant fractional diffusion coefficient with dimensions L2T−α, f (t, x) is the source term with
dimension T−α and
Dαt u(t, x) ≡
∂
∂t
I1−αt u(t, x) =
1
Γ (1− α)
∂
∂t
∫ t
0
u(τ , x)
(t − τ)α dτ (2)
denotes the left-handed partial Riemann–Liouville fractional derivative with respect to time t and I1−αt is the left-handed
fractional integral of order 1− α by t [5,7].
Eq. (1) is considered with initial condition
lim
t→+0 I
1−α
t u(t, x) = v(x), (0 ≤ x ≤ L) (3)
and boundary conditions
u(t, 0) = u0(t), u(t, L) = uL(t), (t ≥ 0) (4)
where v(x), u0(t), uL(t) are known functions.
If u(0, x) <∞ then a partial Caputo fractional time derivative
Dˆαt u(t, x) ≡ I1−αt ut(t, x) =
1
Γ (1− α)
∫ t
0
uτ (τ , x)
(t − τ)α dτ (5)
is frequently used instead of the Riemann–Liouville one and the subdiffusion equation is written as
Dˆαt u(t, x) = kuxx + fˆ (t, x) (t > 0, 0 < x < L, 0 < α < 1). (6)
In this case initial condition u(0, x) = u0(x) with known u0(x) should be used. Nevertheless, if the Caputo fractional
derivative exists, it can be changed by the Riemann–Liouville fractional derivative [7]:
Dˆαt u(t, x) = Dαt u(t, x)−
u0(x)
Γ (1− α)tα . (7)
Substituting Eq. (7) into Eq. (6), we obtain Eq. (1) with
f (t, x) = fˆ (t, x)+ u
0(x)
Γ (1− α)tα . (8)
In this case a zero initial condition v(x) ≡ 0 must be used in (3).
Thus the subdiffusion equationwith a Riemann–Liouville fractional derivative (1) is more common than the subdiffusion
equation with a Caputo fractional derivative (6).
Let us consider an inverse problem of k and α identification in Eq. (1). Some additional information about the diffusion
process is needed for its solution. The concentration ul(t) in the arbitrary internal point x = l for any time is assumed to be
known:
u(t, l) = ul(t) (t ≥ 0). (9)
As mentioned above, the Laplace transform is frequently used as an integral transform in the TIC method. Denote the
Laplace transform by variable t of an arbitrary function y(t) by
y∗(p) ≡ L{y(t)} =
∫ ∞
0
e−pty(t)dt. (10)
The initial-boundary value problem (1), (3), (4) after Laplace transformation has the form
pαu∗(p, x)− v(x) = ku∗xx(p, x)+ f ∗(p, x), (0 < x < L) (11)
u∗(0, p) = u∗0(p), u∗(p, L) = u∗L (p) (12)
and (9) gives
u∗(p, l) = u∗l (p). (13)
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Solving ordinary differential equation (11) with boundary condition (12) and substituting (13) to the solution, we find
the main equation of the TIC method for k and α identification:
sinh(λL)u∗l (p) = sinh(λ(L− l))u∗0(p)+ sinh(λl)u∗L (p)+ (kλ)−1
[
sinh(λ(L− l))
∫ l
0
sinh(λξ)[v(ξ)+ f ∗(p, ξ)]dξ
+ sinh(λl)
∫ L
l
sinh(λ(L− ξ))[v(ξ)+ f ∗(p, ξ)]dξ
]
, (14)
where λ = √pα/k.
For the subdiffusion equation (6) with a Caputo fractional derivative, themain equation has the same formwith changing
f ∗(p, ξ) to fˆ ∗(p, ξ) and v(ξ) to pα−1u0(ξ).
In the TIC method k and α are represented via integral characteristics of the concentration field u∗(p, x) for x = 0, l, L
and source term f ∗(p, x). The inverse Laplace transform is not needed and this is the main advantage of the method.
The explicit representations of k and α may be derived from (14) for the some special cases.
2.2. The representation of k
First, we consider the case of single fractional diffusion coefficient identification. The order of fractional differentiation
α is assumed to be known. Then for linear case v(x) = v0 + v1x, f (t, x) = f0(t)+ xf1(t) and l = L/3, L/2, 2L/3 we find the
following explicit representation:
k = Ap
α
Arccosh2Θ(p, α)
, (15)
where
for l = L
3
: A = L
2
9
, Θ(p, α) =
θ0(p, α)+

θ20 (p, α)+ 4θL/3(p, α)

θL/3(p, α)+ θL(p, α)

4θL/3(p, α)
;
for l = L
2
: A = L
2
4
, Θ(p, α) = θ0(p, α)+ θL(p, α)
2θL/2(p, α)
;
for l = 2L
3
: A = L
2
9
, Θ(p, α) =
θL(p, α)+

θ2L (p, α)+ 4θ2L/3(p, α)

θ0(p, α)+ θ2L/3(p, α)

4θ2L/3(p, α)
, (16)
and
θj(p, α) = u∗j (p)−
v0 + f ∗0 (p)+ j(v1 + f ∗1 (p))
pα
, j = 0, L/3, L/2, 2L/3, L. (17)
Representation (15) is also valid for Eq. (6) with u0(x) = a0 + a1x, fˆ (t, x) = fˆ0(t)+ xfˆ1(t) and
θj(p, α) = u∗j (p)−
a0 + ja1
p
+ fˆ
∗
0 (p)+ jfˆ ∗1 (p)
pα
, j = 0, L/3, L/2, 2L/3, L. (18)
Note that for α = 1 representation (15) coincides with a known representation for a classical diffusion coefficient (see,
e.g. [22]).
For nonlinear to x initial conditions or source terms, Eq. (14) gives a nonlinear equation for k estimation and an explicit
representation cannot be written. For a classical diffusion equation with a parabolic initial condition such a nonlinear
equation for k estimation is investigated in [26].
2.3. The representations of α and k
There are two ways to obtain the explicit representations of α and k: the first one is to consider (14) for two different
values of p and the second one is to consider it for two different values of lwith assumption that concentration ul(t) is known
for both these values.
Suppose that in the representation (15)Θ does not depend on α, i.e.Θ(p, α) ≡ Θ(p). It is possible if all θj(p, α) are also
not dependent upon α. Then Eq. (1) does not have a source term f (t, x) = 0 and zero initial condition v(x) = 0 is used. For
Eq. (6) it is possible if this equation also does not have a source term fˆ (x, t) = 0, but a linear initial condition u0(x) = a0+a1x
may be used. Then taking the logarithm of (15), we get the linear equation for α and k estimation
ln k− α ln p = ln A− 2 ln ArccoshΘ(p). (19)
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Considering Eq. (19) for two values of p (p = p1 and p = p2), we found the explicit representations of α and k:
α = 2 logp1/p2

ArccoshΘ(p1)
ArccoshΘ(p2)

, k = A Arccosh
2aΘ(p1)
Arccosh2a+2Θ(p2)
, a = logp1/p2 p2. (20)
If functionΘ in (15) depends on α, then the explicit representations of α and k are obtained from (14) for two different
values l : {l1, l2} ≡ Ωl. If v(x) = v0 = const and f (t, x) = f0(t) or fˆ (t, x) = fˆ0(t), then
k = AΨ (p)
Arccosh2Φ(p)
, α = logp Ψ (p), (21)
where
Φ(p) = 1
2

ϕ(p)− 1+

ϕ2(p)+ φ(p)

, Ψ (p) = 4F(p)(Φ(p)− 1)
ψ(p)
, (22)
and
(1) Ωl =

L
3
,
2L
3

: A = L
2
9
, ϕ(p) = ϑL(p)− ϑ0(p)
ϑ2L/3(p)− ϑL/3(p) , φ(p) = 0,
ψ(p) = 2(ϑL/3 + ϑ2L/3)Φ(p)−

ϑ0(p)+ ϑL/3(p)+ ϑ2L/3(p)+ ϑL(p)
 ;
(2) Ωl =

L
4
,
L
2

: A = L
2
16
, ϕ(p) = ϑL/2(p)− ϑ0(p)
2(ϑL/2(p)− ϑL/4(p)) , φ(p) =
ϑL(p)− ϑL/4(p)
ϑL/2(p)− ϑL/4(p) ,
ψ(p) = 4ϑL/4(p)Φ(p)− 2

ϑL/2(p)+ ϑ0(p)
 ;
(3) Ωl =

L
2
,
3L
4

: A = L
2
16
, ϕ(p) = ϑL(p)− ϑL/2(p)
2(ϑ3L/4(p)− ϑL/2(p)) , φ(p) =
ϑ3L/4(p)− ϑ0(p)
ϑ3L/4(p)− ϑL/2(p) ,
ψ(p) = 4ϑ3L/4(p)Φ(p)− 2

ϑL/2(p)+ ϑL(p)

.
(23)
Hereϑj(p) = u∗j (p), F(p) = v0+ f ∗0 (p) for the fractional subdiffusion equation (1) andϑj(p) = u∗j (p)−p−1(a0+ ja1), F(p) =
fˆ ∗0 (p) for Eq. (6). The representations (21) are valid only if F(p) ≠ 0.
Similar representations can be obtained when f (t, x) or/and v(x) are the linear functions of x, but these expressions are
too bulky to be presented here.
3. The technique of optimal Laplace parameter estimation
The representations from the last section give exact values of k and α for all permitted values of Laplace parameters
p or p1 and p2 if and only if all parameters and functions from the right-hand sides of these representations are known
exactly. Nevertheless, in practice these parameters and functions are usually obtained from experimental data and hence
are known with some errors. Then the Laplace parameters cannot have arbitrary values but should be chosen in agreement
with experimental errors. One way of such an agreement is described in this section.
Denote exact values of parameters and functions by a bar (e.g. u¯(t, x) is exact concentration field) and its perturbed values
by a tilde (e.g. u˜(t, x) is concentration field obtained from experiment with some error). Suppose that for any x ∈ [0, L] and
t ≥ 0 the following inequalities are valid:
|u˜(t, x)− u¯(t, x)| ≤ ∆u, |v˜(x)− v¯(x)| ≤ ∆v,
|f˜ (t, x)− f¯ (t, x)| ≤ ∆f , |L˜− L¯| ≤ ∆L
(24)
and the error bounds∆u,∆v,∆f are assumed to be known. It is easy to show that (24) gives
|u˜∗(p, x)− u¯∗(p, x)| ≤ ∆u
p
, |f˜ ∗(p, x)− f¯ ∗(p, x)| ≤ ∆f
p
. (25)
First, we demonstrate the proposed technique on the representation (15) with l = L/2. Additionally we assume that the
error bound∆α : |α˜ − α¯| ≤ ∆α is known. From Eq. (15), the linear estimate of the relative error for k is
|dk|
k
≤ |dA|
A
+ | ln p| |dα| + 2|dΘ|
ArccoshΘ(p, α)

Θ2(p, α)− 1 . (26)
Suppose that all error bounds are small enough so that the linear estimation |dy| ≈ ∆y for any parameter or function y
may be used. If θj(p, α) is defined by Eq. (17), we find
|dΘ| ≤ 1+Θ(p, α)
p|θL/2(p, α)|

∆u + p∆v +∆fpα

+
u∗0(p)+ u∗L (p)− 2Θ(p, α)u∗L/2(p)2θL/2(p, α)
 | ln p|∆α (27)
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and if it is defined by Eq. (18), we get
|dΘ| ≤ 1+Θ(p, α)
p|θL/2(p, α)|

2∆u +
∆fˆ
pα

+
2fˆ ∗0 (p)+ Lfˆ ∗1 (p) |Θ(p, α)− 1|
2
θL/2(p, α) pα | ln p|∆α. (28)
Finally, for Eq. (1) we have
|dk|
k
≤ 2∆L
L
+ 2
p|θL/2|ArccoshΘ

Θ + 1
Θ − 1

∆u + p∆v +∆fpα

+

1+ |u
∗
0 + u∗L − 2Θu∗L/2|
|θL/2|(Θ2 − 1)ArccoshΘ

| ln p|∆α ≡ δk(p) (29)
and for Eq. (6)
|dk|
k
≤ 2∆L
L
+ 2
p|θL/2|ArccoshΘ

Θ + 1
Θ − 1

2∆u +
∆fˆ
pα

+

1+ |2fˆ
∗
0 + Lfˆ ∗1 |
pα|θL/2|ArccoshΘ

Θ − 1
Θ + 1

| ln p|∆α ≡ δk(p). (30)
Here the arguments of all functions are omitted for simplicity.
Now the value of p = p0 such that δk(p0) = minp δk(p) we call an optimal value of p. This value should be used for
estimation of k by representation (15) in our approach.
In the same manner, the linear estimates of relative errors for representation (15) with l = L/3 and l = 2L/3 may be
obtained.
Second, we illustrate the applicability of the proposed technique for simultaneous α and k estimation by representation
(20). As previously, for simplicity only the case of l = L/2 is considered. Then we obtain
|dα|
α
≤ 2∆u| ln ArccoshΘ(p1)− ln ArccoshΘ(p2)|

1
p1u∗L/2(p1)ArccoshΘ(p1)

Θ(p1)+ 1
Θ(p1)− 1
+ 1
p2u∗L/2(p2)ArccoshΘ(p2)

Θ(p2)+ 1
Θ(p2)− 1

≡ δα(p1, p2);
|dk|
k
≤ 2∆L
L
+ 2∆u| ln(p1/p2)|

| ln p2|
p1u∗L/2(p1)ArccoshΘ(p1)

Θ(p1)+ 1
Θ(p1)− 1
+ | ln p1|
p2u∗L/2(p2)ArccoshΘ(p2)

Θ(p2)+ 1
Θ(p2)− 1

≡ δk(p1, p2).
(31)
Now two different approaches to determining of p1 and p2 may be proposed. In the first approach the pair {p1, p2} is
common for α and k representations and in the second one there are two different pairs for α and k, respectively.
Denote δΣ (p1, p2) ≡ δα(p1, p2)+ δk(p1, p2). Then in the first approach the values of p1 = p01 and p2 = p02 such that
δΣ (p01, p
0
2) = minp1,p2 δΣ (p1, p2) (32)
we call the consistent optimal values of a Laplace parameter pair. These values should be used for estimation of k and α by
representations (20) in this approach.
In the second approach each pair of p1, p2 is evaluated by independent minimization of δk and δα , i.e.
δα(p01α, p
0
2α) = minp1,p2 δα(p1, p2), δk(p
0
1k, p
0
2k) = minp1,p2 δk(p1, p2). (33)
We call the pairs (p01α, p
0
2α) and (p
0
1k, p
0
2k) the pairs of optimal values of Laplace parameters for the order of fractional
differentiation and fractional diffusion coefficients, respectively. Each pair should be used for the estimation of its own
parameter by the corresponding representation from (20). Note that this approach is more preferable than the previous one.
Finally, we consider representations (21). In the case of the Riemann–Liouville fractional subdiffusion equation (1), linear
estimates of relative error bounds for α and k can be written as
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|dα|
α
≤ 1| lnΨ (p)|

p(∆v +∆f )
pv0 + f ∗0 (p)
+ 4∆u(Φ(p)+ 1)
p|ψ(p)|
+ ∆u(2Φ(p)+ 3)
p|u∗2L/3(p)− u∗L/3(p)|

1
Φ(p)− 1 +
2(u∗2L/3(p)+ u∗L/3(p))
|ψ(p)|

≡ δα(p);
|dk|
k
≤ 2∆L
L
+ | lnΨ (p)|δα(p)+ 2∆u(2Φ(p)+ 3)
p

Φ2(p)− 1ArccoshΦ(p)|u∗2L/3 − u∗L/3|
≡ δk(p).
(34)
Similar estimates can be derived for the fractional subdiffusion equation (6).
As well as in the previous case, the single optimal value of Laplace parameter p = p0 can be evaluated by minimization
of the sum δΣ (p) = δk(p)+ δα(p). Also individual values p0α and p0k such that
δα(p0α) = minp δα(p), δk(p
0
k) = minp δk(p) (35)
may be used for independent estimation of α and k by corresponding representations from (21) and this is more preferable.
One additional remark is necessary. In practice, there are lower pmin and upper pmax boundaries for the Laplace parameter
values: pmin ≤ p ≤ pmax. Hence, all above minimizations by p or by (p1, p2)must be done in this range. The values of pmin
and pmax are usually dependent on errors of experimental data.
Here we consider one particular case of pmin and pmax estimation. Let arbitrary function y(t) be approximately known
with absolute error bound∆y. As mentioned above, for its Laplace transform the inequality |y˜∗− y¯∗| ≤ ∆y/p is valid (here y¯
is the exact function and y˜ is its perturbed value). Assuming that function y¯(t) is bounded above by ymax and below by ymin,
we get the inequalities
ymax −∆y ≤ py˜∗(p) ≤ ∆y + ymin. (36)
If ymin and ymax or its estimations are known, then pmin is a root of the equation py˜∗(p) = ymax−∆y and pmax is a root of the
equation py˜∗(p) = ymin +∆y.
If an integral representation depends on several functions y1(t), y2(t), . . . , yn(t), then
pmin = max{p1min, p2 min, . . . , pn min},
pmax = min{p1max, p2 max, . . . , pn max}, (37)
where pimin and pimax correspond to yi(t) (i = 1, 2, . . . , n).
4. A numerical example
As a test example for the representations outlined in Section 2, we consider the fractional subdiffusion equation (1)
without the source term f (x, t) = 0, zero initial condition v = 0 and boundary conditions
u0(t) = 1− exp(−µt), uL = 0. (38)
This example allows us to calculate the exact solution via a Green function [28]:
u(t, x) =
∫ t
0
u0(η)Gξ (t, x, η, 0)dη, (39)
where
G(t, x, η, ξ) = 1
2
∞−
n=−∞
[gn(t − η, x− ξ)− gn(t − η, x+ ξ)], (40)
gn(t, x) = tβ−1φ
−β, β;−t−β |x+ 2nL| , β = α/2. (41)
Here φ(ρ, β; z) is the Wright function [29] defined by
φ(ρ, β; z) =
∞−
k=0
zk
k!Γ (β + ρk) , ρ > −1, β ∈ R, z ∈ C. (42)
For a given u0(t) (38), integral in (39) can be calculated analytically. Then the solution takes the form
u(t, x) =
∞−
n=1
∞−
m=0
(−1)nµntn
[
φ

−β, n+ 1;−2L(m+ 1)− x√
ktα

− φ

−β, n+ 1;−2Lm+ x√
ktα
]
. (43)
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Fig. 1. Concentration vs. time for different x.
Here the numerical values of Wright functions can be calculated by series (42) if t is not large enough [30]. Nevertheless,
for large values of t this series converges very slowly and the asymptotic solution is more preferable. The following
asymptotic solution as t →∞was obtained:
u(t, x) ≈

1− x
L
 [
1− e−µt − x(2L− x)
6ktα

1
Γ (1− α) − E1,1−α(−µt)
]
, (44)
where
Eα,β(z) =
∞−
n=0
zn
Γ (αn+ β) , z ∈ C, α > 0, β > 0 (45)
is the Mittag-Leffler function with two parameters [31,32]. The asymptote of the Mittag-Leffler function as |z| → ∞ with
πα ≤ | arg z| ≤ π is given by [31]:
Eα,β(z) = −
P−
k=1
z−k
Γ (β − αk) + O(|z|
−1−P). (46)
For numerical calculations in this example, we use the following numerical values of parameters: k = 1, α = 0.3, L =
1, µ = 0.25. All computations were made in mathematical software Maple 11.
Fig. 1 shows the time behavior of the concentration field u(t, x) defined by (43) for the left boundary x = 0 and for the
three internal points x = 1/3, 1/2 and 2/3. So in this example the concentration u(t, x) increases monotonically in time
from zero to its maximum value 1 − x, x ∈ [0, 1]. The Laplace transform of concentration u∗(p, x) for the same points is
plotted in Fig. 2. The quadrature formulas from [33] were used for the Laplace transform calculation. The error of quadrature
is bounded by∆q/p [21] with∆q = 0.0055 for our example.
To simulate experimental errors, the concentration field is assumed to be known in a discrete set of points {(ti, xj) : 0 ≤
ti ≤ ∞, 0 ≤ xj ≤ 1, i = 1, 2, . . . , I, j = 1, 2, . . . , J} and is perturbed as
u˜(ti, xj) = (1+∆uρij)u¯(ti, xj),
where ρij ∈ [−1, 1] are uniformly distributed random numbers.
The results of subdiffusion coefficient estimation by representation (15) for different l and ∆u with the exact value of
fractional order α = 0.3 are presented in Table 1. The boundaries pmin and pmax are evaluated by the approach described
at the end of Section 3. Fig. 3 shows the behavior of k(p) with p ∈ [pmin, pmax] for different ∆u. The optimal values p0k are
calculated byminimization of the relative error linear estimate δk(p) defined by (29). It should be noted that the quadrature
error bound ∆q also must be taken into account. Therefore, the total error ∆u + ∆q was used in (15) instead of ∆u. The
relative error linear estimate δk(p) is plotted in Fig. 4 for different ∆u. It is seen that δk(p) achieves its minimal value in
the range [pmin, pmax], i.e. p0k belongs to this interval. As follows from the Table 1, representation (15) gives the value of the
fractional diffusion coefficient with good accuracy and its errors are comparable with the errors of the initial data. For large
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Fig. 2. Laplace transform of concentration vs. Laplace parameter for different x.
Table 1
Values of subdiffusion coefficient k by (15) for different lwith α = 0.3.
∆u l pmin pmax p0k k Err. (%)
0
1/3 0.00025 25.415 0.09372 1.00125 0.125
1/2 0.00082 11.686 0.09372 1.00092 0.092
2/3 0.00095 11.588 0.09372 0.99458 0.542
0.005
1/3 0.00108 13.306 0.10414 1.00021 0.021
1/2 0.00123 9.470 0.09372 1.00105 0.105
2/3 0.00223 5.517 0.09372 1.00098 0.098
0.010
1/3 0.00227 9.035 0.10414 0.99959 0.041
1/2 0.00270 6.394 0.10414 0.99978 0.022
2/3 0.00462 3.918 0.09372 1.00111 0.111
0.050
1/3 0.01570 2.378 0.12856 0.97775 2.225
1/2 0.02077 1.685 0.12856 0.98388 1.612
2/3 0.03472 1.042 0.11571 0.99208 0.792
0.100
1/3 0.03773 1.173 0.15872 0.92646 7.354
1/2 0.05191 0.802 0.14285 0.95650 4.350
2/3 0.09093 0.450 0.14285 0.96366 3.634
values of∆u, the error of k is decreased while l is increased, because the difference between u0 and ul increases as the value
of l increases. Thus, the large values of l are more preferable in this example.
The influence of fractional order inaccuracy on error estimation of k by representation (15) for different ∆u is
demonstrated in Table 2. It is seen that the error of estimation is lower than the error of α because of the smoothing
properties of the Laplace transform.
Tables 3 and 4 give the results of simultaneous estimation of k andα by representation (20) for different values of l and∆u.
The optimal pairs of Laplace parameters {p01k, p02k} and {p01α, p02α} are calculated by minimization of δk(p1, p2) and δα(p1, p2)
defined by (31). As follows from the Table 3, the errors of the subdiffusion coefficient estimations in this case are greater
than in the previous case (cf. with Table 1) but are lower than the errors of fractional order estimation (cf. with Table 4).
Thus the fractional order is more sensitive to the perturbation of initial data than the fractional diffusion coefficient. Results
in Tables 3 and 4 also show that for this example the proposed technique of optimal Laplace parameter estimation gives
understated values for k and overstated values for α. Nevertheless, the relative error of estimation of k and α are not more
than twice as much as the error of the initial data (∆u+∆q) and therefore the representations (20) can be used in practice.
5. Conclusions
In this paper the extension to the time integral characteristics method for simple fractional subdiffusion equations has
been described. This method can be effectively used for estimation with good accuracy not only for the fractional diffusion
coefficient but also the order of fractional differentiation. The technique of optimal Laplace parameter determination by
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Table 2
Values of subdiffusion coefficient k by (15) for l = 1/2 with different α.
∆u α p0k k Err. (%)
0
0.25 0.15872 1.09548 9.548
0.28 0.11571 1.04442 4.442
0.29 0.10414 1.02353 2.353
0.30 0.09372 1.00092 0.092
0.31 0.10414 0.97826 2.174
0.32 0.11571 0.95809 4.191
0.35 0.15872 0.91131 8.869
0.005
0.25 0.12856 1.10618 10.618
0.28 0.11571 1.04335 4.335
0.29 0.10414 1.02309 2.309
0.30 0.09372 1.00105 0.105
0.31 0.10414 0.97784 2.216
0.32 0.11571 0.95712 4.288
0.35 0.12856 0.90103 9.897
0.010
0.25 0.12856 1.10438 10.438
0.28 0.11571 1.04229 4.229
0.29 0.10414 1.02266 2.266
0.30 0.10414 0.99978 0.022
0.31 0.10414 0.97742 2.258
0.32 0.11571 0.95615 4.385
0.35 0.12856 0.89956 10.044
0.050
0.25 0.12856 1.09016 9.016
0.28 0.12856 1.02509 2.509
0.29 0.12856 1.00428 0.428
0.30 0.12856 0.98389 1.611
0.31 0.12856 0.96391 3.609
0.32 0.12856 0.94434 5.566
0.35 0.12856 0.88798 11.202
0.100
0.25 0.15872 1.03653 3.653
0.28 0.14285 0.99446 0.554
0.29 0.14285 0.97529 2.471
0.30 0.14285 0.95650 4.350
0.31 0.14285 0.93806 6.194
0.32 0.14285 0.91999 8.001
0.35 0.15872 0.86228 13.772
Fig. 3. Estimation of subdiffusion coefficient by representation (15) vs. Laplace parameter for different error∆u .
minimization of relative error bounds gives good results. Nevertheless, the numerical example shows that this technique
gives shifted values of parameters. Therefore some compensation procedure should be developed. Also, the proposed
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Fig. 4. Relative error bound (29) of subdiffusion coefficient vs. Laplace parameter for different error∆u .
Table 3
Values of subdiffusion coefficient k by (20).
∆u l p01k p
0
2k k Err. (%)
0.005
1/3 0.00235 0.62443 0.97183 2.817
1/2 0.00190 0.56199 0.98117 1.883
2/3 0.00235 0.62443 0.98398 1.602
0.010
1/3 0.00261 0.62443 0.96836 3.164
1/2 0.00397 0.56199 0.97934 2.066
2/3 0.00491 0.62443 0.98265 1.735
0.050
1/3 0.01737 0.85655 0.93385 6.615
1/2 0.02144 0.77090 0.95122 4.878
2/3 0.03631 0.85655 0.95835 4.165
0.100
1/3 0.04035 0.95173 0.89432 10.568
1/2 0.05534 0.85655 0.92290 7.710
2/3 0.09372 0.45521 0.89889 10.111
Table 4
Values of fractional order α by (20).
∆u l p01α p
0
2α α Err. (%)
0.005
1/3 0.00211 0.69381 0.30991 3.303
1/2 0.00211 0.62443 0.30688 2.293
2/3 0.00235 0.62443 0.30558 1.860
0.010
1/3 0.00235 0.62443 0.30882 2.940
1/2 0.00397 0.62443 0.30451 1.503
2/3 0.00491 0.62443 0.30317 1.057
0.050
1/3 0.01737 0.77090 0.32143 7.143
1/2 0.02144 0.85655 0.31862 6.207
2/3 0.03631 0.95173 0.32031 6.770
0.100
1/3 0.04035 0.95173 0.35645 18.817
1/2 0.05534 0.85655 0.34223 14.077
2/3 0.09372 0.45521 0.34645 15.483
approach can be extended to other fractional equations, such as fractional kinetic equations, fractional advection–dispersion
equations, and so on.
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