Abstract| I n two recent papers 1 , 2 , Sidiropoulos et al. have obtained statistical proofs of Maximum A Posteriori MAP optimality and strong consistency of certain classes of Morphological lters, namely, Morphological Openings, Closings, unions of Openings, and intersections of Closings, under i.i.d. both pixel-wise, and sequence-wide assumptions on the noise model. In this paper we revisit this classic ltering problem, and prove MAP optimality and strong consistency under a di erent, and, in a sense, more appealing set of assumptions, which allows the explicit incorporation of geometric and Morphological constraints into the noise model, i.e., the noise may n o w exhibit structure; surprisingly, it turns out that this a ects neither the optimality nor the consistency of these lters.
A DRS X is simply de ned as a measurable mapping from some probability space to a measurable space B; B, where B is a complete lattice with a nite least upper bound usually, the power set of somenite B Z 2 , and B is a -eld over B usually, the power set of the power set of B. A DRS X induces an associated probability structure P X on B.
The optimality results of 1 , 2 critically depend on the assumption that B is nite; they further assume that the noise process is i.i.d., both within a given observation pixel-wise, and across a sequence of observations sequence-wide. As it turns out, the pixel-wise i.i.d. assumption, as well as the sequence-wide assumption of identical distribution can both be removed, as long as the sequence-wide independence assumption is maintained, and a uniformity condition to be speci ed is imposed.
The net result is that we end up with a new set of opti- with respect to W"; the meaning should be clear from context. We can also t more complicated image structure by allowing composite constraints, e.g., consider the class of all images which are invariant under a union of openings with respect to a family of structural elements. Actually this is going to be one of two signal DRS models in what follows.
A drawback of the optimality results of 1 , 2 was that the noise process could not be smooth"; e.g., one could not accommodate a composite noise process resulting by taking the union of translated replicas of some noise primitives". In e ect, one could not accommodate colored noise. In what follows, this restriction is considerably relaxed by imposing a milder uniformity condition. Furthermore, the sequence-wide assumption of identical noise distribution is completely removed. where C a r dfg stands for set cardinality. is the maximal element of this lattice. Non-uniqueness of the functional form of the MAP estimator is a direct consequence of the fact that the gain functional is generally not strictly increasing.
The assumption of uniform distribution clearly buys a lot; it reduces optimization to a counting argument. The range spaces f j Bg ; B are not quite as important here; it is the principle of uniformity that counts. The natural question then is what do we really model by using a uniform distribution? A simple answer is that we model a random variable whose range is completely known, but no other piece of information concerning its probabilistic structure is available. Alternatively, w e m a y think of it as modeling an unbiased" or fair" adversary. If the noise is biased", then, depending on the particular type of probabilistic noise structure, and assuming we can uncover this structure, we might well be able to construct better estimators, or, we might not even be able to guarantee consistency. We believe that, in the absence of such information, a uniform distribution approach is both reasonable and prudent. The essential elements of the rst two steps can be found in 2 . We now proceed to prove the third step. Remark: In fact we may slightly relax the condition ; 2 i B; 8 i 1, by allowing it to be violated for nitely many i's.
We n o w present t wo more theorems. They can both be established by appealing to duality note that closing is the dual of opening with respect to lattice complementation. Observe that here we deal with intersection noise, which can be interpreted as a formal mechanism to consider random sampling of DRS's 4 . 3 Note that this step crucially depends on B and, therefore, i B being nite. 4 See 24 for an account o f a n i n teresting approach when N is assumed to be a deterministic regularly spaced grid which undersamples the observation. i.e., this MAP estimator is strongly consistent.
IV. Discussion
A little re ection on the above results is in order. The discussion will focus on Theorems 1,2, but the remarks are equally applicable to the case of Theorems 3,4.
The rst observation is that both theorems crucially depend on B being nite 5 . This is obvious at several points in the proofs. We view this as further evidence of the utility of this restriction. The second observation is that the results are fairly general: apart from the mild condition ; 2 i B; 8 i 1, which is needed for consistency, we have imposed absolutely no other restrictions on the sequence of range spaces f j Bg of the noise DRS's fN j g;
some particular examples will be given in the subsection that follows. Given the generality of the results, the proofs appear to be surprisingly simple.
In general, we cannot derive analytical formulas for some standard measures of estimator performance, such as bias and variance, without specifying the sequence of range spaces f j Bg of the noise DRS's fN j g; this is obvious, since these measures strongly depend on the structure of this sequence. Based on our experience in 2 , our feeling is that these derivations are going to be nasty, except in some limited cases. However, it should be noted that the MAP principle leads to optimal estimators in a particular Bayesian sense: it minimizes the total probability of error, P e 25 . In other words, even though the MAP estimator may not be unbiased and or minimize the error variance as a MMSE estimator typically does it is optimal in the sense that for each and every M, it minimizes the total probability of error. This is just an alternative concept of optimality.
A. Some Special Cases
Let us now consider two special cases. Again, our discussion will focus on Theorems 1,2, but the remarks are equally applicable to the case of Theorems 3,4. The noise is now a system of overlapping particles of several di erent t ypes, i.e., constrained to be smooth with respect to a union of openings by an appropriately chosen family of structural elements. Noise particles overlap with signal particles. Regardless of the degree of overlap and the particular types of signal and noise particles, we can claim optimality and strong consistency 6 . However, small sample behavior will be governed by the interplay b e t ween the two families of structural elements which span the signal and noise DRS's fW l g,fV l g, respectively. For example, if jV l j jW m j; 8m = 1 ; ; L then application of the M = 1 MAP lter will eliminate all isolated instances of V l noise patterns. This may w ell be the case in applications, where the signal is usually associated with the more prominent image structures.
V. Conclusions
In this paper we h a ve revisited a classic ltering problem, that of estimating realizations of random sets immersed in random clutter, or su ering from random dropouts. We have established MAP optimality and strong consistency of certain classes of morphological lters under a new, and, in a sense, more appealing set of assumptions, which allows the explicit incorporation of geometric and morphological constraints into the noise model, i.e., the noise may now exhibit structure; Surprisingly, it turns out that this a ects neither the optimality nor the consistency of these lters.
