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CATEGORIFICATION OF THE HEISENBERG ALGEBRA AND MACMAHON
FUNCTION
NA WANG, ZHIXI WANG, KE WU, JIE YANG, AND ZIFENG YANG
Abstract. Starting from a one dimensional vector space, we construct a categorification ′H of a
deformed Heiserberg algebra ′H
Z[t,t−1] by Cautis and Licata’s method. The Grothendieck ring of
′H
is ′H
Z[t,t−1]. As an application, we discuss some related partition functions related to the MacMahon
function of 3D Young diagram. We expect further applications of the results of this paper.
1. Introduction
Let H be the classical Heisenberg algebra of infinite rank, i.e., the algebra generated by the sequence
{an}n∈Z with the defining relations
anam = aman + nδn+m,01, n,m ∈ Z. (1)
The generators an for n ∈ Z can be realized from the fermions φn, φ
∗
n(n ∈ Z), which satisfy the following
relations
[φn, φm]+ = 0, [φ
∗
n, φ
∗
m] = 0, [φ
∗
n, φm]+ = δn+m,0, (2)
where we use the notation [X,Y ]+ = XY + Y X . Let A be the Clifford algebra generated by the
φn, φ
∗
n, n ∈ Z. Then an element of A can be written as a finite linear combination of monomials of the
form
φm1 · · ·φmrφ
∗
n1 · · ·φ
∗
ns , where m1 < · · · < mr, n1 < · · · < ns.
By introducing a variable k, we define the fermionic generating functions as the formal sums
φ(k) =
∑
n∈Z+ 1
2
φnk
−n− 1
2 , φ∗(k) =
∑
n∈Z+ 1
2
φ∗nk
−n− 1
2 .
Then the an can be realized by the following equation∑
n∈Z
ank
−n−1 =: φ(k)φ∗(k) : (3)
where :: is the normal order, see [MJD] for detail.
The integral form HZ of Heisenberg algebra H using the vertex operators in terms of an is generated
over the ring Z by {pn, qn}n∈N with relations
qnpm =
∑
k≥0
pm−kqn−k, (4)
qnqm = qmqn, (5)
pnpm = pmpn, (6)
in which p0 = q0 = 1 and pk = qk = 0 for k < 0, thus the summation in Equation (4) is finite. These
generators qn, pm are obtained as the homogeneous components in z of the halves of vertex operators∑
m≥0
qmz
−m = exp(
∑
m≥1
1
m
amz
−m), and
∑
m≥0
pmz
m = exp(
∑
m≥1
1
m
a−mz
m), (7)
1
2 NA WANG, ZHIXI WANG, KE WU, JIE YANG, AND ZIFENG YANG
which play a very important role in the conformal field theory and the theory of quantum algebras.
The authors use slightly different presentations of integral forms of Heisenberg algebra in literature.
Khovanov used an integral form H ′
Z
of Heisenberg algebra in [K]. He introduced a calculus of planar
diagrams for biadjoint functors and degenerate affine Hecke algebras, which led to an additive monoidal
category whose Grothendieck ring contains the integral form H ′
Z
(and Khovanov conjectured that they
are isomorphic).
We define the deformed integral form ′HZ[t,t−1] of Heisenberg algebra as the algebra generated by
{pn, qn}n∈N over the ring Z[t, t
−1] with relations
qnpm =
∑
k≥0
[k + 1]pm−kqn−k, (8)
qnqm = qmqn, (9)
pnpm = pmpn, (10)
where p0 = q0 = 1, pk = qk = 0 for k < 0, and the quantum integer [k] =
tk−1
t−1 . Under the relation (7)
between {pn, qn}n≥0 and {an}n∈Z,n6=0 when the coefficients are extended to C[t, t
−1], we can find that
the deformed Heisenberg algebra ′H = ′HC[t,t−1] is generated by {an}n∈Z with the defining relation
[an, am] = n(1 + t
n)δn+m,0 1. (11)
It is important to lift the Heisenberg algebra (any form) to some categoric version in representation
theory. Cautis and Licata [CL] categorified the Heisenberg algebras hΓ for some finite subgroup Γ of
SL2(C), but the discussion in that paper clearly can not be applied to the case when Γ is the trivial
group. We will give a categorification of the Heisenberg algebra ′HZ[t,t−1] by the same techinique, and
derive the MacMahon function from this categorification. The results of this paper are expected to be
applied in the study of topics in the theory of quantum algebras which we are undergoing.
The authors are grateful to Morningside Center of Chinese Academy of Sciences for providing excel-
lent research environment and financial support. This work is also partially supported by NSF grant
11031005 and grant KZ201210028032.
2. Categorification of the deformed Heisenberg algebra ′HZ[t,t−1]
Let V = Cv be a 1-dimensional vector space over the field C of complex numbers, Λ∗(V ) the exterior
algebra of V with the basis B consisting of 1, v. We define a C-linear map tr : Λ∗(V )→ C by setting
tr(v) = 1, tr(1) = 0.
Let B∨ be the basis of Λ∗(V ) dual to B with respect to the non-degenerate bilinear form 〈a, b〉 := tr(ab).
Under this bilinear form, we see that 1∨ = v, v∨ = 1. Λ∗(V ) is graded as Λ∗(V ) = C ⊕ Cv, with the
degree of b ∈ Λ∗(V ) denoted by |b|, and |α| = 0 for 0 6= α ∈ C, |v| = 1.
We define a 2-category ′H′ as follows.
• Objects (that is, 0-cells) of ′H′. The objects are the integers.
• 1-morphisms (that is, 1-cells) of ′H′. Let P : n 7−→ n + 1 and Q : n + 1 7−→ n be two
fundamental 1-morphisms, 1 the identity 1-morphism on the objects, and the 1-morphisms
P [l], Q[l], and 1[l] for integers l which we call the shifted 1-morphisms by dimension l. The 1-
morphisms of ′H′ are generated from P [l], Q[l], and 1[l] by finite compositions and finite direct
sums. The dimension shifting on the 1-morphisms satisfy the equality A[k] ·B[l] = A ·B[k+ l]
for 1-morphisms A and B. Note that P [0], Q[0],1[0] and P,Q,1 are respectively the same.
• 2-morphisms (that is, 2-cells) of ′H′. The 2-morphisms constitute a C-vector space. It is
generated over C by planar oriented diagrams modulo relative to boundary isotopies and some
local relations which are described in detail in the following paragraphs. The 2-morphisms are
also graded and the grading is compatible with the grading of 1-morphisms.
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The detailed description is given in the following paragraphs.
An upward oriented strand denotes the identity 2-morphism id : P → P while a downward oriented
strand denotes the identity 2-morphism id : Q → Q. Upward-oriented lines and downward-oriented
lines carrying dots labeled by elements b ∈ Λ∗(V ) are other 2-morphisms of ′H′, for example,
b ∈ Hom′H′(P, P [|b|]),
b′
b′′∈ Hom′H′(Q,Q[|b
′b′′|]), b ∈ Hom′H′(QP,PQ[|b|]).
The dimension shifting appears in the above examples to be compatible with the grading of the planar
string diagrams, which is given later in this section. If no confusion occurs, we also omit the dimension
shifting notation besides a 1-morphism. On planar diagrams, compositions of 2-morphisms are depicted
upward from bottom to top. All these are similar to [CL], so are the local relations which the planar
diagrams are requested to satisfy. The only difference is that we adopt the notation of dimension shifting
[ ] instead of the degree shifting 〈 〉 in [CL]. for the 1-morphisms. The dimension shifting is essential
in discussion, for reasons which can be seen better in Section 3 about a natural representation of the
Karoubi envelope ′H of ′H′. We also understand that in a planar string diagram, the 1-morphisms
in the bottom are generated by P , Q, and 1 through finite compositions (that is, the 1-morphisms
without dimension shifting), unless it is explicitly indicated otherwise.
The local relations are the following. First, the dots can move freely along strands and through
intersections, for example,
b =
b
,
b
=
b ,
b
=
b
=
b
.
Second, collision of dots is controlled by the multiplication in the exterior algebra Λ∗(V ):
b1b2 =
b1
b2 ,
b1b2 =
b1
b2 .
Third, dots on strands supercommute when they move past one another, for example:
b1
· · ·
b2 = (−1)|b1||b2|
b1 · · ·
b2.
Last, local relations contain the following:
=
,
=
;
(12)
= −
v
−
v
;
(13)
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=
,
= 0 ; (14)
b = tr(b) . (15)
We notice that the above local relations imply that the second relation of (12) is satisfied when any of
the arrows of the strings in the diagram on the left hand side of the equality is reversed (and the arrows
of the strings of the right hand side of the equality are reversed correspondingly), hence we depict this
local relation as:
=
,
(16)
and first relation of (12) is satisfied when all the arrows of the strings in the diagram are reversed.
We define the degrees of the planar string diagrams (as morphisms from X1X2 · · ·Xk → Y1Y2 · · ·Yl
with k ≥ 0, l ≥ 0 integers, Xi, Yj ∈ {P,Q}, and X1X2 · · ·Xk = 1 if k = 0) from the degrees of the
simplest planar string diagrams:
deg = deg = deg = deg = 0 ;
deg = −1 , deg = 0 ;
deg = 0 , deg = 1 ;
and the degree of a dot labeled by b equals the degree of b in the graded algebra Λ∗(V ). If f and g
are two planar string diagrams, and they can be composed as g ◦ f 6= 0, then we define deg(g ◦ f) :=
deg(f) + deg(g). The degree of a string diagram is defined to be the total sum of the degrees of all the
planar strings in the string diagram. And finally, if f =
∑
i cifi with each fi 6= 0 a string diagram and
0 6= ci ∈ C, then we define
deg(f) = max
i
{deg(fi)}.
The 2-morphisms of ′H′ constitute a ring with the obvious addition and the multiplication given by
the composition of planar string diagrams. This ring is also a graded C-vector space. We define
f · g = 0
if the two planar string diagrams f and g can not be composed.
Be caution that in the above definition of deg, the notation deg(f) is defined only for f =
∑
i cifi
with ci ∈ C and those fi being the planar string diagrams connecting the 1-morphisms generated by P ,
Q, and 1, without dimension shiftings. For a planar string diagram f : A −→ B (so A and B are finite
compositions of P , Q, and 1), we make a convention that f is a 2-morphism in Hom′H′(A[k], B[l]) for
any k, l ∈ Z. Therefore the C-vector space Hom′H′(A,B) is graded, with Hom′H′(A,B)0 denoting by
the space of 2-morphisms of degree 0. To be more precise, assume f ∈ N = Hom′H′(X,Y ), where
X = X1X2 · · ·Xk1 and Y = Y1Y2 · · ·Yk2 with Xi, Yj ∈ {P,Q} (that is, f is a planar string diagram
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which connects the sequence of Xi’s on the bottom and the sequence of Yi’s on the top), we also view
f ∈M = Hom′H′(X [l1], Y [l2]). We then define
degM (f) = degN(f) + l1 − l2 = deg(f) + l1 − l2.
In addition, we define the shifted degree (which is denoted by sdeg) of the planar diagrams (also
viewed as 2-morphisms from X1X2 · · ·Xk → Y1Y2 · · ·Yl with Xi, Yj ∈ {P,Q}):
sdeg = sdeg = sdeg = sdeg = 0 ;
sdeg = −1 , sdeg = 0 ;
sdeg = 0 , sdeg = 1 ;
and the shifted degree sdeg(b) of a dot labeled by b ∈ Λ∗(V ) is the same as deg(b) defined above. By
convention, we set deg(0) = sdeg(0) = +∞.
Remark 1. We have the inequalities
deg(fg) ≥ deg(f) + deg(g), sdeg(fg) ≥ sdeg(f) + sdeg(g)
for the 1-morphisms f and g, but the equalities don’t hold in general, even the composition f ◦g exists,
for example, the dot morphism labeled by v has both the degree and the shifted degree equal to 1, but
the square is equal to 0.
From the local relations, we get
QP ∼= PQ⊕ 1⊕ 1[1] (17)
This can be seen by the following diagram:
QP
PQ 1 1[1] .
QP
|| 
v
""
""
v
 ||
By (12), we see that upward oriented crossings satisfy the relations of symmetric group Sn. We have
a canonical homomorphism
C[Sn] −→ End′H′(P
n)
from the group algebra of Sn to the endomorphism ring of the n-th tensor power of P . Through
some diagram manipulation according to 2-morphisms of ′H′, we can see that the relation (12) is also
satisfied by the downward oriented crossings, therefore get the similar canonical homomorphism
C[Sn] −→ End′H′(Q
n).
For a positive integer n and a partition λ of n, let eλ be the associated Young symmetrizer of C[Sn].
The Young symmetrizers are idempotents of the group algebra C[Sn] given by
eλ = aλbλ/nλ
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where nλ = n!/dim(Vλ) with Vλ the irreducible representation corresponding to the partition λ, the
elements aλ, bλ ∈ C[Sn] are defined for a Young tableau T of the partition λ by
aλ =
∑
g∈Lλ
g, bλ =
∑
g∈L′
λ
sign(g)g,
and
Lλ = {g ∈ Sn : g preserves each row of T},
L′λ = {g ∈ Sn : g preserves each column of T}.
The irreducible representations of Sn are given by C[Sn]eλ for partitions λ of n. Let e(n) be the
idempotent corresponding to the partition (n) of n, with C[Sn]e(n) being the trivial representation of
Sn. See [FH] for detail.
Let ′H be the Karoubi envelope of ′H′. This is a 2-category described in the following.
• Objects of ′H: same as the objects of ′H′.
• 1-morphisms of ′H: pairs (M, e), where M is a 1-morphism of ′H′, and e is an idempotent
2-morphism M
e
−→M of ′H′.
• 2-morphisms of ′H: given two 1-morphisms (M, e) and (M ′, e′), the set Hom((M, e), (M ′, e′))
consists of the 2-morphisms f :M →M ′ of ′H′ such that the diagram
M
f
//
e

M ′
e′

M
f
// M ′
.
The 2-morphisms of ′H constitute a ring, as so do the 2-morphisms of ′H′.
For convenience, we also view ′H′ and ′H as categories with the 1-morphisms considered as the
objects and the 2-morphisms as the morphisms (hence forgetting the set Z of 0-cells). Then ′H′ is a
subcategory of ′H, and both are C-linear additive monoidal categories. For an idempotent e :M →M
in ′H′ with M a 1-morphism, idM − e is also an idempotent, and we have a direct sum decomposition
in ′H:
M = (M, e)⊕ (M, idM − e).
The 1-morphisms Pn and Qn splits into direct sums of (Pn, eλ) and (Q
n, eλ) in
′H respectively, over
partitions λ of n. Define
Pλ = (P
n, eλ), Qλ = (Q
n, eλ), Pn = (P
n, e(n)), Qn = (Q
n, e(n)).
Proposition 1. For any non-negative integers m1,m2, n1, n2 and integers l1, l2, we have
(1). Hom′H′(P
m1Qn1 [l1], P
m2Qn2 [l2])0 = 0 unless m1 − n1 = m2 − n2 and l2 ≥ l1;
(2). the shifted degree of an element of Hom′H′(P
m1Qn1 , Pm2Qn2) is always greater than 0 (there-
fore greater than or equal to 1/2), provided with (m1, n1) 6= (m2, n2);
(3). there are no negative degree (respectively, shifted degree) endomorphisms of Pm1Qn1 [l], and the
algebra of degree (respectively, shifted degree) zero endomorphisms of Pm1Qn1 [l] is isomorphic
to C[Sm1 ]⊗ C[Sn1 ].
Proof. The conclusions are straightforward by noticing that a cup planar string to Pm2Qn2 or a cap
planar string from Pm1Qn1 (the arrow has to be clockwise since the P is on the left of Q) has degree
greater than or equal to 0, and shifted degree greater than 0. 
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Theorem 1 ([CL]). In the 2-category ′H, the 1-morphisms Pn and Qn satisfy
QnPm ∼=
⊕
k≥0
k⊕
l=0
Pm−kQn−k[l], (18)
QnQm ∼= QmQn, (19)
PnPm ∼= PmPn. (20)
Proof. The proof of this theorem is same as that of [CL] in the case of dimV = 2 and a non-trivial
finite subgroup Γ of SL2(C) acting on V . We make a couple of simple comments here. To prove
PnPm ∼= PmPn, let (n) denote the 1-morphism Pn, and ϕ : PnPm → PmPn, ψ : PmPn → PnPm
given respectively by
ϕ :=
(n) (m)
(m) (n)
and ψ :=
(m) (n)
(n) (m)
,
where each upward oriented strand is an abbreviation of m or n upward oriented strands accordingly.
We then get from the first relation of (12) that
ψ ◦ ϕ =
(n) (m)
(m) (n)
(n) (m)
=
(n) (m)
(n) (m)
by pulling the braid straight, thus ψ ◦ϕ is the identity 2-morphism on PnPm, and so is ϕ ◦ψ on PmPn.
In the same way we can see QnQm ∼= QmQn. To see why (18) is true, we at first deduce from (17) that
QPn ∼= PnQ⊕
(
Pn−1 ⊕ Pn−1[1]
)⊕n ∼= PnQ⊕ (Pn−1)⊕n ⊕ (Pn−1[1])⊕n , (21)
therefore in the 2-category ′H, we have
QPn = Q(P
n, e(n)) ∼= PnQ⊕ Pn−1 ⊕ Pn−1[1],
since e(n) =
1
n!
∑
σ∈Sn
σ, the terms
(
Pn−1
)⊕n
and
(
Pn−1[1]
)⊕n
of (21) are respectively projected onto
Pn−1 and Pn−1[1] as diagonals when QP
n is projected onto QPn. Then an induction on m gives
QmPn ∼=
⊕
j≥0
(
j⊕
l=0
Pn−jQ
m−j[l]⊕(
j
l)
)⊕(mj )
,
we get (18) after we project Qm to Qm = (Q
m, e(m)) in the above equation. 
From Theorem 1, we get a natural homomorphism of algebras
π : ′HZ[t,t−1] −→ K0(
′H) (22)
by sending pm to [Pm], qn to [Qn], and t
l to [1[l]], where [X ] denotes the isomorphism class of the
1-morphism X of ′H.
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Theorem 2. π is an isomorphism of algebras.
Proof. The proof of this theorem will be given at the end of Section 4. 
3. A Representation of the Category ′H
We will give a Fock representation of the ′H in this section.
Let A1 = Sym
∗(V ∨), which can be identified with the polynomial ring C[v∨]. For each positive
integer n, define
An = (Sym
∗(V ∨)⊗ Sym∗(V ∨)⊗ · · · ⊗ Sym∗(V ∨))⋊ Sn
where the symmetric group Sn acts by permuting the n terms in the product. These algebras inherit the
natural grading from Sym∗(V ∨). We denote by Cn = D(An − gmod) the bounded derived category
graded (left) An-modules which are finite dimensional over C with the action of v
∨ by 0. An object of
Cn is in fact a finite dimensional C[Sn]-module (also say Sn-module) viewed as a torsion An-module,
and is usually expressed by its free resolution in the derived category Cn = D(An − gmod). We have
the maps
C
i
−→A1
p
−→C
with i the natural inclusion and p the projection which takes Sym>0(V ) to zero. Thus each C-module
is also an A1-module and vice versa.
From the embedding Sn = Sn × S1 →֒ Sn+1, we have the natural inclusion An ⊗ A1 →֒ An+1. Let
P (n) := An+1 ⊗An⊗A1 (An ⊗ C) be an (An+1, An)-bimodule, and (n)Q := (An ⊗ C) ⊗An⊗A1 An+1 be
an (An, An+1)-bimodule. We define the functor P(n) : D(An − gmod)→ D(An+1 − gmod) by
P(n)(·) := P (n)⊗An (·), (23)
and similarly, the functor (n)Q : D(An+1 − gmod)→ D(An − gmod) by
(n)Q(·) := (n)Q ⊗An+1 (·), (24)
with the obvious definitions of these two functors on the corresponding morphisms of the categories.
Moreover, we define the dimension shifting functor id[1] by
id[1](n) : D(An − gmod) −→ D(An − gmod)
M 7−→ M [1]
where M [1] is the complex shifted to the left by one degree from the complex M in D(An − gmod)
and id is the identity functor on the derived categories D(An − gmod).
In the following, we define the following natural transformations:
(1) X(1) : P→ P and X(1) : Q→ Q,
(2) X(b) : P→ P[1]{−1} and X(b) : Q→ Q[1]{−1} for any b ∈ V ,
(3) T : PP→ PP, T : QQ→ QQ, T : QP→ PQ, and T : PQ→ QP,
(4) adj : QP→ id and adj : PQ→ id[1]{−1}, and
(5) adj : id→ QP[−1]{1} and adj : id→ PQ.
where [·] denotes the cohomological dimension shift and {·} the grading shift. The degree shifting
notation {·} is attached only to reflect the degree of the natural transformation, it doesn’t impose
impact on the functors generated by P, Q, and id. The dimension shifting operator [ · ] affects the
Grothendieck ring of the category ′H.
(1). X(1) : P → P and X(1) : Q → Q are the identity natural transformations in P and Q
respectively.
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(2). The definitions of X(b) : P→ P[1]{−1} and X(b) : Q→ Q[1]{−1} for any b ∈ V . Viewed
as an A1-module, a free resolution of C is:
0 −→ A1 ⊗ V
∨ d−→ A1 −→ C −→ 0
f ⊗ w 7−→ fw.
(25)
We define a map φb by
φb : A1 ⊗ V
∨ −→ A1{−1}
f ⊗ w 7−→ 〈w, b〉f
where {−1} denotes the degree shifting in A1 = Sym
∗(V ∨). Then we have the following commutative
diagram:
0 //

A1 ⊗ V
∨ d //
φb

A1 //

0
A1 ⊗ V
∨{−1}
−d
// A1{−1} // 0 // 0
which defines a morphism X(b) : C −→ C[1]{−1} in the derived category D(A1 − gmod). This
morphism then induces a morphism
X(b) : P (n) // P (n)[1]{−1}
An+1 ⊗An⊗A1 (An ⊗ C) An+1 ⊗An⊗A1 (An ⊗ C)[1]{−1}
Thus we get the natural transformationX(b) : P −→ P[1]{−1}. In the same way, we apply the following
free resolution of C:
0 −→ V ∨ ⊗A1
d
−→ A1 −→ C −→ 0
w ⊗ f 7−→ wf
(26)
and define a map ψb by
ψb : V
∨ ⊗A1 −→ A1{−1}
w ⊗ f 7−→ −〈w, b〉f
Then the following commutative diagram
0 //

V ∨ ⊗A1
d
//
ψv

A1 //

0
V ∨ ⊗A1{−1}
−d
// A1{−1} // 0 // 0
gives a morphism X(b) : C −→ C[1]{−1} in the derived category D(A1 − gmod) and induces a
morphism
X(b) : (n)Q // (n)Q[1]{−1}
(An ⊗ C)⊗An⊗A1 An+1 (An ⊗ C)⊗An⊗A1 An+1[1]{−1}
Thus we get the natural transformation X(b) : Q −→ Q[1]{−1}.
(3). The definitions of T : PP→ PP, T : QQ→ QQ, T : QP→ PQ, and T : PQ→ QP.
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• The definition of T : PP→ PP. We use the isomorphisms
P (n+ 1)⊗An+1 P (n)
∼=
(
An+2 ⊗An+1⊗A1 (An+1 ⊗ C)
)
⊗An+1 (An+1 ⊗An⊗A1 (An ⊗ C))
∼= An+2 ⊗An+1⊗A1 (An+1 ⊗ C)⊗An⊗A1 (An ⊗ C)
∼= An+2 ⊗An⊗A1⊗A1 (An ⊗ C⊗ C) (27)
∼= An+2 ⊗An⊗A2 An ⊗ (A2 ⊗A1⊗A1 (C⊗ C)) (28)
so that P (n + 1) ⊗An+1 P (n) can be identified with the expression (27) or the expression (28). We
apply the map
T : A2 ⊗A1⊗A1 (C⊗ C) −→ A2 ⊗A1⊗A1 (C⊗ C)
a⊗ 1⊗ 1 7−→ as1 ⊗ 1⊗ 1, for a ∈ A2, s1 = (12) ∈ S2,
where we notice that a = ((a1 ⊗ a2), σ) with a1, a2 ∈ A1, σ ∈ S2 and by definition as1 = ((a1 ⊗ a2), σs1).
Therefore we get the induced map
T : An+2 ⊗An⊗A1⊗A1 (An ⊗ C⊗ C) −→ An+2 ⊗An⊗A1⊗A1 (An ⊗ C⊗ C)
1⊗ (1⊗ 1⊗ 1) 7−→ sn+1 ⊗ (1⊗ 1⊗ 1).
Thus we get the natural transformation T : PP→ PP.
• The definition of T : QQ→ QQ is the same as above.
• The definition of T : QP→ PQ. Here we use the homomorphism
(An ⊗ C)⊗An⊗A1 An+1 ⊗An⊗A1 (An ⊗ C) −→ An ⊗An−1⊗A1 (An−1 ⊗ C⊗ C)⊗An−1⊗A1 An
of (An, An)-bimodules determined by
(1⊗ 1)⊗ a⊗ (1⊗ 1) 7−→
{
0, if a = 1;
1⊗ (1⊗ 1⊗ 1)⊗ 1, if a = sn = (n, n+ 1).
Then in the same way we get the mentioned natural transformation.
• The definition of T : PQ→ QP. We use the homomorphism
An ⊗An−1⊗A1 (An−1 ⊗ C⊗ C)⊗An−1⊗A1 An −→ (An ⊗ C)⊗An⊗A1 An+1 ⊗An⊗A1 (An ⊗ C)
1⊗ (1 ⊗ 1⊗ 1)⊗ 1 7−→ (1 ⊗ 1)⊗ sn ⊗ (1 ⊗ 1)
to get the mentioned natural transformation.
(4). The definitions of adj : QP→ id and adj : PQ→ id[1]{−1}.
• The definition of adj : QP → id. It suffices to define an appropriate homomorphism of (An, An)-
bimodules
adj : (n)Q⊗An+1 P (n) −→ An.
Applying the map
C[Sn+1] −→ C[Sn]
which sends 1 to 1 and sn = (n, n+ 1) to 0, we obtain a map An+1 → An ⊗A1 and the induced map
in the following is the required homomorphism
(n)Q ⊗An+1 P (n) = (An ⊗ C)⊗An⊗A1 An+1 ⊗An+1 An+1 ⊗An⊗A1 (An ⊗ C)
−→ (An ⊗ C)⊗An⊗A1 (An ⊗A1)⊗An⊗A1 (An ⊗ C)
∼= An.
• The definition of adj : PQ→ id[1]{−1}. We need a map of (An+1, An+1)-bimodules
P (n)⊗An (n)Q→ An+1[1]{−1}.
Since
P (n)⊗An (n)Q = An+1 ⊗An⊗A1 (An ⊗ C⊗ C)⊗An⊗A1 An+1
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It suffices to define an appropriate map h : C⊗C→ A1[1]{−1} of graded (A1, A1)-bimodules, so that
we define adj as the composition of the following sequence of maps
adj : An+1 ⊗An⊗A1 (An ⊗ C⊗ C)⊗An⊗A1 An+1
h
−→ An+1 ⊗An⊗A1 An+1[1]{−1} → An+1[1]{−1}
where the second map is multiplication.
In the derived category, C can be represented by the complex 0 → A1 ⊗ V
∨ d−→ A1 → 0 or the
complex 0→ V ∨⊗A1
d
−→ A1 → 0, due to the resolutions (25) and (26), hence C⊗C can be represented
by the complex
0 // (A1 ⊗ V
∨)⊗ (V ∨ ⊗A1) // ((A1 ⊗ V
∨)⊗A1)⊕ (A1 ⊗ (V
∨ ⊗A1)) // A1 ⊗A1 // 0.
Then we define h by the commutative diagram
0 // (A1 ⊗ V
∨)⊗ (V ∨ ⊗A1) //

((A1 ⊗ V
∨)⊗A1)⊕ (A1 ⊗ (V
∨ ⊗A1)) //

A1 ⊗A1 //

0
0 // 0 // A1{−1} // 0 // 0.
where the map in the middle column is given as follows:
⋆ (A1 ⊗ V
∨)⊗A1 → A1 is defined by (f1 ⊗ ω)⊗ f2 7→ 〈ω, v〉f1f2,
⋆ A1 ⊗ (V
∨ ⊗ A1)→ A1 is defined by g1 ⊗ (ω ⊗ g2) 7→ −〈ω, v〉g1g2.
(5). The definitions of adj : id→ QP[−1]{1} and adj : id→ PQ.
• The definition of adj : id→ QP[−1]{1}. It suffices to define a map of (An, An)-bimodules
An −→ (n)Q ⊗An+1 P (n)[−1]{1}
which is equivalent to the map
An[1]{−1} −→ (An ⊗ C)⊗An⊗A1 An+1 ⊗A1⊗An (C⊗An). (29)
We replace the first C and the second C with their isomorphic complexes by the resolutions (25) and
(26). Then the map (29) comes from the following morphism of complexes in derived category
0 −→ 0
↓ ↓
0 −→ (An ⊗ (V
∨ ⊗A1))⊗An⊗A1 An+1 ⊗An⊗A1 (An ⊗ (A1 ⊗ V
∨))
↓ ↓
An{−1} −→ (An ⊗ (V
∨ ⊗A1))⊗An⊗A1 An+1 ⊗An⊗A1 (An ⊗A1)
⊕(An ⊗A1)⊗An⊗A1 An+1 ⊗An⊗A1 (An ⊗ (A1 ⊗ V
∨))
↓ ↓
0 −→ (An ⊗A1)⊗An⊗A1 An+1 ⊗An⊗A1 (An ⊗A1) = An+1
↓ ↓
0 −→ 0
where An{−1} −→ (An⊗(V
∨⊗A1))⊗An⊗A1An+1⊗An⊗A1 (An⊗A1)⊕(An⊗A1)⊗An⊗A1An+1⊗An⊗A1
(An ⊗ (A1 ⊗ V
∨)) is uniquely determined by sending 1 7−→ (1 ⊗ (v∨ ⊗ 1)) ⊗ 1 ⊗ (1 ⊗ 1) − (1 ⊗ 1) ⊗
1⊗ ((1⊗ v∨)⊗ 1). Here we need to notice that the left column has An{−1} at the degree −1 position
of the complex, thus represents the object An[1]{−1} in the derived category. It is also easy to check
that the map is well defined.
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• The definition of adj : id→ PQ. This functor is induced from the following map of (An+1, An+1)-
bimodules
An+1 −→ P (n)⊗An (n)Q = An+1 ⊗An⊗A1 (An ⊗ C⊗ C)⊗An⊗A1 An+1
1 7−→
n∑
i=0
si · · · sn ⊗ (1⊗ 1⊗ 1)⊗ sn · · · si.
Here we use the convention s0s1 · · · sn = 1.
Theorem 3 ([CL]). The natural transformations X, T and adj satisfy the Heisenberg 2-relations and
give a categorical Heisenberg action of ′H on ⊕n≥0D(An − gmod).
Proof. The proof of this theorem is very similar to that of Theorem 2 in Section 4.4 of [CL]. We will
describe what needs to be proved and omit the detail. The Heisenberg 2-relations are just the local
relations mentioned in Section 2, they contain the following items, where we denote by I the identity
natural transformation on functors.
• Adjoint relations. The following compositions involving adjunctions are all equal to the identity
2-morphism:
(1) P
Iadj
−−−→ PQP[−1]{1}
adjI
−−−→ P and Q
adjI
−−−→ QPQ[−1]{1}
Iadj
−−−→ Q;
(2) P
adjI
−−−→ PQP
Iadj
−−−→ P and Q
Iadj
−−−→ QPQ
adjI
−−−→ Q.
In graphical calculus, the above relations are depicted as
= =
.
That arrows are not drawn in the graph means the above equalities are true for both orientations given
by (1) and (2).
• Dots and adjunctions. For ∀b ∈ Λ∗(V ), we have the following equalities of compositions of
maps:
(1) (QP
IX(b)
−−−−→ QP
adj
−−→ id) = (QP
X(b)I
−−−−→ QP
adj
−−→ id);
(2) (PQ
X(b)I
−−−−→ PQ
adj
−−→ id[1]{−1}) = (PQ
IX(b)
−−−−→ PQ
adj
−−→ id[1]{−1});
(3) (id
adj
−−→ PQ
X(b)I
−−−−→ PQ) = (id
adj
−−→ PQ
IX(b)
−−−−→ PQ);
(4) (id
adj
−−→ QP[−1]{1}
IX(b)
−−−−→ QP[−1]{1}) = (id
adj
−−→ QP[−1]{1}
X(b)I
−−−−→ QP[−1]{1}).
The above equalities can be depicted by the following:
b
=
b , b
=
b ,
b = b
,
b = b
.
• Pitchfork relations. We have the following equalities for compositions of maps:
(1) (P
Iadj
−−−→ PPQ
TI
−−→ PPQ) = (P
adjI
−−−→ PQP
IT
−−→ PPQ);
(2) (Q
Iadj
−−−→ QPQ
TI
−−→ PQQ) = (Q
adjI
−−−→ PQQ
IT
−−→ PQQ);
(3) (PPQ
IT
−−→ PQP
adjI
−−−→ P[1]{−1}) = (PPQ
TI
−−→ PPQ
Iadj
−−−→ P[1]{−1});
(4) (PQQ
IT
−−→ PQQ
adjI
−−−→ Q[1]{−1}) = (PQQ
TI
−−→ QPQ
Iadj
−−−→ Q[1]{−1}).
The above equalities are actually rel boundary isotopy relations for 2-morphisms:
=
,
=
,
=
,
=
.
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• Dots and crossings. The following compositions of maps with graphs containing dots are equal
for ∀b ∈ Λ∗(V ):
(1) (PP
X(b)I
−−−−→ PP
T
−→ PP) = (PP
T
−→ PP
IX(b)
−−−−→ PP);
(2) (PP
T
−→ PP
X(b)I
−−−−→ PP) = (PP
IX(b)
−−−−→ PP
T
−→ PP).
These equalities correspond to the following graphical relations:
b =
b
,
b
=
b
.
• Compositions of crossings relations. The following equalities hold for compositions of cross-
ings relations:
(1) (PP
T
−→ PP
T
−→ PP) = (PP
II
−→ PP);
(2) (PPP
IT
−−→ PPP
TI
−−→ PPP
IT
−−→ PPP) = (PPP
TI
−−→ PPP
IT
−−→ PPP
TI
−−→ PPP);
(3) (PQ
T
−→ QP
T
−→ PQ) = (PQ
II
−→ PQ);
(4) (QP
II
−→ QP) = (QP
T
−→ PQ
T
−→ QP) + (QP
adj
−−→ id
adj
−−→ QP[−1]{1}
IX(v)
−−−−→ QP)
+ (QP
IX(v)
−−−−→ QP[1]{−1}
adj
−−→ id[1]{−1}
adj
−−→ QP).
These equalities correspond to the following graphical relations:
=
,
=
,
=
,
= −
v
− v
.
• Counter-clockwise circles and curls. The following equalities hold for compositions of maps:
(1) (P
adjI
−−−→ QPP[−1]{1}
IT
−−→ QPP[−1]{1}
adjI
−−−→ P[−1]{1}) = 0;
(2) (id
adj
−−→ QP[−1]{1}
IX(b)
−−−−→ QP[−1 + |b|]{1− |b|}
adj
−−→ id[−1 + |b|]{1 − |b|}) = (id
tr(b)I
−−−−→ id) for
∀b ∈ Λ∗(V ).
These equalities correspond to the following graphical relations:
= 0 , b = tr(b) .

Remark 2. In the definition (24) of the functor Q, we have (n)Q : D(An+1 − gmod)→ D(An − gmod)
by (n)Q(·) := (n)Q ⊗An+1 (·). If we replace the above by a formal shifting
(n)Q(·) := (n)Q ⊗An+1 (·)[−1/2]{1/2},
then the construction of this section goes through with a little change. Therefore we can get another
categorified version of some deformed Heisenberg algebra, with the basic isomorphism (17) replaced by
QP ∼= PQ⊕ 1[−1/2]⊕ 1[1/2].
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The shifted degree sdeg in Section 2 corresponds to this construction.
Remark 3. Let F be the 2-category with only one 0-cell equal to
⊕
n≥0D(An−gmod), the 1-cells
equal to the endofunctors of
⊕
n≥0D(An − gmod), and the 2-cells equal to the natural transfor-
mations between these endofunctors. Then there is an obvious 2-functor from ′H to F , therein⊕
n≥0D(An−gmod) is regarded as the Fock space representation of
′H.
4. The Grothendieck ring K0(
′H)
In this section, we view ′H′ and ′H as the categories by forgetting the 0-cells Z, hence the objects
of ′H′ are generated by P and Q through degree shiftings, finite compositions, and finite direct sums,
and the morphisms constitute the C-vector space generated by the planar strings described in Section
2. The category ′H is the Karoubi envelope of ′H′. By definition, K0(
′H) is the ring of isomorphism
classes of the 1-morphisms of ′H with addition induced by the direct sum of ′H and multiplication
induced by the composition of ′H. We study K0(
′H) by considering the endomorphism ring End(M)0
of each 1-morphism M of ′H′:
End(M)0 = {α :M →M | deg(α) = 0},
so that each 1-morphism of ′H can be expressed as (M, f) with f ∈ End(M)0. The reason of using
the endomorphism ring of degree 0 instead of any degrees is that we distinguish the dimension shifted
1-morphisms in ′H′. For example, P and P [1] are not considered isomorphic. In fact, we have
[P [1]] = [P ]t.
By the basic isomorphism (17), any 1-morphism of ′H′ is isomorphic to a finite direct sum of the
form
Mm,n,l =
k⊕
i=1
PmiQni [li], (30)
where we denote by m = (m1, · · · ,mk),n = (n1, · · · , nk), and l = (l1, · · · , lk) as tuples of integers, and
every mi, ni ≥ 0. Let Rm,n,l = End(Mm,n,l)0. Then an element A ∈ Rm,n,l can be written as
A =

a1,1 a1,2 · · · a1,k
a2,1 a2,2 · · · a2,k
· · · · · · · · · · · ·
ak,1 ak,2 · · · ak,k

with the entries ai,j ∈ Hom(P
miQni [li], P
mjQnj [lj ])0. View each ai,j as an element of
Hom(PmiQni ,PmjQnj ), we know from Proposition 1 that sdeg(ai,j) ≥ 1/2 unless (mi, ni) = (mj , nj).
We get a filtration on Rm,n,l:
Rm,n,l = F0 ) F1 ⊃ F2 ⊃ · · · ⊃ Fp ⊃ Fp+1 ⊃ · · · (31)
satisfying Fp · Fq ⊂ Fp+q for p, q ≥ 0 and
⋂∞
p=0 Fp = 0, where
Fp = {A = (ai,j ∈ Rm,n,l | sdeg(ai,j) ≥ p/2 for 1 ≤ i, j ≤ k}.
We note that the filtration (31) is actually finite. We also denote by
R0m,n,l = {A = (ai,j) ∈ Rm,n,l | ai,j is homogeneous of sdeg(ai,j) = 0 for 1 ≤ i, j ≤ k}.
Note that the shifted degree sdeg(ai,j) is for ai,j viewed as a morphism from P
miQni → PmjQnj ,
hence Rm,n,l and R
0
m,n,l are different. Moreover, F1 is a two-sided ideal of Rm,n,l, and we get a split
exact sequence
0 −→ F1 −→ Rm,n,l −→ R
0
m,n,l −→ 0. (32)
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We notice the 1− 1 correspondences{
(Mm,n,l, e): e ∈ Rm,n,l
is an idempotent
}
←→
{
eRm,n,l: e ∈ Rm,n,l
is an idempotent
}
(Mm,n,l, e) 7−→ e ·Rm,n,l
and 
e ∈Ms(Rm,n,l): e is an
idempotent s× s matrix over
Rm,n,l for some integer s > 0
 ←→

finitely generated projective right
Rm,n,l-module N : N is a direct
summand of Rs
m,n,l for some
integer s > 0

e 7−→ e ·Rs
m,n,l,
and
K0(Rm,n,l) =

isomorphism classes of finitely generated projective
right Rm,n,l-module N : N is a direct summand
of Rs
m,n,l for some integer s > 0

as sets.
Remark 4. In the above discussion, we use the finitely generated projective right modules of rings
to define the Grothendieck rings instead of the left modules. But similar to what is pointed out by
Khovanov in [K], the category ′H′ has the symmetry given on the diagrams by reflecting about the
x-axis and reversing orientation, which is an involutive monoidal contravariant auto-equivalence of ′H′.
Such an equivalence implies that we get the same Grothendieck ring of ′H for considering either the
left modules or the right modules.
Lemma 1. Let R be a unital ring containing Z with a filtration
R = F0 ) F1 ⊃ F2 ⊃ · · · ⊃ Fp ⊃ Fp+1 ⊃ · · ·
such that Fp ·Fq ⊂ Fp+q for integers p, q ≥ 0 (therefore F1 is a two-sided ideal of R) and
⋂∞
p=0 Fp = 0.
Suppose that R0 is a unital subring of R such that R0 ∼= R/F1 and the exact sequence
0 −→ F1 −→ R −→ R0 −→ 0 (33)
is split. Then K0(R) ∼= K0(R0) (as abelian groups).
Proof. From the split exact sequence (33), we get the exact sequence of Grothendieck groups
0 −→ K0(F1) −→ K0(R) −→ K0(R0) −→ 0. (34)
F1 is a non-unital ring with an embedding j : F1 −→ F
+
1 , where F
+
1 = F1 ⊕ Z as abelian groups and
the multiplication is defined by
(x,m) · (y, n) = (xy +my + nx,mn) for x, y ∈ F1 and m,n ∈ Z.
For convenience, we write the element (x,m) ∈ F+1 by x+m. Then we have the split exact sequence
0 −→ F1
j
−→ F+1
ρ
−→ Z −→ 0.
Then K0(F1) = ker(ρ∗ : K0(F
+
1 ) −→ K0(Z)). Since F
+
1 is a unital ring, an element of K0(F
+
1 ) is some
conjugacy class of an idempotent square matrix over F+1 (see [Ros] for more detail). F
+
1 can be viewed
as a subring of R, thus we have the filtration for F+1 :
F+1 ) F1 ⊃ F2 ⊃ · · · ⊃ Fp ⊃ Fp+1 ⊃ · · · .
Suppose 0 6= e ∈Mt(F
+
1 ) is an idempotent matrix of size t×t such that ρ∗(e) = 0. Let Np =Mt(Fp),
we then get a filtration on Mt(F
+
1 ):
N0 :=Mt(F
+
1 ) ) N1 ⊃ N2 ⊃ · · · ⊃ Np ⊃ Np+1 ⊃ · · ·
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satisfying Np ·Nq ⊂ Np+q. Write e = e0 + x with e0 ∈ Mt(Z) and x ∈ N1. Since e is an idempotent,
we have
e20 + e0x+ xe0 + x
2 = e0 + x.
Since Np ·Nq ⊂ Np+q, we get
e20 = e0, and e0x+ xe0 + x
2 = x.
As ρ∗(e) = 0, we have e0 = 0, thus x = x
2 and x 6= 0. Hence there exists a positive integer l
such that x ∈ Nl\Nl+1, which contradicts to x = x
2 ∈ N2l ⊂ Nl+1. Therefore we have proved that
K0(F1) = ker(ρ) = 0. The lemma then follows from the exact sequence (34). 
Corollary 1. Let Rm,n,l and R
0
m,n,l be as above, and
X = {(mi, ni, li) |m = (m1,m2, · · · ,mk),n = (n1, n2, · · · , nk), l = (l1, l2, · · · , lk), 1 ≤ i ≤ k}
the set of different 3-tuples of (mi, ni, li) appearing in the decomposition (30) of Mm,n,l. Then
K0(Rm,n,l) ∼= K0(R
0
m,n,l)
∼=
⊕
(m,n,l)∈X
K0(End(P
mQn)0) ∼=
⊕
(m,n,l)∈X
K0(C[Sm]⊗ C[Sn])
as abelian groups. Therefore, an element [(Mm,n,l , e)] (where e ∈ Rm,n,l is an idempotent) of K0(
′H)
can be expressed as ∑
(m,n,l)∈X
∑
λ,µ
cm,n,l,λ,µ[(P
m, eλ)] · [(Q
n, eµ)] · t
l
for non-negative integers cm,n,l,λ,µ, where λ is a partition of m and µ is a partition of n.
Proof. The first isomorphism is direct from Lemma 1, the second isomorphism is from the descriptions
of 2-morphisms of shifted degree 0 given in Proposition 1 and the “Morita invariance” theorem saying
that K0(R) ∼= K0(Mn(R)) for any unital ring R and any positive integer n (see for example, Chapter 1
of [Ros]), the third isomorphism holds because End(PmQn)0 ∼= C[Sm]⊗C[Sn] as stated in Proposition
1. 
Corollary 1′. Let m, n, l be as in Corollary 1, and Mm,n,l be given in (30). Let
Y = {(mi, ni) | m = (mi, ni, li),n = (n1, n2, · · · , nk), 1 ≤ i ≤ k}
be the different pairs (mi, ni) appearing in the decomposition (30) of Mm,n,l. Then
K0(End(Mm,n,l)) ∼=
⊕
(m,n)∈Y
K0(End(P
mQn)0) ∼=
⊕
(m,n)∈Y
K0(C[Sm]⊗ C[Sn]).
Proof. Since every element of End(Mm,n,l)) is obtained from planar string diagrams, we view elements
of End(Mm,n,l)) as elements of End(Mm,n,0)), where 0 = (0, 0, · · · , 0), thus get a similar filtration on
End(Mm,n,l)) as in (31) and the conclusion follows. 
Proposition 2. The Grothendieck ring K0(
′H) is generated by the classes {[Pm], [Qn] : m,n ∈
Z non-negative} as an algebra over Z[t, t−1].
Proof. Let [(Mm,n,l, e)] be any element of K0(
′H), where we keep the notation Mm,n,l as in (30).
Corollary 1 implies that [(Mm,n,l, e)] can be expressed in terms of [(P
m, eλ)] · [(Q
n, eµ)] with coefficients
in Z[t, t−1]. Considering the injection Sm1 × Sm2 × · · · × Smk →֒ Sm with m1+m2 + · · ·+mk = m for
mi ≥ 1, we see that [(P
m, eλ)] can be expressed in terms of [Pi] = [(P
i, e(i))] for non-negative integers
i over Z (see [FH] or [M]). Similar conclusion also holds for [(Qn, eµ)]. Applying Theorem 1, we get
the proposition. 
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Now we outline some results on the Fock space representation of the Heisenberg algebra ′HZ[t,t−1]
(given by the defining equation (11)) in [FJW1] and [FJW2], which is needed in the proof of Theorem
2.
Let SC× be the symmetric algebra generated by a−n for positive integers n over the ring C[t, t
−1].
So SC× is a commutative subalgebra of the Heisenberg algebra H (also over C[t, t
−1]), Z+-graded with
deg(a−n) = n. An element an, n ≥ 0 acts on SC× as a derivation of algebra by
an · (a−n1a−n2 · · ·a−nk) =
k∑
i=1
δn,nin(1 + t
n) a−n1a−n2 · · · aˆ−ni · · · a−nk
according to the relation (11). Therefore we get an injection:
′HC[t,t−1] →֒ End(SC×)
with a−n for n ∈ Z+ and t
l for l ∈ Z acting on SC× by multiplication. The above injection gives the
Fock space representation SC× of
′HC[t,t−1]. We also set
am(t
k) = amt
mk for m ∈ Z.
For k ∈ Z, let tk be the character of the 1-dimensional representation C(k) of C×. Denote by
RC× =
⊕
n≥0
Rn,C× , Rn,C× =
⊕
i
Cγi ⊗ t
ki ,
where ki ∈ Z, and γi is an irreducible character of the permutation group Sn for each i.
The conjugacy classes of Sn are given by partitions λ = (1
m12m2 · · · ) corresponding to permutation
types of Sn factorized as products of disjoint m1 1-cycles, m2 2-cycles, · · · . Write λ = (λ1, λ2, · · · )
with λ1 ≥ λ2 ≥ · · · , and define
a−λ = a−λ1a−λ2 · · · , and a−λ⊗tk = t
−k|λ|a−λ,
where |λ| = λ1 + λ2 + · · · is the weight of λ. The elements a−λ, λ taken over all partitions of positive
integers constitute a C[t, t−1]-basis of SC× . Both RC× and SC× have bilinear form structures and Hopf
algebra structures. We also have the characteristic map ch : RC× −→ SC× defined by
ch(f) =
1
n!
∑
σ∈Sn
S(f(σ))a−λ(σ)
for f ∈ Rn,C× , where λ(σ) denotes the partition of n corresponding to the type of the permutation σ,
f(σ) =
∑
i
cit
ki ∈ C[t, t−1]
is the value of the character f at σ, and S(f(σ)) =
∑
i cit
−ki .
Theorem 4 ([FJW2]). The characteristic map ch : RC× −→ SC× is an isomorphism of Hopf algebras
which preserves the bilinear form.
Proof. See [FJW2]. The statement corresponds to the special case of Γ being the trivial group there. 
Proof of Theorem 2. At first we see that π : ′HZ[t,t−1] −→ K0(
′H) is surjective by Proposition 2.
We need to prove the injectivity of π.
Recall that Cn = D(An − gmod) is the bounded derived category of finite dimensional, graded An
modules. We have the natural map explained in Remark 3:
j : ′H −→ F (35)
which takes 1[1] to 1[1], Pn to (P
n, e(n)) and Qn to (Q
n, e(n)). This map induces
K0(j) : K0(
′H) −→ K0(F),
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where K0(F) is the Grothendieck group of the category F when only the 1-cells and the 2-cells are
considered, just like what K0(
′H) is meant. Let C =
⊕
n≥0 Cn =
⊕
n≥0D(An − gmod). Note that
K0(Cn) denotes the Grothendieck group of isomorphism classes of complexes in D(An − gmod), we
see that an element of the image of K0(j) gives rise to an endomorphism of K0(C)⊗ZC. By definition,
[M [l]] = [M ]tl. Thus
K0(Cn)⊗Z C ∼= Rn,C× and K0(C)⊗Z C ∼= RC× as C vector spaces.
Therefore we have the sequence of ring homomorphisms:
′HZ[t,t−1]
pi
−→ K0(
′H)
K0(j)
−−−−→ Im(K0(j)) −→ End(RC×)
∼=
−→ End(SC×),
where the last isomorphism holds due to Theorem 4. As {pn, qn}n≥0 and {an}n∈Z can be expressed over
each other in terms of the relations (7) when the coefficients are extended to C[t, t−1], the composition
of the above sequence gives the Fock space representation of ′HZ[t,t−1], which is faithful. This implies
the injectivity of the composition, thus the injectivity of π. 
5. Categorification of MacMahon function
In this section, we will describe the coefficients of MacMahon function as the dimensions of vector
spaces whose elements are string diagrams.
A 3D Young diagram can be represented by a “plane partition”[OR, ORV], i.e., a 2D array
π = (πij)
∞
i, j=1 =
 π11 π12 · · ·π21 π22 · · ·
· · · · · · · · ·

of nonnegative integers πij ∈ Z+, such thatπij ≥ πi+1, j , πij ≥ πi, j+1, where πij is the height of the
stack of cubes placed at the (i, j)-th position of the plane. We will identify such a plane partition with
the corresponding 3D Young diagram. The total volume of the 3D Young diagram is given by
| π |=
∞∑
i, j=1
πij .
Given a plane partition π = (πij)
∞
i,j=1, the partition
π(m) =

(πi, i+m)
∞
i=1, if m ≥ 0,
(πj−m, j)
∞
j=1, if m < 0,
is the m-th diagonal slice of π. These partitions {π(m)}∞m=−∞ represent a sequence of 2D Young
diagrams that are literally obtained by slicing the 3D Young diagrams diagonally.
The diagonal slices are not arbitrary but satisfy the condition
· · · ≺ π(−2) ≺ π(−1) ≺ π(0) ≻ π(1) ≻ π(2) ≻ · · ·
where ≻ denotes interlacing relation. We say two partitions λ and µ of 2D Young diagram satisfy the
interlacing relation
λ = (λ1, λ2, λ3, · · · ) ≻ µ = (µ1, µ2, µ3, · · · )
if
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ λ3 ≥ · · · .
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Let P (N) denotes the number of partition π of 3D Young diagram with | π |= N . The generating
function of these numbers was studied by MacMahon[B] and showed to be given by the MacMahon
function:
∞∑
N=0
P (N)qN =
∞∏
n=1
(1− qn)−n.
In statistical mechanics, this generating function becomes the partition function
Z(q) =
∞∑
N=0
P (N)qN =
∑
pi
q|pi| =
∞∏
n=1
(
1
1− qn
)n
of a canonical ensemble of plane partitions, in which each plane partition π has an energy proportional
to the volume | π |.
Consider the operators
Γ±(z) = exp
(∑
n>0
a±nz
n
n
)
where an denotes the modes of the fermionic current φ
∗φ in Equation (3), therefore satisfies relation
(1). The operators Γ±(z) can be identified with annihilation and creation parts of the bosonic vertex
operator. One can get the following commutation relation
Γ+(z)Γ−(w) =
1
1− zw
Γ−(w)Γ+(z).
The vertex operators Γ±(z) act on the orthonormal bases |λ〉 and 〈λ| as
〈λ|Γ+(z) =
∑
µ≻λ
〈µ| z(|µ|−|λ|), Γ+(z)|λ〉 =
∑
µ≺λ
z(|λ|−|µ|)|µ〉, (36)
Γ−(z)|λ〉 =
∑
µ≻λ
z(|µ|−|λ|)|µ〉, 〈λ|Γ−(z) =
∑
µ≺λ
〈µ| z(|λ|−|µ|). (37)
By identifications (36) and (37) of the transfer matrices Γ+(z) and Γ−(z), we have
Z(q) = 〈vac| · · ·Γ+(q
3
2 )Γ+(q
1
2 )Γ−(q
1
2 )Γ−(q
3
2 ) · · · |vac〉
where the inner product is taken in such a way that these |λ〉 (therefore 〈λ|) for all partitions of positive
integers λ constitute an orthonormal basis of the Hilbert space. This inner product is also given the
Fock space representation of the Heisenberg algebra H and the condition that 〈vac | vac〉 = 1.
Now we replace the defining relation among an, n ∈ Z by (11), and define
Γ˜−(z) =
∞∑
n=0
Pnz
n, Γ˜+(z) =
∞∑
n=0
Qnz
n, (38)
where Pn, Qn are the 1-morphisms in the 2-category
′H described in Section 2, and z an indeterminate.
Proposition 3. Let Pn = j(Pn), where j is the natural functor given by (35). The following holds:
j
(
Γ˜−(z)
)
Vλ =
∞∑
n=0
Pnz
nVλ =
∞∑
n=0
∑
µ≻λ,
|µ|=|λ|+n
Vµ z
n
where Vλ denotes the irreducible representation of the symmetric group S|λ| associated to the partition
λ.
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Proof. This result should be found in principle in [FH] and [M]. As explained in Section 3 and Section
4, the representation P of P induces the induction functor from C[Sd]−mod→ C[Sd+1]−mod, which
takes Vλ to Ind(Vλ) for a partition λ of d, with Ind(Vλ) equal to the direct sum of all Vµ and µ satisfying
|µ| = 1+ |λ|, λ ⊂ µ, all viewed in the category F (that is, view P : D(Ad−gmod)→D(Ad+1−gmod)
in the precise way). The representation j(Pn)Vλ = (P
n, e(n))Vλ is isomorphic to Vλ ⊗ V(n), which can
be decomposed as
Vλ ⊗ V(n) =
∑
µ≻λ,
|µ|=|λ|+n
Vν ,
where V(n) denotes the trivial representation of Sn. 
A formula for j
(
Γ˜+(z)
)
Vλ would be more complicated, it is involved with the degree shifting of the
complexes in
⊕
n≥0D(An − gmod). Instead, we consider the 2-category
′H. By Equations (18)-(20),
we can move all the Γ˜+ factors in the infinite product · · · Γ˜+(q
3
2 )Γ˜+(q
1
2 )Γ˜−(q
1
2 )Γ˜−(q
3
2 ) · · · to the right
hand side of Γ˜−’s, and define the 1-morphism Z˜ of the category
′H as
Z˜ = 〈vac| · · · Γ˜+(q
3
2 )Γ˜+(q
1
2 )Γ˜−(q
1
2 )Γ˜−(q
3
2 ) · · · |vac〉.
to be the complete direct summand of · · · Γ˜+(q
3
2 )Γ˜+(q
1
2 )Γ˜−(q
1
2 )Γ˜−(q
3
2 ) · · · which contains all the 1-
morphism 1 factors and it’s degree shifting factors.
Proposition 4. The isomorphism class [Z˜] ∈ K0(
′H) of Z˜ is given by
[Z˜] =
∞∏
n=1
(
1
1− qn
)n
·
∞∏
n=1
(
1
1− tqn
)n
,
which we denote by Z(q, t).
Proof. From Equations (18)–(20) of Theorem 1, we get the commutation relation
[Γ˜+(z)] · [Γ˜−(w)] = [Γ˜−(w)] · [Γ˜+(z)]
1
1− zw
1
1− tzw
,
hence
[Γ˜+(q
k/2)] · [Γ˜−(q
l/2)] = [Γ˜−(q
l/2)] · [Γ˜+(q
k/2)]
1
1− q(k+l)/2
1
1− tq(k+l)/2
for odd positive integers k and l, which gives rise to the formula for [Z˜]. 
Remark 5. If we apply the functors Pn and Qn in the categorificatin of the Heisenberg algebra as
explained in Remark 2, then the function [Z˜] equals
∞∏
n=1
(
1
1− t−1/2qn
)n
·
∞∏
n=1
(
1
1− t1/2qn
)n
.
The classical MacMahon function Z(q) is also seen to be related to the graded vector space of 2-
morphisms of ′H. Let V0 = C · 1 be the 1-dimensional vector space over C. It is clear that End(Γ˜−(q
1
2 )
Γ˜−(q
3
2 ) Γ˜−(q
5
2 ) · · · ) is a graded vector space, in accordance with the grading of the 2-morphisms of ′H.
We write
End
(
Γ˜−(q
1
2 )Γ˜−(q
3
2 )Γ˜−(q
5
2 ) · · ·
)
=
∞⊕
i=0
Wi(q)
where elements of Wi(q) have degree i and the grading depends on q. We define
Z(q, t) = gdimEnd
(
Γ˜−(q
1
2 )Γ˜−(q
3
2 )Γ˜−(q
5
2 ) · · ·
)
=
∞∑
i=0
dimWi(q)t
i.
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Proposition 5. Z(q, 0) =W0(q) = Z(q) = Z(q, 0).
Proof. By continuously composing with the adjoint map , we get a degree preserving isomor-
phism
End(Γ˜−(q
1
2 )Γ˜−(q
3
2 )Γ˜−(q
5
2 ) · · · ) ∼= Hom(· · · Γ˜+(q
3
2 )Γ˜+(q
1
2 )Γ˜−(q
1
2 )Γ˜−(q
3
2 ) · · · , 1).
By Equations (18)–(20) of Theorem 1, we can exchange the composition order of those transfer matrices.
To get the the 2-morphisms of degree 0, we need only count the number of 1 direct summands in the
expansions of those Qm1 · · ·Qms · Pn1 · · ·Pnt in
· · · Γ˜+(q
5
2 )Γ˜+(q
3
2 )Γ˜+(q
1
2 )Γ˜−(q
1
2 )Γ˜−(q
3
2 )Γ˜−(q
5
2 ) · · · .
Therefore we get Z(q, 0) =W0(q) = Z(q). 
When we are writing this paper we have not figured out how to calculate the whole function Z(q, t)
or relate it to other topics, even to the function Z(q, t). However we notice the t parameter has a
resembling motivic/refined/deformed effect which appeared in many recent works [DG, AS, BY]. One
future direction is to relate our work with the so-called refined MacMahon function [IKV]. Furthermore
we would like to generalize our work to give a categorified explanation of the topological vertex which
corresponds to the plane partition with three 2D Young diagram boundaries. Since Heisenberg algebra
is a building block for many theories in mathematical physics, we also hope its categorification can
help us reveal some facts about symmetries and invariants of those theories in the future.
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