This series of papers explores, with reference to the mammalian visual system, the structures that emerge in a network consisting of several layers of cells with connections of initially random strength, which develop according to a Hebb-type rule that "rewards" correlated activity of connected cells. In papers 1 and 2 (1, 2), I showed the emergence of spatial-opponent and orientation-selective cells in a layered system with parallel feedforward connections only and with random spontaneous uncorrelated activity (no environmental input) in the first layer.
In primate visual cortex, orientation-selective cells are organized, prior to any visual experience, into banded regions ("columns"), such that the preferred cell orientation tends to vary monotonically, but with frequent breaks and reversals, as one traverses these regions (3, 4) . In this paper, we will explore the self-organization of orientation-selective cells that occurs when lateral connections between cells of the orientation-selective cell-forming layer are added to the purely feedforward network of papers 1 and 2. I will demonstrate a resulting columnar organization that agrees with the qualitative observations, and I will show why this organization is irregular (exhibits breaks and reversals in orientation sequence). The approach, and some of the early results, were described in IBM Research Report RC11642, January 1986 (R.L., unpublished). The present series of three papers is, however, self-contained.
The System Through Layer F. To summarize the state of the network through layer F, as derived in papers 1 and 2: There is random spontaneous activity in layer A. The A-to-B connections are all excitatory (1) . The cells of layers C, D, E, and F are approximately circularly symmetric spatial-opponent cells (1, 2) . The character of layers A-F affects layer-G development only through a function QF(s) which describes the correlation of signaling activities of a pair of F cells as a function of the distance s between them. For the present case, I have found that QF(s) is of "Mexican-hat" form: positive for small s, negative (implying anticorrelation of activities) for intermediate s, and near zero for large s (2) .
Layer G in Absence of Lateral Connections. For this case, it was shown (2) that there is a parameter regime for which the cells of layer G mature to become "bilobed" cells, each such cell having a bar-shaped excitatory central region that extends to the periphery and is flanked by two inhibitory lobes. These cells have approximate bilateral symmetry. Each cell develops an arbitrary orientation that is independent of its neighbors' orientations.
Let us choose the same illustrative parameter values used in paper 2; namely, nEG = 0.5, rG/rF = 1.8, k1 = 0.6, k2 = -3 (see paper 2 for definitions). In the limit of a large number NG of feedforward synaptic inputs to each G cell, random variations in synaptic density (due to random synaptic placement) become arbitrarily small. The mature cell morphology can then be obtained by solving for the development of the connection-strength values, on a polar grid having a Gaussian density of sites (see Fig. la and paper 2) . The number of synapses lying within the grid box represented by each site is the same for all sites in the large-NG limit.
In paper 2, I derived an essentially unique "energy" or "objective function" corresponding to the ensemble-averaged development equation and showed that the mature states obtained by explicitly solving the development equation are the states having globally near-minimal values of this energy function. I called such states "nearly Hebb-optimal" (2) and calculated them using the method of simulated annealing (5) . Fig. la shows a symmetric bibbed cell that is nearly Hebb-optimal for the parameter values given above. I shall refer to this cell, when rotated counterclockwise through angle 6, as the "standard cell" of orientation 6 (for these parameter values).
Introduction of Lateral Connections. I now treat the development of the same system, except that each G cell now receives lateral inputs from a surrounding neighborhood of other G cells, as well as the feedforward inputs from cells of the predecessor layer F. Each of the lateral and feedforward connections may in general be excitatory or inhibitory and have initially random strength. The distribution of these connections exhibits no directional preference. The cellresponse and development rules are the same as in papers 1 and 2 (1, 2). Because there is a new class of connections, however, the mathematical form of these rules is slightly different. (See Appendix for equations.)
Assume that each set of input activities from layer F [called a "presentation" (1) ] persists long enough so that a G cell is still receiving a presentation from layer F at the same time that it is receiving from other G cells their responses to the 
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METHODS

0-o°0
We first consider the system in the large-NG limit. Random°0 deviations from rotationally symmetric synaptic density (due to random synaptic placement) go to zero in this limit. Therefore, the energy function (En in paper 2) for a G cell indexed by n, in the absence of lateral connections (2) , is rotationally symmetric. [This does not mean that the lowestenergy states are rotationally symmetric (2) .] In particular, the energy of a bibbed cell is independent of cell-axis orientation.
The energy of a G cell varies with its morphology (the arrangement of excitatory and inhibitory regions in its input arborization). We focus here on the parameter regime for L_ which approximately bilaterally symmetric bibbed cells are of globally near-minimal energy. Cells of different morphology [substantially asymmetric bibbed cells, trilobed cells (2), etc.] have energies that are greater than the global minimum 3 4 by at least an amount of an order that we denote AEmorph.
In the presence of lateral connections, the energy of a G cell acquires an additional, lateral-interaction component iibitory regions in (see Appendix). This component is proportional to K, where ell that is nearly K describes the relative contribution (e.g., the relative total
number) of lateral vs. feedforward connections. The value of re (r, ), with 4 = this lateral-interaction energy does vary with cell orientation.
Kp(-r2/r&), for 15
We are free to choose K small enough (e.g., lateral connec-(n -0.5)115, n tions sparse enough) so that the lateral-interaction energy is by dots; at their small compared with AEmorph. Then the lateral interaction standard cell" for will cause a particular orientation of bibbed cell to be favored (6, a ' , d) of Eq. 9 at a given site (depending upon the orientations of the cell's 0 and for vertical neighbors) but will not cause non-bilobed cells to become (solid curve), 360
nearly Hebb-optimal (their energies will still lie above the 900 (long-dashed global minimum by at least AEmorph). Thus a nearly Hebbt) displacements d.
optimal state of the entire assembly of G cells-a state of near-minimal E value (see Appendix)-will be composed of plicity) possible mature bibbed cells having a structured arrangement of presentation.
orientation preferences that we shall calculate explicitly. nections. I shall In terms familiar from theoretical physics, the unperturbed h minimal refer-(K = 0) energy function for the assembly of cells [E(°) The correlation between the activities of two "standard cells"-mature cells of the type shown in Fig. la (Fig. lb) or the x axis (Fig. ic) . Rotating 9, 9', and the dvector through the same angle leaves QG unchanged. Fig. 1 b and c shows that to maximize the activity correlation QG, a given "standard cell" X having a vertical (north-south) axis (9 = 0°) will favor its northern and southern neighbors (out to d = 2.3rG) and its eastern and western near-neighbors (d < 0.5rG) to have 9' = 00 and its eastern and western midrange neighbors (0.5rG s d < 1.5rG) to have 9' = 90°.
Why does this happen? Consider the type of input presentation that maximally stimulates cell X: it has (in the vicinity of X) a vertical band of high activity, centered on X and flanked by low-activity regions that overlie the inhibitory lobes of cell X. The cells north and south of X are centered on the high-activity band (for this presentation), and their activity will be correlated maximally with that of X if they have 9' = 0°. The cells east and west of X (at intermediate distance) are centered on a low-activity flank. If they had 9' = 0°, their activities would be anticorrelated with X. They are therefore favored to be as unresponsive as possible to this type of presentation and, hence, to have 9' = 90°. This shows heuristically why the favored axis orientation choices implied by Fig. 1 b and c arise. We emphasize that Fig. 1 b and c gives the correct QG-which is based on an average over an entire ensemble of presentations of random layer-A activity to the system-and not just the result for a particular presentation.
But notice that the set of neighbor orientations favored by our given cell X conflicts with the set favored by its midrange neighbor to the east (or west): the latter is oriented at 90°and favors its eastern and western near and midrange neighbors (including cell X) to be oriented also at 900, not at 0°. That is, Fig. 1 b and c shows that any given cell "wants" to be at the center of a band of like-oriented cells, flanked by perpendicularly oriented cells, with the long axis of the band being aligned with the cell's own orientation.
Computation of Hebb-Optimal States. To see how this contention is resolved, we explicitly compute arrangements of G-cell orientations that are nearly Hebb-optimal; i.e., that globally near-minimize the objective function E' (Eq. 8), which is the arrangement-dependent portion of the total E. We use the technique of simulated annealing (5) . We start with a random assignment of site orientations and carry out a series of passes, each pass at a "temperature" T(5). During each pass (i) each site x is considered in random sequence, (ii) the energy E'(o) of the configuration is computed for each of the ten possible orientation assignments Oat site x, and (iii) the new orientation at site x is assigned to be Onew with probability proportional to exp[-E'(Onew)/T]. The T value is chosen to be large (compared with the differences between E' values for different values of 9) initially and then is gradually reduced until it reaches zero in the final passes. Fig. 2 illustrates a nearly Hebb-optimal assembly of "standard cells." We find that cells of similar orientation are organized into band-like regions. An "electrode" passing tangentially across this layer will often, though not always, measure a progression of orientation angles that is generally monotonic but has breaks and reversals.
I have intentionally chosen do (see Fig. 2 legend) to lie in a regime such that the midrange region (0.5rG < d < 1.5rG) in Fig. ic contributes to E'. If do is too small (<<0.5rG, for example), a solution with all G-cell orientations identical would maximize Q0 for all pairs of G cells and would therefore be favored.
Vortices and Fractures. To characterize further the qualitative structure of Fig. 2 , let us define a positive (resp., negative) "half-vortex" as a point such that, as one traces a small clockwise circular path around the point, the orienta- Neurobiology: Linsker Proc. Natl. Acad. Sci. USA 83 (1986) tion angle at the sites lying on this path rotates clockwise (resp., counterclockwise) by 180°. Fig. 2 contains many half-vortices, which are in general located wherever four or all five types of orientation marker symbols meet near a single point. In addition, as one proceeds around the boundary of an iso-orientation region, the half-vortices that one encounters are generally of alternating (positive and negative) sign. There are also occasional "fracture" lines across which the orientations at two adjacent sites differ substantially. In Fig.  2 a fracture is indicated by the abutment of two regions whose marker symbols (e.g., dot and +) correspond to orientation angles differing by at least 360. A break in orientation sequence is recorded when an electrode track passes through such a fracture.
DISCUSSION
The Hebb-optimal arrangements of orientation cells in layer G, in the presence of excitatory G-to-G connections, consist of bands of cells of the same or similar orientation. The generally monotonic progression of cell orientation-with frequent breaks and reversals-as one traverses the layer, agrees qualitatively with the observations in primates (3, 4) .
Blasdel and Salama (8) Organization. It may be surprising that excitatory lateral connections give the progression of preferred orientations that I have demonstrated. One tends to think of a "Mexicanhat" form of interaction within the developing layer-excitatory at short range and inhibitory at midrange-as inducing the assignment of different "labels" (e.g., orientations) to different groups of cells (6) . What I have shown is that like-orientation G cells, displaced by an intermediate distance in the direction perpendicular to their orientation axes, have anticorrelated firing activities. (This is because QF is of Mexican-hat form, which in turn is because layers C-F are composed of opponent cells.) An excitatory G-to-G cell interaction tends to maximize activity correlations and, hence, to prevent two such G cells from having parallel orientations. At the "label" level of discussion, there thus appears to be a kind of "lateral inhibition" between like labels at intermediate distance, but this results from an excitatory interaction at the level of the physical G-to-G connections in our system. This by no means implies that inhibitory feedback or lateral connections have no important role in developing systems.
Comparison with an Earlier Model of Orientation "Column" Formation. Swindale (6) studied the problem in which one is given an assembly of cells that are to be assigned a label representing orientation preference and an ad hoc interaction that favors like label assignment to near-neighbor cells and unlike assignment to pairs of cells having intermediate separation, regardless of direction. No mechanism for such an interaction was implied, nor was the question addressed of how orientation cells might develop. Cells having similar labels were found to become organized into bands, with these bands themselves lying at a variety of apparently random orientations.
For comparison with the results of ref. 6 , I have repeated my analysis using, instead of our correct QG function, a function Qiso(AO,d), which is defined as the average of QG(9, 0', d) over all 0 and 0', keeping AO = 9 -9' constant. This QJSO has a Mexican-hat form and is isotropic (i.e., independent of the direction of the displacement d). The nearly Hebb-optimal states for Eq. 8 using Q50°consist of regular, generally parallel iso-orientation bands, with a generally monotonic progression of orientation as one moves transverse to the bands. The overall orientation of the parallelbanded pattern is arbitrary. I find much greater parallelism of adjacent bands than is shown in ref. 6 , probably because the results of ref. 6 were generated by a method that does not ensure Hebb-optimality.
The correct anisotropic QG function for our system leads to Hebb-optimal states having band patterns (as in Fig. 2 ) that are not disposed in a parallel fashion, in contrast to those generated by Qiso. This is because the QG function favors the formation of vertically elongated regions of vertical-orientation cells, horizontally elongated regions of horizontal-orientation cells, etc. Such preferences mutually conflict. The QT5O function, on the other hand, favors the formation of parallel bands (in an arbitrary direction) for regions of all labels.
The experimentally observed degree of regularity and parallelism of orientation bands varies from an irregular arrangement (with frequent breaks and reversals of orientation sequence) in macaque (3, 4, 8) to a more regular arrangement of locally parallel bands in tree shrew (7) . Since I have not explored the parameter space for orientation column formation in detail, I am not in a position to place limits on the degree of band irregularity to be expected in general in a modular self-adaptive network.
APPENDIX
Let c. denote the feedforward-connection strength from cell u in layer F to cell n in layer G, and let fnm denote the lateral-connection strength from cell m in G to cell n in G. There can be more than one connection between two given cells; all such connections are summed over. For ease of notation, suppress the additional index that would distinguish such connections from one another. Index pairs u,n or m,n not corresponding to any connection are understood to be omitted from the sums below. [The equations can easily be rewritten in terms of the more exact "pre(ni)" notation of paper 2, but this adds possibly confusing detail that I wish to avoid here.] Eqs. 1 and 2 give the linear-summation rule for the postsynaptic activity F G, of the G cell labeled n, to first order [hence the superscript "(1)"] in the lateral (G-to-G) interaction, in terms of the input activities from F and G cells. Eqs. 3 and 4 give the Hebb-type modification rule (1) for the c and f connections, to lowest required order in the lateral interaction for each case.
FGir(1) = Ra + Rb X (IcnCFFYr + imfnmFG(°)) FGV(°) = Ra + Rb X YucmuFFir [1] [2]
(Ac..)1Y = ka + kb X (F1r(l) -FG) X (FF-F ) [3] (Afnm)f = kc + kd X (F Gff0) -FG) X (FGr (0) (Ff -FF) ). [7] Angle brackets denote the ensemble average, kl-k7 are simple functions of the constants introduced in Eqs. 1-4 (see paper 1 for the explicit definitions of k1 and k2 in the absence of lateral interactions), NG is the number of c inputs to each G cell, and T is the ensemble-averaged activity at any point in layer F (1). Here QF is a function, QF(s), only of the distance s between u and v (2) and is normalized to QF(O) = 1. We use Eqs. 5 and 6 except when a c or f value reaches one of its saturation limits (1), in which case c or f is "pinned" at that limit for that time step. From Eq. 1, we see that the relative contribution (to G-cell response) of the lateral (f) vs. the feedforward (c) connections is proportional to the relative numbers of f and c connections. We characterize the perturbation expansion used in Eqs. 1-6 as an expansion in a small parameter denoted by K, whose value can be controlled (for example) by adjusting the relative numbers of f and c connections.
Special Construct an objective function E of all the {cnu} in a manner similar to that used in paper 2 (but here comprising all c for an entire assembly of G cells), having the property that enu = -NG OE/acnu. This property means that the system, which develops according to Eq. 5, is always following the path of locally steepest (gradient) descent of the E function. To obtain E (full result omitted to save space), multiply each term on the right-hand side of Eq. 5 by (-1/NG)cu, then multiply terms that are quadratic in the c variables by 1/2, then sum over n and u.
The resulting E is the sum of two parts, E(°) + E(I). The dominant part (since the contribution of lateral connections is taken to be weak), E(°), is just the sum over all G cells of the En function of paper 2 for each G cell n in the absence of lateral connections. Every arrangement of orientations (of cells of given morphology) has the same globally nearminimal value of E(t) (apart from random variations in synaptic density, which are arbitrarily small for NG large). We can therefore ignore this term when we calculate Hebboptimal arrangements of orientations. The E(1) part results from the lateral interaction; its orientation-dependent portion for our Ansatz is proportional to E'= xxP(lX -X' )QG(x, ', x' -x), [8] where the sum is over all pairs of sites x and x' on a square lattice, and O. is the orientation of the cells at site x. In our calculations, we take p(d) to be decreasing with d, either gradually (as a Gaussian) or abruptly (constant out to some distance, and zero beyond). Here Q0(6, 6', d) x ,jQF(Id + tj -til)cocj", [9] where i indexes the F-to-G connections of a standard cell (see 
