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Abstract
We introduce Sparse Symplectically Integrated Neural Networks (SSINNs), a
novel model for learning Hamiltonian dynamical systems from data. SSINNs
combine fourth-order symplectic integration with a learned parameterization of
the Hamiltonian obtained using sparse regression through a mathematically ele-
gant function space. This allows for interpretable models that incorporate sym-
plectic inductive biases and have low memory requirements. We evaluate SSINNs
on four classical Hamiltonian dynamical problems: the Hénon-Heiles system, non-
linearly coupled oscillators, a multi-particle mass-spring system, and a pendulum
system. Our results demonstrate promise in both system prediction and conser-
vation of energy, outperforming the current state-of-the-art black-box prediction
techniques by an order of magnitude. Further, SSINNs successfully converge to
true governing equations from highly limited and noisy data, demonstrating poten-
tial applicability in the discovery of new physical governing equations.
1 Introduction
Neural networks have demonstrated great ability in tasks ranging from text generation to image
classification [30, 7, 6, 42, 17]. While impressive, most of these tasks can be easily performed
by an intelligent human. The novelty is in a machine performing the task, rather than the task
itself. Researchers are becoming increasingly interested in the role that machine learning can play
in assisting humans–a role of discovery rather than of automation [14, 31, 18]. To this end, there
has been significant research interest in applying machine learning to physical dynamical systems
[10, 5, 21, 22, 29, 3, 32, 4]. Physical dynamical systems are everywhere, from weather to astronomy
to protein folding [23, 13, 34, 39]. The underlying dynamics of many of these systems have yet to
be unraveled, and many evade accurate prediction over time. Building accurate predictive models
can spur significant technological, medical, and scientific advancement. Unfortunately, data from
physical systems is often challenging to acquire and tainted with measurement and discretization
error. Consequently, a primary challenge in this domain is that data-driven techniques must be able
to cope with highly limited and noisy data.
Our work seeks to answer the following question: given the historical data of some physical dy-
namical system, how can we not only predict its future states, but also discern its underlying gov-
erning equations? We focus specifically on energy-preserving systems that can be described in the
Hamiltonian formalism. There is a growing body of research in this domain, but much of it relies
upon black-box machine learning techniques that solve the prediction problem while neglecting the
governing equations problem [10, 5]. Namely, there are two primary paradigms for incorporating
physical priors into neural networks: by embedding structure-enforcing algorithms into the network
architecture, (e.g., a symplectic integrator), or by enforcing a set of known mathematical constraints
(e.g., the Navier-Stokes equations) in the loss function. Integrator-embedded networks function as
a black-box, and networks that use modified loss functions assume some knowledge of the system
Preprint. Under review.
beforehand. For machine learning to truly play a role in human discovery, interpretability should be
a paramount consideration.
Sparse regression has been used with great success to discover the underlying mathematical formu-
las of dynamical systems [4, 25, 41]. In this paper, we combine successful ideas from sparse regres-
sion equation discovery and black-box prediction techniques to introduce a new model, which we
call Sparse Symplectically Integrated Neural Networks (SSINNs). Like many previous approaches,
SSINNs ultimately seek to parameterize an equation called the Hamiltonian, from which a sys-
tem can be readily predicted. To assist in this parameterization, our models incorporate a fourth-
order symplectic integrator to ensure that the symplectic structure of the Hamiltonian is preserved,
an embedded physics prior only employed in black-box approaches thus far. This also allows for
continuous-time prediction. To incorporate interpretability, we utilize sparse regression through a
mathematically elegant space of functions, allowing our models to learn which terms in the function
space are part of the governing equation and which are not. This sparsity prior holds for nearly all
physical dynamical systems and, experimentally, drastically improves prediction performance and
equation convergence.
Constructing a model in this way comes with a number of benefits over both black-box predic-
tion techniques and current state-of-the-art methods for learning underlying equations. Most promi-
nently, unlike black-box methods, SSINNs are interpretable; once trained, a mathematically elegant
governing equation can easily be extracted from the model. Due to this interpretability, SSINNs
also maintain far fewer trainable parameters (often <1% of black-box models) and consequently do
not require specialized hardware to use once trained. When compared to current methods for learn-
ing governing equations, SSINNs incorporate a symplectic bias that reduces the number of possible
solutions by placing restrictions on the numerical integration of the learned equation.
In summary, we propose SSINNs, which make the following contributions:
• Incorporate symplectic biases to augment existing approaches for learning governing equa-
tions from data.
• Outperform state-of-the-art black-box prediction approaches by an order of magnitude on
multiple classical Hamiltonian dynamical systems.
• Succeed in learning nonlinear Hamiltonian equations from as few as 200 noisy data points.
2 Related Work
Symplectic neural networks Greydanus et al. introduced Hamiltonian Neural Networks (HNNs)
to endow machine learning models for dynamical systems with better physical inductive biases
[10]. Hamiltonian Neural Networks learn a parameterization of the Hamiltonian in the form of a
deep neural network Hθ , allowing the model to maintain a conserved, energy-like quantity. This
neural network is trained using position/momentum pairs and, rather than optimizing the output of
the network directly, this approach optimizes its gradients, an approach explored in other works as
well [43, 37, 28]. Most recently, Chen et al. introduced Symplectic Recurrent Neural Networks
(SRNNs), which are recurrent HNNs that incorporate symplectic integrators for training and testing
[5]. SRNNs parameterize the Hamiltonian using two separate neural networks, Tθ and Vθ , and op-
timize their gradients by backpropagating through a simple leapfrog symplectic integration scheme.
Symplectic Recurrent Neural Networks also incorporate a number of techniques to minimize the im-
pact of noise, such as multi-step or “recurrent” training, as well as initial state optimization. These
changes allow SRNNs to outperform HNNs on many tasks.
Sparse regression for governing equation discovery Brunton et al. introduced Sparse Identifica-
tion of Nonlinear Dynamics (SINDy), which interprets dynamical system discovery as a symbolic
regression problem [4]. The key observation for SINDy is that, for most dynamical systems, the
underlying governing function is sparse in some larger space of functions. With this in mind, a
library of function spaces is assembled, and the terms of the governing equation are learned through
LASSO regression. Note that this approach is not limited to Hamiltonian systems; it was success-
fully employed to discover governing systems of partial differential equations. Since SINDy, many
other works have explored similar symbolic regression approaches [25, 41]. Although separate from
sparse regression techniques, a number of other approaches have been proposed to couple accurate
prediction and equation discovery [21, 22, 32].
2
Predicting chaotic systems with machine learning Many Hamiltonian systems, including two
examined in this work, exhibit chaotic motion. Chaotic dynamical systems are deterministic and
characterized primarily by a sensitive dependence on initial conditions (SDIC). This implies that
even initial conditions that are very close, albeit slightly different, will diverge exponentially in time
[38]. A great deal of widely applicable dynamical systems are chaotic, such as weather, fluid, and
celestial systems [23, 35, 34]. The accurate prediction of chaotic dynamical systems is an ongoing
area of machine learning research [2, 24, 44, 1, 12, 27, 20, 16].
3 Framework
3.1 Hamiltonian Mechanics
William Rowland Hamilton introduced Hamiltonian mechanics in 1833 as an abstract reformulation
of classical mechanics, similar in nature to the Lagrangian reformulation of 1788. Most physical sys-
tems can be described with the Hamiltonian formalism, and it is widely used in statistical mechanics,
quantum mechanics, fluid simulation, and condensed matter physics [26, 33, 40, 36, 9, 11].
The state of a Hamiltonian system is described by variables q = (q1, . . . , qn) and p = (p1, . . . , pn),
where qi and pi describe the momentum and position respectively of object i in the system. Central
to Hamiltonian mechanics is the Hamiltonian, H(q,p), which generally corresponds to the total
energy of the system. A Hamiltonian is separable if it can be written asH = T (p) + V (q), where
T is kinetic energy and V is potential energy; in this work, we consider only separable Hamiltonians.
Hamilton’s equations uniquely define the time evolution of a Hamiltonian system as
dp
dt
= −
∂H
∂q
,
dq
dt
=
∂H
∂p
(1)
Thus, given some initial state q0 = (q0,1, . . . , q0,n) and p0 = (p0,1, . . . , p0,n), the time evolution
of a Hamiltonian system is readily computable from this system of first-order differential equations.
Importantly, this time evolution is symplectomorphic, meaning that it conserves the volume form of
the phase space and the symplectic two-form dp ∧ dq.
Symplectic integration is a numerical integration scheme commonly employed for the time evolution
of separable Hamiltonian dynamical systems. Any numerical integration scheme that preserves the
symplectic two-form dp ∧ dq is said to be a symplectic integrator. Symplectic integration has the
advantage of conserving a slightly perturbed version of the Hamiltonian. For this reason, symplectic
integrators enjoy widespread use in many fields of physics. This work employs a highly accurate
fourth-order symplectic integration scheme [8].
3.2 SSINN Architecture
SSINNs consist of two specially constructed neural networks, Vθ1(q) and Tθ2(p), which parameter-
ize the potential and kinetic energy of the Hamiltonian respectively; this design choice reflects the
separability requirement for symplectic integration. Conceptually, each network performs a sparse
regression within a user-specified function search space, which may be broadly defined to include
multi-variate polynomial terms of specified degree, trigonometric terms, and so on. Structurally,
each network contains a transformation in the forward pass to generate all necessary terms in the
function space from the input vectors. It is essential that this transformation happens in the forward
pass so that we may automatically compute gradients with respect to p and q later on, rather than
with respect to any pre-computed terms. Next, the calculated terms are passed through a single
fully-connected layer, with each trained parameter representing the coefficient of a specific term.
The output of this fully-connected layer is then potential or kinetic energy.
Coupling these two networks with a symplectic integration scheme for state-prediction and training
is straightforward. Within our fourth-order symplectic integration scheme, each time that gradients
of the Hamiltonian are required, we propagate through the networks, automatically compute the
necessary gradients, and send them to the symplectic integrator (Figure 1). Fourth-order symplectic
integration often involves many iterative computations depending on the length of the time-step, so
there are frequently multiple passes through each network before loss is computed; hence there is
some level of recurrence at play. Once the next state has been calculated, we compute the L1-norm
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between the predicted next state and the actual next state. Since the Hamiltonian is presumed sparse
in our search space of terms, we incorporate L1-regularization so that only essential terms persist.
Where f is defined as the output of our fourth-order symplectic integrator, we define loss as
LSSINN =
∣∣∣∣∣f
(
dVθ1
dq
,
dTθ2
dp
,q0,p0
)
− (q1,p1)
∣∣∣∣∣+ λ(‖θ1‖+ ‖θ2‖) (2)
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Figure 1: Using an SSINN to compute a predicted
state. Note how terms are computedwithin the for-
ward pass of each network, as well as the use of
network gradients rather than direct network out-
put.
Advantages over black-box prediction The
primary motivation behind using our specially
constructedVθ1 and Tθ2 networks as opposed to
deep neural networks is interpretability. While
black-box methods can achieve impressive pre-
diction performance, they bring humans no
closer to understanding why systems work the
way they do. Beyond interpretability, the struc-
ture of SSINNs results in significantly fewer
trainable parameters–large SSINNs may con-
tain thousands of trainable parameters, whereas
large SRNNs may contain millions. This leads
to smaller memory requirements and means
that SSINNs do not require specialized GPU
hardware to use once trained. For applications
such as weather balloons or spacecraft, this is
an extremely helpful feature. Further, since the
function space of SSINNs is heavily reduced
when compared to deep neural networks, they
are at much less risk of overfitting and tend to
learn underlying dynamics far more effectively,
as is demonstrated in later sections.
Advantages over current methods for learn-
ing governing equations Governing equa-
tions obtained through SINDy have no guar-
antees on their properties when integrated or
used for time evolution. Specifically, consider
the problem of learning a Hamiltonian through
SINDy. To do this, SINDy would optimize the
function solely on the basis of maintaining a conserved quantity across subsequent states. However,
maintaining a conserved quantity does not guarantee that a Hamiltonian reflects the underlying dy-
namics of the system. For example,H(q,p) = 0 maintains a conserved quantity for every physical
dynamical system but has no valuable meaning for prediction. On the other hand, time evolution
plays a crucial role in the optimization of equations obtained in SSINNs. Due to the incorporation of
a symplectic integration scheme, equations learned through SSINNs are not only optimized to con-
serve symplectic structure, but also to accurately predict the system when numerically integrated.
These added restrictions significantly reduce the number of possible solutions.
4 Establishing a baseline: learning a simple chaotic Hamiltonian system
Our first experimental task seeks to rediscover the Hénon-Heiles governing Hamiltonian from data,
as well as to use this Hamiltonian for system prediction over time. The Hénon-Heiles system was
introduced in 1964 as an approximation of the plane-restricted motion of a star orbiting a galactic
center [13]. It is defined as
H(q,p) =
1
2
(
p2x + p
2
y + q
2
x + q
2
y
)
+ q2xqy −
1
3
q3y (3)
The equipotential curves of this system form an interior triangular region that is inescapable when
total energy is below 1/6; motion is chaotic when total energy is above 1/12 [38]. In this region, we
have that −1 < qx < 1 and −0.5 < qy < 1.
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4.1 Experimental setup and results
The Hénon-Heiles dataset consists of 5,000 points, each of which contains a (q,p) pair at t = 0 and
t = 0.1. Initial states were randomly initialized within the interior triangular region with chaotic
Hamiltonian values. We computed this dataset via Clean Numerical Simulation, a Taylor series
scheme for approximating chaotic dynamical systems [19]. An additional noisy dataset was created
by adding independent Gaussian noise (σ = 0.005) to all states in the initial dataset.
Figure 2: Mean L1-error when using models
trained on the clean dataset to predict 50 novel
Hénon-Heiles trajectories. Note that the signifi-
cant increase in energy error for the 3-layer SRNN
is due to a catastrophic failure on a single trajec-
tory, demonstrating the risks of black-box models.
For both the noisy and clean dataset, we
trained three SSINNs corresponding to 3rd, 6th,
and 10th degree bivariate polynomial function
spaces. Each model had an initial learning
rate of 10−3 with decay and was trained using
ADAM for 5 epochs on an RTX 2080 Ti system
[15]. A regularization coefficient of 10−3 led to
the best results. For comparison, we trained a 4-
layer MLP with 400 nodes per layer as well as
three SRNNs (1-layer, 2-layer, and 3-layer mod-
els); all SRNNs had 512 nodes in each hidden
layer. We replaced the original leapfrog integra-
tor in the SRNNs with a fourth-order symplec-
tic integrator to allow for fair comparison.
All SSINNs trained on clean data converged
to the true governing equation with no prior
knowledge of the system; the 3rd Order SSINN
learned the Hénon-Heiles Hamiltonian most ac-
curately to 10−5 precision, even though only
18.8% of its trainable terms belonged to the true
Hamiltonian. The least accurate SSINN outper-
formed the most accurate SRNN by an order of
magnitude on average for predicting from t = 0 to t = 0.1 for 800 novel Hénon-Heiles trajectories.
This difference in performance rose to three orders of magnitude when comparing the most accurate
SSINN to the most accurate SRNN. Due to the chaotic nature of this system, differences in predic-
tion and energy conservation become even more apparent over time (Figure 2). The MLP failed to
predict accurately and performed at least an order of magnitude worse than all other models.
Figure 3: Predicting the Hénon-Heiles system with initial state q0 = (−0.48,−0.02), p0 =
(−0.08, 0.18) from t = 0 to t = 8 using models trained on noisy data. All models were given
a clean initial state to see how well they extracted true dynamics from noisy training. The SSINN
predicts the trajectory nearly exactly and only deviates in the last few time steps. All models learned
to conserve the Hamiltonian, but the energy perturbations for the SSINN model are very reduced.
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When trained on noisy data, SSINNs still converged to true governing equations, albeit with only
10−1 precision for each coefficient. Differences in performance remained apparent even with noisy
data, with the prediction accuracy between SSINNs and SRNNs still differing by approximately an
order of magnitude (Figure 3).
5 Learning from highly limited and noisy data
This experimental task showcases the performance of SSINNs when data is highly limited and con-
taminated with noise. To do this, we rediscover a coupled oscillation Hamiltonian from data and
use it for prediction. Coupled oscillation is a common physical phenomenon where the behavior of
one oscillator in the system influences the behavior of other oscillators in the system. This section
employs a one-dimension two-particle nonlinearly coupled system with the governing Hamiltonian
H(q,p) =
1
2
(
p21 + p
2
2 + q
2
1 + q
2
2 + k(q1q2)
2
)
(4)
This system exhibits chaotic motion when the coupling constant k is 1 [38].
5.1 Experimental setup and results
Using a fourth-order symplectic integrator, we first generated a clean dataset of 500 randomly sam-
pled state transitions with k = 1 and positions and momenta between −1 and 1 from t = 0 to
t = 0.1. We also generated a noisy (σ = 0.005) dataset of only 200 randomly sampled state transi-
tions from t = 0 to t = 0.3 to allow for multi-step training. All other aspects of the experimental
setup remained unchanged from the Hénon-Heiles task, with the exception that we increased the ini-
tial learning rate to 10−2 and trained for 60 epochs to account for the decrease in data. Additionally,
the regularization coefficient was tuned to 8 · 10−3.
All SSINNs converged to the governing Hamiltonian on the clean dataset, with the best-performing
model achieving prediction error of 2 · 10−8. In comparison, the best-performing SRNN only man-
aged to achieve prediction error of 3 · 10−3 over the same time period, a 100,000x difference in
performance. The MLP only achieved 9 · 10−3 prediction error.
Prediction error worsened significantly for all models when trained on the noisy dataset. However,
differences in performance still remained clear (Table 1). Even from only 200 noisy data points,
SSINNs still converged to the true governing equation, although the precision for each coefficient
was reduced from the clean dataset. For example, the 3rd order SSINN learned
Hˆ(q,p) = 0.497p2
1
+ 0.501p2
2
+ 0.498q2
1
+ 0.498q2
2
+ 0.505(q1q2)
2 (5)
as the governing equation. For this task, the MLP performed significantly worse than both SSINNs
and SRNNs, likely due to the lack of data.
Table 1: Predicting 100 novel coupled-oscillator systems from t = 0 to t = 0.1 using models trained
on noisy data. All initial states were clean to see howwell models learned underlying dynamics from
noisy training. Table contains average error, as well as each model’s number of trainable parameters.
Name # Params Position L1-Error Momentum L1-Error
SSINN (3rd order) 32 6.6 · 10−4 5.6 · 10−4
SSINN (6th order) 98 8.9 · 10−4 9.7 · 10−4
SSINN (10th order) 242 3.8 · 10−3 3.1 · 10−3
SRNN (1-layer) 3072 1.5 · 10−1 1.9 · 10−1
SRNN (2-layer) 527360 2.8 · 10−1 9.5 · 10−1
SRNN (3-layer) 1051648 8.6 · 10−2 1.0 · 101
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6 Predicting systems with many degrees of freedom
Thus far, we have only considered dynamical systems with 1 or 2 particles. Here we attempt to learn
a mass-spring system with 5 particles and 6 springs (effectively a system of 5 coupled harmonic
oscillators). This system is governed by HamiltonianH(q,p) = V (q) + T (p) where
V (q) =
k1
2
q21 +
k2
2
(q2− q1)
2+
k3
2
(q3− q2)
2+
k4
2
(q4− q3)
2+
k5
2
(q5− q4)
2+
k6
2
(L− q5)
2 (6)
T (p) =
p21
2m1
+
p22
2m2
+
p23
2m3
+
p24
2m4
+
p25
2m5
(7)
6.1 Experimental setup and results
Figure 4: Predicting the mass-spring system 5
steps into the future using the best SSINNs and
SRNNs from both clean and noisy training. Note
that the SSINN actually had slightly decreased po-
sition error when trained on noisy data, whereas
the error of the SRNN more than doubled.
We generated a dataset of 800 consecutive
position-momentum pairs with a step-size
∆t = 0.1 via fourth-order symplectic integra-
tion. Each mass was randomly initialized be-
tween 1 and 5 and evenly spaced from 0 to 1.
Spring constants were randomly initialized be-
tween 0.05 and 0.4, and initial momenta were
randomly initialized between -0.1 and 0.1. As
done previously, a noisy dataset was also gener-
ated (σ = 0.005).
Due to the larger state vector, we adjusted our
SSINN models to 2nd, 4th, and 6th degree poly-
nomial function spaces and altered the regular-
ization parameter to 4 · 10−4. Similarly, we
increased the SRNN models to 1024 hidden
nodes per layer. All models were trained for
30 epochs with an initial learning rate of 10−2.
None of the SSINNs learned the exact govern-
ing Hamiltonian, but they all correctly identi-
fied the necessary sparsity in the function space,
discovering the highly predictive terms that be-
longed to the true Hamiltonian. Even without
learning the exact governing equation, SSINNs
displayed highly accurate performance for both clean and noisy data. The performance of the best-
performing SRNN and the best-performing SSINN was generally comparable, although SSINN
models seemed less affected by noise (Figure 4). Notably, the best-performing SRNN has 1.05m
trainable parameters, whereas the 6th order SSINN only has 390, a memory difference of approxi-
mately 2700 times despite performance being nearly identical.
7 Alternative function spaces
The preceding three dynamical systems could be exactly represented using only polynomial terms.
Although many systems only have polynomial nonlinearities or are at least well-approximated by
high degree polynomials, it is still important to demonstrate the robustness of SSINNs in alternative
function spaces. To do this, we apply SSINNs to a simple pendulum system, which contains a
trigonometric nonlinearity and is governed by the Hamiltonian
H(qθ, pθ) =
pθ
2
2ml2
−mglcos(qθ)) +mgl (8)
The constant term mgl plays no role in the time evolution of the system and thus cannot be learned
with SSINNs. For this task, we examined several function spaces. The first function space contained
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polynomial and trigonometric terms and was employed for learning both V and T . It is defined with
learnable parameters λ1, . . . , λn as
f(x) = λ1x+ λ2x
2 + λ3x
3 + λ4sin(x+ λ5x+ λ6) (9)
Since the necessary cosine term is not included directly in the function space, the SSINN must shift
the provided sine term by pi
2
using parameter λ6 to obtain a cosine term. Note that the interior
of the sine term is structured so that the sparsity promotes a typical period of 2pi rather than the
period approaching infinity if λ5 becomes very small; this was found to improve utilization of the
trigonometric term. For this task, we generated 200 steps of position-momentum data for a pendu-
lum system with g = l = 1, m = 2, and initial state qθ = 1.4 and pθ = 0. When both Vθ and Tθ
were trained using the above function space, Tθ converged to the exact T . Interestingly, Vθ learned
the first-order Taylor approximation of V with a small corrective cosine term, which was accurate
enough over the tested domain to provide 5.8 · 10−6 prediction error. Such behavior could likely be
minimized by shifting angular data by 2pi, but we wanted to avoid such manipulations that indicate
an underlying knowledge of the system’s structure.
Finally, we restricted the function space so that Tθ possessed only third-degree polynomial terms
and Vθ possessed only the trigonometric term included in Equation 9. With this function space, the
SSINN converged to the true governing equation, correctly learning to shift the sine term in order to
obtain a cosine term.
8 Scope and limitations
User-defined function spaces As is the case for SINDy, SSINNs require a user-defined function
space to extract terms from. This approach allows for control over the terms present in final gov-
erning equation and can even be used in an attempt to simplify known governing equations. That
said, user-defined function spaces present challenges for less mathematically elegant systems, such
as those with rational, exponential, or non-analytic terms. Even with this drawback, SSINNs offer
a valuable first-step approach for learning dynamical systems before resorting to black-box tech-
niques. Automatically augmenting the function space to accommodate system complexity or even
incorporating evolutionary strategies may help solve this issue; evolutionary strategies have been
used with great success already in the domain of physical dynamical systems [37]. We leave this as
a topic for future work.
Hamiltonian formalism Due to the incorporation of a symplectic integrator, SSINNs make a num-
ber of assumptions about the dynamical system that they are approximating, such as conservation
of energy and separability. While these assumptions are generally useful physics priors, they can be
limiting for real-world systems that lack conserved quantities. Including additional networks to bet-
ter handle effects such as dampening may prove useful for better accommodating real-life systems.
Similar techniques can also be employed to better handle noise.
9 Conclusion
We introduced the Sparse Symplectically IntegratedNeural Network (SSINN), a novel model for pre-
dicting and learning Hamiltonian dynamical systems from data. SSINNs incorporate a symplectic
prior via the use of a symplectic integrator within the network; this assists in learning conserva-
tion of energy and allows for continuous-time prediction. SSINNs are also interpretable since they
rely upon sparse regression through a mathematically elegant space of functions. Once SSINNs are
trained, governing equations can be easily extracted and, more often than not, hand-written on a
sheet of paper. SSINNs demonstrated impressive performance even when data was highly limited
or noisy, frequently outperforming state-of-the-art black-box prediction techniques by significant
margins while maintaining far fewer trainable parameters.
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Broader Impact
This research marks a significant advancement in using machine learning as a tool to assist in hu-
man discovery. We demonstrate that complex Hamiltonian physical systems–systems that in many
cases have taken substantial human work and time to describe–can be readily learned and accurately
predicted to very high precision from small amounts of data. As dynamical systems are everywhere,
the impact of this work is far-reaching. Potential areas of noteworthy application include astron-
omy, medicine, engineering, and weather prediction. While our model itself does not necessarily
bring about significant ethical considerations, researchers should take care whenever applying such
models to domains prone to data bias, such as medicine.
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