The Differential Evolution Entirely Parallel (DEEP) method is applied to the biological data fitting problem. We introduce a new migration scheme, in which the best member of the branch substitutes the oldest member of the next branch that provides a high speed of the algorithm convergence. We analyze the performance and efficiency of the developed algorithm on a test problem of finding the regulatory interactions within the network of gap genes that control the development of early Drosophila embryo. The parameters of a set of nonlinear differential equations are determined by minimizing the total error between the model behavior and experimental observations. The age of the individuum is defined by the number of iterations this individuum survived without changes. We used a ring topology for the network of computational nodes. The computer codes are available upon request.
tion to parallelize DE. Previous work in this area has produced a number of methods that perform well in certain particular problems, but not in general applications.
Gene regulatory networks (GRNs) are the important set of models that has been developed for mathematical treatment and analyzing the developmental processes in biological objects. GRN represents the activation or repression of transcription of the gene product by other genes. The spatio-temporal dynamics of gene expression is described in the context of this study by the system of highly nonlinear differential equations. Their parameters are to be found as a solution to the inverse problem of fitting the experimental gene expression data to computed model output.
We introduce a new migration scheme for the Differential Evolution Entirely Parallel (DEEP) method, that provides a high speed of the algorithm convergence. We present numerical results on optimization using the developed algorithm for the test problem of finding parameters in a network of two genes and the analysis of the dependency of the accuracy of the final result on the period of communication between branches. We show how changes in the quality of the answer computed in parallel can be compensated for by constructing a function relating the quality of the answer to the number of iterations required to obtain it in serial computations.
Methods and algorithms

Differential evolution entirely parallel method
DE is a stochastic iterative optimization technique proposed by Storn and Price [1] , that starts from the set of the randomly generated parameter vectors q i , i = 1, . . . , NP. The set is called population, and the vectors are called individuals. The population on each iteration is referred to as a generation. The size of population NP is fixed. The first trial vector is calculated by
where q • is the member of the current generation g, S is a predefined scaling constant and r1, r2, r3 are different random indices of the members of population. The second trial vector is calculated using "trigonometric mutation rule" [2] .
where
The third trial vector is defined as follows:
where n is a randomly chosen index, x y is the reminder of division x by y and L is determined by Pr(L = a) = (p) a where p is the probability of crossover. The new individuum replaces its parent if the value of the quality functional for its set of parameters is less than that for the latter one.
The original algorithm was highly dependent on internal parameters as reported by other authors; see, for example [3] . An efficient adaptive scheme for selection of internal parameters S and p based on the control of the population diversity was developed in [4] where a new control parameter γ was introduced.
Being an evolutionary algorithm, DE can be easily parallelized due to the fact that each member of the population is evaluated individually. The whole population is divided into subpopulations that are sometimes called islands or branches, one per each computational node. The individual members of branches are then allowed to migrate, i.e., move, from one branch to another according to predefined topology [5] . The number of iterations between migrations is called communication period .
We have developed a new migration scheme for the Parallel Differential Evolution in which the best member of one branch is used to substitute the oldest member of the target branch. The age of the individuum in our approach is defined by the number of iterations this individuum survived without changes. The computational nodes are organized in a ring and individuals migrate from node k to node k + 1 if it exists and from the last one to the first one. Calculations are stopped in case that the functional F decreases less than a predefined value ρ during M steps.
The effect of parallelization is measured with respect to the number of the evaluations of functional Q as the most time consuming operation in the algorithm [6] . The parallel DE is considered as the converged one if one of the branches has converged. Then Q p equals to the number of functional evaluations of the converged branch. For different number of nodes, N speedup is defined as
where hat sign (ˆ) denotes the average over a set of runs, subscripts s and p denote serial and parallel runs, respectively, and F denotes the final value of the functional.
Gene regulatory network model
Segmentation genes in the fruit fly Drosophila control the development of segments, which are repeating units forming the body of the fly [7] . Immediately following the deposition of a Drosophila egg, a rapid series of 13 almost synchronous nuclear divisions take place, without the formation of cells. The period between two subsequent nuclear divisions is called cleavage cycle.
The expression of segmentation genes is to a very good level of approximation, a function only of distance along the anterior-posterior (A-P) axis (the long axis of the embryo quasi ellipsoid). This allows to use models with only one-dimensional array of nuclei along the A-P axis. Let us denote as M(n) the number of nuclei under consideration in cleavage cycle n. This number varies with n as M(n) = 2M(n − 1).
Denoting the concentration of the ath gene product (protein) in a nucleus i at time t by v a i (t), we write a set of ordinary differential equations for N zygotic genes as
where a = 1, . . . , N; i = 1, . .
. , M(n).
The first term on the right-hand side of (4) describes the regulated rate of synthesis of protein from the ath gene. The function g(·) is to be a monotonic sigmoid ranging from zero to one, and we use the following form g(y) = (1/2)(1 + y/ y 2 + 1). The regulation of gene a by gene b is characterized by the regulatory matrix element T ab . The term m a i describes the aggregate regulatory effect of various maternal transcription factors on gene a in nucleus i, which is constant in time in most cases. The maximum rate of synthesis for protein a is given by the function R a . The second term on the right-hand side of (4) describes the degradation of ath protein, which is modeled as first order decay with rate λ a . Diffusion of protein from nucleus i to two adjacent nuclei is described in the third term. Equations (4) are augmented with initial conditions, whose values depend on the precise biological situation being modeled.
The model was successfully used in [8] to describe formation of stripes by the pair-rule gene even-skipped as the result of regulation from gap and maternal genes. In [9, 11] , the pattern formation in the gap gene system was studied basing on the model. The data on gene expression in fruit fly Drosophila is available in FlyEx database [10] .
Results
To study the convergence of the method in a lab conditions, we produced the artificial gene expression data for the network of two genes in eight nuclei by integration the model equations, using the set of parameters that represents already known solution. We took the model output for 9 time moments to calculate the functional value. The parameters associated with one gene are fixed, so seven are sought by the optimizer. We used κ = max i |q true −q opt | |q true | × 100% to measure the accuracy of the obtained approximation of parameter set q opt in respect to the known solution q true .
We have neglected the communication costs in our performance analysis made for the sample runs because in real applications the time of evaluating the quality functional is much larger than that for the communication needed for information exchange, which makes communication time indeed negligible.
Serial convergence curve
The serial algorithm was implemented in ANSI C programming language and run on Dell PowerEdge 2800 with 2 Xeons 2.4 GHz.
Due to an absence of an analytical model for this algorithm, the optimal choice of communication period is an empirical process up to date. The effect of parallelization is essentially eliminated when is large. In the case of small , the divergence of the population will decrease too rapidly resulting in severe loss of quality of the results. We show that a suitable choice of can lead to very high efficiency.
In order to compensate any changes in the quality of the result because of parallelization, it is desirable to know the expected number of serial iterations corresponding to a particular value of a quality functional. Then the speedup can be calculated by dividing the number of expected serial iterations at the final value of a functional obtained in parallel by the average number of parallel iterations required. In the problem of finding the parameters of gene regulatory networks the final value of the quality functional is affected by the number of algorithmic parameters, and hence does not correspond to a unique number of iterations. We characterized the function Q s (F p (N ) ) that gives the number of functional evaluations that the serial algorithm needs to obtain the same value of the quality functional as in parallel by an extensive series of numerical runs varying: In our experiments, we used communication in serial runs as it increases the convergence speed. For each combination of parameters we made 100 runs that equals the total number of 1,612,800 runs. Results are plotted with points in Fig. 1 .
The lower left-hand side of the graph shows a region where DE is most efficient, i.e., contains the desired characteristic relationship between the functional value and serial iterations for efficient evolution. Thus, the serial performance curve is constructed by fitting the points in that region to a power law. The data is well fitted by the equation (Fig. 1): log 10 (Q s ) = −0.3039 × log 10 (F s ) + 3.5099. Table 1 shows best results with respect to κ. The algorithmic parameters, such as quality criterion, number of individuals, and communication period may influence the final result in a quite complicated manner. We used approximation (5) to find the number of iterations Q s that the serial algorithm will need to reach the value of the quality functional F p that was obtained in the parallel runs, and thus to calculate the speedup and efficiency for different number of nodes. The parallel efficiency is about 80% for the 50 nodes and 55% for 100 nodes. Both speedup and efficiency vary with the number of computational nodes. For the given number of nodes, fixed population size, stopping criterion, and control variable γ speedup can be plotted as function of communication period as shown in Fig. 2 for N = 100, NP = 7, M = 75, ρ = 10 −4 , and γ = 0.90.
The reliability of the method is demonstrated by the recovery of the parameters with about 1% accuracy.
