Five theories of how letter position is coded are contrasted: position-specific slot-coding, Wickelcoding, open-bigram coding (discrete and continuous), and spatial coding. These theories make different predictions regarding the relative similarity of three different types of pairs of letter strings: substitution neighbors, neighbors-once-removed, and double-substitution neighbors. In Experiment 1, we used an illusory word paradigm and found that neighbor-once-removed similarity contexts resulted in fewer illusory word reports than substitution neighbors but more illusory words than double-substitution neighbors. In Experiments 2 and 3, we used a masked form priming technique with a lexical-decision task. The pattern of facilitation was as predicted by spatial coding but was incompatible with slot-coding, Wickelcoding, and both versions of open-bigram coding. These results provide further support for the SOLAR (self-organizing lexical aquisition and recognition) model of visual word identification.
A basic question that must be addressed in any theory of visual word identification is how the position of the letters within a word is coded. The fact that readers do code this information is apparent from their ability to distinguish anagrams like garden and danger. The development of a coding scheme that deals with this issue appropriately is of considerable theoretical importance, not least because the choice of coding scheme greatly affects the performance of computational models of reading. As Plaut, McClelland, Seidenberg, and Patterson (1996) noted, the use of an inappropriate coding scheme prevented the Seidenberg and McClelland (1989) model from learning to generalize adequately, which illustrates how the choice of input and output coding schemes influences the difficulty of the learning process in computational models. Moreover, the manner in which letter strings are coded determines the similarity between different letter strings, which consequently affects a model's ability to explain priming relationships and interactions among lexical competitors. For these reasons, the nature of letter position coding has become a topic of considerable theoretical interest during the last few years (e.g., Davis, 1999 Davis, , 2006 Davis & Bowers, 2004; Davis & Taft, 2005; Schoonbaert & Grainger, 2004; Grainger, Granier, Farioli, Asche, & van Heuven, in press; Grainger & van Heuven, 2003; Grainger & Whitney, 2004; Perea & Lupker, 2003a , 2003b Peresotti & Grainger, 1999; Whitney, 2001 ). In the following section, we review five different schemes that have been proposed for coding letter position.
Slot-Coding
The most common approach to the problem of coding letter position is to assume separate slots of position-specific letter codes, that is, one slot for each possible letter position. For example, the word cat would be coded by activating the three letter codes C 1 , A 2 , and T 3 , whereas the word act would be coded as A 1 , C 2 , and T 3 (where the subscript indexes letter position). This type of slot-coding approach is used in the interactive activation model (McClelland & Rumelhart, 1981) , the dual-route cascaded model (Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001) , the activation-verification model (Paap, Johansen, Chun, & Vonnahme, 2000; Paap, Newsome, McDonald, & Schvaneveldt, 1982) , and some parallel-distributed processing models (e.g., Harm & Seidenberg, 1999; Hinton & Shallice, 1991) .
Wickelcoding
An alternative to position-specific coding is to code letter order in terms of local context. For example, the A in cat can be coded by noting that it has a C to its left and a T to its right. One scheme that relies on this contextual coding approach is Wickelcoding, named after Wickelgren (1969) , who was an early proponent of the idea of using local context to avoid explicit coding of serial position. Schemes of this sort have been adapted for use in a number of connectionist models of word processing (Rumelhart & McClelland, 1986; Seidenberg & McClelland, 1989) . Coding a word using Wickelcoding requires activating a set of units that represent letter triples. For example, the word stop would be coded as the set of Wickelfeatures {_st, sto, top, op_}, where _ indicates a word boundary.
Open-Bigram Coding
In open-bigram coding schemes, a letter string is coded in terms of all of the ordered letter pairs that it contains (Grainger & van Heuven, 2003; Grainger & Whitney, 2004; Schoonbaert & Grainger, 2004; Whitney, 2001; Whitney & Berndt, 1999) . For example, the word clam would be coded by the set {cl, ca, cm, la, lm, am}. Two slightly different versions of open-bigram coding have been proposed. In the version proposed by Grainger and van Heuven (2003;  see also Schoonbaert & Grainger, 2004) openbigram units are associated with discrete patterns of activation. Thus, in the case of clam, the units cl, ca, cm, la, lm, and am would each have activities of 1, whereas all other bigram units would be coded by activities of 0. In this version, open-bigram units are only activated for letter pairs that are contiguous or separated by one or two letters (e.g., the unit cm is activated by the word clam, but not by the word claim), although this detail of the coding scheme is not relevant to the present research, because the experiments described here focused on the interior positions of 4-and 5-letter stimuli (and hence critical letter pairs never spanned more than 2 intervening positions).
In the version of open-bigram coding that is used in the SERIOL (sequential encoding regulated by inputs to oscillations within letter units) model (Whitney, 2001; Whitney & Berndt, 1999) , bigram units are associated with continuous activities, and these activities are used to code information about letter position and letter contiguity. To distinguish these two versions of open-bigram coding, the following discussion will use the labels discrete openbigram coding and continuous open-bigram coding. As we will discuss herein, the two versions of open-bigram coding make some different empirical predictions.
Spatial Coding
A different approach to encoding letter order, called spatial coding, has been used in the SOLAR model (Davis, 1999 (Davis, , 2006 . In this scheme, all letter units are independent of position context. That is, a node that codes the letter A is activated when the input stimulus contains an A, irrespective of the serial position in which this letter occurs, or the surrounding context. The relative order of the letters in a letter-string is encoded by the relative pattern of activities across letter nodes. Different letter orderings result in different spatial patterns of activity (hence the term "spatial coding"; note that the word "spatial" does not refer to visuospatial coordinates). This method of coding order has its origins in Grossberg's (1978) use of spatial patterns of node activity to encode temporal input sequences; more recently, similar coding schemes have been used by Page (1994) in a model of melody perception and by Page and Norris (1998) in their primacy model of serial recall. Some examples of spatial coding are shown in Figure 1 .
As can be seen in the figure, letter strings that share common letters are coded by relatively similar patterns, even if the common letters are found in different serial positions. In the top example, the word stop is encoded by a pattern in which the S unit has the largest activity, the T unit has the second largest, and so on; thus left-to-right order is coded by a monotonically decreasing sequence of activities. The word post (the second example in the figure) is encoded by activating exactly the same set of letter units, but with a very different pattern of activities (i.e., one in which the P unit had the largest activity, followed by the O unit, and so on). The codes for stop and soap are quite similar: there is overlap in the letter unit activities for the letters S, O, and P, although the magnitude of activity in the O unit differs slightly in the two codes. The codes for stop and slap are less similar, overlapping for only two letters. The SOLAR model assumes a set of word detectors, each of which computes the match between the word that it codes and the current input stimulus, based on the degree of pattern overlap among the respective spatial codes. A letter that is common to the two codes will therefore contribute to the match computation even if it occurs in different serial positions in the input stimulus and the word coded by the word detector.
It is important to note that the method of spatial coding used in the SOLAR model does not imply that letters in later positions are perceived less well or are assigned less weight in the similarity computation. This is because the mechanism that codes letter position is completely independent of the mechanism for coding how well the individual letters in a word are perceived. Indeed, the basic spatial coding model assumes that all of the letters in a word are coded with equivalent signal strengths and, hence, that each letter position contributes equally to the computation of similarity between the sensory input and previously learned codes (Appendix A describes the details of this similarity computation). Davis (2006) discusses potential modifications to the model to accommodate the possibility that exterior letters are assigned greater weight in orthographic similarity calculations (e.g., Forster, 1976; Humphreys, Evett, & Quinlan, 1990; McCusker, Gough, & Bias, 1981; Perea, 1998) . This possibility is not critical for the present work, which focuses on the similarity of pairs that differ with respect to their interior letters. However, in Experiments 2 and 3, we test the assumption that all interior letters are assigned equal weight in the similarity computation process.
Evidence From Illusory Word Phenomena
In a recent article, we exploited the phenomenon of illusory word perception to investigate letter position coding (Davis & Bowers, 2004) . When readers attempt to attend to two-letter strings that are presented simultaneously at different locations, they occasionally perceive an illusory word that combines letters from the two strings (Davis & Bowers, 2004; Davis & Coltheart, 2002; McClelland & Mozer, 1986; Shallice & McGill, 1978) . For example, if the pair of words line and love are presented very briefly and then followed by a pattern mask, readers will occasionally report that one of the words was "live" or "lone." In these examples, a letter apparently "migrates" between words while maintaining its within-word position (e.g., the letter O remains in position 2). The apparent tendency of letters to preserve within-word position has led some authors to cite this illusory word phenomenon as evidence in favor of position-specific letter coding (e.g., Ellis, Flude, & Young, 1987; Hinton & Shallice, 1991) . For example, Ellis et al. (1987) noted that "letters will only migrate perceptually if they can maintain the same within-word position in the error as in the target word from which they originate" (p. 457) and thus concluded that letter representations are coded for their specific position.
This conclusion was challenged by Davis and Bowers (2004) , who suggested that the tendency for letters to preserve serial position in illusory word reports reflects lexical and orthotactic constraints (e.g., a strong preference not to report letter strings that are nonwords or unpronounceable, such as "lvne"), rather than position-specific letter coding. We used a partial report paradigm in which participants are required to report just one of the two words in a briefly presented display; the word that they report is referred to as the target word, while the other word is referred to as the context word. In the examples given here, the target word is indicated by italicization (e.g., STEP SHOP); in the experiments, a poststimulus cue was used to indicate which of the two words was the target. The results of three separate experiments showed that illusory words in which letters migrate to different serial positions did occur when lexical and orthotactic constraints were removed. For example, the pair of words STEP SOAP led to reports of the illusory word "stop," even though the letter O occurs in position 2 in the word soap but position 3 in the word stop. Furthermore, in one of these experiments we found that letters could also migrate across two-letter positions, as in ABIDE ARISE 3 "aside." Thus illusory word phenomena cannot be considered to provide evidence in support of position-specific letter coding-to the contrary, such phenomena appear to contradict position-specific coding schemes.
Evidence From Masked Form Priming Studies
Much of the evidence concerning the nature of orthographic input coding has come from studies of orthographic similarity effects in the masked form priming paradigm (Evett & Humphreys, 1981; Forster & Davis, 1984) . The most common form of masked priming technique is the three-field procedure. In this procedure, a lower-case prime is presented very briefly (typically for around 50 ms), preceded by a forward mask (usually a row of # symbols) and immediately followed by an upper-case target, with all three stimuli appearing in the same location. Participants are unable to report the identity of the prime and are often not even aware of its presence in the display; any impact of the prime is therefore caused by automatic rather than strategic processes. Masked priming effects are considerably greater for word targets than for nonword targets (many studies have failed to find priming effects for nonword targets, although the bulk of the evidence now suggests that a small priming effect can be obtained for nonword targets preceded by identity primes), which supports the conclusion that the locus of masked priming is lexical, rather than sublexical (e.g., Bowers, 2003; Grainger & Jacobs, 1999 ; but see Masson & Bodner, 2003 , for an alternative perspective).
Masked priming experiments have established that preceding a target word with an orthographically similar letter string can result in facilitatory priming of responses to the target, relative to targets that are preceded by unrelated letter strings (e.g., Ferrand & Grainger, 1992 , 1993 Forster, Davis, Schoknecht, & Carter, 1987; Forster & Veres, 1998; Perea & Lupker, 2003a , 2003b Perea & Rosa, 2000; Schoonbaert & Grainger, 2004) . In particular, previous studies of masked form priming have demonstrated two distinct forms of orthographic similarity that lead to facilitatory priming. First, many studies have observed facilitatory priming effects when a word target is preceded by a nonword that differs from the target with respect to the substitution of a single letter, for example, wold-WORD (e.g., Ferrand & Grainger, 1992 , 1993 Forster et al., 1987; Forster & Veres, 1998; Perea & Rosa, 2000) , which is consistent with evidence from other paradigms that highlights the orthographic similarity of substitution neighbors (SNs; e.g., Andrews, 1997; Coltheart et al., 1977; Grainger, O'Regan, Jacobs, & Segui, 1989; Segui & Grainger, 1990) . Second, facilitatory priming effects are observed when a word target is preceded by a nonword that differs from the target with respect to the transposition of 2 adjacent letters, for example, wrod-WORD Perea & Lupker, 2003a; Schoonbaert & Grainger, 2004) . This priming effect is significantly greater than that which is obtained when the target word is preceded by a nonword that differs from the target with respect to the substitution of two letters, for example, wuld-WORD. The perceptual similarity of transposition neighbors (TNs) in masked form priming experiments is consistent with evidence from other paradigms (e.g., Andrews, 1996; Chambers, 1979; Davis & Andrews, 2001; Perea & Lupker, 2003b; Taft & van Graan, 1997) . The relative perceptual similarity of SNs (e.g., wold-word), double-substitution neighbors (DSNs; e.g., wuld-word), and TNs (e.g., wrod-word) provides critical constraints on orthographic input coding schemes.
How Do the Different Coding Schemes Explain the
Similarity of TNs?
The aforementioned coding schemes (slot-coding, Wickelcoding, open-bigram coding, and spatial coding) differ with respect to their ability to explain the similarity of TNs. Slot-coding has difficulty explaining the facilitatory effects of primes that are TNS of the target word (e.g., wrod-WORD). According to slot-coding, TNs like word and wrod share only two common letter units (W 1 and D 4 ), and hence pairs like this are no more similar than DSN pairs like word and weld, and less similar than SN pairs (e.g., word and ward). However, Perea and Lupker (2003a) found that target words primed by TNs were classified significantly faster than the same targets primed by DSNs; for example, lexical decision latencies for trials like uhser-USHER were 30 ms faster than those for trials like ufner-USHER. This contradicts position-specific coding models, which predict that these two conditions should not differ. Furthermore, effects of TN similarity that have been reported in tasks that do not involve priming also pose problems for position-specific coding models (Andrews, 1996; Chambers, 1979; Davis & Andrews, 2001; Taft & van Graan, 1997) .
One also has difficulty in using Wickelcoding to account for the perceptual similarity of TNs, because TN pairs like word and wrod do not share any common Wickelfeatures: the transposition of adjacent letters greatly changes the Wickelfeatures in a word. Thus, the predictions made by slot-coding and Wickelcoding are rather similar, despite their very different approaches to coding letter position.
Open Andrews, 1996; Chambers, 1979; Forster et al., 1987) . This suggests that openbigram coding is a promising alternative to position-specific slot-coding.
One also can use spatial coding to explain the similarity of TNs, because this form of orthographic similarity results in relatively similar spatial codes: all of the same letter units are active in the two spatial codes, with only slightly different patterns of activity (the relative activities of the transposed letters are reversed). The exact mechanism for quantifying this similarity is described in Appendix A; for present purposes, we simply note that the SOLAR model predicts that TNs are more similar than SNs. Thus spatial coding and open-bigram coding are both able to provide an account of the similarity of TNs, whereas slot-coding and Wickelcoding have difficulty explaining this form of similarity.
Contrasting the Predictions Made by
Five Different Coding Schemes
The above review illustrates how studying one particular form of orthographic similarity-transposed neighbor similarity-has helped to distinguish and test the predictions made by different input coding schemes. The resulting data present a strong challenge to the two coding schemes (slot-coding and Wickelcoding) that have been used most often, and in the most influential models of visual word recognition (e.g., Coltheart et al., 2001; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981; Paap et al., 1982 Paap et al., , 2000 Seidenberg & McClelland, 1989) . However, transposed neighbor similarity does not help to distinguish the predictions of open-bigram coding and spatial coding, because both types of schemes predict (a) that TNs are highly similar and (b) that TNs are more similar than SNs. A different form of orthographic similarity is required to distinguish between these two approaches to coding letter position.
Fortunately, there is a form of orthographic similarity that is able to differentiate the predictions of open-bigram coding and spatial coding. This distinction is made possible by exploiting the differential importance of letter contiguity in the two approaches. It is important, here, to distinguish between the two versions of open-bigram coding that have been proposed. In the discrete form of open-bigram coding, letter contiguity has no influence on the coding of four-letter strings (it only becomes a factor for letter pairs that are separated by more than two serial positions). In the continuous form of open-bigram coding used in the SERIOL model, letter contiguity has an effect in that bigram units that code contiguous letter pairs are activated more strongly than those that code noncontiguous pairs. As we shall see, this results in a somewhat-counterintuitive prediction. Spatial coding, however, makes a much more obvious prediction: it is sensitive both to letter identity overlap and to relative position overlap, and hence preserving letter contiguity optimizes the match between letter strings. These abstract differences can be made more concrete by considering the predicted similarity of letter strings in which one of the common letters is displaced by one serial position. An example is the pair stop and soap-the letter O occurs in both of these, but in different serial positions. We will refer to letter strings that have this form of similarity as neighbors-once-removed; pairs of stimuli that exhibit this similarity relationship will be referred to as N1R pairs. This type of orthographic similarity is ideal for distingushing between slot-coding, discrete open-bigram coding, continuous open-bigram coding, and spatial coding, as each of these schemes makes different predictions concerning the relative similarity of N1R pairs compared with SN pairs and DSN pairs. The similarity of a pair of letter strings x and y can be quantified by computing a normalized match value M(x, y) that lies between 0 and 1, where M(x, y) ϭ 0 indicates that there is no overlap between x and y, and M(x, y) ϭ 1 indicates a perfect match (i.e., this is the case when x and y are the same letter string). In the following analysis, we determine the match values for each of the 3 forms of orthographic similarity that are predicted by each of the five coding schemes.
1
For consistency, we use the same example stimuli throughout, in which the word stop is compared with an SN (shop), a neighbor once-removed (soap), and a DSN (snap).
Calculating the match between same-length stimuli is straightforward for slot-coding: it is just the proportion of shared letter units in the 2 codes. For example, SNs like stop and shop share three of four letter units, resulting in a match value of M(stop, shop) ϭ 0.75, whereas DSNs like stop and snap share two of four letter units, and hence M(stop, snap) ϭ 0.5. The critical comparison, for present purposes, concerns N1R pairs like stop and soap. According to a coding scheme based on absolute letter position, the O in position 2 of soap has no relationship to the O in position 3 of stop, and hence stop and soap share only two common letter units (S 1 and P 4 ). Thus, M(stop, soap) 
For the continuous version of open-bigram coding used in the SERIOL model, the prediction is slightly more complicated. The level of bigram activation in this coding scheme is determined by both letter contiguity and the serial position of the initial letter of the bigram. The formulae for calculating bigram activity are described in Whitney and Berndt (1999) . For contiguous letters, bigram activity is set to 0.6 posϪ1 , where pos denotes the position of the initial letter of the bigram. Thus, when coding the word stop, the activities of the contiguous bigrams are st ϭ 1, to ϭ 0.6, and op ϭ 0.36. For open-bigrams consisting of noncontiguous letters, the activation is set to 0.6 pos . The exception is the open-bigram formed by the initial and final letters, for which the activation is 1.0 -0.01n, where n is the length of the stimulus. Thus the activities of the noncontiguous bigrams in stop are so ϭ 0.6, tp ϭ 0.36, and sp ϭ 0.96. Whitney and Berndt (1999) also describe how to compute the input to word nodes based on the pattern of activity at the bigram nodes: "The weight vector for each word node was set to the bigram activation vector corresponding to that word. The activation of a word node was calculated as the dot product of its weight vector and the input vector" (p. 156). Thus the same formula for setting bigram activities is used to set the weights between bigram nodes and word nodes, for example, the connection weight between the st and stop nodes is 1, between the to and stop nodes is 0.6, and so on. The use of dot-product matching of the input and weights is a standard neural network approach.
These specifications for the SERIOL model explain how to compute the match between SNs, N1R, and DSNs. The calculations are shown in Table 1 . The bigram activities for each stimulus are multiplied by the corresponding weights (which are equal to the top row of numbers in the table), and then summed. To obtain a match value that is on the same scale as for the other schemes (where a value of 1 indicates a perfect match), the sum of the products has been divided by 3.90. As can be seen, M(shop, stop) Ͼ M (stop, snap) , that is, SN pairs are more similar than DSN pairs, and M(stop, soap) Ͼ M(stop, snap) , that is, N1R pairs are also more similar than DSN pairs. However, SERIOL's coding scheme also predicts that M(stop, soap) Ͼ M (stop, shop) , that is, that N1R pairs like stop and soap are more similar than SN pairs like stop and shop. The reason for this rather counterintuitive prediction can be understood by considering the one difference between the second and third rows of Table 1 : the so bigram is coded by an activity of 1.0 in soap (because it is an initial contiguous bigram), compared to an activity of 0.6 in shop (where it is not contiguous). The presence of a larger activity in the code for soap means that it computes a larger match with stop than does shop, even though the so bigram is contiguous in the word soap but not in stop or shop. Note also that the op bigram has the same value in the codes for shop and soap, though for different reasons: it would have a lower activity in soap, where this letter pair is noncontiguous, but this is balanced by the fact that the letter O occurs earlier in soap than in shop. Thus the ordering of similarity relations predicted by the model is
Intuitively, looking at the examples in Figure 1 , and the degree of overlap in the patterns of activities across the S, O and P units, it is not hard to see that spatial coding predicts the ordering relation (stop, snap) . The first part of this inequality obtains because the spatial codes for stop and shop overlap perfectly for three of the four letters, whereas the overlap between the spatial codes for stop and soap is not quite as good: although these codes also share three of the four letter units, the letter activity differs between the two codes for one of these three. But this overlap is still greater than that between stop and snap, which have overlapping patterns for only two of the four letters. This ordering reflects the fact that the matching mechanism used by word detectors in the SOLAR model is sensitive both to the To summarize, each of the five coding schemes that have been discussed make differing predictions regarding the relative similarity of SNs, once-removed neighbors, and DSNs. The match values predicted by each of the five schemes are depicted in Figure 2 .
Testing Letter Position Coding Schemes
The goal of the experiments reported in this work is to test the different predictions regarding the orthographic similarity between letter strings made by the five different letter position coding schemes discussed above, that is, slot-coding, Wickelcoding, the two variants of open-bigram coding, and spatial coding. To perform this model comparison, we used two different experimental paradigms: Experiment 1 used the illusory word paradigm (cf. Davis & Bowers, 2004) , whereas Experiments 2 and 3 used a masked priming methodology in conjunction with a standard lexical-decision task (LDT; cf. Forster & Davis, 1984; Grainger et al., 1989) .
Experiment 1
In this experiment, we refined a technique based on the phenomenon of illusory word perception that we have previously used to investigate letter position coding (Davis & Bowers, 2004) . Previous research has provided strong evidence that illusory word phenomena have a lexical locus. An alternative theoretical explanation was explored by Treisman and Souther (1986) , who suggested a feature integration account of illusory word phenomena. According to this account, when attention is overloaded, letters are sometimes identified but not localized, allowing letters to be recombined incorrectly to form illusory words. However, this account is unable to explain the surround-similarity effect: the incidence of illusory word report is greater than chance when the two-letter strings are orthographically similar (e.g., RAGE RICE 3 "race"), but not when they are dissimilar (e.g., RAGE LOCK), even though the context LOCK contains an C that could migrate to the target to form the illusory word "race" (Davis & Bowers, 2004; McClelland & Mozer, 1986; Shallice & McGill, 1978) . This similarity effect is not based on physical similarity: case differences between the target and context words (rage-RiCe or rage-RICE) do not decrease the likelihood of illusory word report (McClelland & Mozer, 1986; Shallice & McGill, 1978) .
These aspects of illusory word report strongly suggest that the locus of the phenomenon is lexical, rather than a prelexical failure of letter localization. In particular, it appears that the tendency to report illusory words stems from the fact that both of the letter strings in the display converge on the representation of the illusory word; for example, given the word pair RAGE RICE, both stimuli partially activate the representation of the word race. By contrast, in the case of a dissimilar pair like RAGE LOCK, only one of the words activates the representation of "race," and hence this illusory word will be reported no more often than for a control display like RAGE MONK (i.e., the presence of a C in position 3 of the word lock has no effect on illusory word report). In passing, we note that this interpretation of the phenomenon underlies our preference for the term illusory word report, rather than letter migration (cf. Ellis, Flude, & Young, 1987; Hinton & Shallice, 1991; McClelland & Mozer, 1986; Treisman & Souther, 1986) .
The aforementioned lexical account suggests that the illusory word phenomenon can be exploited as a tool for measuring the relative perceptual similarity of letter strings. For instance, Davis and Bowers' (2004) finding that the illusory word "stop" was reported more often given the display STEP SHOP than the display STEP SNAP implies that shop is more similar to stop than is snap, that is, M(stop, shop) Ͼ M (stop, snap) . This finding is not at all surprising: all of the coding schemes that have been reviewed predict that SN pairs are more similar than DSN pairs. A more important aspect of Davis and Bowers' findings was that the illusory word "stop" was also reported significantly more often given the display STEP SOAP than the display STEP SNAP. This implies that soap is more similar to stop than is snap, that is, (stop, snap) . In other words, the illusory word phenomenon provides evidence that N1R pairs are more similar than DSN pairs. This result is not predicted by either slot-coding or Wickelcoding, but is correctly predicted by open-bigram coding and spatial coding.
For present purposes, the critical comparison is between the relative similarity of SN pairs and N1R pairs, as this distinguishes spatial coding and the two versions of open-bigram coding. The data of Davis and Bowers (2004) are somewhat indeterminate in this respect. In two of the three experiments, we reported there was a numerical difference between these conditions, such that illusory words were reported more often for displays containing a SN than for displays containing a neighbor once-removed (in the remaining experiment there was no difference at all between these conditions). The numerical difference was greatest in Experiment 3, in which illusory word reports occurred on 15.3% of trials when the context word was a SN (e.g., SMACK SHARK 3 "shack"), compared with 11.0% of trials when the context word was a neighbor once-removed (e.g., BLOCK BLEAK 3 "black"). However, the numerical differences in these experiments did not attain statistical significance. One factor that may have contributed to the difficulty in observing a significant difference was that the different conditions used different target stimuli (as well as different potential illusory words), thereby introducing additional variance. The use of different targets across conditions is unavoidable in two-word displays, because of the scarcity of words that possess a SN, a neighbor once-removed, and a DSN, all of which preserve the same exterior letters.
However, it is possible to simultaneously match the identity of both the target word and the potential illusory word across conditions if the context stimulus is a nonword rather than a word. For example, the target word SINK can be paired with either (a) the nonword context SELK (an SN of the illusory word "silk"), or (b) the nonword context SLEK (an N1R of "silk"), or (c) the nonword context SORK (a DSN of "silk"). Therefore, the use of nonword context stimuli in the present experiment allows us to directly compare 3 critical conditions (SN, N1R, and DSN pairs) using a fixed set of word targets. It is also worth noting that previous research has shown that the lexical status of the context stimulus does not affect the likelihood of illusory word report (McClelland & Mozer, 1986; Treisman & Souther, 1986) , a finding that we replicated in a pilot experiment in our own laboratory. Thus, we can expect the illusory word "silk" to be reported just as often for displays like SINK SELK as for displays like SINK SULK. We hoped that the use of nonword context stimuli would be a methodological improvement over Davis and Bowers (2004) , and that this would increase the sensitivity to detect subtle differences in orthographic similarity.
Different Predictions Made by the Five Coding Schemes
The predictions for this experiment are based on the match values derived in the Introduction (Figure 2 ). To be concrete, we focus on the example in which the target is the word SINK, the potential migration response is "silk," and the three possible nonword contexts are the SN SELK, the once-removed neighbor SLEK, and the DSN SORK. Slot-coding predicts that the illusory word SILK will be reported more often for the SN context (SELK) than for the other two contexts, which should not differ (because SLEK and SORK are equally similar to SILK, according to slotcoding). The same prediction follows from Wickelcoding, because the context SELK shares a Wickelfeature with SILK, whereas SLEK and SORK share no features with the illusory word. The version of open-bigram coding proposed by Grainger and colleagues (Grainger & van Heuven, 2003; Schoonbaert & Grainger, 2004) predicts that both the SN and the N1R contexts should produce more illusory word reports than the DSN context and that the former two conditions should not differ (because SELK and SLEK are equally similar to SILK). By contrast, the SERIOL version of open-bigram coding predicts that the N1R context SLEK will result in more illusory word reports than the SN context (because SLEK is more similar to SILK than is SELK), and that both of these conditions will result in more illusory word reports than the DSN context. Finally, spatial coding predicts that neighbor contexts should produce more illusory word reports than N1R contexts (because the similarity of SELK and SILK is greater than that of SLEK and SILK), and that N1R contexts should produce more illusory word reports than DSN contexts (because the similarity of SLEK and SILK is greater than that of SORK and SILK). The goal of Experiment 1 was to test these different predictions.
Method
Participants. Thirty-two undergraduates from Macquarie University participated in the experiment in return for course credit. All participants were native speakers of English and had normal or corrected-to-normal vision.
Stimuli and design. A partial report methodology was used in which participants were shown a pair of letter strings, followed by a cue that indicated which of the 2 letter strings to report. In the following, we refer to the cued stimulus as the target and the noncued stimulus as the context; when describing stimulus pairs, the target stimulus is italicized (e.g., SEND SALD), although of course the target was not in italics when presented to the participants. The stimulus pair always consisted of a word and a nonword, either of which was equally likely to be the target (i.e., the identity of the target was not cued by lexical status). There were 60 targets in all: 30 words and 30 nonwords. Target words were of relatively high frequency (between 20 and 300 counts per million in the CELEX database, median frequency ϭ 54 per million) and were mostly from dense orthographic neighborhoods (median N ϭ 10); N values and frequency estimates were obtained using the N-Watch software (Davis, 2005) . One of the neighbors of each target served as the potential illusory word, for example, the illusory word associated with the target SEND was SAND. Illusory words were also of relatively high frequency (between 20 and 500 counts per million in the CELEX database, median frequency ϭ 65 per million); 14 of the 30 illusory words were of higher frequency than the target word.
Each target word was paired with three different nonword contexts, which varied according to the similarity relationship between the context and the illusory word: (a) an SN context, for example, SEND SALD 3 SAND; (b) an N1R context, for example, SEND SLAD 3 SAND; and (c) a DSN context, for example, SEND SLUD. Context stimuli in the first two conditions were selected such that only one of their internal letters could replace an internal letter of the target word to form a legal word; contexts in the third condition were selected such that neither of their internal letters could replace an internal letter of the target word to form a legal word. In the first two conditions, in which the context stimulus contained an internal letter of the illusory word, this letter was the second letter for half of the items and the third letter for the remaining half.
A similar manipulation was performed for the nonword targets, except that different nonword targets were employed for the SN and N1R conditions. Each nonword target was paired with two different word contexts: one which contained an internal letter common to the illusory word (i.e., either an SN context or an N1R context) and one in which neither of the internal letters was shared with the illusory word (i.e., the DSN context). For example, the nonword HONT was paired with the SN context HURT, which allows the illusory word response hunt; the DSN context in this case was the word HEAT, for which neither of the internal letters is shared with the illusory word hunt. Meanwhile, the nonword TROE was paired with the N1R context TUNE, which allows the illusory word response true; the DSN context in this case was the word TAME. Procedure. Participants were tested in a quiet room in groups of up to four. They were told that they would see two-letter strings (one word and one nonword), followed by a cue that indicated which of these two strings to report. The instructions stressed response accuracy rather than speed. There was a block of 16 practice trials before the experiment proper began. The stimuli for these trials were selected subject to the constraint that their combinations of initial and final letters did not match those of the experimental stimuli.
The sequence of events was as follows. A fixation point appeared on the center of the screen for 1000 ms, followed by a blank screen for 500 ms. A pair of four-letter stimuli was then displayed for 67 ms (this corresponded to four screen refreshes on the testing computers). The stimulus pair was centered on the screen, with the two-letter strings separated by one character width (i.e., the blank space was in the same physical position where the fixation point had previously appeared). The total width of the stimulus pair subtended a visual angle of approximately 3.3 degrees, whereas the height was approximately 0.4 degrees. The letter strings were then replaced by two rows of hash characters (i.e., #### ####). After 200 ms, the mask disappeared and a cue consisting of a horizontal line appeared approximately 1 degree below the position where the target stimulus had previously appeared. The participant then reported the identity of the probed stimulus by typing their response on the computer keyboard. Each participant saw each of the target stimuli twice: once paired with a context that contained an internal letter of the illusory word (either the SN context or the N1R context), and once with a DSN context. For example, half of the subjects saw the target word SEND paired with the SN context SALD, whereas the other half saw this target paired with the N1R context SLAD, but all subjects saw this target paired with the DSN context SLUD. Four separate stimulus lists were prepared to counterbalance the pairing of target and migration contexts and target position (left or right). The order of experimental trials was randomized individually for each participant.
Results
Each response was categorized as either a correct response, an illusory word, or as an "other" error (examples of the latter are SEND SLUD 3 "stud" and SINK SLEK 3 "sunk"). Two of the 32 subjects had very low levels of reporting accuracy (reporting less than 7% of targets correctly), indicating that they had great difficulty in seeing the stimuli at the very brief exposure durations used in this experiment; subsequently, these two participants were excluded from the analyses. To balance the design (so that we had an equal number of subjects in each of the four stimulus lists) we excluded two other subjects; for this purpose, we selected the two subjects who had the highest accuracy rates in their respective lists (these participants' mean accuracy to report word targets was 92% and 70%, respectively; the exclusion of these participants had no effect on the pattern of results), leaving 28 subjects (i.e., 7 per stimulus list). The overall accuracy across lists was very similar, ranging between 33% and 39%, with an average of 36%.
Not surprisingly, analyses of the response accuracy data showed a large word superiority effect, that is, participants reported word targets much more accurately (M ϭ 53%) than nonword targets (M ϭ 19%), F1(1, 27) ϭ 389.43, F2(1, 56) ϭ 89.78, both ps Ͻ .001. Because of the different way in which the context variables were manipulated, we analyzed word and nonword targets separately.
Word targets. The results for the word targets are shown in Table 3 . There were significantly more illusory word reports in the SN condition than in the DSN condition, F1 (1, 27) Table 4 . The analysis of nonword targets showed a similar pattern of results to that obtained for word targets. The incidence of illusory word reports for the SN and N1R contexts exceeded that for the DSN contexts, F1(1, 54) ϭ 38.04, p Ͻ .001, F2(1, 26) ϭ 23.92, p Ͻ .001. The difference was significantly higher in the SN condition (M ϭ 11.7%) than in the N1R condition (M ϭ 3.1%), F1(1, 27) ϭ 13.81, p Ͻ .001, F2(1, 26) ϭ 8.22, p Ͻ .01. Further tests showed that the greater incidence of illusory word reports in the SN condition compared to its DSN control condition was significant in both analyses, F1(1, 27) ϭ 38.92, p Ͻ .001, F2(1, 13) ϭ 23.16, p Ͻ .001, whereas the greater incidence of illusory word reports in the N1R condition compared to its DSN control condition was significant in the analysis over participants, and bordered on significance in the analysis over items, F1(1, 27) ϭ 4.23, p Ͻ .05, F2(1, 13) ϭ 2.93, p Ͻ .06.
Discussion
The results of this experiment showed clear differences in the frequency of illusory word reports across the three nonword context conditions, supporting one of the five theories of letter position coding that we tested, and providing evidence against the other four. First, the finding of more frequent illusory word reports in the N1R condition than in the DSN condition replicates findings recently reported by Davis and Bowers (2004) , and provides further evidence against position-specific letter coding (slotcoding) and Wickelcoding. Second, the finding of a significant difference in the frequency of illusory word reports in the SN and N1R conditions provides evidence against discrete open-bigram coding (Grainger & van Heuven, 2003; Schoonbaert & Grainger, 2004) , according to which these two conditions should not differ. Third, the fact that the observed difference was in the direction of more illusory word reports in the SN condition than in the N1R condition provides evidence against continuous open-bigram coding (Whitney, 2001; Whitney & Berndt, 1999) , which predicts a difference in the opposite direction. Finally, the observed difference agrees with the prediction made by the spatial coding scheme employed in the SOLAR model (Davis, 1999) . An interesting aspect of the results was that the difference between the SN and N1R conditions was present for all three response categories (i.e., correct responses, illusory word reports, and other errors).
2 A plausible outcome of this experiment would have been for differences in illusory word reports to be mirrored in the differences in other incorrect responses, with the percentage of correct reports more or less equivalent across the three context conditions. However, the rate of correct reports was actually much lower for the SN condition (46%) than for the N1R condition (56%); a post hoc test showed that this difference was highly significant, F1(1,27) ϭ 12.42, p Ͻ .01, F2(1,29) ϭ 6.08, p Ͻ .05, indicating that SN contexts interfere with correct identification of the target even when this does not lead to illusory word reports. We interpret this outcome as evidence supporting competitive network models of recognition-in such models, simultaneous activation of both the target and one of its close competitors can result in neither representation exceeding the identification threshold.
The nonword targets showed an identical pattern of results as was observed for the word targets: N1R contexts (e.g., TROE TUNE 3 "true") resulted in more illusory word reports than DSN contexts (e.g., TROE TAME 3 "true"), but fewer illusory word reports than SN contexts (e.g., HONT HURT 3 "hunt"). The difference that was observed for word targets is more compelling, however, because the three context conditions involved exactly the same target words and illusory words, thereby eliminating a potential confound in the interpretation of the results.
In summary, the results of Experiment 1 replicate our previous findings in showing that both SN contexts and N1R contexts produce more illusory word reports than DSN contexts (Davis & Bowers, 2004) . More importantly, they also extend these findings by showing significantly more illusory word reports for SN contexts than for N1R contexts. It is probable that the absence of a significant difference between the SN and N1R conditions in our previous work was the result of confounds with characteristics of the target, context, or illusory words (however, this does not invalidate the main conclusions of these experiments, which were not designed to test the comparison between SN and N1R contexts). According to the lexical account of the illusory word phenomenon (which is supported by a body of independent evidence), the likelihood of illusory word report depends on the orthographic similarity of both the target and the context stimulus to the illusory word. By this logic, the present findings should be sufficient to reject the slot coding, Wickelcoding, and open bigram coding schemes, in favor of the spatial coding scheme. Nevertheless, there is some reason to be cautious regarding this conclusion.
Data-limited paradigms such as the illusory word paradigm leave open the possibility that participants' responses are influenced by slow inferential processes that are outside the realm of normal word perception. Furthermore, the exact mechanisms underlying performance in this divided attention procedure are not well understood. Although we do not believe that these considerations mitigate our conclusions, it would clearly be highly desirable to obtain converging evidence for the critical difference between the SN and N1R conditions in a conventional reaction time task. This was the goal of the following experiments.
Experiment 2
In this experiment, we used the masked priming LDT paradigm to compare the orthographic similarity of different pairs of letter strings. As noted, previous masked priming experiments have established that preceding a target word with an orthographically similar letter string can result in facilitatory priming of responses to the target, relative to targets that are preceded by unrelated letter strings (e.g., Ferrand & Grainger, 1992 , 1993 Forster et al., 1987; Forster & Veres, 1998; Perea & Rosa, 2000) . However, two qualifications to this conclusion must be noted. The first qualification is that there is evidence of a prime lexicality effect (e.g., Davis & Lupker, in press; Forster & Veres, 1998; Segui & Grainger, 1990) : whereas facilitatory priming is observed for nonword primes, inhibitory or null effects often are observed for word primes. In particular, several studies have found that priming a low-frequency target word with an orthographically similar word of higher frequency results in an inhibitory effect (e.g., Davis & Lupker, in press; de Moor & Brysbaert, 2000; Drews & Zwitserlood, 1995; Segui & Grainger, 1990) . This finding lends support to competitive network models of visual word recognition, in which orthographically similar words compete with each other during the recognition process (e.g., Davis, 1999; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981) . Because we wished to measure orthographic similarity in terms of facilitatory priming effects, we used primes that were nonwords.
The second qualification is that facilitatory effects of masked form priming appear to depend upon the neighborhood characteristics of the target word. Forster (1987; Forster et al., 1987) found that facilitatory priming effects from nonword neighbor primes were not robust for four-letter words. Further experiments led him to suggest that the failure of facilitatory priming for these targets was a consequence not of length per se, but of the high neighborhood density of (most) short target words; he referred to this as the density constraint (e.g., Forster & Taft, 1994; Forster et al., 1987; Perea & Rosa, 2000) . Van Heuven, Dijkstra, Grainger, and Schriefers (2001) suggested a refinement of this conclusion, according to which the critical variable is not the overall number of orthographic neighbors of the target, but rather the number of neighbors of the target word that are also neighbors of the prime stimulus. A similar conclusion follows from the results of a masked priming study reported by Hinton, Liversedge, and Underwood (1998) , and further evidence of the importance of the shared neighborhood of prime and target has recently been re-2 We thank Ken Paap for drawing our attention to this aspect of the results. ported by Davis and Lupker (in press) , in a series of masked priming experiments investigating inhibitory priming from word neighbor primes. Thus, to maximize our chance of observing strong facilitatory form priming effects, we selected word targets that had relatively few lexical neighbors (N Յ 3), and which did not share any neighbors with their primes. Satisfying these criteria necessitated the use of 5-letter stimuli, as it is relatively difficult to find form-related primes and targets that do not share neighbors when four-letter stimuli are used.
Contrasting the Predictions of the Open-Bigram and Spatial Coding Models
There is now an abundance of evidence that challenges slot coding and Wickelcoding (e.g., the results of Experiment 1, as well as Davis & Bowers, 2004; Grainger et al., in press; Perea & Lupker, 2003a , 2003b Schoonbaert & Grainger, 2004) , and we therefore chose to focus our attention in the present experiment on the remaining three coding schemes: discrete open-bigram coding, continuous open-bigram coding, and spatial coding. For this reason, we did not include DSN primes in the present experiment, as all three coding schemes predict that DSN pairs are less similar than either SN or N1R pairs. Instead, we focus on the critical comparison of SN versus N1R pairs. For example, we compared classificiation latencies for the target SALON when it was primed by the SN prime szlon versus the N1R prime slzon.
The three schemes each make different predictions regarding the relative effectiveness of SN primes and N1R primes. The slight increase in the length of the stimuli from Experiment 1 does not (qualitatively) affect the predictions discussed in the Introduction. Discrete open-bigram coding predicts that these two types of prime should have equivalent effects (it is worth noting that, because we once again restricted ourselves to substitutions involving interior letters of a word, the limit on the number of intervening letters in an open-bigram is not relevant). Both SN and N1R primes share five of the nine bigrams in a five-letter target, and hence the match value is equal to 0.56 in both cases; the only bigrams that differ between the coding of szlon and slzon are zl and lz, and these have no bearing on similarity to the target SALON. Continuous openbigram coding predicts that the N1R prime slzon should have a greater facilitatory priming effect than the SN prime szlon. Finally, spatial coding predicts that SN primes should have a greater facilitatory priming effect than N1R primes, because the SN prime is more similar to the target than the N1R prime: M(salon, szlon) ϭ 4/5 ϭ 0.8 Ͼ M(salon, slzon) ϭ 3.77/5 ϭ 0.75.
Serial Position Effects
A further question that we investigated in this experiment was whether orthographic similarity effects are modulated by the position of the substituted letter. We felt that it was important to address this issue to avoid the possibility that any difference between the SN and N1R conditions was specific to a particular serial position. The question of whether there are interactions between orthographic similarity and serial position for interior letters is a theoretically interesting one because such an interaction is a direct prediction of serial input models (e.g., Whitney's, 2001, SERIOL model) . We are aware of only one published study that has systematically examined the effect of the serial position at which SNs differ (Perea, 1998) . Perea used a perceptual identification paradigm in which five-letter word targets were primed by either word neighbors (e.g., bride-bribe) or unrelated words. He found that neighbor primes had an inhibitory effect on target word identification when the prime and target differed at the third or fourth position, but not when they differed at the first, second, or fifth positions. The contrast between prime-target pairs that differ with respect to an exterior, as opposed to an interior letter is consistent with evidence from other priming studies suggesting that exterior letter overlap is particularly important (e.g., Forster, 1976; Humphreys et al., 1990; McCusker et al., 1981) . That is, neighbor pairs that differ with respect to an exterior letter (e.g., lemon-demon, grass-grasp) may be less similar than pairs that differ with respect to an interior letter (e.g., bride-bribe).
However, the exterior-interior letter distinction does not explain why Perea (1998) did not observe priming for pairs like startsmart, which differ at the second position: This suggests that some other factor could affect the interaction of orthographic similarity and serial position for interior positions. A serial, left-to-right process is one candidate. For example, Whitney's (2001) SERIOL model predicts a match value of 0.79 for pairs like bride and bribe, compared to a match value of only 0.54 for pairs like start and smart. An alternative possibility is that the second position of five-letter words is particularly salient, because it corresponds to the optimal viewing position or preferred viewing location (both of which are slightly to the left of the center of a word; e.g., Rayner, 1979) ; a difference at this position may be more noticeable, leading pairs like start-smart to be perceived as less similar than pairs like bride-bribe. Before investigating such explanations in detail, though, it is necessary to establish the robustness of the phenomenon. As we note in the discussion, the inhibitory priming procedure used by Perea may not be the optimal technique for investigating serial position effects. Experiment 2 used a facilitatory priming paradigm, which we will argue is more suited to examining interactions between serial position and orthographic similarity.
In Experiment 2, half of the SN primes were created by substituting letters at the second position (as in the szlon example); we refer to these as SN 2 primes. The remaining SN primes were created by substituting letters at the fourth position (e.g., salzn); we refer to these as SN 4 primes. According to the continuous openbigram coding scheme used in the SERIOL model, early positions carry greater weight (e.g., the bigram formed by the letters in positions 1 and 2 is coded by a greater activity than the bigram formed by the letters in positions 3 and 4). Therefore, this model predicts that replacing the second letter of the target should result in a less similar prime than replacing the fourth letter (i.e., SN 2 primes should be less effective than SN 4 primes); the predicted match values are 0.54 and 0.79, respectively. By contrast, the other four coding schemes reviewed in the introduction predict no difference between SN 2 and SN 4 primes. We also included a similar manipulation for the N1R primes: half of these were formed by transposing the second and third letters of a corresponding SN 2 prime (e.g., transposing the Z and the L in the SN 2 prime szlon produces the N1R 2 prime slzon), and the remaining half were formed by transposing the third and fourth letters of a corresponding SN 4 prime (e.g., transposing the Z and the L in the SN 2 prime salzn produces the N1R 4 prime sazln). The SERIOL model pre-dicts that N1R 4 primes should be more effective than N1R 2 primes. The other models, by contrast, predict no difference. Indeed, most models implicitly adopt a symmetry premise (Davis, 2006) , according to which displacement of a letter has equivalent effects whichever direction it is shifted in, that is, backward, as in N1R 2 primes, or forward, as in N1R 4 primes.
Method
Participants. Thirty-five undergraduates from the University of Bristol participated in the experiment in return for course credit. All participants were native speakers of English and had normal or corrected-to-normal vision.
Stimuli and design. The experiment consisted of 120 word targets and 120 nonword targets. Each target was paired with five different nonword primes: (a) an SN 2 prime, which was a neighbor of the target that differed at position 2 (e.g., pxlar-POLAR), (b) an SN 4 prime, which was a neighbor of the target that differed at position 4 (e.g., polxr-POLAR), (c) an N1R 2 prime, which was a N1R of the target formed by transposing the second and third letters of the corresponding SN 2 prime (e.g., plxar-POLAR), (d) an N1R 4 prime, which was a N1R of the target formed by transposing the third and fourth letters of the corresponding SN 4 prime (e.g., poxlr-POLAR), and (e) an unrelated prime (e.g., gxief-POLAR). Five different counterbalanced versions of the experiment were designed, so that each participant saw a given target only once, paired with one of its five primes.
The stimuli were selected as follows. First, we selected a set of fiveletter words with CELEX written frequencies of between 2 and 30 counts per million and no more than three neighbors. We excluded plurals, past tense forms, proper nouns, and words that seemed relatively unfamiliar, as well as words that included repeated letters (because letter repetition could interfere with the examination of letter position effects). We then wrote a computer program that determined the set of all possible primes for each of the four related prime conditions. Thus, for each target, a set of primes of the form 1d345, 123d5, 13d45, and 124d5 was computed, where the string 12345 refers to the letters of the target, and d is a letter not contained in the target. The program excluded primes that were themselves words, or primes that had neighbors (or N1R, or TN) other than the target. Words for which no possible primes could be found were excluded from being potential targets; this resulted in a set of 120 potential targets. The program then computed the (length and position-specific) summed log bigram frequency (SLBF) for each possible prime. Finally, for each target it selected a single substitution letter that minimized the difference in SLBF between the SN and N1R conditions (e.g., for the target POLAR, the substitution letter that the program selected was x, resulting in the set of primes pxlar, polxr, plxar, and poxlr). This method of selecting primes was designed to try to ensure that the SN and N1R primes were closely matched with respect to their wordlikeness. The goal of matching with respect to SLBF was satisfied: the mean SLBF was 5.4 for both SN 2 primes and N1R 2 primes, and 5.7 for both SN 4 primes and N1R 4 primes. This method of selecting primes also avoided the possibility of unconscious biases in stimulus selection (Forster, 2000) . Note that SN primes had exactly one SN (the target) and no N1R (or TNs), whereas N1R primes had exactly one N1R (the target) and no SNs (or TNs). There were a small number of cases in which the prime had a deletion neighbor (e.g., Davis & Taft, 2005) , usually of low frequency. For example, the SN 2 prime selected for the target ANKLE was axkle, which has the deletion neighbor axle. In most cases when this happened, the letters of the deletion neighbor were noncontiguous within the target, and the same deletion neighbor was possessed by one of the SN conditions and one of the N1R conditions (e.g., the N1R-prime for ANKLE was akxle, which also has the DN axle). However, there were five cases in which only one of the prime conditions had a DN (e.g., the SN 2 prime that was originally selected for the target VAULT was vcult, which has the DN cult; by contrast, cult is not a DN of the other primes selected for this target, i.e., vauct, vuclt, and vacut). For these cases, we selected the substitution letter that ranked second for minimizing the SLBF difference (e.g., the primes for VAULT became vkult etc.). The same procedure was used to replace one case in which the SN 4 prime initially selected (hinje) was a pseudohomophone of the target (HINGE). Unrelated primes were chosen by pseudorandomly pairing primes from the related conditions (30 from each of the four related conditions) with targets, such that the resulting prime-target combinations shared at most one letter; when there was a common letter, it occupied a different position in the target and its unrelated prime.
Each of the nonword targets was selected by changing the third letter of a five-letter large-N (N ϭ 5) word. The primes for the nonword targets were constructed in the same way as for the word targets, except that the constraints on neighbors were relaxed (i.e., primes were allowed to have neighbors other than the target). The full set of stimuli for this experiment can be found in Appendix B.
Procedure. Participants were tested in a quiet room either individually or in groups of two or three. They were told that words and nonwords would be displayed on the monitor in front of them, and that they should press one of two buttons to indicate whether each stimulus was a word or a nonword. Word responses were made with the participant's right hand, and they were instructed to respond as rapidly as possible while maintaining a reasonable level of accuracy. Participants were initially presented with 16 sample trials consisting of eight words and eight nonwords. The experiment proper consisted of 240 experimental trials, the order of which was randomized for each participant. Stimuli were presented using the DMDX software for stimulus display (Forster & Forster, 2003) , on Windows PCs with a refresh rate calibrated to 13.3 ms. A standard masked priming methodology was followed: each trial consisted of a mask stimulus (#####) that was displayed for 500 ms, followed by a lower case prime stimulus that was displayed for 67 ms (i.e., 5 screen refreshes), followed by an upper case target which remained visible until the subject responded.
The prime and target were displayed using different font sizes: primes were displayed in 12-point Courier New, whereas targets were displayed in 16-point Courier New. The aim of this was to ensure that any advantage for SN primes relative to N1R primes was not due to visual overlap in cases where the lower and upper case versions of the same letter was similar.
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Results and Discussion
Latencies greater than 1,500 ms (0.4% of the data) or less than 300 ms (0%) were excluded from the analysis of reaction times. Five word targets (bison, brute, dogma, pluck, and voter) were classified as nonwords by more than 25% of the participants and were therefore excluded from the analyses. Mean reaction times (RTs) and error rates across conditions are shown in Table 5 .
Mean RT for the SN prime conditions was 11 ms faster than for the N1R prime conditions. We analyzed this difference using a one-tailed test, in which the null hypothesis was that there was no difference and the alternative hypothesis was that SN primes were more effective than N1R primes. The difference was significant in both the participant and item analyses, F1(1, 34) ϭ 3.92, p Ͻ .05; F2(1, 114) ϭ 5.43, p Ͻ .05. (Although a one-tailed test is the more appropriate analysis, we note in passing that, in a two-tailed test, the difference by items is still significant and the difference by participants is marginally significant, with p ϭ .056). Thus the observed difference agrees with the predictions of the SOLAR model, but disagrees with the prediction of open-bigram coding.
There was no effect of the position of the replaced letter: the mean latency was 594 ms when the letter in position 2 was replaced and 595 ms when the letter in position 4 was replaced (both Fs Ͻ 1). Nor was there any interaction between type of orthographic similarity and replacement position, F1(1, 34) ϭ 1.23, p Ͼ .05; F2(1, 114) ϭ 1.58, p Ͼ .05. This agrees with the predictions of the SOLAR model and the discrete open-bigram model, but disagrees with the SERIOL model, which predicts that replacing the letter in position 4 of the target should result in a much more similar prime than replacing the letter in position 2.
Pairwise comparisons using Dunnett's test showed that the unrelated prime condition produced significantly longer RTs than the SN 2 condition, t1 (34) 05. An analysis of error rates showed no effect of type of orthographic similarity, no effect of position, and no interaction between these factors (all Fs Ͻ 1). The mean correct RT for nonword targets was 667 ms, and the mean error rate was 8. 8%. 4 In summary, the results of Experiment 2 show a clear difference between SN primes and N1R primes, enabling us to reject the null hypothesis of no difference between these conditions. 5 The greater effectiveness of SN primes is consistent with the prediction of the spatial coding scheme used in the SOLAR model, but is inconsistent with open-bigram coding schemes. Note also that the difference between SN and N1R primes cannot be attributed to lowlevel visual factors (i.e., a greater physical overlap between the prime and the target in the case of SN primes) because the use of different font sizes for primes and targets eliminated any close physical overlap between the corresponding letters of the prime and the target.
Another interesting aspect of the results was the absence of any serial position effect. There was only a 1-ms difference between the RTs for primes formed by replacing the second letter of a word target and primes formed by replacing the fourth letter of the target. When only SN primes are considered, the difference increases to 5 ms (in the direction of greater priming for SN 4 primes), but is nevertheless far from significant ( p Ͼ .4). This aspect of our results differs from the findings of Perea (1998) , who observed (inhibitory) priming for SN 4 primes (e.g., bride-bribe), but not SN 2 primes (start-smart). There are a number of relevant differences between the experiments. In our experiment, the word targets were the same for both position conditions (thereby ruling out the possibility that the position factor was confounded with some aspect of the target words), whereas the methodology of Perea's experiment made it necessary to use different targets for each position condition. Furthermore, the primes in our experiment were nonwords that had no neighbors (or N1R) other than the target, ruling out the possibility that the manipulation of position was confounded with prime frequency or neighborhood properties of the prime. The latter possibilities do affect the interpretation of Perea's experiment, and masked inhibitory priming can be affected by both relative prime-target frequency and the shared neighborhood of the prime and target (e.g., Davis, 2003; Davis & Lupker, in press ). Recent evidence from other masked priming experiments also has failed to find evidence for serial position effects (Grainger et al., in press ). The null effect of serial position is consistent with the SOLAR model, which assigns equal weight to all interior positions (Davis, 2006) , and also with parallel input models like the dual-route cascaded model and M-ROM. However, it is inconsistent with left-to-right serial input models, like SERIOL, which predict that primes formed by replacing the fourth letter of a word target should be considerably more effective than primes formed by replacing the second letter of the target (because the fourth letter carries less weight than the second letter).
Experiment 3
In Experiment 3, we sought to replicate the findings of Experiment 2 and also to establish that the difference between SN and N1R primes is the result of orthographic rather than phonological processes. A number of experiments have investigated the relative time course of orthographic and phonological processing by comparing orthographically similar pseudohomophone primes (e.g., mayd-MADE), orthographically similar nonpseudohomophone primes (e.g., mard-MADE), and unrelated controls (e.g., filb-MADE; Ferrand & Grainger, 1992 , 1993 Perfetti & Bell, 1991) . Ferrand and Grainger (1992) found orthographic facilitation at a prime duration of 32 ms (i.e., orthographically related primes resulted in faster RTs than unrelated primes) but no phonological facilitation (i.e., the magnitude of priming was identical for orthographically similar pseudohomophonic and nonpseudohomophonic primes). Perfetti and Bell (1991) observed the same pattern at a prime duration of 35 ms, with phonological effects only starting to emerge at 45 ms. Likewise, Brysbaert (2001) observed phonological priming with a prime duration of 43 ms but not with a 4 The design of the primes was the same for the nonword targets as for the words, simply so that the relationships between prime and target were approximately matched for word and nonword targets, ensuring that this was not a cue to the lexical status of the target. However, the related prime conditions were not matched with respect to orthographic variables such as N or bigram frequency (the SN primes had systematically more neighbors than the N1R primes), and so analyses of the orthographic similarity and position factors would not be meaningful for the nonword targets.
5 It is perhaps worth noting that Experiment 2 showed only a 4-ms difference between the SN2 and N1R2 conditions. We return to this comparison in Experiment 3. Grainger et al. (in press) showed that (when number of shared letters was controlled), there was a small-but-significant correlation between the degree of phonological overlap between prime and target and the magnitude of form priming at a prime duration of 50 ms (r ϭ .17, p Ͻ .01), but not at a prime duration of 33 ms (r ϭ .02). In particular, Grainger et al. concluded that when the shorter prime duration is used, with no forward mask, form priming effects are robust, and reflect orthographic rather than phonological processing. Thus, a variety of masked priming experiments, using English, French, and Dutch stimuli, have all converged on a prime duration of around 33 ms as one at which orthographic effects should be present, whereas phonological effects will not yet have emerged (e.g., Ferrand & Grainger, 1992 , 1993 Grainger et al., in press; Perfetti & Bell, 1991) . For this reason, Experiment 3 used exactly the same materials as Experiment 2, but with the methodology of Grainger et al. ( in press, Experiment 5), using a prime duration of 33 ms. We therefore expected that any difference between the SN and N1R conditions would reflect orthographic, rather than phonological processing.
Method
Participants. Thirty participants were drawn from the same population as in Experiment 2. They were either paid for their participation or received course credit for participating.
Stimuli and design. The stimuli used in this experiment were identical to those used in Experiment 2.
Procedure. The procedure for this experiment was identical to that of Experiment 2, except that the forward mask was eliminated and the prime duration was decreased to 33 ms (corresponding to 4 refreshes on computers that had been calibrated to have screen refresh rates of exactly 8.32 ms). Thus, the display sequence consisted of a blank screen for 500 ms, followed by a fixation point for 500 ms, followed by a blank screen for 500 ms, and then the prime (for 33 ms, in lower-case 12 point Courier New font), followed by the target (in upper-case 16 point Courier New font), which remained visible until the participant responded. We checked that the prime was not visible when this display procedure was used; when asked, none of the participants reported being aware of a stimulus preceding the target.
Results and Discussion
Latencies greater than 1,500 ms (0.6% of the data) or less than 300 ms (0%) were excluded from the analysis of reaction times. One participant exhibited a strong bias to respond "yes" (resulting in an error rate of 30% for nonword stimuli), as well as a large number of slow RTs (11.2% of this participant's correct responses were excluded as slow outliers), and we therefore excluded this participant from the analyses (this didn't affect the pattern of significant results). Five word targets (bison, brute, pluck, voter, and ratio) were classified as nonwords by more than 25% of the participants, and were therefore excluded from the analyses (four of these were also excluded in Experiment 2). Mean RTs and error rates across conditions are shown in Table 6 .
Latencies for the SN prime conditions were 14 ms faster than latencies for the N1R prime conditions. An analysis of variance performed on mean correct RTs revealed a significant main effect of type of orthographic similarity, F1(1, 24) ϭ 9.22, p Ͻ .005; F2(1, 110) ϭ 8.93, p Ͻ .005. It is also worth noting that the difference between the SN2 and N1R2 prime conditions was relatively large in this experiment (18 ms), suggesting that the small difference in Experiment 2 masked a true difference between these two conditions.
RTs were once again unaffected by the position of the replaced letter: the mean latency was 584 ms when the letter in position 2 was replaced and 582 ms when the letter in position 4 was replaced. Thus, there was no effect of position of the changed letter, F1(1, 24) The mean error rate for the SN conditions was 3.3%, compared with a mean of 4.4% for the N1R conditions. This difference approached significance in a one-tailed test, F1(1, 24) ϭ 1.84, p Ͻ .10; F2(1, 110) ϭ 2.11, p Ͻ .08. Error rates were unaffected by the position of the substituted letter, nor was there any interaction between type of similarity and position (all Fs Ͻ 1). One-tailed pairwise comparisons using Dunnett's test showed that there were significantly fewer errors for the SN2 condition than for the unrelated prime condition, t1(24) ϭ 2.33, p Ͻ .05; t2(110) ϭ 2.79, p Ͻ .05; there were no other significant differences in the error rates between conditions. The mean correct RT for nonword targets was 662 ms, and the mean error rate was 6.6%.
In summary, the results of Experiment 3 replicate those of Experiment 2. Word targets preceded by SN primes showed significantly greater facilitatory priming than the same targets that were preceded by N1R primes. This agrees with the prediction of the spatial coding model. Because the present findings were obtained with a relatively short prime duration (33 ms), the observed difference is very unlikely to reflect phonological processes (cf. Brysbaert, 2001; Ferrand & Grainger, 1992 , 1993 Grainger et al., in press; Perfetti & Bell, 1991) . The other respect in which this experiment replicates the previous experiment is in the absence of any effect of the position of the substituted letter. This agrees with models that assign equal weight to each of the interior letters, such as the SOLAR model, but is contrary to the prediction of the SERIOL model, which assigns greater weight to earlier interior letters.
Experiments 2 and 3 demonstrate that the masked priming paradigm, given a sufficiently powerful design, provides strong support for the claim that SNs are more similar than N1R. This finding may not seem especially surprising-indeed, we expect that it would accord with most readers' intuitions. Nevertheless, of the five coding schemes reviewed in the Introduction, only the spatial coding predicts this outcome.
General Discussion
The present experiments were designed to test between five different theories of letter position coding. The results provide support for one of these theories, and evidence against the other four. Experiment 1 obtained evidence that is inconsistent with slot-coding and Wickelcoding. In their standard form, these schemes predict that N1R pairs like stop and soap are no more similar to each other than DSN pairs like stop and snap (indeed, Wickelcoding predicts that N1R pairs are not at all similar, e.g., that stop and soap are no more similar to each other than stop and beer). The results of Experiment 1 disconfirm this prediction: Participants were significantly more likely to report an illusory word if the display included a context stimulus that was an N1R of that illusory word than if the context was a DSN of the illusory word. Thus, our data contradict the two coding schemes that have been used most often in computational models of reading. This replicates our previous findings (Davis & Bowers, 2004) , and adds to evidence derived from other paradigms, using other forms of orthographic similarity, such as the similarity of TNs (Andrews, 1996; Perea & Lupker, 2003a , 2003b Schoonbaert & Grainger, 2004; Taft & van Graan, 1998) , and addition/deletion neighbors (Davis & Taft, 2005; de Moor & Brysbaert, 2000; Schoonbaert & Grainger, 2004) .
The major theoretical contribution of the present work is its empirical comparison of three coding schemes that have been proposed as alternatives to slot-coding and Wickelcoding: continuous open-bigram coding (Whitney, 2001) , discrete open-bigram coding (Grainger & van Heuven, 2003) , and spatial coding (Davis, 1999) . This comparison depends on the different predictions made by these three schemes regarding the relative similarity of SNs and N1R. The continuous open-bigram coding used in the SERIOL model makes the somewhat counterintuitive prediction that SNs like stop and shop are less similar than N1R like stop and soap. All three of our experiments falsified this prediction: Experiment 1, using the illusory word paradigm, showed a significant difference in the opposite direction; likewise, Experiments 2 and 3, using a masked priming LDT paradigm, both showed significant differences in the opposite direction. These findings are also inconsistent with discrete open-bigram coding, which predicts that SNs and N1R should be equally similar. By contrast, the results of all three experiments are consistent with the spatial coding scheme employed in the SOLAR model (Davis, 1999 (Davis, , 2006 .
Could a Variant of Slot-Coding Explain the Present Data?
Most of the computational models of reading that employ slotcoding have assumed a simple form of slot-coding in which letter units are based on absolute position (Coltheart et al., 2001; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981) . Our test of slot-coding in the present experiments was based on the match values that are predicted by this type of scheme. It is appropriate, though, to consider whether variations on this scheme could do a better job of accounting for the data. A number of simple variations to straightforward slot-coding have been suggested in which letters are assigned to units on the basis of their position relative to other letters, rather than their absolute position. However, none of these are able to accommodate the present data. Jacobs, Rey, Ziegler, and Grainger (1998) proposed a coding scheme in which the exterior letters of the stimulus are always coded in the outer slots (slots one and eight), and other letters are positioned relative to these; for example, a four-letter word would be coded by activating units in slots one, two, seven, and eight. This implies that N1R pairs like silk and slek have corresponding letters in slots one and eight, but different letters in slots two and seven, and hence the match value is exactly the same as for a slot-coding scheme based on absolute letter position.
Another variant of slot-coding, suggested by Harm and Seidenberg (1999; cf. Zorzi et al., 1998) , assumes that letter slots are vowel-centered. The first vowel is always assigned to slot four, and other letters are arranged relative to this letter. For example, the word silk would be coded by the units S 3 , I 4 , L 5 , and K 6 , whereas the nonword slek would be coded by the units S 2 , L 3 , E 4 , and K 5 . Thus silk and slek do not share any common features according to this scheme, that is, M(silk, slek) ϭ 0. However, a DSN pair like silk and sork share two common features (S 3 and K 6 ), that is, M(silk, sork) ϭ 0.5. This leads to an incorrect prediction about the direction of the difference between the N1R and DSN conditions in Experiment 1. Like the absolute-position form of slot-coding, then, vowel-centered coding is unable to explain our data. Plaut et al. (1996) proposed a different form of slot-coding that partitions syllables into onset, vowel, and coda slots. For example, the word blind would be coded by activating the B and L onset units, the I vowel unit, and the N and D coda units. When there are multiple letters activated in a single subsyllabic slot, the relative order of these letters is determined by graphotactic constraints on the structure of English orthography: There are no English words that begin with the letter sequence lb, and so the coactivation of B and L in the onset must indicate an initial bl cluster. The model's knowledge of graphotactic constraints is encoded via a left-to-right ordering of graphemes within each slot (e.g., within the onset slot the grapheme B is listed before the grapheme L). This scheme is unable to accommodate the illusory word phenomena observed in Experiment 1. For example, the L in silk is coded by a different unit (the L unit in the coda slot) than the L in slek (the L unit in the onset slot). Thus the codes for N1R pairs like silk and slek are no more similar than the codes for DSN pairs like silk and sork (in both cases the common units are the S in the onset slot and the K in the coda slot). Like the simpler slot-coding scheme, this fails to explain the difference between the N1R and DSN conditions in our data.
A more general problem with this method of coding letter position is that it cannot code position veridically, because the order of letters within a slot cannot be adequately represented by relying on graphotactic constraints. For example, the nonword lbidn would be coded by activating the B and L onset units, the I vowel unit, and the N and D coda units: that is, this letter string is coded in exactly the same way as the word blind. Indeed, the model proposed by Plaut et al. (1996) would pronounce lbidn as "blind." It is perhaps not surprising, then, that subsequent paralleldistributed processing models of reading have used positionspecific letter units, in which letter order is coded unambiguously (e.g., Harm & Seidenberg, 1999) .
A similar problem affects the "two-slot" scheme discussed by Shillcock and colleagues (Shillcock, Ellison, & Monaghan, 2000; Shillcock & Monaghan, 2001 ). The basis of this approach is that the orthographic input code is split into two distinct hemifields, and that this split enables words to be recognized satisfactorily even if the order of the letters in each hemifield is not coded. For example, Shillcock and Monaghan (2001) note that, "if the left hemifeld contains a, c, and r and the right hemifeld contains e, p, and t, then the word must be carpet" (p. 1194). Shillcock et al. (2000) argue that "existing models of visual word recognition lose letter-hemifield information in requiring the process to begin with a single representation of the whole word and must retrieve the information by imposing order on the letters. . . . [ We have] shown the informativeness of simply being able to specify the position of each letter relative only to a fixation point somewhere near the middle of the word" (p. 841). As in the case of Plaut et al.'s (1996) scheme, the problem with this logic is that there is no guarantee that orthographic inputs will be restricted to familiar words. In the above example, the stimulus could be carpet, but it could equally well be crapte; the two-slot model has no means of telling the difference. This is a critical flaw in this model, not only because it prevents veridical coding of letter order in nonwords, but because it prevents learning of new words. For example, how could the word item be learned if the word recognition system has previously learned that, "if the left hemifeld contains i and t and the right hemifeld contains e and m, then the word must be time"?
A different implementation of the split model was described by Shillcock and Monaghan (2001) . This model has eight slots (four slots for each hemifield). The authors trained the model on a set of 60 4-letter words, with each word presented in each of five possible positions (i.e., with the first letter in slot 1, 2, 3, 4, or 5). The goal of the model was to learn to map inputs that were split across two hemifields onto a four-slot output code that is independent of visual field. That is, the structure of the model's output is equivalent to the letter-slot input coding of the original interactive activation model. The present data and other data reviewed in the Introduction argue strongly against this approach.
"Sloppy" Slot-Coding
The introduction of position uncertainty to slot-coding may help it to overcome some of its problems. For example, the stimulus slek might result in the activation of not only the L unit in position 2 but also the partial activation of the L units in positions 1 and 3. This would increase the match between silk and slek, enabling this model to predict that M(silk, slek) Ͼ M(silk, sork). A coding scheme along these lines has recently been discussed by Perea, Gomez, and Ratcliff (2003) . It is worth noting that most of the models that have used slot-coding (e.g., Coltheart et al., 2001; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981) have assumed that inhibitory signals are passed from active letter nodes to incompatible word nodes, and hence the introduction of noise to the slot-based code would require some significant changes to these models (see Davis & Bowers, 2004 , for further discussion). However, not all models that have assumed slot coding have incorporated letter-word inhibition (e.g., Paap et al., 1982 Paap et al., , 2000 .
Our present data cannot rule out the noisy version of slot coding. However, it strikes us as somewhat peculiar to make a theoretical commitment to position-specific representations and then introduce noise to these representations in an attempt to capture data that imply nonspecific letter position coding. Furthermore, we believe that this solution is ultimately not a very satisfactory one to the problems associated with slot-coding, because the addition of location noise addresses some of the problems related to positionspecificity without tackling the more basic problems introduced by this method of letter position coding. Foremost among these is the alignment problem (Bowers, 2002; Davis, 1999 Davis, , 2006 . This problem arises whenever familiar patterns are presented in unfamiliar positions. For example, if the word stop is coded as a pattern consisting of the letter S in the first position, T in the second position, and so on, how is this word recognized when it occurs in a complex context such as backstop? It is clear that readers are able to recognize familiar words in unfamiliar words: this is the basis of the ability to read novel compound words like buckstop, which are the most common form of neologisms in the English language. The addition of location uncertainty does not help to explain how this might be achieved; it would be implausible (and not viable) to suppose that location coding is so noisy that a letter S in position five can activate a word beginning with S. Grainger et al. (in press) recently have reported some masked form priming data that illustrate this alignment problem. They found that form primes containing four of the seven letters of a target were effective primes irrespective of whether these four letters were the first four letters, the final four letters, or the first, third, fifth, and seventh letters of the target. It is very hard to see how a noisy slot-coding model could accommodate this finding. The fundamental nature of the alignment problem argues strongly against the use of positionspecific letter coding in models of reading. Note that spatial coding is not subject to this problem, because the same relative pattern of activities is employed to code a word irrespective of its serial position (e.g., the pattern for coding stop is the same in stop and buckstop).
Could a Variant of Context-Coding Explain the Present Data?
It is also possible to ask whether a modified version of openbigram coding or Wickelcoding could explain the present results. Although both of these schemes encode a letter's position in terms of its surrounding letter context, rather than its absolute position (i.e., they are context-coding schemes), the reasons for their failure to accommodate the present data are quite different, and hence different sorts of modifications to these schemes seem to be required. The fundamental problem with the open-bigram coding schemes is that they do not assign sufficient weight to letter contiguity. In the case of discrete open-bigram coding, contiguity information is dismissed altogether for four-letter strings; thus, the sl in slek is indistinguishable from that in silk or soil. As we have seen, this leads to the incorrect prediction that N1R pairs are just as similar as SN pairs. The only way to rectify this problem is to incorporate letter contiguity information, so that the coding scheme is (in principle) capable of distinguishing letter pairs that match perfectly (e.g., the so in stop and shop) from letter pairs that are only an approximate match (e.g., the so in stop and soap).
The version of open-bigram coding posited in the SERIOL model does incorporate some degree of letter contiguity information; this is achieved by assigning greater activities to bigram units representing contiguous letter pairs than to those which represent noncontiguous letter pairs. However, this is insufficient to capture the influence of letter contiguity; indeed, in its present form, the model makes a prediction that goes in the opposite direction to that observed in the data. This is the result of two separate problems with this coding scheme. The first problem is that bigram activity-the property that codes letter contiguity-also has the responsibility for coding the effects of serial position on perceptibility. Consequently, a bigram's activity can be smaller than 1 either because it is noncontiguous or because its initial letter occurs in a medial position, or both: the recipient word node has no way to distinguish among these possibilities. Similarly, a bigram's activity can be close to 1 either because it is the initial contiguous bigram of a letter string, or because it is the open-bigram formed by the combination of the initial letter and the final letter (i.e., the "least" contiguous, but the most perceptible). It is this confound between the two types of information coded by bigram activities that causes the SERIOL model to make a prediction in the opposite direction to the data. Although it is desirable to code the effects of serial position on a letter's perceptibility, problems of this sort indicate the necessity of disentangling this factor from letter contiguity.
The confound between the coding of contiguity and letter perceptibility is not the only problem for continuous open-bigram coding, however. If bigram activities did not code for the effects of letter position on perceptibility (e.g., by setting bigram activities to 1 for all contiguous letter pairs and 0.6 for all noncontiguous pairs), continuous open-bigram coding would make exactly the same (incorrect) prediction as discrete open-bigram coding, that is, that N1R pairs and SN pairs are equally similar. Although the bigram activities encode information about letter contiguity, this information is not exploited by the matching mechanism, which is insensitive to contiguity. The SERIOL model adopts the standard assumption that matches between input signals and connection weights are computed by summing the products of open-bigram activities and corresponding weights. But multiplying the activity of a noncontiguous unit by the weight associated with an noncontiguous unit will result in a smaller product than multiplying the same weight by the activity of a contiguous unit (i.e., 0.6 ϫ 0.6 is smaller than 1 ϫ 0.6), even though the incongruence between the value of the activity and the weight indicates a contiguity mismatch. Thus, it is not sufficient to rely on the model's activities and weights to distinguish between contiguous and noncontiguous letter pairs: the mechanism that matches these activity patterns and weight vectors must also be modified so as to be sensitive to this variable (Davis, 2006 , describes a matching mechanism that could be employed for this purpose).
These considerations indicate the properties that are necessary for open-bigram coding to be able to accommodate the data presented here: (a) Letter contiguity must be explicitly coded (as in the continuous version of open-bigram coding, but not the discrete version), (b) Letter contiguity and serial position information must be dissociated (this requires modification to continuous openbigram coding), and (c) The mechanism that matches input codes against previously learned codes must be sensitive to incongruities in letter contiguity. It seems likely that the capabilities of an open-bigram coding scheme that implements these modifications will be the subject of future research.
In contrast to the open-bigram coding schemes, the problem encountered by Wickelcoding is that strict letter contiguity is weighted too heavily. Consequently, a disruption of contiguity at the letter level exerts a large effect on the lexical matching process, due to the disruption to letter triples. For example, the mismatch in the contiguity of the letters L and K means that slek does not share any Wickelfeatures with silk, despite the fact that the two letter strings share the same exterior letters and a common medial letter. This extreme commitment to letter contiguity could be weakened through the introduction of location noise. For example, the letter string slek could activate both ek# and (to a lesser extent) lk#, and the partial activation of the latter unit would result in a small degree of overlap between the coding of slek and silk.
A more sophisticated version of Wickelcoding was developed by Mozer (1991) . Mozer's scheme allows for Wickelcodes that code three letters in four consecutive positions, including wildcard characters. For example, the code S*OP would be used to code both stop and shop (and any other letter string where some letter is preceded by the letter S and followed by OP). He also includes codes for just the initial letter or final letter (e.g., _S or P_). The addition of these extra units results in a considerable increase in the number of codes that are required: all told, a full implementation requires 56,966 possible letter cluster units! A more important characteristic of the model, for present purposes, is its assumption of position uncertainty, which leads to a nonveridical pattern of activity across the Wickelcoding units. In principle, this could enable Mozer's scheme to accommodate our results, due to the partial activation of incorrect units (e.g., the S*OP unit, which is part of the representation of stop, may be partially activated by the stimulus soap). However, it is difficult to quantify this prediction. Very few simulations of this model have been reported, in large part due to the huge computational burden imposed by its implementation. Davis (2006) considers this coding scheme in more detail and notes some other potential problems that the model may have in accommodating empirical data.
The aforementioned considerations suggest some ways in which the two types of context-coding schemes could potentially be modified so as to attain a better fit to the behavioral data. Considerations of parsimony may come into play here: context-coding schemes require vastly more coding units than spatial coding. For example, a completely general implementation of Wickelcoding requires tens of thousands of Wickelfeatures. When continuous open-bigram coding is used, a seven-letter string can be represented by activating 21 bigram units, but this number increases factorially if uncertainty about letter identity is introduced (e.g., to code OF it would be necessary to activate not just the OF unit, but also bigrams involving visually similar letters, e.g., OE, QE, QF, etc.). Another reason for preferring to avoid context-coding schemes, which cannot be addressed by straightforward modifications, is the dispersion problem (Plaut et al., 1996) . Satisfactory generalization is very difficult to achieve when Wickelcoding or open-bigram coding is employed, because spelling-sound correspondences (e.g., the sound associated with the letter p) are dis-persed over an extremely large number of local contexts (e.g., #pa, elp, op#, etc.) . This problem critically affected the nonword naming performance of Seidenberg and McClelland's (1989) model (Besner et al., 1990; Plaut et al., 1996) . By contrast, the position and context-independence of letter units in spatial coding is ideal for learning regular associations between letters and phonemes (e.g., learning that p 3 /p/ enables appropriate generalisation even to contexts entailing very unfamiliar bigram combinations).
Serial Position Effects
A second issue of interest in the present experiments was the interaction of serial position and orthographic similarity. The default assumption adopted by the SOLAR model is that all interior positions contribute equally to the computation of similarity; similar assumptions are implicit in many other models (e.g., Coltheart et al., 2001; Grainger & Jacobs, 1996; Paap et al., 1982 Paap et al., , 2000 . A completely different assumption is adopted by Whiteney's (2001) SERIOL model, as a consequence of its serial, left-to-right encoding assumptions. That is, the SERIOL model predicts that neighbors that differ at the fourth position should be more similar than neighbors that differ at the second position. Our results offer no support for this prediction. Instead, it appears that the default assumption-that serial position does not matter for interior letters-is correct.
The present results do not address the question of whether exterior letters are assigned greater weight than interior letters in the computation of orthographic similarity. Several findings, from a variety of experimental paradigms, suggest that this is indeed the case (e.g., Forster, 1976; Humphreys et al., 1990; McCusker et al., 1981; Perea, 1998; Perea & Lupker, 2003a , 2003b Schoonbaert & Grainger, 2004) , and modelers of visual word identification have discussed a number of possible explanations of this effect (e.g., Davis, 2006; Grainger, O'Regan, Jacobs, & Segui, 1992; Rumelhart & McClelland, 1982; Paap et al., 1982) . It seems most likely that such an effect reflects the fact that exterior letters are perceived more accurately than interior letters (Estes, Allmeyer, & Reder, 1976; Mewhort, Campbell, Marchetti, & Campbell, 1981) . However, it is interesting to note that Grainger et al. (in press) have recently reported a failure to find any interaction between serial position effects and orthographic similarity. Thus, both the existence of the putative exterior-interior letter difference and the best means of accommodating such a difference within existing models remains a subject for further research.
In conclusion, the results of the present experiments support a form of letter position coding that is not tied to absolute position but that is sensitive both to the relative position of letters and to the contiguity of letters. The best candidate appears to be a form of letter position coding that encodes sequence information across a set of position-and context-independent letter units. This approach is the one taken in the spatial coding scheme used in the SOLAR model (Davis, 1999 (Davis, , 2001 (Davis, , 2004 (Davis, , 2006 . This coding scheme was designed to address some of the fundamental limitations of position-specific coding schemes. In addition to the letter migration data that we have reported here and elsewhere (Davis & Bowers, 2004) , spatial coding has been used to explain a broad variety of empirical data, especially the effects of orthographic similarity, in studies that have examined SNs (Davis, 1999) , transposed neighbors (Davis & Andrews, 2001; Davis, 1999) , addition and deletion neighbors (Bowers, Davis, & Hanley, 2005; Davis & Taft, 2005) , and the automatic segmentation of novel compounds (Andrews & Davis, 1999; Davis, 1999) . The present study has extended this previous work by suggesting another form of orthographic similarity-N1R-and demonstrating that spatial coding correctly predicts the similarity of N1R pairs relative to other forms of orthographic similarity, in contrast to other coding schemes. This predictive success, together with the ability to solve critical problems such as the alignment and dispersion problems, suggests that spatial coding provides a close approximation of the way in which readers code letter position.
Appendix A Match Calculations in the SOLAR Model Spatial Codes
A spatial code can be written as a vector consisting of n elements, where n is the number of letters in the input string and the values in the vector represent the activities of the corresponding letter nodes. Spatial codes always use a monotonically descending series to code letter position. Suppose, for simplicity, that a four-letter word is coded by the set of activities {4, 3, 2, 1}; for example, in the word STOP, the S letter node is coded by an activity of 4, the T letter node by an activity of 3, and so on.
Equilibrium Values of the Weights Connecting Letter and Word Nodes
We suppose that one effect of learning is that each word node "knows" which letters to attend to, that is, which letters make up the particular word that it codes. Thus the word node that codes STOP only considers inputs from the letter nodes for S, T, O, and P. For the ith word node, this set of letters is denoted L i , and the number of letters in this set (i.e., the length of the word) is denoted l i (e.g., L STOP ϭ {S, T, O, P} and l STOP ϭ 4). The weight between a letter node and a word node is equivalent to the value of that letter node's activity in the spatial code for that word; for example, the weight from the S letter node to the STOP word node is z S,STOP ϭ 4. Davis (1999) describes how the SOLAR model is able to self-organize so as to learn appropriate weights following exposure to a vocabulary.
Computation of Match Values
Each word node computes a match value that describes the degree to which the word that it codes matches the current input stimulus. The method we describe here is called superposition matching, and is described in more detail in Davis (submitted) . A1 The first step involves computing a set of signal-weight differences. For each of the elements in the set L i a difference d ji is computed by subtracting from s j (the activity of the jth letter node) the corresponding weight z ji , i.e.,
Each signal-weight difference is then associated with a continuous function f ji (x) that is symmetrical around x ϭ d ji :
The parameter in (2) controls the width of the difference function and can be interpreted as a measure of letter position uncertainty (a default value of ϭ 3 is assumed for this parameter). Then the superposition of these functions is:
(where the set L i refers to the set of comparison letters). A match value M i can then be found by dividing the peak of the superposition function by the number of comparison letters (l i ), that is,
The set of equations (1) through (4) produce a match value that lies between 0 and 1. To illustrate these computations, consider the match values that are computed by the STOP word node for the inputs stop, shop, soap and snap. A perfect match (stop) results in four signal-weight difference functions that are all aligned around 0, and thus the peak of the superposition function is 4, and the match value is 4/4 ϭ 1. In the case of a SN like shop there are three signal-weight difference functions that are all aligned around 0, and thus the peak of the superposition function is 3, and the match value is 3/4 ϭ .75. Similarly, for a DSN like snap there are two signal-weight difference functions, both aligned around 0, and thus the peak of the superposition function is 2, and the match value is 2/4 ϭ .5
In the case where the input stimulus (soup) is a neighbor once-removed of the comparison word (stop), the difference functions for the letters S and P will be aligned around the modal difference of 0. The difference function for the letter O is misaligned with these two, although it is close enough to affect the peak of the superposition function (i.e., the letter O "counts" in the computation of similarity, even though it occurs in a different position in soap and stop). The exact value of this peak will lie somewhere between 2 and 3, depending on the width of the difference functions. Given the setting ϭ 3, the peak of the superposition function is 2.79, resulting in a match value of 2.79/4 ϭ .70. This is a much better match than for a DSN like snap, but a poorer match than for a SN like step, just as is suggested by the behavioral data discussed in the text. A1 The appendix of Davis and Bowers (2004) describes an alternative method which is slightly simpler, but which results in the same predictions for SNs, DSNs, and N1Rs. Davis (1999b) 
