We characterise the class of distributions of random stochastic matrices X with the property that the products X(n)X(n − 1) · · · X(1) of i.i.d. copies X(k) of X converge a.s. as n → ∞ and the limit is Dirichlet distributed. This extends a result by Chamayou and Letac (1994) and is illustrated by several examples that are of interest in applications.
Introduction
Let X be a random d × d matrix with non-negative entries, and {X(n)} n≥1 be an i.i.d. sequence of random matrices with the same distribution as X. In this paper, we study the limit of the left products X(n, 1) := X(n)X(n − 1) · · · X(1)
as n → ∞ for a certain class of random matrices X. Clearly, the distribution of (1) is equal to that of right product
and therefore any assertions concerning the distribution of (1) as n → ∞ apply to that of (2) as well. The asymptotic behaviour of the left products (1) was apparently first studied by Bellman [2] , who showed, under certain conditions, that lim n→∞ n −1 E log X(n, 1) i,j exists, where X(n, 1) i,j is the entry in the ith row and jth column of X(n, 1). This result was later strengthened to almost sure convergence in [9] , where the behaviour of the norms X(n, 1) := max i≤d d j=1 |X(n, 1) i,j | was studied. Several equivalent conditions for convergence in distribution of the right products (2) without normalisation were given in [12] . See also [3] and [18] for surveys on the properties of the products (1) and (2) .
We consider the case when the random matrix X is stochastic, i.e., where all the row sums of X equal one. The study of the products (1) in this case was apparently initiated by Rosenblatt in [21] , who applied existing results for compact semigroups. Recent results on the infinite product of deterministic and random stochastic matrices can be found in [23] .
The class of stochastic matrices is a semigroup under matrix multiplication, and therefore the products (1) and (2) generate a left and a right random walk on stochastic matrices by n → X(n, 1)
and n → X(1, n),
respectively. The right random walk (4) is central to several related problems involving distributed averaging. These include distributed computation, distributed optimization, distributed estimation, and distributed coordination (see [23] and references therein). They are also related to certain Markov processes called Potlatch models. These models were introduced in [11] and [16] , and are described in their simplest form in [12] . We will discuss these models further in Section 4.1. A comprehensive reference for random walks on stochastic matrices and more general semigroups is [10] , where the transient random walk generated by random stochastic matrices satisfying conditions [I]- [III] below is presented in Appendix B.
In [6] , Chamayou and Letac study the left products (1) for random stochastic matrices X satisfying the following conditions:
[I] The rows of X are independent.
[II] The rows of X are Dirichlet distributed.
[III] Letting (α i,1 , . . . , α i,d ) be the Dirichlet parameters of the ith row of X, we have It is shown in [6] that the above conditions are sufficient to ensure that:
[A1] The products X(n, 1) converge a.s. to some random matrix X as n → ∞.
[A2] The limit X has identical rows a.s.
[A3] The rows of X are Dirichlet distributed. Chamayou and Letac's result above relies on a theorem (which we present as Theorem 1 below) that admits a rather elegant proof suggested by S. Lauritzen and also presented in [6] . The authors of [6] pointed out, using Erdös's remark on the existence of God's book for the best proofs, that S. Lauritzen's proof could be taken from that book. The proof of our Theorem 3 which contains Theorem 1 as a special case, is also rather simple and concise. Similar to S. Lauritzen's proof, it is based on an insightful observation (Lemma 1 below) that, in our case, extends the well-known result by Pitman on scale independent functions of Gamma distributed random variables (see [20] ).
The Dirichlet distribution appearing in the limit [A3] is widely used in statistical applications. These include the modelling of compositional data (see e.g. [1] ), Bayesian analysis, statistical genetics, and nonparametric inference (see [19] for a recent survey on the Dirichlet distribution and its applications).
The paper is structured as follows. Section 2 contains notation and the main results, while their proofs are presented in Section 3. Examples and applications to random exchange models, random nested simplices, and a service network with polling are presented in Section 4.
Notation and Main Results
For positive integers r and c, denote by M r,c the set of r × c matrices (
such that all p i,j ≥ 0, and by P r,c ⊂ M r,c its subclass of matrices with c j=1 p i,j = 1, i = 1, . . . , r. Let M + r,c and P + r,c be the subclass of all positive matrices from M r,c and P r,c , respectively (by a positive matrix/vector we mean a matrix/vector with all positive entries), and set R + := (0, ∞). Clearly, 
We denote by Γ u the Gamma distribution with scale parameter 1 and shape parameter u > 0, with density
For a positive vector a = (a 1 , . . . , a d ), we denote by D a the Dirichlet distribution on the simplex S d := P 1,d with density
is the law of the matrix X = (X i,j ) ∈ P r,c , such that
Similarly, by G A we denote the law of the matrix
The following theorems are the main results in [6] . They are extensions of earlier theorems by Van Assche [24] , who proved them in the case c = r = 2 and all α i,j = p > 0 (see also [25] for an extension to finite dimensions of the result in [24] )
then L(X) ∈ K d , and
Theorem 2 is actually a simple consequence of Theorem 1. Likewise, our extension of Theorem 2 (Theorem 4 below) is based on the following result that, as we show at the end of this section, implies Theorem 1.
To state the next theorem, we will need the following conditions on the random matrix X ∈ P d .
[C1] There exists a t ∈ R 
holds iff [C1] and [C2] are met for X.
(ii) If (7) holds, then
where the vector t is the same as in [C1], and if
Y is a random element of
We conclude this section by showing that the assertions of Theorems 1 and 2 do follow from those of our Theorems 3 and 4.
Then it is well-known that (see for instance formula 2.1.2 in [19] )
A remarkable characteristic property of the gamma distribution is as follows ( [17] ). Suppose that η 1 , η 2 > 0 are independent non-degenerate random variables. Then η 1 and η 2 are gamma distributed with a common scale parameter iff
and so
where (ξ 1 , . . . ,ξ d ) is an independent copy of ξ.
We will now use (8) and relation (10) to show that Theorem 1 follows from
and
Now
and relations (10) and (13) imply that the random vector on the right hand side of (15) is distributed as
It follows from Theorem 3 that for Y satisfying (14), one has
thus establishing the claim of Theorem 1. To see that Theorem 2 follows from Theorems 3 and 4, we suppose that {X(n)} n≥1 are i.i.d. with law D A , and A satisfies (5) .
, and Theorem 3 implies that
is satisfied as well, and the assertion of Theorem 2 follows by applying Theorem 4.
Proofs
A remarkable observation made by Pitman [20] is the following extension of (9). Let, as above, ξ ∼ G t , and f : R d → R be a scale independent measurable function, i.e., for any a = 0,
Then the random variable f (ξ 1 , . . . , ξ d ) is independent of ξ • . The proof of Theorem 3 is based on the following extension of that observation to random functions. Lemma 1. Let (Ω, F , P) be a probability space, (E, E) a measurable space, and X : Ω → E a random element. Suppose H : R r × E → R + is jointly measurable and, for any a = 0 and ω ∈ Ω, 
which is the product of two functions, one depending on s, and the other on u. Therefore V • and H(V , X) are independent as claimed.
The next result is an obvious consequence of Lemma 1.
. . , V r ) ∼ G t , and X = (X i,j ) ∈ M r,c be random elements independent of each other, X having positive row sums a.s. Define the function
Then
Proof of Theorem 3. Suppose the right relation in (6) holds, i.e., V X ∼ G s for V ∼ G t independent of X. Then, by Corollary 1, for the scale independent function H defined in (17), the random vector
X is independent of V • , and therefore
where
( Z 1 , . . . , Z c ) being an independent copy of Z (cf. (10)). Equating the logarithms of the components of the vectors on the right hand sides of (18) and (19), we obtain that
where e c := (1, . . . , 1) ∈ R c .
Since
• as both follow Γ t• = Γ s• , and so letting ψ, ϕ and χ denote the characteristic functions of the first, second (and fourth), and third terms in (20) , respectively, we have ψ (u 1 , . . . , u c )ϕ(u 1 , . . . , u c ) = χ(u 1 , . . . , u c )ϕ(u 1 , . . . , u c ) .
Noting that
for t • > 0, we conclude that ψ ≡ χ and therefore the respective random vectors have a common distribution. Hence one has
from (8) . Observing that the left hand side of (21) has the form Y X for Y ∼ D t independent of X (cf. (8)), we have that Y X ∼ D s , and so the left relation in (6) holds.
Conversely, suppose that Y X ∼ D s for Y ∼ D t independent of X. Using the same steps as above, but following them in the reverse order, one can easily conclude that V X ∼ G s for V ∼ G t independent of X. Theorem 3 is proved.
We will need a simple extension of Proposition 2.2 from [6] . 
Proof. By Proposition 2.2 in [6] , there exists a random element W of S d such that
as n → ∞, where m < ∞ is from [C2]. For k ∈ (nm, (n + 1)m) ∩ N, one has
as n → ∞, since Xe 
and so [A3] holds. We have proved that = X is independent of X(1). In particular, one has X (1) X(1)
and so [C1] holds.
(ii) If (7) 
, where X (1) ∼ D t by (24).
Examples and Applications

Random exchange models
Consider the following random exchange model, which is a discrete time analogue of certain continuous time Markov processes, called Potlatch models (see for instance [11] and [16] ). Suppose we have d < ∞ bins labelled by numbers 1, 2, . . . , d, that hold amounts q k (n), k = 1, . . . , d, of a homogeneous commodity at times n = 0, 1, 2, . . . , respectively. The dynamics of the model is as follows: at time n ≥ 1, the vector q(n − 1) := (q 1 (n − 1), . . . , q d (n − 1)) changes to q(n) := q(n − 1)X(n), where {X(n)} n≥1 are i.i.d. random elements of P d with distribution L(X), which generates the Markov chain
for all n, and without loss of generality, we assume that this quantity is equal to one.
As noted in [6] , it is easy to prove that Markov chain (25) has a stationary distribution when L(X) ∈ K d . Indeed, defining the random maps K n : S d → S d by K n (y) := yX(n), one has that, for any y ∈ S d ,
a.s.
−→ X
(1) as n → ∞.
Applying Proposition 1 in [5]
, we obtain that L( X (1) ) is the stationary distribution of Markov chain (25) .
The random exchange model (25) is a higher dimension analogue of the stochastic give-and-take model studied in [7] and introduced in its deterministic form in the context of human genetics in [15] . This model is applicable to the study of dynamical systems (see for instance [4] ), e.g. it provides a model of a closed economy, where agents exchange real wealth at each step in a random manner. Now we consider two special cases of random stochastic matrices X with L(X) ∈ K d . The purpose of these examples is to demonstrate that none of the conditions [A1]-[A3] from [6] is necessary. We will also discuss the respective special cases of random exchange model (25) . Our first example leads to a generalisation of the result in [6] to the case of "extended" Dirichlet distributions, where the parameters of the distribution are permitted to be zero. Our second example demonstrates that the rows of X need not be independent.
Example 1. For a vector a ∈ M 1,d , we set D a to be the weak limit of the distribution D a+ǫ as ǫ ↓ 0, with the usual interpretation of the sum a + ǫ with a ∈ R d and ǫ ∈ R. In other words, the components of Y ∼ D a that correspond to zero components of a are identically zero, whereas the subvector of Y consisting of the components Y j of that random vector that correspond to a j > 0 form a usual Dirichlet distributed vector. Likewise, for a matrix A ∈ M r,c , we set D A to be the weak limit of the distribution of D A+ǫ as ǫ ↓ 0. We define the distributions G a and G A in a similar way.
, and so
is the stationary distribution of Markov chain (25) .
Indeed, by Theorem 4 it suffices to show that
, and define X ∈ P d by (11) . Then V is independent of X, and V X ∼ G (α 1• ,...,α d• ) by (15) and (16), as required.
In particular, we have obtained the stationary distribution for the following simple model, which, to the best of the author's knowledge, has not previously been studied: at time n ≥ 1, a uniform proportion of the commodity previously held in bin k, k = 1, 2, . . . , d, is shifted to the (neighbouring) bin k + 1 (mod d). In this case vector q(n) is defined by (25) with Example 2. In this example, we consider a random stochastic matrix X with all rows dependent, which generates Markov chain (25) with the same stationary distribution as that corresponding to the random stochastic matrix (26). The behaviour of this model is controlled by the decisions of a "leader" as follows. At time n ≥ 1, the "leader" shifts a uniform proportion of the commodity held in bin 1 to bin 2. If the proportion shifted is greater than 1/2, then no other shifts occur in the system at time n. However, if the proportion shifted is less than or equal to 1/2, then the commodity previously held in bin k, k = 2, 3, . . . , d, d ≥ 2, is shifted to the (neighbouring) bin k + 1 (mod d). In this model, the random vector q(n) is given by (25) , with the random element X ∈ P d defined by
where U is a uniform random variable on (0, 1), and I := 1 {U >1/2} , 1 A being the indicator function for event A. We will show that L(X) ∈ K d and X (1) ∼ D (2,...,2) . By Theorem 4, it suffices to show that [C1] and [C2] hold for X, t = (2, . . . , 2) being the vector from [C1]. It is not hard to directly verify that X defined by (27) satisfies [C2] for m = 2d − 2. Now let V ∼ G (2,...,2) be independent of X, and denote by ϕ(u 1 , . . . , u d ) the characteristic function of V X. Then, setting u d+1 := u 1 , we have
which is the characteristic function of V as well, and so we conclude that V X d = V . Therefore [C1] holds with t = (2, . . . , 2), as required.
Random nested simplices
The study of random triangles and, in particular, nested sequences of random triangles, has been extensive in the probabilistic literature (see for instance [14] and references therein). In one such study [14] , the authors use Theorem 1.2 in [6] 1 (1) , . . . , p d (1) in S and taking their convex hull yields a new simplex S(1) ⊂ S. Similarly, choosing points p 1 (2), . . . , p d (2) in S(1) to obtain S(2) spanned by them, and continuing in this fashion, we obtain a sequence {S(n)} n≥1 of nested simplices.
Suppose that, in the above procedure, the points are chosen at random using the following mechanism. Let {X(n)} n≥1 be a sequence of i.i.d. elements of P d with distribution D A , A ∈ M d satisfying (5). Then, for each n = 1, 2, . . . and k = 1, . . . , d, the point p k (n) is specified by its barycentric coordinates given by X (k) (n) with respect to (p 1 (n − 1), . . . , p d (n − 1)). As shown in [14] , the so defined simplices S(n) shrink to a random point Y ∈ E as n → ∞: 
Service networks with polling
The well-known story of Buridan's donkey motivated the authors of [22] to consider the following model. Let p 1 , . . . , p d be d ≥ 2 points in the plane. Starting at a point R(0) inside the convex hull of (p 1 , . . . , p d ) at time 0, at time td + r, t ≥ 0, r ∈ {1, . . . , d}, the donkey moves from the point R(td + r − 1) to a point R(td + r) which is uniformly distributed on the straight line segment connecting the points R(td + r − 1) and p r . As noted in [13] , although it is easy to prove existence of the stationary distributions for the d homogeneous Markov chains {R(td + r)} t≥0 , r = 1, . . . d, their computation for d > 2 is a difficult problem (the authors of [22] focus on the case where d = 2).
A modification of that scheme in which the donkey travels inside a simplex S with vertices p 1 , . . . , p d in R d−1 by choosing on step td + r its new position at random inside the convex hull spanned by its current location and vectors from the set {p 1 , . . . , p d }\{p r } was considered in [13] . The main result of [13] establishing the form of the stationary distribution of the thus modified donkey walk was actually proved for yet another version of the model. Namely, rather than the current position of the donkey determining the range for the next step, one instead takes a point with barycentric coordinates (with respect to the affine frame (p 1 , . . . , p d )) taken from rows of i.i.d. random stochastic matrices.
Specifically, let X := (X i,j ) be a random element of P d , and {X(t)} t≥0 be a sequence of i.i.d. random matrices with distribution L(X). The donkey's position at time n is specified by the vector B(n) = (B 1 (n), . . . , B d (n)) ∈ S d of its barycentric coordinates with respect to the affine frame (p 1 , . . . , p d ). Starting at a non-random point B(0), for r = 1, . . . , d and t = 0, 1, . . . , given B(td + r − 1) = (x 1 , . . . , x d ), one has B(td + r) = (x 1 , . . . , x r−1 , 0, x r+1 , . . . , x d ) + (x r X r,1 (t), . . . , x r X r,d (t)).
In other words, settingp r := d j=1 X r,j (t)p j , the location of the donkey at time td+r will have the same barycentric coordinates in the frame (p 1 , . . . , p r−1 ,p r , p r+1 , p d ) as those those for the donkey's location at time td + r − 1 in the original frame (p 1 , . . . , p d ). It is clear that each of the sequences {B(td + r)} t≥0 , r = 1, . . . , d, forms a homogeneous Markov chain.
This model actually describes the progression of a customer in the following discrete-time closed network with polling. Suppose there are d buffer nodes in the network, accessed in cyclic order by a single server, with customers never leaving the network. At time n = 1, the server accesses node 1 and moves customers from that node to other nodes in the network randomly, with transition probabilities taken from the first row of a random X(1) ∈ P d . At time n ≤ d, the server accesses node n, and similarly moves customers from that node to other nodes with transition probabilities taken from the nth row of X(1). The same procedure is repeated in a cyclical fashion, with the server accessing node 1 at time n = d + 1, and so on, with transition probabilities taken from the rows of random elements X(j) ∈ P d for the jth cycle. In this formulation, the vector B(n) represents the distribution of customers in the network after n steps, with initial distribution B(0).
Markov chains with the cyclic property that each of the sequences {B(td+r)} t≥0 , r = 1, . . . , d, forms a homogeneous Markov chain, were also considered in [8] , where several examples of such Markov chains were provided.
The following assertion was proved in [13] (instead of the stated Theorem 3 concerning the "true donkey walk" discussed at the beginning of this section). 
For a matrix X = (X i,j ) ∈ M d and r = 1, 2, . . . , d, set
δ ij being Kroneker's delta (i.e., T r (X) is the d × d identity matrix with the rth row replaced by the rth row of X).
An extension of Theorem 6 is given by the following theorem. has entries β i,j given by (30). Furthermore, suppose that
where V (0) := V (d) . Then, for r = 1, . . . , d, the stationary distribution of the rth homogeneous Markov chain {B(td + r)} t≥0 is Dirichlet with parameters (β r,1 , . . . , β r,d ).
Proof. Let {X(t)} t≥0 be i.i.d. with law L(X), and fix r ∈ {1, . . . , d}. Then R(t) := T 1 (X(t)) · · · T d (X(t)) for r = d, T r+1 (X(t)) · · · T d (X(t))T 1 (X(t)) · · · T r (X(t)) for r < d, −→ e T d W as t → ∞. Using Proposition 1 in [5] , applied to the space S d and to the random mappings from S d to S d defined by x → xZ(t), t ≥ 0, it follows that {B(td + r)} t≥0 has a unique stationary distribution. Now V D (β r,1 ,...,β r,d ) . Hence the stationary distribution of {B(td + r)} t≥0 is D (β r,1 ,. ..,β r,d ) as required.
The following remark shows that our Theorem 7 is indeed an extension of Theorem 6. where the equality in distribution holds by (10) and the fact that V r−1,r d = Z r• , as both follow Γ β r−1,r = Γ αr• . It remains to observe that β r,r = α r,r and, for j = r, β r,j = β r−1,j + α r,j , hence the vector in the last line above is distributed as V (r) . The conditions of Theorem 7 are met, and we conclude that, for all r = 1, . . . , d, the homogeneous Markov chain {B(td+r)} t≥0 has stationary distribution D (β r,1 ,...,β r,d ) . In particular, for X defined by (26), one has β r,j = 1 for j = r + 1 (mod d), and β r,j = 2 for j = r + 1 (mod d).
