Abstract-The classical stochastic approximation methods are shown to yield algorithms to solve several formulations of the PAC learning problem defined on the domain [o, iId. Under some assumptions on differentiability of the probability measure functions, simple algorithms to solve some PAC learning problems are proposed based on networks of non-polynomial units (e.g. artificial neural networks). Conditions on the sizes of the samples required to ensure the error bounds are derived using martingale inequalities.
I. INTRODUCTION

THE paradigm of Probably and Approximately Correct
(PAC) concept learning has attracted considerable attention over the past years since the pioneering works of Valiant [22] , Several basic results in PAC learning are existential in nature: informally, one of the main results states that any hypothesis that minimizes the empirical error, based on a sufficiently large but finite sample, will approximate the underlying concept with a high probability. Even for simple cases, the problem of computing such hypothesis could be of varying complexities [3,17]; thus, algorithms that can handle significant classes of PAC learning problems will be of both practical and theoretical interest. This paradigm is very useful in the study of practical learning algorithms which have to be terminated after a finite number of steps.
We show that some important classes of the PAC learning problem can be solved by stochastic approximation algorithms based on networks of sigmoidal units studied by Cybenko [5] . Thus, we illustrate an explicit connection between the area of PAC learning, feedforward neural networks (White [24] ) and stochastic approximation (Wasan [25] , Kushner and ). These works typically show the asmptotic convergence of the algorithm by utilizing an ordinary differential equation that characterizes the algorithm. It is unclear if these works can be used to give error bounds on the parameters of an algorithm that is terminated after a finite number of steps; such bounds are required in solving the PAC learning problem. Also, finite sample results are very useful in practical applications where the learning algorithms are always terminated after a finite number of steps. Further, the methods used here for obtaining finite sample results could be applied to the other learning algorithms.
We consider the concept classes that can be closely approximated by fixed-size networks, and classes of distributions that satisfy some conditions on the gradient (detailed conditions are given in Section 3). We present a basic algorithm that uses the (fixed-size) network representation of a concept, whose weights are incrementally updated in response to its predicted classification of the next example. We estimate bounds on the precision and accuracy of the current estimate as a function of sample size and/or number of iterations. Then we present a variant of this algorithm that uses "batches" of examples in each update; in some cases better bounds for this algorithm can be obtained compared to the basic algorithm.
There are two technical issues that need to be addressed in applying stochastic algorithms to PAC learning problems. In terms of computational complexity, some of our algorithms have the sample sizes polynomial in the precision, confidence and other parameters; as a result of constant update time (with respect to sample size), the algorithms run in polynomial time. The corresponding class of PAC learning problem defines the concepts that are arbitrarily approximated by networks of fixed number of nodes. This class is interesting, in the light of results from Pitt and Valiant [17] that such guarantees cannot be given even in the case of Boolean problems (unless R = N P , where R is the class of sets accepted in random polynomial time by a deterministic Turing machine and N P is the class of sets accepted in polynomial time by a non-deterministic Turing machine).
In terms of sample complexity, as a function of the problem parameters (Lipschitz constant of the gradient and the size of the approximating network), the sample size for fixed presision and confidence can be made almost linear by a suitable choice of the step size in our algorithm (Corollary 2, Part (iib)); this aspect makes it very suitable for scale-ups in terms of these parameters.
The organization of the paper is as follows. Some preliminary facts on PAC learning, feedforward network approximation and stochastic approximation algorithms are presented in Section 2. The algorithms for PAC learning are presented in Section 3; the basic and batching algorithms are presented in Section 3.1 and 3.2 respectively.
PRELIMINARIES
A . PAC Learning
We are given a set X = [0, lId called the domain, and C 2x and H & 2x called the concept class and hypotheszs class respectively; members of C and H are measurable under a distribution PX on X . A concept is any c E C and a hypothesis is any h E H . For s X , an andicator function 1, : X ( 0 , l ) is defined such that for any 2 E X ,
is an example of c E C , and set of m such examples is msample of c. For a , b C X , we have a A b = (ii n 6) u (Q n6).
Then for any s E CU H U {cAhlc 6 C, h E H } we have the actual measure of s given by p ( s ) = dPx. S using an unknown concept c E C , is given. The concept class C is said to be learnable [3] if given a finite sample, a hypothesis h E H , C C H , can be produced such that for any 0 < e, 6 < 1 , we have the following condition satisfied
where P is the product measure on the set of all independently and identically distributed m-samples. Note that p ( h A c ) is the probability that a randomly chosen test point x E X will be classified differently by h and c, i.e. p ( h A c ) = dPx.
Here, E and 6 are called the precision and confidence parameters respectively, and the pair (cl 6 ) is called the performance pair. The condition of equation (2.1.1) is referred to as the (c, 6)-condition.
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B. Approximation by Networks
The general architecture of a multilayer feedforward network consists of an input layer with d units and output layer with m units, and one or more hidden layers; here we consider m = 1 and a single hidden layer. The hidden unit j has a weight vector b, E Rd and a threshold t , E 92. The output of the j t h hidden unit is a(brz -t j ) , where x E Rd is the input vector, b r x denotes the scalar product, and U : ! R I -+ % is called an activation function. The output of the output node is given by 
ALGORITHMS FOR PAC LEARNING
We first develop conditions required to implement a stochastic approximation algorithm for PAC learning problem. In order to ensure the convergence ofthe algorithm (3.1.1), we require the following conditions on the probability measure generated by Px. We now state a basic version of our main result. Here the conditions on the sample sizes are expressed as functions of the step size 7n, and two specific cases are then illustrated in the following corollary. 
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Also since sn 5 1, we have ll€n112 5 N . Let 3n be the a-algebra generated by w1, w2, . . . , w,. Now taking conditional expectations on both sides of the equation (3.2.1) we obtain the following condition: E [~( w n + l ) l F n I I (1 -7 n e )~( w n ) + 7 LN7' (3.1.2)
00
Under the conditions 7n < 1/0 and 7; < 00, the sequence {p(wn)} forms an almost supermartingale, hence For parts (ii) and (iii), we obtain'a bound on Eb(wn)], and use Chebychev's inequality that
; by equating the right hand side or its suitable upperbound to 6, we obtain a condition on n. We take the expectation on both sides of the equation 
I
Thus the theorem is true. 0 Part (i) of this theorem characterizes the asymptotic behavior of the algorithm in (3.1.1); the condition (ib) corresponds to the well-known Robbins-Monro conditions on the step size. Part (ii) and (iii) yield the sample sizes needed to ensure ( e , 6)-condition at the n step of the algorithm. The condition in (ii) is just on p(wn) at the nth step, and this condition might not have been satisfied before nth step, whereas the condition in (iii) is valid uniformly for all n, and hence is stronger than (ii).
The following corollary discusses two important special cases where the step size is a constant and a constant multiple of the components of Harmonic numbers respectively.
Corollary 2 Under the Conditions 1-3, the basic algorithm of (8.1.1) satisfies the following conditions: (i) Under the condition of constant step sire yn = 7 , 7 < i/e, we have Pb(w,,) < €1 > 1 -6 for suficiently large sample of sire n given by (ii) Consider yn = 7 / ( n + l), for n 2 0, and 7 < l/e. 
B . Botching Algorithm
We now allow the update rule to depend on n; unlike in (3.1.1) where wn is updated with every example, we "batch" Zi's before updating U), as follows. , (zt,-l+n, lc(zt,-r+n) ) is theset of examples of nth step, disjoint from the set of any other step such that t, = tn-l + in. This algorithm will be referred to as the Latching algorithm and its performance is described in the following theorem. The bounds on the number of steps and/or sample size here could be better, in some cases, than those in Theorem 2.
We illustrate some specific cases. Consider that L is small so that can be approximated by 5. Then the number of steps in Theorem 2 (i) no more than those of constant step algorithm (of Corollary 2(i)) under the condition y 5 &. 
IV. CONCLUSIONS
We showed that the well-known techniques of stochastic approximation algorithms can be used to solve some classes of PAC learning problems. We considered the concept classes that can be closely approximated by a fixedsize networks, and classes of distributions that satisfy some conditions on the gradient. We presented a basic algorithm that uses a network representation of a concept, whose weights are updated in response to the next example. Then we presented a variant of this algorithm that uses "batches" of examples in each update; in some cases better bounds for this algorithm are obtained compared to the basic algorithm.
This work can be viewed as only a starting point for a vast number of conceivable future investigations in a number of ways. First, the extensive varieties of stochastic approximation algorithms can yield a number of variations of the proposed basic algorithm. Second, approximations based on radial basis networks (Broomhead and Lowe Also, the PAC paradigm could possibly motivate finite (small) sample studies of stochastic approximation algorithms.
