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Resumo
Nesta tese abordamos as caminhadas quânticas em tempo discreto no modelo de es-
palhamento (CQEs) na rede hexagonal. Primeiro faremos uma revisão das CQEs em uma
dimensão, dando um enfoque mais de propagação em rede do que em computação e infor-
mação quântica, que é o usual na área. Em seguida apresentaremos um formalismo geral
para a implementação das CQEs em redes regulares e daremos o simples exemplo concreto
da rede quadrada. Na sequência do trabalho, implementaremos as CQEs para a rede he-
xagonal e analisaremos suas propriedade no espaço de momentum. Além disso, realizamos
uma breve discussão comparando as estruturas de bandas de energia obtidas para uma
CQEs, caracterizada pela matriz de Grover, com as do grafeno. De maneira qualitativa,
observa-se que esses dois sistemas possuem caracteŕısticas comuns. Finalmente, atra-
vés destes formalismos exploramos a estrutura topológica da rede hexagonal para obter
dez diferentes formulações, com caracteŕısticas espaciais distintas. Além disso, exempli-
ficamos a evolução temporal dessas diferentes formulações das CQEs considerando, por
exemplo, as matrizes de espalhamento de Grover e da transformada discreta de Fourier.
Nosso estudo ilustra que, combinações espećıficas dessas dez formulações com matrizes
de espalhamento adequadas resultam em sistemas com as caracteŕısticas fenomenológicas




In this work we discuss the discrete time quantum walks in the scattering formulation
(SQWs) for the honeycomb lattice. First we review the quantum walks in one dimen-
sion, giving a focus in lattice propagation than in quantum computation and quantum
information, which is usual in the area. Then we present a general formalism for the
implementation of SQWs in regular lattices and give a simple concrete example of the
square lattice. Next, we implement the SQWs for the honeycomb lattice and analyze
its properties in momentum space. In addition, we present a brief discussion comparing
the energy bands obtained for a SQWs (characterized by Grover matrix) with those of
the graphene. Qualitatively, we observe that the two energy structures have common
features. Finally, from the proposed formalism we show that it is possible to explore
the topological structure of the honeycomb lattice. We obtain ten different formulations,
each one with spatial different features. Furthermore, we exemplify the time evolution of
these different SQWs versions considering as scattering matrices, the Grover and discrete
Fourier transform operators. Our study ilustrate that specific combinations of the ten
formulations with adequate scattering matrices result in distinct phenomenological beha-
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2.2 Valor Médio e Variância . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
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matriz GRO: Matriz de Grover
matriz IMP : Matriz imparcial
matriz TDF : Matriz da Transformada Discreta de Fourier
matriz TDH: Matriz da Transformada Discreta de Hartley
xii
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n – n ∈ N e representa passos de tempo.
(j, k) – (j, k) ∈ Z e descrevem as coordenadas dos śıtios de uma rede no plano cartesiano.
Pv(j, k, n) – probabilidade de encontrar uma part́ıcula convergido para o śıtio (j, k) no
passo de tempo n.
〈f(x)〉 – valor médio da função f(x).
〈(∆f(x))2〉 – variância da função f(x).
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i – unidade imaginária.
Û – operador evolução temporal.
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dx [f(x)] – representa a derivada de f(x) em relação a x.




Certamente, as Caminhadas Aleatórias Clássicas (CACs) [1] em geral, e o Movimento
Browniano [2–4] em particular, são assuntos importantes e estabelecidos há muito tempo
no domı́nio da f́ısica clássica, que apresentam uma fenomenologia muito rica e abrangem
uma ampla gama de aplicações em diversas áreas das ciências [5–7]. Na biologia as CACs
são utilizadas no estudo das propriedades estat́ısticas de deriva genética [8]; na qúımica
elas são aplicadas na simulação de reações qúımicas [9]; na ciência da computação existem
diversos algoŕıtimos baseados em CACs, por exemplo, para processos de busca em banco
de dados [10, 11]; os economistas aplicam as CACs na compreensão de certos compor-
tamentos similares a aleatórios da bolsa de valores [7]; entre outras. Na f́ısica, além do
movimento browniano, as CACs encontram aplicações no estudo de processos estocásticos
em geral [12, 13], sendo que alguns desses casos são os estudos de poĺımeros, para a descri-
ção das posśıveis configurações espaciais que eles podem assumir [14, 15] e de processos de
difusão [16]. Na seção (2.1) abordamos de maneira introdutória o formalismo matemático
para as CACs.
A noção expĺıcita das Caminhadas Quânticas1 (CQs) foi proposta em 1993, por Y.
Aharonov, L. Davidovich e N. Zagury, como sendo um posśıvel (e interessante) análogo
quântico das CACs [17] (na seção (2.3) iremos discutir matematicamente o modelo pro-
posto por Aharonov et al). Entretanto, a ideia das CQ remonta a R. P. Feynman, quando
considerou a discretização do propagador da equação de Dirac [18, 19]. Além disso, em
um artigo de Feynman sobre computadores quanto-mecânicos [20], podemos encontrar
uma proposta que pode ser interpretada como uma CQ em tempo cont́ınuo [21]. De ma-
neira independente, D. A. Meyer abordou o mesmo tema em um artigo sobre autômatos
1O termo original proposto por Y. Aharonov et al é “caminhadas aleatórias quânticas”, mas atualmente
diversos autores usam somente “caminhadas quânticas”.
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celulares quânticos [22], mas sem utilizar o termo “caminhada quântica” e tão pouco fazer
analogia com CACs. De fato, encontram-se na literatura alguns trabalhos associando a
discretização da equação de Dirac, autômato celulares e caminhadas quânticas [23–26].
Nos anos 80, S. P. Gudder também já havia considerado brevemente o assunto, ao tratar
a mecânica quântica discreta em um caṕıtulo de seu livro“Quantum Probability” [27]. Nas
duas últimas décadas foram publicados diversos artigos a respeito das CQs. Para uma
introdução ou revisão do tema, recomendamos as referências [28–44].
As CQs podem ser divididas em dois grupos. No primeiro, sua dinâmica ocorre em
intervalos de tempo discreto [17, 28, 36] e no segundo evolui em tempo cont́ınuo [33].
Entretanto, ambas formulações são definidas em um espaço de posições discreto (redes
ou grafos) [28]. Nesta tese focamos apenas em CQs em tempo discreto, as quais podem
ser formuladas em dois modelos completamente equivalentes: o modelo de moeda (CQM)
[17, 28] e o modelo de espalhamento (CQE) [36–38].
As CQMs consistem de evoluções quânticas unitárias para um sistema cujo espaço de
Hilbert (H) é dado pelo produto tensorial de dois subespaços vetoriais, um associado aos
graus de liberdade que descrevem as “posições” dos vértices de um grafo, Hx, e o outro
associado a graus de liberdades “internos” (similares a spins), Hc. A função de onda,
associada ao estado |Ψn〉, que descreve o sistema em H e no passo de tempo discreto n =
0, 1, 2, 3, ..., propaga-se sobre os vértices do grafo, resultando em |Ψn+1〉, sendo direcionada
através da ação adequada de um operador chamado moeda, que atua sobre os estados do
subespaço Hc, e sendo deslocada através da ação de um operador translação condicional
que atua no espaço H. A fig. (1.1) mostra a representação gráfica de uma posśıvel





















Figura 1.1: Representação esquemática da evolução de um passo de uma CQM em um grafo.
(a) representa o estado do sistema no passo de tempo n e dado por |Ψn〉 = |σ1〉c ⊗ |v0〉x, onde
o conjunto de estados {|σi〉c} descrevem os graus de liberdade interno do sistema e constituem
uma base para Hc, e {|vj〉x} descrevem as posições dos vértices e formam uma base para Hx.
(b) representa a ação do operador moeda, (Ĉ), sobre os estados associados ao subespaço vetorial
Hc, cujo resultado é Ĉ|σ1〉c =
∑4
i=1 ci|σi〉c, tal que
∑4
i=1 |ci|2 = 1. (c) representa o estado do









i=1 ci|σi〉c ⊗ |vi〉x.
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A versão que adotamos nesta tese são as CQEs, pois sob certos aspectos é um modelo
fisicamente mais intuitivo, uma vez que podemos encarar esse modelo como um “simples”
problema de espalhamento. Neste caso, a dinâmica também ocorre em intervalo de tempo
discretos n, mas sua dinâmica é definida nas arestas do grafo (ligações da rede) e a cada
passo de tempo a part́ıcula sofre processos de espalhamento devido aos vértices do grafo
(śıtios da rede). De fato, em qualquer passo de tempo n, o estado do sistema |Ψn〉 é
descrito por uma superposição de estados de base – definidos individualmente sobre cada
ligação da rede – ponderados por amplitudes de reflexão e transmissão (associadas em cada
śıtio a matrizes de espalhamento locais [36], ver caṕıtulo 2), fig. (1.2). Esta construção
tem uma analogia com um feixe de luz em uma rede interferométrica, onde cada śıtio
atua como um divisor de feixe, e as arestas funcionam como eixos ópticos que permitem a
propagação da luz. Ademais, cada divisor de feixe pode ser ligado a um número diferente
de eixos ópticos (assim, a rede não necessita ser regular). Uma descrição matemática












Figura 1.2: Representação esquemática da evolução de um passo de tempo de uma CQE em
um grafo. (a) representa o estado no passo de tempo n, tal que |Ψn〉 = |v1, v0〉, onde o estado
|vi, vj〉 representa o deslocamento da part́ıcula do vértice vi para o vértice vj . Em (b) temos a
representação do estado do sistema no passo de tempo n + 1, isto é, |Ψn+1〉 =
∑4
i=1 Γi|v0, vi〉,
onde Γi representam amplitudes de espalhamento e
∑4
i=1 |Γi|2 = 1.
Dada sua relativa simplicidade – quando comparada com sistemas quânticos mais
tradicionais – mas ainda exibindo a maior parte das fenomenologias básicas da mecânica
quântica [28, 36, 40, 45, 46], as CQs encontram inúmeras aplicações [42, 47], especialmente
na computação quântica no desenvolvimento de algoritmos quânticos [34, 48]. Além disso,
uma maneira de investigar um computador quântico complexo, é decompô-lo em diversos
circuitos quânticos mais simples denominados de “portas”, que são representadas mate-
maticamente por operações unitárias que podem ser identificadas como CQs [21]. Assim,
nesta perspectiva, um computador quântico pode ser inteiramente baseado em CQs [49–
51]. Como outras aplicações para as CQs podemos citar: os estudos das propriedades de
transporte eletrônico de sistemas quânticos [52] e de transporte de energia em sistemas
fotossintéticos [53, 54], a análise de distribuição de cargas elétricas em poĺımeros [55],
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o estudo da desordem em sistema de bósons e férmions não interagentes [56], transição
de fase quântica em armadilhas ópticas [57], transferência de estados quânticos em um
sistema de spin interagentes [58], condensado de Bose–Einstein [59], percolação em grafos
[60, 61], estudos de emaranhamento e decoerência [62–67], apenas para mencionar alguns
exemplos.
No que tange a implementações f́ısicas das CQs existem diversas propostas e reali-
zações experimentais concretas. Entre elas destacamos a utilização de sistemas ópticos
lineares, tais como interferometria de fótons [68] e cavidades ópticas ressonantes [69, 70];
armadilhas ópticas de átomos [71, 72], redes ópticas [73], o controle de spin de elétrons
[74], pontos quânticos [75], armadilhas de ı́ons [76–78], redes de guias de onda [79–81],
ressonância magnética nuclear [82] e eletrodinâmica quântica de cavidades (cavity quan-
tum electrodynamics - cavity QED) [83, 84]. A referência [85] apresenta uma coletânea
das principais implementações f́ısicas das CQs. Analisando os trabalhos citados neste
parágrafo, verificamos que existem algumas poucas proposta de implementações das CQs
em duas dimensões, como destaca a referência [86], que investiga um sistema f́ısico capaz
de implementar uma CQ em redes bidimensionais.
Outro aspecto importante é a investigação dos processos de decoerência nas CQs, pois
uma maneira de identificar se uma dinâmica quântica particular pode ser caracterizada
como uma CQ, é verificar se ela se transforma em uma CAC quando sofre esse tipo de
processo. Isto pode ser feito introduzindo algum elemento estocástico durante a evolução
de uma CQ, por exemplo efetuando-se processos de medidas de algum observável do
sistema [44, 47, 66].
A maioria das aplicações para as CQs são pensadas em termos de construções em uma
dimensão, onde só existem dois posśıveis sentidos de propagação da part́ıcula (portanto,
o número de coordenação é k = 2). No entanto, caracteŕısticas como fases topológicas e
transições de fase dinâmica observadas em uma dimensão [87–90] possivelmente se mos-
trariam mais ricas e interessantes em estruturas com k > 2, especialmente para k ı́mpar
[91]. Além disso, diversos trabalhos demonstraram uma fenomenologia muito mais diversa
para as CQs em duas ou mais dimensões, como na rede quadrada (k = 4) e no hipercubo
N -dimensional (k = 2N) [92–97]. Por exemplo, como apontado em [98] as CQs com k > 2
são modelos naturais para descrever excitações eletrônicas do números de onda2 em redes
cristalinas [99].
Na literatura encontramos algumas aplicações das CQs em redes ou grafos com número
2Basicamente, os comprimentos de onda devem ser suficientemente pequenos de modo que a topologia
local (isto é, as vizinhanças em torno de cada śıtio) se torne relevante para as propriedades de transporte.
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de coordenação k = 3, como a estrutura “glued tree” [33, 35, 91], fig. (1.3), e a rede
“honeycomb” (hexagonal) [92, 100, 101], fig. (1.4). De fato, modelos de CQs para a rede
hexagonal se mostram muito útil no estudo de processos como percolação [102], localização
[103] e procedimentos de busca [101]. Além disso, modelos de CQs nestes sistemas têm
sido considerados para derivar hamiltonianas efetivas para o grafeno [104] e investigar
nanofitas de grafeno em posśıveis implementações de portas lógicas quânticas [105].
Figura 1.3: Exemplo de grafos glued tree. Figura adaptada da referência [91].
Figura 1.4: Rede hexagonal.
O padrão hexagonal, além de ser uma das três formas posśıveis de se recobrir o plano3
usando um mesmo conjunto de poĺıgonos regulares de maneira a não superpô-los e nem
3As outras duas são triângulos equiláteros e quadrados.
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deixar espaços entre os mesmos [106–108], ele aparece em diversos sistemas da natureza,
por exemplo: os favos de mel em colmeias de abelhas; nas colunas de basalto na Calçada
dos Gigantes (formação rochosa natural e atração tuŕıstica da Irlanda do Norte); em
estruturas moleculares (anel de benzeno); e flocos de neve; ver a fig. (1.5).
(a) (b)
(c) (d)
Figura 1.5: Exemplos de padrões hexagonais: (a) favos de mel, (b) formações rochosas na
Irlanda do Norte, (c) anel de benzeno; e (d) flocos de neve. Imagens retiradas da internet.
Nos últimos anos, o grafeno se tornou o exemplo mais notável de um padrão he-
xagonal. Ele é um cristal bidimensional estável, constitúıdo por uma monocamada de
átomos de carbono dispostos em uma rede hexagonal e possui uma variedade de diferen-
tes propriedades [109, 110], muitas das quais possuem um grande potencial em aplicações
tecnológicas [111]. Além disso, o comportamento dos elétrons desse material próximo ao
ponto de Dirac (no espaço de momentum) pode ser descrito por uma teoria que imita a
descrição de férmions relativ́ısticos sem massa [112, 113]. Esse comportamento, por exem-
plo, propicia a abertura de um campo de pesquisa para investigar f́ısica de altas energias
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em matéria condensada [114].
O grafeno foi observado experimentalmente no ano de 2004 por A. Geim e K. No-
voselov [115], rendendo-lhes o Prêmio Nobel de F́ısica de 2010 [116, 117]. Para maiores
detalhes sobre as propriedades eletrônica do grafeno, recomendamos a referência [118].
Outros materiais que exibem o padrão hexagonal são os nanotubos de carbono e o fu-
lereno, fig. (1.6). Devido à subjacente importância da topologia hexagonal, algumas
propostas particulares para a implementação das CQs em tempo discreto nessa classe de
redes têm sido desenvolvidas [92]. Assim, motivado pelas peculiaridades e grande interesse
em topologia hexagonal, um primeiro objetivo desta tese é apresentar um formalismo to-
talmente geral para a construção das caminhadas quânticas em tempo discreto no modelo
de espalhamento na rede hexagonal infinita.
Figura 1.6: Estruturas a base de carbono: grafeno, grafite, nanotubo de carbono e fulereno.
Imagem retirada da referência [118].
Apesar da ampla gama de aplicações mencionadas, um aspecto ainda pouco explo-
rado é que, dada uma topologia espećıfica, há uma grande versatilidade na construção
de diferentes modelos de CQs [119, 120]. De fato, existem alguns poucos trabalhos que
mostram como distintos operadores que implementam a evolução temporal das CQs (por-
tanto resultando em diferentes Û ’s4) geram evoluções que são unitariamente equivalentes
[121, 122]. Além disso, é praticamente inexistente na literatura discussões que mostram
4Aqui Û é o operador de evolução temporal para um passo na dinâmica: Û |Ψn〉 = |Ψn+1〉.
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que exigindo-se apenas regras quânticas básicas para a evolução ser coerente com as si-
metrias intŕınsecas do sistema (por exemplo, estrutura da célula unitária em um sistema
cristalino), pode-se obter diversas prescrições para Û , o que gera CQs com diferentes
caracteŕısticas. Assim, concebivelmente estas diferentes prescrições deveriam conduzir a
diferentes comportamentos qualitativos, por exemplo, associados à propriedades de trans-
porte e difusividade [46].
Como salientamos nos parágrafos anteriores, as caminhadas quânticas tem uma grande
aplicabilidade em diversas áreas da ciência. Assim, torna-se indispensável compreender
suas caracteŕısticas sob os mais diversos aspectos, inclusive (nosso interesse principal
aqui), com relação a sua versatilidade matemática na construção concreta desses modelos.
Durante o desenvolvimento de nossa dissertação de mestrados [123], observamos que a
rede hexagonal permite diversas formulações para as CQs. Entretanto não exploramos
tal situação. Assim, um segundo objetivo desse trabalho é provar concretamente este
fato derivando diferentes formulações das CQEs para a topologia hexagonal. Para isto,
iremos definir o que chamamos de funções topológicas direcionais (Φ) e mostraremos
que pode-se gerar um certo número espećıfico de dinâmicas distintas especificando-se
adequadamente essas funções Φ’s. Mostraremos que o número dessas diferentes dinâmicas
está relacionado com o comportamento de “trajetórias fundamentais” (definidas ao longo
da tese) associadas ao operador que implementa a evolução temporal do sistema, o qual
é fortemente dependente dessas funções Φ’s. Especificamente, fazendo Φ compat́ıvel com
a topologia hexagonal, obtemos exatamente dez formulações para as CQEs. Também
discutimos CQE em rede hexagonal no espaço de momentum e determinamos suas bandas
de energia.
Finalmente, apesar desta tese tratar das caminhadas quânticas na rede hexagonal, é
importante revisar e salientar as principais caracteŕısticas de CQs gerais. E isto fica mais
fácil no caso unidimensional onde diversos resultados podem ser obtidos analiticamente.
E também para redes regulares com k par! Mas tudo isto dando um aspecto mais de
propagação em rede do que em computação e informação quântica [44], que é o usual na
área de CQs.
Esta tese está organizada da seguinte forma: no caṕıtulo 2 revisamos o conceito de CQs
em tempo discreto em uma dimensão, analisando seus principais aspectos. No caṕıtulo
3, investigamos as CQEs em 1D no espaço de momentum. Esta abordagem nos permite
derivar analiticamente algumas propriedade fundamentais do sistema, como as estruturas
de bandas e a densidade de estados. No caṕıtulo 4 apresentamos uma metodologia para a
implementação das CQEs em redes bidimensionais regulares e apresentamos o exemplo da
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rede quadrada. Em seguida, no caṕıtulo 5, aplicamos essa metodologia para a construção
das CQEs na rede hexagonal. Já, no caṕıtulo 6, investigamos as CQEs na rede hexagonal,
onde determinamos suas bandas de energia para uma classe de matriz de espalhamento
genérica e comparamos as CQEs para a matriz de Grover com o grafeno. No caṕıtulo 7
definimos as funções topológicas direcionais Φ’s e desenvolvemos as dez formulações para
as CQEs na rede hexagonal. Além disso, ao longo do texto apresentamos diversos exemplos
numéricos. Finalmente, no caṕıtulo 8, apresentamos nossas conclusões, perspectivas de
trabalhos futuros e considerações finais.
Capı́tulo 2
As Caminhadas Quânticas
Neste caṕıtulo introduzimos e analisamos as propriedades das CQEs unidimensionais
fazendo um paralelo com as CACs. Em geral as caracteŕısticas das CQEs em uma di-
mensão são válidas para duas ou três dimensões. Assim, realizamos inicialmente uma
breve revisão sobre as CACs unidimensionais, em seguida expomos o modelo de moeda
proposto por Y. Aharonov, L. Davidovich e N. Zagury no artigo seminal sobre o tema
[17]. Finalmente, apresentamos o modelo de espalhamento proposto por M. Hillery, J.
Bergou e E. Feldman [36], onde abordamos em mais detalhes os principais aspectos das
CQEs, uma vez que é esta formulação adotada neste trabalho.
2.1 Caminhadas Aleatórias Clássicas
Nesta seção discutimos as principais propriedades das CACs em uma dimensão. Para
maiores detalhes e generalizações, sugerimos as referências introdutórias [124–129]. O
problema das CACs foi proposto por K. Pearson em julho de 1905 [1]. Nas palavras1 de
Pearson o problema consistia de:
“Um homem parte de um ponto O e anda ℓ jardas em linha reta; então
ele se vira em um ângulo qualquer e anda novamente ℓ jardas em uma
segunda linha reta. Ele repete este processo n vezes. Eu quero descobrir
a probabilidade após essas n etapas dele estar a uma distância entre r e
r + δr do ponto de partida O.”
1Tradução livre de: “A man starts front a point O and walks ℓ yards in straight line; he then turns
through any angle whatever and walks another ℓ yards in a second straight line. He repeats this process n
times. I require the probability that after these n stretches he is at distance between r and r + δr from his
starting point O” [1].
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Em agosto de 1905, Lord Rayleigh respondeu Pearson [130]. Segundo Rayleigh para






Em uma dimensão uma CAC pode ser encarada como uma part́ıcula movendo-se com
velocidade ~v que tem módulo constante, |~v| = v. A cada intervalo de tempo τ = ℓ/v
uma variável aleatória e independente (que assume apenas dois valores) é sorteada, por
exemplo, através de um jogo de moeda. Assim, se o resultado é cara a part́ıcula de desloca
para a direita e se for coroa, ela vai para a esquerda, fig. (2.1).
Associando a cada resultado do sorteio da moeda no intervalo de tempo τ , uma variável
σn, onde n ∈ N, tal que
σn =
{
+1, se o resultado for cara
−1, se o resultado for coroa
, (2.2)
então, após o n-ésimo passo de tempo τ , a posição da part́ıcula, é dada por
x(n) = x0 +
n∑
i=1





x0 x0 + 1ℓx0 − 1ℓ x0 + 2ℓx0 − 2ℓ
~v
0 < t̃ < 1τ
......
x0 x0 + 1ℓx0 − 1ℓ x0 + 2ℓx0 − 2ℓ
−~v
1τ < t̃ < 2τ
......
x0 x0 + 1ℓx0 − 1ℓ x0 + 2ℓx0 − 2ℓ
−~v
2τ < t̃ < 3τ
......
x0 x0 + 1ℓx0 − 1ℓ x0 + 2ℓx0 − 2ℓ
−~v
3τ < t̃ < 4τ
......
x0 x0 + 1ℓx0 − 1ℓ x0 + 2ℓx0 − 2ℓ
~v
4τ < t̃ < 5τ
Figura 2.1: Exemplo de uma posśıvel realização dos cinco primeiros passos de uma CAC em
uma dimensão, onde t̃ é um instante de tempo arbitrário entre os intervalos dados na figura. Ao
atingir a posição xj = x0 + jℓ, com j ∈ Z, a part́ıcula muda de sentido (ou não) dependendo do
valor do sorteio da moeda.
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Observando a fig. (2.1), constatamos que o sistema pode ser descrito em uma rede
linear cujos śıtios estão separados por uma distância ℓ. Assim, sem perda de generalidade,
podemos identificar a posição de cada śıtio por apenas um número inteiro j, isto é, xj = jℓ
fig. (2.2). Além disso, se reiniciarmos o sistema com as mesmas condições iniciais e
deixá-lo evoluir novamente de acordo com o processo descrito acima, provavelmente não
vamos obter a mesma configuração dada na fig. (2.1). Isto ocorre devido aos processos
aleatórios que determinam o sentido de propagação da part́ıcula a cada intervalo de tempo
τ , introduzidos com os sorteios da moeda.
ℓ
......
j j + 1j − 1 j + 2j − 2
Figura 2.2: O espaço de posições para os processos descritos na fig. (2.1) pode ser identificado
como uma rede unidimensional cujo parâmetro de rede é ℓ e j ∈ Z.
A cada intervalo de tempo τ existe uma probabilidade p associada ao resultado do
sorteio da moeda ser cara (σn = +1) e q = 1 − p de ser coroa (σn = −1), em outras
palavras, p é a probabilidade da part́ıcula se deslocar para a direita e q a probabilidade
dela ir para a esquerda ao incide em um dado śıtio da rede, fig. (2.3). Neste modelo
de CAC não existem restrições no número de vezes que a part́ıcula pode passar por um
śıtio. Além disso, a escolha do próximo vértice a ser visitado é independente das escolhas
realizadas nos passos anteriores.
......
j j + 1j − 1 j + 2j − 2
p
q = 1− p
Figura 2.3: Probabilidades da part́ıcula ir para a direita (p) ou esquerda (q = 1− p) ao incidir
em um śıtio da rede a cada passo de tempo.
Uma quantidade relevante é a probabilidade de encontrar a part́ıcula convergindo para
a posição j após n passos de tempo τ . Essa quantidade pode ser obtida através da relação
de recorrência
Pv(j, n) = pPv(j + 1, n− 1) + qPv(j − 1, n− 1), (2.4)
com condições iniciais apropriadas, por exemplo, Pv(0, 0) = 1 e Pv(j 6= 0, 0) = 0, que
representa uma part́ıcula partindo da origem.
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A eq. (2.4) não é a única via para se obter Pv(j, n). Assim, vamos considerar uma
CAC onde a part́ıcula parte da origem. Neste caso, após n etapas de tempo τ , o número
de passos que a part́ıcula dá para a direita e esquerda são dados, respectivamente por nd
e ne, tal que,
n = nd + ne. (2.5)
Além disso, assumindo que o parâmetro de rede ℓ = 1, a posição da part́ıcula após o
n-ésimo passo é dada por
j = nd − ne. (2.6)
Na tab. (2.1) mostramos os todas posśıveis sequências de passos após três etapas de
evolução. Logo, constatamos que após n passos, a probabilidade Ps de uma sequência de
passos ocorrer é dada por
Ps = p
ndqne . (2.7)











































































Ps = qqq ←←←
Tabela 2.1: Nas quatro primeiras colunas temos os três primeiros passos de tempo para uma
CAC, onde Ps é a probabilidade de uma sequência de passos ocorrer após a n-ésima etapa da
evolução. Na quinta coluna temos a representação gráfica dos passos para n = 3, onde (→)
representa um passo para a direita e (←) um passo para a esquerda.
A probabilidade de encontrar a part́ıcula em uma posição j da rede após n passos
de tempo, Pv(j, n), é dada pelo produto entre o número de todas as posśıveis sequência
de passos que resultem em tal posição e a probabilidade da ocorrência de uma única
sequência que leve ao śıtio escolhido. Assim, vamos considerar uma posição j = 1 dada
na tab. (2.1). Neste caso observamos que existem três posśıveis sequência que resultam
nessa posição, e a probabilidade de uma dessas sequências ocorrer é Ps = p
2q. Portanto,
Pv(1, 3) = 3p
2q. Ademais, observe que para n = 1 existem duas sequências posśıveis, para
n = 2, quatro, e para n = 3, oito. Desta forma, é fácil verificar por indução que o número
de sequências posśıveis após n passos é dado por 2n.
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Uma vez que o número de sequência cresce de maneira exponencial, torna-se uma
missão extremamente árdua contá-las a medida que o valor de n cresce. Entretanto, esse
problema pode ser contornado, uma vez que cada passo é independente do anterior e que
devemos contar cada sequência apenas uma vez. Então, o número total de sequências
é dada pela combinação simples entre o número de passos n e a posição j escolhida.











Além disso, uma vez que a probabilidade de uma sequência que leve a posição j = nd é



























onde j = −n,−n+ 2, ..., n− 2, n. E eq. (2.11) é válida para qualquer posição da rede.
(a) (b)























Figura 2.4: (a) Trajetórias em função do número de passos, eq. (2.3), de três evoluções de
uma CAC imparcial (p = q = 1/2) partindo da origem, onde assumimos que ℓ = τ = 1. (b)
Distribuição de probabilidades, eq. (2.11), para uma CAC imparcial após 100 passos.
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Para exemplificar a construção desta seção, evolúımos uma CAC imparcial (com pro-
babilidades iguais de ir para esquerda ou direita, p = q = 1/2) três vezes, onde assumimos
que ℓ = τ = 1, fig. (2.4a). Como discutido nos parágrafos anteriores, obtivemos três
trajetórias diferentes. A fig. (2.4b) apresenta a distribuição de probabilidades dada pela
eq. (2.11) após 100 passos, como esperado ela é uma distribuição gaussiana.
2.2 Valor Médio e Variância
Considere uma função arbitrária F(x) e seja P (x) a distribuição de probabilidade










Neste caso, P (x) é a densidade de probabilidade associada a variável x.
A variância da função F(x) é definida por
〈(∆F(x))2〉 = 〈(F(x)− 〈F(x)〉)2〉 = 〈[F(x)]2〉 − 〈F(x)〉2. (2.14)
Em especial, se F(x) = x, onde x representa a posição, defini-se a variância de F(x) como
sendo o Deslocamento Quadrático Médio (DQM), isto é,










se x é uma variável discreta. Para uma variável continua, troca-se os somatórios por
integrais em todos os valores posśıveis da variável x.
Para as CACs definidas na seção anterior, no regime onde n ≫ 1, usando o teorema











que representa uma função gaussiana [126]. Assim, podemos considerar que as posições
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Logo, o DQM se reduz a
〈(∆x)2〉 = 〈x2〉 − 〈x〉2 = 4pqn. (2.19)
Além disso, considerando que a probabilidade de obtermos, em um sorteio da variável
aleatória, o resultado σn = +1 (σn = −1) é p (q), então verifica-se que a média e a
variância da variável aleatória σn são dadas por
〈σ〉 = p− q (2.20)
e
〈(∆σ)2〉 = 〈σ2〉 − 〈σ〉2 = 4pq. (2.21)
2.3 Caminhadas Quânticas - o Modelo “ADZ”
Em 1993 Y. Aharonov, L. Davidovich e N. Zagury publicaram um trabalho na revista
Physical Review A, que é considerado o artigo seminal das CQs [17]. Neste trabalho, os
autores apresentaram um modelo para uma posśıvel versão quântica das CACs. Portanto,
devido à importância desse trabalho, nesta seção apresentamos, de maneira ligeiramente
modificada, o modelo proposto por estes autores. Além disso, em homenagem a esses
autores, nomeamos tal CQ de “modelo ADZ”.
Na visão de Aharonov et al., uma CQ é um sistema constitúıdo de uma part́ıcula com
spin 1/2 deslocando-se em uma dimensão. Sua evolução ocorre em intervalos discretos de
tempo τ , a qual é regida pelo operador unitário de evolução temporal definido por




−iσ̂z ⊗ P̂ ℓ/~
]
(2.23)
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é o operador de translação condicional e
Ĉ = exp [iπσ̂y/4]⊗ 1̂x (2.24)
é o operador “moeda”, responsável em direcionar a part́ıcula a cada passo de tempo. Nas
expressões acima, σ̂z e σ̂y são as matrizes de Pauli, 1̂x é a relação de completeza no espaço
de posições, P̂ é o operador momentum canonicamente conjugado ao operador posição X̂
e ℓ é um parâmetro com dimensão de comprimento.
Observe que Ŝ é um operador de translação condicional, pois sua ação depende do
autovalor de σ̂z. Assim, uma vez que
σ̂z|±〉 = ±|±〉, (2.25)
então, Ŝ translada um estado do sistema associado a posição x para x ± ℓ. O operador
Ĉ é chamado de operador moeda porque ele desempenha um papel análogo ao sorteio da
moeda nas CACs. Por este motivo, esse modelo é frequentemente nomeado de “modelo de





(|+〉〈+|+ |+〉〈−|+ |−〉〈+| − |−〉〈−|)⊗ 1̂x. (2.26)
Ademais, o operador moeda dado na eq. (2.24) que atua somente no espaço vetorial ligado
aos graus de liberdade interno (spin) pode ser substitúıdo por qualquer operador unitário
que atue nesse espaço.
Nas CACs ao sortear uma moeda, dependendo do resultado (cara ou coroa), a part́ı-
cula desloca-se do śıtio que ela se encontra para um śıtio adjacente a direita ou esquerda.
Diferentemente, nas CQMs ao “lançar” a moeda quântica (ação do operador moeda) a
part́ıcula move-se da posição que ela se encontra para as posições adjacente à direita e
à esquerda (estado de superposição). Em outras palavras, os resultados dos sorteios da
moeda clássica são análogos aos termos |+〉〈+| e |−〉〈−| do operador moeda, enquanto que
os termos |+〉〈−| e |−〉〈+| são responsáveis pelos estado de superposição e não possuem
análogo clássico.
Após n passos de tempo τ , com n ∈ N, o estado do sistema é dado por
|Ψn〉 = Ûn|Ψ0〉. (2.27)
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(|+, ψ(x0)〉+ i|−, ψ(x0)〉) (2.28)
é o estado inicial, onde |±, ψ(x0)〉 ≡ |±〉 ⊗ |ψ(x0)〉 e 〈x|ψ(x0)〉 = ψ(x, x0) é uma função
de onda centrada em x0. Logo, após um passo de tempo τ da definição de Û , eq. (2.22),
têm-se diretamente que
|Ψ1〉 = Û |Ψ0〉 =
1
2
[(1 + i)|+, ψ(x0 + ℓ)〉+ (−1 + i)|−, ψ(x0 − ℓ)〉] . (2.29)
Observe que para CAC se a part́ıcula se encontra na posição x0 no passo de tempo
n = 0, no passo de tempo n = 1 sua posição pode ser x0 + ℓ (com probabilidade p) ou
x0 − ℓ (com probabilidade q = 1 − p), dependendo do sorteio da variável aleatória que
rege a evolução desse sistema. Entretanto, a eq. (2.29) mostra que para uma CQM,
após o primeiro passo de tempo, o estado do sistema é dado por uma superposição dos
estados associados às posições x0− ℓ e x0+ ℓ. Isso ocorre porque para as CQM a evolução
temporal é unitária e definida em termos de amplitudes de probabilidades. Esta diferença
na evolução das CACs e das CQMs é a principal distinção entre estes dois modelos. A
caráter de ilustração, na fig. (2.5) apresentamos uma representação esquemática da função
de onda para os passos de tempo iniciais da evolução do sistema acima.
Figura 2.5: Representação pictórica dos estados para os passos de tempo iniciais de uma
CQM, onde as setas verticais no sentido de baixo para cima e de cima para baixo denotam,
respectivamente, os estados |+〉 e |−〉 e os estados |Ψn〉 foram obtido via eq. (2.27). As setas
duplas no śıtio x0 estão associadas a superposição dos estados |+〉 e |−〉.
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2.4 Caminhadas Quânticas - o Modelo de Espalha-
mento
Uma visão alternativa à de Aharonov et al. [17] para as CQs foi introduzida na
literatura por M. Hillery et al. [36]. Nesta situação, o sistema consiste de uma part́ıcula
movendo-se pelas arestas de uma rede linear e sofrendo processos de espalhamento nos
śıtios a cada passo de tempo. Este processo pode ser visto como um feixe de luz em
uma rede interferométrica, onde cada śıtio atua como um divisor de feixes e as arestas
como eixos ópticos. Além disso, cada divisor de feixe possui dois modos de entrada e
dois modos de sáıda (direita e esquerda). Finalmente, após a part́ıcula incidir em um
śıtio o estado do sistema é dado pela superposição de estados associados com os processos
de transmissão e de reflexão ponderados por amplitudes de espalhamento, veja a fig.
(2.6). Ademais, as propostas de Aharonov et al. e M. Hillery et al são completamente
equivalentes [36, 92, 121], portanto a partir deste ponto trabalharemos apenas com o
modelo de M. Hillery et al, pois sob certos aspectos é um modelo fisicamente mais intuitivo





Figura 2.6: Representação de um elemento (um divisor de feixe) de uma rede interferométrica,
onde |ψin〉 descreve uma onda incidente no vértice j. Os estados |ψout〉r e |ψout〉t descrevem,
respectivamente a reflexão e a transmissão após a onda ser espalhada por uma interação pontual
em j.
Ao incidir sobre um śıtio da rede, a part́ıcula é espalhada e seu estado após esse
processo é dado por
|ψin〉 −→ |ψout〉 = Γr|ψout〉r + Γt|ψout〉t, (2.30)
onde os coeficientes Γr e Γt são denominados amplitudes de espalhamento de reflexão e
transmissão, tal que
|Γr|2 + |Γt|2 = 1.
De maneira geral, uma CQE em uma dimensão consiste de uma part́ıcula movendo-se
em uma rede linear e, a cada intervalo de tempo caracteŕıstico τ , ela sofre processos de
espalhamento nos śıtios, de tal forma que se no n-ésimo passo de tempo τ o estado do
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sistema é dado por |Ψn〉, então no passo de tempo n+ 1
|Ψn+1〉 = Û |Ψn〉, (2.31)
onde n ∈ N e Û é operador unitário que descreve os processos de espalhamento.
Para descrever o sistema necessitamos de uma base para seu espaço de Hilbert. Assim,
definimos tal base como sendo o conjunto de estados {|σ, j〉}, com j ∈ Z, que represen-
tam o deslocamento da part́ıcula do vértice rotulado por (j − σ) para o vértice (j), que
estão separados por uma distância ℓ e σ = ±1, fig. (2.7). Além disso, como os estados
{|σ, j〉} constituem uma base, então são válidas as seguintes relações de ortonormalidade
e completeza:







|σ, j〉〈σ, j|. (2.33)
ℓ
......
j j + 1j − 1 j + 2j − 2
|+, j〉
|−, j − 1〉
|+, j + 1〉
|−, j〉
Figura 2.7: Regras para rotular os estados que descrevem as CQEs em uma dimensão, onde
σ está associado com o sentido de propagação da part́ıcula nas arestas e j com as posições de
cada śıtio da rede.
Observe que o número quântico j descreve o śıtio da rede para onde a função de
onda associada ao estado |σ, j〉 está evoluindo. Os valores do número quântico σ estão
correlacionados com o sentido de propagação da part́ıcula ao longo de uma aresta. Entre-
tanto, apesar de utilizarmos o número quântico j como auto estado de posição ao longo
da tese, ele não representa, necessariamente, um autovalor do operador posição. Já o
número quântico σ, que é o responsável pelo direcionamento da part́ıcula a cada passo de
tempo, não representa um autovalor do operador momentum, ele corresponde a um grau
de liberdade auxiliar, que pode ser identificado como um grau de liberdade intŕınseco da
part́ıcula, por exemplo, o spin de um elétron ou o estado de polarização de um fóton. Em
algumas implementações f́ısicas que usam óptica linear, j representa os modos normais
de vibração de uma cavidade óptica ressonante e σ os estados de polarização ortogonais
da luz [69, 70, 85]. Outra proposta utilizando eletrodinâmica quântica de cavidade, onde
um átomo de dois ńıveis inserido em uma cavidade contendo um campo eletromagnético
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intenso [83, 85], j representa os estados coerentes de Glauber [131], que é um autoestado
do operador de aniquilação de fótons, e σ os dois ńıveis atômicos.
Como mencionado no parágrafo anterior, o deslocamento da part́ıcula de um vértice
para outro está associado condicionalmente ao grau de liberdade interno σ. De fato, é
imposśıvel construir uma CQE considerando apenas o espaço de posição, além de uma
condição trivial (sistema invariante sob translações – part́ıcula livre), pois isso leva a um
processo não-unitário [22]. Para demonstrar esse ponto, considere uma CQE utilizando
apenas o espaço de posição. Neste caso, definimos a ação do operador evolução temporal
em um estado de base com sendo
Û |j〉 = a|j − 1〉+ b|j + 1〉. (2.34)




















. . . 0 a 0 0 . . .
. . . b 0 a 0 . . .
. . . 0 b 0 a . . .
. . . 0 0 b 0 . . .















Uma vez que Û deve ser unitário, as colunas de sua matriz constituem um conjunto de
vetores ortonormais. Assim, denotando a i-ésima coluna por |Ui〉, temos
〈Ui|Uj〉 = δij, (2.36)
o que resulta no seguinte sistema de equações:
{
a∗b = 0
|a|2 + |b|2 = 1,
(2.37)
cujas soluções são
{|a| = 1, |b| = 0} e {|a| = 0, |b| = 1}, (2.38)
que correspondem a uma part́ıcula livre se propagando, respectivamente, nos sentidos
decrescente e crescente de j.
Uma vez demonstrada a necessidade do grau de liberdade auxiliar para direcionar a
part́ıcula a cada passo de tempo, para evoluir o sistema, ou seja, resolver a eq. (2.31),
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ψσ(j, n)|σ, j〉, (2.39)
onde ψσ(j, n) é a componente σ da função de onda do sistema associada ao śıtio j no
passo de tempo n. Assim, torna-se necessário definir a ação de Û sobre um estado de
base, ou seja:
Û |σ, j〉 = t(j)σσ |σ, j + σ〉+ r(j)−σσ| − σ, j − σ〉 (2.40)
e
Û †|σ, j〉 = t(j−σ)∗σσ |σ, j − σ〉+ r(j−σ)
∗





−σσ representam, respectivamente, as amplitudes de probabilidades da part́ı-
cula ser transmitida e refletida através do śıtio j, fig. (2.8).
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Figura 2.8: Coeficientes de reflexão e transmissão em um dado vértice j.
Como consequência da unitariedade de Û , Û † = Û−1, temos
|t(j)σ,σ|2 + |r(j)σ,−σ|2 = 1, t(j)∗σ,σ r(j)−σ,σ + r(j)∗σ,−σt(j)−σ,−σ = 0. (2.42)
Ademais, usando a relação de completeza, eq. (2.33), podemos escrever o operador evo-
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σ′′σ = δσ′σ′′ . (2.46)
Considerando a ação de Û no estados de base do sistema, eq. (2.40), e a relação de








t(j)σσ |σ, j + σ〉+ r(j)−σσ| − σ, j − σ〉
)
. (2.47)
Portanto, se o estado inicial do sistema é dado por |Ψ0〉, usando a eq. (2.31), após n
passos de tempo o estado do sistema é dado por
|Ψn〉 = Ûn|Ψ0〉. (2.48)
Além disso, pode-se mostrar que as componentes da função de onda obedecem a seguinte
relação de recorrência:
ψσ(j, n) = t
(j−σ)
σσ ψσ(j − σ, n− 1) + r(j−σ)σ−σ ψ−σ(j − σ, n− 1), (2.49)
onde
ψσ(j, n) = 〈σ, j|Ψn〉. (2.50)









ψ+(j − 1, n− 1)






ψ+(j + 1, n− 1)































As amplitudes de espalhamento em cada śıtio j podem ser organizadas em uma matriz
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Considerando as relações da eq. (2.42), a matriz de espalhamento deve ser unitária, isto
é,
Γ̂(j)†Γ̂(j) = Γ̂(j)Γ̂(j)† = 1̂.
Desta forma, se garante a conservação do fluxo de probabilidades. Portanto, é posśıvel
definir uma grande variedade de CQEs com diferentes Γ̂(j). Além disso, as matrizes de
espalhamento são equivalentes aos operadores moedas do modelo ADZ, ver eq. (2.22).
Para traçar um paralelo entre os casos clássico e quântico, suponha a CAC descrita
na seção (2.1), com x0 = j0ℓ (onde j0 é um número inteiro arbitrário) e velocidade inicial
com +v, veja a fig. (2.1). Neste caso, a decisão sobre o sentido de propagação da part́ıcula
é realizada nos instantes de tempo nτ , com n = 0, 1, 2, ..., nas posições de xj = jℓ (j ∈ Z).
Além disso, j corresponde ao número quântico que descreve as posições onde ocorrem
os processos de espalhamento no sistema quântico. Assim, para o problema quântico
considere o estado inicial |Ψ0〉 = |+, j〉, logo o estado do sistema no passo de tempo n é
|Ψn〉 = Ûn|Ψ0〉. A fig. (2.9) indica os estados da base {|σ, j〉} em que |Ψn〉 é expandido.
Para o caso clássico, com j0 = j − 1, imediatamente após chegar no śıtio j (j ± 1)
em n = 1, “primeiro passo” (n = 2, “segundo passo”), as duas (quatro) configurações
posśıveis que o sistema clássico pode assumir estão indicadas na fig. (2.10). É óbvio que
as posśıveis configurações (trajetórias) clássicas se proliferam com o incremento em n. No
final, sabemos que a configuração espećıfica que realmente é observada depende da sua
probabilidade relativa de ocorrer, isto tipifica o caráter estocástico das CACs. Por outro
lado, o prinćıpio da superposição em mecânica quântica garante que todos “caminhos”
posśıveis no passo de tempo n estão coerentemente inclúıdos no estado |Ψn〉.
Figura 2.9: Representação pictórica da função de onda do sistema nos passos de tempo iniciais
para uma CQEs.
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A discussão do parágrafo anterior destaca a principal diferença nas evoluções desses
dois modelos, ou seja, enquanto as CACs são definidas em termos de probabilidades
da escolha de uma variável estocástica (por exemplo sorteio de uma moeda ser cara ou
coroa), as CQEs são definidas em termos de amplitudes de probabilidades cujas evoluções
são unitárias. As diferenças entre os casos clássico e quântico determinam fortemente
o comportamento do DMQ (como mostrado na referência [46] e discutido nos próximos
caṕıtulos), tal que para as CACs 〈(∆x)2〉CAC ∼ n e para as CQEs 〈(∆x)2〉CQE ∼ n2 [28].
... ...
j j + 1j − 1 j + 2j − 2
v
......
j j + 1j − 1 j + 2j − 2
v
......
j j + 1j − 1 j + 2j − 2
−v
......
j j + 1j − 1 j + 2j − 2
v
......
j j + 1j − 1 j + 2j − 2
−v
......
j j + 1j − 1 j + 2j − 2
−v
......












Figura 2.10: Representação das posśıveis configurações para os primeiros passos de tempo para
uma CAC.
As distribuições de probabilidades são ingredientes fundamentais na definição das
CQEs, pois elas diferem das caminhadas clássicas devido aos efeitos de interferência que
o estado do sistema sofre durante a evolução temporal [46, 132]. Elas são determinadas
a partir de projeções do estado global |Ψn〉 sob os estados de base do espaço de Hilbert
do problema. Assim, a probabilidade de encontrar a part́ıcula convergindo para um dado
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Considerando a eq. (2.49), pode-se mostrar que
|ψσ(j, n)|2 = |t(j−σ)σ,σ |2|ψσ(j−σ, n−1)|2+|r(j−σ)σ,−σ |2|ψ−σ(j−σ, n−1)|2+Λσ(j−σ, n−1), (2.56)
onde









Comparando a relação de recorrência para a probabilidade |ψσ(j, n)|2 de encontrar a
part́ıcula propagando-se para o śıtio j pelo sentido associado a σ, eq. (2.56), com a relação
de recorrência para a distribuição de probabilidades de uma caminha aleatória clássica
unidimensional, eq. (2.4), constatamos que os dois primeiros termos na expressão de
|ψσ(j, n)|2 na eq. (2.56) são equivalentes a eq. (2.4) com |t(j−σ)σ,σ |2 e |r(j−σ)σ,−σ |2 desempenhando
o papel da probabilidade da part́ıcula saltar entre dois vértices; o terceiro termo na eq.
(2.56) corresponde a processos de interferência que a função de onda sofre durante a
evolução temporal do sistema, e não possui análogo clássico [132].
Assumindo que os estados de base {|σ, j〉} são autovetores do operador posição X̂ e
do operador σ̂z (componente z das matrizes de Pauli), tal que
X̂|σ, j〉 = j|σ, j〉 e σ̂z|σ, j〉 = σ|σ, j〉 (2.58)
e que o parâmetro de rede ℓ = 1, então os valores esperados de funções dos operadores X̂
e σ̂z são dados, respectivamente, por









Um aspecto interessante na evolução das caminhadas quânticas consiste na maneira
que a função de onda sofre os processos de interferência. Considere que na etapa de tempo














onde as superposições de estados do primeiro termo representam vértices com coordenada
j par e a do segundo representam vértices com coordenada j ı́mpar. Após um passo de
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tempo, temos
















σ′′′σ′ |σ′′′, 2j′ + 1 + σ′′′〉, (2.64)
onde as eqs. (2.63) e (2.64) foram obtidas a partir da eq. (2.40).
Analisando as equações acima, se o estado do sistema é dado pela eq. (2.61), durante
sua evolução temporal a componente par não interfere com a componente ı́mpar, pois os
estados associados a śıtios com j par (́ımpar), na etapa de tempo n, evoluem para estado
associados a vértices com j ı́mpar (par), no passo de tempo n + 1. Isto ocorre devido a
topologia da rede 1D, uma vez que para um dado vértice com j par seus vizinho adjacentes
possuem, necessariamente, coordenada j ı́mpar, e vice-versa, veja a fig. (2.11).
Finalmente, quando o estado inicial do sistema for uma superposição de estados de
base com j par (́ımpar), a superposição de estados resultantes da evolução do sistema no
passo de tempo n vai ter apenas componentes com j par (́ımpar) para os passos de tempo
n par (́ımpar) e componentes com j ı́mpar (par) para n ı́mpar (par). Além disso, quando
o estado inicial é uma superposição de estados com j’s de paridade diferentes, podemos
encarar a evolução temporal dessa caminhada como dois processos independentes, pois
estados resultantes de saltos de śıtios com paridades distintas não interferem entre si, ou
seja,






Figura 2.11: Representação geométrica dos primeiros passos da evolução de uma CQE com o
estado inicial dado pela eq. (2.61). Observe que os estados “tracejados” não interferem com os
estados “cont́ınuos”, pois não existem setas tracejadas e cont́ınuas saindo (ou entrando) de um
mesmo vert́ıce.
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2.5 Matriz de Espalhamento
As matrizes de espalhamento que definem o operador evolução temporal devem ser
unitárias. Assim, para parametrizar tais matrizes em termos de parâmetros reais, vamos
considerar as matrizes que constituem o grupo SU(2), cujo o determinante é igual a um







onde a e b são números complexos denominados de parâmetros de Cayley-Klein, que foram
introduzidos por Felix Klein no final do Século XIX para realizar integrações no estudo














= |a|2 + |b|2 = 1. (2.67)







|a|2 + |b|2 0








Os parâmetros de Cayley-Klein podem ser escritos na forma
a = x+ iy, b = u+ iv (2.69)
onde x, y, u e v são reais. Portanto, da eq. (2.67) pode-se mostrar que são necessários
apenas três parâmetros reais para descrever as matrizes do grupo SU(2) [41, 134], uma
vez que a eq. (2.67) resulta em
x2 + y2 + u2 + v2 = 1. (2.70)
Da equação de v́ınculo acima sempre podemos escrever um desses quatro parâmetros reais
em termos dos outros três, por exemplo x2 = 1− y2−u2− v2. Retornando ao parâmetros
a e b, vamos assumir que
a = ei(ϕ−φ) sin θ (2.71)
e
b = ei(φ+ϕ) cos θ, (2.72)
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ei(ϕ−φ) sin θ ei(φ+ϕ) cos θ
−e−i(φ+ϕ) cos θ e−i(ϕ−φ) sin θ
)
. (2.73)
Para contemplar certas classes de matrizes que utilizaremos na sequência, sem prejúızo
para o desenvolvimento das CQEs, vamos trocar as colunas na matriz da eq. (2.73),
pois cada troca de linhas ou colunas em uma matriz implica na troca de sinal de seu
determinante, de maneira que a matriz resultante continua sendo unitária. Além disso,
para simplificar a notação, suprimimos o ı́ndice j, entretanto não devemos perder a noção
os elementos da matriz de espalhamento podem variar com tal ı́ndice, pois a matriz de
espalhamento é definida localmente em cada śıtio da rede de maneira independente. Logo,
Γ̂(θ,φ,ϕ) =
(
ei(φ+ϕ) cos θ ei(ϕ−φ) sin θ
e−i(ϕ−φ) sin θ −e−i(φ+ϕ) cos θ
)
. (2.74)
Assim, considerando a eq. (2.40), a ação do operador evolução, caracterizado pela matriz
Γ̂(θ,φ,ϕ), nos estados de base é dada por
Û(θ,φ,ϕ)|±, j〉 = e∓i(ϕ−φ) sin θ|∓, j ∓ 1〉 ± e±i(φ+ϕ) cos θ|±, j +±1〉. (2.75)
Na matriz da eq. (2.74), o parâmetro θ é responsável pelo controle da probabilidade
da part́ıcula ser transmitida ou refletida. Por exemplo, para θ = 0 temos 100% de pro-
babilidade da part́ıcula ser transmitida pelos vértices. Neste caso a part́ıcula se propaga
livremente pela rede. O caso antagônico é obtido para θ = π/2, que fornece 100% de
probabilidade de ocorrer uma reflexão. Assim, a part́ıcula fica confinada nas arestas as-
sociadas ao estado inicial do sistema. Um caso intermediário ocorre para θ = π/4, que
resulta em iguais probabilidades da part́ıcula ser refletida ou transmitida. Os parâme-
tros φ e ϕ são responsáveis, dependendo do estado inicial do sistema, pela simetria ou
assimetria nas distribuições de probabilidades [41].
Consideremos ainda que as CQEs possuam simetria de reversão temporal [38, 135],
ou mais apropriadamente reversão de movimento [136], na caracterização da matriz de
espalhamento. Segundo E. Wigner e J. Griffin [135], a simetria de reversão temporal em
um sistema é caracterizada por quatro operações que, se realizadas sucessivamente em
um estado arbitrário do sistema levam ao próprio estado original. Tais operações, em
ordem, são uma inversão temporal, a evolução em um intervalo de tempo n, uma nova
inversão temporal e por último uma nova evolução por um intervalo de tempo n. Assim,
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matematicamente temos, no caso das CQs,
ÛnΘ̂ÛnΘ̂ = 1̂, (2.76)
ou de maneira equivalente
ÛnΘ̂ = Θ̂Û−n = Θ̂(Û †)n, (2.77)
onde Θ̂ é o operador de reversão temporal que é anti-unitário, isto é,
Θ (c1|α〉) = c∗1Θ|α〉, (2.78)
onde Θ|α〉 é o estado reverso no tempo. Por exemplo, se |α〉 = |p〉 é um autovetor do
operador momentum, deveremos esperar que Θ|p〉 = | − p〉 a menos de um fator de fase
[136]. Além disso, devemos ter
Θ̂Θ̂ = Θ̂2 = 1̂. (2.79)








Θ̂ÛΘ̂ = Û †. (2.80)
Considerando uma CQEs em uma dimensão, a ação do operador de reversão temporal
em um estado é definida como sendo a inversão do sentido de propagação da part́ıcula na
aresta considerada [38] (reversão de movimento). Assim,
Θ̂|σ, j〉 = | − σ, j − σ〉. (2.81)
Portanto, levando em conta as ações de Û e Θ̂ em um estado de base, eqs. (2.40) e (2.81),
e considerando a eq. (2.78), temos que
Θ̂ÛΘ̂|σ, j〉 = Û †|σ, j〉 = t(j−σ)∗−σ,−σ |σ, j − σ〉+ r(j−σ)∗σ,−σ | − σ, j − σ〉. (2.82)
Da eqs. (2.41),
Û †|σ, j〉 = t(j−σ)∗σ,σ |σ, j − σ〉+ r(j−σ)
∗
σ,−σ | − σ, j − σ〉, (2.83)
logo, comparando as eqs. (2.82) e (2.83), se as CQEs possuem invariância de reversão
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2.6 Exemplificando as Caminhadas Quânticas em 1D
Nesta seção apresentamos alguns exemplos das CQEs. Iniciamos com o exemplo tradi-
cionalmente conhecido como o caminho de Hadamard, onde realizamos uma comparação
com as CAC. Em seguida, realizamos considerações a respeito da relação entre a evolu-
ção do sistema e o estado inicial e finalizamos a seção com uma discussão a respeito da
influência das matrizes de espalhamento no comportamento das CQEs.
2.6.1 O Caminho de Hadamard
As CQs em tempo discreto possuem grande aplicabilidade na área de informação e
computação quântica. Assim, é usual definir os elementos de matriz de espalhamento de
maneira a associá-los aos operadores de portas lógicas quânticas [137]. Isto explica, por
exemplo, a frequente escolha na literatura da matriz de Hadamard, cuja versão 2 × 2 é
frequentemente aplicada para a manipulação de q−bits [137] e amplamente utilizada para
a exemplificação das CQs em tempo discreto em uma dimensão [28, 36]. Outras aplicações
das para as matrizes de Hadamard são no campo de teoria de informação [138], teoria de
designe algébrico [138–140], processamento de sinais, codificações e criptografia [141, 142].
A matriz de Hadamard é uma matriz unitária quadrada de ordem D (que deve ser 1, 2 ou
um múltiplo de 4), que além de um fator de normalização dado por
√
D, suas entradas
são +1 ou −1 [140, 141]. Sua versão de ordem dois pode ser obtida fazendo θ = π/4 e













(|∓, j ∓ 1〉 ± |±, j ± 1〉) . (2.86)
Na fig. (2.12) apresentamos as distribuições de probabilidades Pv(j, n) de encontrar
a part́ıcula propagando-se para um dado śıtio j. Na fig. (2.13) temos a mesma quanti-
dade, mas para n = 100 passos. Tais gráficos são dados para uma CQEs no caminho de




(|+, 0〉+ i|−, 0〉) , (2.87)
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e para uma CAC com iguais probabilidades de a cada sorteio da moeda ser encontrado
cara ou coroa, isto é, p = q = 1/2, partindo da origem. A eq. (2.87) corresponde a uma
superposição de estados que descrevem a part́ıcula convergindo para origem pela direita
e esquerda com iguais probabilidades de serem observados. Para a CQE Pv(j, n)|CQE é
dada pela eq. (2.54), com |Ψn〉 obtido através da simulação numérica da eq. (2.27). Para
a CAC, Pv(j, n)|CAC é dada analiticamente pela eq. (2.11).
(a) (b)






























Figura 2.12: Distribuições de probabilidades, em (a) para uma CAC e em (b) para uma CQE
em função dos passos de tempo n e das posições j. Observe que enquanto para a CAC as
probabilidades tende a se concentrar próximo a origem (distribuição gaussiana), para a CQE ela
tende a se afastar da origem (distribuição bimodal).















Figura 2.13: Distribuições de probabilidades para uma CQE e para uma CAC após 100 passos
de tempo. Somente as probabilidades para j par estão representadas, uma vez que para j ı́mpar
Pv(j, 100) são nulas.
Analisando os gráficos das figs. (2.12) e (2.13), observamos que o comportamento
das distribuições de probabilidades para a CAC e a CQE são radicalmente distintos.
Enquanto que para a CAC ela é uma distribuição gaussiana centrada na posição j = 0,
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para a CQE ela é uma distribuição bimodal cujo valor máximo tende a se afastar da




2] [30]. Isso ocorre devido aos
processos de interferência, que são recorrentes nas CQEs, o que constitui uma assinatura
de um fenômeno quântico [28]. Tais comportamento podem ser melhor visualizados na
fig. (2.13), onde apresentamos Pv(j, n) após 100 passos de tempo.

















Figura 2.14: Comportamento do DQM para uma CQE, obtidos a partir dos resultados da
simulação numérica da eq. (2.27), e uma CAC, obtidos a partir da eq. (2.19), onde estamos
assumindo que o parâmetro de rede ℓ = 1.
Na fig. (2.14), mostramos o comportamento do DQM, eq. (2.15) para esses dois
sistemas. Observa-se que essa quantidade varia mais rapidamente para a CQE em relação
a CAC, uma vez que 〈(∆x)2〉CAC ∼ n e para a CQE 〈(∆x)2〉CQE ∼ n2. O aumento
quadrático no DQM para a CQE é uma consequência direta dos processos de interferência
que a função de onda sofre devido à coerência da evolução quântica do sistema [132].
Na base dos autovetores do operador posição a função de onda, para o caso quântico,






ψσ(j, n)|σ, j〉, (2.88)
onde ψσ(j, n) = 〈σ, j|Ψn〉. Assim, devido a simetria que a distribuição de probabilidades
exibe, verificamos numericamente que neste caso
Re[ψσ(j, n)] = (−1)nIm[ψ−σ(−j, n)] (2.89)
e
Im[ψσ(j, n)] = (−1)n+1Re[ψ−σ(−j, n)], (2.90)
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onde Re[z] e Im[z] denotam, respectivamente, as partes real e imaginária do número
complexo z, veja as figs. (2.15) e (2.16). Demonstraremos essas relações analiticamente
no caṕıtulo (3) na página 57.
(a) (b)














































j = 69j = −67















j = 67j = −69
Figura 2.15: Gráficos das partes real e imaginária das componentes da função de onda após
99 passos de tempo, ilustrando as eqs. (2.89) e (2.90).
As relações entre as partes real e imaginária das componente da função de onda dada
pelas eqs. (2.89) e (2.90) é um reflexo da combinação do estado inicial, eq. (2.87), com
o operador evolução que é caracterizado pela matriz de Hadamard, eq. (2.85). Nas figs.
(2.15) e (2.16), os gráficos dessas quantidades, respectivamente, para os passos tempo
n = 99 e n = 100.
Outra caracteŕıstica interessante que esse exemplo de CQE exibe é o comportamento
da função de onda em função das posições j de cada śıtio. Observe que para n = 99 a
parte real de ψ+, fig. (2.15a), e a parte imaginária de ψ−, fig. (2.15b), são assimétricas,
enquanto que a parte imaginária de ψ+, fig. (2.15c) e a parte real de ψ−, fig. (2.15d),
são simétricas. Já para n = 100 a parte real de ψ+, fig. (2.16a), e a parte imaginária de
ψ−, fig. (2.16b), são assimétricas, enquanto que a parte imaginária de ψ+, fig. (2.16c) e
a parte real de ψ−, fig. (2.16d), são antissimétricas.
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(a) (b)

































































Figura 2.16: Gráficos das partes real e imaginária das componentes da função de onda após
100 passos de tempo, ilustrando as eqs. (2.89) e (2.90).
Tomando-se o módulo quadrado das componentes da função de onda e considerando
as eqs. (2.89) e (2.90), verifica-se que
|ψσ(j, n)|2 = |ψ−σ(−j, n)|2. (2.91)
Logo, considerando que a probabilidade de encontrar a part́ıcula em um estado com








então a eq. (2.91) implica em
Pc(+, n) = Pc(−, n). (2.93)
Usando o fato que a soma total das probabilidades deve ser igual a um, chegamos no
seguinte sistema de equações:
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{
Pc(+, n) + Pc(−, n) = 1,
Pc(+, n)− Pc(−, n) = 0,
(2.94)
cuja solução é dada por
Pc(+, n) = Pc(−, n) = 1/2. (2.95)
Este resultado é análogo a 50% de probabilidade de sortear uma moeda e encontrar cara
ou coroa como no caso da CAC. Isso ocorre porque a distribuição de probabilidades é
simétrica. Veremos mais tarde que, ao considerar um estado inicial cuja evolução temporal
resulte em uma distribuição de probabilidades não-simétrica, a quantidade Pc(σ, n) varia
com os passos de tempo.
Considerando que a ação do operador σ̂z em um estado de base resulta em
σ̂z|σ, j〉 = σ|σ, j〉, (2.96)
é fácil verificar que o valor médio e a variância de σ̂z são dadas, respectivamente, por
〈σ〉 = Pc(+, n)− Pc(−, n) (2.97)
e
〈(∆σ)2〉 = 〈σ̂2z〉 − 〈σ̂z〉2 = 4Pc(+, n)Pc(−, n). (2.98)
Observe que para este exemplo de CQE o valor médio e a variância de σ̂z são idênticos
ao valor médio e a variância da variável aleatória σn para uma CAC imparcial, uma vez
que nesses casos Pc(+, n) = Pc(−, n) = p = q = 1/2,
〈σ〉CQE = 〈σ〉CAC = 0 (2.99)
e
〈(∆σ)2〉CQE = 〈(∆σ)2〉CAC = 1, (2.100)
compare as eqs. (2.97) e (2.98) com as eqs. (2.20) e (2.21).
Finalmente, podemos perguntar como o estado do sistema em um passo de tempo
qualquer está correlacionado com o estado inicial? Podemos responder esta pergunta
construindo o produto interno entre o estado inicial e o estado no passo de tempo n, isto
é
C(n) = 〈Ψ0|Ψn〉 = 〈Ψ0|Un|Ψ0〉, (2.101)
que é chamado de amplitude de correlação. O módulo de C(n) fornece uma medida
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quantitativa da semelhança entre os estados em passos de tempo distintos [136]. Assim,
quanto mais próximo de um é o módulo de C(n), mais semelhantes são os estados |Ψ0〉 e









(ψ+(0, n)− iψ−(0, n)) , (2.103)
Assumindo que
ψ+(0, n) = a+ ib (2.104)
e
ψ−(0, n) = c+ id, (2.105)




a2 + b2 + c2 + d2 + 2ad− 2bc
)
. (2.106)
Além disso, usando as relações das eqs. (2.89) e (2.90) obtemos






2(a2 + b2) se n é par,
0 se n é ı́mpar.
(2.107)
Finalmente, considerando que a probabilidade de encontrar a part́ıcula na posição 0 é
dada por





onde obtemos a última igualdade na expressão acima usando as eqs. (2.89) e (2.90),
resulta que para os passos de tempo par
|C(npar)|2 = Pv(0, npar). (2.109)
Na fig. (2.17) mostramos o gráfico de |C(n)|2 em função dos passos de tempo para a
CAC e a CQE exemplificadas acima. Assim, seguindo a eq. (2.109), admitimos que para
a CAC, |C(n)|2 é dado pela probabilidade de encontrar a part́ıcula na origem da rede.
Desta forma, observa-se que |C(n)|2 decai mais rapidamente para a CQE em relação a
CAC. Este fato é um reflexo direto do comportamento da distribuição de probabilidades
para essas caminhadas, uma vez que, diferentemente do caso clássico, no quântico os picos
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em Pv(j, n) tendem a se afastar da origem, veja a fig. (2.13).










Figura 2.17: Comportamento do módulo quadrado da função de correlação entre o estado
inicial e um estado no passo de tempo n para uma CAC e uma CQE. Somente os valores |C(n)|2
para n par estão apresentadas no gráfico, uma vez que para n ı́mpar essa quantidade é nula.
Neste caso |C(n)|2 para a CQE é igual a probabilidade da part́ıcula ser encontrada na origem,
por isso que para a CAC definimos |C(n)|2 = Pv(0, n)|CAC . Além disso, para os quatro primeiros
passos |C(n)|2 possui o mesmo valor para os dois sistemas, clássico e quântico. Outra aspecto
interessante no caso da CQE reside no fato que para n > 2 |C(n)|2 = |C(n+2)|2, o que dá uma
aparência de uma “escada” para a curva de |C(n)|2.
2.6.2 O Estado de Bloch
O comportamento da evolução das CQEs são dependentes da escolha do estado inicial
do sistema e da matriz de espalhamento adotada. Assim, por exemplo, podemos obter
uma grande variedade de evoluções considerando uma mesma matriz de espalhamento e
variando o estado inicial.
Uma vez que o espaço de Hilbert associado ao grau de liberdade auxiliar, Hc, possui
somente dois estados de base, {|+〉c, |−〉c}, então um estado genérico nesse espaço vetorial
é dado pela combinação linear
|φ〉c = α+|+〉c + α−|−〉c, (2.110)
onde α± são números complexos e |α+|2 + |α−|2 = 1. Uma maneira útil de representar a
superposição de estados da eq. (2.110) é
|φ(β, η)〉 = cos (β/2) |+〉c + eiη sin (β/2) |−〉c, (2.111)
onde 0 ≤ β ≤ π e 0 ≤ η ≤ 2π [136, 137]. Os números β e η definem um ponto em uma
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Figura 2.18: Esfera de Bloch que representa geometricamente o estado da eq. (2.111).
A representação da esfera de Bloch fornece um meio útil de representar um estado do
espaço vetorial Hc, e é uma excelente maneira de testar ideias a respeito do sistema f́ısico,




























Figura 2.19: Representações em (a) dos estado de base base de Hc e em (b) da ação da matriz
de Hadamard em |±〉 na esfera de Bloch.
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Na fig. (2.19) temos a representação dessa operação na esfera de Bloch. Observe que
a ação de Γ̂HAD nos estados de base representa uma “rotação” do estado |±〉 de ±π/2 em
torno do eixo êy.
Portanto, considerando o estado inicial de uma CQE dado por
|Φ(β, η, j0)〉 = |φ(β, η)〉c ⊗ |j0〉p = cos (β/2) |+, j0〉+ eiη sin (β/2) |−, j0〉, (2.114)
onde j0 representa a posição de um dado śıtio da rede, a ação do operador evolução
temporal, eq. (2.40), no estado |Φ(β, η)〉, considerando a matriz de Hadamard, resulta
em






cos (β/2) + σeiη sin (β/2)
)
|σ, j0 + σ〉. (2.115)
Observe que os parâmetros de β e η controlam a simetria da distribuição da função
de onda. Assim, considerando que para β = π/2 o vetor está no equador da esfera de
Bloch, a eq. (2.115) se reduz a










|−, j0 − 1〉
)
. (2.116)
Se η = 0, os processos de interferência associados aos estados com σ = +1 são mais
recorrentes do que os associados ao estados com σ = −1, uma vez que 1 + eiη = 2 e
1− eiη = 0, logo a part́ıcula tende a se deslocar para o sentido crescente do j. O oposto
ocorre quando η = π, pois 1 + eiη = 0 e 1 − eiη = 2. Para η = π/2 os processos de
interferência associados aos estados com σ = +1 e σ = −1 são igualmente prováveis, uma
vez que |1 + i| = |1 − i|, o que resulta em uma distribuição de probabilidades simétrica.
Esses casos particulares de estados no equador da esfera de Bloch estão representados na
fig. (2.20) e matematicamente são dados por
|Ψ+0 〉 = |Φ(π/2, 0, j0)〉 =
1√
2
(|+, j0〉+ |−, j0〉) , (2.117)
|Ψi0〉 = |Φ(π/2, π/2, j0)〉 =
1√
2
(|+, j0〉+ i|−, j0〉) (2.118)
e
|Ψ−0 〉 = |Φ(π/2, π, j0)〉 =
1√
2
(|+, j0〉 − |−, j0〉) . (2.119)
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x̂
ŷ





Figura 2.20: O circulo tracejado possui raio unitário e representa o equador da esfera de Bloch,
isto é, β = π/2.
No gráfico da fig. (2.21) temos as distribuições de probabilidades Pv(j, n) após 100 pas-
sos de tempo para evoluções de CQEs cujos estados iniciais são dados pelas eqs. (2.117),























) estado inicial |Ψi0〉












) estado inicial |Ψ−0 〉
Figura 2.21: Distribuições de probabilidades após n = 100 passos de tempo, Pv(j, 100), para
três CQEs cujos estados iniciais são dados por |Ψ+0 〉, eq. (2.117), |Ψi0〉, eq. (2.118), |Ψ−0 〉, eq.
(2.119), e com o operador evolução temporal caracterizado pela matriz de Hadamard, eq. (2.85),
e j0 = 0.
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Nas simulações cujas distribuições de probabilidades são dadas na fig. (2.21), o exem-
plo com o estado inicial dado |Ψi0〉 é equivalente a CQEs exemplificada e analisada na
seção (2.6.1). Além disso, observamos que para o estado inicial |Ψi0〉 a distribuição de pro-
babilidades é simétrica, enquanto que para os estados iniciais |Ψ±0 〉 elas são assimétricas,
tal que, Pv(j, n) se desloca para direita, quando o estado inicial é dado por |Ψ+0 〉, e para
a esquerda, quando o estado inicial dado por |Ψ−0 〉. Ademais, verificamos numericamente





v (j, n) = P
Ψ−0
v (−j, n). (2.120)
A fig. (2.22) apresentamos distribuições de probabilidades Pc(σ, n), eq. (2.55), de
































Figura 2.22: Distribuições de probabilidades Pc(σ, n) de encontrar a part́ıcula em um estado
com σ = ±1 em função dos passos de tempo, para CQEs cujos estados iniciais são dados por
|Ψ+0 〉, eq. (2.117), |Ψi0〉, eq. (2.118), |Ψ−0 〉, eq. (2.119), e com o operador evolução temporal
caracterizado pela matriz de Hadamard, eq. (2.85).
A análise dos gráficos da fig. (2.22) mostra que Pc(σ, n) possui comportamentos
oscilatórios para as evoluções das CQEs cujos estados iniciais são |Ψ±0 〉, eqs. (2.117) e
(2.119), e é constante para a CQE cujo estado inicial |Ψi0〉, eq. (2.118). Isso é um reflexo
direto do comportamento da evolução da função de onda do sistema, veja a fig. (2.23).























































)|2 estado inicial |Ψ−0 〉












)|2 estado inicial|Ψ−0 〉
Figura 2.23: Comportamento do módulo quadrado das componentes da função de onda após
100 passos de tempo, para CQEs cujos estados iniciais são dados por |Ψ+0 〉, eq. (2.117), |Ψi0〉,
eq. (2.118), |Ψ−0 〉, eq. (2.119), e com o operador evolução temporal caracterizado pela matriz
de Hadamard, eq. (2.85).
Para as evoluções com os estado iniciais |Ψ±0 〉, uma das componentes da função de
onda está simetricamente, enquanto que a outra esta assimetricamente distribúıda ao
longo da rede. Para a evolução com o estado inicial |Ψi0〉, as componentes da função de
onda exibem a propriedade de simetria entre si dada pela eq. (2.91), isto é,
|ψσ(j, n)|2 = |ψ−σ(−j, n)|2.
Além disso, da mesma forma que as distribuições de probabilidades espaciais são simetri-
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camente opostas para as CQEs cujos estado iniciais são dados pelas eqs. (2.117) e (2.119),




c (σ, t) = P
Ψ−0
c (−σ, t). (2.121)
2.6.3 Influência da Matriz de Espalhamento
Discutimos na seção (2.5) que para a matriz Γ̂(θ,φ,ϕ), eq. (2.74), o parâmetro θ é
responsável pelo controle da probabilidade da part́ıcula ser transmitida ou refletida e os
parâmetros φ e ϕ são responsáveis pela simetria ou assimetria nas distribuições de proba-
bilidades [41]. Assim, para exemplificar a influência desses parâmetros no comportamento




(|+, 0〉+ i|−, 0〉) . (2.122)
Iniciamos investigando a influência do parâmetro θ, para isso, assumimos que φ = 0
e ϕ = 0 na eq. (2.74). Neste caso a matriz de espalhamento é dada por
Γ̂θ =
(
cos θ sin θ
sin θ − cos θ
)
. (2.123)
Observe que, para θ = 0 obtemos a matriz de Hadamard, eq. (2.85). Na fig. (2.24)
apresentamos o gráfico dos módulo da amplitudes de transmissão e reflexão da matriz Γ̂θ
em função do parâmetro θ.
Na fig. (2.25) mostramos as distribuições de probabilidades Pv(j, n) após 100 passos
de tempo para diversos valores de θ. A combinação das fases φ = ϕ = 0 com o estado
inicial dado na eq. (2.122) gera distribuições de probabilidades Pv(j, n) simétricas inde-
pendentemente do valor de θ. Ademais, a medida que variamos o valor de θ, resultando
em um aumento na probabilidade da part́ıcula ser transmitida, a distribuição de pro-
babilidades tende a se espalhar em uma região maior da rede, como discutido na seção
anterior. Podemos mostrar que após n passos de tempo, a distribuição de probabilidades
se espalha no intervalo de posições dado por [−n cos θ, n cos θ] [30, 41], compare as figs.
(2.24) e (2.25).
O comportamento da distribuição de probabilidades influencia diretamente o DQM da
part́ıcula, que é dado na fig. (2.26). Assim, quanto mais deslocalizada está a distribuição
de probabilidades, maior é o valor de 〈∆x〉2, em outros termos, o DQM varia diretamente
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Figura 2.24: Gráfico do módulo quadrado das amplitudes de espalhamento dadas pela matriz
Γ̂θ em função do parâmetro θ, onde |tσσ|2 = cos2 θ e |rσσ′ |2 = sin2 θ. No gráfico destacamos
quatro pontos e seus respectivos valores de θ que serão usados para exemplificar as CQEs ca-
racterizada pela matriz de espalhamento Γθ.

















Figura 2.25: Distribuições de probabilidades de encontrar a part́ıcula convergindo para um
vértice j após n = 100 passos de tempo para CQEs utilizando a matriz de espalhamento Γ̂θ, eq.
(2.123), para diversos valores de θ e o estados inicial dado pela eq. (2.122).
com a probabilidade da part́ıcula ser transmitida, compare as figs. (2.24) e (2.26). No
caṕıtulo 3 derivamos uma expressão anaĺıtica para o comportamento do DQM em função
do parâmetro θ, dada pela eq. (3.96).
O próximo passo foi fixar o valor de θ = π/4 e φ = ϕ. Substituindo esses valores na
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Figura 2.26: Comportamento do DQM, em função dos passos de tempo para CQEs utilizando
a matriz de espalhamento Γθ, eq. (2.123), para diversos valores de θ e o estado inicial dado pela
eq. (2.122).
Observe que, para φ = 0 obtemos a matriz de Hadamard, eq. (2.85), e para φ = π/4









A matriz Γ̂φ, eq. (2.124), independentemente do parâmetro φ, fornece iguais proba-
bilidades da part́ıcula ser refletida ou transmitida, uma vez que




entretanto, sua ação em um estado de base resulta em uma superposição com uma dife-





|∓, j ∓ 1〉 ± e±2iφ|±, j ± 1〉
)
. (2.126)
Assim, o parâmetro φ impõem diferentes processos de interferência na função de onda,
e que que dependendo do estado inicial, influencia diretamente a direção preferencial de
propagação da função de onda do sistema. A caráter de ilustração, compare as evoluções
para os três primeiros passos de duas CQEs caracterizadas pela matriz de Hadamard,
φ = 0 e pela matriz simétrica, φ = π/4, considerando o mesmo estado inicial, descritas
nas tabs. (2.2) e (2.3).
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|Ψ0〉 = 1√2 (|−, 0〉+ |+, 0〉)
|Ψ1〉 = |+,+1〉
|Ψ2〉 = 1√2 (|+,+2〉+ |−, 0〉)
|Ψ3〉 = 12 (|+,+3〉+ |+,+1〉+ |−,+1〉 − |−,−1〉)
Tabela 2.2: Evolução da função de onda para os três primeiros passos para uma CQEs cujo
operador evolução é caracterizado pela matriz de Hadamard, eq. (2.85) e φ = 0
|Ψ0〉 = 1√2 (|−, 0〉+ |+, 0〉)
|Ψ1〉 = 1+i2 (|−,−1〉+ |+,+1〉)
|Ψ2〉 = 12√2 ((i− 1)|−,−2〉+ (i+ 1) (|−, 0〉+ |+, 0〉) + (i− 1)|+,+2〉)
|Ψ3〉 = 14 (−(i+ 1)|−,−3〉+ 2i|−,−1〉+ (i− 1) (|+,−1〉+ |−,+1〉) + 2i|+,+1〉 − (i− 1)|+,+3〉)
Tabela 2.3: Evolução da função de onda para os três primeiros passos para uma CQEs cujo
operador evolução é caracterizado pela matriz simétrica, eq. (2.125) e φ = π/4.
Observe que a matriz de Hadamard induz superposições destrutivas à esquerda e
construtivas à direita do śıtio j = 0, gerando uma função de onda assimétrica, tab.
(2.2). Para a matriz simétrica os processos de interferência levam a uma função de onda
simétrica, tab. (2.3). Esses dois exemplos demonstram a riqueza no comportamentos das
evolução das CQEs devido aos processos de interferência, o que é uma marca registrada
do mundo quântico.
Na fig. (2.27) apresentamos as distribuições de probabilidades Pv(j, n), eq. (2.54)




(|+, j0〉+ |−, j0〉) . (2.127)
Perceba que o estado dado na eq. (2.127) difere do estado dado na eq. (2.87) por
um fator de fase igual a π/2 na componente |−, j0〉. Assim, para φ = π/4 temos uma
distribuição de probabilidade simétrica. Para φ 6= π/4 a distribuição de probabilidades se
torna assimétrica, tal que, para 0 ≤ φ < π/4 a distribuição de probabilidade se desloca
para direita, e para π/4 < φ ≤ π/2 ela vai para a esquerda. A medida que o valor de
φ se afasta de π/4 a assimetria na distribuição de probabilidades aumenta. Além disso,
observe que a posição dos máximo na distribuição de probabilidades não se alteram, pois
a probabilidade de transmissão e reflexão não são alteradas, uma vez que, para todos esses
casos |tσσ|2 = |rσσ′|2 = 1/2.
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Figura 2.27: Distribuições de probabilidades de encontrar a part́ıcula convergindo para um
vértice j após n = 100 passos para CQEs utilizando a matriz de espalhamento Γφ, eq. (2.124),
para diversos valores de φ e o estado inicial dado pela eq. (2.127).
Capı́tulo 3
Caminhadas Quânticas no Espaço de
Momentum
Uma maneira de investigar a dinâmica gerada pelas CQEs é encontrar os autovalores
e autovetores do operador evolução temporal. Assim, neste caṕıtulo abordamos as CQEs
no espaço de momentum a fim de encontrar solução para
Û |Φ〉 = e−iω|Φ〉. (3.1)
Através da solução da eq. (3.1) é posśıvel obter uma expressão anaĺıtica para o
comportamento do deslocamento quadrático médio em função do tempo. Além disso, a
partir das bandas de energia (autovalores de Û) pode-se determinar a velocidade de grupo
das autofunções de Û e a densidade de estados. A velocidade de grupo está associada com
a transmissão de energia pela rede, enquanto que, propriedades como o calor espećıfico e
demais fenômenos de transporte de sólidos condutores são dependentes da densidade de
estados [143–145].
3.1 Operador de Translação e o Teorema de Bloch
Nesta seção, onde fazemos uma revisão de conceitos necessários para o presente ca-
ṕıtulo, nos basearemos em [30] e no teorema de Bloch [143]. Assim, para determinar os
autovalores e autovetores do operador evolução temporal para um CQE em uma rede uni-
dimensional, cujo parâmetro de rede é dado por ℓ, consideramos o operador de translação
49
3.1. Operador de Translação e o Teorema de Bloch 50
definido por
T̂m ≡ e−imℓK̂ , (3.2)
onde, m ∈ Z, K̂ ≡ P̂ /~ e P̂ é o operador momentum canonicamente conjugado ao





Além disso, assumimos que o tempo caracteŕıstico τ que define os passos de tempo, o
parâmetro de rede ℓ e ~ são dados por
τ = ℓ = ~ = 1. (3.4)
No caso usual, a ação de T̂m em um estado associado à posição x resulta na translação
da função de onda para a posição x + mℓ. Logo, por definição, a ação do operador
translação em um estado de base no espaço das posições resulta em
T̂m|σ, j〉 = |σ, j +m〉, (3.5)
e
T̂ †m|σ, j〉 = |σ, j −m〉. (3.6)
Para determinar os autovetores do operador de translação T̂m vamos considerar a





onde θ é um parâmetro real contido no intervalo [−π, π]. Assim, considerando a eq. (3.5),




eijθ|σ, j +m〉 =
∞∑
j=−∞
ei(j−m)θ|σ, j〉 = e−imθ|σ, θ〉. (3.8)
Portanto, |σ, θ〉 é autovetor do operador translação com o autovalor dado por e−imθ.
Para determinar o significado f́ısico do parâmetro θ, devemos estudar a função de
onda 〈σ, j|σ′, θ〉. Assim, considerando as eqs. (3.6) e (3.8), pode-se verificar que
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onde θ = κ, κ é um número adimensional denominado de número de onda e definido por
κ ≡ pℓ/~, tal que p é o autovalor do operador momentum. Ademais, o intervalo [−π, π]
no qual κ está contido, define a primeira zona de Brillouin, que desempenha um papel
central no estudo de vibrações cristalinas e teoria de bandas [143]. Por último, u(j) é uma
função qualquer que deve satisfazer a
u(j +m) = u(j). (3.10)
Este resultado é conhecido como teorema de Bloch, onde as autofunções de T̂m são ondas
planas combinadas com uma função periódica de periodicidade dada por um vetor ~Rm =
mêx que define os pontos da rede de Bravais do sistema e m é inteiro [143]. Portanto, na
base {|σ, j〉} os autovetores do operador translação são dados por
|σ, θ〉 ≡ |σ, κ〉 =
∑
j





onde escolhemos, por simplicidade, u(j) = 1.
Lembrando que σ assume dois valores distintos, σ = ±1, os autoestados do opera-
dor translação são duplamente degenerados. Além disso, {|σ, κ〉} constituem uma base






dκ |σ, κ〉〈σ, κ|, (3.12)
〈σ′, κ′|σ, κ〉 = δσσ′δ(κ− κ′). (3.13)
Portanto, se
ψσ(j, n) = 〈σ, j|Ψn〉, ψ̃σ(κ, n) = 〈σ, κ|Ψn〉, (3.14)
















desde que a função ψσ(j, n) seja não nula em um conjunto finito de pontos j, neste caso
a transformada inversa é uma função bem comportada [146].
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3.2 Autovalores e Autovetores do Operador Evolução
Temporal
Utilizando as eqs. (2.43), (3.5) e (3.6), calculamos o comutador entre os operadores
























σσ′ = Γσσ′ , (3.18)
ou seja, se as amplitudes de espalhamento são independentes de j, então T̂m e Û comutam.
Neste caso, podemos diagonalizar simultaneamente esses dois operadores. Entretanto,
devido à degenerescência nos autovalores de T̂m, verifica-se que |σ, κ〉 não é autoestado de
Û , pois da eq. (2.40), a ação de Û no estado da eq. (3.11) resulta em




eiκj (tσσ|σ, j + σ〉+ r−σσ| − σ, j − σ〉) . (3.19)
Considerando a eq. (3.11), podemos reescrever a eq. (3.19) como
Û |σ, κ〉 = e−iκσtσσ|σ, κ〉+ eiκσr−σσ| − σ, κ〉. (3.20)
Contudo, esse problema pode ser facilmente contornado considerando uma combinação
linear dos autoestados de T̂m,
|Φκ〉 = C+|+, κ〉+ C−|−, κ〉, (3.21)
com |C+|2 + |C−|2 = 1. Assim, temos
Û |Φκ〉 = e−iω(κ)|Φκ〉, (3.22)
onde ω (κ) é a energia associada ao autoestado |Φκ〉. Considerando a eq. (3.20), a equação
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A eq. (3.24) possui duas soluções, ω1 (κ) e ω2 (κ), e para cada uma delas temos os
autoestados correspondentes, |Φ1κ〉 e |Φ2κ〉. Portanto, na base dos autovetores de Û , a







Assumindo que o estado inicial do sistema é dado por |Ψ0〉, e considerando a relação
de completeza na base dos autovetores de Û , eq. (3.25), o estado do sistema no passo de
tempo n é dado por






Substituindo os coeficientes da matriz de espalhamento genérica do grupo SU(2), eq.
(2.74), na eq. (3.24) obtemos a seguinte equação caracteŕıstica,
sin(ω)− cos θ sin(κ− φ− ϕ) = 0 (3.27)
cujas duas soluções são dadas por
ω1(κ) = arcsin(cos θ sin(κ− φ− ϕ)) e ω2(κ) = π − arcsin(cos θ sin(κ− φ− ϕ)), (3.28)
onde definimos
ω(κ) = arcsin(cos θ sin(κ− φ− ϕ)). (3.29)



















(1− (−1)µ cos(κ− φ− ϕ− (−1)nω(κ)) cos θ) , (3.32)
com µ = 1, 2.
Consequentemente, considerando os autovalores e autovetores do operador evolução
temporal, o estado do sistema no passo de tempo n, eq. (3.26), é dado por































ψ̃σ(κ, 0) = 〈σ, κ|Ψ0〉. (3.37)
Assumindo que o estado inicial é dado pelo estado de Bloch,
|Ψ0〉 = cos (β/2) |+, j0〉+ eiη sin (β/2) |−, j0〉, (3.38)
onde, os estados |±, j0〉 são autovetores do operador posição associados ao vértice de
coordenada j = 0, da eq. (3.11) temos




cos (β/2) δσ+ + e
iη sin (β/2) δσ−
)
. (3.39)
Portanto, as funções f
(±)
µ se reduzem a

















2π (1− (−1)µ cos θ cos (κ− (−1)µω(κ)− φ− ϕ))
(3.40)
e























cos θ − (−1)µei(κ−(−1)µω(κ)−φ−ϕ)
)
. (3.42)
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A eq. (3.34) é a componente σ da função de onda do sistema no espaço dos momenta
no passo de tempo n. Assim, para obter a função de onda no espaço das posições basta






















2 (κ− π) = f (σ)1 (κ). (3.44)
Além disso, a função ω(κ), eq. (3.29), exibe uma propriedade semelhante, tal que
ω(κ− π) = −ω(κ). (3.45)
Portanto, considerando o estado inicial dado pelo estado de Bloch, eq. (3.38), realizando a
mudança de variável k = k′− π no segundo termo da eq. (3.43), considerando as relações
dadas nas eqs. (3.44) e (3.45), e uma vez que as funções f
(σ)











Observe que a eq. (3.46) reflete o fato das componentes da função de onda com j par
não interferirem com as componentes com j ı́mpar, como discutido na seção (2.3), uma
vez que j e n são números inteiros, então o fator 1 + e−iπ(j+n) nessa equação resulta em
1 + e−iπ(j+n) = 1 + (−1)j+n =
{
0, se j é par (́ımpar) e n é ı́mpar (par)
2, se j é par (́ımpar) e n é par (́ımpar)
. (3.47)
Assim, durante a evolução do sistema nos passos de tempo com n par (́ımpar) só teremos
componentes da função de onda com j par (́ımpar), como discutido na seção (2.4).
Para exemplificar o desenvolvimento dessa seção, vamos considerar que a matriz de
espalhamento é dada pela matriz de Hadamard, eq. (2.85), que é obtida com θ = π/4,
φ = ϕ = 0, e que o estado inicial do sistema é dado pelo estado de Bloch, eq. (3.38),
com β = η = π/2 e partindo da origem, j0 = 0. Este exemplo de CQE corresponde ao
caminho de Hadamard que foi desenvolvimento na subseção (2.6.1). Assim, verificamos
que as funções f
(σ)
n (κ) se reduzem a
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Finalmente, substituindo a expressão acima na eq. (3.34), as componentes da função de








































































, para κ par;
(








, para κ ı́mpar.
(3.51)
Assim, considerando que
ω(−κ) = −ω(κ), cos(−κ) = cos(κ) e sin(−κ) = − sin(κ), (3.52)
então, das eqs. (3.50) e (3.51), constatamos que
Re[ψ̃σ(κ, n)] = (−1)nIm[ψ̃−σ(−κ, n)] (3.53)
e
Im[ψ̃σ(κ, n)] = (−1)n+1Re[ψ̃−σ(−κ, n)]. (3.54)
Além disso, tomando-se o módulo quadrado das componentes da função de onda no espaço
de momentum e considerando as eqs. (3.53) e (3.54), de imediato verifica-se que
|ψ̃σ(κ, n)|2 = |ψ̃−σ(−κ, n)|2. (3.55)
Na subseção (2.6.1), obtivemos relações semelhantes as eqs. (3.53) e (3.54), via simu-
lação numérica, isto é,
Re[ψσ(j, n)] = (−1)nIm[ψ−σ(−j, n)] (3.56)
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e
Im[ψσ(j, n)] = (−1)n+1Re[ψ−σ(−j, n)], (3.57)
as quais implicam em
|ψσ(j, n)|2 = |ψ−σ(−j, n)|2. (3.58)
Para demonstrar as eqs. (3.56) e (3.57), vamos considerar que a função de onda no
espaço de momentum é dada por
ψ̃σ(κ, n) = Re[ψ̃σ(κ, n)] + iIm[ψ̃σ(κ, n)]. (3.59)
Portanto, considerando a forma polar de um número complexo, é fácil verificar que a














Re[ψ̃σ(κ, n)] cos(jκ)− Im[ψ̃σ(κ, n)] sin(jκ)+
+i
(




















Im[ψ̃σ(κ, n)] cos(jκ) + Re[ψ̃σ(κ, n)] sin(jκ)
)
dκ. (3.62)















1 + cos2 κ
dκ
︸ ︷︷ ︸






1 + cos2 κ
dκ
︸ ︷︷ ︸





















1 + cos2 κ
)
dκ (3.63)
















1 + cos2 κ
dκ
︸ ︷︷ ︸






1 + cos2 κ
dκ
︸ ︷︷ ︸





















1 + cos2 κ
)
dκ. (3.64)
Portanto, Re[ψ+(j, n)] = Im[ψ−(−j, n)] para n par. As outras relações decorrentes das
eqs. (3.56) e (3.57) podem ser demonstradas das mesma forma.
Nas figs. (3.1) e (3.2), temos o comportamento do módulo quadrado das componentes
σ da função de onda, respectivamente, nos espaços dos momenta e das posições após 30
passos de tempo. Como esperado, enquanto que as componentes da função de onda no
espaço das posições estão “localizadas” em torno das posições j = ±20, as componentes
da função de onda no espaço dos momenta são deslocalizadas. As funções de onda nesses
dois espaços possuem esses comportamento antagônicos uma vez que os operadores de
posição e momentum não comutam [136]. Além disso, verifica-se as simetrias dadas pelas
eqs. (3.55) e (3.58).













Figura 3.1: Comportamento do módulo quadrado das componentes da função de onda do
sistema no espaço dos momenta após 30 passos de tempo, onde ψ̃±(κ, 30) são dadas pela eq.
(3.49). Linha cont́ınua para σ = +1, e linha pontilhada para σ = −1. Observe que |ψ̃+(κ, 30)|2
e |ψ̃−(κ, 30)|2 são simetricamente opostas.
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Figura 3.2: Comportamento do módulo quadrado das componentes da função de onda do
sistema no espaço das posições após 30 passos de tempo, onde ψ±(j, 30) foram obtidas via
integração numérica da transformada de Fourier inversa da eq. (3.49). Linha cont́ınua para σ =
+1, e linha pontilhada para σ = −1. Observe que |ψ+(j, 30)|2 e |ψ−(j, 30)|2 são simetricamente
opostas.
Na subseção (2.6.1) obtivemos que as probabilidades de encontrar a part́ıcula em um
estado com σ = +1 ou σ = −1 é uma constante e dada por Pc(σ, n) = 1/2. Isso é











Para demonstrar a equação acima, considerando n par, de acordo com a eq. (3.50),


































1 + cos2 κ
. (3.66)
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O mesmo resultado é obtido para n ı́mpar e para σ = −1.
3.3 O Método da Fase Estacionária






g(α, κ) = −ω(κ) + ακ (3.69)
é uma função real, pois ω(κ) está associado aos autovalores do hamiltoniano do sistema,
α = j/n → (posição/números de passos) e α ∈ [−1, 1]. Assim, elas podem ser avaliadas
assintoticamente através do método da fase estacionária [147]. No limite em que n ≫ 1,
eig(α,κ)n oscila rapidamente com a variação de κ, produzindo contribuições na integral
da eq. (3.68) que tendem a se cancelar, exceto nos pontos de máximo ou mı́nimo da
função g(α, κ). Logo, a maior contribuição na integral da eq. (3.68) provém dos pontos
nas vizinhança dos pontos de máximo ou mı́nimo, pois g(α, κ) é praticamente constante







n|d2κ [g(α, κ)] |κ=κi |
ei(g(α,κi)n+µ(κi)π/4), (3.70)
onde κi são os pontos no intervalo [−π, π] que resultam em dκ [g(α, κ)] |κ=κi = 0, e µ(κi)
é o sinal da função d2κ [g(α, κi)]. No limite em que n ≫ 1, as componentes da função de









n|d2κ [g(α, κ)] |κ=κi |
ei(g(α,κi)n+µ(κi)π/4). (3.71)
Derivando a eq. (3.69) em relação a variável κ encontramos os seguintes resultados,
dκ[g(α, κ)] = α−
cos θ cos(κ− φ− ϕ)
√




cos θ sin2 θ sin(κ− φ− ϕ)
(
1− cos2 θ sin2(κ− φ− ϕ)
)3/2
. (3.73)
O próximo passo é impor que dκ [g(α, κ)] |κ=κi = 0, o que resulta em duas soluções dadas
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por





+ φ+ ϕ. (3.74)
Assim, uma vez que o argumento da função arccos(x) deve variar entre |x| ≤ 1, isto leva





os limites para α são dados por
αlim = ± cos θ. (3.76)
Portanto, considerando que α = j/n, pode-se mostrar facilmente que os limites para os
valores de j são dados por jlim = ±n cos θ, como discutido na seção (2.6).
Para exemplificar o método da fase estacionária, admitimos que β = η = π/2, θ = π/4
e φ = ϕ = 0. Esta evolução com esses valores de parâmetros corresponde ao desenvolvi-
mento da seção (2.3). Assim, temos






Avaliando as funções g(α, κ), d2κ[g(α, κ)] e f
(σ)
1 (κ) em κ = ±κ0, obtivemos








































Substituindo as expressões acima na eq. (3.71), as componentes σ da função de onda





(1 + (1 + i)α)) cos(g(α, κ0)n+ π/4) + i
√




















(i+ (1− i)α) cos(g(α, κ0)n+ π/4)−
√























com ǫ arbitrariamente pequeno. Assim, verificamos que a
distribuição de probabilidades aproximada de encontrar a part́ıcula em um dado vértice
j é dada por













No gráfico da fig. (3.3) comparamos a distribuição de probabilidades espacial exata
obtida a partir da simulação numérica da equação |Ψn〉 = Ûn|Ψ0〉, com os resultados
obtidos a partir da solução aproximada, eq. (3.84), após n = 1000 passos. A solução
aproximada possui uma concordância significativa com a simulação numérica, sobretudo
na região onde j/n≪ 1, pois, neste caso o desvio relativo percentual entre os resultados
simulado e aproximado não passa de 1%, como pode ser visto no gráfico interno da fig.
(3.3). Entretanto, a medida que j → n/
√
2, observa-se um aumento no desvio relativo
percentual, isto é, as soluções simulada e aproximada não possuem uma boa concordância.
Isso ocorre, porque a eq. (3.84), diverge no ponto α = j/n = 1/
√
2.



































Figura 3.3: Comparação entre as distribuições de probabilidades após 1000 passos de tempo
obtidas através de simulação numérica e da solução aproximada, para uma CQ definida pelos
θ = π/4, φ = ϕ = 0 e β = η = π/2. O gráfico interno apresenta o desvio relativo entre as
soluções simulada e numérica.
A distribuição de probabilidades dada na eq. (3.84) pode ser dividida em dois termos,
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ou seja,


































v (α, n) é responsável pelo comportamento assintótico e P
(osc)
v (α, n) pelas






















































Figura 3.5: Comportamento oscilatório da distribuição de probabilidades.
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Considerando o limite da soma de Riemann, pode-se mostrar que o cálculo dos mo-




















2P (slw)v (α, n)α
νdα,
(3.88)
onde ǫ é uma constante arbitrariamente pequena. Na equação acima o fator 2 é resultado
do coeficiente 1 − (−1)(1−α)n, veja as eqs. (3.47) e (3.85). Além disso, a componente
P
(osc)
v (α, n) foi desconsiderada porque ela oscila rapidamente no limite em que n ≫ 1 e














































O resultado para o valor médio da posição é zero porque o integrando na eq. (3.89) é uma
função ı́mpar integrada em um intervalo simétrico. Na fig. (3.6) temos a comparação entre
os comportamentos exato e aproximado do deslocamento quadrático médio. Portanto,
como no caso das distribuições de probabilidades, temos uma ótima concordância entre
os resultados.















Figura 3.6: Comparação entre o comportamento do DMQ obtido através de simulação numé-
rica e através do resultado aproximado dado pela eq. (3.90).
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Considerando a matriz de espalhamento genérica dada na eq. (2.74), o parâmetro
θ é responsável pelo controle da probabilidade de transmissão e reflexão da part́ıcula
em cada vértice da rede. Para φ = ϕ = 0 e β = η = π/2, e usando o método da fase
estacionária, pode-se mostrar que a distribuição de probabilidades de encontrar a part́ıcula
propagando-se para um dado śıtio da rede é aproximadamente dada por














tan θ(cos θ + cos(ω(κ0) + κ0))
2 sin(2n(ω(κ0)− ακ0))
4πn (α2 − 1)
√




















Além disso, de acordo com a eq. (3.76), α está contido no intervalo [− cos θ, cos θ].
Observe que, como no exemplo anterior, podemos separar a distribuição de probabi-
lidades em duas partes, uma assintótica e uma que oscila rapidamente no limite em que
n≫ 1, tal que




1− (1 + tan2 θ)α2
(3.94)
e




tan θ(cos θ + cos(ω(κ0) + κ0))
2 sin(2n(ω(κ0)− ακ0))
4πn (α2 − 1)
√
1− α2 sec2 θ(cos θ cos(ω(κ0) + κ0) + 1)2
.
(3.95)







1− (1 + tan2 θ)α2
dα = (1− | sin θ|)n2. (3.96)
Este resultado também foi obtido em [41]. Na fig. (3.7) apresentamos o comportamento
do DQM (〈(∆x)2〉) em função dos passos de tempo e do parâmetro θ. Observa-se que para
θ = π/2, 〈(∆x)2〉 = 0 pois nesse caso a part́ıcula tende a ficar confinada, uma vez que a
probabilidade de reflexão é igual a 100%. Para θ = 0 ou a π, obtemos o valor máximo
para 〈(∆x)2〉, pois nesses casos a part́ıcula tem 100% de probabilidade de ser transmitida.
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Figura 3.7: Comportamento do DQM, eq. (3.96), em função dos passos de tempo n e do
parâmetro θ.
Considerando um passo de tempo fixo n > 0, verifica-se que o comportamento do DQM
dado pela eq. (3.96) possui um comportamento similar à probabilidade de transmissão,
|tσσ|2 = cos2 θ, como pode ser visto no gráfico da fig. (3.8).







1,0 |tσσ|2 = cos2 θ
〈(∆x)2〉
n2
= 1− | sin θ|
Figura 3.8: Comportamento da probabilidade de transmissão e do DQM (normalizado pelos
passos de tempo) em função do parâmetro θ.
Na fig. (3.9) temos a comparação dos valores do deslocamento quadrático médio em
função do parâmetro θ, para diversos valores de passos de tempo, obtidos de forma exata a
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partir da simulação numérica da equação |Ψn〉 = Ûn|Ψ0〉, com a previsão aproximada dada
na eq. (3.96). Analisando os gráficos da fig. (3.9), constatamos que a previsão aproximada
e a solução exata tem uma ótima concordância no limite que n≫ 1. Entretanto, mesmo




































2 n = 50













2 n = 100
Figura 3.9: Comparação dos valores obtidos para o deslocamento quadrático médio em função
do parâmetro θ obtidos via simulação numérica com os resultados aproximados obtidos através
da eq. (3.96), para diversos valores de passos de tempo. Ponto em preto simulação numérica;
linha cont́ınua em cinza valor aproximado.
3.4 Bandas de Energia, Velocidade de Grupo e Den-
sidade de Estados












é a equação de Schrödinger independente do tempo para esse hamiltoniano. A solução da
eq. (3.98) é formada pela combinação linear de ondas planas e a auto-energia (o que nos






Observe que a auto-energia pode assumir qualquer valor, uma vez que κ é uma variável
cont́ınua.






Então, se U(X̂) é um potencial confinante, por exemplo um poço de potencial com altura
infinita (part́ıcula confinada em uma caixa), devido a continuidade da função de onda












µ ∈ Z e a é a largura do poço.
Certos materiais sólidos (metais em geral) têm seus átomos organizados de forma
geométrica (rede) gerando uma estrutura cristalina, o que resulta em uma periodicidade
no potencial. Assim, as auto-energias para uma part́ıcula submetida a esse potencial
periódico deverão ser um misto dos dois casos discutidos anteriormente. Nesta nova
situação, a part́ıcula pode ocupar faixas de energias permitidas separadas por lacunas de
energias proibidas. As faixas de energias permitidas são denominadas de “bandas” e as
lacunas de “gap”. Tais quantidades desempenham um papel importante na classificação
de um material como sendo um condutor, isolante ou semi-condutor [143].
Uma vez posta a discussão nos parágrafos anteriores, podemos encarar uma CQE, cujo
operador evolução temporal é caraterizado em cada śıtio da rede pela matriz genérica dada
pela eq. (2.74), com sendo uma part́ıcula movendo-se em um potencial periódico. Neste
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− (−1)µ arcsin(cos θ sin(κ− φ− ϕ)), (3.103)
onde µ = 1; 2. Observe que os parâmetros φ e ϕ representam apenas uma fase e não
influenciam nos valores máximo ou mı́nimo da banda de energia. Assim, sem perda de
generalidade, vamos assumir que φ = ϕ = 0. Neste caso as bandas de energias, eq.




− (−1)µ arcsin(cos θ sinκ). (3.104)





















Figura 3.10: Em (a) temos o gráfico em três dimensões de ωµ(κ) em função do número de
onda κ e do parâmetro θ, onde as banda inferiores correspondem a ω1(κ) e as superiores a
ω2(κ). Observe que uma banda é o reflexo da outra. Em (b) mostramos ω1(κ) em um gráfico
bidimensional.
Para exemplificar algumas dessas bandas de energia admitimos os seguintes valores
para θ: {0, π/6, π/4, π/3, π/2}, na fig. (3.11). Observa-se que ω+ é o reflexo de ω−.








cos θ sin θ
sin θ − cos θ
)
, (3.105)
onde t e r correspondem, respectivamente, aos coeficientes de transmissão e reflexão.
Então, para θ = 0 a part́ıcula encontra 100% de probabilidade de ser transmitida. Nesta
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situação, ela se comporta como uma part́ıcula relativ́ıstica sem massa, pois a relação de
dispersão entre a energia e o momentum é linear (ωµ(κ) ∝ |κ|), diferentemente do que
ocorre para uma part́ıcula livre não-relativ́ıstica, onde ω(κ) ∝ κ2, ver eq. (3.99). Além
disso, as bandas se tocam no ponto κ = π/2, isto é, o gap mı́nimo de energia entre elas
é nulo. À medida que o valor de θ se aproxima de π/2 a probabilidade da part́ıcula
ser transmitida é reduzida, e o gap mı́nimo entre as bandas de energia aumenta. Para
θ = π/2 temos 100% de probabilidade da part́ıcula ser refletida, levando ao confinamento
da part́ıcula nas arestas associadas ao estado inicial do sistema. Neste caso o gap entre
as bandas de energia é máximo.





















Figura 3.11: Gráficos de ωµ(κ) em função do número de onda κ para diferentes valores de θ.
As curvas em preto correspondem a ω1(κ) e as curvas em cinza a ω2(κ).
Analisando as figs. (3.10) e (3.11), observamos que ωµ(κ) os pontos de mı́nimo e
máximo na banda de energia são dados por κ = ±π/2, tal que, ω1(κ) (ω2(κ)) possui,
respectivamente, um ponto de mı́nimo (máximo) para κ = −π/2 e de máximo (mı́nimo)
em κ = +π/2. Assim, as bandas de energia estão limitadas em
[ωµ(−π/2), ωµ(π/2)],
que em termos do parâmetro θ é dado por
− arcsin(cos θ) ≤ ω1(κ) ≤ arcsin(cos θ) (3.106)
e
π − arcsin(cos θ) ≤ ω2(κ) ≤ π + arcsin(cos θ). (3.107)
Além disso, as duas bandas são caracterizada por um gap de energia, cujo valor mı́nimo
é dado por
ωgap = ω2(π/2)− ω1(π/2) = 2 arccos(cos θ) = 2|θ|. (3.108)
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A existência de bandas de energia implica em importantes consequências no movi-
mento da part́ıcula pela rede. Assim, uma quantidade relevante para a investigação do
sistema é a velocidade de grupo das autofunções de Û (“velocidade de média da part́ıcula”).
Portanto, se o estado do sistema é dado pelo autoestado |Φµκ〉 de Û e cujo autovalor é
ωµ (κ), então a velocidade de grupo é dada
vµ(k) = dκ [ωµ (κ)] . (3.109)
A eq. (3.109) expõe um fato relevante. Se o estado do sistema é dado por um
autoestado do operador evolução (isto é, independente do tempo), então a part́ıcula,
mesmo interagindo com os śıtios da rede (que podem ser descritos através de um potencial
periódico), move-se com uma velocidade constante. Este fato está em flagrante contraste,
por exemplo, com o modelo de Drude para a condução eletrônica, onde as part́ıculas
sofrem colisões nos śıtios da rede (caroços iônicos) alterando sua velocidade [143].
As velocidades de grupo, associadas às bandas de energias dadas na eq. (3.104), são
dadas por
vµ(κ) = dκ [ωµ(κ)] = −
(−1)µ cos θ cosκ
√
1− cos2 θ sin2 κ
. (3.110)
Observe que v1(κ) e v2(κ) possuem a mesma magnitude mas com sinais opostos, isto é,
v1(κ) = −v2(κ). Verifica-se que vµ(κ) está limitada entre [− cos θ,+cos θ], e que para
κ = ±π/2, tem-se vµ = 0. Na fig. (3.12) temos os gráficos de |vµ(κ)| para os valores de θ.
Observa-se que para θ = π/2, |vµ(κ)| = 0, pois a part́ıcula está confinada, e para θ = 0 a
|vµ(κ)| = 1,o que caracteriza o deslocamento de uma part́ıcula livre. Ademais, observa-se
que, para um dado valor de κ 6= ±π/2, o módulo de vµ(κ) cresce a medida que θ se afasta
de π/2. Isso ocorre porque a probabilidade de transmissão, |tσσ|2 = cos2 θ, aumenta a
medida a medida que θ se afasta de π/2, o que confere uma maior mobilidade da part́ıcula
pela rede.
A densidade de estados por unidade de volume (que por simplicidade vamos chamar
apenas de “densidade de estados”) é essencialmente o número de estados por unidade












dκ δ(ω − ωµ(κ)). (3.112)
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Figura 3.12: Gráficos de vµ(κ) em função do número de onda κ para diferentes valores de θ,
onde as curvas continuas correspondem a v1(κ) e as tracejadas a v2(κ).
Além disso, note que
gµ(ω)dω = o número de estados quânticos com energia entre ω e ω + dω. (3.113)
O número de estado na faixa de energia dω com energia entre ω e ω + dω é dado
por dκ/VZB, onde VZB é o volume da primeira zona de Brillouin. Logo, considerando que












Da eq. (3.112), observamos que a única faixa de energia que contribuem para a


























cuja inversa é a velocidade média em função de ω, veja a eq. (3.109), isto é
















se ω ∈ [min{ωµ(κ)},max{ωµ(κ)}],
0 para outros valores de ω.
(3.118)






















se ω ∈ [min{ωµ(κ)},max{ωµ(κ)}],
0 para outros valores de ω.
(3.119)
Nos gráficos da fig. (3.13) mostramos o módulo das velocidades de grupo, eq. (3.118),
e da densidade de estados, eq. (3.119), em função de ω para θ = π/4. Observa-se que
a densidade de estados diverge nos pontos onde a velocidade de grupo se anula, isto é,
os pontos de mı́nimo ou máximo das bandas de energia. Esses pontos são denominados
de singularidades de van Hove [148], que são importantes, por exemplo, na caracterização
espectroscópica, pois elas definem propriedades ópticas do material [149, 150].
(a) (b)





























Figura 3.13: (a) Módulo das velocidades de grupo, as curvas superior e inferior estão associadas,
respectivamente, às bandas ω1(κ) e ω2(κ); (b) densidade de estados.
Capı́tulo 4
Caminhadas Quânticas em Redes
Bidimensionais Regulares
Neste caṕıtulo, tendo o caso unidimensional como modelo, estendemos o formalismo
para construir as CQEs para redes bidimensionais cujos vértices possuem o mesmo número
de ligações, cada par de vértice é ligado por apenas uma aresta e os vértices não possuem
laços, ou seja, elas são grafos regulares [151–153]. Além disso, abordamos brevemente as
CACs em tais redes. Encerramos o caṕıtulo exemplificando esse formalismo para redes
constitúıdas por poĺıgonos regulares (quadrada e triangular).
4.1 O Formalismo
Considere uma rede regular bidimensional cujos vértices possuem l ligações com seus
vizinhos. Assim, como no caso unidimensional, a evolução do sistema ocorre em intervalos
de tempos discretos, e a cada passo de tempo a part́ıcula sofre processos de espalhamento
nos vértices da rede. Estes processos são governados pelo operador unitário de evolução
temporal, Û , que é caracterizado, em cada vértice, por l2 coeficientes Γ’s denominados de
amplitudes de espalhamento.
4.1.1 Estados de Base do Sistema
O sistema é descrito pelos estados de base {|σ, j, k〉}, onde o número quântico σ está
associado à direção e ao sentido de propagação da part́ıcula nas arestas e o par ordenado
(j, k), de números inteiros, é o rótulo do vértice para o qual ela está evoluindo. Além
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disso, j e k estão, respectivamente, relacionados com as direções ortogonais êx e êy no
plano cartesiano.
Em uma rede regular, cada vértice faz l ligações com seus vizinhos, portanto, σ deve
assumir l valores distintos, cada um deles associados a um posśıvel sentido de propagação
da part́ıcula pelas arestas ligadas ao vértice. Tais estados formam uma base para o espaço
de Hilbert do sistema, H, tal que, são válidas as relações de ortonormalidade e completeza:







|σ, j, k〉〈σ, j, k|. (4.2)
Observe que a dimensão do espaço de Hilbert é dada pelo dobro do número de arestas da
rede, uma vez que cada uma delas abriga dois estados posśıveis do sistema. Obviamente,
para redes ilimitadas a dimensão deH é infinita. Ademais, admitimos que o estado |σ, j, k〉
é autovetor do operador posição, tal que
X̂|σ, j, k〉 = xj|σ, j, k〉 (4.3)
e
Ŷ |σ, j, k〉 = yk|σ, j, k〉, (4.4)
onde xj e yj são as coordenadas do śıtio (j, k) no plano cartesiano.
Além disso, associamos ao grau de liberdade auxiliar σ, o operador “Ŝz”, tal que
Ŝz|σ, j, k〉 = σ|σ, j, k〉. (4.5)
O espaço de Hilbert do sistema, H, pode ser decomposto em termos do produto
tensorial
H = Hc ⊗Hx×y, (4.6)
onde Hc contém os estados que descrevem o grau de liberdade auxiliar que está associado
ao número quântico σ, e Hpx×py descreve os graus de liberdade associados a posição na
rede a qual é dada pelos números quânticos j e k. Portanto, o estado |σ, j, k〉 pode ser
decomposto em termos do produto tensorial
|σ, j, k〉 = |σ〉c ⊗ |j, k〉x×y, (4.7)
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tal que o estado |σ〉c ∈ Hc e |j, k〉x ∈ Hx×py .
Uma vez que a dimensão do subespaço Hc é l, podemos representar os seus estados










































































































































σ1 0 · · · 0 0






0 0 · · · σl−1 0












4.1.2 Operador de Evolução Temporal
O sistema evolui sob a ação do operador de evolução temporal Û . Se o estado do
sistema no passo de tempo n é |Ψn〉 então no passo de tempo seguinte temos
|Ψn+1〉 = Û |Ψn〉. (4.10)
Assim, se em n = 0, o sistema é descrito por |Ψ0〉, então em n tem-se que
|Ψn〉 = Ûn|Ψ0〉. (4.11)
A ação do operador evolução temporal em um estado de base é definida por





σ′σ |σ′, f(σ′, j, k), g(σ′, j, k)〉 (4.12)
e





σσ′ |σ′, f̃(σ, j, k), g̃(σ, j, k)〉, (4.13)
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onde, os coeficientes Γ
(j,k)
σ′σ são denominados de amplitudes de espalhamento e os pares
de funções (f(σ, j, k), g(σ, j, k)) e (f̃(σ, j, k), g̃(σ, j, k)) representam as coordenadas dos
vértices adjacentes ao śıtio (j, k).
Usando a relação de completeza, Eq. (4.2) e considerando a ação do operador evolução










σ′σ |σ′, fσ′(j, k), gσ′(j, k)〉, (4.14)
onde
ψσ(j, k, n) = 〈σ, j, k|Ψn〉 (4.15)
é a componente σ da função de onda no passo de tempo n e associada ao vértice (j, k).
Naturalmente da unitariedade do operador de evolução temporal, Û Û † = Û †Û = 1̂,
os coeficientes, Γ
(j,k)














σ′′σ = δσ′σ′′ , (4.16)
e as funções f(σ, j, k) g(σ, j, k), f̃(σ, j, k) e g̃(σ, j, k) devem exibir as seguintes propriedades
f [σ, f̃(σ, j, k), g̃(σ, j, k)] = f̃ [σ, f(σ, j, k), g(σ, j, k)] = j (4.17)
e
g[σ, f̃(σ, j, k), g̃(σ, j, k)] = g̃[σ, f(σ, j, k), g(σ, j, k)] = k. (4.18)
Finalmente, como no caso unidimensional, organizamos os coeficientes Γ
(j,k)
σ′σ , que des-
crevem os processos de espalhamento que a part́ıcula sofre, em uma matriz quadrada e
















































Alguns exemplos interessantes de matrizes de espalhamento são:
• a matriz de Grover, que é comumente usada no desenvolvimento de algoŕıtimos
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quânticos de busca, que podem ser baseados em CQs em tempo discreto [154–156].





se σ = σ′,
2
D
se σ 6= σ′;
(4.20)
• a matriz da Transformada Discreta de Fourier (TDF) [157, 158], que é utilizadas na
análise, filtro e correções de sinais, analise de espectros, sistema de identificação e
compressão de áudio (por exemplo MPEG-II AAC) [159]. Os coeficientes de uma











• a matriz de Transformada Discreta de Hartlye (TDH) [160? ], embora não seja
usualmente considerada em problemas de caminhadas quânticas, é um interessaste
exemplo devido às suas aplicações em processamento de sinais [161, 162]. As entra-




















A probabilidade de encontrar a part́ıcula propagando-se na direção e sentido associado




|〈σ, j, k|Ψn〉|2 =
∑
j,k
|ψσ(j, k, n)|2 (4.23)
e a probabilidade de encontrar a part́ıcula convergindo para o vértice (j, k) é dada por
Pv(j, k, n) =
∑
σ
|〈σ, j, k|Ψn〉|2 =
∑
σ
|ψσ(j, k, n)|2. (4.24)
4.1.4 Resumindo os Passos para a Implementação das CQs
Resumindo, para determinar o operador evolução temporal do sistema Û para imple-
mentar as caminhadas quânticas nas redes regulares bidimensionais, devemos:
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(i) – determinar a estrutura do espaço de Hilbert do sistema;
(ii) – definir os valores de σ que caracterizam os estados de base do sistema, |σ, j, k〉;
(iii) – determinar as coordenadas dos śıtios (j, k) no plano cartesiano;
(iv) – construir as funções f(σ, j, k), g(σ, j, k), f̃(σ, j, k) e g̃(σ, j, k);
(v) – definir as amplitudes de espalhamento Γσσ′ em cada vértice da rede.
Por exemplo, para CQE na rede linear discutida na seção 2.4 temos:
• o espaço de Hilbert é composto por um grau de liberdade de posições discretas
espaçadas igualmente em uma rede linear e por um grau de liberdade auxiliar tipo
spin 1/2, cujos estados de base são dados por {|σ, j〉};
• σ = ±1;
• xj = jℓ, onde ℓ = 1 é a distância que separa dois śıtios adjacentes;







−+ = −Γ(j)−− = 1/
√
2 para o caso do caminho de Hadamard.
4.2 Caminhadas Aleatórias Clássicas
O conceito de CAC, introduzido na seção (2.1), pode ser estendido naturalmente para
redes em duas e três dimensões, e em especial para redes regulares bidimensionais. Isso
pode ser feito generalizando a relação de recorrência da eq. (2.4) para o caso unidimensi-
onal para
Pv(j, k, n) =
l∑
σ=1
p(j,k)σ Pv(f(σ, j, k), g(σ, j, k), n− 1), (4.25)
com condições inciais apropriadas. Na eq. (4.25), Pv(j, k, n) é a probabilidade de se
encontrar a part́ıcula no śıtio (j, k) no passo de tempo n, (f(l, j, k), g(l, j, k)) são as co-
ordenadas dos vértices conectados ao vértice (j, k) e p
(j,k)
σ é a probabilidade da part́ıcula
saltar do śıtio (j, k) para o śıtio (f(σ, j, k), g(σ, j, k)), tal que
l∑
σ=1
p(j,k)σ = 1, (4.26)
onde l é o número de arestas ligadas ao vértice (j, k).
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4.3 Redes Formadas por Poĺıgonos Regulares
O ladrilhamento de uma superf́ıcie consiste em recobri-la usando um conjunto de for-
mas (azulejos ou ladrilhos) de maneira a não superpô-las e nem deixar espaços entre elas
[163]. O primeiro a realizar uma classificação de ladrilhamento por poĺıgonos regulares
foi o astrônomo e matemático alemão J. Kepler em 1619 no livro “Harmonices Mundi”,
que foi traduzido para o inglês com o t́ıtulo “The Harmony of the World” [106]. Em seu
livro, Kepler mostra que existem apenas 11 formas de recobrir todo o plano Euclidiano
utilizando apenas poĺıgonos regulares mantendo a mesma disposição nos vértices, e que
tais ladrilhamentos são obtidos com no máximo três poĺıgonos regulares distintos. En-
tretanto, estamos interessados em recobrir o plano com apenas um tipo de poĺıgono, o
que é posśıvel usando apenas triângulos equiláteros, quadrados ou hexágonos, fig. (4.1),
[106–108].
Figura 4.1: Os três posśıveis ladrilhamentos do plano utilizando apenas um tipo de poĺıgono
regular.
Para demonstrar que só podemos usar apenas triângulos equiláteros, quadrados ou
hexágonos para recobrir o plano com poĺıgonos regulares de apenas um tipo [163], vamos
considerar que um vértice da rede deve ser formado por arestas de m poĺıgonos regulares.










Manipulando a eq. (4.28), obtemos a seguinte expressão
m− 2 = 4
n− 2 . (4.29)
Uma vez que m − 2 deve ser um número inteiro positivo, as únicas soluções que
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satisfazem a eq. (4.29), são
(m = 6, n = 3), (m = 4, n = 4), (m = 3, n = 6). (4.30)
A primeira solução revela que, em cada vértice, devemos ter seis triângulos equiláteros,
na segunda quatro quadrados e na terceira três hexágonos, veja a fig. (4.1). Na tab. (4.1)
temos as caracteŕısticas básicas das três redes regulares constitúıdas por esses poĺıgonos.




Tabela 4.1: Redes constitúıdas por poĺıgonos regulares. Na segunda coluna, temos um seg-
mento da rede, enquanto que na terceira temos a estrutura base que a constitui, e na quarta,
temos o número de ligações, l, que cada vértice faz com seus vizinhos.
4.4 Caminhadas Quânticas nas Redes Quadrada e
Triangular
Nesta sessão, a fim de exemplificar o desenvolvimento deste caṕıtulo, implementamos
as CQEs nas redes quadrada (l = 4) e triangular (l = 6). Em caṕıtulos posteriores
abordaremos a rede hexagonal, que é o foco principal desta tese.
As estruturas topológicas e a rotulação dos vértices para as redes quadrada e triangular
são apresentadas na fig. (4.2). Além disso, vamos assumir que a distância entre um vértice
e seus primeiro vizinhos é igual a um.
O primeiro passo para a construção das CQs é definir e associar os valores do número
quântico σ com o sentidos de propagação da part́ıcula pelas arestas da rede. Assim,


















Figura 4.2: Estrutura topológica e rotulação dos vértices para as redes (a) quadrada e (b)
triangular.
assumimos que
σ = {1, 2, ..., l}. (4.31)































Figura 4.3: Associações dos valores de σ com as direções e sentido de propagação da part́ıcula
para as redes (a) quadrada e (b) triangular.
As funções f(σ, j, k), g(σ, j, k), f̃(σ, j, k) e g̃(σ, j, k) são definidas por:
• rede quadrada, l = 4,




j + 1 se σ = 1
j − 1 se σ = 2
j se σ = 3
j se σ = 4
, (4.32)
4.4. Caminhadas Quânticas nas Redes Quadrada e Triangular 83




k se σ = 1
k se σ = 2
k + 1 se σ = 3
k − 1 se σ = 4
, (4.33)




j − 1 se σ = 1
j + 1 se σ = 2
j se σ = 3
j se σ = 4
(4.34)
e




k se σ = 1
k se σ = 2
k − 1 se σ = 3
k + 1 se σ = 4
; (4.35)
• rede triangular, g = 6,




j + 1 se σ = 1
j − 1 se σ = 2
j − 1 se σ = 3
j + 1 se σ = 4
j se σ = 5
j se σ = 6
, (4.36)




k + 1 se σ = 1
k − 1 se σ = 2
k + 1 se σ = 3
k − 1 se σ = 4
k + 2 se σ = 5
k − 2 se σ = 6
, (4.37)




j − 1 se σ = 1
j + 1 se σ = 2
j + 1 se σ = 3
j − 1 se σ = 4
j se σ = 5
j se σ = 6
(4.38)
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e




k − 1 se σ = 1
k + 1 se σ = 2
k − 1 se σ = 3
k + 1 se σ = 4
k − 2 se σ = 5
k + 2 se σ = 6
. (4.39)
Como exemplo mais espećıfico, vamos considerar a rede quadrada. Assumimos, por
simplicidade, que as matrizes de espalhamento são independentes de (j, k), e são dadas
pela matriz de Grover, TDF e TDH, cujos elementos são dados, respectivamente, pelas











−1 1 1 1
1 −1 1 1
1 1 −1 1



















1 1 1 1
1 −i −1 i
1 −1 1 −1




















1 1 1 1
1 −1 −1 1
1 −1 1 −1









Nas figs. (4.4) temos as distribuições de probabilidades espaciais Pv(j, k), eq. (4.24),
respectivamente, para as CQEs na rede quadrada após 100 passos de tempo, considerando
as matrizes de espalhamento DFT, DHT e GRO, e assumindo que o estado inicial do






|σ, 0, 0〉. (4.43)
Além disso, também mostramos uma CAC imparcial que parte da origem da rede qua-
drada. Observe que, as distribuições de probabilidades para os casos quânticos são mais
variadas do que para o caso clássico, que se limita a uma função gaussiana. Além disso,
apesar dessa três matrizes de espalhamento fornecerem as mesma probabilidades da par-
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t́ıcula ser transmitida ou refletida, pois o módulo quadrado de seus elementos são iguais
a um quarto, como esperado de um sistema quântico, onde os processos de interferência
são relevantes, elas resultam em CQEs com as mais variadas caracteŕısticas. Por exemplo,
enquanto que a distribuição de probabilidades para CQE com a matriz de Grover exibe
um pico em torno da origem da rede, as CQEs com as matrizes TDF e TDH observa-se
uma maior dispersão dessa quantidade.
(a) (b)





















































































Figura 4.4: Distribuição probabilidades para CQEs na rede quadrada, em (a) para a matiz
de Grover, em (b) para a matriz da transformada discreta de Fourier, em (c) para a matriz da
transformada discreta de Hartley, e em (d) para uma CAC imparcial.
Capı́tulo 5
Caminhadas Quânticas na Rede Hexagonal
Neste caṕıtulo, aplicamos o formalismo da construção das CQEs em redes regulares
bidimensionais, que foi desenvolvido no caṕıtulo 4, para o caso particular da rede hexago-
nal. Além de definir os estados de base do sistema, implementar as funções que definem a
ação do operador evolução temporal em um estado de base e investigar diferentes matrizes
de espalhamento, nós exemplificamos as CQEs e as comparamos com uma CAC. Também
estudamos diversas propriedades das CQEs, tais como o comportamento do deslocamento
quadrático médio, a probabilidade da part́ıcula ser encontrada em um śıtio particular da
rede e a influência de diferentes matrizes de espalhamento no comportamento da dinâmica
do sistema.
5.1 Estrutura Topológica da Rede Hexagonal
A estrutura topológica da rede hexagonal está apresentada na fig. (5.1a). Sem perda
de generalidade adotamos a convenção de nomenclatura dada na fig. (5.1b) para rotular
os śıtios da rede. Assim, admitindo que a distância entre dois śıtios adjacentes é igual a
um, e considerando que a origem do sistema de coordenadas se encontra na posição do
ponto O da fig. (5.1a), verificamos que as coordenadas das posições de cada śıtio no plano








3k + [k]2 + 4
4
, (5.2)
onde [X]Y é o resto de X/Y .
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Figura 5.1: (a) Definições da rede hexagonal; (b) convenção de nomenclatura para rotular os
śıtios da rede.
5.2 Estados de Base do Sistema
Seguido a prescrição da subseção (4.1.1), o sistema é descrito pelos estados {|σ, j, k〉},
que obedecem as relações de ortonormalidade e completeza dadas nas eqs. (4.1) e (4.2),
onde o número quântico σ está associado à direção e ao sentido de propagação da part́ıcula
nas arestas, fig. (5.2), e o par ordenado (j, k) é o rótulo do vértice para o qual ela está
convergindo. Assim, como cada vértice (j, k) faz três ligações com seus vizinhos, σ assume
três valores distintos. Portanto, de maneira conveniente, assumimos que











Figura 5.2: Associação dos valores de σ com a direção e o sentido de propagação da part́ıcula
nas arestas das redes.
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A dimensão do subespaço Hc, associado ao grau de liberdade auxiliar σ, é três. Por-




















































5.3 Operador Evolução Temporal
A ação do operador evolução temporal em um estado de base é caracterizada pelas
funções f(σ, j, k), g(σ, j, k), f̃(σ, j, k) e g̃(σ, j, k), ver as eqs. (4.12) e (4.13). Assim,
considerado a escolha para os valores de σ, eq. (5.3), e suas associações com as direções
de propagação da part́ıcula pela rede, fig. (5.2), tais funções são dadas por
f(σ, j, k) = f̃(σ, j, k) = j − (−1)kσ (5.6)
e
g(σ, j, k) = g̃(σ, j, k) = k + (−1)k+σ. (5.7)
Logo, verifica-se que essas funções obedecem as condições dadas nas eqs. (4.17) e (4.18),
uma vez que
f [σ, f(σ, j, k), g(σ, j, k)] = f(σ, j, k)− (−1)g(σ,j,k)σ = j − (−1)kσ − (−1)g(σ,j,k)σ
e
g[σ, f(σ, j, k), g(σ, j, k)] = g(σ, j, k) + (−1)g(σ,j,k)+σ = k + (−1)k+σ + (−1)g(σ,j,k)+σ.
Entretanto, considerando a topologia da rede, se k é par, então g(σ, j, k) é ı́mpar e vice-
versa, logo, para qualquer valor de k, (−1)k = −(−1)g(σ,j,k), portanto
f [σ, f(σ, j, k), g(σ, j, k)] = j e g[σ, g(σ, j, k), g(σ, j, k)] = k. (5.8)
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Finalmente, as ações do operador evolução e de seu conjugado hermitiano em um
estado de base, eqs. (4.12) e (4.13), se reduzem a





σ′σ |σ′, f(σ′, j, k), g(σ′, j, k)〉 (5.9)
e





σσ′ |σ′, f(σ, j, k), g(σ, j, k)〉. (5.10)
Na base dos autovetores do operador Ŝz, eq. (5.5), as amplitudes de espalhamento
Γ
(j,k)
σσ′ constituem uma matriz quadrada e unitária de ordem 3, para satisfazer as relações



















































































Figura 5.3: Distribuição dos coeficientes de reflexão e transmissão (amplitudes de espalha-
mento). As figuras superiores representam um vértice com coordenada k ı́mpar e as inferiores
com coordenada k par.
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O estado do sistema no passo de tempo n+ 1 é dado pela ação do operador evolução
Û , tal que
|Ψn+1〉 = Û |Ψn〉. (5.12)
Portanto, considerando a resolução da identidade dada na eq. (4.2), e a ação do operador








ψσ(j, k, n+ 1)|σ, j, k〉, (5.13)
onde





σσ′ ψσ′(f(σ, j, k), g(σ, j, k), n) (5.14)
e
ψσ(j, k, n) = 〈σ, j, k|Ψn〉. (5.15)
5.4 Probabilidades
As distribuições de probabilidade de encontrar a part́ıcula em um estado associado a
um dado valor de σ, Pc(σ, t), e encontra-la convergindo para o vértice (j, k), Pv(σ, t), são




|ψσ(j, k, n)|2. (5.16)
e
Pv(j, k, n) =
∑
σ
|ψσ(j, k, n)|2, (5.17)
Além disso, definimos uma espécie de distribuição de probabilidades radial em termos do
número natural m, que caracteriza regiões da rede denominadas de anéis de acordo com
a fig. (5.4). Observe que o número de vértices em cada anel é dado por
Nv(m) = 6 (2m− 1) . (5.18)






|ψσ(ji, ki, n)|2, (5.19)
onde (ji, ki) são as coordenadas do i-ésimo śıtio do anel m.















































Figura 5.4: Os três primeiros anéis, onde é definida a distribuição de probabilidades radial,
Prad(m,n).
5.5 Analisando as Matrizes de Espalhamento
As matrizes de espalhamento são essenciais na construção das CQEs. Para as CQEs
na rede hexagonal, elas são matrizes unitárias de ordem três, Γ(j,k) ∈ U(3). Assim, como
no caso unidimensional, existe uma grande variedade de famı́lia de matrizes desse tipo,
veja a discussão da seção (2.5). Nesta seção consideramos alguns desses casos.


























que nomeamos de “famı́lia AB”, com a, b reais e 0 ≤ θ < 2π.
Impondo as condições dadas na eq. (4.16) para os coeficientes da matriz da famı́lia
AB, obtivemos o seguinte sistema de equações
{
a2 + 2b2 = 1
a+ 2b cos (θ) = 0.
(5.21)
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cuja solução é {
a = − 1√




5 + 4 cos (2θ)
}
. (5.22)









−eiθ 2 cos (θ) 2 cos (θ)
2 cos (θ) −eiθ 2 cos (θ)
















5 + 4 cos (2θ)
(5.25)
são, respectivamente, os coeficientes de reflexão e transmissão. Além disso, essa matriz é
análoga à matriz Γ̂θ do caso unidimensional, uma vez que elas são definidas em termo de
apenas um parâmetro real, veja a eq. (2.123).
Na fig. (5.5), temos os gráficos dos módulos quadrado das amplitudes de reflexão e de
transmissão, em função do parâmetro θ. A análise do comportamento desse gráfico revela
que, para a matriz de espalhamento da famı́lia AB, não existe a possibilidade da part́ıcula
ter probabilidade de 100% de transmissão, pois para qualquer valor de θ, |rA(θ)|2 > 0.
Além disso, o valor máximo da probabilidade de transmissão, para uma dada direção,
ocorre para θ = 0, neste caso temos |tB(θ)|2 = 4/9 e |rA(θ)|2 = 1/9.










Figura 5.5: Gráfico do comportamento do módulo quadrado dos coeficientes de reflexão, eq.
(5.24), e de transmissão, eq. (5.25), para a matriz da famı́lia AB, eq. (5.23), onde |rA(θ)|2 é a
probabilidade da part́ıcula sofrer um processo de reflexão e 2|tB(θ)|2 de sofrer transmissão.
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que são obtidas para θ = π/3 e θ = 2π/3. Essas matrizes são imparcial no sentido que
elas fornecem a mesma probabilidade da part́ıcula ser espalhada em qualquer direção,
uma vez que os módulos quadrados de seus coeficientes são iguais a |Γσσ′ |2 = 1/3.
Outras matrizes unitárias que podem ser empregadas na construção das CQEs são as
matrizes das transformadas discretas de Fourier (TDF), e de Hartley (TDH), que de acordo











































A matriz TDF também é uma matriz imparcial, uma vez que |Γσσ′|2 = 1/3. Já a
matriz TDH é “tendenciosa”, pois ela privilegia os processos de espalhamento associados
aos coeficientes transmissão t0− e t−0, uma vez que

















≃ 0, 62. (5.31)
1Ver descrição na página (78).
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Essas duas matrizes diferem da matriz de Grover, eq. (5.26), e da matriz TDH, eq.
(5.30), por alguns coeficientes que possuem uma diferença de fase igual a −1, entretanto
as probabilidades da part́ıcula ser espalhada em uma dada direção, |Γσ,σ′ |2 permanecem
inalteradas. Assim, vamos chama-las de like Grover (LGRO) e like TDH (LTDH).
Finalmente podemos considerar as matrizes unitárias do grupo SU(3), que são carac-
terizadas por oito parâmetros reais (θ1, θ2, θ3, φ1, φ2, φ3, φ4, φ5) [134]. Assim, utilizando
uma parametrização na qual os elementos de matriz são somas de funções trigonométricas















u11 = cos θ1 cos θ2e
iφ1 , u12 = sin θ1e
iφ3 , u13 = cos θ1 sin θ2e
iφ4 ,
u21 = sin θ2 sin θ3e
−iφ4−iφ5 − sin θ1 cos θ2 cos θ3eiφ1+iφ2−iφ3 , u22 = cos θ1 cos θ3eiφ2 ,
u23 = − cos θ2 sin θ3e−iφ1−iφ5 − sin θ1 sin θ2 cos θ3eiφ2−iφ3+iφ4 ,
u31 = − sin θ1 cos θ2 sin θ3eiφ1−iφ3+iφ5 − sin θ2 cos θ3e−iφ2−iφ4 ,
u32 = cos θ1 sin θ3e
iφ5 e u33 = cos θ2 cos θ3e
−iφ1−iφ2 − sin θ1 sin θ2 sin θ3e−iφ+iφ4+iφ5
Por exemplo, para













a matriz genérica do grupo SU(3) se reduz à matriz de Grover, eq. (5.26).
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5.6 Exemplos de CQs na Rede Hexagonal
Nesta seção, exemplificamos as CQEs na rede hexagonal utilizando diferentes matrizes
de espalhamento. Iniciamos comparando uma CQE com uma CAC, ambas imparciais.
Neste caso a CQE é caracterizada pela matriz imparcial, eq. (5.27), tal que em ambos
os sistemas (quântico e clássico) a part́ıcula possui probabilidades iguais de ser espalhada
para qualquer direção. Em seguida, discutimos como diferentes matrizes de espalhamento
influenciam as CQEs. Encerramos o caṕıtulo, analisando o comportamento das CQEs em
função do parâmetro θ que define a famı́lia de matrizes AB, eq. (5.23).
As evoluções das CQEs foram obtidas através da simulação numérica da eq. (4.11)
para a rede hexagonal, com as funções f(σ, j, k) e g(σ, j, k) que definem o operador evo-
lução temporal, dadas, respectivamente, pelas eqs. (5.6) e (5.7). Além disso, o estado
inicial do sistema é dado por um estado “localizado” no śıtio (0, 0) e simétrico, para não
privilegiar nenhuma direção de propagação em particular, isto é,
|ψ(0)〉 = 1√
3





Figura 5.6: Representação geométrica do estado inicial dado na eq. (5.37). Observe que esse
estado não privilegia nenhuma direção de propagação em particular.
5.6.1 Caminhadas Quânticas × Caminhadas Clássicas
A fim de expor as diferenças entre as CQEs e as CACs, comparamos as evoluções
desses sistemas para a situação onde as probabilidades da part́ıcula ser espalhada nas
três direções posśıveis são idênticas. Para isso, utilizamos a matriz IMP, eq. (5.27),
para caracterizar a CQE. Note que ela resulta em iguais probabilidades da part́ıcula ser
espalhada em qualquer direção uma vez que |Γσσ′ |2 = 13 . Além disso, ela trata os dois
processos de transmissão da mesma forma, e impõe uma diferença de fase igual a π/3 nos
processos de reflexão.
Na fig. (5.7) temos as distribuições de probabilidades Pv(j, k, n) e Prad(m,n), após 100
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passos de tempo para as CQE e CAC caracterizadas acima. A distribuição de probabilida-
des para a CAC foi obtida através da simulação numérica da relação de recorrência da eq.
(4.25) para a rede hexagonal, com as funções f(σ, j, k) e g(σ, j, k) dadas, respectivamente
pelas eqs. (5.6) e (5.7), p
(j,k)
σ = 1/3 e partindo do śıtio (0, 0).
(a) (b)































































Figura 5.7: Distribuições de probabilidades Pv(j, k, n) após 100 passos de tempo, em (a) para
uma CQE utilizando a matriz IMP e o estado inicial dado pela eq. (5.37); e em (b) para uma
CAC iniciando no śıtio (0, 0) e com iguais probabilidades da part́ıcula saltar para seus vizinhos
na rede hexagonal. Em (c) temos as distribuições de probabilidades radiais para esses dois
sistemas.
Analisando a fig. (5.7), percebemos que o padrão da distribuição de probabilidades é
mais rico para a CQE do que para a CAC, que se limita a uma distribuição gaussiana.
Além disso, Prad(m,n) se afasta mais rapidamente da origem para o caso quântico, como
pode ser visto na fig. (5.7c).
O comportamento das distribuições de probabilidades é um reflexo direto da dinâmica
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da CQE ser definida em termos de amplitudes de probabilidades da part́ıcula ser transmi-
tida ou refletida, o que gera processos de interferências na função de onda, e a dinâmica
da CAC ser constrúıda em termos de probabilidades da part́ıcula saltar de um vértice
para outro associadas a processos estocásticos. Assim, dependendo dos elementos da ma-
triz de espalhamento, podemos ter superposições de onda construtivas ou destrutivas que
resultam nos mais variados padrões para Pv(j, k, n) no caso quântico.
Admitindo que para a CAC nós associamos a cada direção de propagação da part́ıcula
uma variável aleatória que assume três valores, σ = −1, 0,+1, então a cada passo em
um sorteio dessa variável aleatória temos uma probabilidade de 1/3 de encontrar um
desses três valores. Para o caso quântico, ao analisar o comportamento da distribuição
de probabilidade de encontrar a part́ıcula em um estado com dado valor de σ, Pc(σ, n),
isto é, em um autovetor o operador Ŝz, constatamos que ela é dada por Pc(σ, n) = 1/3,
reproduzindo o comportamento clássico. Este comportamento, para esse exemplo de CQE,
está associado às simetrias da matriz de espalhamento e do estado inicial do sistema, que
geram uma função de onda simétrica. Contudo, como discutido no caso unidimensional
na seção (2.3), um estado inicial assimétrico quebra essa simetria em Pc(σ, n).
Uma das principais diferenças entre as caminhadas aleatórias clássicas e as caminhadas
quânticas é o comportamento do DMQ. Como discutido para o caso unidimensional,
enquanto para as primeiras essa quantidade é proporcional ao número de passos de tempo,
para a segunda ela é proporcional ao quadrado do número de passos de tempo. Assim,






onde xj e yk são as coordenadas do vértice (j, k) no plano cartesiano dadas nas eqs. (5.1)
e (5.2), através da eq. (2.12) determinamos o DQM, 〈(∆r)2〉, associado a r(j,k). Na fig.
(5.8) apresentamos o comportamento dessa quantidade em função dos passos de tempo.
Como esperado para a CQE, 〈(∆r)2〉 ∼ n2 e para a caminhada clássica 〈(∆r)2〉 ∼ n.
Finalmente, determinamos a função de correlação, eq. (2.101), entre o estado inicial e
o estado do sistema em um tempo n qualquer para a CQE e comparamos com o compor-




|〈Ψ0|Ψn〉|2 para a caminhada quântica
Pv(0, n) para a caminhada clássica
. (5.39)
No gráfico da fig. (5.9) mostramos o comportamento de |C(n)|2. Tal quantidade decai
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mais rapidamente para o caso quântico em relação ao clássico. Isso é um reflexo direto
da maior velocidade de dispersão da part́ıcula pela rede para o sistema quântico.















Figura 5.8: Comportamento do deslocamento quadrático médio radial para uma CQE utili-
zando a matriz IMP e o estado inicial dado pela eq. (5.37), e uma caminhada aleatória clássica
iniciando no śıtio (0, 0) e com iguais probabilidades da part́ıcula saltar para seus vizinhos na
rede hexagonal.













Figura 5.9: Comportamento da função de correlação para uma CQE utilizando a matriz IMP
e uma caminhada aleatória clássica iniciando no śıtio (0, 0) e com iguais probabilidades da
part́ıcula saltar para seus vizinhos na rede hexagonal.
De maneira geral, quando comparamos às caminhadas quântica e clássica, ambas
imparciais, para as redes linear e hexagonal, obtemos resultados qualitativos semelhantes.
Por exemplo, as distribuições de probabilidades estão mais espalhadas pela rede para as
CQEs, a função de correlação C(n) decai mais rapidamente para o caso quântico e obtemos
os mesmo comportamento para o DQM, independentemente da dimensionalidade da rede
(〈(∆x)2〉CQE ∼ n2 e 〈(∆x)2〉CAC ∼ n).
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5.6.2 Influência das Matrizes de Espalhamento nas CQs
Nesta seção investigamos a influência de diferentes matrizes de espalhamento no com-
portamento das CQEs. Portanto, uma vez que os coeficientes da matriz de espalhamento
Γ
(j,k)





onde 0 ≤ ρσ′σ ≤ 1 e θσ′σ corresponde a uma fase. Assim, considerando a eq. (5.9), a ação
do operador evolução em um estado de base é dada por




iθσ′σ |σ′, f(σ′, j, k), g(σ′, j, k)〉. (5.41)
Logo, se o estado da part́ıcula é dado por |σ, j, k〉, após um processo de espalhamento, ρ2σ′σ
é a probabilidade de encontrar a part́ıcula no estado |σ′, f(σ′, j, k), g(σ′, j, k)〉. Ademais,
os processos de interferência que a função de onda sofre são dependentes de dois fatores:
(i) a probabilidade da part́ıcula ser espalhada em uma dada direção, a qual é dada por
ρσ′σ; e (ii) as fases atribúıdas às diferentes direções de espalhamento, θσ′σ.
Para analisar a influência das matrizes de espalhamento, utilizamos seis matrizes de
espalhamento distintas. Além disso, consideramos que o estado inicial do sistema é dado
pela eq. (5.37). As duas primeiras matrizes que consideramos são a matriz IMP, eq.































Como discutido na seção anterior, essas duas matrizes são imparciais no sentido que
elas fornecem a mesma probabilidade da part́ıcula ser espalhada em uma dada direção,
|Γσσ′|2 = ρ2σσ′ = 1/3. Entretanto, essas matrizes introduzem diferenças de fases distintas
que dependem da direção de propagação da part́ıcula.
A matriz IMP associa a cada processo de reflexão, elementos da diagonal principal,
5.6. Exemplos de CQs na Rede Hexagonal 100
uma de fase igual a θσσ = 4π/3, e para os demais elementos θσ′σ = 0. A ação do operador
evolução temporal, caracterizado com essa matriz, nos estados de base resulta em




−eiπ/3|σ, f(σ, j, k), g(σ, j, k)〉+
∑
σ′ 6=σ
|σ′, f(σ′, j, k), g(σ′, j, k)〉
)
.
Logo, a ação do operador evolução em uma combinação de estados de base simétrica
resulta em uma nova combinação também simétrica, ou seja, após a ação de ÛIMP as três
componentes da função de onda associadas aos valores de σ possuem a mesma amplitude




(|+,−1,−1〉+ |0, 0, 1〉+ |−,+1,−1〉) .
A matriz TDF impõe uma fase igual a θ00 = θ−− = −2π/3 nas reflexões associadas às
direções de propagação com σ = 0 e σ = −1, uma vez que esses processos são descritos
pelos elementos Γ00 e Γ−−, e associa uma fase igual a θ−0 = θ0− = 2π/3 nas transmissões
entre as direções com σ = 0 e σ = −1, pois esses processos são descritos pelos elementos
Γ0− e Γ−0. Para os demais elementos θσ+ = θ+σ = 0. A ação do operador evolução,
caracterizado com essa matriz, nos estados de base resulta em




|+, f(+, j, k), g(+, j, k)〉+ |0, f(0, j, k), g(0, j, k)〉+
+|−, f(−, j, k), g(−, j, k)〉
)
,




|+, f(+, j, k), g(+, j, k)〉+ e−2π/3|0, f(0, j, k), g(0, j, k)〉+
e2π/3|−, f(−, j, k), g(−, j, k)〉
)
e




|+, f(+, j, k), g(+, j, k)〉+ e2π/3|0, f(0, j, k), g(0, j, k)〉+
e−2π/3|−, f(−, j, k), g(−, j, k)〉
)
.
Portanto, devido às superposições destrutivas associadas às direções com σ = 0 e σ = −1,
a ação de ÛTDF em um estado simétrico privilegia os estados de base com σ = +1, gerando
uma distribuição concentrada na direção associada a esses estados. Veja, por exemplo, a
ação de ÛTDF no estado dado na eq. (5.37), ÛTDF |Ψ0〉 = |+,−1,−1〉.
Na fig. (5.10) temos as distribuições de probabilidades Pv(j, k, n) após 100 passos de
tempo para duas CQEs considerando as matrizes IMP e TDF e considerando o estado
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inicial dado na eq. (5.37). Como discutido nos parágrafos anteriores, para a matriz
IMP temos uma distribuição simétrica e para a matriz TDF temos uma distribuição
concentrada preferencialmente na direção associada a σ = +1.
(a) (b)










































Figura 5.10: Distribuições de probabilidades Pv(j, k, n) após 100 passos de tempo, em (a) para
uma CQ utilizando a matriz IMP, e em (b) para uma CQ utilizando a matriz TDF.
Uma vez que a matriz IMP trata da mesma maneira os estados com diferentes valores
de σ, isso leva a uma distribuição de probabilidades Pc(σ, n) constante. Analisando os
dados dessa evolução, obtivemos Pc(σ, n) = 1/3. Já para a CQE com a matriz de DFT, há
um privilégio para os estados com σ = +1, isso se reflete em Pc(σ, n). Assim, verificamos
que
Pc(+, n) 6= Pc(−, n) = Pc(0, n), (5.42)
onde a igualdade na equação acima se deve ao fato que a matriz trata da mesma forma
os estados com σ = 0 e σ = −1. Além disso, Pc(σ, n) rapidamente converge para uma
distribuição cujo comportamento é oscilatório ao longo do tempo, como pode ser observado
na gráfico da fig. (5.11), onde é exposto Pc(σ, n) em função dos passos de tempo n para
essas duas caminhadas.
O comportamento de Pc(σ, n) para as CQEs com essas duas matrizes é corroborado
quando analisamos as distribuições de probabilidades espaciais dadas pelo módulo qua-
drado das componentes σ da função de onda, |ψσ(j, k, n)|2 = |〈σ, j, k|Ψn〉|2, para n = 100,
figs. (5.12) e (5.13). Como esperado, para a CQE com a matriz IMP, observamos o mesmo
padrão nas três componentes |ψσ(j, k, n)|2 mas em direções rotacionadas em 120◦. Para
as CQEs com a matriz TDF, observamos que a distribuição |ψ+(j, k, n)|2 é totalmente
distinta das |ψ0(j, k, n)|2 e |ψ−(j, k, n)|2; já para as duas últimas uma é reflexão da outra.
5.6. Exemplos de CQs na Rede Hexagonal 102













IMP, σ = +1
IMP, σ = 0
IMP, σ = −1
TDF, σ = +1
TDF, σ = 0
TDF, σ = −1
Figura 5.11: Comportamento da distribuição de probabilidades Pc(σ, n) em função dos passos
de tempo para duas CQs utilizando as matrizes IMP e TDF.
(a) (b)





















































































Figura 5.12: Em (a) distribuições de probabilidades, Pv(j, k, n), e de densidade para os mó-
dulo quadrados das componentes σ da função de onda, (b) |ψ+(j, k, n)|2, (c) |ψ0(j, k, n)|2 e
(d) |ψ−(j, k, n)|2, após 100 passos de tempo, considerando a matriz de IMP. Os gráficos foram
reescalados.
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(a) (b)





















































































Figura 5.13: Em (a) distribuição de probabilidades, Pv(j, k, n), e distribuições de densi-
dade para os módulo quadrados das componentes σ da função de onda, (b) |ψ+(j, k, n)|2, (c)
|ψ0(j, k, n)|2 e (d) |ψ−(j, k, n)|2, após 100 passos de tempo, considerando a matriz TDF. Os
gráficos foram reescalados.
As duas próximas matrizes que consideramos são as matrizes GRO, eq. (5.26), e a






























Essas duas matrizes fornecem as mesmas probabilidades da part́ıcula ser espalhada em
dada direção quando ela incide sobre um vértice. Entretanto, elas impõem fases diferentes
sobre os estados de base. A matriz GRO tem o mesmo comportamento da matriz IMP, ela
não distingue os estados de base do sistema. O mesmo não ocorre com a matriz LGRO,
devido às fases associadas a alguns de seus elementos fora da diagonal principal.
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Na fig. (5.14) mostramos as distribuições de probabilidades Pv(j, k, n) normalizadas
após 100 passos de tempo. Essas figuras revelam que as fases extras que a matriz LGRO
possui levam a uma alta concentração relativa de probabilidades próximo à origem da
rede. Já a matriz GRO gera um padrão de distribuição de probabilidades semelhante ao da
matriz IMP, porém ele é mais disperso pela rede. Esses comportamentos são corroborados
quando analisamos os gráficos da função de correlação entre o estado inicial do sistema
e um estado em um tempo n qualquer, C(n) = 〈Ψ0|Ψn〉, fig. (5.15). Assim, como
Pv(j, k, n) para a CQE com a matriz GRO se espalha rapidamente pela rede, |C(n)|2 decai
rapidamente, e para a CQE com a matriz LGRO, devido à concentração de probabilidades
próximo à origem, |C(n)|2 converge para um valor constante.
(a) (b)










































Figura 5.14: Distribuições de probabilidades Pv(j, k, n) após 100 passos de tempo, em (a) para
a matriz GRO e em (b) para a matriz LGRO.














Figura 5.15: Comportamento do módulo quadrado da função de correlação entre o estado
inicial e um estado em um tempo n qualquer em função dos passos de tempo para duas CQEs
utilizando as matrizes GRO e LGRO.
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As duas últimas matrizes que vamos abordar nessa seção são as matrizes TDH, eq.



















































Essas duas matrizes, assim como as matrizes GRO e LGRO, possuem uma diferença
de fase em alguns de seus elementos. Analisando o comportamento das distribuições
de probabilidades Pv(j, k, n), após 100 passos de tempo, constatamos que essas matrizes
geram distribuições de probabilidades semelhantes, diferentemente do que ocorre para as
matrizes GRO e LGRO. De maneira geral elas possuem um formato de uma “elipse” com
uma alta concentração relativa de probabilidades na origem da rede, veja a fig. (5.16).
(a) (b)










































Figura 5.16: Distribuições de probabilidades Pv(j, k, n) após 100 passos de tempo em (a) para
a matriz de TDH e em (b) para a matriz LTDH.
Apesar dessa alta concentração relativa de probabilidades próximo a origem, o com-
portamento do deslocamento quadrático médio é proporcional ao quadrado do número
de passos de tempo. Isso pode ser verificado na fig. (5.17), que apresenta o gráfico de
〈(∆r)2〉 × n.
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Figura 5.17: Comportamento do deslocamento quadrático médio em função dos passos de
tempo para duas CQs utilizando as matrizes TDH e LTDH.
5.6.3 Famı́lia AB
Nesta seção investigamos o comportamento de uma CQE, cujo estado inicial é dado










−eiθ 2 cos (θ) 2 cos (θ)
2 cos (θ) −eiθ 2 cos (θ)






A matriz genérica da famı́lia AB é simétrica, isto é, os coeficientes de reflexão e de
transmissão independem da direção de propagação da part́ıcula. A combinação dessa
matriz com o estado inicial simétrico dado na eq. (5.37) gera distribuições de probabi-
lidades que exibem todas as simetrias pontuais de rotações e inversões de uma rede de
Bravais triangular, ver fig. (5.18). Isto é um reflexo do fato que a rede hexagonal pode
ser encarada como uma rede de Bravais triangular com dois śıtios em sua base [143].


























Figura 5.18: Simetrias pontuais de uma rede de Bravais Triangular.
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Figura 5.19: Distribuições de probabilidades Pv(j, k, n), após 100 passos de tempo, para uma
CQEs cujo operador evolução é caracterizado pela matriz de espalhamento da famı́lia AB com
diferentes valores do parâmetro θ e o estado inicial dado pela eq. (5.37). Os gráficos foram
reescalados.
Na fig. (5.19) temos as distribuições de probabilidades Pv(j, k, n), após 100 passos de
tempo, para diversas evoluções com diferentes valores do parâmetro θ e considerando o
estado inicial simétrico da eq. (5.37). De maneira geral, tais distribuições são simétricas
e tornam-se mais concentradas à medida que o valor de θ se aproxima de π/2. Isto é
um consequência direta do comportamento das amplitudes de espalhamento, uma vez que
|rA(θ)|2 → 1 e |tB(θ)|2 → 0 a medida que θ → ±π/2.
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Comparando as distribuições de probabilidades dadas na fig. (5.19) com a fig. (5.18),
constatamos que elas exibem toda as simetrias pontuais da rede de Bravais triangular.
Essa caracteŕıstica decorre dos processos de interferência que os coeficientes de transmissão
e reflexão impõem sobre a função de onda do sistema durante sua evolução temporal, uma
vez eles geram os mesmos padrões de interferência independentemente do valor de σ. Isso
pode ser exemplificado considerando a ação do operador evolução temporal, caracterizado
com a matriz genérica da famı́lia AB, em um estado de base do sistema,
ÛAB|σ, j, k〉 =
1
√
5 + 4 cos(2θ)
(
−eiθ|σ, f (j,k)σ , g(j,k)σ 〉+ 2 cos(θ)
∑
σ′ 6=σ





Nas figs. (5.20), (5.21) e (5.22) apresentamos o comportamento do DQM para a
coordenada radial (〈(∆r)2〉) para CQEs cujo operador evolução é caracterizado pela matriz
de espalhamento da famı́lia AB e o estado inicial dado pela eq. (5.37).

















Figura 5.20: Comportamento do deslocamento quadrático médio em função dos passos de
tempo, para CQEs cujo operador evolução é caracterizado pela matriz de espalhamento da
famı́lia AB com diferentes valores do parâmetro θ e o estado inicial dado pela eq. (5.37).
Observe que independente do valor de θ, 〈(∆r)2〉 ∼ n.
Mostramos na fig. (5.20) que independente do valor de θ, 〈(∆r)2〉 possui um compor-
tamento que é proporcional a n2. Nas figs. (5.21) e (5.22) verificamos que à medida que
|tB(θ)|2 → 4/9 (θ → ±π ou 0), 〈(∆r)2〉 → valor máximo. Assim, conclúımos que
〈(∆r)2〉 = K(θ)n2, (5.43)
onde a constante de proporcionalidade K(θ) possui um comportamento semelhante a
probabilidade de transmissão em função do parâmetro θ.
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Figura 5.21: Comportamento da razão entre deslocamento quadrático médio e o números de
passos em função do parâmetro θ para CQEs cujo operador evolução é caracterizado pela matriz
de espalhamento da famı́lia AB e o estado inicial dado pela eq. (5.37), para diferentes valores























Figura 5.22: Comparação entre o comportamento do DQM e da probabilidade da part́ıcula
sofrer um processo de transmissão, |tB(θ)|2, em função do parâmetro θ e do número de passos
n, para CQEs cujo operador evolução é caracterizado pela matriz de espalhamento da famı́lia
AB e o estado inicial dado pela eq. (5.37).
Capı́tulo 6
Caminhadas Quânticas na Rede Hexagonal
no Espaço de Momenta
Neste caṕıtulo, determinamos as bandas de energia e as velocidades de grupo para uma
CQEs na rede hexagonal, considerando uma matriz de espalhamento genérica e definida
em termos de um parâmetro θ, eq. (5.23). Além disso, realizamos uma comparação
qualitativa entre as caracteŕısticas das bandas de energia e das velocidade de grupo de
uma CQE caracterizada pela matriz de Grover e do grafeno.
6.1 Rede de Bravais do Sistema
A rede hexagonal pode ser mapeada em uma rede de Bravais triangular (rede direta)
com dois śıtios, não equivalentes, em sua base, fig. (6.1). Assim, os vetores primitivos que
















onde êx e êy são os versores em direções ortogonais no plano cartesiano. Portanto, a rede
de Bravais pode ser obtida através do conjunto de pontos dados pelo vetor ~R(m1,m2), tal
que
~R(m1,m2) = m1~a1 +m2~a2, (6.2)
com m1 e m2 pertencentes aos inteiros, ver fig. (6.2).
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Figura 6.1: Mapeamento da rede hexagonal śıtios pretos em uma rede de Bravais triangular
(pontos cinzas). A área delimitada pela linha tracejada representa a célula de Wigner-Seitz,
cujas translações por vetores ~R(m1,m2), que são perpendiculares aos seus lados, recobrem todo o
plano. Observe que a célula de Wigner-Seitz contém dois śıtios não equivalentes.
(m1,m2)
(m1 + 1,m2)(m1,m2 + 1)
(m1 − 1,m2 + 1)
(m1 − 1,m2) (m1,m2 − 1)
(m1 + 1,m2 − 1)
Figura 6.2: Os seis primeiros vizinhos do ponto (m1,m2) da rede de Bravais triangular, dados
pelo vetor ~R(m1,m2), eq. (6.2).
A rede rećıproca da rede de Bravais do sistema é de fundamental importância no es-
tudo de estruturas periódicas, sobretudo quando o sistema exibe invariância de translações
por vetores que definem a sua rede de Bravais [143]. Os vetores primitivos que definem a
rede rećıproca, são determinados a partir dos vetores primitivos da rede direta, ou seja,
~b1 = 2π
~a2 × êz
~a1 · (~a2 × êz)
, ~b2 = 2π
êz × ~a1
~a1 · (~a2 × êz)
, (6.3)
onde êz é o versor perpendicular aos versores êx e êy, isto é, êz = êx × êy. Além disso, os
vetores primitivos que definem as redes direta e rećıproca satisfazem a
~bi · ~aj = 2πδij. (6.4)
Assim, considerando que os vetores primitivos da rede direta são dados pela eq. (6.1),





















Portanto, os pontos que definem a rede de rećıproca do sistema são dados pelo vetor
~G(n1,n2) = n1
~b1 + n2~b2, (6.6)
onde n1 e n2 pertencem aos inteiros. Além disso, observe que, enquanto ~R(m1,m2) possui
dimensão de comprimento, [L], ~G(n1,n2) tem dimensão de inversos de comprimento, [L]
−1.
Ademais, considerando a eq. (6.4), verifica-se que
~G(n1,n2) · ~R(m1,m2) = 2π(n1m1 + n2m2). (6.7)
Na fig. (6.3), temos o conjunto de pontos dados pelo vetor ~G(n1,n2), considerando os
vetores primitivos da eq. (6.5). Observe que, a rede rećıproca é uma rede de Bravais
triangular, assim como sua rede direta, fig. (6.1). Podemos também definir a rede rećı-
proca da rede rećıproca, que não é mais do que a própria rede direta. Além disso, na fig.
(6.3), também temos representado sua célula primitiva de Wigner-Seitz, que é conhecida
como primeira zona de Brillouin e desempenha um papel central no estudo de vibrações
cristalinas e teoria de bandas [143]. Na fig. (6.4) temos os pontos de alta simetria que
são importantes na investigação da variação da relação de dispersão energia em função do
vetor de onda ~κ nessas direções.
(n1, n2)
(n1 + 1, n2)(n1, n2 + 1)
(n1 + 1, n2 + 1)
(n1 − 1, n2) (n1, n2 − 1)
(n1 − 1, n2 − 1)
(n1 + 1, n2 − 1)(n1 − 1, n2 + 1)
(n1 − 2, n2)
(n1, n2 + 2) (n1 + 2, n2)
(n1, n2 − 2)
~b1~b2
Figura 6.3: Rede rećıproca associada a rede de Bravais da fig. (6.1). Assim como sua rede
direta, ela é uma rede de Bravais triangular. A área delimitada pelo hexágono tracejado corres-
ponde a primeira zona de Brillouin dessa rede.




Figura 6.4: Primeira zona de Brillouin e seus pontos de alta simetria, cujas coordenadas são
dadas por Γ(0, 0), K(−2π/3
√
3, 2π/3) e M(0, 2π/3).
6.2 Bandas de Energia
As bandas de energia do sistema podem ser obtidas a partir dos autovalores do opera-
dor evolução temporal. Para determinar os autovalores de Û , vamos admitir que o sistema
é invariante sob translações pelo vetor ~R(m1,m2) que define os pontos da rede de Bravais
do sistema, eq. (6.2). Isso implica que o operador de evolução comuta com o operador de
translação T̂~R(m1,m2), cuja ação em um estado associado a posição ~r resulta em
T̂~R(m1,m2)|ψ(~r)〉 = |ψ(~r + ~R(m1,m2))〉 (6.8)
e
T̂ †~R(m1,m2)
|ψ(~r)〉 = |ψ(~r − ~R(m1,m2))〉. (6.9)
Associando ao estado de base |σ, j, k〉 o vetor posição ~rv(j, k) do śıtio (j, k) no plano
cartesiano, cujas coordenadas são dadas pelas eqs. (5.1) e (5.2), tal que
|σ, j, k〉 ≡ |σ,~rv(j, k)〉, (6.10)
e levando em conta que a ação do operador de translação em um estado que descreve o
sistema na posição ~r, eq. (6.8), a ação de T̂~R(m1,m2) em um estado de base |σ, j, k〉 é dada
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por
T̂~R(m1,m2)|σ, j, k〉 = T̂~R(m1,m2)|σ,~rv(j, k)〉 = |σ,~rv(j, k) + ~R(m1,m2)〉 = |σ, j
′, k′〉, (6.11)
onde (j′, k′) representa o śıtio associado à posição ~rv(j
′, k′) = ~rv(j, k)+ ~R(m1,m2). Assim,
considerando as expressões das coordenadas no plano cartesiano dos vértices da rede, eqs.
(5.1) e (5.2), e as dos vetores primitivos das redes de Bravais, eq. (6.1), pode-se mostrar
que
T̂~R(m1,m2)|σ, j, k〉 = |σ, j +m1 −m2, k + 2(m1 +m2)〉 (6.12)
e
T̂ †~R(m1,m2)
|σ, j, k〉 = |σ, j −m1 +m2, k − 2(m1 +m2)〉. (6.13)




= Û T̂~R(m1,m2) − T̂~R(m1,m2)Û = 0, (6.14)










σ′σ |σ′, f(σ′, j, k), g(σ′, j, k)〉〈σ, j, k|, (6.15)






















σ′σ |σ′, f(σ′, j, k), g(σ′, j, k)〉〈σ, j −m1 +m2, k − 2(m1 +m2)|.
(6.17)
Finalmente, realizando a seguintes mudanças de variáveis
j′ = j −m1 +m2 (6.18)
e
k′ = k − 2(m1 +m2) (6.19)
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na eq. (6.17), e considerando que
f(σ, j +m1 −m2, k + 2(m1,m2)) = f(σ, j, k) +m1 −m2 (6.20)
e
g(σ, j +m1 −m2, k + 2(m1,m2)) = g(σ, j, k) + 2(m1 +m2), (6.21)
então se Û e T̂~R(m1,m2) comutam, os coeficientes Γ
(j,k)






ou seja, eles devem possuir a periodicidade da rede de Bravais do sistema, ou em outras
palavras, todos os coeficientes Γ
(j,k)
σ′σ associados com k de mesma paridade devem ser iguais,
o que resulta em um sistema invariante sob translações pelo vetor que define a sua rede
de Bravias. Desta forma podemos encontrar autovetores simultâneos de Û e T̂~R(m1,m2).
A equação de autovalores para o operador T̂~R(m1,m2) é dada por
T̂~R(m1,m2)|σ,~κ〉 = e
−i~κ·~R(m1,m2)|σ,~κ〉, (6.23)
onde ~κ é denominado de vetor de onda e
~κ = κxêx + κyêy. (6.24)




|σ′, j, k〉〈σ′, j, k|σ,~κ〉 =
∑
j,k,σ′










ei~κ.~rv(j,k)|σ, j, k〉. (6.25)
Assim, apesar de Û e T̂~R(m1,m2) comutarem, os autovetores do operador translação, eq.
(6.25), não são autovetores do operador evolução temporal, pois, considerando a ação do








σ′,σ |σ′, fσ′(j, k), gσ′(j, k)〉. (6.26)
Isso ocorre devido à degenerescência associada ao número quântico σ nos autovalores
de T̂~R(m1,m2). Entretanto, podemos encontrar combinações lineares dos autovetores de
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T̂~R(m1,m2) que sejam autovetores de Û .
Para determinar os autovalores de Û , é necessário considerar que a estrutura de base
possui dois vértices não-equivalentes, fig. (6.1). Portanto, para a part́ıcula se deslocar de
um vértice para outro equivalente, em uma célula unitária vizinha à que ele se encontra,
são necessários dois passos de tempo. Assim, definimos um operador evolução efetivo,
Ûef , tal que
Ûef = Û
2, (6.27)
cuja equação de autovalores é dada por
Ûef |u~κ〉 = e−2iω(~κ)|u~κ〉, (6.28)
onde
|u~κ〉 = C+|+, ~κ〉+ C0|0, ~κ〉+ C−|−, ~κ〉 (6.29)
e ω(~κ) é a energia associada ao autovetor |u~κ〉. A continuidade em ~κ da função ω (~κ)
associada com a periodicidade do sistema fazem com que o espectro dos autovalores de Û
se separe em bandas de energia [143].
Lembrando que em cada célula unitária existem dois śıtios não equivalentes, fig. (6.1),
cujas coordenadas são dadas por (j, kpar) e (j, kimp), podemos expressar os autovetores do







ei~κ.~rv(j,kimp)|σ, j, kimp〉. (6.30)
Por consequência, considerando que os coeficientes de espalhamento são independentes de


































i~κ·~R(0,∓1) + Γ3σΓ33. (6.34)
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Consequentemente, para encontrar os autovalores de Ûef , que fornece a relação de dis-
persão da energia em função do vetor de onda ~κ e a eq. (6.35) ter solução não-trivial,

































6.3 Exemplos de Bandas de Energia
Para exemplificar o cálculo dos autovalores do operador evolução temporal, vamos
admitir que os coeficientes da matriz de espalhamento são dados pelos elementos da matriz
ΓAB(θ), eq. (5.23). Assim, lembrando que
~κ = κxêx + κyêy, (6.37)
e considerando as eqs. (6.1) e (6.2), pode-se mostrar que








Substituindo esse resultado juntamente com os coeficientes da matriz Γ
(j,k)
AB (θ) (ver eq.
(5.23)) na eq. (6.36), obtemos a seguinte equação caracteŕıstica
(
1 + h(κx, κy) cos
2(θ) + cos(2ω)(5 + 4 cos(2θ))
)
(3 cos(θ) sin(ω) + sin(θ) cos(ω)) = 0,
(6.39)
onde















A eq. (6.39) possui três soluções dadas por
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e





−1 + h(κx, κy) cos
2(θ)
5 + 4 cos(2θ)
)
. (6.42)
Observe que ω0 independe de vetor de onda, isto é, fixando o valor de θ, ela é uma
constante. Na figs. (6.5), (6.6) e (6.7) mostramos as bandas de energia para diversos
valores de θ.
θ = 0 θ = π/4
θ = π/3 θ = π/2
Figura 6.5: Comportamento das bandas de energia para diversos valores do parâmetro θ. As
bandas superiores corresponde a ω+ e as inferiores a ω−. Observe que para θ = 0 as bandas se
tocam no ponto Γ(0, 0).
Duas situações interessantes ocorrem para θ = π/2 e θ = 0. No primeiro caso as duas
bandas de energia são constantes e o valor do gap entre elas é o maior posśıvel. Isto ocorre
porque neste caso a part́ıcula encontra 100% de probabilidade de sofrer um processo de
reflexão (|rA(θ)|2 = 1), ou seja, ela não tem mobilidade pela rede. A situação oposta
ocorre para θ = 0, onde o valor do gap é zero. Isto reflete o fato da part́ıcula ter a maior
probabilidade posśıvel de sofre um processo de transmissão (2|tB(θ)|2 = 8/9), o que lhe
confere uma grande mobilidade pela rede.
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Figura 6.6: Densidade de energia da função |ω±| para |θ| < π/2, onde ωmin corresponde ao
valor mı́nimo de |ω±|. Além disso, representamos a primeira zona de Brillouin (hexágono) e
os pontos de alta simetria do sistema. Observa-se que o valor máximo de |ω±| ocorre sobre os
vértice da primeira zona de Brillouin e o valor mı́nimo no ponto de alta simetria Γ(0, 0).
















Figura 6.7: Comportamento das bandas de energia na direção das retas que ligam os pontos
de alta simetria e para diversos valores de θ.
De maneira geral observa-se que, para |θ| < π/2, o comportamento assintótico de ω±
não varia em relação a θ, por exemplo, o mı́nimo da banda ω+(κx, κy, θ) e o valor máximo
de ω−(κx, κy, θ) estão localizados no ponto Γ(0, 0). Consequentemente, a expressão para
o gap de energia entre essas duas bandas é dada por
ωgap = ω+(0, 0, θ)− ω−(0, 0, θ) = arccos
(
5 cos(2θ) + 4
4 cos(2θ) + 5
)
. (6.43)
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O gráfico de ωgap em função do parâmetro θ é dado na fig. (6.8). De maneira geral,
observa-se que o comportamento de tal quantidade é qualitativamente igual ao gráfico da
probabilidade de reflexão, ver fig. (5.5). Isto ocorre porque a matriz de espalhamento
define o operador de evolução temporal e consequentemente o hamiltoniano do sistema.











Figura 6.8: Comportamento do gap entre as bandas de energia em função do parâmetro θ.
O passo seguinte é determinar a velocidade de grupo das autofunções do sistema, pois
como mencionado no caṕıtulo (3), elas são diretamente responsáveis pela distribuição
de energia pela rede. Generalizando a eq. (3.109) para duas dimensões, temos que a
velocidade média da part́ıcula, quando o estado do sistema é um autoestado de Û com
autovalor ωµ(~κ), é dada por
~vµ(~κ) = ∇~κωµ(~κ). (6.44)
Assim, se o estado do sistema é o autovetor de Û com autovalor ω0(~κ), que para um dado
valor de θ é constante, ver eq. (6.41), então
~v0(~κ) = 0, (6.45)
isto é, se o estado do sistema é dado pelo autovetor correspondente ao autovalor ω0(~κ),
a part́ıcula não possui mobilidade pela rede. Entretanto, se o estado da part́ıcula é o
autovetor de Û com autovalores ω±(~κ) dados na eq. (6.42), então
~v±(κx, κy) = ±vx(κx, κy)êx ± vy(κx, κy)êy, (6.46)
onde




















(4 cos(2θ) + 5)2 − (cos2(θ)h(κx, κy) + 1)2
(6.47)














(4 cos(2θ) + 5)2 − (cos2(θ)h(κx, κy) + 1)2
. (6.48)



































(4 cos(2θ) + 5)2 − (cos2(θ)h(κx, κy) + 1)2
.
(6.49)
Nas figs. (6.9) e (6.10) apresentamos, respectivamente, o campo vetorial e a distribuição




v± = 0, (6.50)
isto é, a v± vai a zero para θ = π/2 porque nesta situação a probabilidade de reflexão
é 100% e a função de onda do sistema tende a ficar confinada nas arestas associadas ao
estado inicial.
(a) (b)


















Figura 6.9: Campo vetorial da velocidade de grupo, ~v+(κx, κy), para (a) θ = 0 e (b) θ = π/3.
Os pontos onde a velocidade de grupo se anula são importantes na determinação da
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é a densidade de estado em função da energia ω que é parametrizada por κx e κy [145].































cuja solução, dentro da primeira zona de Brillouin são os pontos destacados na fig. (6.10).
(a) (b)
Figura 6.10: Módulo da velocidade de grupo para (a) θ = 0 e (b) θ = π/3. O hexágono nas
figuras representam a primeira zona de Brillouin e nos pontos destacados em preto a velocidade
se anula.
6.4 Caminhadas Quânticas e o Grafeno
Na década de 30 do século XX, L. D. Landau e R. Peierls questionavam a possibilidade
da existência de um cristal bidimensional perfeito. Segundo eles tais materiais seriam
termodinamicamente instáveis e consequentemente em teoria não poderiam existir [165,
166]. Entretanto, no ińıcio do século XXI, os f́ısicos russos A. Geim e K. Novoselov
descobriram experimentalmente o grafeno [113, 115], que é um cristal bidimensional com
topologia hexagonal. Logo, utilizando o método de tight-binding pode-se mostrar que as
bandas de energias para os elétrons do orbital pz, que definem as principais propriedades
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onde é assumido apenas interação entre os primeiros vizinhos, e que a distância entre dois
átomo de carbono adjacentes e a taxa de hopping sejam iguais a unidade. Na fig. (6.11)
mostramos gráficos de ω
(gra)
± . Observe que, as bandas de energia se tocam no pontos que
correspondem aos vértices do hexágono que delimita a primeira zona de Brillouin. Tais
pontos são denominados “pontos de Dirac”, e próximo a eles a relação de dispersão de
energia com o número onda é linear. Este comportamento das bandas de energia próximo
aos pontos de Dirac, leva à descrição dos elétrons do orbital pz por teoria análoga a que
descreve de férmions de Dirac sem massa [112–114].
Retornando às CQEs caracterizada pela matriz de espalhamento da famı́lia AB, ob-
servamos que para θ = 0, que resulta na matriz de espalhamento dada pela matriz de
Grover, eq. (5.26), as bandas de energia possuem um comportamento linear próximo ao
Γ(0, 0), ver fig. (6.14b). Além disso, verificamos também que nesse ponto o gap de energia
é zero. Este comportamento é análogo ao que ocorre para as bandas de energia do gra-
feno, com a diferença na posição onde as bandas de energia se tocam. Portanto, podemos
descrever a part́ıcula próximo ao ponto Γ(0, 0) por uma teoria efetiva de férmions de Dirac
sem massa [99]. Logo, devido a essa similaridade entre os comportamentos desses dois
sistemas, acreditamos que seja posśıvel uma descrição (talvez mais simplificada) das pro-
priedades do grafeno através de caminhadas quânticas. Entretanto, precisamos encontrar
uma transformação unitária ou uma nova matriz de espalhamento adequada para obter
bandas de energias com os pontos de Dirac coincidindo com o caso das bandas de energia
do grafeno.
(a) (b)
Figura 6.11: Bandas de energia para o grafeno. Em (a) bandas superiores corresponde a ω
(gra)
+
e as inferiores a ω
(gra)
− ; (b) densidade de energia de |ω
(gra)
± |, delimitação da primeira zona de
Brillouin (hexágono) e a localização dos pontos de alta simetria do sistema.
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(a) (b)


















Figura 6.12: Em (a) apresentamos comportamento das bandas de energia na direção das retas
que ligam os pontos de alta simetria, e em (b) comportamento linear das bandas de energia
próximo aos pontos de Dirac, para o grafeno.
(a) (b)
Figura 6.13: Bandas de energia para uma CQEs caracterizada pela matriz de Grover. Em
(a) bandas superiores corresponde a ω+ e as inferiores a ω−; (b) densidade de energia de |ω±|,
delimitação da primeira zona de Brillouin (hexágono) e a localização dos pontos de alta simetria
do sistema.
6.4. Caminhadas Quânticas e o Grafeno 125
(a) (b)

















Figura 6.14: Em (a) mostramos o comportamento das bandas de energia na direção das retas
que ligam os pontos de alta simetria, e em (d) comportamento linear das bandas de energia
próximo ao ponto Γ(0, 0), para uma CQEs caracterizada pela matriz de Grover.
Capı́tulo 7
Caracterizando as CQEs na Rede Hexagonal
Através do Grau de Liberdade Direcional
Investigações exploratórias anteriores [92] indicavam que a rede hexagonal permitiria
diversas formulações para as CQEs. Este ponto foi levantado mas não explorado em nossa
dissertação de mestrado [123]. Assim, neste caṕıtulo retomamos esse ponto, e propomos
formulações distintas para as CQs na rede hexagonal. Tal desenvolvimento é posśıvel
devido à topologia dessa rede que permite uma grande variedade na forma de associar
os valores do número quântico σ com as posśıveis direções de propagação da part́ıcula,
propiciando uma grande diversidade de padrões para a distribuição de probabilidades
do sistema. De maneira geral, as formulações são baseadas em três funções Φm(j, k),
denominadas de“funções topológicas direcionais”que descrevem as associações dos valores
de σ com as direções das arestas em cada śıtio da rede, associadas diretamente à topologia
da rede.
7.1 Definindo as Funções Topológicas Direcionais
Na rede hexagonal, a part́ıcula pode se propagar em três direções distintas. Assim,
diferentemente do que foi feito no caṕıtulo (5) onde usamos valores fixos para descrever a
part́ıcula se propagando pelas arestas, neste caṕıtulo associamos a cada direção uma fun-
ção topológica direcional Φm(j, k), com m = 1, 2, 3, de acordo com a fig. (7.1). Portanto,
os valores de σ são dados, em cada vértice, pelas funções Φm(j, k), ou seja
σ = Φm(j, k). (7.1)
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Figura 7.1: Associação das funções topológicas direcionais com as direções e o sentido de
propagação da part́ıcula, onde estamos assumindo que k é par.
A ação do operador evolução em um estado de base, eq. (5.9), nessa nova perspectiva,
é dada por






|Φm[fm(j, k), gm(j, k)], fm(j, k), gm(j, k)〉, (7.2)





j − (−1)k se m = 1
j se m = 2







k − (−1)k se m = 1
k + (−1)k se m = 2
k − (−1)k se m = 3
. (7.4)
Além disso, observe que Γ
(j,k)
Φm[fm(j,k),gm(j,k)],Φm′ (j,k)
representa um coeficiente de reflexão se



































Figura 7.2: Distribuição dos coeficientes de reflexão e transmissão em vértices da rede.
7.2 Propriedades das Funções Topológicas Direcio-
nais
Uma vez assumido que σ = Φm(j, k), as funções topológicas direcionais, Φm’s, devem
exibir as seguintes propriedades: elas devem ser localmente adaptáveis [121], biuńıvocas
e seu conjunto imagem deve possuir três valores distintos.
Entende-se por funções localmente adaptáveis as funções que (i) podem ser constrúıdas
em qualquer vértice da rede; (ii) em cada śıtio (j, k) elas dependem apenas da estrutura
dos vértices ligado a ele; e (iii) são bem definidas independentemente do número de vértices
ligados ao śıtio (j, k). Elas são biuńıvocas, pois para cada valor de (j, k), Φm(j, k) possui
um único valor. A terceira propriedade decorre do fato do número quântico σ assumir
apenas três valores na rede hexagonal. Logo, para manter a consistência na descrição da
evolução do sistema, ou seja, para não haver estados chegando ou de maneira equivalente
saindo rotulados pelo mesmo valor de σ em um dado vértice, veja a fig. (7.1), as funções
Φm’s devem obedecer as seguintes relações de consistência:












j + (−1)k, k − (−1)k
)
. (7.8)
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Da estrutura topológica da rede, sem perda de generalidade, podemos estudar as
funções Φm’s separadamente para valores de k par e k ı́mpar. Assim, considerando k par,
as relações de consistência dadas pela eq. (7.8) são
Φ1 (j − 1, kpar − 1) 6= Φ2 (j, kpar + 1) 6= Φ3 (j + 1, kpar − 1) . (7.9)
Portanto, para o śıtio (j, kpar + 1), as funções Φm(j, kpar + 1) associadas a ele devem
obedecer a
Φ1 (j, kpar + 1) 6= Φ2 (j + 1, kpar + 3) 6= Φ3 (j + 2, kpar + 1) , (7.10)
Φ1 (j − 1, kpar − 1) 6= Φ2 (j, kpar + 1) 6= Φ3 (j + 1, kpar − 1) (7.11)
e
Φ1 (j − 2, kpar + 1) 6= Φ2 (j − 1, kpar + 3) 6= Φ3 (j, kpar + 1) . (7.12)
Das eqs. (7.10)-(7.12), observamos que, para kimp = kpar ± 1 as funções Φm(j, kimp)
ficam completamente caracterizadas apenas pela coordenada j. Além disso, uma vez
que o conjunto imagem das funções Φm(j, kimp) assume no máximo três valores distintos,
admitimos que elas possuem uma periodicidade em três unidades de j, ou seja,
Φm(j, k
′
imp) = Φm(j + 3, k
′′
imp). (7.13)
Considerando as eqs. (7.7), (7.10)-(7.12) e (7.13), descobrimos três conjuntos de





1 (j, kimp) = λ,
φ
(i)
2 (j, kimp) = κ,
φ
(i)







1 (j, kimp) =
{
λ, se [j]2 = 0




2 (j, kimp) = κ,
φ
(ii)
3 (j, kimp) =
{
µ, se [j]2 = 0
λ, se [j]2 = 1
;
(7.15)










λ, se [j]3 = 0
κ, se [j]3 = 1








κ, se [j]3 = 0
µ, se [j]3 = 1








µ, se [j]3 = 0
λ, se [j]3 = 1
κ, se [j]3 = 2
;
(7.16)
onde [X]Y é definido como sendo o resto da divisão X/Y . A mesma análise pode ser
feita para k ı́mpar tal que as funções resultantes possuem as mesmas forma que as eqs.






1 (j, kpar) = α,
ϕ
(i)
2 (j, kpar) = β,
ϕ
(i)







1 (j, kpar) =
{
α, se [j]2 = 0




2 (j, kpar) = β,
ϕ
(ii)
3 (j, kpar) =
{
γ, se [j]2 = 0












α, se [j]3 = 0
γ, se [j]3 = 1








β, se [j]3 = 0
α, se [j]3 = 1








γ, se [j]3 = 0
β, se [j]3 = 1
α, se [j]3 = 2
.
(7.19)
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Finalmente, usando o fato de que
[k]2 =
{
0, se k é ı́mpar
1, se k é par
, (7.20)
podemos escrever as funções topológicas direcionais (Φm(j, k)) em termos das funções
ϕm(j, kpar) e φm(j, kimp),
Φm(j, k) = ϕm(j, k)[k + 1]2 + φm(j, k)[k]2. (7.21)
7.3 Estruturas Topológicas
Nesta seção, investigamos as consequências na estrutura topológica da rede conside-
rando que os valores do número quântico σ são dados pelas funções Φm(j, k), lembrando
que, se a part́ıcula está convergindo para um śıtio com (j, kpar), os valores de σ são dados
por {α, β, γ}, se ela está propagando-se para um vértice com (j, kimp), então os valores de
σ são dados por {λ, κ, µ}.
Analisando as distribuições dos valores para o número quântico σ, dadas pelos con-
juntos de funções (i), eqs. (7.14) e (7.17), e (iii), eqs. (7.16) e (7.19), elas resultam em
redes de Bravais triangulares (hexagonais), figs. (7.3) e (7.5), e para o conjunto de funções































































































j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4
Figura 7.3: Em (a) temos a distribuição dos valores de σ dados pelos conjuntos de funções
(ii), eqs. (7.14) e (7.17), que nomearemos de rede (ii). Em (b) temos a rede de Bravais re-
tangular, pontos em cinza, com sua respectiva célula unitária (de Wigner-Seitz) associada à tal
distribuição. Aqui estamos considerando que [k]2 = [j]2 = 0.













































































β κ β κ
β κ β κ β κ β κβ κ






















j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4
Figura 7.4: Em (a) temos a distribuição dos valores de σ dados pelos conjuntos de funções
(ii), eqs. (7.15) e (7.18), que nomearemos de rede (ii). Em (b) temos a rede de Bravais re-
tangular, pontos em cinza, com sua respectiva célula unitária (de Wigner-Seitz) associada à tal
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j−5 j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4 j+5
Figura 7.5: Em (a) temos a distribuição dos valores de σ dados pelos conjuntos de funções (iii),
eqs. (7.16) e (7.19), que nomearemos de rede (iii). Em (b) temos a rede de Bravais triangular
(hexagonal), pontos em cinza, com sua respectiva célula unitária (de Wigner-Seitz) associada à
tal distribuição. Aqui estamos considerando que [k]2 = [j]3 = 0.
Na fig. (7.6) temos as estruturas bases associadas às redes (i), (ii) e (iii), ver eqs.
(7.14)-(7.19). Essas estruturas possuem, respectivamente, dois, quatro e seis vértices não-
equivalentes.
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(a) (b) (c)










































Figura 7.6: Em (a), (b) e (c) temos, respectivamente, as estruturas bases com a quais preen-
chemos as células unitárias a fim de construir as redes (i), (ii) e (iii).
Da eq. (7.7), os conjunto de valores Ξϕm(j,kpar) = {α, β, γ} e Ξφm(j,kimp) = {λ, κ, µ},
devem satisfazer a
α 6= β 6= γ e λ 6= κ 6= µ. (7.22)
Uma vez que as funções Φm’s assumem no máximo três valores, podemos relacionar
os elementos dos conjuntos Ξϕm(j,kpar) e Ξφm(j,kimp) através de uma das seis configurações
da tab. (7.1).
Config. A Config. B Config. C Config. D Config. E Config. F
α = λ α = µ α = κ α = λ α = µ α = κ
β = κ β = λ β = µ β = µ β = κ β = λ
γ = µ γ = κ γ = λ γ = κ γ = λ γ = µ
Tabela 7.1: As seis posśıveis relações para os valores assumidos pelas funções ϕm(j, kpar) e
φm(j, kimp).
Desconsiderando a estrutura interna gerada pela distribuição dos valores de σ em uma
célula unitária, a rede triangular (hexagonal) possui as seguintes simetrias pontuais que a
deixam invariante sob rotações em 0◦, 60◦, 120◦, 180◦, 240◦ e 300◦, e inversões (reflexões)
em 0◦, 30◦, 60◦, 90◦, 120◦ e 150◦, fig. (7.7), e a rede retangular possui rotações em 0◦ e
180◦, e inversões em 0◦ e 90◦, fig. (7.7). Isso pode ser verificado analisando a célula de
Wigner-Seitz da rede de Bravais do sistema, pois todas as simetrias pontuais dela também
são simetrias pontuais da rede. Entretanto, ao adicionar uma estrutura interna à células
unitárias, algumas dessas simetrias pontuais são perdidas [143].
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Figura 7.7: Rotações, R(x), e inversões, I(x), pontuais que as redes Bravais triangular (hexa-
gonal) e retangular exibem.
Nas figs. (7.8), (7.9) e (7.10) temos as distribuições dos valores de σ nas estruturas base
das redes (i), (ii) e (iii), considerando as relações da tab. (7.1). Como esperado, verifica-se
a quebra de algumas simetrias pontuais dessas redes, compare as figs. (7.8), (7.9) e (7.10)
com a fig.(7.7). Na tab. (7.2) temos as simetrias pontuais que cada configuração exibe
quando adicionamos as estruturas base nas células unitárias. Observe que de acordo com
a tab. (7.2), a configuração A para as três redes e a configuração e para as redes (ii) e (iii)
são as mais simétricas, pois elas exibem todas as simetrias pontuais das redes de Bravais
correspondentes.
























































Figura 7.8: Estruturas base para a rede (i) considerando as configurações da tab. (7.1).
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Figura 7.9: Estruturas base para a rede (ii) considerando as configurações da tab. (7.1).






































































































































Figura 7.10: Estruturas base para a rede (iii) considerando as configurações da tab. (7.1).
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Conf. Rede (i) - Hexagonal Rede (ii) - Retangular Rede (iii) - Hexagonal
A
Todas rotações Todas rotações Todas rotações
Todas inversões Todas inversões Todas inversões
B
R(0◦), R(120◦), R(240◦) R(0◦) R(0◦), R(120◦), R(240◦)
I(0◦), I(60◦), I(120◦) I(0◦) I(0◦), I(60◦), I(120◦)
C
R(0◦), R(120◦), R(240◦) R(0◦) R(0◦), R(120◦), R(240◦)
I(0◦), I(60◦), I(120◦) I(0◦) I(0◦), I(60◦), I(120◦)
D
R(0◦), R(180◦) R(0◦), R(180◦) Todas rotações
I(30◦), I(120◦)
E
R(0◦), R(180◦) Todas rotações Todas rotações
I(0◦), I(90◦) Todas inversões Todas inversões
F
R(0◦), R(180◦) R(0◦), R(180◦) Todas rotações
I(60◦), I(150◦)
Tabela 7.2: Simetrias pontuais que cada rede exibe quando consideramos as estruturas base
nas células unitárias e as configuração da tab. (7.1).
Para exemplificar os resultados da tab. (7.2), considere, por exemplo, a configuração
B da rede (i) e rotações dessa estrutura em 60◦ e 120◦, fig. (7.11). Comparando a rotação
em 120◦ com a disposição original vemos que se trocarmos os ı́ndices α → γ, β → α e
γ → β, elas coincidem. O mesmo não pode ser feito quando comparamos a rotação em
60◦ com a disposição original. Assim, neste contexto, assumimos que as configurações
original e a rotacionada em 120◦ são equivalentes, ou em outras palavras, a configuração
B da rede (i) exibe simetria de rotação em 120◦.






























Figura 7.11: Configuração B e suas rotações em 60◦ e 120◦. Observe que R(120◦) resulta na
configuração B se trocarmos os ı́ndices α → γ, β → α e γ → β. O mesmo não pode ser feito
para R(60◦).
7.4 As Dez Formulações
Comparando as seis configurações da tab. (7.1) para cada rede, observamos que
existem algumas que são equivalentes entre si através de operações de simetria pontuais
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que foram perdidas com a adição da base na célula unitária, veja a tab. (7.3).
Transformação de Simetria
Rede (i) - Hexagonal
A
B → C: R(60◦), R(180◦), R(300◦), I(30◦), I(90◦), I(150◦)
C → B: R(60◦), R(180◦), R(300◦), I(30◦), I(90◦), I(150◦)
D → E: R(60◦), R(240◦), I(60◦), I(150◦)
D → F: R(120◦), R(300◦), I(0◦), I(90◦)
E → D: R(120◦), R(300◦), I(60◦), I(150◦)
E → F: R(60◦), R(240◦), I(30◦), I(120◦)
F → D: R(60◦), R(240◦), I(0◦), I(90◦)
F → E: R(120◦), R(300◦), I(30◦), I(120◦)
Rede (ii) - Retangular
A
B → C: R(180◦), I(90◦)
C → B: R(180◦), I(90◦)
D → F: I(0◦), I(90◦)
E
F → D: I(0◦), I(90◦)
Rede (iii) - Hexagonal
A
B → C: R(60◦), R(180◦), R(300◦), I(30◦), I(90◦), I(150◦)
C → B: R(60◦), R(180◦), R(300◦), I(30◦), I(90◦), I(150◦)
D → F: I(0◦), I(30◦), I(60◦), I(90◦), I(120◦), I(150◦)
E
F → D: I(0◦), I(30◦), I(60◦), I(90◦), I(120◦), I(150◦)
Tabela 7.3: Configurações que são equivalentes entre si através de operações de simetria da
rede de Bravais do sistema.
Para exemplificar os resultados da tab. (7.3), consideramos as configurações B e C
para a rede (i) e suas rotações em 180◦, fig. (7.12). Observe que a troca dos ı́ndices
α→ γ, β → α e γ → β, leva a rotação em 180◦ de B em C, e a troca de α→ β, β → γ e
γ → α, leva a rotação em 180◦ de C em B.





































Figura 7.12: Configurações B e C para a rede (i) e suas rotações em 180◦. Observe que a troca
de α → γ, β → α e γ → β, leva a rotação em 180◦ de B em C, e a troca de α → β, β → γ e
γ → α, leva a rotação em 180◦ de C em B.
Da análise das simetrias pontuais da rede (iii), constatamos que não existe nenhuma
operação que leve a configuração A na B ou C da tab. (7.1), veja a fig. (7.10) e a
tab. (7.3). Entretanto, as distribuições dos valores de σ para essas três configurações são
equivalentes mediante a uma nova escolha da origem do sistema de coordenadas. Assim,
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para uma rede infinita ou com condições de contorno periódica, escolhendo j′ = j + 1
e k′ = k + 2 na configuração B e j′′ = j − 1 e k′′ = k + 2 na configuração C, elas são
equivalentes à configuração A.
Finalmente, considerando as configurações que são equivalentes por alguma simetria
pontual da rede de Bravais correspondente, e a discussão do parágrafo anterior sobre
as configurações A, B e C da rede (iii), conclúımos que existem dez formas distintas
de distribuir os valores do número quântico σ na rede que não são equivalentes entre si.
Portanto, cada um desses conjuntos de distribuições dos valores de σ correspondem a uma
formulação posśıvel para as caminhadas quânticas na rede hexagonal, veja tab. (7.4).
Formulação Rede Configurações Equivalentes
1 (i) A
2 (i) B e C
3 (i) D, E e F
4 (ii) A
5 (ii) B e C
6 (ii) D e F
7 (ii) E
8 (iii) A, B e C
9 (iii) D e F
10 (iii) E
Tabela 7.4: As dez formulações para as caminhadas quânticas na rede hexagonal. Para futuras
discussões consideramos apenas as configurações sublinhadas em cada formulação.
Nas fig. (7.13)-(7.17) temos a distribuição dos valores do número quântico σ, dados
pelas funções Φm(j, k), eq. (7.21), em segmentos de rede para as dez formulações. Assim,
fica fácil verificar que a formulação desenvolvida no caṕıtulo (5) corresponde à formulação
1 com α = +1, β = 0 e γ = −1 e o desenvolvimento na referência [92] corresponde à
formulação 9 com α = 0, β = 1 e γ = 2, onde {α, β, γ} são os valores atribúıdos às funções
Φm(j, k). Assim, uma vez que em cada arestas associamos dois valores de σ, pois exitem
duas posśıveis direções de propagação, constatamos que: nas formulações 1, 7 e 10, esses
dois valores de σ são iguais; nas formulações 2, 6 e 9 esses dois valores são diferentes; e nas
formulações 3, 4, 5 e 8 em uma das arestas adjacente a um dado vértices os dois valores
de σ são iguais, e consequentemente nas outras duas eles são diferentes.
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j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4
Figura 7.13: Distribuição dos valores em segmentos de rede para as formulações 1 e 2.






























































































































































































j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4
Figura 7.14: Distribuição dos valores em segmentos de rede para as formulações 3 e 4.






























































































































































































j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4
Figura 7.15: Distribuição dos valores em segmentos de rede para as formulações 5 e 6.
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j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4
Figura 7.16: Distribuição dos valores em segmentos de rede para as formulações 7 e 8.






























































































































































































j−4 j−3 j−2 j−1 j j +1 j+2 j+3 j+4
Figura 7.17: Distribuição dos valores em segmentos de rede para as formulações 9 e 10.
Após analisar as dez formulações das caminhadas quânticas na rede hexagonal, observa-
se que uma evolução temporal particular onde o estado do sistema em cada passo de tempo
possui o mesmo valor para o número quântico σ, ou seja, uma sequência dinâmica espe-
ćıfica levando à
. . . |σ, j1, k1〉 Û−→ |σ, j2, k2〉 Û−→ |σ, j3, k3〉 . . . , (7.23)
resulta em caminhadas com propriedades particulares em cada formulação. Tal evolu-
ção pode ser encarada como uma “trajetória fundamental” associada a cada formulação.
Além disso, em cada formulação temos três posśıveis trajetórias fundamentais, que são
governadas pelas funções Φm’s. Na tab. (7.5), temos um resumo dessas trajetórias para
cada formulação. A probabilidade da part́ıcula, ao incidir em um dado vértice, seguir a
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trajetória fundamental associada a Φm(j, k) = σ é dada por
p(j,k)σ = |Γ(j,k)σσ |2, (7.24)
que corresponde ao módulo quadrado dos elementos da diagonal principal da matriz de
espalhamento, eq. (7.27). De maneira análoga, definimos a probabilidade da part́ıcula





Assim, é fácil ver que
p(j,k)σ + q
(j,k)
σ = 1. (7.26)
Formulação Φm(j, k) = σ = α Φm(j, k) = σ = β Φm(j, k) = σ = γ
1 confinamento confinamento confinamento
2 zigue-zague zigue-zague zigue-zague
3 zigue-zague confinamento zigue-zague
4 zigue-zague confinamento zigue-zague
5 confinamento armchair armchair
6 zigue-zague armchair armchair
7 confinamento confinamento confinamento
8 loop confinamento loop
9 loop loop loop
10 confinamento confinamento confinamento
Tabela 7.5: Trajetórias fundamentais dada pela sequência de passos dada na eq. (7.23) para as
formulações da tab. (7.4), veja as figs. (7.13)-(7.17). Tais trajetos são controlados pelos elemen-
tos da diagonal principal da matriz de espalhamento, eq. (7.27) e o estado inicial do sistema.
Aqui é identificado o tipo de comportamento resultante de uma dada trajetória fundamental.
Finalmente, nestas novos formulações os elementos da diagonal principal não repre-
sentam necessariamente coeficientes de reflexão, como no desenvolvimento realizado no
































e analisando as figs. (7.13)-(7.17), pode-se constatar facilmente que os elementos da
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diagonal principal são dados por:




















































σσ são, respectivamente coeficientes de reflexão e de transmissão.
7.5 Resultados
Para exemplificar e caracterizar as formulações das CQEs desenvolvidas na seção




(|α, 0, 0〉+ |β, 0, 0〉+ |γ, 0, 0〉) . (7.32)
Observe que este estado inicial não privilegia nenhum sentido de propagação em particular,
pois ele é simétrico e independe da formulação adotada.
Cada formulação possui trajetórias fundamentais que são controladas pelos elementos
da diagonal principal da matriz de espalhamento. Para o estado inicial da. (7.32), as
trajetórias fundamentais são dadas nas figs. (7.18)-(7.20). Podemos classificá-las em três
categorias: confinantes, livres e parcialmente confinantes. No primeiro caso, a part́ıcula
tende a ser confinada em um conjunto de arestas e/ou anéis da rede, como pode ser visto
na fig. (7.18). Nas trajetórias livres, a part́ıcula se difunde pela rede por um caminho
espećıfico, trajetórias zigue-zague ou armchair, veja a fig. (7.19). As trajetórias parcial-
mente confinantes são um misto dos dois casos anteriores, onde uma das três trajetórias
confinam a part́ıcula e as outras duas permitem a sua difusão pela rede, fig. (7.20).
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(a) (b) (c)































Figura 7.18: Trajetórias fundamentais, considerando o estado inicial dado pela eq. (7.32). Em
(a) para as formulações 1, 7 e 10, onde Γσσ = rσσ; em (b) para a formulação 8, onde Γαα = tαα,
Γββ = rββ e Γγγ = tγγ ; e em (c) para a formulação 9, onde Γσσ = tσσ.
(a) (b)






















Figura 7.19: Trajetórias fundamentais, considerando o estado inicial dado pela eq. (7.32). Em
(a) para a formulação 2, onde Γσσ = tσσ; e em (b) para a formulação 6, onde Γσσ = tσσ.
(a) (b)






















Figura 7.20: Trajetórias fundamentais, considerando o estado inicial dado pela eq. (7.32).
Em (a) para as formulações 3 e 4, onde Γαα = tαα, Γββ = rββ e Γγγ = tγγ ; e em (b) para a
formulação 5, onde Γαα = rαα, Γββ = tββ e Γγγ = tγγ .
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Além do estado inicial dado pela eq. (7.32), consideramos as seguintes matrizes de
espalhamento, independentes das coordenadas (j, k) de cada vértice, dadas por:
• matrizes da famı́lia AB, eq. (5.23):










−4ei arccos(−31/32)/2 1 1
1 −4ei arccos(−31/32)/2 1

























































Como discutido na seção (5.6.2), os processos de interferência construtivos ou des-
trutivos, que a função de onda sofre durante sua evolução temporal, são dependentes
das probabilidades da part́ıcula ser espalhada em uma dada direção e das diferenças de
fase que a matriz de espalhamento impõe sobre os estados de base nos processos de es-
palhamento. Assim, utilizamos as matrizes imparciais, eqs. (7.35) e (7.36), porque elas
fornecem iguais probabilidades da part́ıcula ser espalhada em qualquer direção, uma vez
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que |Γσσ′|2 = 1/3. Portanto, nesses casos os processos de interferência que a função de
onda sofre depende apenas das diferenças de fases impostas pela matriz de espalhamento
nos estados de base.
Na fig. (7.21) apresentamos as distribuições de probabilidades após 1000 passos de





Figura 7.21: Distribuições de probabilidades Pv(j, k, 100) para as CQEs para as formulações
(a) 1, (b) 2 e 3, (c) 4 e 6, (d) 5 e 7, (e) 8 e 9 e (f) 10. utilizando a matriz DFT.
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A não uniformidade das distribuições de probabilidade, para as CQEs utilizando a
matriz DFT é resultado das diferenças de fase que ela introduz dependendo do valor do
número quântico σ. De maneira geral, considerando o estado inicial da eq. (7.32), as
superposições construtivas associadas a α são mais recorrentes, por exemplo, a ação do
operador evolução sobre o estado |Ψ0〉, dado pela eq. (7.32), resulta em
ÛDFT |Ψ0〉 = |α, jα, kα〉, (7.37)
onde (jα, kα) é o vértice adjacente ao vértice (0, 0) na direção α. Assim, uma vez que, a
matriz DFT fornece igual probabilidade da part́ıcula sofrer espalhamento em uma dada
direção, a forma da distribuição de probabilidades espacial é controlada pela maneira com
que α está distribúıdo pela rede. Compare os gráficos da figs. (7.21) com as figs. (7.13)-
(7.17). Em geral, devido à igualdade de probabilidade da part́ıcula ser espalhada nas três
direções posśıveis, Pv(j, k, 100) não deveria exibir altas concentrações. Isto é observado
para todas as formulações, com exceção da 8 e 9, fig. (7.21e). Nestes casos, a trajetória
associada a α são loops nos anéis da rede, figs. (7.16) e (7.17), o que resulta em um
confinamento substancial da distribuição de probabilidades em torno da origem.
Na fig. (7.22), apresentamos as distribuições de probabilidades após 100 passos de
tempo para CQEs nas 10 formulações, cujo operador evolução é caracterizado pela matriz
IMP, eq. (7.35).
A matriz IMP impõe uma fase igual a θσσ = π/3 nos processos de espalhamento
associados às trajetórias fundamentais, uma vez que elas são governadas pelos elementos
da diagonal principal. Assim, uma vez que para as formulações 1, 7 e 10 os elementos da
diagonal principal representam os três processos de reflexão, veja a eq. (7.28), obtivemos
uma distribuição simétrica, fig. (7.22a).
Para as formulações 2 e 9 as trajetórias fundamentais são distintas, enquanto que na
primeira elas se difundem pela rede, na segunda elas são loops, vejas as figs (7.19a) e
(7.18c). Entretanto, apesar dessa diferença entre as trajetórias fundamentais, as CQEs
nesses dois casos apresentam as mesmas distribuições de probabilidades (na seção (7.5.2)
discutimos porque isso ocorre). Além disso, as trajetórias fundamentais estão simetri-
camente distribúıdas em torno do śıtio (0, 0). Logo, a combinação desses fator com a
simetria da matriz IMP gera uma distribuição de probabilidades simétrica, fig. (7.22b).
As duas distribuições de probabilidades (para as formulações 1, 7 e 10 e para as for-
mulações 2 e 9) exibem as doze simetrias pontuais de rotação e inversão da rede de Bravais





Figura 7.22: Distribuições de probabilidades Pv(j, k, 100) para as CQEs nas formulações (a)
1, 7 e 10, (b) 2 e 9, (c) 3 e 4, (d) 5, (e) 6 e (f) 8, utilizando a matriz IMP, eq. (7.35), onde o
estado inicial é dado pela eq. (7.32).
interferência que ocorrem em cada formulação, associados aos valores do número quântico
σ, na primeira situação os picos máximos na distribuição de probabilidades tendem a se
afastar do vértice (0, 0) e no segundo se concentram em torno da origem, compare as figs.
(7.22a). e (7.22b).
Finalmente, para as demais formulações 3, 4, 5, 6 e 8, as distribuições de probabili-
dades não exibem as doze simetrias pontuais da rede de Bravais triangular. Isso ocorre
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porque nesses casos as trajetórias fundamentais não são simétricas como nas situações
descritas anteriormente, veja as figs. (7.22c), (7.22d), (7.22e) e (7.22f).
7.5.2 Matrizes da Famı́lia AB
As matrizes da famı́lia AB foram escolhidas para ilustrar situações completamente
antagônicas no que diz respeito às probabilidades da part́ıcula seguir ou não uma traje-
tória fundamental. Na tab. (7.6), apresentamos os valores dos módulos quadrados dos
coeficientes das matrizes e das probabilidades da part́ıcula seguir ou não uma trajetória
fundamentais, eqs. (7.24) e (7.25), para as matrizes TRA, eq. (7.33), e GRO, eq. (7.34).
Matriz |Γσσ|2 |Γσσ′|2 pσ qσ Caracteŕıstica
TRA, eq. (7.33) 8/9 1/18 8/9 1/9 A part́ıcula deve seguir as traje-
tórias associadas aos coeficientes
da diagonal principal.
GRO, eq. (7.34) 1/9 4/9 1/9 8/9 A part́ıcula deve escapar das tra-
jetórias associadas aos coeficien-
tes da diagonal principal.
Tabela 7.6: Relação dos módulos quadrados dos elementos das matrizes de espalhamento,
|Γσσ|2 e |Γσσ′ |2, e das probabilidades da part́ıcula seguir ou não as trajetórias fundamentais, pσ
e qσ, eqs. (7.24) e (7.25).
A seguir apresentamos as distribuições de probabilidades Pv(j, k, 100) após 100 passos
de tempo, para CQEs nas dez formulações desenvolvidas neste caṕıtulo, utilizando as
matrizes da famı́lia AB dadas nas eqs. (7.33) e (7.34), e o estado inicial dado pela eq.
(7.32).
A primeira caracteŕıstica que observamos, decorre da simetria das matrizes da famı́lia
AB, veja eq. (5.23). Tal propriedade combinada com as estruturas topológicas de cada
formulação, as quais são apresentadas nas figs. (7.13)-(7.17), resultam em CQEs para
diferentes formulações fornecendo as mesmas distribuições de probabilidades espaciais.
Isso ocorre para as formulações 1, 7 e 10, e nas formulações 3 e 4. Nesses casos, verificamos
que
P (r)v (j, k, t) = P
(s)
v (j, k, t), (7.38)
onde os rótulos (r) e (s) estão associados a duas formulações distintas. Esse fenômeno
também ocorre para as caminhadas com a matriz DFT, eq. (7.36), para as formulações 2
e 3; 4 e 6; 5 e 7; e 8 e 9; figs. (7.21), e a matriz IMP, eq. (7.35), as formulações 1, 7 e 10;
2 e 9; e 3 e 4; fig. (7.22).
Para as formulações 1, 7 e 10, as trajetórias fundamentais tendem a confinar a part́ıcula
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nas arestas ligadas ao vértice da origem, veja a fig. (7.18a). Assim, para as CQEs
utilizando a matriz GRO a distribuição de probabilidade tende a se espalhar mais pela
rede do que para a matriz TRA, veja a fig. (7.23).
(a) (b)
Figura 7.23: Distribuições de probabilidades Pv(j, k, 100) normalizadas para as CQEs nas
formulações 1, 7 e 10 utilizando as matrizes (a) TRA, eq. (7.33), e (b) GRO, eq. (7.34).
Para as formulações 2 e 6 as trajetórias fundamentais tendem a se difundir pela rede,
veja a fig. (7.19). Portanto, para as CQEs utilizando a matriz TRA a part́ıcula tende
a seguir essas trajetórias e para a matriz de GRO ela tende a escapar delas. Isso é
corroborado pelas distribuições de probabilidades, veja a fig. (7.24). Além disso, na fig.
(7.26) apresentamos a trajetória do valor máximo da distribuição de probabilidades para
as CQEs na formulação 2 utilizando essas matrizes. Tais trajetórias são coincidentes com
as trajetórias descritas nas fig. (7.19(a)).
(a) (b)
Figura 7.24: O mesmo que na fig. (7.23), mas para a formulação 2.
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(a) (b)
Figura 7.25: O mesmo que na fig. (7.23), mas para a formulação 6.
(a) (b)






























Figura 7.26: Trajetórias do valor máximo de Pv(j, k, t) para a formulação 2 utilizando as
matrizes (a) TRA e (b) GRO. Compare esses trajetórias com às dadas na fig. (7.19a), que
apresentam as trajetórias fundamentais para essa formulção.
Nas formulações 3, 4 e 5 duas das três trajetórias fundamentais tendem a dispersar a
part́ıcula pela rede, enquanto que a terceira tende a confinar a part́ıcula em uma aresta,
veja a fig. (7.20). Assim, para uma mesma matriz de espalhamento as CQEs nessas
formulações possuem caracteŕısticas semelhantes. Analisando as figs. (7.27a) e (7.28a)
que descrevem as distribuições de probabilidadesparas as CQEs utilizando a matriz TRA,
observamos a ocorrência de três picos, um próximo à origem da rede, associado à trajetória
confinante, e outros dois nas direções das trajetórias fundamentais que se difundem pela
rede. Para a matriz GRO, a distribuição de probabilidades exibe um pico central em
torno da origem. Este pico está associado à tendência que essa matriz impõe em fazer
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a part́ıcula escapar das trajetórias fundamentais que se difundem pela rede, veja as figs.
(7.27b) e (7.28b).
(a) (b)
Figura 7.27: O mesmo que na fig. (7.23), mas para a formulações 3 e 4.
(a) (b)
Figura 7.28: O mesmo que na fig. (7.23), mas para a formulação 5.
Na formulação 8, uma das trajetórias fundamentais confina a part́ıcula em uma aresta
e as outras duas levam ela a descrever um loop em um anel da rede, fig. (7.18b). Neste caso
a CQE caracterizada pela matriz TRA, eq. (7.33), nessa formulação tende a se concentrar
em torno da origem, uma vez que para essa matriz a part́ıcula tende a seguir as trajetórias
fundamentais, o que pode ser visto na distribuição de probabilidades Pv(j, k, 100), fig.
(7.29a). Já para matriz GRO, eq. (7.34), a distribuição de probabilidades tende a se
espalhar mais pela rede, uma vez que para essa matriz existe uma grande probabilidade da
part́ıcula escapar das trajetórias fundamentais, fig.(7.29b). Entretanto observa-se um pico
em Pv(j, k, 100) próximo à origem, o qual pode ser atribúıdo aos processos de interferência.
Já para a formulação 9 as trajetórias são loops nos anéis em torno da origem, fig.
(7.18c). Assim, esta caracteŕıstica combinada com os processos de interferência que as
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matrizes de espalhamento impõem sobre o estado do sistema durante a evolução leva a
um pico de concentração em Pv(j, k, 100) em torno da origem tanto para a matriz TRA,
eq. (7.33), quanto para a matriz GRO, eq. (7.34), fig (7.30).
(a) (b)
Figura 7.29: O mesmo que na fig. (7.23), mas para a formulação 8.
(a) (b)
Figura 7.30: O mesmo que na fig. (7.23), mas para a formulação 9.
O comportamento temporal do DQM é regido diretamente pela forma que a distri-
buição de probabilidades evolui, e isso difere as caminhadas clássicas das quânticas, como
discutido em caṕıtulos anteriores da tese. Nos gráficos da fig. (7.31) apresentamos o
DQM para a coordenada radial para as caminhadas exemplificadas nesta subseção. Como
esperado, essa grandeza possui um comportamento dado por
〈(∆r)2〉 ∼ n2, (7.39)
mesmo nos casos onde existe uma concentração de probabilidades próximo à origem. Isso
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ocorre porque o comportamento do DMQ é regido pela parcela da distribuição de proba-
bilidades que se espalha pela rede, mesmo nos casos onde ocorrem picos de probabilidades
próximos.
(a)












Forms. 1, 7, 8 e 10
Forms. 2 e 6

















Forms. 1, 7 e 10
Form. 2





Figura 7.31: Comportamento do DMQ radial em função dos passos de tempo para as dez
formulações usando as matrizes (a) TRA, eq. (7.33), e (b) GRO, eq. (7.34).
Capı́tulo 8
Conclusão
Nesta tese apresentamos um formalismo matemático totalmente geral para a im-
plementação das caminhadas quânticas em tempo discreto no modelo de espalhamento
(CQEs) na rede hexagonal. Esta construção resultou em dez formulações distintas para
das CQEs em tal rede. O operador evolução temporal, em cada uma dessas formula-
ções, é caracterizado pelas funções topológicas direcionais (Φ’s), que especificadas ade-
quadamente geraram dinâmicas cujos comportamentos estão relacionados com trajetórias
fundamentais distintas.
Nos caṕıtulos 2 e 3, introduzimos as CQEs, tomando como exemplo o caso mais sim-
ples em uma dimensão. Esse desenvolvimento serviu de modelo para o desenvolvimento
das CQEs na rede hexagonal. Além disso, como em geral na literatura estudos teóricos
sobre as caminhadas quânticas possuem uma perspectiva da área de computação e infor-
mação quântica [44], tomamos o cuidado para abordar o assunto sob um ponto de vista
f́ısico, ou seja, propagação em rede. Assim, adotamos a versão das caminhadas quân-
ticas introduzida por M. Hillery et al [36], que pode ser encarada como uma part́ıcula
quântica movendo-se em uma rede e sendo espalhada nos śıtios a cada passo de tempo.
No caṕıtulo 3, investigamos esse sistema no espaço de momentum, onde determinamos as
relações de dispersão entre as bandas de energia e o número de onda, as velocidades de
grupo associadas às autofunções do operador evolução temporal e a densidade de estados
do sistema.
No caṕıtulo 4 apresentamos uma metodologia geral, a qual foi desenvolvida em nossa
dissertação de mestrado [123], para a construção das CQEs em rede regulares. Tal cons-
trução serviu de balizamento para o desenvolvimento no caṕıtulo 5 das CQEs na rede
hexagonal. Além disso, investigamos diversas matrizes de espalhamentos que podem ser
usadas na investigação, implementação e controle quântico das CQEs, obtendo alguns
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casos particulares, como o da matriz de Grover, que é comumente utilizada na exempli-
ficação desses sistemas. Comparando os exemplos numéricos para diferentes matrizes de
espalhamento, entre elas destacamos as matrizes de Grover e da transformada discreta de
Fourier, obtivemos uma grande diversidade de dinâmicas que resultaram nos mais variados
padrões de distribuições de probabilidades espaciais. Ademais, verificamos que as CQEs
na rede hexagonal sempre exibem a marca registradas das CQs, isto é, o comportamento
〈(∆r)2〉 ∼ n2, para o deslocamento quadrático médio em função dos passos de tempo [28].
Uma motivação desse trabalho foi a posśıvel aplicação das CQEs na investigação das
propriedades do grafeno, que é um material constitúıdo por uma monocamada de átomo
de carbono organizados em uma rede hexagonal. Logo, através da exploração da estrutura
de bandas das CQEs desenvolvida no caṕıtulo 6, foi posśıvel comparar as estruturas das
bandas de energia de uma CQE, caracterizada pela matriz de espalhamento de Grover,
com as do grafeno. De maneira qualitativa, esses dois sistemas possuem comportamentos
similares. Eles apresentam duas bandas de energias separadas por um gap zero e a relação
de dispersão da energia com o vetor de onda é linear em torno dos pontos onde as bandas
se tocam (pontos de Dirac), o que leva a uma descrição efetiva de férmions de Dirac sem
massa próximo desses pontos [99, 112–114].
Através de uma simples exploração da estrutura topológica da rede hexagonal foi
posśıvel investigar as CQEs sob novas perspectivas propiciando um leque de novas pos-
sibilidades de dinâmicas quânticas para esse sistema. Assim, com o desenvolvimento do
formalismo realizado no caṕıtulo 7, que resultou em dez formulações com caracteŕısticas
espaciais distintas, denominadas de trajetórias fundamentais, é posśıvel “controlar espaci-
almente” as CQEs nessa rede, isto é, é posśıvel fazer a função de onda do sistema tender
a seguir as trajetórias caracteŕısticas. Tal “controle” pode ser feito de duas maneiras: (i)
pode-se moldar as matrizes de espalhamento de maneira independente em cada vértice da
rede (pelo menos em teoria), tal que o resultado leva a função de onda se concentrar em
uma trajetória fundamental, entretanto, devemos trabalhar com matrizes de espalhamento
distintas em cada vértice, e isto pode gerar complexidades na descrição matemática do
sistema; ou (ii) podemos usar a nossa metodologia, onde associamos os valores do número
quântico σ com as funções topológicas direcionais (Φ’s) que combinada com uma única
matriz de espalhamento espećıfica faz a função de onda tender a seguir uma trajetória
fundamental desejada.
Na seção (7.5), exemplificamos as dez formulações desenvolvidas no caṕıtulo 7 para
três matrizes de espalhamento com caracteŕısticas distintas, obtendo assim uma ampla
gama de resultados com as mais diversas caracteŕısticas. De maneira geral obtivemos as
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caracteŕısticas descritas pelas dez formulações, veja por exemplo o caso da formulação 2
utilizando a matriz trajetória, eq. (7.33), fig. (7.24b). Neste caso, o valor máximo da
distribuição de probabilidades espacial segue as trajetórias caracteŕısticas da formulação,
figs. (7.26b). Além disso, constatamos que esse controle não altera a principal carac-
teŕıstica que distingue as caminhadas quânticas das caminhadas aleatórias clássicas, o
comportamento quadrático do deslocamento quadrático médio com o tempo.
Finalmente, acreditamos que nosso trabalho apresenta uma perspectiva para a apli-
cação das CQEs na descrição de sistema em f́ısica do estado sólido (ao menos de forma
simplificada e qualitativa devido à simplicidade e elegância das CQEs), sobretudo na des-
crição das propriedades de sistemas envolvendo o grafeno. Além disso, devido ao grande
potencial de aplicabilidade tecnológicas do grafeno [111], o formalismo desenvolvido nesta
tese pode ser a ponte para uma eventual utilização desse material na construção de um
computador quântico a base desse material, uma vez que, essas máquinas são essencial-
mente baseadas em caminhadas quânticas [49–51].
Por fim, apesar da ampla discussão das CQEs na rede hexagonal abordada nesta tese,
ainda existe espaço para o estudos de outras caracteŕısticas desses sistemas. A seguir
listamos alguns posśıveis temas para trabalhos futuros:
• a construção de uma CQEs que reproduza as principais caracteŕısticas da estrutura
de bandas do grafeno, pois os resultados que obtivemos possui apenas um aspecto
em comum com o grafeno, isto é, ela apresenta um ponto de Dirac, entretanto, ele
está localizado em coordenadas diferente no espaço de momentum;
• o desenvolvimento completo das CQEs no espaço de momentum, isto é, a determina-
ção das autofunções, das bandas de energia, das velocidades de grupo e da densidade
de estados para as dez formulações desenvolvidas nesse trabalho, como foi realizado
para as CQEs em uma dimensão no caṕıtulo 2, pois tal quantidade é fundamental
para a compreensão das propriedades de transporte;
• a determinação de uma posśıvel soluções anaĺıtica para o deslocamento quadrático
médio em função do parâmetro θ para CQEs caracterizada pela matriz genérica da
famı́lia AB, eq. (5.23) ;
• a investigação do comportamento das propriedades do sistema para matrizes de
espalhamento dependentes do tempo;
• a implementação das CQEs em outras redes com o padrão hexagonal, por exem-
plo, redes com defeitos (buracos, ou vértices com mais ligações), condições de con-
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torno periódica, com fronteiras (por exemplo, o fulereno, nanofitas, nanotubos de
carbono;), uma vez que os materiais reais são finitos e possuem defeitos em sua
constituição;
• a aplicação das CQEs para a compreensão das propriedades de transporte de mate-
riais, por exemplo no grafeno e seus derivados, utilizando as caminhadas quânticas.
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[88] B. Tarasinski, J. K. Asbóth e J. P. Dahlhaus. Scattering theory of topological phases
in discrete-time quantum walks. Phys. Rev. A 89, 042327 (2014).
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[100] B. Kollár, M. Štefaňák, T. Kiss e I. Jex. Recurrences in three-state quantum walks
on a plane. Physical Review A 82, 1, 012303 (2010).
[101] G. Abal, R. Donangelo, F. L. Marquezino e R. Portugal. Spatial search on a ho-
neycomb network. Mathematical Structures in Computer Science 20, 06, 999–1009
(2010).
[102] C. Chandrashekar e T. Busch. Quantum percolation and transition point of a
directed discrete-time quantum walk. Scientific reports 4 (2014).
[103] C. Lyu, L. Yu e S. Wu. Localization in quantum walks on a honeycomb network.
Physical Review A 92, 5, 052305 (2015).
[104] D. Sarkar, N. Paul, K. Bhattacharya e T. K. Ghosh. An Effective Hamiltonian
Approach to Quantum Random Walk. arXiv preprint arXiv:1505.01435 (2015).
[105] I. G. Karafyllidis. Quantum walks on graphene nanoribbons using quantum gates
as coins. Journal of Computational Science 11, 326–330 (2015).
Referências Bibliográficas 166
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