Abstract. The automation of segmentation of medical images is an active research area. However, there has been criticism of the standard of evaluation of methods. We have comprehensively evaluated four novel methods of automatically segmenting subcortical structures using volumetric, spatial overlap and distance-based measures. Two of the methods are atlas-based -classifier fusion and labelling (CFL) and expectationmaximisation segmentation using a dynamic brain atlas (EMS), and two model-based -profile active appearance models (PAM) and Bayesian appearance models (BAM). Each method was applied to the segmentation of 18 subcortical structures in 270 subjects from a diverse pool varying in age, disease, sex and image acquisition parameters. Our results showed that all four methods perform on par with recently published methods. CFL performed significantly better than the other three methods according to all three classes of metrics.
Introduction
Functional and structural brain imaging are playing an expanding role in neuroscience and experimental medicine. The amount of data produced by imaging increasingly exceeds the capacity for expert visual analysis, resulting in a growing need for automated image analysis. In particular, accurate and reliable methods for segmentation (classifying image regions) are a key requirement for the extraction of qualitative or quantitative information from images.
Image segmentation aims to separate an image into anatomically meaningful regions. The objective evaluation of image segmentation methods is crucially important in order to get automated image segmentation methods accepted in clinical practice. One of the key challenges for the evaluation of automated image segmentation methods is the lack of a gold standard against which to compare segmentation methods. In most cases expert manual segmentations are regarded as a gold standard. Given any gold standard segmentation there exist a large number of different methodologies that can be used to evaluate the quality of a given segmentation. These can be broadly divided into three groups. The first group, spatial overlap measures e.g. the Dice [1] coefficient and generalised overlap indicies [2] , quantify the overlap between regions. Secondly, distance measures, e.g. signed surface distances, the mean absolute distance and the Hausdorff distance [3] , quantify the distance between manually and automatically segmented surfaces. Thirdly, there are volumetric measures based solely on the volumes of the segmented regions e.g. the difference between volumes [4] . The selection of a class of metric depends on the clinical application of interest.
In this paper we compare four different state-of-the-art algorithms for automatic segmentation of subcortical structures in MR brain images. Two of these are model-based, and the other two are based on image registration. For objective comparisons and to address the limitations mentioned above, they have been evaluated using the same data and criteria. The dataset was large (270 subjects) and varied in age, disease and sex (see section 2). 18 subcortical structures were segmented from each subject and evaluated using a mixture of spatial overlap, distance and volumetric measures. We present qualitative and quantitative results of the evaluation of each method with respect to manually annotated data, and with respect to the other methods.
Materials and Method
The dataset consisted of 270 T1-weighted MR brain images which had been extensively labelled manually using methods similar to those described in [5] . For the purposes of this study, we used the a subset of the labels of 18 structuresthe brain stem, the fourth ventricle and the left and right pairs of the accumbens, amygdala, caudate nucleus, hippocampus, lateral ventricles, pallidum, putamen and thalamus. The imaged cohorts included control subjects as well as subjects with Alzheimer's Disease, Schizophrenia, Attention Deficit Hyperactivity Disorder (ADHD), and prenatal drug exposure. Their ages ranged from 4.5yrs to 83yrs.
Four different methods have been used for segmentation. In each case the automatic segmentation, A has been compared to the manually labelled image which has been regarded as gold standard, G, by computing the metrics described below.
Segmentation Methods
Classifier Fusion and Labelling (CFL). [6] obtains segmentations by propagating labels from multiple atlases to the query subject and fusing them using a voting rule. When presented with a large repository of atlases it addresses problems of scale by ranking the atlases based on similarity with the query subject and choosing the best 20.
Profile Active Appearance Models (PAM). [7] are a variation of active appearance models which model the intensities along profiles normal to the boundary of a structure. A composite model of all structures and local models for each structure are coupled to perform a global search followed by more refined structure specific searches.
Bayesian Appearance Models (BAM). [8] Similar to the profile AAM, the BAM models texture along profiles normal to a surface. The BAM differs from the PAM mainly in that it models the relationship between shape and intensity via the conditional distribution of intensity given shape. Rather than synthesising intensities, BAM predicts intensity distributions and maximises the probability of the shape given the observed intensities.
Expectation-Maximisation-based segmentation using a dynamic brain atlas (EMS).
[9] is a probabilistic approach combining a standard EM-based segmentation [10] with a dynamic brain atlas construction [11] .
Evaluation Metrics
Dice coefficient. The Dice coefficient D [1] is one of a number of measures of the extent of spatial overlap between two binary images. It is commonly used in reporting performance of segmentation and gives more weighting to instances where the two images agree. Its values range between 0 (no overlap) and 1 (perfect agreement). In this paper the Dice values are expressed as percentages and obtained using Equation 1.
Hausdorff distance. The directed Hausdorff distance H ag , between two sets of points A and G can be obtained in a two stage manner. First, for each point in A the minimum distance to all points in G is obtained. H ag is the maximum of this set of minimum distances. In the present case, the minimum distance for the i th surface voxel in A to the set of surface voxels in G is d 
Volumes. For each individual segmentation result we find the volume, V, as the number of labelled voxels multiplied by the voxel dimensions. We then calculate the percentage absolute volumetric difference (AVD) as the ratio of the absolute difference between the original volume and the segmented volume, to the original volume (Equation 4). The absolute value is used to account for some segmentation results having a lower volume than the gold standard, and others having a higher volume.
Experiments
The 270 subjects were randomly assigned into 27 groups of 10. Each of the methods described in section 2.1 was applied to segment each image in one of the groups of 10 using data from the other 26 groups. The results from each method were converted into binary voxel images with the same resolution as the input images. One binary file was obtained for each structure for each subject, and the measures described in section 2.2 applied to obtain quantitative results. Qualitative results were obtained by superimposing contours derived from the binary images onto the respective T1 images. Table 1 shows the results of applying the metrics of section 2.1 to the segmentation results of each structure using the manual labels as gold standards. The results are averages for each structure (left and right pairs combined) over the 27 sets of leave ten out experiments (n = 540 for all structures except brain stem and fourth ventricle where n = 270). summary box and whisker plots of the values of the Dice coefficient, Hausdorff distance and percentage absolute volumetric difference are given in Figure 1 . The p-values of two-sample t-tests on the differences between the means were obtained at a structure by structure level and also over all structures pooled together. Differences were taken to be significant for p-values less than 0.05.
Results

Discussion
Summary of results relative to gold standard Table 1 contains results for each method relative to the gold standard as measured by spatial overlap, volumetric and distance-based metrics. The results are shown by structure, and a summary over all structures is given in Figure 1 . Using the summary over all structures and the significance levels, the methods can be ranked in order of decreasing performance by a spatial overlap, a distance-based, and a volumetric metric as follows: The CFL method clearly gives the best overall performance with respect to the gold standard. When considering performance on a structure by structure basis the Dice coefficients of CFL are significantly better than those of the other three methods for all structures. The Dice values of BAM are either the same or better than those of PAM and EMS for all structures except the lateral ventricles (and pallidum for EMS). The Dice values of EMS were better than those for PAM for the amygdala, fourth ventricle, lateral ventricle and pallidum.
The Hausdorff distances of CFL at the structure level are better than those of all other methods for all structures except the caudate, pallidum and thalamus where it performs at least as well or better than the other methods. BAM and PAM have a mixture of better and same results relative to each other for this metric. EMS only performed better than BAM and PAM for the lateral ventricle.
CFL performed better than BAM and EMS for all structures, according to AVD. However, it didn't performed as well as PAM on the caudate, putamen and thalamus. PAM was better than EMS and BAM for all structures except the amygdala where it performed the same as EMS, and the brain stem where it was the same with BAM. EMS performed better than PAM on the hippocampus, pallidum, putamen and thalamus.
When comparing how well a method performed on the different structures, the order of best performance depends on the metric used to judge the performance. According to the spatial overlap metrics, the accumbens gives the worst overlap results for all methods, and the brain stem gives the best results. However the accumbens gives the best (lowest) Hausdorff distance and the lateral ventricles the worst for all methods. These differences are a combination of the fact that the accumbens are the smallest structures (hence small errors in overlap give high changes in the spatial overlap measures), and the shape of the lateral ventricles (in particular the length of the occipital horns coupled with partial volume effects along them) means that they are difficult to segment especially for methods relying on prior shape topology (BAM and PAM). In terms of computing time and resources required, the CFL method is most expensive taking the order of a few hours to segment a 3D volumetric image. The model based methods perform faster in the order of tens of minutes and the EMS method falls in between these two.
Conclusion
We have presented a comprehensive comparison of four methods for fully automatic segmentation of 18 subcortical structures in the brain. These methods perform at least on par with currently available methods. The results will be of use to those needing to make a decision about a tool to use for applied research in brain imaging. The BAM method has been implemented as FIRST in the widely used FSL software suite 1 , and the PAM method will be available for download over the internet from the University of Manchester 2 UK. The binaries and code to implement the CFL method on a database of images is also freely available from Imperial College, UK 3 .
