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Abstract
The classical Bakry-E´mery calculus is extended to study, for degenerated (non-
elliptic, non-reversible, or non-diffusive) Markov processes, questions such as hypoel-
lipticity, hypocoercivity, functional inequalities or Wasserstein contraction. In particular
we obtain the optimal speed of convergence to equilibrium for any ergodic Ornstein-
Uhlenbeck process, which is given by the spectral gap of the drift matrix and the size of
the corresponding Jordan blocks. We also study chains of N interacting overdamped par-
ticles and establish for their invariant measures log-Sobolev inequalities with constants
of order N2, which is optimal.
1 Introduction and overview
The Γ calculus has been introduced by Bakry and E´mery in [4]. When L is a Markov generator,
define the carre´ du champ operator by
Γ(f , g) =
1
2
(L(fg)− gLf − fLg)
and the Γ2 operator by
Γ2(f , g) =
1
2
(LΓ(f , g)− Γ(f ,Lg)− Γ(g,Lf)) .
These operators are related to various properties of L, of its associated semigroup (Pt)t≥0 =(
etL
)
t≥0
and, as the case may be, its invariant measure µ: hypercontractivity, regularity, long-
time behaviour, concentration of measure, etc. The main reference on this topic is certainly
the book [5] of Bakry, Gentil and Ledoux; nevertheless in the rest of this work we will mostly
refer to [9], which allow for a shorter introduction. This classical approach is for instance very
efficient to study the reversible elliptic diffusion with generator
L = −∇U .∇ +∆
where ∆ is the Laplace-Beltrami operator of a Riemannian manifold M and U is a smooth
potential on M; especially when U is strongly convex.
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While this theory is still a vivid area of research, in parallel of its developments, interest has
grown for some decades in so-called ”degenerated” processes for which the classical methods
do not work, at least not in their usual form. The typical example is the kinetic diffusion on
R2d with generator
Lf(x, y) = [y.∇x + (∇xU(x) + y).∇y +∆y] f(x, y),
which has inspired an extensive amount of works, among which we will only cite for now
the memoir [30]. Piecewise deterministic Markov processes form another large class of such
degenerated processes (see [24]).
The highlights of Villani’s memoir include the idea that when classical quantities (variance,
entropy, energy. . . ) do not behave well under the action of the semigroup, it may be helpful
to work with ad hoc distorted quantities for which usual techniques may apply. This heuristic
have proved useful in a variety of situations, in various ways (see for instance [2, 15, 26]). The
drawback is a (possibly drastic) complexification of the computations.
The aim of this paper is to give a somewhat unified framework in which the computations
appear relatively nice. This is done in Section 2. The strategy closely follows the Bakry-E´mery
theory (and therefore we call it ”generalised Γ calculcus”), except we consider a broader variety
of functionals. This idea is already present in [7, 2, 26].
For the sake of clarity we will try to avoid technicalities, and in particular we won’t address
the question of the optimal functional spaces for which our results hold. All the test functions
will be considered in a space A for which very strong assumptions will hold. In applications, it
may often be taken as the set of C∞ functions which are bounded below by a positive constant
and whose derivatives all grow at most polynomially at infinity.
In order to give an overview of possible methods, examples of applications will systemat-
ically be provided. Most of them come from existing works. As we will see the Γ calculus
point of view sometimes improves and almost always simplifies them. For instance, consider
the case of Ornstein-Uhlenbeck processes, with generator
Lf(x) = −(Bx).∇f(x) + div (D∇f) (x),
where B andD are constant matrices. Suppose kerD does not contain any non trivial subspace
which is invariant by BT , and ρ = inf{ℜ(ν), ν eigenvalue of B} > 0. Then the associated
semigroup (Pt)t≥0 admits a unique invariant measure µ. Denote by
Entµf =
∫
f ln fdµ−
∫
fdµ ln
∫
fdµ
the relative entropy of a function f with respect to µ. Arnold and his co-authors ([2, 1])
proved (working with L′ the dual of L with respect to the Lebesgue measure, but this boils
down to the same) that for all ε > 0 there exists a constant cε > 0 such that for all f with
Entµf <∞,
Entµ(Ptf) ≤ cεe−2(ρ−ε)tEntµf ,
where ε may be taken equal to 0 with a finite c0 if B is diagonalisable and more generally if
none of the eigenvalues in {ℜ(λ) = ρ} is defective. We will prove (Corollary 12 below) that in
fact, when N is the maximal size of a Jordan block associated to an eigenvalue in {ℜ(λ) = ρ}
in the decomposition of B, then there exists a constant c such that
Entµ(Ptf) ≤ c(1 + t2(N−1))e−2ρtEntµf .
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The power t2(N−1) is optimal (see Proposition 13).
Apart from these revisited versions of known results, our main interest lies in the study
of systems of attracting particles on a graph. This is done in Section 4. Let W be an even,
smooth, strongly convex potential on Rd and let X = (Xi)i=0..N be a chain of N + 1 particles
interacting with their neighbours via the dynamics
dX0 = −∇W (X0 −X1)dt+
√
T 0dBt
dXi = − (∇W (Xi −Xi−1) +∇W (Xi −Xi+1)) dt for i = 1..(N − 1)
dXN = −∇W (XN −XN−1)dt+
√
TNdB˜t
where B and B˜ are independant standard Brownian motion on Rd and T0,TN > 0.
The process X is a toy model related to the chains of Hamiltonian oscillators introduced by
Eckmann, Pillet and Rey-Bellet in [17] (see also the more recent [19] and references within).
Except in some particular cases, the invariant measures of such processes are not explicit, and
therefore it is not clear, for instance, whether they satisfy some functional inequality such
as the Poincare´ or log-Sobolev ones (see the discussion in [30, § 9.2 p.67]; also note that the
results of [3, 13] do not apply since the dynamics is not reversible).
If X = 1
N+1
∑N
i=0Xi is the center of mass of the system, then X − X is ergodic. The
process X is highly degenerated, since the randomness of a system in RdN is only given by a
Brownian motion on R2d. Nevertheless we will prove for X −X (and for similar models) the
invariant measure µN satisfies a log-Sobolev inequality
EntµNf ≤ cN2
∫ |∇f |2
f
dµN ∀f ∈ A s.t.
N∑
i=0
∇if = 0,
where c does not depend on N (the condition
∑∇if = 0 compensate the fact the center of
mass is fixed). The N2 is optimal since, when W (x) = 1
2
|x|2, it can be checked the optimal
constant in the log-Sobolev inequality is indeed of order N2.
General notations and conventions
The following holds throughout the whole paper. A vector x ∈ Rd will always be equated to a
1-column matrix, and therefore the scalar product in Rd will indifferently be written x.y or xTy
where AT denotes the transpose of a matrix A. Unless otherwise specified, |x| is the Euclidian
norm of x, |A| is the operator norm |A| = sup{|Ax|, |x| = 1} and σ(A) is the spectrum of
A. When Q is a quadratic operator, we still call f , g 7→ Q(f , g) = 1
4
(Q(f + g)−Q(f − g))
the associated bilinear symmetric operator obtained by polarization. When A and B are
symmetric matrices and ρ ∈ R then A ≥ B (resp. A ≥ ρ) means xTAx ≥ xTBx (resp.
≥ ρ|x|2) for all x ∈ Rd. We note P(E) the set of probability laws on a space E and for
µ ∈ P(E) in some cases we use the operator notation µf = ∫ fdµ. When x 7→ b(x) is a
smooth vector field on Rd we note Jb(x) = (∂ibj(x))1≤i,j≤d the Jacobian matrix of b (the i is
for the line, the j for the column). In particular, if b(x) = Ax with a constant matrix A, then
Jb(x) = A
T for all x.
2 Gamma Calculus
We recall here some ideas from [27]. For a bounded measurable f : E → R, let Ptf(x) =
E (f(Xt) | X0 = x) be a Markov semi-group associated to a Markov process X on a Polish
space E, Lf(x) = limt→0
1
t
(Ptf(x) − f(x)) be its generator for f in D(L) the domain of L.
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Assume D(L) contains a core A which is an algebra fixed by L and Pt. Let A+ = {f ∈ A, f ≥
0} and let Φ : A+ → A be differentiable with respect to pointwise convergence topology with
differential operator dΦ, in the sense lims→0
1
s
(Φ(f + sg)− Φ(f)) (x) = (dΦ(f).g) (x) for all
x ∈ E, f , g ∈ A+. For f ∈ A+ we define
ΓL,Φ(f) =
1
2
(LΦ(f)− dΦ(f).Lf)
and we suppose ΓL,Φ(f) ∈ A. When there is no ambiguity on the generator we only write ΓΦ,
and when Φ(f) = f 2 + af + b with (a, b) ∈ R2 we retrieve the usual carre´ du champ operator
which is simply denoted by Γ. When Φ(f) = Γ(f), we retrieve the classical Bakry-E´mery Γ2
operator, since for a quadratic form Q(f), dQ(f).g = 2Q(f , g).
Remark: The factor 1
2
in the definition of ΓL,Φ is disputable, since with this definition
we will most of the time deal with 2ΓL,Φ, but we wanted to be consistent with the classical
definitions of Γ and Γ2. The
1
2
in the carre´ du champ ensures that Γf = |∇f |2 when L = ∆ is
the Laplace-Beltrami of a Riemannian manifold. Having said that, the generator of a standard
Brownian motion is 1
2
∆, which advocates for a definition with no 1
2
.
2.1 Motivations
Without claiming to be comprehensive, we want to emphasize in this section some reasons
why ΓΦ operators may be useful and especially why it may be interesting to work with more
general functions than only Γ (or functions based on Γ, such as in [9] and references within).
The examples below come from other works to which we will refer for complete proofs and
computations.
2.1.1 Sub-commutation Φ/semigroup
The ΓΦ operator naturally appears in the interpolation from Φ(Ptf) to PtΦ(f). Indeed, for
f ∈ A+, t > 0, x ∈ E and s ∈ [0, t], let ψ(s) = PsΦ(Pt−sf)(x). Then
ψ′(s) = 2PsΓΦ(Pt−sf)(x).
As a direct consequence, we have the following:
Lemma 1. The so-called curvature condition ΓΦ ≥ ρΦ for some ρ ∈ R, is equivalent to
∀f ∈ A+ Φ (Ptf) ≤ e−2ρtPtΦ (f) . (1)
Proof. If the curvature condition holds, the Gronwall’s Lemma yields ψ(0) ≤ e−2ρtψ(t), which
is (1). Differentiating (1) at t = 0 yields the curvature condition.
Example 1: Consider the TCP process on R+ with generator
Lf(x) = f ′(x) + λ
(∫ ∞
h=0
f (hx) dν(h)− f(x)
)
with λ > 0, an ν ∈ P(R+). For instance with ν = δh0 , we compute Γf(x) = λ2 (f(h0x)− f(x))2
and (possibly with the help of Lemma 5 below)
Γ2f(x) =
λ2
4
((
f(h20x)− 2f(h0x) + f(x)
)2
+ 2(h0 − 1)f ′(h0x) (f(h0x)− f(x))
)
,
so that no curvature condition Γ2 ≥ ρΓ can hold. In contrast, with Φ(f) = |∇f |2, it is proved
in [26, Proposition 15] that ΓΦ ≥ λ2
(
1− ∫ h2dν(h))Φ and thus
|∇Ptf |2 ≤ e−λ(1−
∫
h2dν(h))tPt|∇f |2.
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2.1.2 Functional inequalities
In the general case, if µ is an invariant law of Pt, integrating (1) reads∫
Φ(Ptf)dµ ≤ e−2ρt
∫
Φ(f)dµ.
We say Pt is ergodic if it admits a unique invariant law µ such that for all f ∈ A, x ∈ E,
Ptf(x)→
∫
fdµ as t→∞. In this case we suppose A ⊂ L2(µ).
Lemma 2. Suppose Pt is ergodic and ΓΦ1(Ptf) ≤ γ(t)PtΦ2(f) for all f ∈ A+, with γ ∈
L1(R+). Then
∀f ∈ A+,
∫
Φ1(f)dµ− Φ1
(∫
fdµ
)
≤ 2
(∫ ∞
0
γ(s)ds
)∫
Φ2(f)dµ. (2)
In particular if the ”generalized Γ2 condition” ΓΓΦ1 ≥ ρΓΦ1 holds with ρ > 0, then
∀f ∈ A+,
∫
Φ1(f)dµ− Φ1
(∫
fdµ
)
≤ 1
ρ
∫
ΓΦ1(f)dµ.
Proof. If ψ1(s) = PsΦ1(Pt−sf),
PtΦ1(f)− Φ1(Ptf) = ψ1(t)− ψ1(0)
= 2
∫ t
0
PsΓΦ1(Pt−sf)ds
≤ 2
(∫ t
0
γ(s)ds
)
PtΦ2(f). (3)
Conclusion follows when t → ∞. When the generalized Γ2 condition holds, according to
Lemma 1 we may take Φ2 = ΓΦ1 and γ(t) = e
−2ρt.
Remark: An inequality of the form (3) is called a local functional inequality: it is a
functional inequality satisfied by all the measures (Pt(x))x∈E = (δxPt)x∈E , uniformly in x ∈ E.
By contrast an inequality of the form (2) may be called an integrated functional inequality.
A local inequality may hold even if γ /∈ L1(R+): for instance for the Brownian motion in Rd,
L = 1
2
∆ satisfies the curvature condition Γ2 ≥ 0, and thus Ptf 2 − (Ptf)2 ≤ tPt|∇f |2.
Example 2: Consider a general Ornstein-Uhlenbeck process on Rd, namely a diffusion on
Rd with generator
Lf(x) = −(Bx).∇f(x) + div (D∇f) (x) (4)
where B,D ∈ Md×d(R), D is symmetric positive semidefinite. When kerD does not contain
any non-trivial subspace which is invariant by B, the process is hypoelliptic (cf. [21, p. 148]).
The carre´ du champ operator is Γf = (∇f)TD∇f and ifD is not definite positive the curvature
condition Γ2 ≥ ρΓ cannot be fulfilled with ρ > 0: it would imply via Lemma 2 a log-Sobolev
inequality
Entµf ≤ 1
2ρ
∫
Γf
f
dµ,
which is impossible since the right hand side vanishes for some non-constant f , for which the
entropy is positive.
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As Arnold and Erb proved in [2], and as we will see in a revisited version in Section 3,
even if D is not definite positive, if all the eigenvalues of B lies in {λ ∈ C,ℜ(λ) > ρ} for some
ρ > 0 then the process is ergodic and there exists an explicit constant c such that
|∇Ptf |2
Ptf
≤ ce−ρtPt
( |∇f |2
f
)
.
For Φ1(f) = f ln f it is classical that ΓΦ1 =
(∇f)TD∇f
2f
and thus Lemma 2 yields the log-Sobolev
inequality
Entµf ≤ c|D|
2ρ
∫ |∇f |2
f
dµ.
Of course, in this example the invariant law µ is Gaussian and explicit ([2, Theorem 3.1]), and
all Gaussian laws satisfy such an inequality. But the arguments extend to the case
Lf(x) = −b(x).∇f(x) + div (D∇f) (x) (5)
if we simply assume the Jacobian matrix of b is such that Jb ≥ B for some B ∈Md×d(R). See
Section 4 for an application.
For another example of the link between functional inequalities and Γ calculus, see the
proof of the Ho¨lder Inequality in the Preface of [5]. Or, actually, see the whole book.
2.1.3 Hypocoercivity
Some functional inequality such as those proved in Lemma 2 may also be known a priori,
which leads to a third way to use Γ calculus:
Lemma 3. Suppose Pt is ergodic and its invariant measure satisfies
∀f ∈ A+ 0 ≤
∫
Φ1(f)dµ− Φ1
(∫
fdµ
)
≤ c
∫
Φ2(f)dµ.
If moreover ΓΦ2 ≥ ρΦ2 − βΓΦ1 for some β > 0 then, writing
W (t) = β
(∫
Φ1(Pt)dµ− Φ1
(∫
fdµ
))
+
∫
Φ2(Ptf)dµ,
we have W (t) ≤ e− 2ρt1+βcW (0) and in particular∫
Φ2(Ptf)dµ ≤ (1 + βc)e−
2ρt
1+βc
∫
Φ2(f)dµ.
Proof. Since µ is invariant,
∫
LΦi(f)dµ = 0 for all f and i = 1, 2, and
W ′(t) = −2
∫
(ΓΦ2 + βΓΦ1) (Ptf)dµ
≤ −2ρ
∫
Φ2(Ptf)dµ
≤ − 2ρ
1 + βc
W (t).
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By the Gronwall’s Lemma,∫
Φ2(Ptf)dµ ≤ W (t)
≤ W (0)e− ρt1+βc
≤ (1 + βc)e− ρt1+βc
∫
Φ2(f)dµ.
Example 3: Consider the kinetic Fokker-Planck diffusion on R2d with generator
Lf(x, y) =
[
y.∇x −
(
y +
1
ε
∇xU
)
.∇y +∆y
]
f(x, y), (6)
where ε > 0 and U ∈ C∞(Rd) is quadratic at infinity (cf. [27] for precise assumptions on U
and proofs of the upcoming assertions ; see also Lemma 8 below). The carre´ du champs is
Γ(f) = |∇yf |2.
The invariant law is µ = e−
U(x)
ε
−
|y|2
2 dxdy, the Gibbs law associated to the Hamiltonian
H(x, y) = U(x)
ε
+ |y|
2
2
. It satisfies a log-Sobolev inequality
Entµ(f) ≤ cε
∫ |∇f |2
f
dµ,
with cε such that lim
ε→0
ε ln cε = d∗ > 0 is the critical depth of the potential U . Let
M =
(
1 −1
−1 2
)
, Φ2(f) =
(∇f)TM∇f
f
=
|(∇x −∇y)f |2 + |∇yf |2
f
.
Under the assumption that the Hessian ∇2xU is bounded, there exist ρ, β > 0 such that
ΓΦ2(f) ≥ ρΦ2(f)− β
|∇yf |2
f
.
Applying Lemma 3 with Φ1(f) = Entµ(f), we obtain
Entµ(Ptf) ≤ e−λεt
(
3
β
∫ |∇f |2
f
dµ+ Entµ(f)dµ
)
with λε =
2ρ
1+βcε
. Note that β and ρ depends on ε, but not too much, in the sense we still have
lim
ε→0
ε lnλε = −d∗ (see [27] for the consequences on the simulated annealing algorithm based
on the kinetic Fokker-Planck dynamics).
This argument is due to Villani [30] (his idea to work with twisted gradients of the form
(∇f)TM∇f having been inspired by the similar twisted metric of Talay [29], used in a Meyn-
Tweedie approach rather than an entropy one) and was initially applied to the kinetic Fokker-
Planck process. This case has already been written in ”Γ settings” (meaning, considering
pointwise inequalities and quantities of the form PsΦ(Pt−sf) rather than
∫
Φ(Ptf)dµ) by
Baudoin in [7]. Later, Dobeault, Mouhot and Schmeiser proposed in [15] a similar strategy in
L2 with no space derivatives involved, which have from then proved efficient in many contexts.
These methods yield convergences of the form V (t) ≤ ce−ρtV (0) with c > 1, which are
called hypocoercive: the main differences with the case c = 1 is that hypocoercivity is stable
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by equivalence (in the sense if c1V (t) ≤ W (t) ≤ c2V (t) with c1, c2 > 0, then W is also
hypocoercive), and is not equivalent to the functional inequality ”V ′(0) ≤ −ρV (0) for all
f ∈ A” (such as the Poincare´ inequality is equivalent to the exponential decay of the variance,
and the log-Sobolev inequality is equivalent to the exponential decay of the entropy; see [9]).
For another application of Lemma 3, we refer to the study in [26] of the TCP with generator
Lf(x) = f ′(x) + λ(x) (f(hx)− f(x)) ,
where h ∈ [0, 1) and λ is a positive increasing function. Note this process is not a diffusion, and
the invariant law µ is not explicit. Nevertheless it is possible to prove µ satisfies a log-Sobolev
inequality, and the H1 norm ∫ (Ptf − ∫ fdµ)2+ |∇Ptf |2dµ decays exponentially fast with an
explicit rate.
2.1.4 Global hypoellipticity
Lemmas 1, 2 and 3 are mostly related to the long-time behaviour of the semi-group, but Γ
calculus may also reveal short-time regularization properties:
Lemma 4. For some t0 ∈ (0,∞], let Φt(f) be defined for t ∈ [0, t0], f ∈ A+ and suppose that
∂tΦt(f) exists and is in A for all f ∈ A+.
a) It 2ΓΦtf ≥ ∂tΦtf for all t ∈ [0, t0], f ∈ A+, then
Φt(Ptf) ≤ Pt(Φ0f). (7)
b) If Pt admits an invariant law µ such that A ⊂ L2(µ) and 2
∫
ΓΦtfdµ ≥
∫
∂tΦtfdµ for all
t ∈ [0, t0], f ∈ A+, then ∫
Φt(Ptf)dµ ≤
∫
Φ0fdµ. (8)
Proof. Let ψ(s) = PsΦt−s(Pt−sf), so that ψ
′(s) = Ps
(
2ΓΦt−s − ∂tΦt−s
)
(Pt−sf). In the first
case ψ′(s) ≥ 0, and in the second one ∫ ψ′(s)dµ ≥ 0, which conclude in both cases.
Example 4: this idea was introduced by He´rau in [20, Section 3] (see also [30, A.21 p.145])
to study the kinetic Fokker-Planck with generator (6) via
Φt(f) = f
2 + t
(
a|∇yf |2 + bt|∇yf + ct∇xf |2
)
where a, b, c ∈ R. Under the assumption that the Hessian ∇2U is bounded (see also [30,
Theorem A.8, A.15 and Remark p.152] for a proof under the weaker assumption |∇2U | ≤
C(1 + |∇U |)) a careful choice of a, b and c leads to ∂t
∫
Φt(Ptf)dµ ≤ 0. In particular since∫
(Ptf)
2dµ ≤ ∫ f 2dµ, denoting by ‖.‖ the L2(µ) norm,
‖∇Ptf‖2 ≤ C ‖f − µf‖
2
t3
for t ≤ t0 for some C, t0 > 0.
Lemma 4 is reminiscent of the so-called reversed local entropy inequalities (see [9, Theorem
2]). In fact, suppose Φ satisfies the generalized Γ2 condition ΓΓΦf ≥ ρΓΦ, ρ ∈ R. Let
c(t) = e
2ρt−1
ρ
if ρ 6= 0 and c(t) = 2t if ρ = 0 be the solution of c′(t) = 2 (1 + ρc(t)) with
c(0) = 0, and
Φt = Φ+ c(t)ΓΦ.
Then 2ΓΦt ≥ ∂tΦt, hence for all t ≥ 0
PtΦ(f)− Φ(Ptf) ≥ c(t)ΓΦ(Ptf). (9)
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2.2 Quadratic Φ’s, gradient bounds and couplings
Consider the case of Φ(f) = C1f .C2f when Ci = (ci,1, . . . , ci,r) is a linear operator from A to
Ar for some r ≥ 1. These Φ’s play a particular role as they behave well with any Markov
generator and not only with diffusion ones. The test functions f do not need to be positive.
By convention we write Γ (C1f ,C2f) =
∑r
i=1 Γ (c1,if , c2,if) and [L,Ci] = ([L, ci,1], . . . , [L, ci,r]),
where [L, ci,j] = Lci,j − ci,jL is the commutator of L and ci,j.
Lemma 5. If Φ(f) = C1f .C2f then
ΓΦ(f) = Γ(C1f ,C2f) +
1
2
C1f .[L,C2]f +
1
2
[L,C1]f .C2f
Proof. This is a straightforward consequence of the definitions, since dΦ(f)g = C1f .C2g +
C1g.C2f .
In particular, if C1 = C2 = C, since Γ is a positive quadratic operator, we always have
Γ|C.|2f ≥ Cf .[L,Cf ]. (10)
Example 5: Let Lf(x) = b(x).∇f(x) be a deterministic transport operator on Rd. Then
Γ = 0 and
Γ|∇.|2f = (∇f)T [b.∇,∇]f
= −(∇f)TJb∇f .
If Jb(x) ≤ −ρ for all x ∈ Rd with ρ ∈ R, from Lemma 1,
|∇Ptf |2 ≤ e−2ρtPt|∇f |2.
On the other hand if Jb(x) ≥ ρ for all x ∈ Rd we may invert the signs in the proof of Lemma 1
to get
|∇Ptf |2 ≥ e2ρtPt|∇f |2.
Here of course Ptf(x) = f (ϕx(t)) where ϕ is the flow solution of
ϕx(0) = x ϕ
′
x(t) = b (ϕx(t)) .
The Jacobian matrix measures how two trajectories of the deterministic flow tends to get
closer or to drift apart. Indeed,
ϕx(t)− ϕy(t) = x− y + tJb(x)(x− y) + t o
y→x
(x− y) + o
t→0
(t)
⇒ |ϕx(t)− ϕy(t)|2 = |x− y|2 + 2t(x− y)∗Jb(x)(x− y) + t o
y→x
(|x− y|2)+ |x− y| o
t→0
(t).
A negative Jacobian means the flow locally contracts the space in the vicinity of all points.
In the classical Bakry-E´mery theory, Φf = Γf is a natural choice in particular because it
only depends on the Markov dynamics (it is, in a sense, intrinsic). On the other hand, the
choice Φf = |∇df |2, where ∇d is the (upper-)gradient associated to the metric d on E by
|∇df |(x) := lim
r→0
sup
0<d′x,y)≤r
|f(x)− f(y)|
d(x, y)
, (11)
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is linked to the Wasserstein distances on P(E), as shown by Kuwada [22, 23] (see also [12]).
Recall the Wasserstein distance Wp on P(E) is defined by
Wp(µ, ν) = inf{(E (dp(U ,V )))
1
p , law(U) = µ, law(V ) = ν}.
When the marginal laws of (U ,V ) are µ and ν, (U ,V ) is called a coupling of µ and ν. For
µ ∈ P(E) we write µQ the image of µ by a Markov operator Q, so that (µQ)f = µ(Qf).
We state the following result only in Rd endowed with the Euclidian metric and refer to
[22, 23] for more general settings:
Theorem 6 (Theorem 2.2 of [22]). Let P be a Markov semi-group on Rd and let p > 1 and
q = p
p−1
be its Ho¨lder conjugate. Then
∀µ, ν ∈ P(Rd), Wp (µP , νP ) ≤ γWp (µ, ν) (12)
for some γ > 0 implies
∀f ∈ Cb,L, x ∈ Rd, |∇Pf |(x) ≤ γ (P (|∇f |q))
1
q (x) (13)
where Cb,L is the set of bounded continuous Lipschitz functions on Rd.
Moreover if for all x ∈ Rd, P (x) admits a continuous density with respect to the Lebesgue
measure, then the converse is true: (13) implies (12).
Example 6: Consider the jump operator Lf(x) = λ (Qf(x)− f(x)) on Rd where Qf(x)
is a Markov operator and λ > 0 is constant. If (Yk)k≥0 is a Markov chain with operator Q, in
the sense E (f(Yk+1)|Yk = y) = Qf(y), and (Nt)t≥0 is a Poisson process with intensity λ, then
Xt = YNt is a Markov process with generator L. It is possible to define two processes X and
X ′ with generator L starting at different points x and x′ that will always jump together, by
considering the same Poisson process, so that the way both processes may get closer or drift
apart is given by the behaviour of the associated Markov chains Y and Y ′. Suppose Q is such
that one can define a coupling (Y , Y ′) where both Y and Y ′ are Markov chains associated to
Q and
E
(|Yk+1 − Y ′k+1|2 | Yk = y, Y ′k = y′) ≤ γ|y − y′|2.
for some γ > 0. If γ < 1 the space is contracted by the jumps, if γ > 1 it may be expanded.
In any case
E
(|Xt −Xt|2) ≤ E (γNt) |x− x′|2
= eλ(γ−1)t|x− x′|2.
The above couplings prove that for all µ, ν ∈ P(Rd),
W22 (µQ, νQ) ≤ γW22 (µ, ν)
W22 (µPt, νPt) ≤ e−λ(γ−1)tW22 (µ, ν)
which implies by Theorem 6 that for all f ∈ Cb,L
|∇Qf |2 ≤ γQ|∇f |2 (14)
|∇Ptf |2 ≤ e−λ(γ−1)tPt|∇f |2. (15)
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With Γ calculus, we directly obtain (15) from (14):
ΓL,|∇.|2f =
λ
2
(
Q|∇f |2 + |∇f |2 − 2 (∇f)T (∇Qf)
)
≥ λ
2
(
Q|∇f |2 + |∇f |2 − 2|∇f |
√
γQ|∇f |2
)
given (14)
≥ λ(1− γ)
2
|∇f |2
and Lemma 1 yields (15). Note that Pt(x) is not absolutely continuous with respect to the
Lebesgue measure, since P (Xt = x | X0 = x) = e−λt, and thus we cannot retrieve the Wasser-
stein contraction from Theorem 6.
For an example where the metric is not the Euclidian one, we refer to the study of the
TCP with linear rate on R+, with generator
Lf(x) = f ′(x) + x (f (hx)− f(x))
where h ∈ [0, 1). A coupling approach may be found in [6], and a Γ one in [26, Section 4.4].
2.3 Diffusions and entropic Φ’s
In this subsection we suppose A is fixed by the composition by any smooth compactly sup-
ported a ∈ C∞c (R), and by exponentiation f → fα for all α ≥ 0.
We say L is a diffusion operator (or equivalently (Pt)t≥0 is a diffusion semi-group or (Xt)t≥0
a diffusion process) if one of the following equivalent conditions holds:
(i) for all f , g ∈ A,
L(fg) = gLf + fLg + 2Γ(f , g)
(ii) for all a ∈ C∞c , f ∈ A,
L (a(f)) (x) = a′ (f(x))Lf(x) + a′′ (f(x)) Γf(x).
(iii) for all a ∈ C∞c , f , g ∈ A
Γ (a(f), g) = a′(f)Γ(f , g)
When L is a diffusion then conditions (i) and (ii) hold for any a such that the terms are
well-defined for f ∈ A. As a direct consequence of the condition (ii), if Φf(x) = a (f(x)) and
L is a diffusion operator, ΓΦf =
a′′(f)
2
Γ(f). More generally,
Lemma 7. If L is a diffusion operator and Φ2(f)(x) = a (Φ1f(x)) then
ΓΦ2f = a
′(Φ1f)ΓΦ1f +
a′′ (Φ1f)
2
Γ (Φ1f)
Proof. It results from the definitions and the fact d (a(Φ1)) = a
′(Φ1)dΦ1.
Example 7: If Φ1 ≥ 0 satisfies the curvature condition ΓΦ1 ≥ ρΦ1 then for all p > 1,
from Lemma 7, Φ2 = Φ
p
1 satisfies ΓΦ2 ≥ pρΦ2, which yields Φ1(Ptf) ≤ e−ρt (Pt(Φ1f)p)
1
p . Of
course by Jensen inequality this is weaker than Φ1(Ptf) ≤ e−ρtPtΦ1f . When Φ1f = |∇f |2,
considering Theorem 6, this is consistent with the fact a contraction of Wp is stronger than a
contraction of Wp′ when p′ < p.
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Definition. When a is a convex function on R+ and ν ∈ P(E),
Entaν(f) = ν (a(f))− a (νf) ,
which is positive, is called the a-entropy of f with respect to ν. For E = Rd we will say a ∈ C4
is an admissible function if 1
a′′
is positive concave.
Note that an admissible function is necessarily strictly convex, and thus Entaν(f) = 0 iff ν-
almost everywhere f = νf . When a is an admissible function, the curvature condition Γ2 ≥ ρΓ
implies ΓΓΦ ≥ ρΓΦ with Φf = a(f) (we refer to [9, Theorem 2 and Remark 3] and references
within for more considerations on this matter) which, following the proof of Lemma 2, yields
EntaPt(x)(f) ≤
1− e−2ρt
ρ
Pt (a
′′(f)Γ(f)) (x).
When the curvature condition does not hold with Γ2, we can try to compute ΓΦ for Φ of a
form similar to a′′(f)Γf , which leads to the following:
Lemma 8. If L is a diffusion operator, C : A → Ar is a linear operator and a : R+ → R+ is
an admissible function such that Φf = a′′(f)|Cf |2 ∈ A+ for all f ∈ A+, then
ΓΦf ≥ a′′(f)Cf .[L,C]f . (16)
Proof. Let Φ1f = |Cf |2 and α = 1a′′ . By the diffusion property,
L
(
Φ1(f)
α(f)
)
=
LΦ1f
α(f)
+ Φ1f
[(−α′(f)Lf
α2(f)
)
+
(
1
α
)′′
Γf
]
+ 2Γ
(
Φ1f ,
1
α(f)
)
with
(
1
α
)′′
= −α′′
α2
+ 2 (α
′)2
α3
≥ 2 (α′)2
α3
. On the other hand
d
(
Φ1
α
)
(f).Lf =
dΦ1(f).Lf
α(f)
− Φ1f α
′(f)Lf
α2(f)
.
Therefore
ΓΦf ≥ ΓΦ1(f)
α(f)
+
(α′)2(f)
α3(f)
Φ1fΓf + Γ
(
Φ1f ,
1
α(f)
)
By Lemma 5, ΓΦ1f = Γ (Cf) + Cf .[L,C]f , and by the diffusion property
Γ
(
Φ1f ,
1
α(f)
)
=
α′(f)2Cf .Γ(Cf , f)
α2(f)
where by convention Γ(Cf , f) = (Γ(c1f), . . . , Γ(crf , f)). As a positive bilinear form Γ satisfies
the Cauchy-Schwarz inequality |Γ(Cf , f)|2 ≤ Γ(Cf)Γf , and thus
ΓΦf ≥ Γ(Cf) + Cf .[L,C]f
α(f)
+
(α′)2(f)
α3(f)
Φ1fΓf − 2
√
(α′)2(f)Φ1(f)Γf
α3(f)
√
Γ(Cf)
α(f)
≥ Cf .[L,C]f
α(f)
.
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Example 8: Let b be a smooth vector field on Rd, D = QTQ be a constant semidefinite
positive matrix and
Lf = b(x).∇f + div (D∇f) .
The carre´ du champ is Γf = (∇f)TD∇f = |Q∇f |2. For M = P TP a constant positive
matrix, let
ΦM (f) = a
′′(f)|P∇f |2 = a′′(f)(∇f)TM∇f .
Since [L,P∇] = −PJb∇, Lemma 8 yields
ΓΦMf ≥ −a′′(f)(∇f)TMJb∇f (17)
This explains the computations of Examples 2 and 3. For Ornstein-Uhlenbeck processes, see
also Corollary 12 below. But above all, it is the key ingredient of the next section.
3 General results
We propose now to prove the Γ counterparts of Villani’s general results [30, Theorem A.15
p.158 and Theorem 28, p.42] concerning (entropic) hypoellipticity and hypocoercivity for
diffusions operators.
Suppose the diffusion generator L on Rd is on Ho¨rmander form
L = B0 +
d∑
i=1
B2i
where B = (Bj)0≤j≤r = (bj .∇)0≤j≤r is a derivation operator on Rd with C∞ coefficient bj ’s
which are not necessarily linearly independent. Let a be an admissible function, that is to
say a strictly convex C4 function from R+ to R+ such that 1a′′ is concave. Let A be the set of
C∞ functions on Rd whose all derivatives grow at most as polynomials at infinity. Suppose A
is fixed by Pt, L and that if Ap is the set of functions in A which are bounded by a positive
constant, f ∈ Ap implies a(f) ∈ A. Moreover suppose that if µ ∈ P(Rd) is invariant for Pt
and have a finite exponential moment then for all positive f ∈ L1(µ) such that Entaµf < ∞,
there exists a sequence (fm)m∈N of Lipschitz bounded functions in Ap such that as m goes to
infinity, fm → f in L1(µ) and for all t ≥ 0, EntaµPtfm → EntaµPtf (this assumption is clearly
satisfied if a(f) = f p, p > 1, since in Lp(µ), A is dense and Pt is continuous).
For i ≥ 0, n ∈ N, we write
Ci = (ci,1.∇, . . . , ci,n.∇)
Ri = (ri,1.∇, . . . , ri,n.∇)
where the ri,j’s and ci,j ’s are C∞ vector fields on Rd, and Zi = (zi,k,l)1≤k,l≤n ∈ Mn(R) where
the zi,k,l’s are C∞ scalar fields. By convention RT1R2 will stand for the quadratic operator
f 7→ (R1f)TR2f , and recall we set
[L,Ci] := ([L, ci,1], . . . , [L, ci,n]) .
Theorem 9. Suppose there exist Nc ∈ N and λ, Λ,m > 0 such that for i ∈ J0,Nc + 1K there
exist derivation operators Ci and Ri and a matrix field Zi, all with coefficients in A, satisfying:
(i) CNc+1 = 0, and [B0,Ci] = Zi+1Ci+1 +Ri+1 for all i ∈ J0,NcK .
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(ii) [Bj ,Ci] = 0 for all i ∈ J0,NcK, j ∈ J1, dK,
(iii) λ ≤ Zi+ZTi
2
≤ Λ for all i ∈ J0,NcK,
(iv) CT0 C0 ≤ m
∑
j≥1
BTj Bj and R
T
i Ri ≤ m
∑
j<i
CTj Cj for all i ∈ J0,Nc + 1K.
Then there exists c > 0 such that for all f ∈ Ap, x ∈ Rd, t > 0 and i ∈ J0,NcK
a′′ (Ptf(x)) |Ci∇Ptf |2(x) ≤ c(1− e−t)−2i−1EntaPt(x)f . (18)
Theorem 10. Under the same assumptions as Theorem 9, if moreover there exist ρ,K > 0
and a measure µ ∈ P(Rd) such that
(a)
∑
i≥0
CTi Ci ≥ ρ,
(b) µ is invariant for Pt and satisfies the entropic inequality
∀f ∈ Ap, Entaµf ≤ K
∫
a′′(f)|∇f |2dµ, (19)
then there exist κ > 0 such that for all t > 0 and for all f with Entaµf <∞,
Entaµ(Ptf) ≤ e−κt(1−e
−t)2NcEntaµf . (20)
Remark: Note that these are not exactly the same results as in [30]: the commutation
condition (ii) we require is a very strong assumption (reminiscent of [30, Remark 33 p. 45]).
It holds if the matrix diffusion and the Ci’s are constant, or in dimension 2 if B = (B1, 0) and
C1 = B1, and this is basically all. That being said for most of the models we have in mind
(and to which Villani’s method have been applied, to our knowledge) the diffusion matrix is
indeed constant.
On the plus side our results do not need to consider adjoint operators in L2(µ) where µ is
the invariant measure (which is the case in Villani’s work but also for the method of Dolbeault,
Mouhot and Schmeiser), which would require to have an explicit expression or at least some
informations on the density µ(x) (see discussion [30, §9.2 p.67]), or to work with the wrong
invariant measure as in [10]. By contrast, Theorem 9 does not even need an invariant measure,
while Theorem 10 only needs its existence and the functional inequality (19) (which may be
hard to establish, of course, when µ is not explicit; see [26] for such an example, with no
hypoellipticity).
Both theorems are based on the following computation:
Lemma 11. Let α(t) = 1− e−t, (εi)i∈J0,NcK ∈ (0, 1)Nc+1 and
Φ0f = a(f) + a
′′(f)ε20α(t)|C0f |2
Φif = a
′′(f)εiα
2i−1(t)| (Ci−1 + εiα(t)Ci) f |2 for i ∈ J1,NcK.
There exist b1, b2, b3 > 0 and ε∗ ∈ (0, 1) such that for all i ∈ J0,NcK, if εi < ε∗,
(2ΓΦi − ∂tΦi) f
a′′(f)
≥ −b1
(∑
j<i
α2j|Cjf |2
)
+ b2ε
2
iα
2i|Cif |2 − b3α2(i+1)ε4i |Ci+1f |2.
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Proof. For i = 0, since
∑
j<0 |Cjf |2 = 0 and α′(t) ≤ 1, from Lemmas 7 and 8,
(2ΓΦ0 − ∂tΦ0)
a′′
≥ Γ + ε20CT0 (2α (Z1C1 +R1)− α′C0)
≥
(
1
m
− ε20(2
√
m+ 1)
)
CT0 C0 − 2ε20αΛCT0 C1
≥
(
1
2m
− ε20(2
√
m+ 1)
)
CT0 C0 − 2mε40α2Λ2CT1 C1.
For i ≥ 1, similarly,
(2ΓΦi − ∂tΦi)
a′′
≥ εi(Ci−1 + αεiCi)T
[
2α2i−1(ZiCi +Ri)− 2α2i−1α′εiCi
+2α2iεi(Zi+1Ci+1 +Ri+1)− (2i− 1)α′α2i−2(Ci−1 + αεiCi)
]
. (21)
In order to describe how we bound this expression, the following array {qi,j, i = 1, 2, j =
1..5} is built as follow: at line i and column j, qi,j is the coefficient in the left-hand side of
(21) of the product cTj li (the coefficient of C
T
i Ci−1 = C
T
i−1Ci is distributed between c
T
1 l2 an
cT2 l1). Moreover the decomposition qi,j = 2pi,j × p′i,j with the × sign means that we bound
qi,j(cjf)
T (lif) ≥ −|pi,jlif |2 − |p′i,jcjf |2 (the left term goes with li, the right one with cj).
c1 = Ci−1 c2 = Ci
l1 = Ci−1 −εi(2i− 1)α′α2i−2 −2 ((2i− 1)α′αi−2)× (ε2iαi)
l2 = Ci 2
(√
λ
2
αiεi
)
×
(√
2
λ
αi−1(Zi − εiα′)
)
α2iε2i (2Zi − (2i+ 1)α′εi)
l3 = Ci+1 2 (α
i+1ε2i )× (αi−1Zi+1) 2
(√
2
λ
Zi+1ε
2
iα
i+1
)
×
(√
λ
2
εiα
i
)
l4 = Ri 2 (εiα
i)× (αi−1) 2 (αi)× (αiε2i )
l5 = Ri+1 2 (ε
2
iα
i)× (αi) 2
(
αi+1ε
3
2
i
)
×
(
αiε
3
2
i
)
For instance (line 3 column 1) in (21) appears the term 2α2iε2i (Ci−1f)
TZi+1Ci+1f , which is
bounded below by −α2(i+1)ε4i |Ci+1f |2 − α2(i−1)Λ2|Ci−1f |2.
From the operation presented via the array, together with α,α′, εi ≤ 1, λ ≤ Zi+Z
T
i
2
≤ Λ,
|Rif |2 ≤ m
∑
j<i |Cjf |2 and |Ri+1∇f |2 ≤ m
(
|Cif |2 +
∑
j<i |Cjf |2
)
, we obtain
(2ΓΦi − ∂tΦi)
a′′(f)
≥ −d1α2(i−1)
∑
j<i
|Cjf |2 + d2α2iε2i |Cif |2 − d3ε4iα2(i+1)|Ci+1f |2
with some d1, d3 and d2 = λ
(
2− 1
2
− 1
2
)
+ O
εi→0
(εi) where the negligible term is uniform with
respect to i ∈ J1,NcK, which concludes.
Proof of Theorem 9. Keep the notations of Lemma 11, and let εNc =
1
2
min
(
ε∗,
b2
2b1+b3
)
, εi−1 =
ε3i for i ≤ Nc, λ0 = 1, and λi+1 = ε3iλi for i ≥ 0. Note in particular that∑
j>i
λj ≤ λi+1
∑
k≥0
1
2k
= 2ε3iλi.
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Let
Φ(t)f =
Nc∑
i=0
λiΦif ,
so that
2ΓΦ(t) − ∂tΦ(t)
a′′(f)
≥
Nc∑
i=0
α2i|Cif |2
(
b2λiε
2
i − b1
(∑
j>i
λj
)
− b3λi−1ε4i−1
)
≥
Nc∑
i=0
α2i|Cif |2λi
(
b2ε
2
i − (2b1 + b3)ε3i
)
≥ b2
2
Nc∑
i=0
α2i|Cif |2λiε2i > 0.
It means ψ(s) = PsΦ(t−s)(Pt−sf) is increasing, and ψ(t) ≥ ψ(0) reads
Pta(f)− a(Ptf) ≥ ε20α(t)|C0Ptf |2 +
1
λ0
∑
i≥1
λiΦi(Ptf)
≥ 1
c
Nc∑
i=0
(1− e−t)2i+1|CiPtf |2
for some c > 0.
Proof of Theorem 10. With Φ(t) defined above and the new assumptions,
2ΓΦ(t) − ∂tΦ(t)
a′′(f)
≥ ρ1(1− e−t)2Nc
(
|∇f |2 +
Nc∑
i=0
|Cif |2
)
for some ρ1 > 0. It means, writing W (t) =
1
λ0
∫
Φ(t)(Ptf)dµ− a
(∫
fdµ
)
, that
W ′(t) ≤ −ρ1
λ0
(1− e−t)2Nc
∫
a′′(Ptf)
(
|∇Ptf |2 +
Nc∑
i=0
|CiPtf |2
)
dµ
≤ −ρ2(1− e−t)2NcW (t)
for some ρ2 thanks to Inequality (19). Therefore
Entaµ(Ptf) ≤ W (t)
≤ e−ρ2
∫ t
0 (1−e
−s)2NcdsW0
= e−ρ2
∫ t
0
(1−e−s)2NcdsEntaµf .
A priori the result holds for f ∈ Ap, but it does not depend on the regularity of f nor on
its positive bound and we conclude by a density argument (indeed Inequality (19) implies µ
satisfies a Poincare´ inequality, which is the case a(f) = f 2, which in turn implies µ admits a
finite exponential moment).
Remark: a thorough reading of the proofs show that, if ρ,λ ≤ 1 ≤ Λ,K,m (which can
always be assumed), one can choose ε∗ =
λ
10mNc
, b1 = 7
(
N2c +
Λ2
λ
+m
)
, b2 =
λ
2
and b3 =
3Λ2
λ
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in Lemma 11, and the constants c and κ respectively in Theorems 9 and 10 may be chosen
has
c∗ =
(
100
λ
(
N2c +
Λ2
λ
+m
))20N2c
κ∗ =
ρ
c∗K
For instance, consider a family (Lε)ε>0 of generators such that Theorems 9 and 10 holds with
Nc uniform w.r.t ε, constants Λε,mε,λ
−1
ε , ρ
−1
ε that grow at most polynomially and ε lnKε →
E > 0 as ε→ 0, (which is typically the case in a metastable context). Then ε lnκε → −E, or
in other words the speed of convergence for small ε (in a large deviation scaling) is given by
the degree of metastability, just as in the classical case (see [27] about this).
Application to Ornstein-Uhlenbeck processes
Corollary 12. Let
Lf(x) = −(Bx).∇f + div (D∇f)
be the generator of an Ornstein-Uhlenbeck process. Suppose kerD does not contain any non
trivial subspace which is invariant by BT , and letM be the number of Lie brackets necessary to
fulfill Ho¨rmander’s condition. Suppose ρ = inf{ℜ(λ), λ ∈ σ(B)} > 0, and let N be the maxi-
mal dimension of a Jordan block of B corresponding to an eigenvalue in {λ ∈ σ(B), ℜ(λ) = ρ}.
Then the process admits a unique invariant measure µ, and there exist constants c, κ > 0
such that for all admissible function a and all f with Entaµf <∞,
Entaµ(Ptf) ≤ min
(
c(1 + t2(N−1))e−2ρt , e−κt(1−e
−t)2M
)
Entaµf
Proof. According to [2, Lemma 2.3], the condition on kerD and B is equivalent to
M∑
k=0
BkD
(
BT
)k ≥ r
for some r > 0. Let C0 = (u1.∇, . . . , ud.∇) := Q∇ where the ui’s are the line of a matrix
Q such that QTQ = D. Then |C0f |2 = (∇f)TQTQ∇f = Γf . For i ∈ J0,M − 1K, simply
let Zi+1 = 1, Ri+1 = 0 and by induction Ci+1 = [L,Ci] = [−(Bx).∇,Ci] = QBi+1∇. Let
ZM+1 = 1, CM+1 = 0 and RM+1 = QB
M+1∇, so that
|RM+1f |2 = (∇f)T (BM+1)TDBM+1∇f ≤ |QBM+1|2|∇f |2 ≤ |QB
M+1|2
r
M∑
j=0
|Cjf |2.
All the conditions of Theorem 9 are fulfilled.
For λ ∈ σ(B) let um ∈ ker(B − λI)m \ ker(B − λI)m−1 be a generalized eigenvalue of
B associated to λ of order m ≥ 1, and for i ∈ J1,m − 1K let um−i = (B − λI)um−i+1. Let
vt =
∑m
k=1
tm−k
(m−k)!
uk, and
Φtf = a
′′(f)|vt.∇f |2 = a′′(f)(∇f)T v¯tv
T
t + vtv¯
T
t
2
∇f .
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Since Bvt = λvt + v
′
t, Inequality (17) reads
2ΓΦtf − ∂tΦt ≥ a′′(f)(∇f)T
[
(v¯tv
T
t + vtv¯
T
t )B
T − v¯t(v′t)T + vt(v¯′t)T
]∇f
= 2ℜ(λ)Φtf .
Writing ψ(s) = PsΦt−s(Pt−sf) it means ψ
′(s) ≥ 2ℜ(λ)ψ(s) and so
a′′(Ptf)|vt.∇Ptf |2 ≤ e−2ℜ(λ)tPt
(
a′′(f)|um.∇f |2
)
.
By induction, |um.∇f |2 ≤ |vt.∇f |2 +
∑m−1
k=1
(
tm−k
(m−k)!
)2
|uk.∇f |2 yields
a′′(Ptf)|um.∇Ptf |2 ≤ cm(1 + t2(m−1))e−2ℜ(λ)tPt
(
a′′(f)
∑
k≤m
|uk.∇f |2
)
for some constant cm. Finally, considering all generalized eigenspaces, it means there exists
c˜ > 0 such that
a′′(Pt)|∇Ptf |2 ≤ c˜(1 + t2(N−1))e−2ρtPt
(
a′′(f)|∇f |2) . (22)
An explicit non-degenerated Gaussian invariant measure µ of the semigroup can be determined
(see [2, Lemma 3.3]). Theorem 9 implies the semigroup admits a smooth density with respect
to the Lebesgue measure. Together with the contraction (22) for a(f) = f 2 and Theorem 6,
it means for t large enough Pt is a contraction of the Wasserstein space W2 which is complete
([8]). The fixed point Theorem ensures that µ is in fact the unique invariant law and that
for all initial law ν, (νPt)
W2→ µ which mean by the Kantorovitch-Rubinstein duality that
Ptf(x)→ µf for all x ∈ Rd at least for any Lipschitz f , but then for all f ∈ Ap by a density
argument since µ has a finite exponential moment. Therefore we may apply Lemma 2 with
Φ1f = a(f) and Φ2 = a
′′(f)|∇f |2 to obtain that
∀f ∈ Ap Entaµf ≤ K
∫
a′′(f)|∇f |2dµ
holds for some K > 0. All the assumptions of Theorem 10 holds, and thus there exists κ > 0
such that for all f ∈ Ap
Entaµ(Ptf) ≤ e−κt(1−e
−t)2MEntaµf
On the other hand
Entaµ(Ptf) ≤ K
∫
a′′(Ptf)|∇Ptf |2dµ
≤ Keρc˜(1 + t2(N−1))e−2ρt
∫
a′′(P1f)|∇P1f |2dµ
≤ c(1 + t2(N−1))e−2ρtEntaµf
for some c > 0, where the last line is due to Theorem 9.
Remark: It means the short and long time behaviours of the ”distance” to equilibrium
da(Pt,µ) := sup
{
Entaµ(Ptf), Ent
a
µf = 1
}
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are at least or order
1− da(Pt,µ) ∼
t→0
t2M+1 da(Pt,µ) ∼
t→∞
t2(N−1)e−2ρt.
An interpretation would be the following: at small times the law of the process instantaneously
approach its equilibrium by local smoothing through diffusion, and then long-range averaging
is essentially due to the drift part of the dynamics.
The dependency in ρ, N and M is optimal: indeed, consider the kinetic Fokker-Planck
process with generator
Lf(x, y) =
(
y∂x −
(
1
4
x+ y
)
∂y + ∂
2
y
)
f(x, y)
=
(
x y
)(0 −1
4
1 −1
)
∇f + div
((
0 0
0 1
)
∇f
)
,
so that ρ = 1
2
, N = 2 and M = 1. Gadat and Miclo computed in [18, Theorem 3] the explicit
value of the (squared) operator norm of Pt − γ, namely da(Pt,µ) with a(f) = f 2, which is
‖Pt − µ‖2 =
1 + t2
2
+ t
√
1 +
(
t
2
)2 e−t
≃ 1− t
3
12
as t→ 0
≃ t2e−t as t→∞.
In fact, as far as the long-time behaviour is concerned, this is a general fact:
Proposition 13. In the settings of Corollary 12, let ‖Pt−µ‖ = sup{‖Ptf−µf‖L2(µ), ‖f‖L2(µ) =
1} be the L2 operator norm of Pt − µ. Then there exists c > 0 such that
1
c
(1 + t2(N−1))e−2ρt ≤ ‖Pt − µ‖2 ≤ c(1 + t2(N−1))e−2ρt
Proof. Since ‖Ptf − µf‖2L2(µ) = Entaµ(Ptf) with a(f) = f 2, the upper bound is given by
Corollary 12. For the lower bound it is sufficient to exhibit a particular function f such that
this holds. For u ∈ Rd, consider the linear function f(x) = uTx and let ut = e−tBT u. Then
∇(uTt x) = ut and div
(
D∇(uTt x)
)
= 0 for all x ∈ Rd, t ≥ 0, so that Ptf(x) = uTt x is explicit. In
particular µf = lim
t→∞
Ptf(x) = 0, and ‖(Pt− µ)f‖2 =
∫ |xT e−tBT u|2µ(dx). If u is a generalized
eigenvector of BT or order N associated to λ ∈ σ(BT ) with ℜ(λ) = ρ and if ui = (BT − λI)iu
for i ∈ J0,NK then ut = e−ρt
∑N−1
k=0
tk
k!
uk. At large time the leading term is t
N−1uN−1, and so∫
|xT e−tBT u|2µ(dx) ≥
∫
|xT e−tBT u|21{ |xT uN−1|
|x||uN−1|
≥ 1
2
}µ(dx)
≥ γ(1 + t2N)e−2ρt
∫
|x|21{ |xT uN−1|
|x||uN−1|
≥ 1
2
}µ(dx)
for some γ > 0, which concludes.
Remark: Note that the proof of Inequality (22) does not use the positivity of ρ, and
therefore it holds for ρ ≤ 0. Of course in this case the process is not ergodic, but we still get
a local inequality
a(Ptf)− Pta(f) ≤
(
c˜
∫ t
0
(1 + s2(N−1))e−2ρsds
)
Pt
(
a′′(f)|∇f |2)
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and, in the hypoelliptic case, the Wasserstein bound
W22 (ν1Pt, ν2Pt) ≤ c˜(1 + t2(N−1))e−2ρtW22 (ν1, ν2) .
4 Interacting particles on a graph
4.1 Settings
Let G = {0, . . . ,N} be a finite non-oriented irreducible graph with edges E ⊂ G2. We write
i ∼ j when two vertices i and j are neighbours, namely when (i, j) ∈ E (and so (j, i) ∈ E).
For all (i, j) ∈ E, let Wi,j = Wj,i ∈ C∞(Rd) be an even function whose all derivatives grow at
most polynomially at infinity. We suppose Wi,j is strongly convex, which means there exists
λi,j > 0 such that y
T∇2Wi,j(x)y ≥ λi,j|y|2 for all x, y ∈ Rd where ∇2Wi,j is the Hessian matrix
of Wi,j. We call Wi,j the interaction potential between the sites i and j.
We sum up the assumptions that implicitly holds throughout Section 4:
Assumptions.
(A) The graph G is finite, irreducible, non-oriented.
(B) For all i ∼ j, Wi,j = Wj,i is a smooth, even, λi,j-strictly convex potential with λi,j > 0
whose all derivatives grow at most polynomially at infinity, and such that |∇2Wi,j| 6
ci,jWi,j for some ci,j > 0. For i ≁ j, set Wi,j = 0.
We are interested in X(t) = (Xi(t))i∈G ∈ RdN , a diffusion indexed by G. At time t, the
particle at site i undergoes an attracting force −∇Wi,j (Xi(t)−Xj(t)) from the particle at
site j. Moreover, depending on their site, the particles undergo infinitesimal collisions from
thermal motion (see [17] for more considerations on the model). The Hamiltonian dynamics
should be
∀i ∈ G,

dXi(t) = Yi(t)dt
midYi(t) = −
∑
i∼j
∇Wi,j (Xi(t)−Xj(t)) dt− νiYi(t)dt+
∞∑
j=1
σi,jdBj(t)
where Yi(t) ∈ Rd is the velocity of the particle i, mi > 0 is its mass, νi > 0 a friction coefficient,
B(t) = (Bj(t))j≥1 is a sequence of independent standard 1-dimensional Brownian motions and
for all i ∈ G, (σi,j)j≥1 ∈ l2(Rd).
Following the ideas of Arnold and Erb [2, Section 7], we could tackle this Hamiltonian
process in the case where for all (i, j) ∈ E, Wi,j is a perturbation of a quadratic potential.
Nevertheless, in a first instance, we will rather consider a simpler case without any restriction
on Wi,j other than strong convexity. Taking νi = 1 and letting the masses mi go to zero, we
obtain the overdamped dynamics
∀i ∈ G, dXi(t) = −
∑
i∼j
∇Wi,j (Xi(t)−Xj(t)) dt+
∞∑
j=1
σi,jdBj(t) (23)
For x = (x1, . . . , xN) ∈ RdN and i ∈ G, let W(x) =
∑
k∈G
∑
j∼kWk,j(xk − xj),
bi(x) =
∑
i∼j
∇Wi,j (xi − xj) = 1
2
∇iW(x)
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and b = (b0, . . . , bN) =
1
2
∇W; let σj = (σ0,j , . . . , σN ,j) and S = 12
∑
j≥1 σjσ
T
j . Then the
generator associated to (23) is
Lf(x) = −b(x).∇f(x) + div (S∇f) . (24)
Let X(t) = 1
N+1
∑
i∈GXi(t). Since Wi,j = Wj,i is an even function,
dX(t) =
1
N + 1
∑
j≥1
(∑
i∈G
σi,j
)
dBj(t)
⇒ X(t) = X(0) + 1
N + 1
∑
j≥1
(∑
i∈G
σi,j
)
Bj(t)
If
∑
i∈G σi,j = 0 for all j the process X is not hypoelliptic, since X t is constant. On the other
hand if
∑
i∈G σi,j 6= 0 for some j, X is not recurrent since Xt is not. There are several natural
ways to force the recurrence:
1. We can suppose that some particles, rather than following (23), are fixed at the origin.
In this case we can always merge these particles in order to consider only X0 is fixed. We
call this the fixed problem associated to (24), and we call X˜ = (X˜1, . . . , X˜n) the associated
process (more generally, if x = (x0, . . . , xN) ∈ R(N+1)d, we note x˜ = (x1, . . . , xN )). The
generator L˜ of X˜ is obtained from (24) by replacing the drift b(x) by b˜(0, x˜) and the
matrix S = (si,j)0≤i,j≤N by S˜ = (si,j)1≤i,j≤N (where we decompose S as a (N+1)×(N+1)
square of d× d blocks).
2. We can add a coercive force −∇Ui(Xi(t)) with a strongly convex U to the dynamics
of some particles. In this case we can add a particle X−1(t) which is fixed at zero and
consider that Ui(Xi(t)) = Wi,−1(Xi(t) − X−1(t)), so that this case is equivalent to the
previous one.
3. We can observe the cloud of particles from its center of mass, meaning that Xi(t) is
replaced by Xi(t) − X(t). We call this the centered problem associated to (24), and
X̂ = X − X = (Xi −X)i=0..N (more generally, if x ∈ Rd, we note x¯ = 1N+1∑ xi and
xˆ = x− x¯). The generator Lˆ of the centered process is obtained from (24) by replacing
the diffusion vectors σj by σˆj . This process can never be hypoelliptic, and thus we may
also consider X̂+Z where Z is a standard Ornstein-Uhlenbeck process on Rd satisfying
dZ = −Zdt+dB′(t) where B′ is a standard Brownian motion on Rd which is independent
from B. Note that the dynamics (24) is invariant by translation of the center of mass:
if f is invariant by translation (i.e. f(x1+h, . . . , xN +h) = f(x1, . . . , xN ) ∀h ∈ Rd) then
E (f (X(t))) = E
(
f
(
X̂(t)
))
= E
(
f
(
X̂+ Z(t)
))
.
Let A be the space of C∞ functions on R(N+1)d whose all derivatives grow at most polyno-
mially at infinity, A0 = {f ∈ A, ∇x0f = 0} which may be seen as a set of functions on RdN ,
and
Ac =
{
f ∈ A, f(x+ h) = f(x) ∀x ∈ R(N+1)d, h ∈ Rd} = {f ∈ A, N∑
0
∇xif = 0
}
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Proposition 14. For any initial law, the process X (resp. X˜) is well-defined for all times.
The associated semi-group Ptf(x) = E (f(X(t)) | X(0) = x) (resp. P˜t) is Feller and fix Ac
(resp. A0).
Proof. The convexity and growth conditions on W ensures that φ(x) = 1 + W(x) + (x¯)2,
which is such that |x|2/φ(x) is bounded, satisfies
Lφ 6 −1
2
|∇W|2 + Aφ 6 Aφ
for some A > 0, which implies equation (23) admits a unique strong solution X (see [16,
Theorem 3.1] ; the same holds for the fixed problem with φ = 1 + W˜) and the associated
semi-group is Feller (see [28, (22.5) p. 164 ]). If f is C∞, so is Ptf for all t ≥ 0 (see [11,
Theorem VII.5]). The existence of the Lyapunov function φ implies the moments of X are
finite for all time. Indeed, for m ∈ N we see that, for some A′, A′′ > 0,
Lφm = mφm−1Lφ +m(m− 1)φm−2Γφ
6 mφm−1
(
−1
2
|∇W|2 + Aφ
)
+ A′φm−2
(|∇W|2 + (x¯)2)
6 A′′φm,
where we used that φ goes to infinity at infinity. As a classical consequence (see e.g. the proof
of [29, Lemma 2.1]), Ptφ
m 6 eA
′′tφm, which means if f grows at most polynomially at infinity,
so is Ptf for t ≥ 0. If n is a multi-index, differentiating with respect to the space variables the
Kolmogorov equation ∂tPtf = LPtf yields, from [11, Theorem VII.10],
∂nxPtf = Pt∂
n
xf +
∫ t
0
Pt−s[∂
n,L]Psfds.
For some C, k > 0 depending on the derivatives ofW , |[∂n,L]g|(x) ≤ C(1+xk)∑|j|<|n| |∂jg|(x).
Therefore by induction on |n|, if ∂jxf grow at most polynomially at infinity for all |j| < |n|, so
does ∂nxPtf . The case of P˜t is similar.
4.2 Main results
We note
LGh(i) =
∑
j∼i
λij (h(j)− h(i))
the discrete Laplacian on G (also seen as an (N +1)× (N +1) matrix). This is the generator
of an ergodic Markov chain on G (recall the λij ’s are positive and G is irreducible). Since
LG is symmetric the invariant measure is the uniform law ν (also seen as the column vector
1
N+1
(1, . . . , 1)) on G. Let
ρ = inf
h∈RN+1
−hTLGh
|h− νh|2
be the spectral gap of LG and
ρD = inf
h∈RN+1, h0=0
−hTLGh
|h|2
be its Dirichlet eigenvalue.
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Proposition 15. For the fixed problem associated to (24), for all admissible function a and
for all t ≥ 0, f ∈ A0,
a′′(P˜tf)|∇P˜tf |2 ≤ e−2ρDtP˜t
(
a′′(f)|∇f |2) .
For the centered problem associated to (24), for all t ≥ 0, f ∈ Ac,
a′′(Ptf)|∇Ptf |2 ≤ e−2ρtPt
(
a′′(f)|∇f |2)
Proof. For Φ(f) = a′′(f)|∇f |2, we computed in (17) that
ΓLˆ,Φf ≥ a′′(f)(∇f)TJb∇f and ΓL˜,Φf ≥ a′′(f)(∇f)TJb˜∇f
where Jb and Jb˜ are the Jacobian matrices of the drifts b and b˜. We compute
(∇f)TJb∇f =
∑
i∈G
∑
j∼i
(∇xif)T
(∇2Wi,j) (∇xi −∇xj)f
=
∑
(i,j)∈E
(
(∇xi −∇xj )f
)T (∇2Wi,j) (∇xi −∇xj )f
≥
∑
(i,j)∈E
λi,j|(∇xi −∇xj )f |2
= −(∇f)TLG∇f ,
and similarly (∇f)TJb˜∇f ≥ −(∇f)TLG∇f for f ∈ A0. When f ∈ Ac, ν∇f = 0, and thus
ΓLˆ,Φf ≥ ρΦ(f). When f ∈ A0, ΓL˜,Φf ≥ ρDΦ(f). In both case (and since Ac and A0 are
respectively fixed by Pt and P˜t), Lemma 1 concludes.
Let
ΘN =
{
x ∈ R(N+1)d, x¯ = 0}
so that X̂ ∈ ΘN for all t ≥ 0, and thus the associated semi-group P̂t acts on P (ΘN).
Corollary 16. Suppose in addition to Assumptions (A) and (B) that the processes X and X˜
are hypoelliptic. Then for any initial laws ν1, ν2 ∈ P (ΘN),
W2
(
ν1P̂t, ν2P̂t
)
≤ e−ρtW2 (ν1, ν2)
and for any initial laws ν1, ν2 ∈ P
(
RdN
)
,
W2
(
ν1P˜t, ν2P˜t
)
≤ e−ρDtW2 (ν1, ν2) .
Moreover both the fixed and the centered problems admits a unique invariant law, respectively
denoted by µ0 and µc, which satisfy the log-Sobolev inequalities
∀f ∈ Ac s.t.
∫
fdµc = 1,
∫
f ln fdµc ≤ |S|
2ρ
∫ |∇f |2
f
dµc
∀f ∈ A0 s.t.
∫
fdµ0 = 1,
∫
f ln fdµ0 ≤ |S˜|
2ρD
∫ |∇f |2
f
dµ0
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Proof. Both cases are similar and thus we only consider the first one. The Wasserstein con-
tractions is implied by Theorem 6 and Proposition 15 for a(f) = f 2 (recall that for f ∈ Ac,
Ptf = P̂tf). When E is a Polish space, so is P2(E) = {ν ∈ P(E) having a finite 2nd moment}
endowed with the W2 metric ([8]). Therefore by the fixed point Theorem, ν = νP̂t admits a
unique solution in P2(ΘN) which may a priori depend on t, but then νP̂s = νP̂tP̂s = νP̂sP̂t,
and by uniqueness of the solution νP̂s = ν for all s ≥ 0. The existence of the Lyapunov
function W implies an invariant measure necessarily have a finite second moment.
The log-Sobolev inequality is implied by Proposition 15 for a(x) = x ln x together with
Lemma 2 for γ(t) = e−2ρt, φ1(f) = f ln f and φ2(f) =
|∇f |2
f
so that
ΓΦ1f =
(∇f)TS∇f
2f
≤ 1
2
|S|Φ2(f).
Remark: since the drift of the diffusion is of the form −∇W with a convex W, there
would be no difficulties to apply here the Meyn-Tweedie-Lyapunov techniques for proving
convergence in total variation distance (cf. [13, 3]) under controllability or strong hypoellip-
ticity conditions. However the ”explicit” speed of convergence obtained this way depend on
estimates of the probability transition of the process on a compact set, which are much less
trackable than the constant involved in Corollary 16. The use of an explicit mirror coupling
(see [12]) may give satisfactory estimates.
4.3 Chain of particles
Suppose i ∼ j iff |i − j| ≤ 1, and Wi,j = W does not depend on the edge (i, j) (and so does
λi,j = λ). We call this dynamics the chain of N + 1 particles.
Proposition 17. For the chain of N + 1 particles, for N ≥ 3,
ρ ≥ λ
(N + 1)2
Proof. Let h = min
{
|∂A|
|A|
, |A| < |G|
2
}
be the Cheeger constant of G, where ∂A ⊂ E is the set
of (non-oriented) edges (i, j) with i ∈ A and j /∈ A, and |B| denotes the cardinal of a set B.
Since the maximal degree of G is 2, from [25, Theorem 4.2], for N ≥ 3,
ρ ≥ λh
2
4
.
It is clear the minimum of |∂A|
|A|
is attained with A = {0, . . . , ⌊(N+1)/2⌋}, so that h ≥ 2
N+1
.
Proposition 18. For the chain of N + 1 particles,
ρD ≥ λ
(
1− cos
( pi
2N
))
Proof. Consider (Yt)t≥0 the continuous time nearest neighbour random walk on {0, . . . ,N}
starting at N and absorbed at 0, whose generator is 1
λ
L˜G. The dynamics is the following:
from the time t0, Y waits a time
1
2
E with standard exponential law, and then jump to Yt0+E
equal to either Yt0 + 1 or Yt0 − 1 with equal probability 12 , unless Yt0 = 0 in which case it
does not jump, or unless Yt0 = N in which case it jumps to N − 1 or stays at N with equal
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probability 1
2
(or in other words, it waits a time E to bounce back to N − 1). According to
the work [14] of Diaconis and Miclo, if T is the time of absorption of Y , then
lim
t→∞
1
t
P (T > t) = −ρD.
The process Y is very close to the process Y˜ of [14, Example 16], the only difference (up to
renumbering the states) being that when Y˜t0 = N , the process Y˜ only waits a time
1
2
E to
bounce back to N − 1. As a consequence, Y˜ goes faster to N that Y , but (Y2t)t≥0 goes faster
to N than Y˜t and
lim
t→∞
1
t
P (T > t) ≤ 1
2
lim
t→∞
1
t
P
(
T˜ > t
)
where T˜ is the absorbing time of Y˜ . Now explicit spectral computations (cf. [14]) yields
lim
t→∞
1
t
P
(
T˜ > t
)
= −2
(
1− cos
( pi
2N
))
.
Remark: As an alternative proof, we could have estimated the Laplace transform of T .
Indeed Chernoff’s inequality yields P (T > t) ≤ E (eθT ) e−θt. Denoting by Tk the absorbing
time starting from k and bk = E
(
eθTk
) (
E
(
eθTN
))−1
, a recurrence relation satisfied by the bk’s
and the fact T0 = 0 allow to prove that for any η <
pi
2N
, E
(
e(1−cos(η))λTk
)
= 1
cos(kη)
. This means
ρD ≥ λ
(
1− cos ( pi
2N
))
.
Now consider a chain of particles for which all the diffusion blocks si,j are zero except sN ,N
and s0,0 which are homogeneous dilations. In other words, we are interested in the processes
X and X˜ defined by
dZi = − (∇W (Zi − Zi−1) +∇W (Zi − Zi+1)) dt, ∀i ∈ J1,N − 1K, Zi = Xi or X˜i
dZN = −∇W (ZN − ZN−1)dt+ σNdB1(t), ZN = XN or X˜N
dX0 = −∇W (X0 −Xi)dt + σ0dB2(t)
X˜0 = 0.

(25)
where B1 and B2 are independent d-dimensional Brownian motion and σ0, σN ∈ R.
Lemma 19. The processes X and X˜ defined by (25) are hypoelliptic. Moreover, if ∇2W is
bounded, then the assumptions of Theorem 9 are satisfied.
Proof. Again both cases are similar and we only treat the centered problem. Let V0 =
σ2N∇N and for i ∈ J1,NK let Vi = σ2N∇2W (xN−1 − xN ) . . .∇2W (xN−1−i − xN−i)∇N−i. Then
[Vi,∇W.∇] = Vi+1+ri where ri(x) ∈ span{Vj(x), j ≤ i} for all x ∈ Rd(N+1) and the parabolic
Ho¨rmander’s condition is fulfilled for X.
If moreover ∇2W is bounded, from
[−∇W.∇,∇j] = ∇2W (xj − xj−1) (∇j−1 −∇j) +∇2W (xj+1 − xj) (∇j+1 −∇j) ,
the assumptions of Theorem 9 hold with Ci = ∇N−i and m = 2Λ = 2‖∇2W‖∞.
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As a conclusion, Corollary 16 may be applied to X and X˜ with |S| = max (σ2N , σ20),
|S˜| = σ2N , and with ρ and ρD bounded in Propositions 17 and 18. If moreover ∇2W is
bounded, both Theorems 9 and 10 holds and we get for X − X¯ and X˜ convergences of the
form
EntPtf ≤ cN c′N2e−
c′′
N2
tEntf
where c, c′ and c′′ do not depend on N .
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