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The eigenstate thermalisation hypothesis resolves the paradox of emergent thermal or classical
behaviour in a closed quantum system by focussing upon local observations. This permits the
remainder of the system to act as a bath, thermalisation arising due to a process of de-phasing
that gradually reveals the thermal nature of local observables measured in an eigenstate. This is
very different from thermalisation in closed classical systems, which is driven by dynamical chaos.
We show how quantum thermalisation in closed systems can be recast in a way that is directly
related to classical thermalisation. Local observables can be accurately captured by projecting
states onto a suitable variational manifold. Evolving on this manifold using the time-dependent
variational principle projects the quantum dynamics onto a (semi-)classical Hamiltonian dynamics.
Thermalisation in this setting is driven by dynamical chaos. We carry out this procedure for an
infinite spin chain in two ways — using the matrix product state ansatz for the wavefunction
and for the thermofield double purification of the density matrix — and extract the full Lyapunov
spectrum of the resulting chaotic dynamics. This provides an alternative perspective upon eigenstate
thermalisation, pre-thermalisation and integrability.
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I. INTRODUCTION
The extra information required to specify a pure quan-
tum state compared to that required for a classical or
thermal state underpins many of the apparent paradoxes
of quantum mechanics[1]. These may be profoundly
philosophical, such as when attempting to apply quan-
tum mechanics to the whole universe, e.g. the black
hole information paradox, and the very long scale entan-
glement implied by the origin of microwave background
anisotropy in zero-point fluctuations[2]. Whilst there are
fewer philosophical difficulties in the description of finite
quantum systems, there are practical consequences. We
focus upon one, namely the thermalisation of local ob-
servables in the quantum evolution of a closed system.
Accurate numerical description of a quantum system
evolving from a weakly entangled initial state requires an
exponentially growing number of parameters. The eigen-
state thermalisation hypothesis implies that, beyond a
certain point in time, an accurate representation of this
dynamics should require a reducing number of parame-
ters. The eigenstate thermalisation hypothesis[3–5] has
made great strides in demonstrating how thermal cor-
relations present in local observations of eigenstates are
revealed through a process of de-phasing due to entangle-
ment with regions of the system not directly under obser-
vation. The ultimate consequence is that late-time, local
observations are characterised by just the energy density.
Evidently, the reduction of parameters required to cap-
ture the late-time dynamics[6, 7] is related to the emer-
gence of classicality in local observations of the closed
quantum system[8]. Here we demonstrate a new way to
analyse quantum thermalisation that extends the connec-
tion between classical and quantum thermalisation. The
central idea is to project the quantum dynamics onto an
effective semi-classical, Hamiltonian dynamics on varia-
tional manifolds[9, 10]. Thermalisation in these classi-
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2cal systems occurs via dynamical chaos[11–13], which we
characterise by extracting the full Lyapunov spectrum.
We apply this reasoning to a translationally invariant
spin chain, a system over which we have analytical and
numerical control using matrix product state (MPS) rep-
resentation of the wavefunction[14] and the thermofield
double purification of the density matrix. In both cases,
we follow the dynamics using the time-dependent varia-
tional principle.Amongst our key results, in the case of
wavefunction MPS we find a zero-parameter fit between
the Lyapunov spectrum and the time-dependence of en-
tanglement. In the thermofield MPS near the centre of
the spectrum, we recover a semi-circular distribution of
Lyapunov exponents for thermalising systems, as found
previously in the case of gravitational systems[15, 16],
and a Gaussian distribution for integrable systems.
By bringing the study of many-body quantum chaos
into contact with that of classical chaos, our approach
opens up the full range of techniques available in the lat-
ter. For example, it allows the potential to examine how
the classical KAM theorem for deformations from inte-
grable behaviour may manifest in quantum systems. It
also suggests natural possibilities for efficient descriptions
of late-time dynamics. This complementary perspective
brings the study of quantum chaos full circle, recapitu-
lating the characterisation of few particle quantum chaos
through its projection to classically chaotic systems.
In Section II, we begin by reviewing the role of classical
dynamical chaos in enabling the ergodicity and thermali-
sation of classical closed system. This introduces some of
the ideas, methods, and nomenclature of classical chaos
that we will later apply to projected quantum dynamics.
We then turn to quantum dynamics and give brief expo-
sitions of eigenstate thermalisation, the important role
played by quantum chaos and the conventional charac-
terisation of the latter through the eigen spectrum. In
Section III, we discuss the projection of pure quantum
dynamics to a variational manifold, the conditions under
which this captures the dynamics of a restricted set of ob-
servations, and how this projected dynamics reduces to
an effective (semi-)classical dynamics. Section IV gives
some of the technical detail (expanded upon in appen-
dices) of how to extract the Lyapunov spectrum of pro-
jected quantum dynamics. Section V summarises our
numerical results and the relationship of the Lyapunov
spectrum to other measures of quantum chaos. Finally,
we discuss the broader implications of our results.
II. CLASSICAL AND QUANTUM
THERMALIZATION
A. Classical Thermalization
Ergodicity and Chaos: Thermalisation in closed clas-
sical systems occurs due to dynamical chaos. Every
dynamical mode of the system is chaotic, revealed on
timescales given by the inverse of its corresponding Lya-
punov exponent. On the longest timescales, evolution
leads to ergodic exploration of states in phase space with
a given energy (or other conserved quantities). This pic-
ture of classical thermalisation requires an explicit en-
semble or time-averaging to obtain thermal averages, a
point that we will return to later. On these timescales,
only conserved quantities can be used to distinguish
states of the system - small differences in states with the
same values of conserved quantities are eventually ran-
domised by the chaotic evolution and so cannot be used
to characterise the state.
On shorter timescales, dynamical modes can be divided
into two classes; those that have revealed their chaotic be-
haviour, and those that have not. We will refer to these as
chaotic and residual regular modes (a classification that
is determined by a choice of timescale). Residual reg-
ular modes can be used to discriminate between states
of the system on a given timescale. The chaotic modes
effectively form part of a thermal bath, and time or en-
semble averaging will draw uniformly from the possible
amplitudes of deformations in chaotic directions. On in-
creasing timescales, the number of residual regular modes
decreases monotonically, until ultimately only conserved
quantities remain as distinguishing features of classical
states. It is important to note that this is not simply a
matter of averaging out high-frequency modes. A high
frequency mode with high quality factor can distinguish
states on timescales longer than its period. Of course,
it is plausible that frequencies and decay rates may be
linked in some cases, but this is not necessarily so.
The Lyapunov Spectrum: After setting the scene in
this way, we now give an overview of how the Lyapunov
spectrum is extracted for a classical dynamical system.
There are many excellent reviews of this subject [11–13].
We confine ourselves to a brief outline in order to con-
textualise our analysis of the quantum system. Consider
a dynamical system whose parameters are contained in a
vector X(t) that evolves according to
∂tX(t) = F(X(t)). (1)
The Lyapunov spectrum is found by considering the evo-
lution of the displacement between neighbouring trajec-
tories X(t) and X(t)+dX(t), where dX is initially small.
Expanding Eq.(1) to leading order, we obtain the follow-
ing equation for the evolution of the displacement be-
tween trajectories:
∂tdXi = ∂jFi(X)dXj . (2)
The formal solution of this equation, dX(t) =
T (exp[
∫ t
0
∂F(t′)dt′])dX(0), shows that instantaneously,
dX grows exponentially and decreases exponentially with
t in the eigen-directions of ∂iFj . The exponents for this
growth and decay are the instantaneous Lyapunov ex-
ponents and the Lyapunov exponents are the time av-
erage of them along a trajectory. These equations are
manipulated in various ways to determine the exponents
numerically[11] (See Appendix A). Conservation of phase
3space volume under Hamiltonian dynamics implies that
the exponents (both instantaneous and averaged) sum to
zero. Moreover, time-reversal invariance demands that
they come in positive and negative pairs. As we shall
see below, projection from unitary quantum dynamics
to classical dynamics on a variational manifold leads to
additional constraints.
B. Quantum Thermalisation
There are various ways to express the eigenstate ther-
malisation hypothesis. Perhaps the simplest is to state
that the expectation of observables should typically have
a smooth dependence upon the energy of the state. If this
is true for arbitrary states, then it ought to be true for
an eigenstate. The expectations of local operators are the
same as in a Gibbs state with the same energy density.
This locality is crucial. In the conventional view of
quantum thermalisation, it allows the major part of the
system, over which the observable has no support, to act
as a bath for the parts of the system engaged directly
in the observation. The remarkable conclusion of the
eigenstate thermalisation hypothesis[3–5] is that the in-
formation about thermal averages of local operators is
contained in the quantum eigenstates themselves. Co-
herences in an initial superposition of eigenstates can
obscure this fact. Time evolution reveals the underly-
ing thermal properties by a process of dephasing. For
thermalisation to occur, the part of the system within
the observation window must be highly entangled with
the system beyond. This is reflected in the fact that
states towards the top and bottom of the spectrum —
that in one-dimension are provably weakly entangled[17]
and suspected to be so in higher dimensions — obey the
eigenstate thermalisation hypothesis less well than those
in the centre[5]. In this picture, quantum thermalisation
depends upon rates of de-phasing, which in turn depend
upon differences in the frequencies of the quantum eigen-
states of the full system. This is apparently very differ-
ent from the dependence of classical thermalisation upon
the Lyapunov spectrum, although there clearly some re-
lation, since systems that display quantum chaos more
rapidly dephase spatial partitions. Our aim in the fol-
lowing is to further explore the links between classical
and quantum thermalisation.
III. PROJECTING QUANTUM TO CLASSICAL
DYNAMICS
Noting the importance of the locality of observation
permits an alternative way to frame eigenstate thermal-
isation that makes much closer contact with its classical
counterpart. Central to this is recognising that obser-
vations on a spatial partition of a system can be cap-
tured accurately by projecting states to some manifold
of variational approximants. Following the projected dy-
namics on this manifold using the time-dependent varia-
tional principle results in a classical Hamiltonian dynam-
ics whose thermalisation is driven by its chaotic proper-
ties and characterised by the Lyapunov spectrum. We
present two ways to achieve this mapping: approximat-
ing the wavefunction of the system using matrix product
states (MPS), and approximating the thermofield dou-
ble purification of the density matrix by matrix product
states. The numerical implementation of these two pro-
tocols is very similar — indeed, we use the same code
(with suitable modification) for both cases — but both
their regime of applicability and the manner in which
they encode the physics is rather different.
A. TDVP applied to the wavefunction
A variational parametrisation of a system’s wavefunc-
tion picks out a sub-manifold of Hilbert space. There
are a number of ways that one might choose to project
dynamics onto this manifold. The time-dependent varia-
tional principle does so by mapping an updated quantum
state — which in general will lie outside of the manifold
— onto the state on the manifold with which it has the
highest fidelity. A remarkable property of this mapping is
that the reduced equations are those of a classical Hamil-
tonian system[9]. In particular, a quantity conserved by
the exact dynamics will also be conserved by the pro-
jected dynamics, provided that the symmetry transfor-
mation generating it can be captured on the manifold.
This permits sensible results to be obtained even at very
long times[10].
Consider a variational parametrization with a set of
complex parameters {Xi}. The time derivative of the
wavefunction may be written ∂t|ψ〉 ≈ |∂Xiψ〉X˙i. It is
tempting to substitute this into the Schrödinger equa-
tion, but the result is not correct since the action of the
Hamiltonian on the state |ψ(X)〉 will generally take the
state out of the variational manifold. Contracting with a
tangent vector 〈∂X¯iψ| fixes this and permits us to write
〈∂X¯iψ|∂Xjψ〉X˙j = i〈∂X¯iψ|Hˆ|ψ〉. (3)
Using a particular basis for the tangent space, one may
fix the Gramm matrix 〈∂X¯iψ|∂Xjψ〉 = δij after which
identifying positions and momenta qi ≡
√
2ImXi and
pi ≡
√
2ReXi reduces Eq.(3) to Hamilton’s equation for
a classical system[18]. Even though the parameters {Xi}
may quantify aspects of the entanglement structure of the
wavefunction, they nevertheless provide a (semi-) classi-
cal description[19]. The technical details of applying this
to matrix product states was developed in a seminal work
of Jutho Haegeman et al. We summarise pertinent de-
tails in Appendix A. Once the quantum dynamics has
been mapped to classical dynamics in this way, we may
proceed to evaluation the Lyapunov spectrum associated
with this dynamics.
4B. TDVP applied to the thermofield double
As we discuss presently, the MPS ansatz applied in
the usual way efficiently describes states near to the top
and bottom of the spectrum. States near to the cen-
tre of the spectrum we require an alternative variational
parametrization. We use an MPS parametrization of
the thermofield double. The thermofield double[20] is
a purification of the density matrix. In the eigenbasis of
the density matrix ρˆ =
∑
α γα|α〉〈α|, it may be written
as |ψ 〉 = ∑α√γα|α〉 ⊗ |α〉, where γα are real positive
weights that correspond to the Gibbs weights in thermal
equilibrium, and α labels the eigenstates, |α〉. Physical
operators act on the first copy of the state only, so that
expectations with the thermofield double are identical
to those obtained from the density matrix: 〈ψ |θˆ|ψ 〉 =
Tr(ρˆθˆ). The time-evolution of the thermofield double is
determined by the Hamiltonian H = H ⊗ 1 + 1 ⊗ H,
which acts symmetrically on the doubled space.
Having identified the thermofield double and the ap-
propriate Hamiltonian, we are free to construct an MPS
ansatz for it and to evolve using the time-dependent vari-
ational principle. The time-dependent variational princi-
ple projects to the variational manifold by optimising the
fidelity of the thermofield double. This amounts to op-
timising over a certain set of observations — specifically
the trace-norm of the square root of the updated density
matrix with the square root of its variational approxima-
tion [21]. The bond order of the MPS for the thermofield
double does not have a direct interpretation in terms of
the entanglement structure of individual states. More-
over, although evolution under H = H⊗1+1⊗H with-
out approximation would preserve the purity of a sate,
projection to the variational manifold takes pure states
into mixed states. This is consistent with optimising over
a certain set of observations, but quite different from the
wavefunction MPS which remains pure. Although TDVP
has been applied to the density matrix before [22], as far
as we are aware, this is the first time that it has been
used to follow real time evolution of a matrix product
ansatz for it. In order to obtain accurate results, we
have made an important modification to the algorithm
developed in [9] for MPS representations of the state.
The MPS for the thermofield double can be written such
that the symmetry between the two copies of the phys-
ical space is explicit. This is achieved for a bond order
D = D2 thermofield MPS by imposing the symmetry
A σδI,J = A
δσ
I˜,J˜
, where I ≡ i ⊗ i′ and I˜ ≡ i′ ⊗ i with the
indices i, i′, j, j′ ∈ {1, 2, ...D}[23]. As described in Ap-
pendix A, we employ an additional gauge fixing on the
tangent manifold that imposes a constraint gauge equiv-
alent to this. This reduces the number of variables and
increases the accuracy considerably.
The Infinite temperature state takes a particularly sim-
ple and instructive form when represented in terms of a
thermofield MPS. At D = 1 it is given by Aσδ = δσδ/
√
2.
At D = D2 > 1 there are many ways to represent the
state. A class of symmetrical thermofield MPS states can
be constructed from a unitary matrix U ∈ SU(dD) as
AσδIJ =
1√
d
d∑
γ=1
U(σi),(γj)U(δi′),(γj′). (4)
This follows from noting that i. the infinite temperature
state is the same for any Hamiltonian and ii. that it is
invariant under evolution with the Hamiltonian. Eq.(4)
follows by representing an arbitrary time evolution of
Aσδ = δσδ/
√
2 with a bond operator representation of
the time-evolution operator using the unitary U . This
manifold of equivalent representations of the infinite tem-
perature state resolves an apparent contradiction: on the
one hand a state at the middle of the spectrum of a given
Hamiltonian is expected to evolve towards the infinite
temperature state, whilst on the other hand the projected
dynamics is classically Hamiltonian and so cannot evolve
to a single point in phase space. It also holds the seed of
how to compress the thermofield MPS representation of
a thermalising system at late times[24].
C. Comparing Classical Projections
These two schemes for projecting quantum dynamics
to classical Hamiltonian dynamics capture the physics in
rather different ways and have different regimes of va-
lidity. The MPS approximation for a state is efficient
near the top and the bottom of the spectrum. The bond
order required to accurately describe a thermal state at
temperature T scales as a double exponential[25]. The
thermofield MPS is efficient both at the edges and near
to the centre of the spectrum. The latter is justified
heuristically as follows: a thermofield MPS of bond order
D accurately describes observations up to a lengthscale
∼ logd2 D . If this is longer than the thermal correlation
length in the final state, the description will accurately
capture the dynamics. This occurs near the centre of the
spectrum, where the effective temperature is high and
the correlation length is short.
These differences are also revealed in correlation
lengths and the factorisation of averages such as
〈σxnσxn+N 〉 for N greater than the thermal correlation
length. The wavefunction MPS at low bond order cap-
tures such properties in explicit time-averages. The in-
stantaneous correlation length of the wavefunction MPS
extracted from its transfer matrix[14] can be longer
than the thermal correlation length, reflecting the long-
distance entanglement of its constituent eigenstates. The
thermofield MPS captures the thermal correlation length
in a rather different way. Since it is a purification of the
density matrix, the thermofield MPS is directly related to
observations and already includes the effects of dephas-
ing. In this case, the instantaneous correlation length
deduced from the transfer matrix is equal to the thermal
correlation length and long distance correlators factorise
in instantaneous observations.
5FIG. 1. Convergence Plot for a Typical Thermalising Sys-
tem: The time-averaged Lyapunov exponents versus time are
shown for an MPS representation of the wavefunction of a
typical thermalising system. We consider an Ising model with
anti-ferromagnetic coupling J = 1, transverse field hx = 0.5
and longitudinal field hz = 1. The dynamics are obtained
by integrating Eq.(B1) and the spectrum from averaging in-
stantaneous exponents obtained from Eq.(6) both using bond
order D = 10.
IV. LYAPUNOV SPECTRUM OF PROJECTED
DYNAMICS
In this section, we summarize how to extract Lyapunov
spectra from projected quantum dynamics. The details
of this are similar for our two projection schemes. For
clarity, we will focus our discussion upon the wavefunc-
tion MPS, noting modifications necessary for the ther-
mofield MPS as appropriate.
A. Distance on the Variational Manifold
As a first step to deducing the Lyapunov spectrum,
we must assign a distance measure on the variational
manifold. This is done using the fidelity between states
with two different coordinatesX andX+dX. As a simple
example, consider a spin-1/2 coherent state given by
|θ, φ〉 = e−iφ/2 cos θ
2
| ↑〉+ eiφ/2 sin θ
2
| ↓〉.
The square of the distance between two such states |θ, φ〉
and |θ + dθ, φ+ dφ〉 can be written, after expanding the
fidelity between them to quadratic order, by
dS2 = 1− |〈θ, φ|θ + dθ, φ+ dφ〉|2 = 1
4
(
sin2 θd2 + φd2θ
)
corresponding to the usual distance measure on the Bloch
sphere. In the case of translationally invariant states, we
must use the fidelity density rather than fidelity, since the
fidelity between translationally invariant states described
by an MPS tensor Aσij and one described by a tensor
Aσij + dA
σ
ij scales as one over the total length of the sys-
tem. As described in Appendix A, a small deviation from
a translationally invarient MPS state described by a ten-
sor Aσij may be parametrised[9] in terms of freely-chosen
complex tensor Xσij : Aσij → Aσij + dAσij . Surpressing
auxiliary indicies for a moment for clarity, we can write
dAσ =
∑d−1
δ=1 l
−1/2V σδXδr−1/2, where l and r are the left
and right environments respectively, and V σδij ≡ V σδij (A)
is a tensor of null vectors to Aσji
∗ (reshaped into a matrix
by pairing indices σ and j). This parametrisation was
a crucial development of Haegeman et al in making the
TDVP applied to MPS states tractable[9]. The distance
measure takes a particularly simple form in terms of X:
dS2 =
∑
σij
Xσij
∗Xσji. (5)
This parametrisation is useful in determining the Lya-
punov spectrum, the details of which we turn to next.
B. Linearised TDVP and the Lyapunov Spectrum
To extract the Lyapunov spectrum we must charac-
terise the divergence between nearby trajectories. Con-
sider two trajectories both in the vicinity of a point
on the MPS manifold with tensor Aσij . Let these tra-
jectories have parametrisations in terms of Xσij(t) and
Xσij(t) + dX
σ
ij(t), respectively. Substituting each of these
into the time-dependent variational principle Eq.(3) and
subtracting, we obtain the following equation for the evo-
lution of the difference between trajectories
dX˙σij(t) = i〈∂Xσij∂Xγklψ|Hˆ|ψ〉dX
γ
kl(t)
+i〈∂Xσijψ|Hˆ|∂Xγklψ〉dX¯
γ
kl(t). (6)
With the minor modification of allowing complex param-
eters, this equation is clearly analogous to Eq.(2) used to
extract the Lyapunov spectrum for classical trajectories.
Similar structures have been used by Haegeman et al in
order to construct the excitation ansatz[26], and form
the zero-wavevector part of the kernel of a quadratic ex-
pansion of MPS path integral about its saddle-point[27].
Appendix B gives details of how this equation is eval-
uated. Extraction of the Lyapunov spectrum now pro-
ceeds as in the classical case, using Eq.(6) to find the
instantaneous Lyapunov spectrum at each point along a
trajectory given by Eq.(B1) and averaging.
A final addition to this procedure — not usually used
in calculating Lyapunov exponents for classical dynami-
cal systems — is to parallel transport displacements be-
tween nearby trajectories along the variational manifold
(see Appendix C). This enables us to satisfy some con-
straints of projected quantum dynamics to numerical pre-
cision. The Lyapunov spectra of classical Hamiltonian
systems are constrained by time-reversal invariance to
have all of the exponents in positive/negative pairs with
the same modulus. This property is inherited by the
6spectrum of projected quantum dynamics. An additional
important property follows from using fidelity to deter-
mine the measure on the variational manifold. Fidelity is
not changed by unitary time evolution. As a result, Lya-
punov exponents calculated for unitary evolution must be
identically zero. Evolution under a purely local Hamilto-
nian provides a useful test case, since it does not change
the entanglement structure of a quantum state and the
time-dependent variational principle Eq.(B1) reproduces
the full Schrödinger equation under projection onto any
manifold. The Lyapunov exponents in this case must be
identically zero. Fig. 1 shows typical convergence plots
for an MPS approximation to the wavefunction of a ther-
malising system. The corresponding Lyapunov spectrum
is show in Fig. 2.
V. NUMERICAL RESULTS
In this section, we summarise the results of applying
the above methods to the thermalisation of the Ising
model with longitudinal and transverse fields:
H =
∑
i
[
Jσzi σ
z
i+1 + h
zσzi + h
xσxi
]
. (7)
The properties of this model are well known; it is inte-
grable when the longitudinal field hz is zero and non-
integrable otherwise. This allows us to investigate: i.
integrable systems (J = O(1), hx = O(1) and hz = 0),
ii. non-integrable/thermalising systems J = O(1), hx =
O(1) and hz = O(1)), and iii. nearly integrable systems
J = O(1), hx = O(1) and hz  hx). We apply the
machinery of the time-dependent variational principle to
determine trajectories, and the linearised time-dependent
variational principle to determine Lyapunov spectra. Re-
flecting their different encodings of the relevant physics
and different regimes of validity, we separate our discus-
sions of the wavefunction MPS and thermofield MPS.
A. Wavefunction MPS
We now consider the Lyapunov spectra evaluated from
the wavefunction MPS starting from an initial prod-
uct state |ψ(0)〉i = (0.382 − 0.382i) |↑〉i + (−0.595 +
0.595i) |↓〉i near the bottom of the spectrum. The Lya-
punov spectrum for the non-integrable, integrable and
nearly-integrable cases are shown in Fig. 2. All show
a broad distribution of exponents, with no strong dif-
ferences apparent between integrable and non-integrable
cases.
Spectrum vs Bond Order: Since the nonlinearities and
chaos of our dynamics arise from projection to the varia-
tional manifold, the Lyapunov spectrum varies with bond
order. This situation is unlike the conventional use of
matrix product methods, where increasing bond order
give increasingly accurate results. The dependence of the
maximum Lyapunov exponent, λmax, with D is shown in
Fig 3. This appears to show a monotonic decrease from
D = 2 as D → ∞. Note that in the translationally in-
variant case with spin 1/2, the projected dynamics is not
chaotic at D = 1 by the Poincaré-Bendixson theorem,
since the phase space is two-dimensional. The following
discussion demonstrates the consistency of these results
with physical observations.
Maldacena et al.[28] have conjectured that the largest
Lyapunov exponent of a quantum system has an upper
bound related to its temperature λmax ≤ 2pikBT/~ . The
behaviour of λmax for initial states of different energy can
be seen in Fig 5. At low energies the exponent appears
to increase as a power law before saturating at E ≈ 0.6.
The dependence of the Entanglement Entropy, SE upon
time is shown in Figs. 6 and 7. For a given bond order,
SE saturates. To a good approximation (that we can ma-
nipulate analytically) this saturation value corresponds
to drawing the Schmidt coefficients sn from a distribu-
tion given by the modulus of the elements of a random
O(D) vector. The mean Schmidt coefficients then cor-
respond to sn = n
√
6/
√
D(1 +D)(1 + 2D), from which
one may deduce a saturation entanglement at large bond
order given by
SSatE (D) = −
D∑
n=1
s2n log s
2
n ≈ log
(
De2/3
3
)
. (8)
With growing entanglement, the effective bond order of
the quantum state (the bond order required for an accu-
rate description) grows. We can use Eq.(8) to deduce the
time-dependence of the bond order; D attains particular
value at point where SE(t) crosses the corresponding sat-
uration value. A continuous approximation can be found
by equating SSatE (D) = SE(t), from which we obtain
D(t) = 3e−2/3eSE(t) (9)
in the large bond-order limit. This dependence of bond
order upon time allow us to demonstrate the consistency
of the Lyapunov spectrum and its variation with D with
the physically relavent dependence of the entanglement
entropy upon time.
The Kolmogorov Sinai entropy is a measure of how
quickly knowledge of a system’s initial state is lost in
a chaotic system. It determines the rate of growth of
the volume (of gyration) of a region of phase space and,
following Pesin’s theorem[29], is given by the sum of
the positive Lyapunov exponents. Fig.4 shows the Kol-
mogorov Sinai entropy calculated from our Lyapunov
spectra and its dependence upon bond order. The lat-
ter dependence is fitted in the non-integrable case with a
polynomial approximation[30]
SKS(D) = 0.381(D − 1)1.423. (10)
Studies of single particle quantum chaos have shown the
relationship S˙E(t = 0) = SKS , provided that starting
7FIG. 2. Lyapunov Spectrum for a wavefunction MPS representation of Ising model dynamics: a) Non-integrable case with
J = 1, hx = 0.5, hz = 1. b) Integrable case with J = 1, hx = 0.5, hz = 0. c) Nearly Integrable case with J = 1, hx = 0.5,
hz = 0.1 In all cases the spectrum is obtained for an MPS representation of the wavefunction at bond order D = 12.
wavefunction is as classical as possible[31–33]. Here we
find — as indicated in Fig. 7 — that S˙E(t = 0) =
SKS(D = 2). D = 2 corresponds to the most classical,
non-trivial (recall that D = 1 has vanishing Lyapunov
exponents) projected dynamics and is the many-body
equivalent of the single particle result. We speculate the
following extension of this result:
S˙E(t) =
SKS(D(t))
(D(t)− 1)2 . (11)
Our main justification for this is the very good, zero-
parameter fit that it gives between our results for the
entanglement and Lyapunov spectrum. Fig. 7 shows the
time-integral of the right-hand side of Eq.(11) substitut-
FIG. 3. Maximum Lyapunov exponent versus bond order:
The maximum Lyapunov exponent depends strongly upon the
projection non-linearities at different bond orders, tending to
zero in the limit D →∞. Here we show the largest exponent
varying with bond order for Non-Integrable (circles), Inte-
grable (crosses) and Nearly integrable (pluses) systems. The
largest exponent decreases like λmax(D) = 0.316(D−1)−0.208
for Non-Integrable systems, λmax(D) = 0.539(D − 1)−0.261
for Integrable systems and λmax(D) = 0.453(D− 1)−0.205 for
Nearly-Integrable systems.
ing SKS(D) from Eq.(10) and D(t) from Eq.(9), along-
side the entanglement entropy.
Eq.(11) can also be used to place bounds upon the Lya-
punov spectrum. At long times we expect SE(t) ∼ t for
thermalising systems. Assuming the validity of Eq.(11)
then, SKS(D) = αD2 at large t suggesting that the fit
in Eq.(10) must be modified at large D. Moreover, if
the exponents converge to a consistent distribution then
this also implies that λmax converges. For example, if
the exponents approach a semicircular distribution then
piλ2max(D)/4 = α to be consistent with SKS(D) = αD2.
It is apparent from these observations that the Lya-
punov spectrum extracted from mapping the quantum
dynamics of the wavefunction to classical Hamiltonian
dynamics is not unique. Although the dependence is
FIG. 4. Kolmogorov-Sinai entropy versus bond order: The
Kolmogorov-Sinai entropy is related to entanglement growth
at short times, it appears to be diverging with bond dimen-
sion. Here we show the KS entropy varying with bond order
for Non-Integrable (circles), Integrable (crosses) and Nearly
integrable (pluses) systems. The Non-Integrable KS entropy
grows like SKS(D) = 0.381(D−1)1.423, the Integrable KS en-
tropy grows like SKS(D) = 0.721(D− 1)1.329 and the Nearly-
Integrable KS entropy grows like SKS(D) = 0.613(D−1)1.393.
8rather slow with bond order, there is no sense in which
spectra collected in this way show numerical convergence,
for example with increasing bond order. A moments re-
flection about the way in which the wavefunction MPS
captures the physics of thermalisation shows why. At low
bond order, the dynamics is very non-linear and thermal-
isation occurs via chaotic classical dynamics. Thermal
averages are recovered in temporal averages of the simu-
lated dynamics. As bond order increases, the MPS ansatz
make better and better approximation to the underlying
eigenstates and ultimately, thermalisation is captured in
the same way as the conventional picture of eigenstate
thermalisation. Thermal averages are obtained in in-
stantaneous measurements after an initial period of de-
phasing reveals the intrinsic properties of the underlying
eigenstates. However, the Lyapunov spectrum does have
physical meaning. We have demonstrated how the phys-
ical quantity, SE(t), is related to the Lyapunov spectrum
obtained on a variational manifolds.
B. Thermofield MPS
The above analysis allows us to related the chaos of
projected quantum dynamics near to the edge of the spec-
trum to the process of thermalisation. As discussed in
Sec. III a matrix product state description of the wave-
function cannot work near to the centre of the spectrum.
In this subsection, we apply our analysis of the Lya-
punov spectrum to a matrix product state representa-
tion of the thermofield double. We consider an initial
pure state near to the middle of spectrum, |ψ(0)〉i =
0.448 |↑〉i + 0.873 |↓〉i. The late time dynamics of this are
similar to the infinite-temperature state.
The Lyapunov spectra for the thermofield MPS dynam-
ics are shown in Fig. 8. There is a clear distinction
between the non-integrable, and integrable and nearly-
integrable cases. The former has a semi-circular distri-
FIG. 5. Maximum Lyapunov exponent versus energy density:
It has previously been conjectured that λmax ≤ 2pikBT/~,
here observe that λmax(D = 2) increases with energy density
above the ground state but appears to saturated at E ≈ 0.6.
FIG. 6. Entanglement entropy across a bond compared to
randomly distributed Schmidt coefficients: At a given bond
dimension the entanglement entropy will saturate after a short
time. The saturation value for the entanglement entropy is
in strong agreement with a random uniform distribution of
Schmidt coefficients as discussed in the text.
FIG. 7. Entanglement entropy and Kolmogorov-Sinai en-
tropy: The gradient of the entanglement entropy is deter-
mined by the Kolmogorov-Sinai entropy. Here we demon-
strate the short time behaviour of the entanglement entropy
is determined by SKS(D = 2). By integrating Eq.(11) after
substituting D(t) from Eq.(9) and the fitted form of SKS(D)
from Eq.(10) we find a zero-parameter fit between the Lya-
punov spectrum and entanglement.
bution, whereas the latter are narrower and fit a Gaus-
sian distribution (with long tails that have been cut off
in Fig. 8). The semi-circular distribution in the non-
integrable case suggests a connection to random matrix
theory. Such a connection has previously been explored
in the context of quantum gravity [15, 16].
Fig. 9 shows the variation of the maximum Lyapunov
exponent with bond order. The symmetry constraint
that we impose upon the thermofield MPS tensor restrict
the bond order to D = 1, 4, 9, 16 etc [34], and together
with the rapid growth of the number of Lyapunov ex-
ponents as 2(d2 − 1)D 2 this leads to rather few points
in the figure. Our numerics are fit by 0.572D −0.045,
or 0.567e−0.0173D , but are also consistent with conver-
9FIG. 8. Lyapunov Spectrum for a thermofield MPS respresentation of Ising model dynamics: a) Non-integrable case with J = 1,
hx = 0.5, hz = 1. b) Integrable case with J = 1, hx = 0.5, hz = 0. c) Nearly Integrable case with J = 1, hx = 0.5, hz = 0.1
In all cases the spectrum is obtained for a wavefunction MPS at bond order D = 16. The non-Integrable case appears to fit
a semicircle distribution with radius r = 0.39, the Integrable case appears to be Gaussian with standard deviation σ = 0.167
and the nearly integrable case appears to be Gaussian with standard deviation σ = 0.161.
gence 0.410 + 0.1740e−0.0116D . The latter might be
expected since the thermofield double (being a purifi-
cation of the density matrix) encodes a limited set of
observations corresponding roughly to a window of size
1
2 log2D . When this window is larger than the correla-
tion length timescales of the dynamics are expected to
converge to values characteristic of the observable ther-
malisation process[35]
The Kolmogorov Sinai entropy for the thermofield
MPS is shown in Fig. 10. This is fit with 0.780D 1.825
to high accuracy. This scaling is less than D 2 (the
voulme of phases space) of a typical classical dynamical
system. This is consistent with unitary dynamics as D
tends to infinity. The thermofield entanglement is shown
in Fig. 11. At short times the thermofield time evolu-
tion is exact and the entanglement is double the matrix-
FIG. 9. Maximum Lyapunov Exponent vs Thermofield MPS
Bond Order for Non-Integrable System: The largest Lyapunov
exponent for the Ising model with J = 1, hx = 0.5, hz =
1.0 obtained for an MPS representation of the Thermofield
double. The exponent appears to be approaching zero like
λmax = 1.198D
−0.443
product entanglement. When the thermofield state be-
comes mixed the thermofield entanglement appears to be
more closely related to operator entanglement[36, 37]. It
is interesting to note that the saturation of this ther-
mofield entanglement is near to the mean value obtained
by averaging the thermofield entanglement of the infinite-
temperature state given by Eq.(4) with a Haar measure
over U . Finally, we note that unlike wavefunction MPS,
we have not been able to determine an simple relation-
ship between the Kolmogorov-Sinai entropy and the ther-
mofield entanglement.
FIG. 10. Kolmogorov-Sinai entropy vs Thermofield MPS
Bond Order for Non-Integrable System: The Kolmogorov-
Sinai entropy for the Ising model with J = 1, hx = 0.5,
hz = 1.0 obtained for an MPS representation of the Ther-
mofield double. The KS entropy appears to be divering, grow-
ing like SKS = 0.780D 1.825.
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FIG. 11. Entanglement of the midspectrum state: The entan-
glement between sites of a Thermofield MPS state starting in
the middle of the spectrum saturates at a value close to value
obtained by averaging over random unitaries.
VI. DISCUSSION
The analysis presented above allows the thermalisa-
tion of local observables to be recast as a chaotic classical
Hamiltonian dynamics in two different ways: using the
time-dependent variational principle to evolve MPS rep-
resentations of the wavefunction and of the thermofield
double. This picture is complementary to the dephas-
ing of eigenstates in the conventional picture of eigen-
state thermalisation and brings the study of quantum
chaos full circle. Early studies of quantum chaos fo-
cussed upon single particle quantum systems whose semi-
classical limit is chaotic. The impact of this upon the
level statistics provides a convenient way to discriminate
between chaotic and non-chaotic behaviour that can be
extended to many-body systems. Our approach returns
to a semi-classical analysis for many-body systems. Al-
beit, the semi-classical dynamics that we study describes
entanglement structure whose origin is quantum mechan-
ical. We have applied this to the Ising model with a lon-
gitudinal and transverse field using the time-dependent
variational principle applied to matrix product states.
This analysis has afforded several insights. An MPS
description of the wavefunction suggests a new rela-
tionship between the Komogorov-Sinai entropy (and its
dependence upon bond order) and the entanglement,
Eq.(11). This relationship holds not just for the ini-
tial entanglement growth, but rather for the entire time-
dependence of the entanglement. Using the thermofield
MPS reveals a semi-circular distribution of Lyapunov ex-
ponents in the non-integrable case and Gaussian distri-
bution in the integrable case. The former result has been
anticipated in the context of gravitation[15, 16], where it
was hypothesised that it may be universal.
There are several natural extensions of the present
work. Similar Lyapunov spectra calculated for finite sys-
tems would enable comparison calculations of the out-
of-time ordered correlator. The latter has become a
canonical tool for studying quantum thermalisation[38–
41]. When studying finite systems it may be more con-
venient to calculate Lyapunov exponents using a time-
series approach [42–45]. This would involve extracting
exponents from the evolution of observables, it is cur-
rently unclear if exponents can be accurately calculated
in the quantum context using this approach.
Effective Long-time Dynamics: The exponential in-
crease of data required to accurately describe the dy-
namics of a quantum system at early times and the ul-
timate decrease of this data at late times for thermalis-
ing quantum systems presents an acute difficulty for effi-
cient numerical simulation. Whilst the mechanism of this
decrease can be understood by dephasing, it is difficult
to turn this insight into a practical scheme. The new
perspective provided here might provide a route. The
dynamical modes of a classically chaotic system divide
naturally into those that have revealed their chaotic na-
ture on a given timescale and those that have not. The
latter behave as quasi-regular modes and the former as
a chaotic bath for them. This division, suggests an ap-
pealing way to describe late-time dynamics of the wave-
function MPS. On the longest timescales, the majority
of modes form a bath, with energy density equal to that
of the initial state. It ought to be possible to develop
a Langevin description of this late-time dynamics. The
cross over between early- and late-time dynamics being
captured as the crossover from dominance of inertial dy-
namics to diffusive dynamics driven by the noise and dis-
sipation. Such a description may be developed[46] by
adding noise and dissipation to the time-dependent vari-
ational principle, to derive an MPS Langevin equation.
This picture provides a suggestive link to random circuit
analyses of thermalisation[47–55].
However, our implementation of the time-dependent
variational principle for the evolution of a thermofield
MPS may obviate the need for such a Langevin descrip-
tion. Eigenstate thermalisation suggest that there should
be an efficient description of both early and late time dy-
namics. If a single variational scheme can capture both
limits — and if it is imbued with sufficient variables to
surmount the information barrier in the middle of the
dynamics — then it should be possible to obtain an ac-
curate numerical description that runs from the earliest
times to the latest times. The time-dependent variational
principle applied to the thermofield MPS seems to satisfy
these requirements. The remaining ingredient is to find
a way of compressing the thermofield description at late
times. As commented in Sec. III B, the multiple, equiva-
lent descriptions of an infinite temperature state contains
the essence of such a compression. Implementing this is
a subject of ongoing investigation.
Glimmers of a Quantum KAM Theorem:[56] Classi-
cal integrable systems show a remarkable robustness to
perturbation. The KAM theorem shows that aspects of
integrability remain through the presence of residual in-
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variant tori (essentially periodic motions of action an-
gle variables) when perturbations away from integrabil-
ity are below some threshold. There has been specula-
tion recently of whether such effects could be apparent
in a quantum system[56]. It is inevitable that they are
possible when quantum dynamics is projected to (semi-
)classical dynamics by observing on a finite window. This
is a promising direction for future study, for example in
the study of many body localisation.
Thermalisation in Quantum Critical Systems: Matters
of thermalisation and chaotic dynamics come to a head
in quantum critical systems. These are the most rapidly
dissipating and de-phasing of quantum systems[57], and
it is no coincidence that recent years has seen their map-
ping to black holes — through the AdS/CFT correspon-
dence — themselves the most rapidly scrambling (classi-
cally chaotic) of objects[58]. The semicircle distribution
of Lyapunov exponents that we have uncovered already
makes links to works carried out in this context[15, 16].
A direct application of MPS methods has limitations for
the study of quantum criticality, however, because of di-
verging correlation lengths. It may be that other vari-
ational schemes such as MERA can do a better job, al-
though in that case, dynamics are trickier. The view
of quantum dynamics that we present should, then give
an interesting complementary view of dynamical transi-
tions observed after quenches and sweeps through quan-
tum critical points.
To conclude, we have presented techniques that pro-
vide a bridge between thermalising quantum systems and
classically chaotic Hamiltonian systems. Moreover, we
have demonstrated how techniques developed in the lat-
ter may be applied fruitfully to the study of quantum
thermalisation. We hope that this approach will provide
a useful insights into other aspects of quantum thermali-
sation and chaos. As anticipated by many others, the in-
trinsic chaos of non-linear classical mechanics is the very
property that permits the stability of a classical view of
the underlying quantum world.
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Appendix A: Extracting Lyapunov Exponents
Here we provide some additional details of how to ex-
tract Lyapunov spectra from linearised equations of mo-
tion, Eq.(2), describing the evolution of the displacement
between neighbouring trajectoriesX(t) andX(t)+dX(t).
The asymptotic rate at which these two trajectories di-
verge (or converge) is characterized with a Lyapunov
exponent. If the solution for this equation is dX(t) =
Y (X, t)dX(0) then the Lyapunov exponent associated
with these trajectories is
λ = lim
t→∞
1
t
log
|dX(t)|
|dX(0)| = limt→∞
1
t
log (Y (X, t)dX(0)).
(A1)
For almost all trajectories X(t) and almost all tangent
vectors dX(t) the limit in Eq.(A1) converges to the
largest Lyapunov exponent of the system [59, 60].
Using a similar approach it is possible to calculate
the entire Lyapunov spectrum. Instead of a single tra-
jectory, consider a d-dimensional parallelepiped defined
by d vectors tangent to the manifold at point X(t),
U(t) = {dX1(t), dX2(t), ..., dXd(t)}. The volume of the
parallelepiped will evolve over time in a manner deter-
mined by the d Lyapunov exponents
d∑
i=1
λi = lim
t→∞
1
t
log (Vold(Y (X, t)U(0))). (A2)
Unfortunately, the Lyapunov spectrum cannot be easily
extracted using this method. As t → ∞ the different
tangent vectors comprising the parallelepiped all begin to
point in the direction of the largest Lyapunov exponent.
Many methods have been introduced to circumvent this
issue. We use an algorithm introduced by Bennetin et al.
[12].
An orthonormal basis for the tangent space V(t) =
{dXˆ1(t), dXˆ2(t), ..., dXˆd(t)} is defined and then evolved
for a short time:
U(t+ δt) = Y (X, t)V(t). (A3)
This evolution rotates and changes the length of each of
the unit vectors in V(t). By performing a QR decom-
position on U(t + δt) we can separate these two effects:
U(t+ δt) = Q(t+ δt)R(t+ δt) . V(t+ δt) ≡ Q(t+ δt) is
a new orthonormal basis for the tangent space, obtained
by rotating the basis vectors from the previous time step.
Since det[U(t + δt)] =
∏
iRii the diagonal elements of
R(t+ δt) capture the extent to which the volume of the
parallelepiped at the previous time step has changed.
This process is repeated iteratively to obtain a se-
quence of matrices R(t) from which me may extract the
Lyapunov spectrum using
λi = lim
N→∞
1
Nδt
N∑
n=1
log |Rii(nδt)|. (A4)
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Appendix B: Implementing the TDVP
Here we provide details of the time-dependent varia-
tional principle used to generate our numerical results.
Our implementation closely follows that of Haegeman et
al[9] and we refer to the original papers for further details.
Here we give a brief summary noting in particular aspects
that require modification for the thermofield MPS.
1. Matrix product state TDVP
A variational wavefunction |ψ(A)〉 defined by a ma-
trix product state Aσij evolves on the manifold of ma-
trix product states according to Eq.(3) with the appro-
priate identification of varaibles and indices: X → A,
i→ I ≡ {i, j, σ} giving
〈∂A¯Iψ|∂AJψ〉A˙J = i〈∂A¯Iψ|Hˆ|ψ〉. (B1)
Determining the time evolution of |ψ(A)〉 from equa-
tion Eq.(B1) requires inversion of the Gram matrix
〈∂A¯Iψ|∂AJψ〉. In the case of matrix product states this
is a dD2 × dD2 matrix, however not all of the dD2 tan-
gent vectors are linearly independent so the Gram ma-
trix cannot be inverted. As noted in Ref.[9], this can
be resolved by imposing a gauge fixing condition on the
states |∂AJψ(A)〉 parameterizing the tangent space. We
follow Ref.[9] and use the left tangent gauge fixing con-
dition,
∑d
σ=1A
σ†
ij ljkdA
σ
kl = 0, where l is the left envi-
ronment, i.e. the result of contracting the MPS state
with its conjugate on every site to the left of a given
site and dA is an update to the MPS tensor such that
A → A + dA. This gauge condition can be achieved by
constructing Li,(σj) = [Aσl
1
2 ]ij and calculating its null
vectors, [VL])(iσ),j . If the null space is reshaped to [VL]σij
then a dA that satisfies the tangent gauge condition can
be written as
dAσ(x) = l−
1
2V σLXr
− 12 , (B2)
where r is the right environment.. Using this param-
eterizing the Gram matrix becomes diagonal and the
time evolution of the state can determined by evaluat-
ing Eq.(3) to find the (d2 − 1)D ×D matrix X.
2. Inverse-free algorithm
While this algorithm is sufficient to determine the time
evolution of a matrix product state at fixed bond dimen-
sion it has two flaws. Firstly, it necessarily involves in-
verting Schmidt coefficients and therefore encounters is-
sues when a state has small Schmidt values. Secondly,
there is no easy way to increase the bond dimension of
the matrix product state as we may need to if we start
from say a product state initial state. Both of these is-
sues can be solved by using an inverse-free version of the
TDVP algorithm[61]. Here we provide minor modifica-
tions to this algorithm required to study real-time evolu-
tion rather than imaginary-time evolution as studied in
[61].
An inverse-free algorithm uses A in both left and right
canonical forms, AL and AR respectively. For AL the
dominant left eigenvector of the transfer matrix is l = I
and dominant right eigenvector is r = cc†. For AR the
dominant left eigenvector of the transfer matrix is l = c†c
and dominant right eigenvector is r = I. The algorithm
has three key steps:
i. AR and c can be calculated from AL in an inverse-free
method by iterating
[c(i+1), AR(i+1)] = RQ(ALci) (B3)
until ci+1 ≈ ci where RQ(M) is an RQ decomposition.
ii. An inverse-free update of AL(t) is found by solving
minA˜L |A˜Lc(t+ δt)−AC(t+ δt)| (B4)
where we have defined AC = ALc = cAR, with
AC(t+ δt) = AL(t)c(t) + δt d(ALc)/dt
and c(t + δt) = c(t) + δt dc/dt. The time derivative of
AL is obtained from Eq.(B1) and that of c from
(I−
d∑
σ=1
AσL ⊗ A¯σR)
dc
dt
=
d∑
σ=1
AσL
dt
cAσ†R . (B5)
Eq.(B5) follows from writing dcdt =
d
dt (
∑d
σ=1A
σ
LcA¯
σ
R)
and using the right gauge fixing condition on AR to
impose
∑d
σ=1A
σ
ijcjkdA
σ†
R,kl = 0. iv. Eq.(B4) can be
solved performing qr decompositions on c(t + δt) and
AC(t+δt)(σi),j , c(t+δt) = qr and AC(t+δt)(σi),j = QR.
We find r = R so AL(t+δt)(σi),j) = Qq† and AL(t+δt)σij
can be found by reshaping this matrix.
3. Thermofield Double
The main modifications that we require to the stan-
dard MPS machinery is in its application to the ther-
mofield double and its time evolution. We parametrize
the thermofield double state |ψ (A )〉 by an expanded ma-
trix product state A σδIJ with a doubled physical index rep-
resenting the two copies of the system. The thermofield
double state is evolved using the expanded Hamiltonian,
H = H ⊗ 1 + 1 ⊗ H. The time-dependent variational
principle Eq.(3) is modified accordingly with A → A ,
H → H and {i, j, σ} → {I, J, σ, δ}.
The thermofield double is evidently symmetrical be-
tween the two copies of the physical space; observations
made on either copy will yield the same result. However,
this is not necessarily reflected in an explicit symmetry
of the tensor A σδI,J . We therefore impose the symmetry
A σδI,J = A
δσ
I˜,J˜
on our state, where I ≡ i⊗i′ and I˜ ≡ i′⊗i,
explicitly using an additional tangent space gauge fixing.
This prevents a key source of errors: thermofield doubles
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form a subspace of the doubled Hilbert space. Strictly
the dynamics under HH remains in this subspace, but nu-
merical errors can take the dynamics away from it.
For calculating our tangent state we find it more con-
venient to work in the a slightly different gauge in which
the symmetry condition is AAσδI,J = MAA
δσ
I˜,J˜
M , where
M =
(ID
2 (D+1)
0
0 −ID
2 (D−1),
)
(B6)
The tangent gauge fixing is then achieved as follows:
We first calculate V σδL,(IJ) using the method described
in section B 1. Symmetric ( 12V
σδ
L,(I,J) + M
1
2V
δσ
L,(IJ)) and
antisymmetric ( 12V
σδ
L,(IJ) −M 12V δσL,(I,J)) parts of V con-
tribute separately to dAA with corresponding symmetric
and antisymmetric parts of the matrices X. The sym-
metrised and anti-symmetrised spaces are each smaller
than the doubled space. A complete orthonormal ba-
sis for V keeping the first and a complete orthogonal
basis for each is obtained by keeping the first (d2 −
1)D(D + 1)/2 − D or (d2 − 1)D(D − 1)/2 + D (where
D = D2) columns of the Q from a QR decomposition
of the symmetrised or anti-symmetrised V respectively.
Full details of the implementation of this algorithm will
be communicated elsewhere. This constraint also re-
quires the modification of step iv. in the inverse-free
algorithm. A L(t+ δt) is calculated using QR decompo-
sitions on c(t + δt) and AAC(t + δt) but the symmetry
constraint requires Q to be modified. A new Q is ob-
tained by performing a QR decomposition on the sym-
metrised 12Q((σδ)I),((σδ)′I′) +
1
2MQ((δσ)I˜),((δσ)′I˜′)M
† and
keeping the first D columns.
Appendix C: Extraction of Lyapunov Spectrum
In Appendix A we discussed how to calculate the Lya-
punov spectrum of a trajectory in a dynamical system
using vectors in its tangent space, in Appendix B we ex-
plained how time evolution of a quantum state can be de-
termined using the time dependent variational principle,
we will now explain how to extract the Lyapunov spec-
trum of a quantum system using these methods. As de-
scribed in Section IVB, we are interested in the evolution
of the difference of two trajectories, i.e. the tangent vec-
tors to the variational manifold whose equation of motion
is given by linearizing Eq.(B1) using the parametrization
in terms of X given by Eq.(B2);
dX˙a(t) = i〈∂X¯a∂X¯bψ|Hˆ|ψ〉dXb(t)
+i〈∂X¯aψ|Hˆ|∂Xbψ〉dX¯b(t). (C1)
Our notation indicates a reshaping of the (d2 − 1)D×D
matrix X into a complex (d2 − 1)D2 vector. In the case
of thermofield double states, X is complex (d(d+ 1)/2−
1)D2-dimensional vector.
The right hand side of Eq.(C1) contains two parts:
F1 = 〈∂X¯aψ|Hˆ|∂Xbψ〉 is manifestly Hermitian and gen-
erates unitary rotations of the tangent vectors. F2 =
〈∂X¯a∂X¯bψ|Hˆ|ψ〉 is not Hermitian. Instead it is a symmet-
ric matrix F2 = FT2 and is responsible for the non-unitary
evolution of tangent vectors.
The Lyapunov spectrum is calculated by measuring the
extent to which a tangent vector dX(t) has changed in
magnitude between a time t and t+δt. Eq.(C1) describes
how the components dXa transform but doesn’t account
for the transformation of the tangent space basis. Taking
in to account the transformation of the tangent space
basis, we find
d(dXa〈∂Xaψ|)
dt
= dX˙a〈∂Xaψ|+ dXa
d〈∂Xaψ|
dt
= [dX˙a − Γ¯d,abdXdX˙b]〈∂Xaψ|
where X˙b is the time derivative of the coordinate
along the trajectory and Γ¯a,bc = 〈∂X¯b∂X¯cψ|∂Xaψ〉
is the Christoffel symbol, which allows us to write
d〈∂X¯aψ|/dt = Γ¯cabX˙c〈∂[barXbψ|. Note that in the
parametrization of Eq.(B2), the metric is simply a delta
function so that the difference between covariant and con-
travariant tensors is trivial.
Parallel transportation amounts to a modification to
Eq.(C1) with F2 being transformed to
F2 → F˜2 = 〈∂Xa∂Xbψ|Hˆ|ψ〉 − Γ¯cabX˙c (C2)
With this modification we can calculate the Lyapunov
spectrum. We will separate the real and imaginary com-
ponents of dX = dXR + idXI , F1 = FR1 + iF I1 and F˜2 =
F˜R2 + iF˜
I
2 . The real vector space is 2(d − 1)D2 dimen-
sional for matrix product states and (d(d+ 1)/2− 2)D2
for thermofield double states. Eq.(C1) can be rewritten
as: (
dX˙R
dX˙I
)
=
(
F I1 + F˜
I
2 F
R
1 − F˜R2
−FR1 − F˜R2 F I1 − F˜ I2
)(
dXR
dXI
)
(C3)
If F˜2 = 0 the Hermitian property of F1 would result in
a totally antisymmetric matrix in Eq.(C3), generating
purely orthogonal rotations on the tangent vectors. F˜2 is
responsible for the changing magnitude of a tangent vec-
tor upon moving along a trajectory, and therefore for the
generation of a non-zero Lyapunov spectrum. One im-
portant example in which F˜2 = 0 is local Hamiltonians
H =
∑
i hi. In this case, the parallel transport term can-
cels with F2, guaranteeing that the Lyapunov spectrum
is zero for every possible state.
Having accounted for these details, the Lyapunov spec-
trum of the system can be calculated using Eq.(C3) and
the methods in Appendix A.
