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Fluid-structure interaction is ubiquitous in natural and engineering systems. While in 
engineering applications, these aeroelastic phenomena have historically been considered as 
detrimental, in Nature there are widespread instances of biological systems designed specifically 
to take advantage of fluid-structure interaction phenomena. This research explores the notion of 
utilizing fluid-structure interaction to achieve a range of engineering objectives. In particular, we 
look at flow-induced flutter of highly flexible bodies such as flags, membranes, and filaments. We 
use fully-coupled fluid-structure interaction (FSI) CFD simulations to first explore two related 
engineering applications: heat transfer enhancement in forced-convection channel-flow heat 
exchangers, and mixing enhancement in low Reynolds number micromixers operating in the 
inertial microfluidic regime Re=O(1-100). In both applications, we show that the addition of a 
flapping membrane into a channel (or duct) flow can dramatically improve system performance for 
either heat transfer or mixing. Simulations are used to explore the flow physics underlying this 
improvement in performance. We then explore the use of inverted flags (flags where the leading 
edge is free, and the trailing edge is fixed) to harvest energy via flow-induced flutter. This study 
focuses on the use of multi-flag arrangements as a way to improve overall system performance. We 
also describe the design, fabrication and testing a 1ftx1ft cross-section low-Reynolds number 
(maximum speed of 20 m/s) wind tunnel which was developed in provide comprehensive validation 
data for the FSI simulations. 
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1.1 Utility vs. Nuance: The duality of flow-induced flutter  
Fluid-structure interaction is ubiquitous in natural and engineering systems. While in 
engineering applications aeroelasticity has historically been considered as detrimental, in nature 
there are widespread instances of biological systems designed specifically to utilize and take 
advantage of particular fluid-structure interaction phenomena. The classic engineering example 
taught to all undergraduate mechanical engineering students is of the infamous collapse of the 
Tacoma Narrows bridge in 1940, wherein the image seen in FIG. 1.1 of the galloping bridge 
moments before the bridges collapse serves as a lesson of the destructive potential of aeroelasticity. 
In many engineering applications fluid-structure interaction is a significant concern; in civil 
engineering for instance, considerable effort is invested in mitigating the vortex induced vibrations 
of tall buildings and other structures such as smokestacks and antennas caused by vortex shedding 








FIG. 1.1 – (a) Image of the Tacoma Narrows bridge exhibiting very large torsional deflection due to 
aeroelastic flutter taken prior to its collapse in 1940. (b) Image of a hummingbird in hovering flight prior to 
drinking from a flower. Thrust generation and flight control authority of small flyers (including 
hummingbirds) often relies on FSI phenomena. 
In aerospace engineering, there is rich variety of aeroelastic phenomena which were classified 
by Collar (1946). Many of these phenomena create significant challenges. Some threaten the 
structural integrity of a vehicle, as is the case with resonant aeroelastic flutter (Garrick & Reed III, 
1981) wherein structures such as an airplane wing can be excited at frequency near its structural 
resonant frequency, leading to positive feedback and eventual damage or failure. Others can 
threaten the operation of a vehicle as with aeroelastic control reversal where aeroelastic 
deformations of a wing or control surface can create flow conditions such that control inputs have 
opposite results compared with the expected behavior of the undeflected case. The goal of studying 
those fluid-structure interactions is to eventually mitigate or eliminate them. For example, 
currently, significant research effort aims to understand the flow-induced flutter of airfoils with the 
hope that more complete understanding of the underlying fluid-structure interactions would 




However, in nature, there are wide-ranging examples of fluid-structure interactions as 
beneficial, and even central to achieving a design goal. The flight of animals at low Re numbers 
(small birds and insects) often relies in part on the flexibility of the wings, one example being 
hummingbird wings. In fact, locomotion (i.e. swimming or flying) in fish, insects and birds takes 
advantage of flow-induced deformation and even flutter of flexible structures to improve 
performance. Prior studies into biological flow-induced flutter phenomena have examined topics 
such as wing flutter (Michelin & Llewellyn Smith, 2009; Tang, Yamamoto, & H. Dowell, 2003); as 
well as fish locomotion and insect flight (Lighthill, 1975; SHOELE & ZHU, 2010; Shoele & Zhu, 2012; 
Shoele & Zhu, 2013). One such case studied by others in our group is the marine invertebrate 
Aplysia, or the “sea hare”, which was investigated in the work by Zhou & Mittal (2018). As is 
common to these marine invertebrates, this animal has a large flexible, membranous wing-like 
structure called a parapodia which they flap to create thrust. It is important to note that the parapodia 
are not controlled throughout the chord, but instead only an area at the root of the membrane is 
actuated. The rest of the structures deformation is due to a combination of the forces from the 
actuated part of the membrane and the surrounding fluid forces. Yet it was shown that the specific 
deformations of the parapodia due to the fluid-structure interactions aided in the creation of the 
thrust generating vortical structures, indicating that the Aplysia has evolved an anatomy that takes 





FIG. 1.2 – Simulation results of a marine invertebrate called Aplysia from work by Zhou & Mittal (2018). 
(a) shows the forces on the flapping membrane and (b) shows the vortical structures shed by the membrane. 
Beyond locomotion there are many other examples of biological processes which are designed 
to utilize fluid-structure interactions. In the cases of phonation (Mittal, Erath, & Plesniak, 2013) or 
heart valves (Seo et al., 2014), the anatomy of the biological structures has evolved to take 
advantage of fluid forces to improve performance. In the case of phonation, the vocal folds are not 
actively driven, but instead vibrate due to the flow passing over them. In the case of heart valves, 
the entire system is designed to utilize flow-induced deformations, by way of the flexible 
membranous valves, to accomplish complex plumbing without external forcing or control. 
While historically FSI problems have been studied by the engineering community as a failure 
mode, more recently research has begun to examine methods and applications which can exploit 
these FSI phenomena. Many examples of these sorts of efforts have so far focused on the study of 
pitching and heaving airfoils as energy harvesters (Kinsey & Dumas, 2008), and while these systems 
certainly aim to take advantage of FSI phenomenon, they still mostly use rigid structures. However, 




could be designed to take advantage of flow-induced flutter of flexible bodies. Exploring a subset 
of such systems that harness flow-induced flutter to accomplish some useful thermo-fluidic task is 
the goal of this research. We examine three applications: heat transfer, energy harvesting, and 
mixing. In these applications flow-induced flutter of highly flexible membranes provides a novel 
engineering solution to an existing problem.  
 The Flapping Flag Phenomenon 
Flapping flags have been extensively studied in recent years, in part because they represent the 
archetype of a complex dynamic aeroelastic phenomenon, called flutter (Shelley & Zhang, 2011). 
Flutter can perhaps be best conceptualized by understanding the so called “Collar triangle” (Collar, 
1946), which classifies aeroelastic phenomena based on the relative importance of three key pieces 
of physics, each manifested by a force on a given structure. Those physics are the dynamics caused 
by inertial forces, the structural mechanics caused by elastic forces, and the fluid mechanics caused 
by the aerodynamic forces. Flutter is a case where all three of these physical phenomena are active 
and are coupled. It is defined as “an unstable, self-excited structural oscillation at a definite 
frequency where energy is extracted from the [flow]-stream by the motion of the structure” (Dowell 
et al., 1989).  
Flapping flags are a classic example of this because they represent this phenomenon without 
the otherwise typically accompanying structural damage and destruction. Furthermore, they 
represent a subset of a much larger class of FSI problems, as discussed by Shelley & Zhang in their 
2011 annual review paper on flapping flags: “The flapping of flags is a subset of a more general 
class of fluid-structure problems that concern the interaction of flexible sheets or bodies with high-
speed fluid flows”(Shelley & Zhang, 2011). They go on to mention that the study of the flapping 




Prior research on flow-induced flapping of flexible filaments or flags has focused on the 
problem as both a dynamical system and as a fluid dynamics problem (Shelley & Zhang, 2011). 
Considerable attention has been paid to the “regular flag” configuration, wherein the leading-edge 
is fixed and the trailing-edge is free. Single regular flags have been studied experimentally 
(Christophe Eloy, Kofman, & Schouveiler, 2012; Shelley, Vandenberghe, & Zhang, 2005; J. Zhang 
et al., 2000), analytically (Alben & Shelley, 2008; Alben, 2015; C. Eloy, Souilliez, & Schouveiler, 
2007; Shoele & Mittal, 2016b; Theodorsen, 1935; WATANABE et al., 2002), and computationally 
(Shoele & Mittal, 2014; Zhu & Peskin, 2002). These studies have examined many features of this 
system. 
 
FIG. 1.3 – From Shelley and Zhang 2011 annual review paper (Shelley & Zhang, 2011): (a,b) Soap film flow 
visualization of the wake structure downstream of a flexible filament showing (a) The stretched-straight state 
and (b) Flapping. (c-d) flapping envelopes showing (c) coherent flapping and (d) aperiodic flapping. (e) The 




Perhaps the most interesting feature of flapping flags in the context of this study is the rich 
variety of behaviors that is observed. This is shown in the FIG. 1.3 (Shelley & Zhang, 2011). In 
these figures, there are three key states for the flapping flag instability: (a) the stretched straight 
state, (c) the coherent flapping state, and (d) the aperiodic flapping state. Furthermore, flapping 
flags exhibit a wide variety of nonlinear phenomena. For example, the transitions between these 
behaviors regimes often exhibit bi-stability and hysteresis (Christophe Eloy et al., 2012). This rich 
variety of behaviors may be desirable from an engineering perspective as it allows the system to be 
tuned to a state that produces favorable behavior for a given objective. Furthermore, even within 
each flapping state regime there can be multiple flapping modes. This was shown both analytically 
and via a numerical experiment by Shoele & Mittal (2014) as shown in FIG. 1.4. 
 
FIG. 1.4 – Figure showing the flow-induced flutter modes and the corresponding vibration modes in a 
vacuum of flag at different points in the U*, M* parameter space (Shoele & Mittal, 2014). 
Here we can see the top row showing various flutter modes and the bottom row shows the 
various possible in-vacuo flutter modes for a flag or membrane clamped at one edge. As will be 
shown later in this work, flags can settle on different modes in this parameter space of the reduced 
velocity U*, the mass ratio M*, and even the Reynolds number. Another significant feature of the 
flapping flag problem that makes it interesting for engineering applications, is the ability of flapping 




for applications that involve mixing heated fluid or scalar species, where it is desirable to stretch 
and fold fluid regions, while still incurring the minimum additional energy losses. 
 
FIG. 1.5 – Examples of prior work investigating multi-flag configurations. (A) shows experimental soap film 
studies of tandem flags (Ristroph & Zhang, 2008) and (B) shows a numerical simulation of abreast flags 
(Favier, Revell, & Pinelli, 2015). 
Additionally, multi flag configurations have also been studied in both tandem configurations 
(ALBEN, 2009; Jia & Yin, 2008; S. KIM, HUANG, & SUNG, 2010; Ristroph & Zhang, 2008) as well as 
side-by-side (or abreast) configurations (Farnell, David, & Barton, 2004; Favier et al., 2015; J. Zhang 
et al., 2000; Zhu & Peskin, 2003).  Examples results from these studies are shown in FIG. 1.5. In 
the side-by-side configuration, Zhang, et al. (2000) and Zhu & Peskin (2003) were again able to 
identify distinct regimes based on separation distance. For close proximity (d/L < 0.2) the flags flap 
in-phase in so-called synchronized flapping; further apart (0.2 < d/L < 1.0) and the flags flap anti-
phase in the so-called clapping regime, and finally, at large enough distances, the flapping of the 





FIG. 1.6 – A regular flag (fixed leading edge, free trailing edge) and an inverted flag (free leading edge, 
fixed trailing edge) 
So far, we have discussed the beneficial aspects of what is called the “regular” flapping flag, 
wherein the leading edge is fixed and the trailing edge is free. However, there is another 
configuration called the “inverted” flapping flag wherein the leading-edge is free and the trailing-
edge is fixed. This system only produces interesting and potentially useful flutter phenomena for 
flags which are much stiffer than what is typically considered for regular flags. While considerable 
attention had been paid to the regular flag configuration, “inverted flag” configurations, wherein 
the leading edge is free and the trailing edge is fixed, are relatively new. The concept was first 
studied in earnest by Kim et al. (2013). They showed, and others since have confirmed that these 
flags can flutter with large amplitude at lower reduced velocities thereby making them useful for 
low-speed applications. They argued that for the particular application of electromechanical energy 
harvesting, the more unstable nature of the inverted system and the larger achievable flapping 
amplitudes could lead to better energy harvesting performance. Further studies have shown 
significantly improved energy harvesting potential of inverted flapping flags over regular flags 
(Orrego et al., 2017; Shoele & Mittal, 2016a). 
There have been numerous studies of multi-flag configurations involving regular flags, however, 
multi-inverted flag configurations have only recently been the subject of investigation. One such 
example is recent experimental work by Cerdeira, et al. (Huertas-Cerdeira, Fan, & Gharib, 2018). 




configuration) at various flag distances, reduced velocities, and flag length ratios, and showed that 
flag proximity can in fact increase the flutter amplitude.  
The phenomenological study of the flapping flag problem has characterized a rich variety of 
behaviors across a range of configurations. As discussed, these flow-induced flutter phenomena, 
and aeroelastic fluid-structure interactions in general, can have both beneficial and detrimental 
effects. It is the goal of this work to examine the beneficial effects. We explore novel applications 
where flow-induced flutter of thin elastic membranes, flags, and plates can be exploited for 
enhancing heat transfer and mixing, and to harvest energy from the flow. 
1.2 Motivating Applications 
In this work we primarily study flutter phenomena in two types of flapping flags (or 
membranes): the regular flag and the inverted flag. The inverted flag-study is motivated by the 
possibility of harvesting energy from the flutter using for instance, piezo-electric membranes. For 
the regular flags we are motivated by two applications: heat transfer enhancement and mixing 
enhancement. We examine this system in the context of two such engineering applications: low 
Reynolds number micro-mixers at inertial microscales for use in microfluidic devices, and heat 
transfer in a forced-convection channel-flow type heat-exchangers for both large industrial scales 
such as air cooled condensers for power plants and other industrial applications, as well as small 
scales such as high performance electronics cooling. 
 Microfluidic Mixing 
Mixing enhancement at the so-called inertial scale Reynolds numbers i.e. O(1)<Re<O(100) 
(Amini, Lee, & Di Carlo, 2014) has wide ranging applications in both chemical and biomedical 
engineering. Recent interest in this arena has been driven by the development of lab-on-a-chip 




field deployable, chemical or biological microfluidic devices (Cai et al., 2017; Capretto et al., 2011; 
Lee et al., 2011; Lee et al., 2016; Nguyen & Wu, 2004; Stone, Stroock, & Ajdari, 2004; Jun Zhang 
et al., 2016). The wide-ranging need for these devices has driven considerable research as various 
technological advancements, particularly in terms of manufacturing technology, have made such 
systems possible (Alam et al., 2018). Many of these potential applications involve creating low 
cost, field deployable, replacements for existing laboratory testing as can be seen in the cartoon of 
a lab on a chip in FIG. 1.7. The practical applications of these systems in many cases involve 
improvements to diagnosis of diseases and health conditions in areas without ready access to the 
infrastructure that is needed for traditional laboratories. As such, microfluidic devices are generally 
required to be cost efficient, energy efficient, simple to operate, and simple to fabricate on a large 
scale. Furthermore, with miniaturization often come new challenges and design requirements. 
These engineering goals drives improvements into all aspects of these devices. 
 
FIG. 1.7 – (a) cartoon showing the so called “lab on a chip” concept. (b) Image showing a standard mixing 
and reaction chamber using a zig-zagging channel design. 
Microfluidic devices often involve many different operations and subcomponents including 
pumps, mixers, separators, sorters, reactors, and others. One of these subsystems, the micromixer, 




and engineering goals for the microfluidic device overall also apply to micromixers in particular. 
Goals for mixers include fast mixing, low energy expenditure, low design complexity, ease of 
manufacture and operation, robustness to malfunction, and small overall footprint. While in 
principal even a straight channel could be an effective mixer given sufficient channel length and 
pumping power, the cutting-edge nature of microfluidic devices typically requires more clever 
solutions wherein achieving rapid mixing in a small space with minimal pumping power is critical.  
The need for rapid mixing is made even more crucial because in many cases, the mixed fluid 
is subject to some kind of chemical reaction or other assay. This means that the faster the fluids can 
be mixed, then less channel length would be required for a reaction chamber. Also, faster mixing 
means less time until the fluids are homogenously mixed which could be especially important if 
there is some time component to the reaction. In such cases, ideally all the fluid would start reacting 
at the same time, making rapid mixing of crucial importance. 
1.2.1.1 Inertial Reynolds Number Regime 
As discussed, these microfluidic devices used for analysis or synthesis in biological or chemical 
applications, often require fast mixing. However, in many applications, high throughput requires 
increased operational flow rates, which increases Reynolds and Peclet numbers, thereby reducing 
molecular diffusion-based mixing. However, the Reynolds number of these flows still remains too 
low to take advantage of mixing due to turbulence or other intrinsic fluid-dynamic instabilities (e.g. 
vortex shedding, as will be shown). The challenge then is to create devices which can accomplish 
efficient mixing without relying on these mechanisms. There is one regime in particular where this 
interplay is acute, wherein the Reynolds number is high enough to decrease molecular transport by 
increasing the Peclet number, while simultaneously the Re number is too low to access highly 




This regime is called the “inertial microfluidic” range that typically extends from Re~1 to 
Re~100. It exhibits interesting fluid dynamics, as it is a regime in which both the inertia of the flow 
and the viscosity are both finite and play an active role in the fluid dynamics and mixing. This leads 
to a number of interesting phenomena in this regime, and as such this Reynolds number range has 
seen significant research interest, particularly in recent years with the newfound focus on 
microfluidic devices. 
1.2.1.2 Active and Passive Mixers 
Within this context, inertial micromixers, as with all micromixers, may be categorized as 
“active” or “passive.” Wherein active mixing involves addition of energy beyond the pumping 
power required to move the fluid, and/or additional control or actuation to be externally applied to 
the system. Whereas, passive mixers use no external forcing or energy besides what is provided by 
the pump. 
 
FIG. 1.8 – Schematics of various active mixer designs from Nguyen & Wu (Nguyen & Wu, 2004). 
Active mixing comes in a wide variety of forms, some of which are shown in a schematic from 
the 2004 review paper by Nguyen & Wu (2004) in FIG. 1.8. Active mixing can come in the form 
of pressure perturbations (Afzal & Kim, 2015; Glasgow & Aubry, 2003; Xia & Zhong, 2013), or can 
be mechanical (Khatavkar et al., 2007; K. S. Ryu et al., 2004), electromagnetic (Oddy, Santiago, & 
Mikkelsen, 2001; Tai et al., 2006), acoustic (Ahmed et al., 2009; Van Phan et al., 2015), or can use 




spatial and temporal variations into the flow which enhance mixing.  This approach can be very 
effective, but it adds significant complexity, which increases cost and decreases system reliability. 
 
FIG. 1.9 – Schematics of passive mixers from Nguyen & Wu (Nguyen & Wu, 2004). (A) shows 3 major 
categories of passive mixing strategies, while (B) shows a number of previously investigated passive mixers 
for “intermediate Re numbers” which they define as Re = O(10-100). 
Passive mixers require no external forcing, but instead, use only the energy of flow (i.e. 
pumping power) to induce mixing. FIG. 1.9 shows a variety of schematics of passive mixers for 
channel flow configurations (Nguyen & Wu, 2004). Here, (A) shows three major passive mixing 
strategies and (B) shows several previously studied passive mixer designs for so called 
“intermediate Re number” which they define as Re = O(10-100). The use of complex channel paths 
(curved, sinusoids, zig-zags, and square wave shapes etc.) is a common passive mixing technique 
(Afzal & Kim, 2012; Hossain, Ansari, & Kim, 2009; Lee et al., 2016). Other devices such as the so-
called chaotic advection mixers use obstacles to introduce complex, spatially varying velocity 
gradients into the flow as a way to enhance mixing (Stroock et al., 2002). While these passive 
mixers have a simpler design, they usually underperform compared to active mixers (Nguyen & 
Wu, 2004; Wu & Nguyen, 2005). This is because these passive mixers are also always “static” and 
do not introduce any temporal fluctuations into the flow. Furthermore, these passive mixers also 
incur large pressure losses and this manifests as increased pumping power as well as higher channel 




In our low Re mixing work, we explore a new approach to inertial micromixing; one that 
exploits flow-induced flutter of membranes to enhance mixing. These “flutter mixers” may be 
considered passive in that they do not require any energy input or external control beyond the 
pumping power that drives the flow. However, their effect is akin to active mixers in that they 
introduce complex spatial as well as temporal fluctuations into the flow. These flutter micromixers 
have several desirable traits: first, as will be show later, the flutter instability occurs over a wide 
range of Reynolds numbers relevant to inertial micromixing and their mixing performance 
improves with increasing Reynolds number. Second, the structural parameters (density and 
elasticity) of the fluttering element can in-principle be chosen to optimize the flutter for a given 
mixing application. Third, the device complexity should be lower than active mixers. Finally, as 
will be shown, significant mixing enhancement can be accomplished over very short channel 
lengths with a relatively small attendant pressure loss. 
Previous studies examined the use of membrane flutter in channels to enhance heat transfer in 
heat-sinks appropriate for electronic cooling applications (Herrault et al., 2012; Rips et al., 2017; 
Shoele & Mittal, 2014). The Reynolds numbers for these applications is typically O(1000) or higher 
(Herrault et al., 2012) where membrane flutter is guaranteed, although the simulations did show 
sustained flutter at a Reynolds number of 50. Past experimental work on flapping 
flags/membranes/filaments has also been at O(1000) or higher Reynolds numbers (Ait 
Abderrahmane et al., 2012; Dessi & Mazzocconi, 2015; CHRISTOPHE ELOY et al., 2008; Gibbs et 
al., 2014; D. Kim et al., 2013; Shelley & Zhang, 2011; Taneda, 1968; J. Zhang et al., 2000)  whereas 
a significant number of computational modeling studies have employed inviscid models (Alben, 
2008; ALBEN, 2008; Alben & Shelley, 2008; Alben, 2015; Argentina & Mahadevan, 2005; Doaré, 
Sauzade, & Eloy, 2011; C. Eloy et al., 2007; Kornecki, Dowell, & O'Brien, 1976; Theodorsen, 1935). 
Even modeling studies employing viscous flow models have mostly focused on Reynolds number 




much of the previous work is not directly relevant to the inertial micromixing regime where 
Reynolds numbers extend down to O(10) and viscous effects are much more significant.  
The work focuses on flow-induced membrane flutter in the O(10-100) Reynolds number 
regime that is relevant for inertial micromixing, and provides a detailed description of the flutter 
dynamics, flow features, and mixing performance. We first employ flow simulations in a simple 
two-dimensional (2D) model of an inertial scale micromixer and examine the effect of key 
parameters such as Reynolds and Schmidt numbers, as well as reduced velocity and confinement 
ratio on the flutter dynamics, flow/vortex features, pressure losses and mixing quality. We also 
explore strategies for extending downwards the range of Reynolds number for which such mixers 
could be used. We compare the flutter mixer performance with an analogy to post mixers via a 
circular cylinder. As the final component of our 2D mixing analysis, we examine tandem 
configurations of flutter mixers with different membrane lengths to assess the potential utility of 
multi-flutter mixer designs. 
We then use three-dimensional (3D) fully-coupled fluid-structure interaction simulations. We 
again explore the dependence of the 3D flags on the Reynolds number. We also perform a 
preliminary exploration of the parameter space which is unique to the 3D system, namely the flag 
aspect ratio and the spanwise gap between the flag edges and the sidewalls. We then compare the 
results of the 2D and 3D investigations both to understand the fidelity limitations of the 2D study, 
as well as to glean further understanding of both models of the system through their comparison. 
 Heat Transfer Enhancement 
Another application which is in many ways related to mixing is forced-convection channel-
flow heat-exchangers, which play a vital role in industrial and scientific systems. From applications 
with dedicated heat transfer goals (e.g. condensers, refrigeration, and industrial heat exchangers) 




when more passive methods cannot provide adequate heat flux. But even forced convection heat 
exchangers can reach performance saturation. Often these barriers act as the primary limiting factor 
on a design, and said systems are described as “heat limited”. Thus, heat transfer enhancement a 
critical issue for many technologies. 
Heat transfer enhancement is not simply increased heat flux over some reference design. As 
with any notion of performance, heat transfer enhancement must be considered from an efficiency 
perspective. Forced convection heat exchangers have an implicit cost of performance which is the 
energy used to drive the flow, or more practically, the power required to drive the pump or the fan. 
Any notion of improved performance must be normalized by this input energy, essentially 
answering the question of whether the increased heat flux due to the device is worth its cost in 
pump power. To achieve this type of comparison, this work uses the Thermal Enhancement Factor 
(TEF) (Webb, 1981). 
Many approaches to heat transfer enhancement in forced convection heat exchangers have been 
studied. Much like the work on mixers, these methods can be broadly categorized as either active 
or passive systems by whether they require external energy input or control to function. However, 
in the case of heat transfer applications, far more effort has been focused on passive devices. 
Examples of some general categories of passive methods can be seen in FIG. 1.10. (A) and (C) 
show examples of vortex generator methods (Jacobi & Shah, 1995) where small obstructions are 
placed on the channel walls to create streamwise vortices. (B) shows examples of ribbed channels 
(Tanda, 2004) which both increase the surface area of the wall, and increase heat transfer by 
creating a turbulent boundary layer.  
Broadly speaking, one would expect active methods to outperform passive methods, usually 




comes at the cost of practical considerations such as system complexity, ease of manufacture and 
maintenance, and probability of failure. 
 
FIG. 1.10 – Examples of forced convection channel flow heat exchangers. (A) and (C) show examples of 
surface mounted vortex generators (Jacobi & Shah, 1995). (B) shows examples of ribbed channels with 
various rib patterns (Tanda, 2004). 
An ideal system would generate unsteadiness with no external control or energy input. One 
such system is flapping flag heat transfer enhancement devices which have been shown in our prior 
2D simulations  (Shoele & Mittal, 2014) and experiments by the group of Ari Glezer at George 
Tech (Herrault et al., 2012) to dramatically improve heat transfer performance. The results of this 




disrupting the boundary layers of the smooth channel flow profile, thereby increasing the heat flux 
through the walls. The 2D simplification used in our prior simulations is clearly an idealized 
perspective. While the prior work shows the potential for significant performance improvements, 
these idealizations both regarding 2D simplification as well as the assumption of simple rectangular 
channels create uncertainty into the practicable realization of these performance gains. This is 
because existing forced convection channel flow heat exchanger designs come in a wide variety of 
channel shapes because of various practical engineering requirements. 
Initially we explored the idea of using a prescribed motion method to impose the 2D flapping 
behavior of the flag onto the 3D system. To do this we modeled the 2D flapping dynamics as a 
traveling wave and imposed that behavior as a prescribed motion method on a 3D membrane. This 
would provide the 3D fluid dynamics and would allow us to explore system parameters which can 
only exist in 3D such as flag aspect ratio and spanwise confinement. However that investigation 
(Rips et al., 2017) assumes that the infinite span flapping behavior and the finite span flapping 
behavior is sufficiently comparable. However as has been shown in the literature (C. Eloy et al., 
2007), there are considerable changes in the system dynamics and stability in going from 2D to 3D 
flags.  
In the current work, we use a 3D, fully coupled fluid-structure-thermal (FST) interaction model 
to simulate, the behavior of the flapping membrane in the channel. This lends significant additional 
fidelity to the model and captures the flapping dynamics of the finite span membrane. It also allows 
for the study of designs and configurations in which the prescribed motion method would not be 
appropriate, namely non-rectangular channel geometries. There are multiple potential issues for a 
prescribed motion method with varying the channel shape. First, it seems at the outset that the flag 
dynamics would be sensitive to the channel shape, especially if the channel shape somehow 




vortical structures produced by the flag and the boundary layer, it is possible that these interactions 
may be sensitive to the channel geometry.  
In this work we will first compare the high-fidelity 3D simulations to a 2D system comparable 
to the prior investigation. We will then investigate various 3D aspects of this system including 
channel shapes, flag aspect ratios, as well as other flag configurations. The goal is to evaluate the 
robustness of this device and its sensitivity to system parameters that would vary in practical 
applications; both to better understand its utility in industrial and scientific applications, and to fully 
examine the specific fluid dynamic mechanisms responsible for this design’s significant heat 
transfer enhancement. 
 Energy Harvesting 
One of the first engineering applications studied by the fluid-structure interaction community 
where a flow-induced flutter phenomenon would be utilized in a beneficial manner was piezo-
electric energy harvesting (Allen & Smits, 2001). A variety of flutter-based energy harvesting 
devices have been studied using various approaches with varying success. Many initial attempts to 
design flutter energy harvesters focused on regular flags (Allen & Smits, 2001; Taylor et al., 2001; 
Li, Yuan, & Lipson, 2011; Michelin & Doaré, 2013). These studies showed energy harvesting 
success, however, it became apparent that regular flags have a significant limitation in that the 
deformation amplitude and local curvature are low compared to the length of the flag.  
The earliest work on inverted flags for energy harvesting by (Akaydin, Elvin, & Andreopoulos, 
2010) used a cylinder upstream of the inverted flag however, this only led to small amplitude 
deformations. A more thorough study of the inverted flag parameter space by Kim et. al. (2013) 
showed that inverted flags were in-fact much better candidates for piezo-electric energy harvesting 
because they experienced significantly greater flapping amplitudes. In light of the observations by 




configuration, a number of other recent studies have examined the single inverted flapping flag (J. 
Ryu et al., 2015; Sader et al., 2016). Following the work by Kim et al., Shoele & Mittal (2016a) 
were also able to show this effect using 2D fluid-structure-electromechanical interaction 
simulations, where the behavior regimes and vortex shedding phenomena of the inverted 
piezoelectric flapping flags were studied in detail. Furthermore, that work examined how the 
extraction of energy from the piezoelectric materials would affect the observed flapping behaviors. 
In our study, we focus on the behavior and performance of multi-flag systems. This is partly 
because real world applications will likely consist of arrays of harvesters. Furthermore, multi-
inverted flag configurations are valuable candidates for study since these configurations act as a 
surrogate for more complex fluid-structure interaction problems. In particular, they can serve as a 
model for problems featuring coupled large-scale deformation of relatively stiff bodies. Insights 
gained from the study of single-regular flags, multi-regular flags, single-inverted flags, and now 
multi-inverted flags can serve as a base towards understanding a broad group of fluid-structure 
interaction problems in the flow induced-flutter regime, with the single-flag studies demonstrating 
individual behaviors and the multi-flag studies demonstrating coupled group behaviors. 
Additionally, there are real-world problems for which multi-inverted flags serve as a simplified 
model besides piezoelectric energy harvesters. These include phenomena such as leaf flutter, fish 
schooling, and bird flocking where multiple moving/flexible bodies are affected due to the 
dynamics of the intervening flow.  
Finally, as discussed above, the potential engineering applications for inverted flags will likely 
involve multiple flags working in close proximity. For example, prototype concepts for inverted 
flag electromechanical energy harvesting could use a bio-inspired tree-like structure to hold many 
piezo-electric harvesters. More broadly, the argument for these systems often involve ideas like 
economies of scale and ease of deployment, wherein a single energy harvester may not out perform 




For these engineering applications, understanding the coupled dynamics of multi-inverted flag 
systems is a key step towards real world deployment. 
In this part of the study, we examine the fluid dynamics, flapping behavior, and energy 
harvesting potential of multi-inverted flag configurations in both the tandem and side by side 
configuration. For both configurations we perform a fine grain parametric sweep over the 
separation distance using coupled FSI numerical simulations. To develop insights and 
recommendations towards optimized multi-inverted flag energy harvesting, we explore three key 
motivating questions. First, we look for distinct behavior regimes based on separation distance. 
These systems are highly stochastic, so identification and segregation into discrete regimes can 
simplify our analysis. Second, we examine the fluid dynamics (the vortex shedding behaviors), and 
the fluid-structure interaction for both the individual flags and for the coupling between the flags. 
Understanding these dynamics could lead to insights which may assist in understanding more 
complex theoretical problems, and more complex real-world phenomena. Third, we use three key 
performance metrics: the phase shift, the RMS of the amplitude, and the flapping Strouhal number 





In this research we use various computational fluid dynamics approaches which all fall into the 
category of immersed boundary methods (Mittal & Iaccarino, 2005). Immersed boundary methods 
are a valuable tool in CFD. They provide a highly generalized framework which is largely agnostic 
to the details of the geometry/boundary in the problem. This is accomplished by decoupling the 
shape of the fluid mesh from the geometries in the fluid. In the immersed boundary methods that 
we use in this work, the Eulerian fluid field is always represented on a Cartesian grid. The body in 
question is then represented by its own Lagrangian grid and is immersed within the fluid mesh. The 
challenge then is to impose boundary conditions for the immersed body onto the fluid grid which 
does not have nodes at the surface of the body.  
Therein also lies the distinction between the various techniques used in this work. In this 
research we use different immersed boundary approaches depending on the specifics of the 
structure in question. If the structure is either stationary with respect to the flow, or if it is moving 
according to a prescribed motion, we use a sharp-interface approach which is at the core of the in-
house code of our group ViCar3D (Mittal et al., 2008). The other situation is flow with flexible 
bodies subject to fluid-structure interactions. In this work, those bodies are either represented as 
2D membranes or 1D filaments (for 3D and 2D simulations respectively). Their behavior is subject 
to their own structural governing equations which are driven by the force exerted by the fluid. In 







In this section we will first describe the flow solver as this component is common to both our 
immersed boundary techniques followed by a description of the structural solver used to simulate 
the governing equations defining the bodies dynamics. We will describe the sharp-interface 
immersed boundary method used in our solver for standard rigid bodies. We will then explain the 
penalty method diffuse-interface immersed boundary method used for flexible bodies subject to 
fluid-structure interactions. In that section we will discuss the diffuse interface immersed boundary 
method, the penalty method FSI coupling. The last solver we discuss is the scalar solver used to 
model passively advected scalars such as heat or some other species in the flow. Finally, we will 
discuss the validation and verification of the various components of our solver. Included in that 
validation work is a description of the development of a medium-sized wind tunnel that was 
designed and built as part of the work in pursuit of this validation effort. 
2.1 Numerical solvers 
 The Flow Solver 
One of the primary benefits of immersed boundary methods is the simplification of the flow 
solver for configurations that involve complex geometries and/or moving boundaries. Because the 
flow solver is agnostic to the geometry and position of the boundary, we are able to use Cartesian 
grids and finite differencing for our discretization scheme. To discuss this numerical method, first 
we must describe the underlying physics being modeled. Here the fluid is described according to 
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Where x  is the position vector in the fluid domain, u  is the velocity vector, p is the dynamic 
pressure, ρ is the fluid density, ν is the dynamic viscosity of the fluid and f is the penalty method 
coupling force which will be discussed in a later section. Eqn. (2.1) describes the conservation of 
momentum of the fluid and Eqn. (2.2) describes the conservation of mass in the fluid. These 
equations can be non-dimesionalized according to the following characteristic scales: L is some 
characteristic length (either the flag length or the channel width in our simulations), U is some 
characteristic velocity (the mean velocity of the channel flow U , or the far field velocity ∞U ), and 
ρ is the fluid density. Then the characteristic time scale is /L U , and the characteristic pressure 
scale is ρ 2U . Using these scales, the Navier-Stokes Equations (2.1) and (2.2) can then be 
expressed in their nondimensional forms: 
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where i; j = 1, 2, 3, and the same variable names u and p are used for the nondimensionalized 
variables for convenience. Here Re is the Reynolds number defined as ν=Re UL . These equations 
are then discretized on a Cartesian mesh in a semi-staggered approach. Here, the variables ui and p 
are stored at the cell centers, and in addition, face centered velocities Ui are also computed and 
stored. These additional face centered velocities are needed in support of a fractional step approach 
used to decouple the calculations for the pressure and momentum.  
The fractional step method used here splits up the solution of the Navier-Stokes equations into 
several steps. First, an advection-diffusion equation is solved iteratively for an intermediate 
velocity variable ∗iu . Here, the convective and diffusive terms are discretized using finite-central 




Nicholson approach for the diffusive term so as to achieve second order accuracy in time according 
to: 
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where iC and iD are the convective and diffusive terms respectively, 
δ
δ ix
is a second order 
central difference, and superscripts represent the relative timestep. This equation is solved using a 
Gauss-Seidel Line-SOR method. The intermediate cell-centered velocity ∗iu is then interpolated 
onto the face centers to create ∗iU which is then used to calculate the pressure at the new time step. 
This is accomplished by requiring that the divergence of the velocity at the new time step be zero 
(according to Eqn. (2.4)), which is done by setting the divergence of the momentum equation equal 
to zero, which creates the Pressure Poisson Equation: 
 δ δ δ
δ δ δ
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where Neumann boundary conditions are used for the pressure at any boundary. Herein we can 
see the benefit of the semi-staggered approach of keeping face-centered velocities as the first 
derivative of the intermediate velocity because the discretization of the first derivative of ∗iu would 
be subject to even-odd decoupling as it is one order lower than the discretization needed for the 
pressure. With the semi-staggered method, the velocities can be taken at the immediate cell faces, 
and the pressure can be taken at the adjacent cell centers, eliminating the even-odd decoupling issue 
as all the values are taken from neighboring locations meaning no neighbor-skipping is needed. In 




for most of the work presented in this thesis. A much more detailed discussion on the method can 
be found in Zhu et al. (2017). 
Once the new pressure np is calculated, it is used to correct the intermediate velocities 
calculated earlier. This correction step is performed to calculate both niu and niU as the face-centered 
velocities are needed for the convective term in the momentum advection diffusion equation. It is 




























  (2.9) 
where the subscripts denote cell-centered and face-centered. The boundary conditions for 
pressure are always taken to be Neumann boundary conditions. The boundary conditions for the 
velocity at the outer boundaries are problem specific but are typically subject to a ghost cell 
approach to preserve the spatial accuracy of the solver. The momentum boundary conditions for 
anything that isn’t the outer domain boundaries depend on whether the sharp interface method is 
being used (solid and prescribed motion bodies) or if the diffuse interface penalty method is used 
(FSI bodies). These methods will be discussed in following sections. The pressure equation is 
solved using a B-Conjugate Gradient (BiCGSTAB) method (Zhu et al., 2017). 
 Structural Solver 
This work examines both two-dimensional (2D) and three-dimensional (3D) systems which 
have one-dimensional (1D) filaments, and two-dimensional (2D) membranes respectively. In 
principle the solution procedure is very similar for the 1D and 2D structural solvers. However, there 
are sufficiently significant differences in the calculation, especially in handling of the tension force 




both solvers use finite differencing to solve their governing equations. This method was chosen 
over the more conventional finite element methods because the bodies in question always had a 
uniform, and typically rectangular shape. Finite-differencing methods have the benefit that they are 
generally far simpler to implement than finite-element methods. 
2.1.2.1 2D Structural Solver 
In the 2D flow configuration with a 1D filament, the structure is defined using a 1D Lagrangian 
curvilinear grid whose grid points are defined using the coordinate s which represents the path 
along the filament. The filament is assumed to be massive, zero-thickness, and inextensible with 
its dynamics governed by: 
 σ γ
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where sm is the excess mass per unit area, ( ) ( )=, ,s t x yX  is the Cartesian coordinates of a 
point on the filament at a given time, σ  is the tension in the membrane, γ is the bending rigidity, g 
is the acceleration due to gravity and F is the coupling force associated with the penalty forcing 
method which will be discussed in a following section. To create a non-dimensional form of this 
equation, we first identify the two key non-dimensional parameters for the structural system; the 
mass ratio M* and the reduced velocity U*: 
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Where ρ f  is the fluid density, L is the characteristic length of the system (typically the filament 
length), sm  is the excess mass of the filament defined as ρ= −s m f sm m h  where mm  is the filament 
mass and sh  is the filament thickness. U is the characteristic fluid velocity and bk  is the bending 
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Where E is the Young’s Modulus of the filament, h is the thickness, and ν  is the Poisson’s 
ratio for the filament. The governing equation for the position of the filament can then be 
nondimensionalized with ρ 2mU  for the term containing the tension σ , ρ 2 2mU L  for the term 
containing the bending rigidity γ , and ρ 2 2mU L  for the term containing the Lagrangian coupling 
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Where Fr is the Froude number defined as = 2gFr L U , and =g g . Note that for convenience 
the dimensionless quantities use the same notation as their dimensional counterparts. Also, in many 
of the problems explored in the following chapters, gravity is assumed to play an insignificant role, 
and thus Fr is very small and assumed to be 0. To calculate the tensionσ  we use the assumption 
that the filament is inextensible which follows the work of Tornberg & Shelley (2004) and Huang 
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This constraint is then used to derive an equation forσ by first taking a derivative of Eqn. (2.13) 
and then taking the inner product with ∂ ∂sX  (Shoele & Zhu, 2012). This leads to the following 
Poisson equation forσ : 
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Where Fb is the bending force. Free end boundary conditions are defined as: 








X  (2.17) 
All fixed end boundary conditions used in this work are clamped boundary conditions defined 
as: 
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To numerically solve these governing equations, the filament is discretized with staggered grids 
where the tension is defined at the centroid of the element and all other variables are defined at the 
nodes.  
2.1.2.2 3D Structural Solver 
The structural solver for the 3D system with a 2D membrane is in many ways similar to that of 
the 2D system with a 1D filament. The major differences lie in the expression for the governing 
equation as it must be solved in two directions. The structure is defined using a curvilinear 
Lagrangian grid with ( )1 2,s s  coordinates which represents the path length along the membrane 
which can be understood to be the streamwise and spanwise directions if the membrane is stationary 
and undeflected. The membrane is assumed to be massive, zero-thickness, and elastic. Its dynamics 
are subject to the following governing equation for its position X : 
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where sm is the excess mass per unit area, ( ) ( )=1 2, , , ,s s t x y zX  is the Cartesian coordinates of 
a point on the membrane at a given time, δ is the bending and twisting coefficients, g is gravity, 
and F is the coupling force associated with the penalty method. σ  is the in-plane tension in the 
membrane and is defined as: 
 σ
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Where Tijc  are the tension coefficients for the membrane, specifically 11c  in the 1s  direction 
and 22c  in the 2s  direction. The dynamics equation, equation (2.19), can be nondimensionalized to 











i j i j i ji j
M
Fr
s s s s s st U
X X X g
F   (2.21) 
Note that just as before, the same variable names have been used for the nondimensional values 
for convenience. In all of the 3D studies in this work, gravity is negligible and thus Fr=0. For the 
3D membrane, we do not use an inextensibility constraint, and instead the expression for the in-
plane tension is discretized and calculated along with the other terms. At the fixed leading edge, a 
simply supported boundary condition is used: 









X  at =1 0s   (2.22) 


































and σ = 0ij  on the free edges. 
 Sharp Interface Immersed Boundary Method 
For stationary rigid bodies, or any bodies that are subject to simple prescribed motion, we use 
a sharp-interface immersed boundary method. This method is the cornerstone of the in-house code 
ViCar3D and has been described in detail in a number of publications including (Mittal et al., 2008; 
Seo & Mittal, 2011). In the work presented in this thesis, this method is used in a number of cases 
from non-rectangular channel walls, to immersed cylinders. As it is not the focus of the research 
presented herein, only an abbreviated description of how it works will be discussed. 
In this method, the goal is to apply boundary conditions to the fluid such that no-slip, no-
penetration is prescribed exactly at the location of the desired surface, regardless of the grid being 
used. To accomplish this, the body is represented using a closed triangular mesh. Then, the fluid 
cells are tagged as either inside the body or outside the body, with a further specification for those 
cells that are inside the body but have no additional cells between them and the surface, called ghost 
cells. Quickly tagging the points in this manner is complicated, but in general it is accomplished 
by taking the dot product between a vector extending from a given surface triangular element and 
a fluid cell center, with the vector defining the normal of that surface element. Depending on the 
sign of that dot product the cell can be determined if it is inside or outside the body as can be seen 
in FIG. 2.1 (a) from the Mittal et. al., (2008). The procedure for finding which of the internal points 
are closest to the boundary is also complicated, but it is noted that this procedure need only happen 
once for stationary bodies, and while it does happen at every time-step for moving bodies, the body 
CFL number requires that the body move a finite jump per time step, meaning the points that need 
to be re-searched to determine if they are ghost cells is limited to those just around the body in the 




previous timestep but are newly in the fluid in the current time step are called freshcells and must 
be identified and assigned appropriate velocities and pressure as well. 
  
FIG. 2.1 – Figures from Mittal, et. al., 2008 showing (a) the method for identifying points inside or outside 
a surface, and (b) the method for calculating the proper velocity for the ghost cell points to satisfy the sharp-
interface boundary conditions. 
Identification of the ghost cells is key to this method, as that is where the boundary conditions 
for the surface are applied. The notion is that there must be some value for the velocity at a ghost 
cell such that the velocity at the interface (between that ghost cell and other neighboring fluid cells) 
is exactly zero. This is accomplished by first extending a line segment from the ghost cell to the 
boundary such that the length of the line is minimized and then finding the point on the boundary 
closest to the ghost cell which is called the body intercept point (BI). Then, another line segment is 
drawn from BI into the fluid that is colinear with the line GC-BI and is the same length as GC-BI. 
The end of this segment is called the image point IP and likely falls somewhere between fluid cell 
centers. At this point, we know that the velocities must be zero at BI and we are looking for 
velocities at GC that would satisfy this. To find this velocity we can then use linear interpolation 




which is accomplished via trilinear interpolation. Then, the calculated values of GC act as a field 
boundary condition for the given equation being solved with this method. 
 Fluid Structure Interaction and the Penalty Method 
In the case of flexible bodies whose motion is subject to fluid-structure interaction forces, we 
use a penalty method approach which represents the solid boundary using a set of smoothened delta 
forcing functions. These forces act to enforce the boundary conditions in a small region around the 
surface of the body, defined by the size and shape of delta functions being used. The entire coupling 
procedure between the fluid to the structure hinges on the proper calculation of those forces. This 
method offers both advantages and disadvantages over a sharp interface method. The advantages 
of this penalty method mostly involve simplification of the coupling between the fluid and 
structural solvers. In the penalty method, the boundary conditions from the structure on the fluid 
don’t actually act as boundary conditions. Instead they act as a source term in the momentum 
equation. The benefit of this is that no special treatment is required at or near the boundary. This 
bypasses significant complexity and some computational cost associated with the calculation of 
sharp interface boundary conditions.  
Furthermore, the coupling procedure is far simpler with a penalty method. There are multiple 
available options for fluid-structure coupling. In principle the coupling for large amplitude 
deformations like flapping flags should be two-way, meaning the two solutions are interdependent 
at every time step, because the dynamics of the system are typically similarly dependent on both 
the fluid and the structure. In the simplest FSI implementations, this requirement is ignored and 
only one-way coupling is used. This trivializes the coupling issue as the solutions need only be 
solved sequentially, but comes at the expense of both fidelity and stability for the overall system. 
On the opposite end of the spectrum, the two solutions can be totally coupled. In practice in a code 




time step. Here each iteration of the solver would generate corrections to the boundary conditions 
for the other solver, prompting a new iteration of both solvers until the two solutions agreed to 
some tolerance. The stability and fidelity of this method is very strong, however it comes at the 
cost of significant computational expense, as each coupling iteration would multiply the overall 
computational cost. This means that if the solvers needed five iterations per time step to converge 
to some tolerance, the total computation time could be five times longer. Whereas, the simplicity 
of the of the penalty method means only one iteration is needed per solver, per time step. 
However, the penalty method also comes with certain disadvantages which must be considered 
in order to use it effectively. First, it suffers from all the problems of any diffuse-interface immersed 
boundary method. The boundary does not identically satisfy no-slip, no-penetration, but instead 
these features are a function of the resolution. In general, slip and penetration are always present, 
but are minimized with sufficient resolution. Also, the boundary is not specifically defined, but 
instead acts as a narrow, but still fuzzy, field on the fluid which can change the dynamics if the 
resolution is not sufficient. These issues are problematic; however, they can be directly addressed 
to some degree via high resolution simulations, which was the solution taken in this thesis. While 
the increased resolution requirements are an acceptable cost, it has the side effect that there are no 
“cheap” preliminary simulations possible. That is to say that even simply testing ideas often 
requires significant computational cost as there is often no meaningful low-resolution version of a 
simulation. 
These resolution requirements are an inconvenience. The true costs of the penalty method lie 
in significant stability constraints which leads to a very small time-step requirement. As will be 
described below, the calculation of the penalty force involves very large tunable coupling 
parameters which in some sense describe the stiffness of springs and dampers which “pull” the 
solutions of the fluid and structural solvers together. The very large magnitude of these penalty 




CFL numbers on the order of 10-2 or even 10-3. Notwithstanding these shortcomings, the penalty 
method was chosen for its simplicity. 
2.1.4.1 Penalty Method Coupling 
In the penalty immersed boundary method, instead of an exchange of boundary conditions 
between the fluid and structural solvers, the two systems communicate via a common shared force 
field called the penalty force. In principle this force represents the required modifications for each 
solution to be in better agreement. This is not the same as the forces that the fluid is exerting on the 
structure or vice versa. This method is better conceptualized by imagining a series of springs and 
dampers connecting the fluid and the structure.  
 
FIG. 2.2 – Flowchart type diagram describing the penalty method procedure. 
FIG. 2.2 shows a flowchart diagram of the penalty method procedure. To implement this 
penalty method, two sets of structural points are tracked. The first set of points are the Lagrangian 
structure points on which the structural governing equations are solved. These points are assumed 
to not directly interact with the fluid, but instead interact via the second set of points. The second 
set of points are virtual, massless, fluid-following points which are assumed to move with the local 
fluid velocity. The two sets of points are connected using virtual springs and dampers. One side of 
each of these spring-damper connectors acts as a force on each Lagrangian node of the structural 




dampers gain there force via connections to the virtual fluid following points, the delta functions 
used to force the fluid are actually evaluated at the locations of the Lagrangian structure points, so 
that the fluid and structure coincide spatially. 
To begin the procedure, first a method is needed to translate between Eulerian fluid variables 
and Lagrangian structure variables. This is accomplished using Dirac delta functions. For example, 
to calculate the Lagrangian fluid velocity ( ),s tU   or the Lagrangian scalar concentration (or 
temperature) ( )Γ ,s t  at a given point on the structure grid ( ),s tX  we use the following expression: 
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where Ω f  is the fluid domain. A similar approach is used to translate from variables defined 
on the structural coordinate system back to the fluid coordinate system according to: 
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where f is the coupling force density on the fluid, F is the coupling force density on the 
structure, q is the coupling source term for the scalar field in the fluid coordinate system, and Q is 
the coupling source term in the Lagrangian coordinate system. As noted above, these delta 
functions are centered at the Lagrangian structure points. The first step is to advect the virtual fluid 




denoted as ( ),ib s tX  and ( ),ib s tU  respectively. The velocity of the virtual point at the current time 
step is first calculated using the delta function in Eqn. (2.25) to create ( ),nib s tU . Then an estimation 
of the new position of for the virtual point called + 1nibX is calculated: 
 + = + ∆ 1n n nib ib ib tX X U   (2.30) 
The velocity of the virtual point at the new estimated position + 1nibX  is calculated using the delta 
function approach as: 
 ( ) ( ) ( )δ+ +
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These values represent estimations of the structure’s position at time step n+1. Using estimated 
points for the penalty method coupling force leads to greater stability than would be had by a fully 
explicit scheme. To calculate the coupling force, spring-damper connectors are imagined between 
the estimated virtual fluid following points and the structure. This manifests as the following 
equation for the Lagrangian coupling force: 
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where κ1  and κ2  are large negative tunable penalty parameters. A similar approach is taken to 
calculate the forcing for the scalar field: 
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These coupling forces can then be applied to the fluid at the present location of the membrane 
(not at the estimated position) using the delta functions as shown in Eqn. (2.28). In the literature, 
considerable interest has been given to the calculation of the coupling force and in the specification 




proposed by Goldstein et. al. (1993). A modification to this approach was used in some of the 
studies in this work: 
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which can be shown as a special case of the formulation in Eqn. (2.32). This formulation has 
the benefit in that it relates the two penalty parameters according to κ κ=1 p  and κ κ= ∆2 p t , which 
has been shown to be a beneficial relationship between the coefficients for the integral and 
proportional terms (Huang & Sung, 2009). This work by Huang & Sung also examined in detail the 
sensitivity of this type of solver to the penalty parameter choices; both in terms of stability and 
iterative convergence rate; as well as in terms of fidelity in canonical problems. Their work 
provided a starting point for the tuning of the parameters used throughout this work, and provided 
several key insights which were used in this study to tune our penalty parameters.  
First, they confirmed that the time step size ∆t  is linked to the penalty parameters. In general, 
larger penalty parameters require smaller ∆t . This is because in essence, larger penalty parameters 
mean stiffer coupling between the fluid and structure solutions, and stiffening the problem in 
principle should decrease its stability to time step size. If large steps are taken, the structure points 
and the virtual points can move farther apart, and the stiffness of the couplers will generate very 
large forces. It should be noted here that larger penalty parameters are associated with higher 
fidelity simulations, so in practice very small time steps are required for this type of penalty method. 
Second, they found that in the Goldstein type formulation, solutions for canonical problems were 
no longer sensitive to the first penalty parameter κ2 if it was larger than O(10
4), and the second 
penalty parameter κ2   should be only large enough to avoid oscillations at the onset of a simulation, 




Building on their analysis, we conducted our own verification studies to better understand the 
sensitivity of our system to the penalty parameters and to ultimately choose proper parameters. 
Prior to each study presented in this paper, we conducted verification and sensitivity tests to pick 
our penalty parameters for a given problem. In general, we used a baseline setting of κ = − 51 10 , 
κ = −2 150 , and 
−∆ = 410t . 
Finally, a special treatment was used for cases where there was a high probability of contact 
between flapping filaments or flags and any other bodies; be they the domain boundaries (in the 
case of channel walls), other rigid bodies in the flow, or other flexible filaments or membranes. 
According to lubrication theory, objects in a flow should not actually contact each other. In 
principle the pressure should be able to physically model the behavior during contact, however in 
practice this would require very high resolution in the space between the bodies. This would be far 
higher resolution than what is needed to model the behavior of the rest of the system, and far higher 
than what is practical. With poorer resolution than this requirement, the membranes will still feel 
forces due to the other body, however these forces will not ramp up quickly enough and the 
membranes are likely to pass through each other due to their inertia. To combat this, artificial 
contact forces are generated using Dirac delta functions according to: 
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  (2.35) 
where κc  is a tunable contact penalty parameter, and the superscript ‘ denotes the other body. 
 Scalar Transport 
Several of the studies discussed in this work involve transport of a passive scalar. In the forced 




could be any number of relevant species depending on the particular application. The passive scalar 
(denoted generically by φ ) is governed by an advection-diffusion equation according to: 




u q   (2.36) 
where D is the diffusion coefficient and q represents any sources or sinks of scalar. In the case 
of the penalty method, the influence of the membrane or filament on the scalar field is 
communicated as sources and sinks. This equation can be written in nondimensional form 
according to: 




u q   (2.37) 
where Sc is the Schmidt number defined as ν=Sc D  where ν is the kinematic viscosity of the 
fluid. Often the Peclet number is introduced as =  ⋅Pe Re Sc . In the special case of temperature, Sc 








 where α  is the 
thermal diffusivity, k is the thermal conductivity, and cp is the heat capacity. The scalar is defined 
on the fluid cells and is solved at each time step. The convective term in Eqn. (2.37) is discretized 
using the SHARP scheme (Simple High Accuracy Resolution Program)(Leonard, 1988). This is 
used because it is well suited for cases with sharp gradients which can often happen in passive 
scalar fields. The diffusive term is discretized using central differencing. 
2.2 Wind Tunnel Validation and the Hanging Banner 
The various components of the solver discussed above have been verified and validated in 
many published studies. This includes the FSI solver, especially true for the 2D variant which was 
validated directly against canonical problems in Shoele & Mittal (2014) (Shoele & Mittal, 2014). 




including body fitted approaches, immersed boundary approaches of various flavors, and 
monolithic finite element approaches. These various methods offer different benefits but also leads 
to different challenges. Even without the complex challenges that often accompany FSI solvers, 
validation and benchmarking is always required to ensure fidelity of any computational simulation 
technique. 
Ideally, the FSI community should have canonical, shared validation studies which are 
supported by experimental studies but there are not many experimental FSI studies that are well-
suited for validation (Dou et al., 2018). In the absence of these experiments, cross-code 
benchmarking has become the norm in this arena and the simulations of Turek & Hron (2006) for 
the configuration shown in FIG. 2.3 have become a popular case for such benchmarking. However, 
while this configuration is sufficient for 2D FSI cases, it is not sufficient to adequately test a 3D 
FSI code, or perhaps even a 2D FSI code involving complex deformations or filaments which are 
aligned normal to the incoming flow. This is because the Turek & Hron configuration leads to 
stationary, relative low amplitude oscillations which involve instantaneous filament positions 
which are generally aligned with the local flow velocities.  
 




An attempt was made here to address this unmet need for a canonical validation study for 3D 
FSI codes. We first identified a number of criteria for a potential FSI validation experiment. From 
the perspective of a computational fluid dynamicist, the following are the desirable features of a 
FIF validation experiment: 
a) The configuration should be “canonical,” i.e. relatively simple, with a limited set of 
parameters, and yet, capable of exhibiting a wide range of physical phenomena.  
b) The FIF phenomena should occur over a broad range of Reynolds numbers, ranging from low 
O(1000) to >O(105) so as to allow validation of DNS, LES and RANS methodologies. 
c) The configuration should generate considerable three-dimensional effects, yet be reducible to 
a nominally two-dimensional configuration to enable the deployment of “cheap” 2D 
simulations. 
d) The material properties of the fluttering element, and the boundary conditions for the flow as 
well as the fluttering element, should be defined and cataloged in a precise manner. 
e) Experiments should measure a sufficient set of quantities associated with both the fluttering 
element (frequency, mode shapes, etc.) as well as the flow so as to enable comprehensive 
validation.  
 Hanging Banner Configuration 
Once these criteria were identified we considered various configurations to identify a simple 
system that might fit the above criteria. We performed a detailed literature survey on the existing 
experimental FIF studies involving highly flexible membrane like structures (Dou et al., 2018). 
While many of these experiments presented high quality data, and could be used for validation 
from a statistical perspective, none met all the criteria we described above. We decided on a new 
canonical configuration we call a “hanging banner” that we believe is well suited for the validation 





FIG. 2.4 – Schematic view of a hanging banner configuration. These images include the apparatus to hold 
the membrane in a wind tunnel test section, however the key features are the membrane and the set angle of 
the horizontal support: θy  
FIG. 2.4 shows a schematic view of the hanging banner. This configuration consists of a 
rectangular elastic membrane that is suspended down from a horizontal support into a parallel, 
uniform flow. The are several key parameters of the system. In addition to the material parameters 
of the membrane M* and U*, the other key parameters are the Reynolds number, the membrane 
aspect-ratio, and the yaw angle of the membrane. The yaw angle is called θy  in FIG. 2.4 and is the 
angle the fixed horizontal support makes with a plane normal to the incoming flow. We believe this 
configuration offers a number of advantages and is consistent with the five requirements set out 
above. It is a simple system; canonically the only required elements are the membrane and its 
orientation to a uniform flow. Also, experimental evidence which will be briefly described in a later 
section show that it exhibits a rich and wide range of behaviors at a variety of Re, M*, and U*.  
Finally, the parameter θy  allows the system to develop 3D behavior which is related directly 
to an adjustable parameter of the system. At θ = 0y the system should behave in a quasi-2D manner 
and can be used to validate 2D simulations which would be used for more complex flows than what 
can be validated by the Turek and Hron case, such as flows not aligned with the filament. As θy is 




problem experimentally in a low Reynolds number wind tunnel which was built for this study and 
part of this dissertation research. There we observed a wide variety of 2D as well as 3D flutter 
dynamics that are quite sensitive to the yaw angle. Additionally, preliminary FSI simulations of 
this configuration using our immersed boundary solver were also performed. At present this 
provides a qualitative proof of concept of this idea, with plans to continue the validation of the 
solver using this method. 
 Wind Tunnel Design, Manufacture, and Testing 
 
FIG. 2.5 – A) Picture and B) CAD schematic of a 20 m/s wind tunnel with a 1ftx1ft cross-section which was 




During the course of the research for this thesis, we designed, manufactured, tested, and 
operated a low speed wind tunnel. The general specifications are a 1ftx1ft cross-section at the test 
section, a 20 m/s maximum windspeed, and a modular construction which will allow for future 
expansion and augmentation. FIG. 2.5 A) shows a picture of the completed wind tunnel outfitted 
with a high-speed camera in a setup for hanging banner experiments. B) shows a side view of the 
wind tunnel design from a CAD model. The flow is from right to left, making this a suction type 
wind tunnel. The contraction has a half angle of 20  and the expansion has a half angle of 5 . 
The wind tunnel is composed of three distinct sections: The contraction, the test section, and 
the expansion + fan sub-assembly. These three sub-assemblies can be easily disconnected using 
locking draw latches. The contraction section is made of welded 5052 aluminum angle extrusions 
to which HDPE sheets are riveted. 5052 was chosen as it retains strength after welding without 
needing to be heat treated, which was not an option given our manufacturing abilities. Foam tape 
was used to seal the seams between the aluminum rails and the HDPE sheets. The large rectangular 
section at the inlet of the contraction section holds a large cell, fiberglass honeycomb flow 
straightener section.  
The test section is also made of welded aluminum square tube with thin wall aluminum angle 
pieces riveted in place to support the removable acrylic windows. The acrylic windows are outfitted 
with low profile press nuts to simplify the removal of the windows to access the experiment. The 
notion behind the operation of this wind tunnel is that the acrylic windows are replaceable 
depending on the needs of a given experiment. A user need only to laser cut a custom profile for 
their particular experiment onto a 2’x1’ acrylic window blank, install their hardware onto the new 
window, and simply install the window back into the wind tunnel. Because the windows may need 
to bear the load of the experimental apparatus, they were chosen to be 3/8” thick with the option to 
go as thick as 3/4”. Additionally, experimental apparatuses which need to be kept rigid, or which 




the aluminum frame rails. Foam tape is used to seal and seat the interface between the windows 
and the aluminum frame. At each end of the test section is a welded aluminum mating frame which 
interfaces with identical aluminum mating frames attached to the contraction and expansion 
sections. Within these frames, small cell aluminum honeycomb flow straighteners are mounted. 
The design and manufacture of the expansion section required a different approach from the 
aluminum frame with plastic panels approach used in the other sections. This is because the fan 
that was ultimately chosen to drive this wind tunnel has a circular cross-section, while the test 
section was chosen to have a square cross-section. Thus, a drafted section was required to transition 
between these cross-sections. The manufacturing requirements to fabricate such a drafted section 
were unavailable in the manufacture of this wind tunnel, so instead, a modular sheet metal design 
was chosen.  
The expansion is made of four bent sheet metal sections which are bolted together. Instead of 
drafting from a square to a circle, the sheet metal sections actually draft to a dodecagon, because 
the fan has a twelve-hole bolt pattern. These sections were manufactured by water jet cutting 
blanks, and then carefully making several bends using a press-brake to create the final shape. This 
expansion section is riveted to a welded aluminum mating frame on the test section end, and is 
bolted to the fan on the fan end. The fan rests on a welded aluminum support frame and the outlet 
of the fan is covered using a wire mesh grate to protect against prying fingers. Protection against 
expelled debris in the event of a catastrophic failure of the testing apparatus was deemed 
unnecessary as the test section has a honeycomb flow straightener at its outlet. A key design 
constraint for this wind tunnel beyond the wind speed and flow quality was cost and the entire 
wind-tunnel was fabricated and assembled for a cost of about $1700. 
While this wind tunnel was designed for the hanging banner validation experiments, more 
generally this wind tunnel was designed as a workhorse to potentially use for a variety of 




analysis was performed of the wind tunnel itself to identify its flow speed range and to examine the 
turbulent statistics within the channel. During said testing a number of modifications were made to 
the design to ensure more laminar flow through the test section. These modifications include the 
honeycomb flow straighteners as well as mounting the entire wind tunnel on modular wooden 
tables which elevate the inlet off the ground, eliminating an observed asymmetry due to ground 
effect inflow. 
 Hanging Banner – Wind Tunnel Experiments 
 
FIG. 2.6 – Images showing the implementation of the hanging banner experiment using the FPCL wind 
tunnel. 
With the wind tunnel complete and functional, a number of experiments for hanging banners 
were devised. As that work is not central to this thesis, it will only be briefly summarized. Some of 
those experimental results were used to perform a proof of concept validation with the 2D version 
of our FSI code. Those data will be described in slightly more detail. FIG. 2.6 shows three images 
of the experimental setup for the hanging banner configuration. To experimentally investigate the 
hanging banner, an experimental apparatus was designed to hold a membranous banner (seen in A) 
in the center of the channel at a fixed yaw angle. This apparatus consisted of two 3D printed arms 
or “stings” which are attached to a lockable rotating plate mounted in the top window of the test 
section. To capture the position of the banner as a function of time, the membrane was painted 
black. Cases were then run with a series of high reflectivity white dots were painted on its edge, as 




To characterize the material properties of the membrane, detailed material testing of the 
purchased material samples were conducted using specialized testing equipment for highly flexible 
membranes. During the experiment, the test section was illuminated using very bright LED lights, 
and a high-speed camera recorded the membrane edge. Particle tracking software was then run to 
transform these movies into time series for each of the dots painted on the membrane edge. A 
number of studies were run of this system including investigations at different flow speeds 
(investigating U* or Re dependencies), at different yaw angles, and with different aspect ratios.  
 Hanging Banner – 2D Simulations and Preliminary Comparisons 
To being the investigation into the utility of the hanging banner configuration for validation 
studies, we examined the 2D hanging banner configuration, theoretically equivalent to the zero yaw 
angle case. We used the 2D FSI solver described above. 
 
FIG. 2.7 – Schematic of the computational domain for the 2D hanging banner simulations. 
FIG. 2.7 shows a schematic of the computational domain. The banner is placed in the center of 




boundary conditions, and the outlet uses Neumann outflow boundary conditions. The domain is 
discretized using expanding meshes. A region around the banner is describe with a high-resolution 
uniform isotropic grid. The grid is then geometrically stretched in all directions away from the 
banner, with the downstream wake region having a very small stretching ratio. For these 
simulations, Re=400 and the structural solver was given a non-zero gravitational parameter as 
gravity is assumed to play a meaningful role in the dynamics for the banner case. The simulation 
was conducted at two U* values of 3 and 7 to attempt to compare distinctly different regimes.  
 
FIG. 2.8 – Snapshots comparing the simulation results (color contour plots) with the experimental results 
(black and white plots). 
FIG. 2.8 shows snapshots comparing the simulations and the experiments. The top row shows 
U*=3 and the bottom row shows U*=7. The color contours show the vorticity of the flow in the 
simulation results. These results represent simple, preliminary, qualitative comparison. 
Nevertheless, even with this simple comparison, a significant aspect of the system was captured by 
both the simulations and the experiments. In the top row with the stiffer banners, both data show 




direction (with perhaps a subtle transition to mode 2 flutter seen in the top middle case for the 
experimental results). Whereas, in the second set of snapshots, both configurations are clearly 
showing mode 2 flutter, especially in the final snapshot. This transition is a measure of the stability 
of the system to the U* parameter, which is a key aspect that should be validated, especially if 
effects with varying U* are being investigated. Moreover, the transition between these flutter 
modes seems to have been captured. However, the coarseness of the U* step between these cases 
means a proper validation would require finer identification of this stability boundary. Finally, 
qualitatively these cases seem relatively similar. It should be noted that in viewing movies of the 





As discussed in the introduction, the flow-induced flutter of flapping flags has significant 
potential as a low Reynolds number mixer. In particular, we examine the inertial microfluidics 
regime, which is typically Re = O(1-100), because in this regime, Re is sufficiently high to allow 
the flag to generate vortices which are crucial to its flapping, yet Re is still low enough such that 
many typical mixing mechanisms are unavailable. Furthermore, this is a regime of interest to many 
practical applications such as lab-on-chip technologies, µTAS (micro total analysis systems), and 
other chemical and biological microfluidic devices. To conduct our analysis of these so called 
“flutter mixers” we will examine the 2D single flag system to understand how flapping filaments 
behave at these low Re and how their behavior can act as a mixing enhancement device. We then 
examine a few multi-filament configurations to explore the impact of introducing multiple length 
scales to the flow. Finally, we examine the 3D flapping membrane as a flutter mixer to first 
understand 3D flapping at these low Re and to then understand how that behavior translates to 
mixing enhancement. 
3.1 2D Mixing – Single Flag 
Our 2D configuration provides a simplified framework to examine many aspects of flutter 
mixers. One of the challenges of studying flow-induced flutter is the wide array of parameters upon 
which the system depends. Complicating our analysis further is the fact that many of these 
  
 




parameters are interdependent, meaning the system is often nonlinear, which means it is not 
sufficient to perform studies which sweep along only one parameter to capture the systems 
sensitivity to that parameter. Full studies of the flutter mixer parameter space are impractical no 
matter what tool is used to investigate them. However, 2D simulations, being considerably 
computationally less expensive than 3D simulations, provide the opportunity to investigate a 
broader range of the parameter space, as well as more nuanced studies which examine the counter 
play between multiple competing effects. 
Our 2D studies primarily explore the system as a function of Re. To better understand other 
interlinked effects, we also examine filaments of various lengths also as a function of Re. This 
allows us to examine the effects of parameters such as confinement and the reduced velocity U*. 
Finally, we will examine the effect of varying only the Schmidt number without changing any other 
parameter. This allows us to examine relative roles of convection and diffusion in the mixing results 
we observe.  
 Computational Model 
3.1.1.1 Configuration and Governing Equations 
 
FIG. 3.1 – Schematic diagram of the computational domain (not to scale) showing the geometry and 
boundary conditions. 
As shown in FIG. 3.1, in this study, we investigate the mixing enhancement associated with 




mean flow velocity U. The membrane has length L and is placed on the center-line of the channel 
a distance W downstream of the entrance. This fluid-structure-scalar multiphysics system exhibits 
two-way coupling between the fluid and structure and one way coupling between the fluid and the 
scalar.  As the governing equations and numerical methods of the solver were described in general 
in the Numerical Methods section, only a brief overview will be presented here for reference. The 
typical channel widths at which such flutter mixers could be fabricated and operated ranges from 
O(100) to O(1000) microns and the continuum approximation and no-slip conditions are acceptable 
at these scales (Tretheway & Meinhart, 2002). The flow is assumed to be governed by the 
incompressible Navier-Stokes equations. The membrane, which is assumed to be inextensible, is 
governed by the Navier equations expressed in terms of the position vector X and the tensionς  of 
the membrane; and the scalar φ is governed by an advection-diffusion equation. The system’s 
governing equations in the non-dimensional form are as follows: 
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For the fluid governing equations (3.1) and (3.2), u  is the velocity field, t  is time, p  is 
pressure, Re is the Reynolds number defined as ν=Re /UW where U is the mean inlet velocity, W 




fluid. Furthermore, f  is a forcing function associated with the fluid-structure interaction penalty 
method which will be discussed in a following section. For the scalar equation (3.3), φ is the scalar 
concentration ranging from 0 to 1, and Sc is the Schmidt number defined as ν=Sc D  where D  is 
the mass diffusivity of the scalar. Equations (3.4) and (3.5) govern the position and tension of the 
membrane. The key non-dimensional parameters governing the structure are the mass ratio and 
reduced velocity *U : 





M   (3.6) 
In the above, bk  is the bending rigidity. sm  is the excess mass per unit length according to 
ρ= − Αs m f sm m  where mm  is the mass per unit length of the membrane, ρ f  is the density of the 
fluid, and sA  is the cross-sectional area of the membrane. For the cases studied here, → 0sA  (the 
limit of a thin element), so ~s mm m . F  is the force density induced by the element on the 
surrounding fluid associated with the fluid-structure interaction penalty forcing method. Equation 
(3.5) is a Poisson’s equation for the tension, derived as described in Huang et. al. (2007) by applying 
an inextensibility constraint defined as ( ) ( )/ / 1∂ ∂ ⋅ ∂ ∂ =s sX X  to equation (3.4). 
3.1.1.2 Parameters and Boundary Conditions 
In this study the range of Reynolds numbers based on the channel width W is 10 to 200 and Sc 
was varied in large increments from 1 to 1000. Three membrane lengths were studied: L=W/2, 
L=W, and L=2W. Based on prior work on confined flapping membranes (Shoele & Mittal, 2014) 
*M and *U  were chosen as 0.5 and 15 respectively for the initial set of simulations so as to generate  
large amplitude flutter at these Re numbers. Later sections of paper explore flags with different 
lengths as a way to modulate *U . The final range of the non-dimensional parameters in the current 





Re: 10-200; M∗: 0.25 - 1.0;   U∗: 7.5 - 30;  L/W: 0.5 - 2.0;   Sc: 1 - 1000. 
The developing flow in the channel has a uniform inlet boundary condition u(0,y,t)=1, Dirichlet 
no-slip boundary conditions on the sidewalls, Neumann boundary conditions at the outflow, and an 
initial value of u(x,y,0)=1 everywhere. The leading-edge of the membrane is fixed and the trailing 
edge is free, with the corresponding boundary conditions being: 
 [ ]∂= = =
∂0
,   1,0                                at  0s
s
X
X X   (leading-edge: fixed) (3.7) 
 γ= = =0                                               at  M s L     (trailing edge: free) (3.8) 
where M is the bending moment along the membrane. The membrane is initially deflected 
slightly (by a 2.5° angle to the incoming flow) to accelerate the attainment of stationary state flutter. 
This method is common to all studies presented in this work and verification studies have been 
performed to ensure that the dynamics are not sensitive to this small initial perturbation. The inlet 
boundary condition for the velocity is U=1 and the initial condition for the scalar field φ is as 
follows: 
 φ = < <0 0 2                          y W     (bottom half of channel) (3.9) 
 φ = < <                          1 / 2W y W         (top half of channel) (3.10) 
3.1.1.3 Numerical Method 
The governing equations were solved using the in-house code ViCar3D which uses a second-
order fractional step method on collocated Cartesian grids (Mittal et al., 2008) which is described 
in some detail in the Numerical Methods section of this report. For this particular study, the 2nd-
order Crank-Nicolson fully implicit scheme is used for convective and diffusion terms and the 
Pressure Poisson equation is then solved with the biconjugate gradient (BiCGSTAB) scheme (C. 




Given that the immersed boundary method used in this study has been described earlier in this 
report and in previous publications (Shoele & Mittal, 2014; Shoele & Mittal, 2016a), only a brief 
summary of the method is included here. The fluid and structure are coupled using a procedure 
which involves two sets of structure points. The first set are the Lagrangian points which define the 
membrane. The second set of points are virtual, massless, fluid following points which are assumed 
to be advected by the local fluid velocity. The coupling is then created by connecting these points 
via virtual spring-damper “couplers”. The penalty momentum force ( ),s tF  can be characterized 
as a spring-damper system that “connects” the two sets of structure points according to the 
following equation: 
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where Κ p and β  are tunable penalty constant, and ∆t  is the computational time step. Based 
on a prior sensitivity analysis (Shoele & Mittal, 2016a) and similar to much of the work presented 
in this work, these parameters were chosen as = − 510pK , β = 150 , and −= × 41.0 10dt , in large part 
because these values were found to be sufficiently far from stability boundaries that are present in 
the penalty method.  
The fluid and scalar equations are solved on uniform Cartesian grids in a 10W by W domain 
with dx=dy=0.008W resulting in 1280x128 grid points. Uniform grids were chosen to resolve the 
large gradients in the scalar field at high Schmidt numbers. The membrane grid employs 160 
points/W which provides high resolution for the structural dynamics. The simulations were run for 
roughly 10 flow-through times (O( 610 ) time steps) and statistics accumulated over the last 4 flow-




3.1.1.4 Verification and Grid Convergence 
The flow solver in ViCar3D has been extensively validated (Mittal et al., 2008; Seo & Mittal, 
2011). Furthermore, the FSI model used in this study has been benchmarked in multiple papers 
(Shoele & Zhu, 2012; Shoele & Mittal, 2014; Shoele & Mittal, 2016a). The remaining components 
for this study which require validation is the grid convergence for the scalar field, thus additional 
tests have been conducted for the Re = 200, Sc = 100 and L=W/2 case to demonstrate grid 
convergence for the current problem. First, the default resolution was chosen according to prior 
work such that dx = dy= 0.016, ds = 0.012, and dt = 0.0001 (1280x128 fluid points and 160 points/W 
for the membrane). Then the fluid resolution in each direction and the structure resolution was 
increased by a factor of 1.5, leading to a total of 2.25 times more fluid points (1920x192 fluid 
points). Concurrently, the temporal resolution was doubled to −= × 55 10dt .  The mixing index and 
head loss were computed and compared between the two grids; the head loss saw almost no change 
(<0.1%) and this was expected as the baseline resolution was based in our previous studies of a 
similar configuration (Shoele & Mittal, 2014). The mixing index also changed by at most 3% in the 
channel at the higher resolution, indicating that the simulations on the baseline grid are also quite 
adequately converged. 
3.1.1.5 Data Analysis and Performance Metrics 
To systematically evaluate the performance of these membranes, the mixing effectiveness as 
well as the loss of mechanical energy must be quantified. Mixing has been quantified by a variety 
of metrics in the past (Danckwerts, 1952; Kockmann et al., 2006; Liscinsky, True, & Holdeman, 
1993). It can be shown that these metrics are all related to one another, and map the mixing 
performance differently. Here we use the so-called Mixing Index (M) which is defined at a given 
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Where σ ( )x is the standard deviation, φ is the scalar field ranging from 0 to 1, φ

m  is the mean 
of the field which is 0.5, and σmax  is the maximum deviation in the scalar field, which occurs at 
the inlet. Thus, the mixing index M is just the normalized variance of the scalar concentration. It 
ranges from 0 to 1 with M=0 indicating totally unmixed flow and M=1 indicating complete mixing. 
The loss in mechanical energy is characterized by computing the non-dimensional head (H) 
and corresponding head loss (HL) through the channel: 
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3.1.1.6 Interface Identification 
The mixing index is commonly used throughout the literature to characterize the mixedness of 
a flow with a scalar concentration. However, while it does provide insight into how well the system 
is being mixed, it does not provide direct insight into the mechanism responsible for the mixing. In 
particular, while mixing is the direct result of diffusion, most mixing enhancing systems do not 
directly affect the diffusion rate, as that is a material property. Instead, mixing enhancement is 
achieved in nearly all cases by increasing the surface area of the material interfaces (via stretching 
and folding induced by complex flow patterns) and across which, molecular diffusion can occur. 
The mixing index and other such parameters are unable to separate the “stretching and folding” 




the flag is stretching the interface to create more surface area would be some sort of interface path 
length. Also, as with all our performance measures, we would like this metric to be a function of 
the streamwise coordinate so as to see how this behavior changes with the downstream changes in 
the flow field.  
To create this new measure, we must consider that an interface between dyed and undyed fluid 
is simply a surface across which there is a strong gradient in the scalar concentration. Thus, we can 
find the interfaces by detecting peaks in the magnitude of the gradient of the scalar field. To do 
this, we first calculate the scalar gradient field φ∇ ( , )x y . We then calculate the magnitude of the 
scalar gradient φ∇ ( , )x y and then normalize it by the local maximum scalar gradient: 
 φ φ φ
∞
∇ = ∇ ∇*( , ) ( , ) ( )x y x y x   (3.16) 
where the double bars indicate the L∞ norm (i.e. the maximum) at that x location, and the single 
bars indicate the magnitude of the gradient field. We can then detect the interfaces by finding the 
peaks in φ∇ * . We do this with a peak identification approach which controls for the prominence 
of the peaks. This allows us to ensure we only capture areas of sufficeintly high gradient.  
 
FIG. 3.2 – Example of peak identification procedure comparing a peak amplitude approach with a 




There are several possible methods for locating peaks and filtering the detected peaks to capture 
only those that meet some criteria. FIG. 3.2 shows two possible approaches; a local amplitude 
approach and a “peak prominence” based approach. The plots shown in this figure are slices of 
normalized gradient field φ∇ *  along the y direction at a particular x location. The symbols indicate 
the peaks detected by each approach. The local amplitude approach (A) is typically the standard 
method for peak identification, and it uses only the local information around the peak to make a 
detection by comparing a point to its neighboring points. This has the advantage of being 
computationally inexpensive, however it has drawbacks for our data. As can be seen in the figure, 
it captures very small peaks such as the first and fifth peaks from the left, while it is missing the 
two locations of high gradient between j=20 and j=70. Methods that detect peaks by examining the 
height of a peak only over it’s local neighbors are essentially thresholding the signal based on the 
curvature of a peak. Therefore, the missed detections are clearly a result of the low order of the 
gradients being used to check this local curvature, making those peaks appear too flat. However, 
even if higher order gradients are taken (i.e. more distant neighbors are used to measure curvature), 
the over detection of the small sharp peaks would still occur. 
To motivate using the prominence based approach, we can consider what we are interested in 
capturing. Namely, we are trying to detect peaks that represent large changes in the scalar field, i.e. 
the mean value of the pockets on each side of the peak are sufficiently far apart to enable effective 
scalar diffusion. The overall peak height is not an option, as there may be a realtively short peak 
which we do not want to capture embedded within a region of large non-zero background gradient. 
This would make its overall peak height large while its realtive or local peak height is small. Instead 
the prominence of the peak captures the relevant information. The prominece is measured as the 
height of a peak relative to the nearest highest valley. This essentially measures the relative height 
of a peak compared to the local background gradient magnitude. We threshold our prominence 




method succesfully identifies the two shallow peaks between j=20 and j=70, and does not identify 
the small sharp peaks which were the first and fifth of the previous detection method. 
If we identify a peak, we mark the grid cell (or “pixel”) that contains this as a “peak”. This 
results in a field variable which is binary with either interface (one) or no interface (zero) which 
we call ( , )i jζ which is defined here in terms of the discrete indices i and j, as opposed to the 
domain directions x and y, so as to indicate that this variable only has meaning in a discrete sense. 
We can then simply count the number of peaks at any given x location by summation of ζ along a 





# of interfaces = ,
yN
j
i jζ   (3.17) 
Given that there should only be one interface, based on the incoming flow as a step function, 
any additional peaks on that y line must be the result of advective mixing due to the flag folding 
the interface. This counting approach is possible in 2D because if the interfaces are lines, then the 
cross-section of those lines at any given x location is a point. However, in 3D this would not work, 
as the cross-section of the interface surfaces would be lines. Counting those lines, even if possible, 
is not a good measure of the mixing in that it does not capture the total surface area of the interfaces, 
only how many surfaces there are. So as to later generalize to 3D, we define our new performance 
measure, the Interface Density (ID), instead as the total number of pixels at a given i plane (i line in 
2D) which is occupied by interfaces, normalized by the maximum interface density possible. In 
this way, the Interface Density is normalized such that it acts as a percentage of the maximum 
number of intefaces resolvable on the current grid. In 2D the maximum stratification is a Nyquist 
wave. This would appear as a striped pattern with every other cell having 0φ =  and then 1φ = . In 
this field, the boundaries between each cell represent an interface, meaning the total number of 
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  (3.18) 
To visualize this procedure, FIG. 3.3 shows snapshots of the scalar field φ , the normalized 
gradient of the scalar field φ∇ * , and the binary interface field ζ . 
 
FIG. 3.3 – Snapshots of the scalar concentration fieldφ , the gradiient of the concetration at each x location 
φ∇ * , and the binary interface indetification field ζ . 
Here we can see that the gradient field clearly captures those locations between pockets of dyed 
and undyed fluid. Furthermore, it seems that the interface detection procedure we have devised, 
namely finding peaks with prominence over some threshold, seems to have fairly and successfully 
tagged pixels that are the centers of the streaks of scalar gradient magnitude. It is important to point 
out the difference between this peaks field and the scalar gradient field. It is tempting to simply 
integrate the gradient field magnitude φ∇ , or even our normalized gradient field φ∇ * to achieve 
the same result, but the goal of this measure is not to test the strength of the gradients, as there is 
no reason to suspect that the flag would be in any way directly impacting the strength of the 
gradients. Instead our supposition is only that the flag is generating more interfaces, or perhaps 




path length and while integration of the φ∇ * would contain information about the path length, it 
would be contaminated by information regarding the interface strength as well. 
 Results 
The results are organized as follows: we first present the effect of Reynolds number on the 
performance of the flutter mixer; this is followed by an examination of the effect of membrane 
length to identify the sensitivity to U* and confinement; followed  by an examination of sensitivity 
to mass diffusivity on the mixing performance. Finally, we compare the performance of the flutter 
mixer to a conventional “post” mixer and provide an overview of the performance comparisons for 
all the cases. 
3.1.2.1 Effect of Reynolds Number 
The goal of this study is to investigate the mixing performance of these flutter mixers at inertial-
scale Reynolds numbers and we initially examined the flutter characteristics for a membrane with 
length L=W/2 over the Reynolds number range from 25-200 which is relevant for inertial-scale 
micromixing applications.  The Schmidt number for this study is fixed at 100, which lies squarely 






FIG. 3.4 – Flapping amplitude and Strouhal Number vs. Re number, measured from the maximum y 
component of the tip position. 
FIG. 3.4 show the amplitude of the motion envelopes of the membrane as well as the trailing-
edge amplitude and Strouhal number as a function of the Reynolds number. The plot shows that 
the amplitude is nearly zero at Re=25; low amplitude flutter is seen at Re=37.5 and substantial 
flutter is observed for Re=50 and beyond. The flutter amplitude exhibits an asymptotic behavior 
with Reynolds number, with the amplitude only growing from about ymax/W=0.285 to 0.33 between 
Re=100 and 200, indicating a saturation of the flutter behavior of this configuration with increasing 
Re number. The frequency of flutter (fm) as characterized by the Strouhal number (Stw = fmW/U) is 
nearly constant at a value of about 0.66 for cases with substantial flutter amplitude. 
The saturation of the sensitivity to Re has been seen in past work. Shoele & Mittal (2014) 
showed that for confined flapping of 2D filaments in a channel flow, this threshold is at 
approximately Re=200. Our data seems to show a similar result for the L=W/2 flag length. 
Interestingly, this is likely not the result of confinement, or at least not directly so. The maximum 
tip excursion is only 0.33 even though the walls are 0.5 away from the centerline. Flapping flags 
and filaments can very easily come much closer to channel walls, so it is unlikely that this saturation 




figures that the flapping mode shape itself has saturated. This is a much more likely candidate for 
the saturation mechanism, especially when we consider that the flag length is W/2, so the maximum 
excursion is more than 60% of the flag’s overall length. This represents very high amplitude 
flapping for regular flags. Huang et al.  (2007) found the maximum tip excursion for unconfined 
flags at Re=200 to be around 0.35. Those results were at slightly different U* and M* but they still 
seem to indicate these flags have reached their maximum deflection. 
 
FIG. 3.5 – Contour plots of spanwise vorticity (top) and scalar concentration (bottom) for L=W/2 membrane 
at Reynolds numbers of 25, 50, 100, 200. The images to the left of the contour plots show the motion envelopes 




FIG. 3.5 shows contours of spanwise vorticity and scalar concentration for four selected cases. 
The spanwise vorticity figures show that for Reynolds numbers beyond 100, the essential features 
of the vortex topology include the rolling up of the shear layers on the membrane and shedding of 
compact vortices into the wake. These vortices arrange themselves in an inverse Karman vortex 
street, wherein the counter-clockwise rotating vortices are above the clockwise rotating vortices. 
Such vortex streets are typically seen in thrust generating flapping foils (H. Dong, Mittal, & Najjar, 
2006). The literature on flapping membranes/flags seems to indicate that confinement changes the 
resulting vortex street from a standard Karman street to an inverse Karman street. This is discussed 
directly in Alben (2015) where they show a reverse Karman vortex street for confined flags using 
an analytical vortex sheet method over a range of confinement ratios. Similarly, the previous work 
of Shoele & Mittal (2014) found inverse vortex streets over a wide range of flutter amplitudes for 
Re=400 for a range of confinement ratios. In contrast, other papers (CONNELL & YUE, 2007; Huang 
et al., 2007; L. Zhu & Peskin, 2002) examining unconfined flapping membranes showed that, at 
least for the periodic flapping regime, the membrane creates a standard Karman vortex street.   
For the Reynolds number of 50, the vortex rollup is not clearly visible, although individual 
counter-rotating vortices are still shed in the wake at each half of the flapping cycle. These vortices 
seem to dissipate rapidly in the near wake however their signature can be seen in the curvature of 
the vorticity isolines just downstream of the membrane. For the lowest Reynolds number of 25, 
there is no vortex shedding in the wake of the membrane, which remains stationary. 
The characteristics of the scalar field (shown in FIG. 3.5) reflects the underlying vortex 
topology. For the Re=50 case, the vortex shedding is quite weak and the primary perturbation to 
the scalar field comes directly from the movement of the membrane. This movement generates 
nearly sinusoidal deformation of the scalar interface in the near wake of the membrane and as this 
deformed interface advects downstream, it is stretched along the streamwise direction due to the 




beneficial for mixing since it increases the interface length and sharpens the scalar gradients, 
thereby facilitating diffusive mixing. 
For Reynolds number of 100 and higher, two factors significantly accelerate the mixing 
process. First, with a larger flapping amplitude, the perturbations in the scalar field generated 
directly by the membrane motion are larger. Furthermore, and more importantly, the compact 
vortices shed at the end of each half-stroke entrains scalar from one side of the channel and advect 
it to the other side. It is also observed that in addition to the continuous downstream stretching of 
the interface dues to the parabolic velocity field, the shed vortices continue to entrain mass thereby 
further enhancing the deformation of the scalar interface. This of course further accelerates the 
process of diffusive mixing. Thus, the flutter mixers are expected to continue to perform well 
beyond Reynolds numbers of 200, although intrinsic three-dimensional effects likely become 
important at these higher Reynolds numbers. Those 3D effects will be studied in a following 
section. To directly observe the effect of the flutter mixers we can examine the gradient field 
magnitude φ∇ and the detected interface field ζ . 
FIG. 3.6 shows snapshots of the scalar field φ , the magnitude of the gradient  of the scalar 
field φ∇ and the detected interface field ζ for Re 25, 50, 100, and 200. These combined 
visualizations provide complimentary information of the effects of convective mixing. The φ∇
shows the global magnitude of the gradient instead of the local normalized magnitude as would be 
shown in φ∇ * . This perspective gives a sense of how the interfaces diminish downstream as 
diffusion takes effect, thereby bringing the maximum and minimum values of φ  closer together, 
meaning gradients wont be as strong. It also allows for the relative comparisson of interface 
sharpness between cases. Therefore, φ∇  allows us to visualize the interface strength at a given 




the visualization of the interface density and thus the degree to which the interface has been 
stretched. 
 





Analyzing FIG. 3.6, we can more clearly observe the transition between the low Re mixing 
mechanism involving sinusoidal deformation of the interface seen in the Re=50 case, and the higher 
Re  compact vortex shedding mechanism in Re=200. Furthermore, the φ∇  snapshots show an 
increase in the gradient strength with increasing Re, as can be visualized by the brightness of the 
color contours. This is due in part to the Peclet number effects at play wherein at higher Re, the 
diffusion coefficient in the scalar advection-diffusion equation is smaller, This means that 
molecular diffusion will be less effective, and therefore large gradients will still be visible far 
downstream. The ζ  field provides interesting insight into the result of this interface stretching. 
With increasing Re, not only is the density of the interface packing increasing, but the locations of 
these interfaces are changing as well. In the Re=50 case the interfaces are largely confined to the 
middle 80% of the channel, whereas in the Re=200 case they occupy the entire channel, and are 
perhaps most concentrated near the walls. This is important, because as can be seen in the scalar 
field for Re=50, the scalar in the boundary layers near the walls seemed to show very little mixing, 
which is problematic vis-à-vis the potential applications for this membrane length at this Re.  
 
FIG. 3.7 – Plots of time averaged Mixing Index (left) and Interface Density (right) as a function of 




channel baseline cases for comparison. The shaded vertical bands represent the region occupied by the 
membrane. 
FIG. 3.7 shows the mixing index and interface density results for the L=W/2 cases. The mixing 
index figure shows that between Re=25 and Re=100 the system transitions from no mixing 
improvement to behavior comprising very rapid mixing and a steep, linear increase in the mixing 
index immediately following the membrane, followed by a region where the mixing index slope 
get shallower but is still steeper than the empty channel baseline configuration. The Re=150 and 
200 cases appear similar to the Re=100 case, with only a slight increase with higher Re. The slight 
dip in the Re = 200 case compared to the Re = 150 case may be the result of Pe number effects. If 
the effect of the membrane via interface stretching has mostly saturated by Re=150, then the 
Re=200 case could perform slightly worse. 
However, the interface density figure shows interesting behavior which may contradict this 
Peclet number explanation. In general, the shapes of the interface density curves are similar to those 
of the mixing index curves. Crucially however, the changes in the interface density precede the 
changes in the mixing index. This spatial lag is due to the time it takes for diffusion to occur. That 
the mixing index shows such similarity, yet also lags behind the interface density shows a strong 
causal connection between how the membranes stretch the interfaces, and the mixing improvement. 
In comparing the Re 150 and 200 cases, it appears that the nonmonotonicity is seen at different 
locations downstream, with the Re=150 case showing this dips and rises spatially farther down the 
channel than the Re=200 case. This nonmonotonicity is surprising, but is likely related to the 
sometimes non-physical behavior of vortices in 2D, especially at Re in this range and higher. If 
these nonmonotonic patterns are real, then this result could in principle aide in the design of more 
complex flutter mixers for engineering applications by allowing designers and engineers to focus 
on multi-membrane configurations which maximize the interface stretching in the flow by picking 





FIG. 3.8 – Head Loss for the L=W/2 cases. The solid lines are the flapping membrane cases and the dashed 
lines are the empty channel baseline cases for comparison. Only three selected cases are shown as the 
behavior of the intervening cases is largely similar. The shaded vertical bands represent the region occupied 
by the membrane. 
Considering the head loss figure, it is clear that the flapping membrane accounts for a 
noticeable increase in head loss. However, it will be shown later that these are significantly smaller 
than the energy losses associated with another typical mixing enhancement method (Deshmukh & 
Vlachos, 2005) which is discussed in a later section. This increased head loss is in principle 
associated with the viscous drag on the membrane, the energy associated with the flapping of the 
membrane, and the vortex structures created by the membrane. However, is also noted that the head 
loss for the flutter mixer rapidly establishes a linear increase downstream of the membrane with a 
slope that matches that of the empty channel case. This implies that the kinetic energy (or dynamic 
pressure) term contributes very little to the increase in head loss, and almost all the head loss is 
associated with a decrease in the static pressure due to the membrane itself. Interestingly, the 
increase in the static pressure is still significant for the Re=25 case which did not exhibit flutter, 
suggesting that the viscous drag on the membrane is the dominant factor contributing to the 




3.1.2.2 Effect of Membrane Length and Minimum Effective Reynolds Number  
The lack of flutter at Re=25 for the L=W/2 case is not entirely surprising since it is known that 
viscous effects tend to damp the fluid-elastic instability (Shoele & Mittal, 2016b) and increase the 
critical reduced velocity at which flutter occurs. From the viewpoint of establishing the operational 
range of these mixers, it is useful to determine the lower limit of Reynolds numbers for which these 
micromixers can work. The reduced velocity can be rewritten as * ( / ) /sU U EL t ρ= where t is the 
thickness of the membrane and E is its Young’s modulus. This suggests that the reduced velocity 
could be increased for a given Reynolds number by either increasing the length or reducing the 
thickness of the membrane. The same could be accomplished by reducing the elastic modulus or 
increasing the density of the membrane material. Here we explore the simple strategy of increasing 
the membrane length and have simulated two additional cases with L=W and 2W at the low 
Reynolds numbers (Re<=25).  
 





FIG. 3.9 includes the flutter amplitude for these cases and we note that minimum flutter 
amplitudes are ymax/W=0.14 at Re=20 for the L=W case and ymax/W=0.28 at Re=15 for the L=2W 
case. Thus, the longest membrane flutters with a significantly larger amplitude at Re=20 than the 
L=W/2 case reached even at Re=200. The behavior of the L=2W is an interesting result for a few 
reasons. It is noted that the amplitude is still smaller than the channel half height, however, as 
visualizations in FIG. 3.10 will show, it is clear that the membrane’s amplitude is constrained by 
the confinement of the channel. One of the identified reasons that the L=W/2 Re=50 case showed 
such low mixing improvement was that it was not able to affect the flow in the boundary layers, as 
the flapping was constrained too close to the channel centerline. Here however, the higher 
amplitude flutter allows the tip of the flag to reach nearly to the wall. This could be beneficial as 
these cases are too low to exhibit vortex shedding, thus the only mixing improvement should be 





FIG. 3.10 – Spanwise vorticity ( zω  ), scalar concentration (φ  ), Scalar Gradient ( φ∇  ), and interface field 
(ζ  ) for the L=2W, Re=15 and Re=25 cases. 
To examine the effect of this high flapping amplitude, FIG. 3.10 shows the spanwise vorticity, 
scalar field, scalar gradient magnitude, and interface field for the L=2W Re=15 and Re=25 cases. 
The L=2W Re=15 case is the lowest Re number where flutter was observed in this study. It is noted 
that the overall features are quite similar to those for the L=W/2 membrane at Re=50 wherein no 
compact vortices are shed. As with the L=W/2 Re=50 case, the only mixing enhancement is due to 
the initial sinusoidal deformation of the scalar interface and the subsequent stretching by the 
parabolic flow profile. However, the effect of the increased flapping amplitude is clearly visible. 




deformation of the interface can be seen to stretch across the entire width of the channel. This leads 
to an interesting result which can be seen in the φ  and the φ∇  snapshots, where the regions of the 
channel near the walls are very well mixed, whereas the center of the channel still exhibits a 
streamwise periodic pattern. This is not the case for the Re=15 figures. Here the flapping amplitude 
is much lower. However, at y/L = 0.3 it is still almost double the mean tip excursion for the L=W/2, 
Re=37.5 case which exhibited flapping at the lowest Re for that flag length. Still, in the Re=15 case 
the sinusoidal perturbations are largely confined to the center of the channel, and the region near 
the walls shows almost no evidence of mixing. 
 
FIG. 3.11 – Performance comparison in terms of pressure drop and mixing index for the various cases 
studied in this paper. The Reynolds number for each case is noted on the plot. The point corresponding to 
the cylinder is discussed in a later section. 
FIG. 3.11 summarizes the overall performance of the various cases examined in the current 
study at Sc=100. In this figure we plot the mixing index at the exit of the mixer (x/W=10) against 
the overall non-dimensional pressure loss. The plot clarifies the trends in the mixer performance of 
this system for various Reynolds numbers and membrane lengths. For the empty channel, mixing 




decreasing Reynolds number (at fixed Schmidt number), signifying the Peclet number effect. Even 
at the lowest Reynolds number (highest mixing for the empty channel), the mixing index only 
reaches about 0.3 at the end of the channel.  
In contrast, the cases with a membrane show increasing mixing performance with increasing 
Re number. For the channel with the flag (L=W/2), the mixing index rises rapidly with Reynolds 
number and reaches a peak of 0.78 at Re=150. This confirms that advective effects dominate the 
mixing process in the flutter mixer. The flutter mixer with L=W has a mixing index at Re=25 that 
is nearly the same as that for L=W/2 and Re=50, although the pressure loss is nearly twice the 
value. Also, the Re=20 case for this membrane sees only marginally better mixing than the 
corresponding empty channel, while incurring a 30% larger head loss. Finally, the L=2W case 
exhibits significant flutter and associate mixing enhancement down to a Reynolds number of 15 
although, the associated pressure losses are quite significant. Interestingly, the Head Loss for the 
membrane cases still monotonically decreases with increasing Re. This is interesting because the 
higher Re cases show significantly more energetic flapping behavior, which should signify 
increased energy losses. However, as noted previously, the Head Loss appears to be almost entirely 
dominated by the viscous drag on the body, as shown by the large Head Loss for even the 
membranes that did not flap. 
Finally, given the increase in pressure drop associated with increasing membrane length, other 
strategies for raising the reduced velocity at a fixed channel Reynolds number could, in principle, 
be explored, such as reducing the thickness or changing the material properties of the membrane. 
All of these strategies would likely not increase the pressure drop significantly, but might be 
challenging from a materials selection and/or fabrication viewpoint. Exploration of these strategies 




3.1.2.3 Effect of Schmidt Number 
Mass diffusivities may vary over a large range in micromixing applications (Nguyen & Wu, 
2004) and it is therefore useful to examine the effect of variations in this property on the 
performance of the flutter mixers.  For this study, we fix the Reynolds number to 200 and vary the 
Schmidt number (Sc) from 1 to 1000. FIG. 3.12 shows snapshots of the scalar field at Sc =1, 10, 
100, and 1000 (Nguyen & Wu, 2004). The observed behavior of the scalar is as expected: the 
flapping and vortex shedding only depends on the Reynolds number and is therefore the same for 
all these cases. However, the higher relative mass diffusivities at the lower Schmidt numbers 
(Sc=1,10) leads to extensive diffusive mixing across the complex scalar interfaces produced by 
vortex shedding and convection of the shed vortices.  The Sc=100 and 1000 cases exhibit nearly 
identical scalar patterns indicting that beyond about Sc=100, the mixing is dominated by advection, 
at least within the channel length examine here. 
 






FIG. 3.13 – Plots of time averaged mixing index vs. downstream location for Re=200 and Sc =1, 10, 100, 
1000. Shaded areas depict the extent of the membrane. 
The plot of the time-averaged mixing index in FIG. 3.13 provides a more quantitative measure 
of the effect of Sc. Since the head loss depends only on the Reynolds number, its variation remains 
the same as that shown in FIG. 3.8. For the empty channel, the mixing performance increases 
significantly with reduction in Schmidt number due to the increase in mass diffusivity.  For the 
flutter mixer with Sc=1.0, the scalars are almost fully mixed (M=0.99) by x/W=10, whereas for the 
highest Schmidt number of 1000, M=0.65 at x/W=10, which significantly exceeds the 
corresponding value for the empty channel (M=0.02).  Overall, for the Sc = 1, 10, 100, and 1000 
cases, the flutter mixer improves the mixing index by factors of 1.4, 4.1, 11.7, and 37.1, 
respectively, over their respective baselines. Thus, the introduction of the membrane significantly 
enhances the mixing performance for every case explored here, but the relative improvement is 
more pronounced for higher Sc.   
3.1.2.4 Comparison with Bluff-Body Induced Mixing 
To better understand the performance of the flutter mixer, it useful to compare it with other 




Lee et al., 2011; Lee et al., 2016; Nguyen & Wu, 2004), it is difficult to establish a systematic 
approach to this comparison. In the current study, we choose to compare the flutter mixer to a mixer 
that employs a bluff-body to induce vortex shedding and mixing. Such mixers (sometimes called 
“post” micromixers) have been proposed before (Deshmukh & Vlachos, 2005) and the advantage 
of comparing with these mixers is that both use vortex formation and shedding as the primary 
mechanism for enhanced mixing. 
The cylinder in the channel introduces the additional parameter (d/W), where d is the cylinder 
diameter. In the current study, we have simulated flow for d/W =0.25, 0.50 and 0.75 for the Re=200 
and Sc=100 case. No vortex shedding is observed for the smallest and largest cylinders at this 
Reynolds numbers. For the smallest cylinder, the cylinder diameter-based Reynolds number 
( )ν=Re /d d u ) is 50 and this is close to the critical Reynolds number for vortex shedding. For the 
largest cylinder, the flow and the vortex shedding instability is likely damped by the severe 
confinement effect of the channel walls(Sahin & Owens, 2004). The case with d/W=0.50, for which 
Red=100, does generate vortex shedding and provides data for comparison with the flutter mixer.  
Fortunately, this diameter is also quite comparable to the amplitude of the fluttering membrane 






FIG. 3.14 – Comparison of a cylinder and the L=W/2 membrane case with snapshots of (A) the spanwise 
vorticity 𝜔𝜔, (B) the scalar field 𝜙𝜙, as well as plots of the (C) the Avg Mixing Index and (D) the Head Loss for 
the R=100, Sc=100 cases. 
FIG. 3.14 shows the contours plots depicting the vortex shedding and scalar mixing for this 
mixer and these can be directly compared to the corresponding plots in FIG. 3.5. It is clear that 
although both cases exhibit vortex shedding patterns, the vortex topology and scalar transport are 
quite different. In particular, while the membrane releases vortices near the outer walls of channel 
and forms an inverse Karman vortex street (counterclockwise vortices on top and clockwise 
vortices on the bottom) where the shed vortices convect along the outer walls, the cylinder generates 
a conventional Karman vortex street with the vortices convecting near the middle of the channel. 
A consequence of this difference in the vortex topology is that the wake vortices of the membrane 
are more effective in inducing a downward advection of the scalar from the wall into the core of 




centerline and only have a marginal effect on the scalar concentration in the vicinity of the channel 
walls. 
From a quantitative perspective (FIG. 3.14), the flutter mixer outperforms the post mixer both 
in terms of mixing and head loss by a significant margin.  The flutter mixer shows a rapid increase 
in mixing between x/W=2 and 4 whereas, the cylinder mixer has a very slow increase in mixing 
index in this region (note that for this plot, we ignore the region with the cylinder where the mixing 
index is not meaningful). Consequently, the mixing index for the cylinder at x/W=10 is only 0.26 
which is about 2.8 times smaller than that for the flutter mixer. Furthermore, the additional head 
loss for the cylinder is 1.76, which is 2.7 times higher than the flutter mixer at 0.65. This is in line 
with the fact that bluff-bodies exhibit a higher total drag than flexible bodies which deform to be 
streamlined with the flow (Shelley & Zhang, 2011). This difference in performance is clearly seen 
in the scatter plot seen in FIG. 3.11, wherein the post mixer at Re=200 shows better mixing than 
the empty channel, but underperforms significantly compared to the flutter mixer and also generates 
significant pressure loss. Thus, flow-induced flutter is a significantly more effective mixing 
mechanism than bluff-body vortex shedding. 
 Summary and Discussion of Single Flag Flutter Mixers 
Computational modeling has been used to explore the fluid dynamics and mixing performance 
of an inertial-scale micromixer where mixing is enhanced by the flow-induced flutter of an elastic 
membrane. Simulations show that significant flutter and flutter-induced enhancement of mixing is 
achievable at channel Reynolds number as low as 15 and the mixing performance improves with 
Reynolds number. The enhanced mixing is associated with the shedding of vortices from the 
trailing-edge of the fluttering membrane and the organization of these vortices into an inverse 
Karman vortex street that generates significant cross-stream advection of the scalar and highly 




mixers is stretching and folding of the interface and is found to be effective over a large range of 
mass diffusivities. Comparison of the flutter mixer with a “post” micromixer that employs bluff-
body induced vortex shedding for mixing shows that the flutter mixer generates significantly higher 
mixing with much lower pressure loss.   
The current 2D work also has limitations. First, the geometric model of the mixer is very simple 
(a straight channel) and two-dimensional. Actual micromixers have duct-like channels where three-
dimensional flow effects are significant. Additionally, three-dimensionality could potentially affect 
the flutter of the elastic element and the flow field. While previous investigations have shown that 
the flutter-instability of such membranes is robust to three-dimensional effects (D. Dong, Chen, & 
Shi, 2016; Huang & Sung, 2010; Rips et al., 2017; Shoele & Mittal, 2016b), it is worthwhile to 
explore this using 3D computational models. 
3.2 Multi-Flag Flutter Mixers 
Motivated by the results of the single flag flutter mixer, we sought to examine other possible 
designs of a flutter mixer. One simple notion is motivated by other canonical passive mixers,  which 
use repeated units of corrugations, or repeated units of posts. In the same way those arrangements 
see increases in mixing performance with multiple unitary elements, multiple membranes arranged 
in a sequence should also result in better mixing. We explore this notion by examining a two-flag 
tandem arrangement. 
The difficulty in this type of study is the vast parameter space. Dual flag configurations 
automatically double the number of structural parameters. Furthermore, there are new geometric 
parameters regarding the spacing between membranes and the length ratio between the membranes. 
A brute force investigation of such a parameter space is impractical. Instead we chose to explore 
only a small fraction of this parameter space. Based on the observations of the single flag study, 




which parameters might particularly benefit the system vis-à-vis interface stretching. Additionally, 
one potential issue with the observed behavior of these flags was how periodic their flapping 
behavior was. This highly periodic behavior created obvious periodic pockets of unmixed fluid in 
the downstream region which persisted for many flag lengths. This can be seen especially along 
the centerline of the channel. Thus, another goal should be to introduce more complexity to the 
dynamics to interrupt this periodicity and to enhance the stretching and folding of the material 
interfaces. 
One way by which the dynamics could be so affected would be to introduce multiple length 
and time scales into the flow. There are multiple ways to affect this goal. Tuning the structural 
parameters could in principle induce the flags to flutter with different amplitudes and frequencies. 
However, this is not practical from an engineering or manufacturing perspective as using multiple 
materials or trying to effect the material properties of the flags with tweaks to the manufacturing 
process (such as adjusting the thickness of a membrane to change the bending stiffness) would 
likely be difficult, and prone to unforgiving manufacturing tolerances, precluding any fine tuning 
of the parameters. Instead, an easy parameter to vary is the membrane length. In principle, we 
should be able to pick membranes whose lengths are different in such a way that the interactions 
between them are complex and create a more broadband set of active wave numbers in the wake. 
We chose membrane length ratios which were not integers so as to eliminate simple super-harmonic 
type interactions between the flags. A simple implementation of this idea is membranes L W=  
and 23L W= . 
 Problem Configuration 
To investigate the multi-flag system, we chose three configurations keeping in mind our desired 
length ratio. We investigated a configuration of L=W, L=0.67W; L=0.67W, L=W; and L=0.83W, 




chosen so as to understand what effect the relative placement of the flags has on the mixing. The 
final case represents a control, where the total flag length is the same as the prior two cases, but the 
ratio between their flag lengths is unity. This set of simulations should allow us to differentiate to 
some degree between geometric coupling effects, and effects due to the hopefully non-linear 
interaction of length and time scales. 
 
FIG. 3.15 – Schematic showing the three multi-flag simulation configurations. 
FIG. 3.15 shows the three configurations we investigated. The flags were arranged such that 
the second flag always ended at the same downstream location, which also means that the spacing 
between them is always W. This allows us to make meaningful statements about downstream 
behavior after the flags, as all the flags end at the same location. The simulations were conducted 
at Re=200 and Sc=100. The computational domain is 12WxW and is discretized using a uniform 
Cartesian mesh of 1536x128 points. The membrane in discretized using 160 points per W. This 
high resolution was needed because several of the simulated flags are less than W long, but they 
still need to be adequately resolved. So the structure and fluid resolutions all stem from the 
requirements of the shortest flag. The cases were simulated using the same method described for 





Our goals of this analysis are to first demonstrate the potential performance of flutter mixers. 
The single flag investigations are valuable from the perspective of fundamentally understanding 
the fluid-structure interactions of the system, particularly at inertial-microscale Re. However, they 
do not provide a true sense of the mixing index improvement that could be obtained with flutter 
mixers. There is some notion of this potential insofar as the steep gradient in the mixing index plots 
just after the flag, but investigating the multi-flag configuration is closer to how these devices may 
be used in practical applications where several flags may be arranged in series.  
We are then interested in understanding the dependence of the system on the geometric 
parameters we chose to investigate. The relative position and relative length of the membranes are 
the most easily accessible tuning parameters from a manufacturing perspective. If we can 
demonstrate sensitivity to these parameters it would make designing a well optimized system 
significantly less adhoc. To study these results, we will first calculate the mixing index and the 
interface density to understand the raw performance of these cases. We then examine the dynamics 
of the membranes based on their flutter amplitudes and their Strouhal numbers and investigate the 
flow physics via flow visualizations of the vorticity, the scalar concentration, scalar gradient 
magnitude, and the interface field. This analysis will provide context and explanation for the 
observed performance differences. Finally, we calculate the head loss and compare those results to 






FIG. 3.16 – Plots of A) Mixing Index and B) Interface Density for the multi-flag configurations. 
Configurations with a L=W single flag and the empty channel configuration are also shown. The bars along 
the X axis show the region containing both flags. 
FIG. 3.16 shows the mixing performance for the multi-flag cases in terms of the Mixing Index 
(MI) and the Interface Density (ID). The behavior of MI is significantly different from the single 
flag configuration which is shown here for reference. It should be noted that while the Re and Sc 
are the same for this single flag simulation, it is not meant as a directly comparable case as the total 
length is not the same, instead it is meant as a reference for the behavior observed for the single 
flags. In comparison, the multi-flag cases are smoother and more monotonic. It was theorized that 
the cause of the nonmonotonic behavior in the single flag cases was the high degree of order in the 
organization of the vortices in the downstream region, likely a 2D specific artifact. That the multi-
flag cases exhibit such smooth behavior with x/W suggests that whatever organization which may 
be in the instantaneous snapshots has been homogenized by the temporal-spatial averaging during 
the MI calculation, which suggests more stochastic shedding phenomena and vortex organization 
is taking place. 
The MI is also much higher for all the multi-flag cases than the single flag case. Furthermore, 
among the multi-flag cases the MI varies by 8% between best case L=0.67,1.0 and the worst case 




of asymmetric flag lengths on the performance vis-à-vis their introduction of multiple length and 
time scales. To show this, in principle, both the asymmetric cases should overperform the case with 
only a single length/time scale. This is clearly not the case as the symmetric case lies between the 
asymmetric cases. Instead, it will be shown in later figures that the flag-flag coupling has 
dramatically changed the flapping behaviors of both the leading and following flags in all cases, 
which apparently dominates the behavior. However, this data does contain evidence that the 
asymmetry has had some effect. Examining the Interface Density figure, we can see that the 
symmetric case shows evidence of the nonmonotonicity which had been linked to spatiotemporal 
organization of the wake region in the single membrane cases. Whereas, the asymmetric cases show 
smoother, monotonic behavior for the Interface Density wherein the interface in the channel 
appears to be very rapidly stretched immediately around the flags to reach some saturated condition, 
after which the Interface Density remains largely constant. 
 
FIG. 3.17 – Plots showing the dynamics of the multi-flag configurations. A) is the time averaged maximum 
amplitude, B) is the RMS of the tip position of the flags, and C) is the channel width Strouhal number. D-E) 




FIG. 3.17 shows various measures of the dynamics of the multi-flag configurations. Here we 
can see that the confinement of the channel is clearly effect the L=0.83W and L=W flags in that 
their maximum tip excursions saturate around the channel half height (however, analyzing the time 
series show they never contact the walls). Interestingly, the combined mean tip excursion for the 
asymmetric cases is significantly less than that of the symmetric case. The RMS plot shows a 
similar result. If the RMS provides some notion of the flapping energy, one might expect that the 
most energetic case would provide the best mixing performance, however this data shows that is 
not the case as the best performing case L=0.67,1.0 is the middle performer with respect to the 
RMS and tip excursion.  
However, in the St results, the L=0.67,1.0 case does stand out in that the average St between 
the membranes is higher than the other cases. Furthermore, the St are very similar for this case 
which is somewhat surprising considering the different flag lengths. It is possible that a lock on 
phenomenon may be at play in this case. This Is further justified by the flapping envelope figures. 
For all cases, only a small set of snapshots are plotted to provide a sense of the flapping behavior. 
For those cases which exhibited periodic flapping, such as the leading flag in the L=0.83,0.83 
symmetric case and both flags in the L=0.67,1.0 case, the snapshots plotted comprise one cycle. 
The follower flag in the symmetric case, and both flags in the L=1.0,0.67 case exhibited highly 
aperiodic flapping behavior, so a sequence is plotted to give a sample of the mode shapes explored 





FIG. 3.18 – Time series of the tip y position for the multi-flag cases. The leader and follower are colored 
blue and red respectively. 
The dynamics of these flags are very rich, and much of this richness is lost in the time averaged 
measures.  FIG. 3.18 shows the y component of the flag tip as a function of time for each case. 
Examinations of these time series reveal a few key aspects of this system which are not apparent 
from the mean data. First, the symmetric case exhibits exactly in-phase flapping, even while the 
flapping RMS and St are slightly different. From the movies of the flag’s behavior, it appears that 
the lock-on for the follower flag causes it to intermittently make small “corrections” to stay in-
phase with the leader, leading to occasional atypical mode shapes. Alben (2009) examined wake-
mediated synchronization of tandem flapping flags and showed that for certain separation distances, 
tandem flags would flap exactly in-phase. Interestingly, the L=0.83,0.83 case does not exactly fit 
Alben’s result. Here, the separation distance between the flags is W, meaning the gap between them 
when normalized by their length is 1.2, however the nearest example which showed this phase 
locking in Alben’s work was for gaps equal to the flag length. There are two possible explanations, 




or it is possible that this in-phase flapping behavior is subject to a lock-on phenomenon wherein 
the frequencies of one or both flags are being modified so as to flap in phase. 
The second case L=1.0,0.67 shows complex behavior. Immediately one would assume that 
these flags are in the chaotic flapping regime based on the mode shapes they exbibit and the tip 
time series. However, the U* is too small for this to be the case on an individual flag level. Instead, 
it appears that this configuration is experiencing atypical flapping behavior due to the coupling 
between the flags. The leader flag appears largely unaffected in terms of the flapping period, though 
the flapping envelope and the time series show the flag has developed an asymmetric bias. Upon 
close inspection, the follower flag is flapping relatively periodically, however, it appears that there 
are multiple frequencies at play in its motion, as can be seen by a visible beating pattern in the data 
with a sequence which appears to have two large amplitude cycles followed by two smaller 
amplitude cycles. 
The final case L=0.67,L=1 also shows a strong beating pattern, however in this instance it is 
between the flags. The flapping periods are such that for every 6 cycles taken by the leading L=0.67 
flag, the follower takes exactly 5 cycles such that they are perfectly in phase approximately once 
every 11 nondimensional time units. This super harmonic lock-on is an interesting result and speaks 
to complicated, multi cycle interactions between the flags and the vortices they shed. Furthermore, 
the flapping amplitude for the L=0.67 flag is much larger than that of the L=0.67 from the previous 
case. Part of this is likely due to the fact that the shorter flag in case C is experiencing a cleaner 
inflow field as it is the leader in this case.  
However, Ristroph & Zhang (2008) experimentally showed, and others corroborated, that 
tandem arrangements of flapping flags exhibit so called “inverted drafting” wherein the leading 
flag actually demonstrates higher flapping amplitudes than they would by themselves, and even 
higher amplitudes than the follower for certain configurations. This is most certainly partly 




vortex sheet simulations that this inverted drafting phenomenon was due to wake-mediated 
coupling between the flags. They showed that for particular separation distances, vortices can add 
coherently in the wake. In those cases, the flags exhibited the same inverted drafting phenomenon 
as was seen in the experiments by Ristroph and Zhang. That wake mediated coupling mechanism 
is likely responsible for all the coupling phenomena seen in these results. 
 
FIG. 3.19 – Snapshots of zω  vorticity field and the scalar concentration field φ  for the multi-flag cases. 
To understand the fluid dynamic implications of these flapping behaviors, FIG. 3.19 shows 
snapshots of the vorticity and scalar concentration fields. Clearly the vorticity fields show far more 
complex behaviors than what was seen in the single flag cases. The region between the flags is 
interesting. The cases show significant differences in this region, particularly in the case of the 
L=1.0,0.67 case. For the other cases, we can see three distinct vortices which were shed by the 
leading flag, however we do not see these vortices for the L=1.0,0.67 case. In that case, the leading 
flag is larger than the other two cases, and so would create much larger vortices, however there is 
essentially not enough room before the follower flag for these larger vortices, which appears to 




Also, the region just after the flags shows clustering of several vortices in all three cases. The 
complex interactions between the vortices shed by each flag create these clusters, and it is those 
interactions which are likely responsible for the sharp rise in the mixing index seen for all three 
cases. Beyond that complex region, these fields show different behavior between the cases, 
particularly in terms of the persistence of coherent vortices. The first two cases show similar 
behavior as was seen in the single flag configurations wherein large coherent vortices persist for 
many flag lengths downstream. However, this behavior is less apparent in the last case, which was 
the highest performing case. This can be seen by examining the vorticity isolines, which straighten 
out after several downstream flag lengths for the L=0.67,1.0 case but remain curved in the other 
two cases. 
If we examine the scalar concentration fields, we can see the results of these differences. In all 
three cases, the region immediately after the flags is clearly exhibiting effective convective mixing. 
This can be seen because the flow appears streaky, yet those streaks still have high contrast meaning 
fluid is being advected but diffusion has not yet had the chance to smooth these streaks. This will 
be examined in more detail by looking at the scalar gradient field and the interface density field in 
FIG. 3.20. What is also interesting here is the behavior in the far wake. The first two cases show 
the same types of wake organization as was seen in the single flag cases with periodic organizations 
of pockets of fluid resembling vortices organized in a staggered pattern. However, the final case 
shows far less evidence of this behavior. Beyond appearing more mixed, this case also does not 
exhibit obvious spatial organization in this snapshot, and observations of the movies of this case 
show much more aperiodic behavior than the prior two cases. This is interesting as this case showed 





FIG. 3.20 – Snapshots showing the gradient of the scalar field φ∇ and the detected interface field ζ  for the 
multi-flag cases. 
FIG. 3.20 shows the scalar gradient and the interface field which both show how all of these 
cases dramatically increase the advective mixing. The interface field shows that by the end of the 
second membrane, the domain is densely filled with interfaces. The patterns these cases exhibit in 
the scalar gradient fields are complex and show complicated and intricate interactions between 
multiple vortices. One interesting observation here is that for the L=0.83,0.83 case, and especially 
for the L=0.67,1.0 case, these indications of interface rollup or folding also appear in the space 
between the flags. It appears that due to the smaller size of the leading flags in those cases, there is 
enough room for the vortices to begin mixing the flow even before the start of the second flag, as 
was seen in the vorticity figures. The effect of this can be clearly seen looking back to FIG. 3.16 
showing the time averaged Interface Density result. There, the L=1.0,0.67 case shows interface 
stretching is weaker and lags behind the other cases in the region between the flags. In principle a 
practical implementation of this technology could be designed to take advantage of these results by 
carefully choosing flag lengths and orders such that there is enough room before the next flag for 






FIG. 3.21 – Plots of A) Mixing Index and B) Head Loss for the multi-flag configurations. Configurations 
with a L=W single flag and the empty channel configuration are also shown. The bars along the X axis show 
the regime containing both flags. Note that the spurious spikes in the Head Loss plot that occur just at the 
leading edge of each flag have been trimmed out for clarity. 
To understand the performance of these systems from the perspective of energy expenditure, 
FIG. 3.21 plots the mixing index and the head loss. The mixing index figure is included again for 
reference. The head loss figure shows the expected behavior based on the single flag studies, 
wherein there is a sharp increase in the energy loss in the vicinity of the flag, after which the head 
loss progresses with the same slope as the empty channel case. However, the differences between 
the cases are interesting, and make selecting the “best” configuration more difficult. First, we can 
say that the L=0.67,1.0 categorically outperforms the L=0.83,0.83 case, as it has higher mixing and 
lower energy loss. However, comparing the L=0.67,1.0 and the L=1.0,0.67 cases is more difficult 
because while the L=1.0,0.67 case had the poorest performance in terms of the mixing index, it 
also shows the lowest energy loss; wherein the L=0.67,1.0  case had 8% better mixing index, but 
the L=1.0,0.67 case had 10% less head loss. The L=1.0,0.67 Head Loss result is particularly 
interesting. In principle, longer flags should have greater energy loss, especially considering the 




would expect in all three case, the individual jumps for each flag would be different corresponding 
to their length, but the overall sum would be the same. However, this is not the case as the leading 
L=1.0 flag in L=1.0,0.67 case has slightly lower energy loss than the leading flag from the 
L=0.83,0.83 case. This discrepancy is responsible for the overall lower energy loss in that case, and 
may be a manifestation of the “inverted drafting” phenomenon which is not universal, but is instead 
dependent on the geometric parameters. 
It is difficult to say which configuration is better. This is in large part due to the nature of the 
mixing index (or any measurement of mixing performance for that matter). The mixing index is 
not linear, in that it has a maximum at 1, and any performance improvements can only cause the 
system to asymptotically approach that value. Whereas, the head loss is ostensibly unbounded, or 
at least it is only bounded by a configuration which removes all kinetic energy from the flow 
causing the fluid to simply stop moving, which does not seem to have any real physical meaning 
in this type of a flow. Therefore, it is unclear how to directly compare these results relative to each 
other. 
 
FIG. 3.22 – Performance comparison in terms of head loss and mixing index from the prior study with the 




We can however add our new results for the multi-flag flutter mixers to our performance scatter 
plot from the previous, single-flag flutter mixer study, as is shown in FIG. 3.22. Here we can see 
the significant improvement in mixing performance. The tandem flutter mixer has achieved very 
close to complete mixing in a very short channel length with only two flags. These cases are all at 
Re=200. Compared with the other Re=200 cases we can see they also have the highest overall Head 
Loss, but this Head Loss is still quite comparable to the best-performing “post mixer.” Thus, this 
limited parameter study indicates the multi-flag configuration could be useful where rapid mixing 
is required over a short channel length, and that additional membranes added in tandem 





The 2D mixing simulations provided an important initial assessment into the potential viability 
of flutter mixers for inertial microscale mixing enhancement. However, there are several limitations 
which restrict the fidelity and predictive utility of a 2D model towards the full 3D problem. As has 
been shown by others (Eloy, Souilliez, & Schouveiler, 2007), the 3D system is more stable than the 
2D system, where narrower finite span flags were shown to be more stable than infinite span flags. 
This means the flapping amplitude of the flags could be lower depending on how close to the critical 
velocity the system is operating. Furthermore, spanwise confined flags also show different 
behavior. For instance, Doare et al. (2011) found that any appreciable gap between the sidewall and 
the spanwise edge of the flag leads to significant changes in the stability of the system, with 
confined finite span flags also showing greater stability than unconfined flags. 
Beyond the potential differences in stability and dynamics between the 2D and 3D systems, the 
3D system also has parameters and behavior that are absent in 2D. In the forced convection heat 
transfer section, we examined 3D flapping flags in channel flows at higher Reynolds numbers to 
examine their utility as heat transfer enhancement devices. In that work we showed that 2D and 3D 
confined flapping flags have several fundamental differences, both in terms of the flag’s behavior 
as well as in terms of the fluid dynamics and the scalar field. Those simulations were conducted at 
significantly higher Re than what is examined here, namely Re=600. There it was shown that the 







vortices, which cannot exist in 2D. Furthermore, it was shown that the flag dynamics were distinctly 
different, and that the overall system performance was only coincident between 2D and 3D at one 
location downstream of the flag, but was generally very different. 
It is unclear how the comparison between 2D and 3D flapping flags will fair at the lower Re 
numbers of the inertial microfluidics regime that we study here. Usually decreasing the Reynolds 
number diminishes fluid dynamic instabilities. Furthermore, beyond the well-known differences 
between finite span 3D flags and infinite span 2D flags (Eloy et al., 2007), there are also 
considerable differences in flag flapping behavior at low Re, with large changes to the system 
stability as a function of Re, as was shown in the prior 2D mixing work. It is possible that these 
changes in stability at lower Re will exacerbate the differences between finite and infinite span 
flags, especially if the 2D and 3D configurations are pushed into different flapping modes and 
regimes. 
Finally, it is possible that the 3D case can provide benefits to mixing which are not in the 2D 
model. We have conjectured that mixing enhancement mechanism of flutter mixers is interface 
stretching and folding due to large amplitude interface deformation and vortex production at low 
Re numbers. The notion here is that that the flapping flag advects the fluid in a way that deforms 
and stretches the interface in a particularly beneficial manner. Further, we have proposed that the 
flags are able to shed large vortices at lower Re numbers than other simple, passive vortex 
generation mechanisms such as bluff body shedding. For example, circular cylinder vortex 
shedding phenomena have a distinct and well known lower Re number limit for vortex shedding, 
and confinement such as would be seen in a channel flow has been shown to increase the stability 





If this advection driven interface stretching mechanism is the key to flutter mixers’ improved 
performance, it follows that this phenomenon would be more effective in 3D than 2D. This is 
because there is simply more room in three dimensions to pack the interfaces. This can be 
intuitively understood by considering randomly distributing a fixed number of interface locations 
in a 2D domain and in a 3D domain. Clearly the points could get farther apart in 3D than in 2D, 
meaning on average a distance metric would find higher norms in the higher dimension simply 
because there is an additional term in the norm for the higher dimension. While this is certainly a 
commonly understood aspect of changes in dimensionality, it has interesting implications on our 
3D mixing system, specifically in that it is possible that given the same interface generation 
conditions, and assuming there is some lower limit to interface packing, then the 3D case can fit 
more interface length for any given streamwise position. On the other hand, 2D flows often exhibit 
non-physical behavior in terms of vortex persistence. This is due to the fact that there is one fewer 
dimension for the vortex to dissipate in. The effect would significantly increase the performance of 
the 2D system over the 3D system. 
In this study, we examine the 3D flutter mixer in the inertial microfluidics regime. We seek to 
understand the fluid and structural dynamics of the baseline system and to identify what 
mechanisms if any are responsible for any increased mixing performance. We then examine the 
sensitivity of this system to decreasing the Re number from our starting point of Re=200 via a 
sweep ending at Re=50. We also examine the changes in behavior as a result of changes to the 3D 
specific parameters, namely the spanwise gap to the sidewalls and the aspect ratio by examining a 
flag with a narrower span in the same square channel as the prior baseline simulations. Finally, we 
examine the differences between the 2D system and 3D system in order to glean further 




4.1 Problem Description 
 
FIG. 4.1 – Schematic view of the 3D flutter mixer configuration. 
To study the 3D flutter mixer in a channel type inertial micromixer, we consider a flapping flag 
immersed in a developing channel flow. FIG. 4.1 shows a schematic of the system depicting a top 
view and a side view. The flapping flag is considered to be a 2D membrane with negligible 
thickness compared to its length L and width W. It is a “normal flag” in that the leading edge is 
fixed and the trailing edge is free. The flag is placed near the entry of the channel to model the flow 
that would be seen in a T type or Y type mixer, for example. The inflow boundary condition is 
modeled as a uniform plug flow with U=1 where U is the velocity in the streamwise direction. The 
channel is considered to have no slip, no penetration boundary conditions on the walls and the 
outflow is generally modeled with zero-gradient boundary conditions. The species to be mixed is 
modeled as a passive scalar with a normalized concentration ϕ such that the fluid which is fully 
saturated with the species in question (i.e. fully dyed fluid) has a concentration of ϕ = 1 and fluid 
that is completely undyed has a concentration ϕ = 0. The inflow to the channel is a step function 
with ϕ = 1 in the top half of the channel and ϕ = 0 in the lower half. This inflow boundary condition 




This configuration is identical to the model used for the 2D study in terms of boundary conditions 
and initial conditions. 
 Numerical Methods 
To compute the fluid and scalar fields as well as the structural position, we perform fully 
coupled 3D fluid-structure-scalar interaction simulations. The fluid is governed by the 
incompressible Navier-Stokes equations and is solved with finite differencing on cartesian grids 
using a fractional step method to advance so as to decouple the advection diffusion equation from 
the pressure Poisson equation. The structure is modeled as a plate with a Cartesian grid representing 
Lagrangian coordinates S1 and S2 in the chordwise and spanwise directions respectively. The 
equations for the position of the membrane are solved via finite differencing. We use a penalty 
method immersed boundary method to couple the fluid and structural solvers with two tunable 
parameters representing springs and dampers coupling the fluid and structure solutions. The scalar 
field is governed by an advection diffusion equation with a step inlet boundary condition and 
Neumann boundary conditions on the channel walls. The scalar solver is one way coupled from the 
fluid solution to the scalar solution. The details of the various solvers as well as the FSI coupling 
scheme is described in the numerical methods section earlier in this thesis.  
 Performance Measures 
The performance of the system is measured with a few key metrics. First, the Mixing Index 
used previously in the 2D flutter mixer study is used again for the 3D mixing performance measure 
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where σ ( )x is the standard deviation, φ is the scalar field ranging from 0 to 1, φ

m  is the mean 
of the field at that x plane and σmax  is the maximum deviation in the scalar field, which occurs at 
the inlet. The mixing index is essentially the normalized variance of the scalar concentration. It 
ranges from 0 to 1 with M=0 indicating totally unmixed flow and M=1 is completely mixed flow.  
To fully understand the impact of a given mixing enhancement device, the energy losses must 
also be considered. This is because the mixing performance of these systems is sensitive to the 
Reynolds number. This is important because it means that if the Reynolds number was increased 
(e.g. if a stronger pump was used) then the mixing performance would change. Thus, if a particular 
system is improving the mixing performance over a reference design, but is also creating a 
significant increase in energy expenditure as compared to that reference design, it is possible that 
had the reference design been given that additional pump power, it might have actually 
overperformed the augmented test design. Furthermore, the practical considerations of microfluidic 
devices mean that even if a mixing enhancer is beneficial even when normalized by energy expense, 
it is still possible that the large increases in pump power requirement may not be feasible from a 
practical perspective. To quantify this loss in mechanical energy, we use the non-dimensional head 
(H*) and corresponding head loss (HL) through the channel: 
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where p is the pressure, u is the streamwise velocity component, and ρ is the fluid density.  
To locate and identify vortices in this 3D flow, we use the λ2  vortex criterion. This is a vortex 
core identification method (Jeong & Hussain, 1995). To calculate this criterion, we construct the 




antisymmetric parts S  and Q . We then construct +2 2S Q  and order its eigenvalues λ λ λ≥ ≥1 2 3 . 
Finally, a point is only part of a vortex if two of the eigenvalues of +2 2S Q are negative, so if λ2 is 
negative we have successfully identified part of a vortex. A vortex is then defined as a connected 
region of negative λ2 . Plotting iso-surfaces of λ2 shows a given 2D shell of a 3D vortex region. 
 Interface Identification and the Interface Density 
The idea underlying all mixers is that flow fluctuations and/or vortices lead to stretching and 
folding of the flow. This leads to a lengthening of the interface between the two unmixed regions 
of the flow thereby allowing molecular diffusion to work effectively over a length scale much larger 
than the length scale of the underlying unmixed system. The mixing index defined earlier in the 
chapter provides one clear measure of the mixing effectiveness but it is a composite measure of 
interface lengthening and molecular diffusion and therefore dependent not only on the flag 
dynamics but also parameters associated with molecular diffusion (i.e. Reynolds and Schmidt 
numbers). As was the case in the 2D mixing investigation, it would be useful to extract from our 
simulations a direct and distinct measure of interface lengthening associated with the stretching and 
folding induced by the flag flutter, a measure that is somewhat independent of subsequent 
molecular diffusion effects. We described just such a measure in the 2D mixing section which we 
called the Interface Density, and we will use that measure again for our 3D investigation. However, 






FIG. 4.2 – Example of the interface identification process showing the scalar concentration φ , the 
normalized magnitude of the scalar gradient φ∇ * , and the interface field ζ . 
The Interface Density is based on the notion of measuring the stretching of the interface length 
by counting or estimating the number of interface locations (pixels) generated in the discrete flow 
field across which molecular diffusion can act to effectively mix the two components of the flow. 
This value is then normalized against the maximum number of interfaces that are possible for that 
grid. FIG. 4.2 shows three contour plots of a snapshot of an x plane from one of our simulations. 
These plots provide a visual depiction of the calculations needed to create the interface density 
measure, showing the scalar concentration field φ , the normalized magnitude of the scalar gradient 
φ∇ * , and the interface field ζ . Note that these figures have been displayed without the use of any 
interpolation or anti-aliasing procedures (which we commonly use in all other figures presented in 
this work). Each pixel on the plane is simply colored according the magnitude of the field variable 
at that location. This allows us to better visualize the resolution constraints at play. To perform the 
calculations for this measure, we first calculate the magnitude of the gradient of the scalar field at 
each streamwise location, and then normalize by the local maximum as follows: 
 φ φ φ
∞




where the overbar indicates the average over that given x (streamwise) plane of data. In a finite 
Reynolds and Schmidt number calculation (as opposed to an inviscid model), molecular diffusion 
will tend to smear the gradients in the scalar field as the flow proceeds downstream. Given this, the 
above normalization step ensures that this overall reduction in scalar gradients is accounted for and 
eliminated, allowing our interface detection procedure a consistent signal level, independent of 
streamwise position. 
We then proceed to determine the local maxima of this normalized gradient magnitude on each 
x plane. Essentially, we find peaks in the field which satisfy a “prominence” criteria based on their 
height relative to the neighboring valleys. This constraint allows us to ensure that we only count 
peaks that represent relatively large jumps in the local scalar concentration. This is because the 
diffusion across these interfaces (i.e. the mixing) is related to this gradient, so only sufficiently 
strong gradients will appreciably impact the mixing of the fluid. One of the key differences as 
compared to the 2D system is the procedure we used to find these peaks. In the 2D system, we 
could simply take each y line of values at a given x location and find the peaks of that set of data. 
However, for the 3D case it is not as easy to find peaks on each y-z plane of data. Instead, we treat 
each direction separately and combine the data. At any given x location, we first sweep along the 
y direction, identifying peaks for each z line. We then do the same for the z direction, identifying 





FIG. 4.3 – Interface detection procedure showing the additive interface detection mechanism where the 
interface pixels can have a value of 0 (no interface), 1 (interface allowing diffusion in only one direction), or 
2 (interface allowing diffusion in both directions). 
On the one hand, we could treat the directions with an “or”, where we would tag each pixel in 
a binary sense as either an interface or not. If a given pixel was identified for either direction of 
sweeps then it would get tagged. This method results in the interface field shown earlier in FIG. 
4.2. This method is reasonable for identifying where the interfaces are, but it does not actually fairly 
count the interfaces. To understand this issue, we must recognize that the diffusion we are trying 
to promote is on a cartesian grid. This means that any given pixel could be a location where 
diffusion is happening in either of two directions or in both directions. If we envision a field with 
vertical stripes of scalar concentration, then each pixel would be diffusing only in the horizontal 
direction. Similarly, if we envision horizontal stripes the pixels would only be diffusing vertically. 
However, if we then consider a field which is arranged in a checker board pattern, each pixel would 
be diffusing in both directions as all its neighbors have the opposite concentration. While the total 
concentration is the same for the stripes and the checkerboard, the checkerboard will clearly diffuse 
much more quickly.  
By this logic, we combine the results of the sweeps in the y and z directions using an “and” 




in only one direction), or 2 (interface allowing diffusion in both directions). This procedure results 
in the interface field shown in FIG. 4.3. Here we can see the locations of the flow which have 
interfaces which are mostly vertically or horizontally aligned have been tagged with 1ζ = , while 
locations which have diagonal interfaces are tagged as 2ζ = . To then come up with an overall 
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  (4.6) 
This is essentially an average over the given x plane. However, there is one final task required. 
It is necessary to normalize the interface density. In its current form it can take a value up to 2. 
However, it is useful to have the interface density normalized against the maximum density possible 
for a given resolution, thus the interface density is divided by 2. The only instance where this 
normalization is not used is when comparing with 2D systems, because in that scenario, the fact 
that the Interface Density can reach 2 for 3D and can only reach 1 for 2D has an important physical 
meaning. 
4.2 Results 
To explore the 3D flutter mixer, we first examine in detail a baseline case at Re=200, Sc=100. 
We then study the behavior of this system at Reynolds numbers of 50, 100, 150, and 200, all at 
Sc=100. This Reynolds number sweep is important because the applications for flutter mixers exist 
in the inertial microfluidics regime, typically Re=O(1-100), and fluid dynamics phenomena often 
show strong Reynolds number dependence in this regime, especially for systems that rely on 
vorticity. The Reynolds number sweep is also important in that it may shed light on different 
mechanisms at play in these flows, just as was the case in the 2D study where the Re sweep showed 




mechanism at higher Re, thus providing a more complete picture of flutter mixers mixing 
enhancement.  
We subsequently examine flags with a small aspect-ratio at various Reynolds numbers. 
Changes in a flag’s aspect-ratio also simultaneously changes the spanwise gap between the flag 
and the sidewalls (we refer to this as spanwise confinement). Both the aspect-ratio and the spanwise 
confinement are parameters that only exist in 3D so cannot be modeled in a 2D study. Furthermore, 
as will be shown, the production of streamwise vorticity from the spanwise edges of the flag plays 
an important role in the mixing enhancement, so it is valuable to understand how the production of 
this streamwise vorticity might be modified and how the behavior and interaction of that 
streamwise vorticity would subsequently change. Finally, we compare the 3D results of the Re 
number study with the 2D model, which is an approximation frequently used to study channel flow 





FIG. 4.4 – 3D visualizations of snapshots of A) scalar concentration φ , B) the normalized gradient 
magnitude φ∇ * , and C) the Interface Field ζ  for the Re=200 case. The isosurfaces in the flow show the 
λ2 vortex identification criterion. 
FIG. 4.4 shows 3D snapshots of the Re=200 case. In all three plots the isosurfaces in the flow 
are visualizations of the vortical structures in the flow by way of the λ2  criterion. The color 
contours on the surfaces show A) the scalar field φ , B) the normalized magnitude of the gradient 
of the scalar field φ∇ * , and C) the calculated local peaks in the scalar field as the interface field ζ
. We can immediately see in the scalar field how vorticity shed from the flag is responsible for 




flag, we can see a large, symmetric swirl pattern where it appears that the “white” fluid is being 
forced upwards creating a jet up into the “blue” fluid. At the center of the swirl patterns are large 
vortical structures as shown with the isosurfaces of the λ2 criterion. 
 
FIG. 4.5 – Zoomed in 3D snapshot of the Re=200 case. The color contours on the planes show the 𝜔𝜔z 
component of vorticity, the isosurfaces show the λ2  criteria for vortical structures (at a higher threshold 
than FIG. 4.4), and the vectors on the cross-stream planes show the in-plane fluid velocity vectors. 
As discussed in the chapter on 3D heat transfer enhancement, these streamwise vortices are the 
result of leakage flow around the sides of the streamwise membrane edges on each side of the flag. 
FIG. 4.5 shows a zoomed in view of the region around the flag and includes visualization tools to 
examine these vortices. The isosurfaces show the λ2  criterion taken at a higher threshold than what 
was used in FIG. 4.4 so as to isolate the vortex cores, making the visualization less cluttered. The 
planes show color contours of the ωz component of the vorticity, and the vectors show the in-plane 
fluid velocity vectors. This figure allows us to examine both the generation of this vorticity at the 




Examining the behavior around the flag, we can see that as the flag flaps, the side in the 
direction the flag is moving becomes the pressure side and the opposite side becomes the suction 
side. Flow will seek to equalize this pressure drop by going around the streamwise edges from the 
pressure side to the suction side, which creates streamwise vorticity on each side of the flag as can 
be seen in the color contours. These vortices appear to be similar to leading edge vortices, as the 
flag is moving downwards as they are generated, and similar to tip leakage vortices as there is a 
considerable streamwise velocity affecting these vortices. These vortices are mirrored across the 
midplane of the flag, and once they are shed, they are clearly responsible for this jetting behavior. 
This can be seen in the downstream plane of FIG. 4.5 where the vorticity shed by the flag has 
created a distinct horseshoe shaped vortex, and the arms of that horseshoe vortex are close enough 
to jet fluid towards the wall, as indicated by the in-plane velocity vectors. 
 
FIG. 4.6 – Snapshots of vortical structures from a 3D FSI simulation of a flapping flag at Re=200 taken from 
Huang & Sung (2010) for comparison. The key similarity to FIG. 4.5 is the presence of the horseshoe shaped 
vortices. 
This horseshoe vortex shape has been seen previously in the literature for unconfined flapping 
flags. For example, Huang and Sung (2010) showed similar looking vortical structures shed from 




similar structural parameters to what is examined herein. Interestingly, in that study of unconfined 
3D flapping flags, the horseshoe vortices are spreading out with a wake angle and the horseshoes 
are inclined the direction of the mean velocity. This behavior explains why the horseshoe vortices 
migrate to the channel walls in our confined simulation. One further difference is the orientation of 
these vortices, where it appears that confinement has rotated the vortices to be more in line with 
the streamwise direction. This rotation and alignment is due to the vortices interacting with their 
image vortices created by the presence of the wall. 
There appears to be two major benefits of the jets created by these vortices. First, the advection 
of fluid from one half of the channel into the other half is of crucial importance towards mixing, as 
it will create pockets of opposite colored fluid in each layer of the incoming flow. Second, we can 
see at the centers of these vortices a clear swirl pattern of alternating blue and white fluid. The 
effect of this can be seen more clearly by examining figures B) and C) of FIG. 4.4 where we can 
clearly see densely packed sharp gradients in B) and the corresponding interfaces in C). This swirl 
pattern is beneficial in that it rapidly increases the interface length in the flow. It also tightly packs 
these striations, meaning that very quickly there will be pockets of very well mixed fluid. 
In FIG. 4.4, we can see the continuation of this jetting process downstream of these initial 
instances of the jet. By the next cross stream plane, we can see there are two halves of the jet, after 
splitting due to impinging on the upper (or lower) channel walls. By this point those half jets, which 
are made up of very thin layers of alternating scalar, are re-colliding in the middle of the channel. 
In the next plane, and the subsequent planes as well, we can see a pattern emerging wherein the 
area along the edges of the channel has much higher concentration of interfaces and is subsequently 
much more mixed than the fluid in the core of the channel which appears to have an oscillatory 
pattern. This examination provides a clear phenomenological view of how the production of 





 Effect of Reynolds Number 
The inertial microfluidics regime of Re=O(1-100) is unique in that both viscosity and inertia 
play an important role in the dynamics of the flow. This is especially true for systems which rely 
on vorticity, because the generation and persistence of vortices changes significantly in this 
Reynolds number regime. By examining the behavior of this system at a few Re numbers, namely 
Re=50, 100, 150, and 200, we can see the effects of this Re number sensitivity. For these studies, 
Sc=100, the flags are always length L and the spanwise gap is 0.2L meaning the flag aspect ratio 
is 0.6. 
 
FIG. 4.7 – Time average of Interface Density and Mixing Index as a function of x/L for the four Re numbers 
simulated. 
FIG. 4.7 shows the time-averaged Interface Density and the Mixing Index performance 
measures as a function of streamwise position x/L for each of the Re cases. Results for the empty 
channel are also included as a baseline for comparison, however only the Re = 50 and 200 empty 
channel cases are included so as to reduce clutter. For both performance measures we can see a 
very strong dependence on the Reynolds number. In the Interface Density plot we can that at the 
lowest Re case, i.e. Re=50, the increase in interface surface area is present but results in only a 




interface density corresponds to the value at x/L=0 and represents a flat interface as wide as the 
channel.  
For the Re=50 case, the addition of the flag increases the effective interface length by about 
6.5 times before leveling off towards the exit of the computational domain.  With increasing Re, 
this improvement rises as well, with Re=100 doing 10.5 times better, Re=150 doing 14 times better 
and Re=200 doing 16 times better by the end of the channel, as can be seen in FIG. 4.7 showing 
the Interface Density and Mixing Index at the end of the computational domain. There is also a 
change in the shape of the curve of Interface Density. With higher Re, the curves rise much more 
rapidly and by the Re=200 case, the stretching of the interface appears to reach a maximum very 
quickly, such that by x/L=6 the Interface Density curve has already flattened out. It should be noted 
that the behavior of neither of these measures in the vicinity of the flag itself (from x/L=1 to 2) are 
reliable, as the presence of the membrane inhibits the post processing calculations at those 
locations.  
This rapid increase and subsequent plateau of the interface density is interesting in that it 
indicates that for Re=200, the continued stretching and folding of the interface ceases at around 
x/L=6 whereas for lower Reynolds numbers, stretching and folding of the interface continues 
beyond x/L=10. The Mixing Index plots show the same strong Reynolds number dependence that 
was seen with the interface index. However, the mixing index plots exhibit a continuous increase 
with streamwise distance. This is expected since mixing is a result of the combined effect of 
stretching and folding (i.e. advection) as well as molecular diffusion. Thus, even after the cessation 
of stretching and folding exhibited beyond x/L=6 for the Re=200 case, molecular diffusion 





FIG. 4.8 – Interface Density and Mixing Index at the end of the computational domain as a function of Re. 
This similarity between the Mixing Index and Interface Density is an important correlation, as 
it lends credibility to our proposed notion that flutter mixers improve the mixing performance over 
such a short distance as compared to other types of systems due to the very rapidly stretching and 
folding induced by the vortex structures generated by the flow-induced flutter. To further 
investigate this correlation, FIG. 4.8 shows the behavior of the Interface Density and Mixing Index 
at the end of the computational domain as a function of Re. Here we can see that if we ignore the 
magnitude of the two plots, their trends almost exactly collapse, showing this strong correlation. 
Also, it is interesting that the behavior seems to be almost linear with Re to first order. This result 
is not expected, as the mixing mechanism is likely to change throughout this regime. To better 
understand the mixing mechanism and underlying fluid dynamics we can examine snapshots of the 
system. 




































FIG. 4.9 – 3D visualizations of snapshots showing the scalar field φ  for the four Re numbers simulated. 
To better understand this dramatic change in performance with increasing Reynolds number 
we examine snapshots of the scalar field in FIG. 4.9. Here the contours on both the cross-stream 
planes and the streamwise midplane show the scalar field φ , and the isosurfaces are the λ2  criterion 
for the vortical structures. The clearest result from these snapshots is that there appears to be a 




the flapping flag smoothly perturbing the interface in the streamwise mid plane view; this creates 
alternating pockets of dyed and undyed fluid in the streamwise direction. The cross-stream planes 
show that this region is largely confined to the center of the channel and that this region appears to 
get smaller with downstream distance.  
This is very different from the behavior seen in the other three Reynolds number cases. Those 
cases all show the jetting behavior which was previously described in the analysis of the Re=200 
case. Examining the first cross-stream plane after the flag, we can see that this jet pattern appears 
to get stronger at higher Reynolds numbers, which makes sense since the vortical structures being 
shed appear to be much stronger and more persistent at higher Reynolds numbers. Examining the 
next downstream plane, we can see the effect of this changing persistence of the vortical structures. 
In the Re=200 case we can see that the scalar still clearly shows the swirling patterns indicating 
that the vortices are still strong enough and induced a jet. This effect is weaker in the Re=150 case 
and for the Re=100 case, it appears that the jetting phenomenon is no longer active. Examining the 
final cross-stream plane for each case, we can see that the Re=200 case still shows evidence of the 
jetting behavior; the Re=150 case seems to have remnants of that behavior but it does not appear 
to be active at that downstream location. The Re=100 case has no evidence of the swirling patterns 
caused by the streamwise vortices and in fact appears much more similar to the Re=50 case at this 






FIG. 4.10 – 3D visualizations of snapshots showing the interface field ζ  for the four Re numbers simulated. 
FIG. 4.10 shows 3D snapshots of the interface field ζ  for each Re case, again showing 
isosurfaces of λ2  vortical structures. The cross-stream planes showing the interfaces are placed 
more frequently, with interplane spacing of approximately L. This is to give a complete picture of 
the changes in the interfaces with downstream position. What can immediately be seen for the Re 




behavior. It alternates between patterns indicating the presence of the plume-like jetting behavior, 
and areas that seem to have a band of densely packed interfaces around the periphery with an area 
of no interfaces in the center of the channel. For all three of those case, this central area devoid of 
interface appears to shrink with increasing x/L. The Re=150 case appears to be very similar to the 
Re=200 case. Interestingly however, the Re=100 case at first looks similar to the higher Re cases, 
but with increasing x/L appears more like the Re=50 case. The Re=50 case shows considerably 
different behavior. There is no indication of swirl driven by streamwise vorticity. Instead it appears 
that the interface is deformed from its initial flat shape into an arc which then extends around the 
periphery of the channel to eventually create interface rings in a shape that resembles the channel 
flow cross-stream profile in that it is vaguely super-elliptical. The difference in behavior in the 
Re=50 case as well as the observation that the Re=100 case becomes progressively more similar to 
the Re=50 case suggests that the presence and thus persistence of the hairpin vortices is what 






FIG. 4.11 – Flapping dynamics for the 3D flag simulations as a function of Re showing flapping half 
amplitude and the St number. 
To better understand this transition in behavior, FIG. 4.11 shows the flapping dynamics of the 
flags at each Reynolds number in terms of the flapping half amplitude, the Strouhal number, and 
side views of the flutter envelopes. Here we can see further evidence of a transition occurring 
between Re=50 and Re=200. In general, we can see increasing amplitudes and decreasing flapping 
frequency with increasing Re number. This is in line with the behavior seen during the earlier 2D 
examination. However, from Re=50 to Re=100 there is a more significant jump in both the 
amplitude and the Strouhal number, with the subsequent Re cases showing smaller changes. 
Examining the envelope figures, we can possibly see the source of this change in behavior. The Re 
= 100, 150, and 200 cases all clearly exhibit 2-node flapping behavior, as described in prior work 
(Shoele & Mittal, 2014). This can be distinguished by the bulge in the outer envelope near the mid 
chord point of the flags. This bulge is only geometrically possible if the flag has an inflection point 
at a point closer to the fixed leading-edge than the bulge, indicating a node, and thus making this 




that while the Re = 50 case is still exhibiting the 2-node flapping, it is very close to the transition 
to 1-node flapping. As shown in the literature (Shelley & Zhang, 2011), these transitions in mode 
shape are typically accompanied by changes in the dynamics. 
 
FIG. 4.12 – 3D views of the flapping envelopes for the four examined Re number cases showing 
approximately one flapping cycle. The color contours on the surfaces show the local y component of the 
flag’s velocity, providing a sense of what direction each snapshot in the envelope is traveling. 
One key point to note is that the amplitudes reported in FIG. 4.11 are the maximum for the 
entire trailing edge. However, as can be noted from the flapping envelope side views shown in FIG. 
4.11, the 3D flags appear to exhibit significant spanwise deformations. To get a better 
understanding of this spanwise deformation, FIG. 4.12 shows a 3D view of the flapping envelopes 
for each Re number case. The surfaces are colored according to the v-velocity component to provide 
a sense of which direction each snapshot in each envelope is traveling. Here we can clearly observe 
the flags undergo considerable spanwise bending, particularly when the trailing edge is near its 
extrema y values and the flag is changing direction. Careful examination of the Re=200 figure 
shows the instance of maximum spanwise curvature at the top of the channel is colored red meaning 
it is still traveling upwards, showing the flag has not yet changed direction. To quantify the extent 
of this spanwise bending, we can calculate the difference in Y position between the corner points 
and the point at the centerline at the trailing edge of the flag. We found they differ by about 9%, 




 Flag Aspect-Ratio and Spanwise Confinement 
One of the primary challenges with numerically studying flapping flags is the vast parameter 
space governing their dynamics. This is further exacerbated when exploring 3D configurations, 
with the addition of two new geometric nondimensional parameters in the flag aspect ratio AR = 
W/L, and the spanwise confinement which can be considered as either the ratio of the span to the 
channel width (in this case W/L) or by the nondimensional distance between the spanwise edges 
and the sidewalls referred to as the spanwise gap which would be (L-W)/2. As discussed in the 
section on heat transfer enhancement, both of these parameters have been shown in prior work 
(Doaré et al., 2011; Eloy et al., 2007) to affect the stability of the system and both tend to make the 
flags more stable. This is of particular concern at these low Re numbers where the systems 
sensitivity to Re could mean that wider flags may flap while narrower flags do not. To examine 
this, we simulated the Re=50 and 200 cases again with flags having AR=0.5 instead of the 0.75 of 
the earlier tests. The Re=50 case was selected to understand if the increased stability of narrower 
flags would affect the low Re number behavior. Similarly, the Re=200 case was selected to examine 
how the cases compare when both AR cases exhibit large amplitude flutter. 
 
FIG. 4.13 – Time average of Interface Density and Mixing Index as a function of x/L for the two AR cases at 




FIG. 4.13 shows the performance comparison between the AR=0.5 and AR=0.75 cases in terms 
of the interface index and the mixing index for the Re=50 and 200 cases. What is immediately 
obvious is that the Re=50, AR=0.5 case did not create more interfaces in the flow. This suggests 
that the amplitude of flutter for this flag is likely very small which will be confirmed shortly by 
looking at the dynamics of these flags. The result of this is that there is essentially no improvement 
in the mixing index. In contrast, the Re=200, AR=0.5 case does show significant increase in 
interfaces, much like the corresponding AR=0.75 case, with a few key differences. The AR=0.75 
case seems to asymptote much more quickly (i.e. the AR=0.5 case has a shallower slope of the 
Interface Density curve) which overall diminishes its performance in terms of the mixing index as 
can be seen in the MI plot. However, interestingly, the AR=0.5 case does not seems to saturate at 
a maximum interface stretching amount, or it does not saturate within the computational domain 
studied here and by the end of the channel, it appears that the AR=0.5 case has introduced slightly 
more interface surface area to the system. It is unclear from this figure what this means precisely, 
FIG. 4.14 and FIG. 4.15 showing the scalar concentrations and the interface field for these cases 
should shed more light. The Interface percentage is a valuable tool, but it is only designed to capture 
the moments before diffusion has had a chance to dampen the strengths of the peaks in the field. 
To better understand what is happening, and if this interface percentage result for the AR=0.5 case 






FIG. 4.14 – 3D visualizations of snapshots showing the scalar field 𝜙𝜙 for the two AR cases tested at Re=50 
and 200. 
FIG. 4.14 shows snapshots of the scalar concentration field for the AR=0.5 and 0.75 cases at 
Re=50 and 200. It is immediately clear that the Re=50, AR=0.5 case did not flap. This is not 
surprising, as it was already understood from the work by Eloy et. al. (2007) that narrower flags 
would exhibit increased stability. There is however a slight sinusoidal deformation to the interface 




The Re=200 cases offer a significantly more interesting comparison. Here we can see both 
cases experienced flapping and both cases shed large streamwise vortices as visualized by the 
isosurfaces of the λ2  criterion. However, it is clear that the wider AR=0.75 case shed significantly 
more vorticity and because of this the horseshoe shape of the vortex is preserved at this iso-surface 
threshold. Very interesting is how these differences seem to affect the scalar profiles at the later 
cross-stream planes. While the first plane after the flag shows largely comparable behavior, by the 
second plane we can see fundamental differences which may explain the differences in the interface 
percentage metric. In that second plane after the flag, the AR=0.5 case still shows a clear jet profile 
in the scalar concentration field, but without the indication of the two pieces of the jet recolliding 
in the center of the channel as can be seen for the AR=0.75 case. This is perhaps a result of 
decreased distance between the streamwise vortices that are causing this jet. Close inspection of 
the first plane after the flag shows that the jet pattern does not appear to interact with the sidewalls 






FIG. 4.15 – 3D visualizations of snapshots showing the interface field ζ  for the two AR cases tested at 
Re=50 and 200. 
FIG. 4.15 shows visualizations of the interface field for the AR cases. The comparison for the 
Re=200 cases more clearly shows the differences, especially in the planes showing the second 
plume downstream from the flag (the first plume pointing towards the lower wall). In the scalar 
concentration field figures, it was noted that the behavior here was different in that the AR=0.5 




difference is much clearer in these interface field figures, and furthermore, we can see that instead 
the AR=0.5 case has a much more compact plume structure. Another interesting difference is the 
absence of central regions of unmixed fluid. It was previously noted that the AR=0.75 case exhibits 
pockets of unmixed fluid in the core of the channel, however, these pockets are not visible in the 
AR=0.5 case which is most likely due to the decreased inter vortex spacing. This difference may 
explain how the AR=0.5 case can exhibit slightly higher interface density, as the interfaces are 
more efficiently spatially distributed throughout the plane. The final key difference that helps 
explain the interface density result is that the streamwise vortex tubes in the AR=0.5 case appear 
much longer than in the AR=0.75 case. So much so that the third to last plane and second to last 
plane both exhibit the same sort of plume structure, meaning the vortex tubes must span across both 
planes. 
 
FIG. 4.16 – Comparison of flapping dynamics between the AR=0.5 cases and the AR=0.75 cases. (a) shows 




color of the surface represents the V component of velocity to give a sense of direction for each snapshot in 
the envelope. 
FIG. 4.16 shows comparison of the flapping dynamics between the AR=0.5 and AR=0.75 cases 
using three approaches. (a) shows comparisons of the amplitude and the St number. There is a 
considerable difference in amplitude between the cases at Re=50 because the AR=0.5 case was 
essentially not flapping. Interestingly however, according to this figure, the Re=50 AR=0.5 case 
did not have zero amplitude, but instead had an exceedingly low amplitude. It is important to note 
here that the technique used to initiate flutter without waiting for it to develop naturally actually 
started this flag with a higher flutter amplitude than what is recorded here. Examination of the y 
position of the trailing edge of the flag shows that it decayed from the initial perturbation, but never 
actually stopped flapping, instead settling into the very small amplitude flutter recorded here at the 
St number reported in the second figure. While this behavior is interesting from a theoretical 
perspective, given the bi-stability of these regular flapping flags, it is very possible that this very 
low amplitude flutter would not have developed without the initial perturbation. Careful 
examination of the flapping envelope for this case shows evidence of very low amplitude 1-node 
flapping behavior. A final interesting point to note on this case which is essentially not flapping is 
that the calculated Strouhal number is very similar to that of the corresponding AR=0.75 case which 
did experience stationary flow induced flutter. This suggests that what little flutter is seen is in fact 
flow induced flutter and not simple ring down after the initial perturbation. That being said, the 
bistability exhibited by flapping flags almost ensures that this case would not have demonstrated 
this behavior without the initial perturbation. 
The Re 200, AR=0.5 shows much more similar behavior to its AR=0.75 counterpart. The 
amplitude discrepancy here is much smaller than what was seen in the Re=50 case. Interestingly, 
there is still a small difference in the St number of a similar magnitude to the discrepancy seen in 




considerably less spanwise bending than the AR=0.75 case as can be seen in the 3D visualizations 
of the flapping envelope. That this case appears to be flapping in a more 2D manner is not entirely 
surprising. From a topological perspective, it would take higher local curvature to achieve the same 
out-of-span deflections for a narrower flag. 
 Comparison with 2D results 
A common issue in simulating flapping and flutter of membranes and plates is the consistent 
discrepancies between 2D and 3D. Early on in the historical investigations into flapping and flutter 
of membranes, this manifested as a discrepancy between simulations and experiments because 
simulations were not capable of 3D FSI. However analytical work showed that the issue was in fact 
the difference in stability between 2D and 3D flags. Both finite span effects (Eloy et al., 2007) and 
spanwise confinement effects (Doaré et al., 2011) were shown to increase the stability of 3D 
flapping flags in analytical models. This sensitivity of the structural dynamics to the aspect ratio 
and the spanwise confinement essentially changes the effective reduced velocity. Further 
confounding the comparison between 2D and 3D for flutter mixers is the sensitivity of the fluid 
dynamics to these 3D parameters. As was shown, a significant portion of the mixing at the higher 
Reynolds numbers in the 3D cases was due to streamwise aligned vortices shed from the spanwise 
edges of the flag. These vortices could only exist in the 3D system. Thus, it is not surprising to find 
discrepancies between the 2D and 3D system. What is interesting is determining the source of these 





FIG. 4.17 – Mixing Index comparisons of the 2D and 3D systems. Each Re number is plotted separately. 
FIG. 4.17 shows the differences in the key performance measure of the system, the Mixing 
Index. It is clear that at Re=50 the behavior is completely different, and this discrepancy diminishes 
with increasing Re. The way this decreasing discrepancy manifests is interesting. As was shown 
earlier, the Mixing Index increases with Re for the 3D system. But as shown in the earlier 2D 
mixing study, the Mixing Index actually decreases with increasing Reynolds number between 
Re=50 and Re=100. This is due to the strong sensitivity to the increase in Peclet number that the 
2D system exhibits. In some sense this allows the 3D system to catch up to and overtake the 2D 
system with increasing Re. However, it is important to emphasize these results are dramatically 
different both in terms of the individual behavior as a function of x/L, as well as how that behavior 
changes with increasing Re. 
Another key distinction is in the smoothness of these plots. It is interesting to point out that the 
2D cases were averaged over many more cycles than the 3D cases (due to the computational 
expense of 3D simulations). Nevertheless, the 2D cases show very nonmonotonic behavior, 
particularly between x/L 4 – 6 whereas the 3D cases very smoothly increase and then plateauing, 
as is the case in the Re=200 figure. While it is not surprising that there are discrepancies, the very 
significant differences in the Re=50 and Re=100 cases bring into question if the flapping dynamics 





FIG. 4.18 – (Left) Amplitude and Strouhal number comparisons between the 2D and 3D cases as a function 
of Re number. (Right) Flapping Envelope comparisons between the 2D and 3D cases for each of the 
considered Re numbers. 
FIG. 4.18 explores the comparison of flapping dynamics between 2D and 3D from three 
perspectives: mean flapping amplitude, Strouhal number, and side views of the flapping envelope. 
The flapping envelope figures are included to allow for the comparison of flapping regime and 
mode shapes. The amplitude results are not as dissimilar as would be expected considering the 
drastic discrepancy in mixing index. The greatest difference is at Re=50. We can see that the 2D 
case exhibits a plateau in the flapping amplitude with increasing Re, whereas the 3D case sees a 
smooth, seemingly asymptotic increase in amplitude. It should be noted that the maximum possible 
half amplitude is actually y/L=0.5 as that is when the flag would touch the walls. But while this 
explains the plateau in the 2D case, there is still a small increase in amplitude from Re=150 to 200. 




increasing Re. The Strouhal number results show far closer agreement with both cases following a 
decreasing asymptotic trend with Re. There is slight discrepancy though, especially at Re 150 and 
200, and this can perhaps be explained by examining the differences in the flapping mode shapes. 
Perhaps the most illuminating comparison of the dynamics can be seen in the flapping 
envelopes. In the 2D case we can see a fundamental transition in behavior with increasing Re, from 
two node symmetric flapping in the Re=50 case to three node, marginally asymmetric flapping by 
the Re=200 case. In contrast, the 3D flags appear to be exhibiting consistent two node flapping. 
This difference highlights a limitation of the flapping amplitude as a measure of the flutter intensity. 
While the 2D and 3D flags may have relatively similar amplitudes, in the Re=200 case (for 
example) the fundamental difference in flapping modes could mean the 2D case is imparting more 
energy to the flow, or in some way causing a more drastic disturbance to the flow. This is possibly 
a result of the difference in envelope shape midway along the flag, where we can see the 2D case 
exhibiting significantly greater deflection at the midpoint of the flag for all Re due to the higher 
mode flapping. This more energetic mode shape has previously been shown in work by Shoele & 
Mittal (2014) to create large persistent vortices as compared to the two-node flapping mode, and 
we have previously shown in the section on 2D mixing that those large persistent vortices are 





FIG. 4.19 – Percent difference of the 3D results from the 2D results for the flapping amplitude and the mixing 
index vs. Re. 
While there is clearly a connection between the differences in flapping behavior from 2D to 
3D and the differences in mixing index, it is important to investigate how much of this difference 
is simply the result of lower flapping amplitudes, as opposed to other mechanisms such as the 
flapping mode. To examine this, we compare the percent difference in the flapping amplitudes with 
the percent difference in the mixing index. FIG. 4.19 shows this comparison for the 2D and 3D 
cases as a function of Re. Here we can see there does seem to be some level of correlation between 
the amplitude discrepancy and the Mixing Index discrepancy. Without more Re samples, it is 
difficult to draw conclusions about the nature of these curves, however it is clear these curves have 
somewhat similar behavior in terms of slope and perhaps curvature. Regardless of the reason the 
cases are so different, it appears that if analogies are to be drawn between 2D models and 3D models 
for flutter mixers, specialized matching will be required. Here the various non-dimensional 
parameters were matched between 2D and 3D, which led to drastically different behavior. Perhaps 
a more useful analogy could be made if the 2D parameters were somehow systematically adjusted 
such that the flapping dynamics were matched. However, this sort of a-priori tuning without 






FIG. 4.20 – Snapshots of the scalar field for the 2D and 3D cases at Re=50 and Re=200. The plane shown 
for the 3D cases, is the mid-span plane. 
To understand how these differences in dynamics affect the scalar distribution, FIG. 4.20 shows 
comparisons of the scalar field between the 2D case and the midplane of the 3D case. If the 2D 
configuration has any potential as a valid simplification for the 3D configuration, then these 
visualizations should at least have some qualitative similarities. What is interesting here is that 
Re=50 cases appear qualitatively more similar than the Re=200 cases, which is the opposite 
behavior to the mixing index results. Here the similarities between the 2D and 3D for the Re=50 
case can be seen in that they both have alternating pockets of scalar and the interface between these 
pockets seems to be shaped similar to a channel flow profile. Notably, the 2D case shows 
indications of a distinct vortex shedding from the flag while the 3D case only shows the interface 
deflection pattern with no indication of spanwise vortices. Furthermore, it appears that the period 
of the alternating pattern is shorter for the 2D case than it is for the 3D case. It is important to point 
out that as discussed in FIG. 4.18, the flapping St number is nearly identical between the 2D and 
3D cases, especially at Re=50. This difference in scalar spatial oscillation is thus not the result of 
differences in the flapping dynamics, but instead shows that there must be some sort of stretching 




Finally, the difference in scalar concentration in the boundary layer along the channel walls 
shows why the 2D case sees such strong mixing performance even at this low Re number. It appears 
that the increase in Pe due to the relatively low Re is very effective at breaking down any sharp 
gradients in the scalar field. So that when large vortical structures are introduced to the flow 
creating sharp gradients, as can be seen near the channel walls immediately after the flag, they will 
be very rapidly diffused due to the comparatively high scalar diffusion coefficient. This rapid 
breakdown of sharp gradients is not visible in the 3D case. It is unclear from a 2D midplane view 
if that is simply because there isn’t any spanwise vorticity being shed, or if it is because Pe number 
effects are felt differently in the 3D case. In any case, the fact that 2D the flag is able to shed 
vortices at these low Re numbers, and the subsequent rapid diffusion across the ensuing gradients, 
is the reason for the very strong mixing in the 2D and the corresponding large discrepancy 
compared to the 3D. 
For the Re=50 case, the 2D and 3D snapshots appeared qualitatively similar, however careful 
inspection uncovered the key difference which was responsible for the drastic mismatch in mixing 
index. In contrast, the Re=200 case appears to have much greater qualitative discrepancy between 
the 2D and 3D snapshots, despite the mixing index results indicating these cases have fairly similar 
performance. Here again we can see the difference in apparent spatial frequency of oscillating 
patterns of the scalar field with the 3D case showing lower spatial frequency oscillations. It is 
important to again note that the St number between these cases is fairly similar as shown in FIG. 
4.18. If we examine the third pocket for each configuration (the second white colored region after 
the flag), we can more clearly see what is happening. While it appears the third pocket for the 3D 
case is much longer than that of the 2D case, in fact, in the 2D case, it appears that this pocket has 
wrapped underneath the previous pocket of scalar. This is an interesting phenomenon and indicates 
that the frequency of the oscillatory patterns seen in the scalar field is subject to how the pockets 




Furthermore, the 2D Re=200 case shows the characteristic swirling patterns resulting from 
large coherent vortices being shed from the 2D flag. Those swirl patterns are not visible in the 3D 
case, which is not surprising as our previous discussions have shown that the majority of the 
vorticity shed from in the 3D flag manifests as streamwise aligned vortical structures. 
 
FIG. 4.21 – Interface Density comparisons of the 2D and 3D configurations. Each Reynolds number is plotted 
separately. 
Comparisons of the Interface Density finally show one aspect where the 3D system does have 
features which can aide in mixing as compared to the 2D system. So far, the non-physical 
peculiarities of 2D flows have, somewhat surprisingly, aided in mixing. In theory, the 3D case has 
several fundamental differences over the 2D case which could seem a-priori like they should aide 
in mixing. In 3D, vortices break down more quickly as there is an entire extra dimension for 
diffusion to work. This means that vortices which seem to easily persist in a 2D simulation could 
in fact dissipate quickly in the corresponding 3D system, which is exactly what happened in this 
comparison. However, as it turns out, these vortices proved highly beneficial to mixing 
performance, so their persistence in 2D proved helpful. 
Given the vortex persistence issue, one could expect the 2D case to exhibit a higher percentage 
of its domain occupied by areas of high scalar gradient (i.e. higher Interface Density) because the 
vortices persist longer and so should mix the fluid more. However, examining FIG. 4.21 shows that 




show similar interface density, and the 3D results continue to increase, significantly outperforming 
the 2D case for the Re=150 and Re=200 cases. This is expected as there is considerably more room 
in 3D for these interfaces to inhabit than in 2D. AS was discussed in the calculation of the Interface 
Density measure, in 3D a given pixel can be an interface in either or both the cross-stream and 
spanwise directions, while in 2D it can only be an interface in the cross-stream direction. 
Furthermore, observations of the interface field for both the 2D and 3D cases show that there 
appears to be a limit to how closely these interfaces can be packed. Essentially, there is a lower 
bound to the spatial scales exhibited in the scalar field. This manifests in FIG. 4.21 in that the 
interface percentage plots for Re=150 and Re=200 in the 2D appear identical, suggesting some sort 
of saturation effect is taking place. 
Immediately this brings up a concern with using CFD in that one of the practical limitations of 
CFD is that we cannot resolve oscillations in any variable under the Nyquist limit of our grid. This 
is of course a concern when a lower bound of spatial frequencies is found. However, it is important 
to note that the grids used in these simulations were specifically verified with the intent of 
adequately resolving the scalar gradients. As was discussed earlier, these verification studies 
showed that for our major performance measures the results were adequately grid resolved. 
 Comparison with Post Mixers and Bluff Body Shedding 
There exists a wide array of micromixer designs. Even among passive mixers there are many 
different approaches all with their own benefits and drawbacks and performance niches. Certainly, 
any new design is only meaningful when compared with the state-of-the-art. That being said, the 
goal of this study is not to present an optimized design, or even one that is ready for fabrication. 
The notional flutter mixer would likely have many flags in a tandem array, potentially with various 
optimization modifications such as varying or alternating flag lengths to introduce multiple length 




and other nuances of the practical system are not of interest in this work, as we are simply exploring 
the viability and the flow physics of flutter mixers. To that point, instead of comparison against 
other fully realized mixers, a better comparison would be against other contemporary micromixers. 
Examples of this concept could be a single corner as the kernel for a zig-zag mixer, or as we studied 
in the 2D mixing case, a single cylinder as the core of a post mixer array. Comparison with a post 
mixer has the specific benefit of testing relatively the same fundamental mixing enhancement 
phenomenon, namely deformation and stretching of an interface due to vortex shedding. 
Whereas this type of comparison was possible in 2D, the 3D configuration poses an interesting 
obstacle which provides interesting insight into the relative performance in its own right. Towards 
this comparison, we simulated a number of cylinder diameters in our channel flow all at our highest 
Reynolds number case, Re=200. In the 2D study, we found that only the cylinder with diameter 
D=H/2 experienced vortex shedding. However, in this configuration none of the cylinders exhibited 
any vortex shedding, meaning they did not improve the mixing performance at all. This result is 
perhaps not surprising, in general 3D vortex shedding would be more stable than 2D vortex 
shedding, which increase the critical Re. Also, spanwise confinement would further increase the 
critical Re. Recall that the Reynolds number based on the diameter for the D=H/2 case (the case 
which is most likely to exhibit vortex shedding of the cases we investigated) is half that of the 
channel flow, which means the combined effects serving to stabilize the vortex shedding including 
the three-dimensionality, the spanwise confinement, and of course the cross-stream confinement 
could easily raise the critical Re above our highest Re case. While this result fails in terms of 
providing a useful comparison for the flutter mixer, it is useful in showing one of the fundamental 
benefits to the flutter mixer which is that it can shed large coherent vortices at much lower Re than 
many other instability mechanisms that could be used for mixing enhancement. This allows mixing 




 Energy Loss 
One key aspect towards understanding the true mixing performance improvements of a given 
micromixer is the notion of efficiency. In principle, any addition to the system which improves 
mixing performance will also necessarily lead to additional losses in mechanical energy. In the case 
of an active mixer, this energy is easy to measure as it is at least in part whatever external energy 
was needed to drive the active mixer. For passive mixers this additional energy is extracted from 
the flow in one way or another. For meandering path mixer that would manifest as higher head loss 
due to the corner flows; for a post type mixer it would be the drag on the posts; and for a flutter 
mixer it must be the energy required to flap the flag, the drag on the flag, and any energy that was 
lost to viscous dissipation due to the vorticity being generated and shed. We can examine this 
energy loss by plotting the nondimensional Head Loss. 
 
FIG. 4.22 – Mixing Index and Head Loss as a function of x/L for the AR cases at Re=50 and 200. 
FIG. 4.22 shows the Mixing Index and Head Loss for the AR cases. The Head Loss plots show 
similar behavior as was seen in the 2D mixing study as well as the heat transfer enhancement study, 
wherein the Head Loss due to the flapping membrane appears to be almost entirely created in the 




rate as the empty channel. This suggests the energy losses in the flow are completely dominated by 
the viscous drag on the membrane. This is clear because even though the AR=0.5, Re=50 case did 
not exhibit any flapping behavior, it still had a similar increase in Head Loss as the AR=0.5, Re=200 
case which did exhibit large amplitude flutter. Comparing between the AR cases we can see the 
Head Loss is almost a linear function of the flag area, which would make sense considering the 





5.1 Background and Motivation 
As discussed in the introduction, one avenue where fluttering flags showed promise to improve 
an existing engineering system is with heat transfer. Particularly forced convection heat 
exchangers, which are essentially the most aggressive available heat transfer tool in most 
applications. Aggressive in the sense that they represent the most complex solution to a heat transfer 
problem, including the addition of a working fluid, accompanying pumps and plumbing to move 
that fluid, and some sort of radiator to dissipate the heat away from the device being cooled. Despite 
the significant added complexity of the forced convection approach, it is often the only viable 
option in many applications from the smallest scales of microelectronics to the largest scales of air-
cooled condensers used in power plants. 
Even with the significant improvement in heat transfer rate afforded by forced convection, 
many systems that use this type of heat exchanger are still heat limited, meaning the performance 
and operation of the device are limited by the rate at which heat can be removed. Computer 
processors are one obvious example but there are many others, and this is a very common limiting 
factor on a design. Thus, ways by which heat transfer rate in a forced convection heat exchanger 
could be improved are valuable to myriad applications across the breadth of engineering, 
technological, and scientific applications. 
  
 




The reason heat transfer rate is such a common limiting factor, even when forced convection 
is utilized, comes down to the basic physics of the simple system underlying all forced convection 
heat exchangers; flow through a heated channel. That system is subject to performance hinderances 
and diminishing returns, such that heat transfer rate plateaus with increasing pump power.  
The fundamental limitation here is the boundary layers that develop along the walls of a heated 
channel. Fundamental solutions to the heated channel flow problem show similarity between the 
solution for momentum and the solution for a scalar such as heat. Given the typical boundary 
conditions of a forced convection heat exchanger, the scalar field will develop a channel flow 
profile, whose specific shape is determined by the specific boundary conditions and the channel 
shape. Common to all solutions though, is the general profile wherein a smooth gradient develops 
between the heated wall and the cold core of the channel. This profile means that the hottest fluid 
in the channel is sitting right next to the heated wall, and as heat transfer rate is a function of the 
temperature difference between the wall and the fluid next to the wall, this is then a very non-ideal 
configuration towards rapid extraction of heat. Thus, the key to improving the performance is in 
disrupting this boundary layer and mixing the flow such that the cold fluid in the core is brought 
near the wall and the recently heated fluid next to the wall is removed. 
This is where the flapping flag comes into play. At its most basic, the flag is acting as a mixer 
in this configuration, generally disturbing the flow so as to let convection mix the flow. However, 
as will be shown in the following sections, the flapping flag is particularly well suited as it creates 
very specific vortical structures which accomplish more specific goals than simple mixing 
enhancement. The following sections will detail our examination of this system using a fully 
coupled 3D fluid-structure interaction solver. 
Prior work done in our group examined the idea of using fluttering flags to improve heat 
transfer in a forced convection heat exchanger by looking at the system in its most simplified 




It comprised a brute force parametric sweep over several parameters to create performance maps 
of the 2D configuration. A review of those results is discussed in Appendix A. That prior work 
motivates both our 3D heat transfer study, as well as other sections such as the investigation into 
the low Re limit of flutter. 
 Motivating 3D FSI Studies 
While the results of the prior 2D study (Shoele & Mittal, 2014) were valuable and informative, 
2D models have significant limitations. First, vortex shedding phenomena in general begin to 
exhibit 3D behavior at relatively low Reynolds numbers. For an unconfined cylinder, intrinsic 3D 
effects emerge at a Reynolds number (based on the diameter) of about 190 (Williamson, 1996). The 
Reynolds numbers of interest in these heat exchanger type problems are usually much higher than 
that, and even the reduced Reynolds number used in the prior 2D study was 400. 
However, beyond the intrinsic fluid dynamic instabilities which will lead 2D flows to become 
3D, the flapping flag in a duct flow is itself intrinsically three dimensional. In addition, since the 
flag cannot extend across the entire span of the channel, side-edges and the gap between the 
membrane and the side-wall would be expected to generate strong three-dimensional effects. While 
the gaps to the sidewalls could be made very small, it will be shown in this work that these effects 
play a significant role in determining the dynamics of the flag and the heat transfer. Thus, one goal 
of this 3D study is to understand the sensitivity to various 3D parameters such as the flag aspect 
ratio and the spanwise gap. 
In addition, there are other aspects of the real-world application of forced convection heat 
exchangers which cannot be tested in 2D. One important factor is the effect of duct shape on the 
effectiveness of the heat exchanger. The rectangular duct heat exchanger is a good canonical shape, 
but in practice, heat exchanger passages come in a variety of shapes. One of the practical 




flapping flags. This presents a serious concern for this technology, because it need to be able to 
work in a variety of channel shapes for retrofitting to be possible.  
Rectangular channels are ideal for the flapping flag as the symmetry of the flapping is aligned 
with one plane of symmetry of the channel. Furthermore, the shape of the rectangular flag matches 
that of the channel. However, it is not obvious that this system would be as effective, or perhaps if 
it would work at all in other duct geometries. One consideration is if there is enough room for the 
flag to flap. Another consideration is if the changes in channel geometry effect the vortex dynamics 
in the channel, and in so doing, effect the heat transfer performance. It is not practical to examine 
the flag in all possible duct shapes, nor would that be in-line with the goals of this study, as we are 
interested in more general and more fundamental questions than the particular nuances of a specific 
real-world heat exchanger. Instead, we seek to understand what effects different duct shapes have 
on the performance of the heat exchanger and how strong is this dependence on the duct shape. 
5.2 Problem Configuration 
We used fully coupled 3D FSI simulations to examine various configurations of a flapping flag 
in a heated channel flow. FIG. 5.1 shows a problem schematic of a channel flow with a membrane 
type flag. For all work done in this 3D study, the flag length is L and is kept constant. Multiple 
channel shapes are examined in this study, including a square channel, a rectangular channel, a 
circular channel, and a diamond shaped channel. FIG. 5.1 shows the square channel which will be 
used as a baseline wherein the height and width equal L. The other channel shapes will be described 
in more detail in subsequent sections. The flag is a so called “regular flag” wherein its leading edge 
is free and its trailing edge is fixed. Its leading edge is placed 2L downstream of the inlet. The 3D 
configuration of this problem includes a gap between the edge of the flag and the sidewalls which 
is called G. This gap will be examined in a subsequent section, but for the baseline square channel 





FIG. 5.1 – Configuration of the 3D flapping flag in a heated channel problem. This particular figure shows 
the square channel which functioned as a baseline for this this study. 
This fluid-structure-thermal multiphysics system exhibits two-way coupling between the fluid 
and structure and one way coupling between the fluid and the temperature. The flow is governed 
by the incompressible Navier-Stokes equations. The equations governing the dynamics of the 
membrane are derived from the principle of virtual work (Huang & Sung, 2010) and are given in 
terms of the Lagrangian position vector X of the membrane. The scalar T is governed by an 
advection-diffusion equation. The governing equations and numerical methods used here are 
described previously in the Numerical Methods section of this thesis, so only a brief overview will 
be included for reference: 
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For the fluid governing equations (5.1) and (5.2), u  is the velocity field, t  is time, p  is 




is the characteristic length given by the length of the flag, and ν is the dynamic viscosity of the 
fluid. f  is a forcing function associated with the fluid-structure interaction penalty method 
discussed in the numerical methods section. For the scalar equation (5.3), T is the temperature 
defined as 0 at the inflow and 1 at the walls, and Pr is the Prandtl number defined as µ=Pr pc k  
where pc  is the specific heat, µ  is the dynamic viscosity, and k  is the thermal conductivity. 
Equation (5.4) governs the position the membrane. The key non-dimensional parameters governing 
the structure are the mass ratio and reduced velocity *U : 





M   (5.5) 
where bk  is the bending rigidity and sm  is the excess mass per unit area. In equation (5.4), F  
is the force density induced by the element on the surrounding fluid associated with the penalty 
forcing method, Fr is the Froude number defined as = gFr U L  which is assumed to be 0 in this 
study, where g is the acceleration due to gravity, and =g g . 
 Parameters and Boundary Conditions 
In this study, we choose Re=600 based on the flag length L and Pr=1 to simulate a gas similar 
to air. While this Re number is significantly lower than what would be seen in our large scale 
applications such as an air cooled condenser, our prior 2D work (Shoele & Mittal, 2014) showed 
that the flapping dynamics for the 2D system were agnostic to Re above Re=200. Based on that 
same prior work, *M and *U  were chosen as 0.5 and 15 respectively so as to generate large 
amplitude flutter at this Re number for the confined flapping flag configuration. The developing 
flow in the channel has a uniform inlet boundary condition u(0,y,z,t)=1, Dirichlet no-slip no-
penetration boundary conditions on the sidewalls, Neumann boundary conditions at the outflow, 





the inflow, constant temperature T=1 along the four side walls, a zero gradient outflow boundary 
condition, and a T(x,y,z,0)=0 initial condition. The leading-edge of the membrane is fixed and the 
trailing edge is free. The boundary condition equations for this type of configuration are presented 
in the Numerical Methods section. The membrane is initially deflected slightly (by a 2.5° angle to 
the incoming flow) to accelerate the attainment of stationary state. Verification studies have been 
performed to ensure that the dynamics are not sensitive to this small initial perturbation. 
 Numerical Method 
The governing equations were solved using the in-house code ViCar3D which uses a second-
order fractional step method on semi-staggered Cartesian grids (Mittal et al., 2008). The 2nd-order 
Crank-Nicolson fully implicit scheme is used for the convective and diffusion terms and the 
Pressure Poisson equation is solved with the biconjugate gradient (BiCGSTAB) scheme (Zhu et 
al., 2017). Further details of the method can be found in Mittal et al., (2008) and Seo et al., (2011) 
and validation and benchmarking for flow-induced flutter problems can be found in prior work 
using this solver (Shoele & Zhu, 2012; Shoele & Mittal, 2014). The membranes were coupled to the 
fluid using the penalty immersed boundary method discussed in the Numerical Methods section. 
In particular the modified expression for the coupling for was used according to: 
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where κp and β  are the penalty parameters, and ∆t  is the computational time step. Based on a 
prior sensitivity analysis (Shoele & Mittal, 2016), these parameters were chosen as = − 510pK , 
β = 150 , and −= × 41.0 10dt .  
The fluid-structure-scalar equations are discretized and solved following prior work (Shoele & 




in a 9W x W domain. The grid in the 2 cross-stream directions is uniform and the grid in the 
streamwise direction is uniform around the body and is then geometrically stretched towards the 
inlet and outlet with stretching ratios not exceeding 5% for the inflow and 2% for the outflow. 
While it was not possible to use streamwise grid stretching for the 3D mixing study, it is allowable 
in this study because the Prandlt number is so low, making the Peclet number only 600. For this 
low Pe, physical diffusion is much stronger than the numerical diffusion due to the expanding grid. 
The grid size in the uniform region is with dx=dy=dz=0.015L resulting in 384x64x64 total grid 
points. The membrane grid employs 80 points/L in both s1 and s2 directions which provides high 
resolution for the structural dynamics. The simulations were run for roughly 10 flow-through times 
(O( 610 ) time steps) and statistics accumulated over the last six flow-through times. 
 Performance Measures 
Characterizing the performance of a forced convection heat exchanger is nuanced. Clearly the 
primary performance measure is the heat flux from the inflow to the outflow. However, this is not 
enough to fairly capture the relative performance. This is because while a heat transfer enhancement 
device should obviously improve the heat flux, depending on how it works, it will most likely also 
disturb the flow in some way. Physically this disturbance manifests as the device using some of the 
momentum in the flow, which practically manifests as increased pump power to operate at the same 
flow rate. Thus, there is a tradeoff between the amount of heat energy that can be extracted through 
the walls, and the amount of mechanical energy that needs to be supplied by the pump. This means 
that any improvement to the heat transfer performance is best described as a measure of how 
efficiently the system is using the momentum of the flow to extract energy from the walls. Thus, a 
performance measure must take into account both the heat flux and the momentum flux in the 
channel. The heat flux was calculated according to:  
 ( )ρ= −∫ ∫ 00 0
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Where ρ is the fluid density, Cp is the heat capacity, u is the fluid velocity, T is the temperature, 
and T0 is the inlet temperature. This integration is performed at each X location to assess the 
performance with downstream position. The energy loss in the channel is measured as essentially 
a head loss between the inflow plane and a given downstream plane according to: 
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Where p is the pressure, p∞ is the ambient pressure, and the integrals are evaluated at the inflow 
plane and at each X plane. Combining these two measurements into a single performance metric 
allows for a parameter that assesses the configuration in terms of an efficiency. This combined 
metric is called the Thermal Enhancement Factor (TEF): 
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Where the subscript 0 indicates the empty channel baseline configuration, and the overbar 
indicates a time average over many cycles. The method for arising at this expression for the TEF 
is described in the following papers (Gee & Webb, 1980; Ozceyhan et al., 2008; Promvonge et al., 
2010; Tsia & Hwang, 1999). Essentially, the goal is to compare two systems (baseline and 
augmented) which are simulated at the same Re number, but have different energy loss, and so 
theoretically required different pump power to operate. In principle, the augmented case would 
have transferred less heat had it been given only the amount of pumping power which was used in 
the empty channel case. Thus, the heat flux improvement of the augmented case must be normalized 
such that both cases are considered at the same pump power. 
A typical performance measure for Heat transfer is the Nusselt number defined as: 
 












where h is the convective heat transfer coefficient, k is the thermal conductivity of the fluid, 
and n is the direction normal to a given wall. To obtain Nu( )x  at a given x location, Nu is integrated 
along the duct perimeter at that location. To characterize the dynamics of the fluttering membrane 
we can measure the key parameters of its motion. Assuming it is moving in a largely periodic 
behavior, then its motion can be well captured through it flapping amplitude and its Strouhal 




  (5.11) 
where f is the frequency of the captured motion. This could be identified via a Fourier transform 
type approach, however, in these cases, the motion here is not exactly sinusoidal, and while a 
Fourier approach does capture the frequency information of these cases, we found a peak 
identification method provided more consistent results with what could be directly measured by 
examining the tip position time series. In this method, we take time series of the Z position of points 
along the trailing edge of the flag, namely a point at each edge and a point on the midline. We then 
use a prominence based peak identification method to locate the local extrema of those signals by 
analyzing the z component of tip position information given by ( )1 , ,zX S s t  where S1 is the 
maximum Lagrangian position in the s1 direction and equals L. The ∆ peakst  between these identified 
extrema represents the local half-period, so the frequency can be given by ( )= ⋅ ∆1 2 peaksf t  where 
the overbar denotes a time average. 
To find the amplitude of the tip position signal we can capture the value of ( )1 , ,zX S s t . 
However, as will be seen later in the results, some of the cases exhibit significant spanwise 
deformation such that ( )1 , ,zX S s t  varies as a function of s2 location. Therefore, to most generally 
capture the motion of the flag, an average of the tip positions along s2 is used. Thus, we create the 




range of 0 to 0.5 and is called the Mean Tip Excursion. Another useful measure of the flag’s 
amplitude information is ( )( )1RMS , ,zX S s t . 
These metrics are useful in understanding the dynamics of the flag, however, they do not fully 
capture the behavior of the system due to the spanwise deformations. There are many possible ways 
to characterize these spanwise deformations. We chose to examine these deformations in terms as 
differences between tip locations. Differences between the edge tip positions (s2 = 0,S2) and the 
midline tip position (s2 = S2/2) can give a description of the spanwise bending of the flag. Similarly, 
the difference between the edge positions (s2 = 0 vs. s2 = S2) can give a sense of the twisting of the 
flag. This procedure results in time series of the difference in position. To get an overall perspective 
of the magnitude of this deviation, the RMS of those time series is taken. These RMS are then 
normalized against the RMS of the mean of all the tip positions to get a sense of the relative 
magnitude of these bending and twisting deflections. This procedure results in two measures of the 
flag’s spanwise deflection which we call the Normalized Bending Anomaly (AB) and the 
Normalized Twisting Anomaly (AT). The mathematical description of the formulation is given: 
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These values are given as percentages of the RMS of the average across all points on the trailing 
edge of the flag. Low values represent relatively 2D flapping, and very high values mean the 
dynamics are dominated by the spanwise deformations compared to the streamwise flapping 
deformations. 
Finally, there are many available methods to locate and identify vortices for a 3D flow. In this 




Hussain, 1995). To construct this criterion, we construct the velocity gradient tensor ∇u . We can 
then decompose this tensor into its symmetric and antisymmetric parts S  and Q . We then construct 
+2 2S Q  and order its eigenvalues λ λ λ≥ ≥1 2 3 . Finally, a point is only part of a vortex if two of 
the eigenvalues of +2 2S Q are negative, so if λ2 is negative we have successfully identified part of 
a vortex. A vortex is then defined as a connected region of negative λ2 . Plotting iso-surfaces of λ2
shows a given 2D shell of a 3D vortex region. 
5.3 Results 
In this study, we examine in detail the baseline square duct configuration to investigate the heat 
transfer enhancement mechanism in 3D. By understanding how this system achieves heat transfer 
enhancement, it may be possible to further design the system to take better advantage of this 
mechanism. We then examine the effect of the spanwise gap parameter using a wider channel so 
as to be able to test a wider range of flag widths/spanwise gaps. Based on observations from this 
study, we examine two additional cases each with two flags in an abreast configuration with 
different inter-flag spacings. Finally, we examine the impact of channel shape on the flags flapping 
dynamics and on the heat transfer enhancement of the resulting system using the baseline square 
channel and two additional canonical configurations of a circular channel and a square channel at 
a 45 degree angle to the flag, which is essentially a diamond shaped channel.  
For each part of the study we use flow visualization techniques to better understand the fluid 
dynamics and fluid structure interactions at play. We also use our performance measures from the 
prior 2D work to characterize the heat flux, energy loss, and thermal enhancement factor. New to 
this study, we examine these parameters as a function of downstream location. As compared to 
measuring the results only at a specified outflow measurement plane, it is useful to view the results 




saturation. This means that a flow can only remove a certain amount of heat before the temperature 
of the flow itself is too close that of the wall. Due to this rapid heat transfer and saturation, it is 
often insufficient to examine only the outflow plain, as the cases which had different spatial 
transients may have converged to similar saturated results. 
 
FIG. 5.2 – Snapshot of the 3D square channel configuration. In subplot A) the contours on the cross-stream 
planes show temperature and the iso-surfaces within the channel show the vortical structures shed by the 
flag identified by the λ2 criterion. Subplot B) has cross-stream planes showing contours of the temperature 
profile and the contours on the interior of the channel walls shows the wall normal heat flux. 
As an introduction to the 3D version of this system, FIG. 5.2 shows 2 views of the baseline 
square channel configuration. A) has cross-stream planes showing temperature contours, as well as 
iso-surfaces showing vortical structures as measured by the λ2  criterion. B) has the same cross-
stream planes showing temperature, and the contour on the inside channel walls shows the 
instantaneous heat flux through the wall. This snapshot shows most of the key phenomena at play 




traveling downstream. We can also see that it is very close to the lower channel wall. This vortical 
structure is crucial to the heat transfer enhancement mechanism due to the jetting of the cold fluid 
it induces towards the wall.  
In B) we can see the impact of this vortical structure by examining the third cross-stream plane, 
which is the plane that the vortical structure is currently passing through in this snapshot. Here we 
can see that the temperature profile in that plane is taking on the shape of an inverted plume. At the 
surface underneath the jet, we can see a pronounced increase in heat transfer concentrated on the 
midline of the surface. The large vortical structure is observed to convect downstream, and the 
region of high heat transfer travels with it and remains prominent until about 4L downstream of the 
flag’s trailing edge. In fact, in B) the remnants of the prior hotspot can still be seen between the 4th 
and 5th cross-stream planes. Each half-cycle of the flag flutter produces these vortex structures 
which travel alternatively along the top and bottom walls. 
It is clear from the wall normal heat flux visualizations that this vortical structure is significant 
to the heat transfer enhancement mechanism. To examine exactly what is happening with this 
structure FIG. 5.3 shows a zoomed in version of the vortical structure. A) shows the sideview, B) 
shows the top view, and C) shows a front view with a cross-stream plane showing the temperature 






FIG. 5.3 – Zoomed in snapshot of the square channel configuration showing specific details of the key 
vortical structure responsible for heat transfer enhancement. A) is the side view (X-Y plane) and B) is the top 
view (X-Z plane) both with isosurfaces of the λ2  criterion. C)  shows a cross-stream view (Z-Y plane) taken 
at the location noted in A) and B) as A-A with contours showing temperature distribution. 
In FIG. 5.3 we can see that this vortical structure is horseshoe shaped with two long streamwise 
arms followed by a cross-stream component which is aligned with the span. It is interesting to note 
that this shape is the mirror image of the free edge of the flapping flag, which is also a horseshoe. 
It is the mirror image insofar as the cross-stream piece follows the streamwise pieces in the vortical 
structure, while the free cross-stream edge of the flag is downstream of the free streamwise edges. 
This inversion of the flag edge is evidence of how it was created. The key pieces of this structure 
are the streamwise arms. These are the shed vortices which were once the vortices along the 
streamwise edges of the flag. These streamwise vortices are akin to tip leakage vortices. As the flag 
flaps downward (as in this snapshot) the bottom surface is the pressure side, and the top surface is 
the suction side, and due to this pressure difference the flow escapes around the side edges of the 
flag, creating tip leakage vortices. This formation method motivates the vorticity direction once 




Subplot C) has arrows indicating the direction of rotation for these streamwise vortical arms. 
We can see that in the center of the channel, the vortices both induce velocity pointing downward 
from the center of the channel towards the wall. If we examine the temperature contour, we can see 
the result of these vortices is a jetting phenomenon. Because these vortices are centered well below 
the midplane of the channel, they end up jetting fluid from the core of the flow towards the walls. 
It is this jetting behavior which is responsible for the heat transfer enhancement. Jetting cold core 
fluid towards the walls not only mixes the flow, but it also sharpens the gradient at the wall by 
placing cold fluid near the hot walls (changing the ∆T) and by decreasing the distance of this 
gradient by way of compression of the stratification due to the downwards V velocity component 
between the vortices. This mechanism is due to both the rotational direction of these vorticity arms, 
as well as their position below the midplane of the channel and so close to the bottom wall. This 
allows them to move cold fluid from the center of the channel right to the outer wall. It should be 
further noted that while this vortical structure begins as a horseshoe shape, visualizations show that 





FIG. 5.4 – Isosurfaces of temperature T=0.25 for the A) empty channel and B) flapping flag cases. 
Finally, to compare this baseline flapping flag case to the empty channel, FIG. 5.4 shows cross-
stream planes with temperature contours as well as isosurfaces of temperature where T=0.25 for 
the empty channel and flapping flag cases. These temperature isosurfaces provide a qualitative 
visual indication of the interface between the heated boundary layer and the colder core fluid. For 
the empty case we see exactly what we would expect for a developing thermal boundary layer in a 
square channel. In contrast, the isosurface in the flapping flag case clearly shows results of the 
jetting phenomenon. The cold core fluid (fluid inside of the isosurfaces) is pushed towards the walls 
in large lobe-like structures which alternate in the top and bottom of the channel. The transitions 
between lobes is relatively short, as can be seen in between the 4th and 5th cross-stream planes. Also, 
those transition regions appear to be areas of very rapid heat transfer. This observation is supported 
by the separation between the lobes between the 4th and 5th cross-stream planes, indicating there is 




 Comparison of 3D and 2D Heat Transfer Enhancement 
One clear takeaway so far is that the streamwise vortices shed from the side edges of the flag 
play an important role in the heat transfer enhancement. However, this behavior is only possible in 
the 3D model (there are no streamwise edges in 2D). Yet heat transfer enhancement was seen in 
the prior 2D study. Furthermore, it was reported in that study that those results showed comparable 
performance to real world wind tunnel experiments. This 2D to 3D consistency must mean it is 
either incorrect to say that the 3D case sees the majority of the performance improvement due to 
these 3D exclusive streamwise vortices; or the 2D and 3D cases see heat transfer enhancement due 
to different mechanisms. 
 
FIG. 5.5 – 2D and 3D flapping envelopes, experimental measurements from Prof. Ari Glezer’s group at GA 
Tech are also included. 
FIG. 5.5 shows the flapping envelopes for a 2D simulation and the 3D baseline case at the same 
U*. The experimental figure is from Prof. Ari Glezer’s group at Georgia Tech (Private 
Communication, 2016). That data was of a flag with a different channel height and U*, however, 
it is still interesting to note that the mode shapes exhibited by the 3D flag are generally similar to 
the experiment. However, there are significant differences between the 2D and 3D simulation 
results. Significantly, the 2D model exhibits very complex and somewhat chaotic flutter. This type 
of behavior is described throughout the literature as being in the “chaotic flapping” regime (Shelley 




higher than what was used in the prior 2D studies. This higher U* was required for the 3D flag to 
demonstrate large amplitude flapping. Herein we can already see one of the fundamental issues in 
comparing 2D and 3D flags flapping flags, which is 3D flags are consistently more stable than 2D 
flags (Eloy, Souilliez, & Schouveiler, 2007).  
 
FIG. 5.6 – Performance comparison of 2D and 3D flag enhanced channel flow heat transfer. 
FIG. 5.6 compares the results of the 2D and 3D versions of this problem. In both cases, Re=600, 
the flag length L equals the channel height, and the flag is placed 2L downstream of the inlet. It 
had been noted previously that the prior 2D study showed performance similar to real-world 3D 
experiments. However, plotting the performance parameters against the streamwise coordinate x/L 
shows that this result may be only true because both systems were measured once the performance 




overall than the 3D case, and the heat flux appears to also be increasing more rapidly for the 2D 
case. Furthermore, whereas the 3D case seems to reach an asymptote within the simulated domain, 
the 2D case seems to still be increasing in relative heat flux. In contrast, the energy loss E0/E is far 
worse for the 2D case than the 3D case, but the two curves do appear to follow a similar trend. 
These results when combined into the TEF show significant differences for most of the channel 
length simulated here. The increase in energy loss of the 2D flag drags the TEF below the 3D case 
for most of the domain. However, the increase in heat flux raises the TEF for the 2D case more 
rapidly than the 3D case such that they have equal TEF at around x/L=8. Thus, while the 3D flag 
generates a smaller net heat flux from the walls, it also generated a lower pressure loss, thereby 
leading to a TEF that rapidly exceeds that of the 2D flag and levels off to a value of about 1.2, 
which is similar to the 2D flag. 
 Sensitivity to Flag Aspect Ratio and Split Flags Experiment 
Following on the evidence of the importance of the streamwise edges of the flag and the 
streamwise vortical structures they create, we examine the 3D parameter of the flag span and 
spanwise gap to the sidewalls. This will provide further insight into the interaction between these 
vortices and the sidewalls. It will also allow us to examine the tradeoff between energy loss and 
heat flux improvement. The notion here is that wider flags should create larger vortices which will 
potentially mix the flow more effectively and lead to more rapid heat transfer. However, wider 
flags would generate more drag leading to higher energy (pressure) losses. In addition, the energy 
required to flap and deform these larger flags would be higher, also leading to higher energy losses. 
Finally, we will also examine the relationship between flag aspect-ratio and the flapping dynamics 
of the flag. This topic has been studied previously by others (Eloy et al., 2007), and it is clear that 





FIG. 5.7 – Schematic top views of the five cases explored in using the rectangular channel with channel 
aspect ratio 2. A-C cases explore the effect of flag aspect ratio, and confinement with AR=0.25, AR=1, and 
AR=1.75 respectively. D and E are the split flag cases which investigate any connection between spanwise 
edge length and heat transfer performance. 
FIG. 5.7 shows schematics of the cases we used to investigate some of the 3D parameters. To 
have a wider range of possible flag spans and spanwise gaps, a wider rectangular shaped channel 
was used for these span studies wherein the channel width was 2L and the channel height was L. 
Three flags with widths 0.25L, L, and 1.75L were studied.  Because it is clear that the effect of the 
vortices shed by the spanwise edges is important, we devised two additional simulations to test this 
effect with split flags. Each flag has AR=0.5 so that the combined total area is the same as the 
AR=1 case (to create comparable energy losses), but the split flag configurations have twice the 
spanwise edge length. The two cases we simulated had inter-flag spacings of 0.5L and 0.75L. The 




transfer performance, and an investigation into any differences in the heat transfer enhancing 
vortical structures. 
 
FIG. 5.8 – Flapping envelopes for the 3 aspect ratio cases showing a side view, visualized as a gray surface 
with a black edge. 
FIG. 5.8 shows the side view of the flapping envelopes for the 3 aspect ratio tests. These 
envelopes show a jump in the flapping amplitude between AR=0.25 and AR=1 while the flapping 
amplitude appears to remain similar between AR=1 and AR=1.75. This change in amplitude can 
also be seen quantitatively in FIG. 5.10 on the flapping dynamics. It also appears that there is a 
change in mode shape between the AR=0.25 and AR=1 cases. Doare et al., (2011) studied the effect 
of spanwise confinement on a flag’s flapping dynamics using an inviscid model. They found that 
the critical velocity as a function of the structural parameters U* and M* changed significantly 
from the theoretical 2D behavior for all but very small confinements (i.e. flags nearly in contact 
with the side walls behave in an almost 2D manner). However, the result here does not seem to be 
an effect of confinement per se as much as an effect of flag aspect ratio, as the transition in 
amplitude coincides with much larger spanwise gaps than what was studied in that work. Eloy et 
al., (2007) also used an analytic approach and characterized the dynamics of unconfined finite span 





FIG. 5.9 - Critical velocity UC* of a theoretical 3D flapping plate as a function of its aspect ratio H* (Eloy 
et al., 2007). 
In general, they found that narrower flags (flags with smaller AR) are more stable, which is 
consistent with the behavior seen here. Crucially, they also found a transition in dynamics between 
the so called “slender body” and the “large span” approximations, as shown in FIG. 5.9. The results 
of this study seem to be in-line with this data. With decreasing AR, our cases are getting closer to 
the critical velocity. Furthermore, the AR=0.25 case appears to be under the predicted ∗cU  via the 
large span approximation but above the ∗cU for the slender body approximation. Being between 
these regimes may explain why it shows a significantly different flapping mode. To get a more 
quantitative sense of the flag dynamics, we can also examine the four key measures of the 
dynamics. Those metrics are: the mean tip excursion, the Strouhal number, the normalized bending 





FIG. 5.10 – Bar graphs of the four measures of the overall flapping dynamics for the aspect ratio cases. 
FIG. 5.10 shows these four measures of the dynamics. The amplitude information clearly shows 
what was noted in the observations of the flapping envelopes in that the AR=0.25 flag has a much 
lower amplitude. The St of the AR=1.75 case is 25% larger than for all other cases. This is an 
interesting result which will be seen the following cases as well, wherein confinement appears to 
increase the flapping frequency. A further observation of the dynamics is of the 3D transverse 
deformation of the flag. Here we can see with increased AR the normalized bending anomaly also 
increases. Without more AR samples it is difficult to know the nature of this growth; however 
according to this data, AB appears to increase according to a power law.  
This is not a surprising effect when considering the effect of the fixed leading-edge boundary 
condition on the spanwise bending moment. The specific boundary conditions of a plate clamped 
on one edge make a simple scaling analysis to predict this behavior difficult, especially considering 




can be developed from a simple geometric interpretation. A very narrow plate would require very 
high curvature to experience noticeable 3D deformation whereas a wide flag could exhibit higher 
deflection for the same curvature. This increase in AB can also be seen by examining the 3D 
snapshots presented later in FIG. 5.14. There, we can see the narrowest flag (AR=0.25) seems to 
have no noticeable bending deformation, whereas the AR=1 case shows very small bending 
deformations. Finally, the AR=1.75 case shows significantly larger transverse deformation, and 
also appears to exhibit higher mode shape deformations than what appears in the AR=1 case. 
The Normalized Twisting Anomaly stands in contrast, where only the narrowest flag exhibits 
any twisting. This is an interesting result in its own right. Observations of the movies of the 
membrane flapping for this case show that a twisting mode began to develop towards the end of 
the computational time, culminating in a large amplitude twisting event. This mode only began to 
grow several flapping cycles after the system had seemingly reached a stationary state and indicates 
some sort of twisting instability. It makes sense that the narrowest flag would be the most unstable 
to twisting modes. To understand this, we can consider the expression for the twist angle of a 
structure supported at one edge which is given by ϕ ωΤ= ΤL  where ϕ  is the twist angle, Τ  is the 
applied torque ( the result of asymmetric pressure forces due to a small spanwise-asymmetric 
perturbation) and L is the length of the plate. ωΤ  is the torsional rigidity given by ωΤ Τ= GJ  where 
G is the shear modulus and ΤJ  is the torsion constant. For our various aspect ratio cases the only 
variable is the torsion constant which is given by βΤ = 3J ab  where β  is a coefficient related to the 
aspect ratio of plate thickness to plate width, a is the plate width, and b is the plate thickness. This 
analogy breaks down for our membrane as we consider b to be vanishingly thin, however, this 
coefficient β  monotonically increases with larger a/b aspect ratio. Furthermore, Τ J a  so ΤJ must 
increase for increasing a (i.e. wider membranes). This means that the torsional rigidity ωΤ increases 




wider membranes. The results from the AR study seem to suggest that this twist instability has a 
bifurcation somewhere between AR=1 and AR=0.25. 
 
FIG. 5.11 – Bar graphs of the four measures of the overall flapping dynamics for the split flag cases 
compared to the AR=1 single flag case. 
FIG. 5.11 shows the dynamics information for the split flag cases compared to the AR=1 case. 
This comparison is made because the AR=1 case has the same combined area. For these results, all 
values for the split flag cases are averaged between the flags. Here we can see there is a slight 
decrease in the flapping amplitude for the split flags, which due to their individually smaller aspect 
ratios. However, the tip excursion is still much larger than that of the AR=0.25 case shown before, 
and is very close to the results of the wider flags, which suggests there must be a bifurcation 
between AR=0.5 and AR=0.25 in terms of the flapping amplitude. Interestingly, the split flags have 
much higher St. This must be a result of the confinement, and not the aspect ratio. We know this 
because the AR=0.25 case exhibited the same St as the AR=1 case, whereas the highly confined 




Examining the bending anomaly results, the split flags appear to exhibit higher bending than 
the AR=1 case, which is surprising considering they have smaller AR, meaning significantly more 
strain energy is needed to bend them to that degree. Observations of snapshots of the flags (as can 
be seen in FIG. 5.15) shows that this behavior is in fact physical, and not an artifact of the 
calculations. These observations show that the flags are bending such that the interior corners 
undergo larger amplitude flapping. Essentially it appears that the flags form a quarter-circular shape 
such that their curvature mimics the interior corners of the channel in some sense. 
In addition to this spanwise bending, the flags also exhibit very significant twisting. 
Observations of the flapping behavior shows this twisting is consistent for all cycles (not the growth 
of an instability as was seen in the AR=0.25 case) and the result of this twisting is similar to the 
result of the bending. It appears that the interior corners are flapping more than the exterior corners 
and this is inducing bending and twisting deformations into the flags. This behavior is not 
surprising, though the amount of bending deformation is unexpected. It is unsurprising because of 
the asymmetric forcing for each flag introduced by the configuration. Each flag would feel a wall 
on their exterior edge, but on the interior edge they would experience the flow field from their 
neighbor, which apparently induces additional flapping energy. Thus, this behavior is the result of 
a combined effect of the interior corners getting a boost due to the coupling, and the exterior corners 
being dragged back by the confinement. We can see this combined behavior playout in the case 
with the larger inter-flag spacing, where the amplitude is slightly lower, but the twisting anomaly 
is much larger. To analyze the heat transfer performance of the system, we have a number of 
available performance measures including: Nu, Q, E, and TEF which are all described in the earlier 





FIG. 5.12 – Nusselt Number vs. Streamwise coordinate for the 3 flag widths and the 2 split flag experiments. 
FIG. 5.12 shows the Nusselt number as a function of the streamwise coordinate. Because the 
working fluid remains constant, improvement in the Nu number represents increased convective 
heat transfer. Here we can see the baseline empty channel follows exactly the trend that would be 
expected according to theory for developing heat transfer in a rectangular channel. That theory is 
that Nu decreases downstream as the boundary layers grow, and as the boundary layers merge to 
create a fully developed channel flow, the Nu number asymptotes to it fully developed value. We 
can see in this figure that the empty channel would likely not be considered fully developed by this 
point. The flag cases appear to lie in 3 groups. The AR=0.25 case shows almost no improvement 
over the baseline. It is also crucially different to the other cases in that it does not have a peak 
immediately after the flag. All of the cases that have the combined total surface area of the AR=1 
case essentially collapse together with a sharp increase in Nu at the position of the flag followed 
by a decrease in Nu which is more rapid than the asymptotic decrease of the baseline. That 
downstream decrease is due to the dissipation of the heat transfer enhancing vortices, though even 
by the end of the channel, the effect of those vortices is still being felt.  
The AR=1.75 case shows the same basic profile as the AR=1 cases, but with a higher magnitude 
increase over the baseline. One particularly interesting difference for the AR=1.75 case is the Nu 
improvement even at the flag location (the flag is from x/L =2 to3). The AR=1 cases only show 




(presented later), where there is clear evidence of high wall normal heat flux along the sidewalls 
due to the confinement. Overall, these results show that the flags drastically improve the convective 
heat transfer in the channel near the flag, and that improvement diminishes downstream but persists 
for several flag lengths (at least for the entire simulation domain). Presumably, at some downstream 
location the effects of the flag will no longer be felt and Nu will revert to the baseline channel flow. 
However, while the Nusselt number does provide significant insight into the relative benefit of a 
heat transfer enhancement device, it does not take into account the relative energy loss. As such, 





FIG. 5.13 – Time averaged performance measures for the 3 flag widths and the 2 split flag experiments 
showing the normalized heat flux Q/Q0, energy loss E0/E, and thermal enhancement factor TEF all as a 
function of streamwise position. 
FIG. 5.13 shows the performance measures for the 5 cases which used the rectangular channel. 
The heat flux and energy loss plots behave mostly as expected. The heat flux clearly increases as a 
function of the flag span. This makes sense as the larger flags should create larger vortical structures 
and thus greater mixing and subsequent heat transfer enhancement. We can see that the AR=0.25 
case has a negligible increase in heat flux, and the split flag cases appear to have nearly identical 




flags, however it is negligible. Finally, the increase in heat flux as measured at the outflow of the 
channel seems to be linearly increasing with the total flag area. The energy loss results follow a 
similar trend with minimal energy loss for the AR=0.25 case, similarity between the AR=1 case 
and the split flags, and a linear increase in energy loss as a function of the total flag area. What is 
interesting is that the combination of these results into the TEF leads to a collapse for the system 
performance, except for the AR=0.25 case. That case was shown earlier to be effectively more 
stable due to its very low aspect ratio, thus seeing lower amplitude oscillations. There is a slight 
improvement with the split flags though it is a very minor effect.  
Also interesting is that the AR=1.75 case performs similarly to the AR=1 case. It appears that 
to first order, the significant improvement in heat flux is offset by the corresponding increase in 
energy loss due to the larger flag and larger blockage ratio. This suggests that to first order, the 
TEF may only be sensitive to the flapping amplitude. That being said, this similarity is not all 
encompassing, the AR=1.75 does display different behavior which could be relevant to a design, 
and these differences are evident in the TEF plot. We can see that immediately after the flag, the 
AR=1.75 case has significantly worse performance. All the cases show an initial TEF after the flag 
which is less than 1 and all the cases see an increase in TEF such that by X=2.5 they all have 
TEF>1. But while the AR=1.75 case lags behind the AR=1 case, its slope is greater, so that by X=6 
it surpasses the AR=1 case and that improvement continues until the end of the computational 
domain such that by the end of the channel the AR=1.75 case is performing about 3% better. To 
understand the mechanism causing these differences based on aspect ratio, and the similarities for 





FIG. 5.14 – Snapshots of 3D results for 3 flag widths. A) is AR=0.25, B) is AR=1, and C) is AR=1.75. The 
channel’s width is 2L. Contours on cross-stream planes show temperature distribution and contours on the 
interior channel walls show wall normal heat transfer. 
FIG. 5.14 shows 3D visualizations of snapshots of the three AR cases. Here flags are shown as 
gray membranes, the cross-stream planes are the temperature contours, and the contours on the 
inside of the channel walls is the heat flux. We can see the jetting behavior seen in the square 
channel case is still present in some sense for all three AR cases. Even the narrowest flag (AR=0.25) 
does show a change in the temperature contours as seen in the cross-stream planes. We can see that 
in the center of the channel the cold core fluid is much closer to the walls in the center of the 
channel, though there is less clear indication of the plume shaped profiles seen in other cases. This 
behavior is visible in all three of the cross-stream planes (note: the phasing of the cross-stream 
planes was chosen so as to be similar to the shedding phase of the vortical structures). Just as in the 
square channel case, under this region where the cold fluid is much closer to the wall is a patch of 
high heat flux on the corresponding wall. However, comparing AR=0.25 with the higher AR cases, 




developing channel flow profile. While there is a clear hotspot of heat flux in the AR=0.25 case, 
when considering how little of the channel is actually affected, it is not surprising that the 
improvements in the Nusselt number and TEF were so small. 
The AR=1 case show contours similar to the expected jetting behavior seen in the square 
channel case. Interestingly, there is a split in the tail of the jet in the first cross-stream plane, but by 
the second cross-stream plane, this split appears to be closing. The result is that the tail also means 
cold core fluid is thrust towards the wall opposite the direction of the plume. This mean there is 
both the characteristic hotspot on the wall in the direction of the plume, as well as a narrower 
hotspot on the wall in the opposite direction. There are also smaller areas of moderately higher heat 
flux on the side walls in the immediate vicinity of the flag. This was also seen in the square channel 
case. These sidewall hotspots are the result of the mushroom shape the jet creates as it impinges on 
the top and bottom walls. Interaction with the wall causes it to spread out in both spanwise 
directions, thrusting the cold fluid from the core towards the spanwise sidewalls.  
The AR=1.75 case shows significantly different behavior. While the jet is still visible in the 
cross-stream planes, its structure is more complex with what appear to be secondary jets which hit 
the sidewalls and create hotspots of high heat transfer on the side walls far stronger than what was 
seen in the AR=1 case, which is a potentially valuable side effect. Furthermore, the tail of the plume 
shape is much more complicated. So much so, that there is a pocket of cold core fluid very close to 
the wall on the opposite side from the plume.  
Finally, it is interesting to qualitatively note how different the temperature profile is at the outlet 
between the cases. The AR=0.25 case appears to be only a slight variation of the expected channel 
flow, whereas for the AR=1.75 case, even by the 2nd cross-stream plane seems to already have no 





FIG. 5.15 – Snapshots of 3D results for the split flag experiment. B) is the W=L case shown before, D) has 
inter-flag spacing of 0.5L, and E) has inter-flag spacing of 0.75L. The channel width is 2L. Contours on 
cross-stream planes show temperature distribution and contours on the interior channel walls show wall 
normal heat transfer. 
The results of the split flag simulations are shown in FIG. 5.15. The flow patterns created in 
these cases are understandably more complex due to interactions between the flags. Examining the 
first cross-stream plane, it is clear that in both split flag cases there are two jets of cold core fluid 
towards the bottom wall, as well as one jet in the midplane of the channel which is in the opposite 
direction, pulling hot fluid from the wall towards the core. This is theoretically also beneficial in 
that it helps mix the flow; however, this central jet also leads to a region of unusually low heat 
transfer in that patch as the temperature gradient is actually elongated in that region, meaning the 
heat transfer rate would be lower than the baseline empty channel.  
It is important to note how dissimilar the split flags and combined AR=1 flag appear to be in 
terms of the heat flux and temperature visualizations considering how similarly they behaved in 




profiles on the walls are different, and the even the temperature profile at the outflow planes appear 
different even after having several flag lengths of distance to develop and homogenize. There is 
nothing in these visualizations that would indicate these cases would all have nearly identical 
performance. It is possible that the collapse of the performance measures is due in part to time 
averaging used in their calculation. Also, there may be more subtle similarities between these 
visualizations than what is immediately visually apparent. 
 
FIG. 5.16 – Top views of the vortical structures visualized by the λ2 criterion, and the wall normal heat flux 
for the 3 flag width cases and the 2 split flag cases. 
To more closely examine the vortical structures shed by the flags, FIG. 5.16 shows top views 
of the various rectangular channel cases. The AR=0.25 shows very little persistent vorticity is shed 
by the flag. The AR=1 case has the same 2 large streamwise vortical structures which were seen in 
the earlier square channel configuration; however, the decreased sidewall confinement means these 
vortices spread out with a wake angle which is likely the cause of the split jet noted in FIG. 5.14. 
The AR=1.75 case sheds significantly more vorticity which can be seen by noting the isosurface 
threshold for the λ2  criterion is the same for all these snapshots, yet significantly more vortical 
structures are visible in the AR=1.75 case. Furthermore, the key streamwise vortices shed from the 
spanwise edges of the flag seem to be less coherent, which is most likely an effect of the 




similar to the solo flag cases, with the only distinction being that the interior streamwise vortices 
are connected. 
 Robustness to Channel Shape 
 
FIG. 5.17 – Front view schematics of the three channel shape cases. 
As discussed previously, forced convection channel flow heat exchangers come in a wide 
variety of cross-section shapes. It is not practical to test this wide of a range of possible options. 
Instead we are interested to see how sensitive this system is to duct cross section. We chose two 
additional channels with canonical cross sections: a circular channel and a square channel with the 
flag rotated 45° such that the channel cross-section appears as a diamond to the flag. The diamond 
channel has the same cross-section as the original square channel and the circular channels size was 
chosen such that the cross-sectional area is the same as the square channel case, giving it a diameter 
of π= 2D L  or D=1.128L. It is not possible to match both the interior surface area (available 
heat) and the cross-sectional area (heat capacity). The 3 similarity options available are constant 
circumference D=1.273L (matching available heat), constant area D=1.128L (matching available 
heat capacity), or constant hydraulic diameter D=L. The constant cross-sectional area choice was 
made to preserve the total heat transfer capacity of the incoming flow. The first concern for non-
square channels is whether the flag will have room to flap, and if so, how its dynamics will be 





FIG. 5.18 – Flapping envelopes for the 3 channel shapes showing a side view, visualized as a gray surface 
with a black edge. 
FIG. 5.18 shows side views of the flapping envelopes for the 3 channel shapes. Only one cycle 
is shown because the differences between the envelopes are subtle and are more easily identified 
with minimized clutter. In general, the flapping envelopes are very similar. The key difference is 
the behavior of the downstream corners. In the diamond case, the downstream corners are bent 
inward to avoid hitting the wall. This behavior is unsurprising, what is surprising is how little of 
the flag’s span is affected, and for how little of the flapping cycle this effect is visible. Furthermore, 
the circular and diamond channels show very similar flapping amplitude, despite the fact that the 





FIG. 5.19 – Bar graphs of the four flapping dynamics measures for the three channel shape cases. 
FIG. 5.19 shows the flapping dynamic measures for the channel shape cases. St is similar for 
all three cases. We can see the circular channel has a very similar amplitude to the square channel, 
and the diamond case has only a marginal decrease in the amplitude. It appears that instead of the 
entire flag being affected by the variable confinement along the span, only the parts of the flag that 
are in regions of higher spanwise confinement show evidence of transverse deformation. This can 
be seen in the Normalized Bending Anomaly where the diamond case shows larger bending 
deformations. This is due to the smaller available unobstructed flapping envelope which means to 
flap at the same amplitude as the other cases, the corners must deflect out of the way of the walls. 
It should be noted that this observation is likely only relevant because the chosen channel shapes 
have a plane of symmetry which is coincident with the fixed leading edge. This result may very 
well breakdown given channels without even symmetry such as triangular cross-sections, which 
are often seen in applications. It is also important to note that the span of the flag for the square 




changed, the streamwise edges are still far from the sidewalls, implying the flag corners will only 
hit the sidewalls for large flapping amplitudes. 
 
 
FIG. 5.20 – Time averaged performance measures for the 3 examined channel shapes showing the 
normalized heat flux Q/Q0, energy loss E0/E, and thermal enhancement factor TEF all as a function of 
streamwise position, where the heat flux and energy loss are normalized by the empty channel configuration 
for the corresponding shape. 
FIG. 5.20 shows the three key performance metrics for the channel shape cases. Here we can 
see all three cases completely collapse, with only a miniscule increase in energy loss for the round 




consistent with the observations of the flapping envelopes; however, it is still surprising how 
precisely similar these cases are. Part of the explanation is that these plots are the result of several 
procedures that include integrations and averages in both space and time. While, this would have 
the effect of smoothing the data and diminishing small relative differences, these results still show 
striking agreement. It appears this system is entirely agnostic to the channel shape. Some conditions 
on that result are that the channels in question have aspect ratios of 1 and have a symmetry plane 
coincident with the flags fixed edge.  
To understand why this robustness exists, we can examine visualizations of the flow. We are 
interested in identifying similarities in the fluid dynamics despite the obvious differences in the 
boundaries. FIG. 5.21 shows temperature and heat flux contours for the three channel shapes. The 
jetting phenomenon seen in the square channel case is also clearly visible in the circular and 
diamond cross-section cases. The resultant heat flux hotspot pattern on the interior walls is 





FIG. 5.21 – Snapshots of 3 channel shapes with a flapping flag. Contours on the cross-stream planes show 
temperature distribution and the contour on the inside surface of the channel shows wall normal heat flux. 
This indicates the generation of these vortical structures is robust to channel shape. It appears 
that as long as the flag has room to flap, the tip leakage vortices along the streamwise edges will 
be shed to create the observed jetting phenomenon. Perhaps key to the robustness in the 
performance measures is how the jets change shape as they come in contact with the interior wall 
as can be seen in the 2nd plane for each case. We can see that as the jet impinges on the wall it 
creates a pocket of cold fluid which conforms to the shape of the wall as it mushrooms outwards. 
This behavior explains the similarity in the performance and may be due to the fact that in all three 
cases, the jet is impinging on a concave surface. Even the flat surface of the square channel is 
essentially concave considering the jet impingement region’s spanwise extent is such that it must 




investigated in this work, considering most regularly shaped channels will only have concave 
interior surfaces. 
 
FIG. 5.22 – Temperature isosurfaces at T=0.25 for the 3 channel shapes. 
To further assess the fluid dynamics and to understand the similarities between these cases, we 
again use temperature iso-surfaces, as can be seen in FIG. 5.22. Here we can see that after the flag, 
the developing thermal boundary layer completely gives way to the periodic lobed structures seen 
earlier in the square channel case. It is interesting how similar these isosurfaces appear to each 
other, despite being constrained by different boundaries. It appears as if there is a region in the core 
of each channel that is largely similar and the only differences are seen very close to the walls. This 
can especially be seen by examining the last lobed structure in each channel before the end of the 
computational domain. Within each lobed structure are pockets of fluid below T=0.25. All the 
pockets look very similar to each other with the caveat that they appear to have contoured 
themselves in some sense to the shape of the interior surface, which is consistent with the result 





This analysis has shown that using a flapping flag undergoing aeroelastic flow-induced flutter 
as a heat transfer enhancement device has significant potential. This was shown by a 15-20% 
improvement in the overall system performance, as measured by the TEF. It has also answered 
several of the outstanding questions raised about this system which arose when it was modeled 
using 2D simulations. The first issue being the identification of differences in the heat transfer 
enhancement mechanism between 2D and 3D. This analysis showed very significant differences. 
We showed that in 3D, the primary vortices responsible for heat transfer enhancement were 
streamwise vortices which were the result of tip leakage flows around the spanwise edges from the 
pressure to the suction side of the flag. These vortices are not possible in the 2D configuration, 
making it unusual that the 2D and 3D cases seemed to show comparable TEF performance when 
measured at the end of the computational domain. However, by examining the three performance 
measures: normalized heat flux Q/Q0, energy loss E0/E, and TEF as a function of x/L, we were able 
to see the similarity in performance between 2D and 3D is only evident once the performance 
improvement has saturated with downstream position. 
The second major question regarded the sensitivity to the 3D exclusive parameters such as 
spanwise confinement and aspect ratio. We saw both increasing confinement and aspect ratio 
served to increase the stability of the system as previously predicted in the literature (Doaré et al., 
2011; Eloy et al., 2007), leading to more organized and lower amplitude flapping for the 3D case 
than the 2D case. This stabilizing phenomenon, particularly due to the finite span effects, 
significantly impacted the flag dynamics for the narrowest flag leading to almost no performance 
improvement. The split flag configurations introduced additional 3D features into the flow, but the 
systems’ heat transfer performance was almost entirely insensitive to this change in terms of the 




averaged performance parameters Q and E are only function of the total flag area. Going further, 
our simulations indicate that TEF is a strong function of the flapping amplitude, which is itself a 
function of the flag area. The final outstanding question was that of channel shape wherein we 






As discussed in during the introduction, inverted flapping flags are well suited for piezo-electric 
energy harvesting due to the potential for very large amplitude deformations. In this work we 
investigate multi-inverted flag pairs to identify the behavior as a function of separation distance. 
To begin, we discuss the problem formulation and numerical method used for the simulations. 
Next, we present the results of the parameter sweep for both the tandem and side by side (abreast) 
configurations looking at both the flapping behavior and the fluid dynamics. We look carefully at 
the coupling modes and mechanism for the Tandem configuration, and at the distinct behavior 
regimes of the Abreast configuration. Then we use our three performance metrics (Phase shift, 
RMS of the amplitude, and Strouhal Number) to examine overall trends in the flapping dynamics 
and to assess the energy harvesting potential of the system. 
6.1 Problem Configuration 
As shown in FIG. 6.1A and FIG. 6.1B, we investigate the flow-induced flutter of flexible 
inverted membranes. This study examines two configurations: the Tandem and the Abreast 
configurations. The flags have length L and are placed in a uniform flow with velocity U and density 
ρ . The flags are assumed to be inextensible and are free at their leading edges and clamped at their 
trailing edges. The flow is governed by the 2D incompressible Navier-Stokes equations and the 
flags are governed by the nonlinear 2D Euler-Bernoulli equation. The position vector along the flag 
  
 




is given by ( ),s tX  where t is time and s is arc-length along the filament with s=0 at the leading 
edge and s=L at the trailing edge. 
 
FIG. 6.1 – Computational Domain Figures. A) Tandem configuration and B) Abreast configuration.  
FIG. 6.1A shows the tandem configuration with a leader flag and a follower flag. The 
separation d is measured as the horizontal distance from the trailing edge of the leader to the leading 
edge of the follower in the undeformed state. FIG. 6.1B shows the abreast configuration with 
“upper” and a “lower” flags. Here the separation distance d is measured as the vertical distance 
between the clamped trailing edges of the flags. For both configurations, the separation distance d 
can be nondimensionalized by the flag length to yield the key system parameter d/L. In both 
configurations, d/L = 0 represents the lower limit for this parameter. A series of 30 simulations 
were conducted for the tandem and abreast configurations where the parameter d/L was varied from 
0.1 to 3.0 in increments of 0.1.  
 Governing Equations  
The flow is governed by the non-dimensionalized incompressible Navier-Stokes equations 
which can be expressed as: 
 ( ) 21p
t Re
∂
+ ∇ ⋅ = −∇ + ∇ +
∂
u uu u f   (6.1) 




where x  is the positon vector in the fluid domain, u  is the velocity vector, p  is the dynamic 
pressure, and f  is the momentum forcing associated with the immersed boundary condition on the 
surface of the flag. The Reynolds number is given by /Re ULρ µ=  with the density ρ , the free 
stream velocity U , and viscosity µ . 
The flags are chosen to be inextensible using the constraint expressed as 
( )/ / 0d s dt∂ ∂ =X  (Shoele & Zhu, 2012; Tornberg & Shelley, 2004). This leads to the non-
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Xτ  is the unit tangent vector along the Lagrangian coordinate s , n  is the unit 
normal vector along the Lagrangian coordinate s, σ  is the tension, and γ  is the transverse stress. 
Furthermore, sm  is the excess mass per unit length of the flag defined as s f sm m Aρ= − , where 
fm  is the mass per unit length of the flag, ρ  is the density of the fluid, and sA  is the cross-
sectional area of the flag. For the 2D case examined in this study, 0sA →  (the limit for a very thin 
flag), ~s fm m . Finally, F  is the force density applied by the flag on the surrounding fluid. The 
non-dimensional parameters governing the structure are the mass ratio *m , and the reduced 
velocity *U  which are defined as: 













= is the bending stiffness, E as the modulus of elasticity and I is the 2nd 
moment of area. The free and clamped-end boundary conditions at the leading and trailing edges 
of the flag are: 
 0                                               at  0M sγ= = =  (leading edge, free) (6.6) 




XX X (trailing edge, fixed)  (6.7) 
 
where M is the total moment along the flag and γ  is the transverse shear stress. 
 Numerical Method 
The immersed boundary method used for this study follows implementation described by 
Shoele & Mittal (2016) for the single-inverted flag study. Here the Lagrangian velocity ( ),s tU  and 
the force density ( ),  s tF on the flag are translated to the fluid domain variables ( ),tu x  and ( ),tf x  
using a delta function according to: 
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where FΩ  is the fluid domain, Γ  the surface of the flag and δ  the Dirac-delta function. 
A penalty method is used to couple the flow and structural dynamics solvers where the 
equations for the fluid and structure are first solved independently, and their interaction force 
subsequently formulated as a penalty momentum forcing (Huang & Sung, 2009). The approach 




discretize the flag’s structural equations and the second set are massless virtual points that are 
assumed to move with the fluid’s local velocity. Coupling the structural solution with the fluid 
solution is then accomplished by “attaching” springs and dampers between the structure following 
points and the fluid following points. Thus, the momentum forcing equation for ( ),s tF  is 
expressed according to a spring-damper equation as follows: 
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    (6.10) 
where pΚ  is a large penalty constant, β  is a penalty constant, t∆  is the computational time 
step, X  and U  are the position and velocity of massless fluid following points, and  X  and U  are 
the position and velocity of the Lagrangian structure following points on the flag. X  and U  are 
computed from the current and previous fluid velocities as: 
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This formulation is in fact identical to the method proposed by Goldstein, et al., (1993) known 
as the feedback forcing scheme. Based on a study of the effect of penalty parameters on stability, 
accuracy and computational cost, similar to that done by Shoele & Mittal (2016), the final values 
chosen for the simulations were 510pK = −  and 41.0 10dt −= × . 
The fluid-structure equations are discretized according to the prior work by Shoele & Mittal 
(2016) and the equations are solved using the in-house code ViCar3D which uses a semi-staggered, 
fractional step approach to decouple the Pressure Poisson equation from the momentum terms in 
Navier-Stokes equations. 2nd-order Crank-Nicolson fully implicit time step scheme is used for 
everything but the momentum forcing. The Pressure Poisson equation is then solved with the 




The ViCar3D code can be found described in detail in the papers Mittal, et al. (2008) and 
Seo & Mittal (2011). This code has been validated and verified for a variety of cases (SHOELE & 
ZHU, 2010; Shoele & Zhu, 2012; Shoele & Zhu, 2013; Shoele & Mittal, 2014). The FSI model used 
in this study has been previously verified during the Shoele & Mittal (2014) paper where flow-
induced flutter of a flexible plate mounted behind a cylinder was compared to two other simulation 
techniques (Bhardwaj & Mittal, 2012; Turek & Hron, 2006). The work done in this study was 
computationally similar to the work done in the Shoele & Mittal (2014; 2016a) papers. No new 
features were added to either the FSI code specifically or the ViCar3D code in general to conduct 
this research. Therefore, we consider the prior verification and validation studies sufficient to 
validate the code at the chosen resolution. 
 Computational Domain, Boundary Conditions, and Grid 
FIG. 6.1A-B show a schematic of the 2D computational domain and boundary conditions 
used in this study. The inflow and side wall boundary conditions assume a uniform flow and an 
outflow boundary condition was used for the rear wall. In the current study, parameters such as 
Reynolds number and the flag parameters are chosen so as to generate a robust, large-scale flutter 
in a solo flag and the primary parameters that are varied is the spacing between the two flags. The 
Reynolds number, m* and U* for this study were chosen as Re = 200, 1.0 and 2.2, which, based on 
the study of Shoele & Mittal (2016a), are in the range to generate large-scale symmetric flutter, 
while still allowing for a large number of adequately resolved simulations.  
The computational domain for the tandem configuration was (-3L, 13L) in the x direction 
and (-4L, 4L) in the y direction. The domain for the abreast configuration was (-4L, 10L) in the x 
direction and (-5L, 5L) in the y direction. The simulations for the tandem configurations employ a 
grid of 768x384 and the abreast configuration grid used 576x512 points. Both configurations used 




0.016) and then stretched geometrically towards the boundaries as shown in FIG. 6.1A-B. The 
structural grid used 83 points per flag with a resolution of ds = 0.012. The time step used was dt = 
0.0001 and the simulations were run for 300 non-dimensional time (NDT) units leading to 63 10×  
time steps. To quickly induce flapping, the flags were given a small initial 5° angle to the incoming 
flow. 
This resolution and domain was guided by our previous work Shoele & Mittal (2016a). 
Similar to that work, extensive grid resolution and validation studies were carried out for a single 
inverted flag wherein the resolution of the fluid and structure were tested and subsequently chosen. 
Using those resolutions, the domains for the Tandem and Abreast configurations were then 
evaluated by examining the maximum separation case for each configuration. The domain chosen 
for the maximum separation for a configuration was then used for all cases in that configuration. 
6.2 Data Analysis and Performance Metrics  
 
FIG. 6.2 – Tip Angle picture 
In applications of these flags such as energy harvesting or mixing enhancement, the key metric 
that drives performance is the amplitude of the flutter (Shoele & Mittal, 2016a). Here, we use the 
angular deflection of the flag tip as a measure of the amplitude of flutter where the tip angle was 
computed as ( )1tan /LE LEy xψ −=   where LEx  and LEy  are the x  and y  locations of the leading 





FIG. 6.3 – Examples of time series data depicting the windowed filtering procedure. 
As will be shown later, these flags undergo extremely complex dynamics ranging from periodic 
to chaotic, as well as intermittent transition between different modes. Given this, we have defined 
a number of metrics to characterize this complex behavior of the flags. We call this procedure 
windowed filtering and FIG. 6.3 shows an example of how the various calculations effect the signal. 
First, the tip flutter amplitude is defined as follows: given the instantaneous angle subtended by the 
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where Γ  is a suitably chosen period for the moving average. The root-mean-square of the flutter 
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where ( ) ( ) ( )t t tψ ψ ψ′ = −  . In the current study, this averaging window Γ  is chosen to be DT ,  
where DT  is the time-period corresponding to the dominant frequency of flutter for the given case 
(as estimated below). The subtraction of the moving average was only performed for the abreast 
configuration and was employed to address that configurations tendency to remain at a non-zero 
angle for long periods with minimal motion. This correction then extracts the local flutter, instead 
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where subscripts ‘1’ and ‘2’ refer to the two flags and τ  is the time-shift between the two time-
series. To obtain an estimate of the phase difference ψφ  in the flutter of the two flags, we fix the 
window of one flag between and increase τ  between ( 2, 2−Γ Γ ), flag by small increments. The 
shift with the highest cross-correlation provides the most probable phase differences between the 
two which can be expressed as a phase angle ψφ  given the most probable time-period of the flutter. 
The most probable time-period DT   (and corresponding Strouhal number: St= / DL UT  ) for the 
flutter of a given flag is itself obtained by an autocorrelation (using Eq. 14 with both subscripts 
either 1 or 2) wherein the τ  with the maximum autocorrelation (away from τ = 0) gives the most 
probable time-period. 
6.3 Solo Inverted Flag 
The solo flag simulation was run for over 1000 time units in order to obtain highly converged 




wake of the single flag. The vortex shedding behavior exhibited by the Solo inverted flag is as 
follows: at the beginning of a half cycle the flag presents a bluff body to the flow creating two 
counter-rotating vortices at the leading and trailing edges. As the flag begins the next half cycle the 
leading-edge vortex is shed and stretched, and is then split by the trailing edge vortex as can be 
seen in FIG. 6.4B. Thus, each half-cycle generates three vortices that arrange in one nearly 
symmetric vortex dipole (2P) and a single weaker (‘S’) vortex that forms a “2S-mode” Karman 
street with the other single vortices shed in the previous half-cycles.   
The arrangement of these vortices has a significant impact on their convection speed. The 
arrows in FIG. 6.4B are a qualitative indication of the self-induced velocity of adjacent pairs of 
counter-rotating vortices (or dipoles) and it can be seen that the 2P vortex pairs self-induce a 
velocity which moves them away from the wake centerline and also slows them down. In contrast, 
the S vortices interacting with the opposite vortex of the adjacent 2P-pair, experience an induced 
velocity which moves them towards the centerline and also accelerates them. Vortex convection 
speeds determined by tracing the vortex centers are estimated to be 0.89  U  and 1.1  U  for the P and 
S vortices, respectively. As will be shown later, this behavior of the vortices plays an important 
role in the flutter of the downstream flag in the tandem flag arrangement.  
It is useful to describe the role that these vortices play in driving the flutter. During the 
portion of the cycle after the flag has crossed the midplane, the flag presents a bluff body to the 
flow, thereby generating vortices from its two ends. These vortices generate a lower pressure region 
downstream of the flag which helps to further deflect the flag at the end of a half-cycle. However, 
once the flag has reached its maximum deflection and starts to move back towards its equilibrium 
position, these same leading edge-vortices in the near wake oppose the elastic recovery of the flag. 
The severing of the leading-edge vortex from its shear layer allows the vortex to convect away 




mechanism, can therefore interfere with the recovery of the flag, and alter the dynamics of flag 
flutter.  
 
FIG. 6.4 – (A) shows the motion envelope and (B) shows the zω  vorticity in the near wake for the solo flag 
baseline. The vortices are labeled per their vortex shedding mode and the vorticity induced jet direction 
between vortex pairs is labeled.  (C-E) show time series for the solo flag configuration of the tip-angle ψ , 
the windowed RMS of the amplitude ψσ , and Strouhal number.   
FIG. 6.4C-E shows the time series of three significant performance parameters: The tip 
angle ψ  the RMS of the tip amplitude ψσ , and the Strouhal number for the flutter determined via 
autocorrelation. These figures indicate the following: first, the baseline value for the RMS 
amplitude ψσ  is 59°  and the baseline Strouhal number is 0.11, and second, the behavior is largely 




This overall behavior is related to the Reynolds number of 200 that is chosen here, which is low 
enough to generate a mostly periodic behavior but high enough to be susceptible to other 
instabilities.  
 
FIG. 6.5 – A) Mean U velocity contour plot with iso-lines at U = 1, 1.03, 1.05, and 1.1. B) shows vertical 
cross stream mean U profiles at the trailing edge of the flag. 
Finally, FIG. 6.5 shows the time-averaged streamwise velocity for the solo flag. This plot 
shows that the flag has a bifurcated wake with two symmetric regions of momentum deficit that 
are associated with the velocity induced by the 2P vortices. The wake centerline is found to recover 
faster to the freestream velocity than these two regions of low-momentum in the wake and this is 
dissimilar to a typical bluff-body wake where the momentum deficit is maximal along the wake 
centerline. It is also noted that beyond a distance of about one flag length above and below the flag, 
the mean velocity is greater than the freestream velocity. The implication of these features on the 




6.4 Tandem Inverted Flags 
 
FIG. 6.6 – Snapshots of zω  vorticity (A-C) and time series data (D-F) for the Tandem d/L = 1.5 
configuration. For (A-B), arrows show the instantaneous flapping direction of the flags. (D-F) show the time 
series of the tip angle ψ , RMS of the amplitude ψσ , and phase difference  ψϕ . The Leader flag is shown 
in blue and the Follower is shown in red. 
Simulations of the tandem flag configuration were conducted for flag distances in the range 
d/L = 0.1 – 3.0. Sample plots for the d/L = 1.5 configuration are shown in FIG. 6.6 including 
vorticity snapshots and time series for the Tip Angle ψ , RMS of the amplitude ψσ , and phase 
difference ψϕ . Due to the interactions between the follower flag and the vortices shed from the 
leader, the flag kinematics, as evident from the time-series of ψ  and ψσ , are significantly more 
complex. ψϕ , however, indicates some degree of phase-locking between the two flags, an 




FIG. 6.7 shows heatmaps of the probability density function (PDF) of ψσ  for the ‘leader’ 
and ‘follower’ as a function of flag separation distance d/L for all the tandem cases simulated here. 
The heatmap for the leader shows that amplitude of flutter is initially lower than the Solo flag, but 
rises so that by d/L = 1.3, the Leader appears to be flapping with a slightly larger amplitude than 
the Solo flag. This behavior persists throughout the rest of the examined range of d/L, and for the 
largest separation, the upstream flag flutters with an amplitude which is about 2.5% larger than its 
baseline value. This upstream effect of the Follower on the Leader for such distance is unexpected. 
However, we note that regular tandem flags also exhibit an unexpected “inverted drafting” 
phenomenon (ALBEN, 2009; Ristroph & Zhang, 2008), wherein the Leader experiences drag 
reduction while the Follower experiences additional drag. It is possible that this anomalous 
behavior is a reflection of the elliptic nature of the pressure field in this incompressible flow 
wherein unsteady pressure variations generated by the downstream flag continue to produce a small 






FIG. 6.7 – Heatmaps showing PDFs of the RMS of the Amplitude ψσ  at each d/L for the Leader and Follower 
for the Tandem configuration. The average solo flag value of 60ψσ =  is noted with a dashed line. Beside 
each heatmap is a single bar showing the PDF of the solo flag baseline.  
The behavior of the Leader flag for d/L smaller than about 1.2 is quite complex. In general, 
the amplitude of the Leader is smaller than the baseline for these spacings, but for the d/L = 0.6 
case, the ψσ  of the Leader is very near that of the Solo flag. The PDF for this case is also highly 
localized indicating that the flutter is quite coherent. This case will be discussed in some detail in 
the following sections. The behavior at the minimum spacing of d/L = 0.1 is also more localized, 
and just below the solo flag baseline. This case will also be discussed later.  
FIG. 6.7B shows the PDF of ψσ  for the Follower flag and as expected, this indicates 
significantly more complex and stochastic amplitude variations due to the strong influence of the 
vortices from the Leader. Aside from the d/L = 0.6 case and perhaps its neighbor 0.7, the Follower’s 
ψσ  heatmap is much more broadband, and is centered around a value noticeably below the Solo 
flag baseline. The value at d/L = 0.6 has a more localized histogram indicating more coherent 
behavior, and is centered at a value higher than its neighbors and near the solo flag baseline. The 





FIG. 6.8 – Heatmap of the PDFs of the phase difference ψϕ  at each d/L for the Tandem configuration. 
Locations A-D noted above the heatmap correspond to figures (A-D) showing the motion envelope of the flag 
in gray, instantaneous positions in blue, and arrows showing the direction of motion at that instant. The d/L 
and an approximate instantaneous ψϕ  are noted.  
 Phase Locking Trends 
The phase difference ψϕ  between the two flags was computed using the procedure described 
in the section ‘Data Analysis and Performance Metrics’ and histograms of the ψϕ  time series at 
each d/L were stacked together to produce the heatmap shown in FIG. 6.8. Flutter movements of 
four selected cases are marked A-D (d/L = 0.1, 0.9, 1.8, 2.7) above the heatmap are also show in 
this figure. Three features are most apparent from the above flow: a linear trend in ψϕ  with flag 




widening PDFs; and an ‘aberrant’ behavior from d/L of about 0.5 to 0.7.   We discuss these 
behaviors in some detail below. 
The linear phase-difference trend evident from FIG. 6.8, represents the more dominant 
feature of this coupling. The most obvious hypothesis for this trend is that perturbations generated 
by fluttering of the leader flag convect downstream with a characteristic velocity and encounter the 
follower flag, and in doing so, establish the phase of the movement of the follower. Assuming that 
the convection velocity of the perturbation from the leader flag is Vp, the frequency of these 
perturbations is Fp, and the slope of the phase-shift is β , then the above hypothesis would suggest 
that / 360 /p PF Vβ ° = . Thus, the slope of the phase-shift is inversely proportional to the convection 
speed.  In order to assess this hypothesis, we begin by estimating the slope of the phase-shift and 
this slope is found to be best estimated from the plot in FIG. 6.8 as  87 / ( / )d Lβ = °  . Now, as 
shown in FIG. 6.4, each half cycle of the leader flag generates a set of 3 vortices (a 2P pair and a 
single S). Thus, given the cycle frequency of the flutter of the Solo flag of 0.11, the frequency of 
the perturbation experienced by the downstream flag is pF = 0.22. With this value, and using the 
above expression, we obtain a perturbation convective velocity of 0.91pV = . Previously, we 
estimated the convection velocity of the 2P and S vortices to be 0.89U and 1.1U respectively. Thus, 
the above estimate of  pV  is quite in line with the convection speeds of the 2P vortices and this 
provides strong confirmation that the phase angle relationship between the two tandem flags is 
driven, for the most part, by the interaction of the Follower flag with the vortices generated by the 
Leader flag. Finally, the decrease in slope of the phase-shift beyond about d/L~2.5 is consistent 
with the fact that the streamwise velocity in the wake of the leader flag starts to recover back to the 





FIG. 6.9 – Snapshots of zω  vorticity (A-C) and Time series data (D-F) for the Tandem d/L = 0.1 
configuration, showing the minimum separation studied. For (A-B), arrows show the instantaneous flapping 
direction of the flags. (D-F) show the time series of the tip angle ψ , RMS of the amplitude ψσ , and phase 
shift ψϕ . The Leader flag is shown in blue and the Follower is shown in red. Notice the flags are completely 
in phase except for a brief deviation shown with a bracket above plot (D). 
An interesting special case of the linear phase locked flutter trend is the closest separation 
case d/L = 0.1. The phase locking trend indicates that at this minimum separation, the flags flap in-
phase. FIG. 6.9 shows data for this case, and both the vorticity snapshots and the time series show 
that indeed the flags are completely in-phase. An interesting phenomenon here is the beating 
pattern, wherein the follower flag alternates between lower and higher amplitude oscillations than 
the leader every other cycle. We can see this beating reflected in the RMS Amp figure. A key 
feature of this minimum separation case is the robustness of this behavior in that any deviations 




For flag distances d/L ranging from 0.5 to about 0.7, we observed a behavior that does not 
fit the linear-phase-locking type coupling seen for most of the range. In this particular range, the 
phase-shift PDF indicates that the Follower flag actually leads the Leader by a phase angle ranging 
between about 45 and 70 degrees. In contrast, in the adjacent ranges of d/L, the Leader always leads 
in phase with respect to the Follower by about 60 degrees.  FIG. 6.10D shows the time series for 
the d/L = 0.6 case and this shows that in this mode, both flags flutter in a highly periodic manner 
for large periods, with intermittent periods of disorderly flutter. Similar behavior is also observed 
d/L = 0.5, and 0.7, although the d/L = 0.6 case shows the longest spans of uninterrupted periodic 
flutter.  
 
FIG. 6.10 – Snapshots of zω  vorticity (A-C) and Time series data (D-F) for the Tandem d/L = 0.6 
configuration. For (A-B), arrows show the instantaneous flapping direction of the flags. (D-F) show the time 
series of the tip angle ψ , RMS of the amplitude ψσ , and phase shift ψϕ . The Leader flag is shown in blue 




FIG. 6.10 depicting the vorticity snapshots and time variation of various flutter metrics 
shows that during the periodic fluttering mode, both flags flutter with an amplitude which is quite 
comparable to the Solo flag case. FIG. 6.10A-C shows snapshots of zω  vorticity for the d/L = 0.6 
case which provide insight into the mechanism that drives this aberrant behavior.  This sequence 
demonstrates that for these flag separations, the Follower can mostly avoid being affected by the 
vortices shed from the upstream flag if it’s flutter leads that of the upstream flag by approximately 
45-70 degrees.  Furthermore, despite the relative close spacing, this phase difference also seems to 
reduce any significant effect of the Follower on the Leader flag, allowing the Leader to flutter in a 
periodic manner for longer periods. This in turn allows the Follower flag to stay locked in this 
favorable phase relationship longer. Intermittently though, small variations in the phase of the 
flutter grow large enough so as to significantly perturb the vortex dynamics and the phase 
relationship. However, eventually, the system settles back in to this nearly periodic regime with the 
Follower leading in phase with respect to the Leader. Thus, despite their close proximity, the two 
flags are effectively decoupled from each at this distance, and we therefore refer to this as the 
‘proximal decoupling’ behavior.  
This ‘decoupling’ between the two flags appears to be the result of fortuitous spacing.  
Closer spacing than the lower limit of d/L = 0.5 has the Follower too close to the tail of the Leader, 
disrupting the flapping motion of the Leader. As a result, between d/L = 0.3-0.5 the Leader and 
Follower have different frequencies, with the Leader flapping at a lower frequency than the Solo 
baseline, and the follower flapping at a higher frequency than the baseline. For separations larger 
than the about d/L = 0.8, the vortices from the Leader occupy nearly all the space ahead of the 
Follower and the Follower is not able to miss all three vortices. As a result, the system does not 




 Leader Decoupling 
 
FIG. 6.11 – Snapshots of zω  vorticity (A-C) and Time series data (D-F) for the Tandem d/L = 0.8 
configuration. For (A-B), arrows show the instantaneous flapping direction of the flags. Notice that the 
leader flag does not move from (B) to (C). (D-F) show the time series of the tip angle ψ , RMS of the 
amplitude ψσ , and phase shift ψϕ . The Leader flag is shown in blue and the Follower is shown in red. 
Examples of the Leader deviating from Solo flag behavior are noted with brackets above plot (D). 
FIG. 6.7A showing PDFs of ψσ  indicates that for flag separations of less than d/L=1.2, the 
Leader’s behavior is significantly altered by the presence of the Follower. This upstream effect of 
the Follower on the Leader is interesting from a flow-physics perspective as well as from the 
perspective of energy harvesting. FIG. 6.11 shows a time series for the case with d/L=0.8. As can 
be seen, the Leader flag is observed to pause for durations that last about the length of one cycle, a 
behavior that is not observed for the Solo flag.  The snapshots of vortex shedding for the various 




of the mechanism responsible for the coupling of the Leader to the Follower flag. For d/L=0.6 (see 
FIG. 6.10), we note that that the leading-edge of the Follower interferes significantly with the 
formation and shedding of the vortex at the trailing-edge of the Leader (see FIG. 6.11C).  Such 
interference is absent for d/L=1.5 (see FIG. 6.6). The periodic formation and shedding of this 
trailing-edge vortex is essential for establishing and maintaining the periodic flutter of these flags 
and disruption of this process for d/L<1.2 is the cause for significant the complex flutter behavior 




6.5 Abreast Inverted Flags 
 
FIG. 6.12 – Heatmap of PDFs of the A) RMS of the amplitude ψσ ′  and B) Phase Difference ψϕ ′  at each d/L 
for the Abreast configuration. The PDFs are of combined data from the upper and lower flags. In A) the Solo 
flag baseline behavior is shown as a dashed black line. The ambiguity in ψϕ ′  of the abreast configuration is 
removed by considering the 0o  to 180o phase difference. 
Simulations of the side-by-side or “Abreast” configuration were conducted for flag 
distances ranging from d/L = 0.1 – 3.0. Since in this configuration, both flags are expected to have 
the same statistical behavior, all the averages and PDFs combine data from both flags. FIG. 6.12 




between the two flags. Using the ‘corrected’ tip angle ψ ′ . This figure, along with the flutter 
dynamics that we will describe shortly, shows evidence of three distinct behavior regimes which 
we refer to as: V-Split Flutter (d/L~ 0.1 – 0.5), Taking Turns (d/L ~ 0.5 – 2.3), and Clapping (d/L 
~ 2.3 – 3.0+). Note that given the symmetry of the abreast configuration, the computed phase shift 
extends from 0° to 180°. 
 
FIG. 6.13 – (A-C) Snapshots of zω  and (D-E) time series of Corrected Tip Angle ψ ′  and RMS of the 
amplitude ψσ ′  for the d/L = 0.2 Abreast case showing the V Split Flutter behavior. In (A-C), the flags are 
shown in white and the direction is noted with black arrows. 
From d/L = 0.1 – 0.6, the ψσ ′  of flutter is very low, indicating a significantly reduced 
energy harvesting potential. The phase-difference between the two flags is also small (mostly 
limited to the range 0-20 degrees) indicating that the flags move in the same direction as they flutter. 




flag split into a ‘V shape’ and oscillate back and forth with a small overall amplitude. The proximity 
of the two flags interferes significantly with the vortex shedding, especially from the trailing-edge 
of the flags and the flags essentially behave as a single entity in this flutter mode. We note that the 
frequency of the flutter in this mode is about 40% higher (St~0.15) than the Solo flag (see FIG. 
6.17). 
 
FIG. 6.14 – (A-D) Snapshots of zω  and (E-F) time series of Corrected Tip Angle ψ ′  and RMS of the 
amplitude ψσ ′  for the d/L = 1.4 Abreast case showing the Taking Turns behavior. In (A-D), the flags are 
shown in white and the direction is noted with black arrows. In (E-F) the Upper flag is blue and the Lower 
flag is red.  
With separation increased beyond d/L=0.5, the flags are far enough apart that the vorticity 
from the trailing-edge of one flag does not directly interfere with the other, and the behavior 




clear in FIG. 6.14 showing vorticity snapshots and the time series of ψ ′  and ψσ ′ ), one flag flaps 
vigorously while the other remains mostly stationary in a deflected state. After a few cycles, the 
flags switch roles, and this cycle of taking turns continues. The range d/L = 0.5 – 0.8 exhibits 
intermittent switching between V-Split flutter and Taking Turns behavior but beyond d/L ~0.8 to 
d/L~2.1, the flags lock on to the Taking Turns behavior. The PDF of the phase-difference for this 
regime are not meaningful since accurate estimation of the phase difference requires both flags to 
have a significant magnitude of flutter.  
 
FIG. 6.15 – (A-D) Snapshots of zω  and (E-F) time series of Corrected Tip Angle ψ ′  and RMS of the 
amplitude ψσ ′  for the d/L = 1.4 Abreast case showing the Taking Turns behavior. In (A-D), the flags are 
shown in white and the direction is noted with black arrows. In (E-F) the Upper flag is blue and the Lower 
flag is red. 
Once separation is increased beyond d/L=2.1, the flags develop what we refer to here as a 




regime ranges from about 135-180 degrees indicating that the flag mostly move in opposite 
directions. The Cerdeira, Fan, & Gharib (2018) paper focused on this separation range using wind 
tunnel experiments, examining d/L = 1.7 – 5.4, and also saw a clapping behavior for the specific 
*U  examined in this paper. FIG. 6.15 shows the sequence of flutter for one case (d/L = 2.9) and 
the vortices in the near wake. From FIG. 6.15A we can see the formation of the 12P  vortex pairs 
and half of the 2S pair, which is similar to the Solo flag. In FIG. 6.15B the flags are flapping outside 
to inside, and as the leading edges get close, the leading-edge vortices combine together to create 
a Counter-Rotating Vortex Pair (CVP) as seen in FIG. 6.15B-C. The CVP is different than the 2P 
vortex pairs in that the jet between them is generally aligned to push them in the direction of the 
incoming flow, allowing them to be rapidly convected downstream as seen in FIG. 6.15C-D. This 
is a departure from the Solo flag vortex shedding behavior. Those vortices which make up the CVP 
would have each been half of the next 2P vortex pair in the Solo flag case, but instead they pair-up 
and convect downstream as a dipole. This leaves the other half of the expected 2P vortices and the 
expected S vortices to group together to make 22P .  
An interesting feature of clapping behavior is that in the range of d/L from 2.4-2.8, the 
amplitude of flutter is actually slightly larger ( ψσ ′  are up to 10% higher than the baseline). To 
explain this behavior, we refer back to FIG. 6.5 which shows the mean velocity profiles for the 
Solo flag. The mean velocity profile along the vertical line thorough the flag shows that beyond a 
vertical distance of about one flag length, the mean streamwise velocity actually exceeds the 
freestream velocity. The peak in this mean velocity value at the base of the flags is / 1.22u U =  
and is reached at about y/L=1.1 and then the velocity slowly decays back to the freestream velocity. 
Thus, any flag placed beyond a distance of about d/L=2.0, would generally experience a crossflow 
with momentum and kinetic energy that exceed that of a Solo flag. Furthermore, the mean velocity 
surplus also has a relatively large vertical gradient (i.e. shear) closer to the body, and this gradient 




in this region. Thus, the excess momentum available to the flag and shear are two competing 
mechanisms, and it is therefore not surprising that the highest amplitude consistent flutter occurs 
further out (2.4<d/L<2.8) where the shear is lower and the excess momentum is still available. 
6.6 Strouhal Number Trends 
 
FIG. 6.16 – Heatmaps of the Strouhal number (which equals the nondimensional frequency) for the Leader 
and Follower flags for the Tandem configuration. The Solo flag baseline St = 0.11 is denoted with a dashed 
black line and the Solo PDF is shown beside the heatmaps.  
FIG. 6.16 shows the heatmaps of the Strouhal number for the Leader and Follower. The 
Leader heatmap shows behavior which is consistent with the Solo flag. Throughout the range, the 





FIG. 6.17 – Heatmap of PDFs of the Strouhal number (i.e. the nondimensional frequency) for the Abreast 
configuration. The Solo flag baseline is shown as a black line and a PDF is shown next to the heatmap.  
For the abreast configuration, the Strouhal number pdf was created by taking histograms of the 
combined Upper and Lower Flag data. FIG. 6.17 shows the heatmap of the Strouhal number versus 
d/L for the Abreast configuration. Here we can see the V-Split Oscillations appear to have a 
generally higher Strouhal number. Beyond  d/L = 0.6, the PDFs center around the Solo flag baseline 
and converge to this value slowly with increased d/L. 
6.7 Implications Towards Energy Harvesting 
In the previous sections, we have outlined the effect of flag separation on the flutter 
dynamics for both tandem and the abreast configuration and connected this dynamical behavior 
with the underlying flow physics and vortex dynamics. In this section, we summarize the 
implications of the observed behavior for energy harvesting. According to Shoele & Mittal (2016a), 
the power extracted from the flutter of inverted flags/membrane made of piezoelectric materials 
scales as the square of the amplitude of the flutter. Thus, to assess the energy harvesting potential 




average of this quantity for both flags.  This quantity is then normalized by the corresponding 
quantity for the Solo flag and the PDFs of this quantity are shown in FIG. 6.18. 
For the Tandem configuration, this quantity exhibits two major regimes. For d/L ranging 
from 0 to about 1.2, both flag exhibit diminished flutter amplitude (see FIG. 6.7) due to their 
proximity and this leads to a significant reduction in the energy harvesting potential. According to 
FIG. 6.18, the most probable value of the quantity is about 20% lower than the Solo flag. Within 
this range however is a narrow band between d/L=0.6 and 0.7 (referred to as the `Proximal 
Decoupling’ range) where the energy harvesting potential is nearly back up to the level of the Solo 
flag. Additionally, the minimum spacing case of d/L = 0.1 shows robust in-phase flapping with 
performance only marginally lower at around 95% of the solo flag baseline. Beyond about d/L=1.2, 
the Leader recovers to its nominal flutter amplitude but the Follower exhibits reduced flutter. The 
net result is that the energy harvesting potential of the pair in this regime is centered between 80% 
to 90% of the nominal, Solo flag value.   
The Abreast configuration shows three distinct regimes in its energy harvesting potential. 
For d/L less than about 0.7, the flag exhibits the V-Split oscillation with very small amplitude and 
consequently, the energy harvesting potential is between 0-20% of the nominal Solo flag value. 
Between d/L of about 0.7 and 2.2 is the Taking-Turns behavior where the two flags alternate 
between large and small amplitude flutter. Not surprisingly, this diminishes the energy harvesting 
potential of the pair and the plot indicates an energy harvesting potential of about 60-75% of the 
Solo flag. The clapping regime beyond d/L of 2.2 is where each flag is in the region of higher-
speed flow generated by the other flag and this enhances the flutter and the energy harvesting 
potential by as much as 20% above the baseline value. This increase in amplitude is qualitatively 
similar that seen by Cerdeira, et al. (2018). Their result uses the maximum tip angle as an amplitude 
measurement and they show a 110 °  maximum tip angle at d/L = 2.8. They do not report a Solo 




flag. In our study, we saw a maximum tip angle for the abreast configuration of approximately 105
°  at d/L = 2.7 which is a remarkably similar result considering the gross differences between these 
approaches (e.g. Reynolds number, experimental vs. computational, 2D vs. 3D).  
 
FIG. 6.18 – Heatmaps of the PDFs of the sum of the squared ψσ  for the Tandem and Abreast configurations 
for each d/L. The values are normalized by twice the corresponding value of the Solo flag baseline. The Solo 
flag baseline value is depicted with a black line and a heatmap beside each figure. 
Even though the scales are very different, it is worthwhile to compare the trends found here 
against those for horizontal axis wind turbine, which also extract energy from a freestream via 
induced movement of the rotor. Data on Abreast configuration of rotary turbines is not available 
for comparison and neither are systematic studies of the effect of rotary turbine spacing on turbine 
performance. However, one study (Pierella, Krogstad, & Sætran, 2014) for a Tandem wind turbine 
configuration at a fixed distance of three rotor diameters showed that the power coefficient of the 
downstream turbine was at most about 25% of the upstream rotor. Thus, the combined power of 
the two turbines is at most about 63% of two single turbines. For a similar setup with the current 
inverted flags, the overall energy harvesting potential is between 80 and 90% of the baseline value. 




for this is that while for rotary turbines, the rotational movement is driven by the mean lift force on 
the turbine blade, which is proportional to the square of the mean velocity, the inverted flags exploit 
a flow-induced flutter instability, which has a weaker dependence on the incoming flow velocity. 
As has been shown by Shoele & Mittal (2016a) and others, the flutter depends on the flow velocity 
via the reduced velocity parameter (U*=U/fL) and the Reynolds number, and one advantage of the 
inverted flag configuration over regular flags is that its flutter behavior is relatively insensitive to 
U* and Reynolds number over a wide range of these parameters.  Thus, flow energy harvesting 
from multi-flag arrays offers some advantages over conventional rotary turbine arrays, for micro-





In this work we investigate applications where aeroelastic phenomena can be utilized to achieve 
a useful engineering objective. Specifically, we focus on a class of flow-induced flutter phenomena 
which encompasses flapping and fluttering membranes, flags, filaments, and plates. Using 2D and 
3D coupled fluid-structure-scalar interaction simulations, we investigated these flapping 
membranes in three applications: A) scalar mixing enhancement in the inertial microfluidics 
regime, B) heat transfer enhancement in forced convection channel flow heat exchangers, and C) 
energy harvesting using multi-inverted flag configurations. In all three studies, we investigate the 
underlying fluid dynamics, structural dynamics, and fluid-structure coupling. We also use various 
performance measures and flow visualization techniques to understand how these fundamental 
fluid dynamics impact the design of these systems, and how they could be utilized to potentially 
improve the system for practical applications. 
In these simulations we have used two immersed boundary method (IBM) based approaches 
for the different types of immersed boundaries in the flow. Stationary boundaries were modeled 
using a sharp-interface immersed boundary approach, while flexible bodies subject to fluid-
structure interactions were modeled using a diffuse interface, penalty method approach. The flow 
solver, structural solver, and scalar solver were all discussed in terms of the underlying physics as 
well as in terms of the numerical methods. Finally, we also discussed ongoing work towards high 







testing and implementation of a low speed 1ft x 1ft square test section wind tunnel. We used this 
wind tunnel to run preliminary analysis and qualitative comparisons using a newly developed 
validation configuration called the hanging banner. 
The research related to inertial microfluidic mixing focused on three regimes: 2D single flag 
studies, 2D multi-flag studies, and 3D single flag studies. For analysis of the mixing, we used three 
key performance parameters to translate the fundamental physics into useful measures of 
engineering performance. The mixing performance was characterized by the mixing index, the 
energy losses by the head loss, and we formulated a new performance measure called the Interface 
Density to characterize the degree to which the interface is being stretched and folded by the 
perturbations introduced by the membrane.  
In the 2D single flag studies we investigated the concept of using a flapping membrane as a so 
called “flutter mixer” in a simplified model of amicromixer. We first investigated the systems 
sensitivity to Reynolds number, where we found that beyond a critical Reynolds number, the 
flapping behavior and subsequent mixing performance transitions from lower Re behavior wherein 
mixing was accomplished via simple deformation of the interface between the fluids, to higher Re 
behavior wherein mixing was accomplished by the persistent shedding of vortices. The higher 
Reynolds number mixing mechanism resulted in very good mixing performance, particularly in the 
region immediately after the membrane. Stategies for extending downwards the Reynolds number 
where such system can we used were investigated Finally, we compared our higher Re mixing 
mechanism of vortex shedding with another canonical passive mixer which employs vortex 
shedding; the circular cylinder or “post mixer.” That analysis showed that flutter mixers drastically 
outperform post mixers both in terms of mixing performance and in terms of energy expenditure. 
The 2D multi-flag studies addressed tandem arrangements of membranes. We were interested 
in understanding the tandem configuration in part because a practical flutter mixer might employ 




configurations that could take advantage of the complex coupling between the flows induced by 
the flags to enhance mixing performance. The results of the study were somewhat inconclusive 
since improves mixing was accompanied by increased pressure loss. 
The 3D mixing study was our final investigation into microfluidic mixing. Due to the 
computational cost of 3D fully coupled FSI simulations, we used a small number of simulations to 
investigate the 3D system. The challenge is that 3D FSI simulations introduce new parameters 
which do not exist in the 2D model. A further challenge is that 3D fluttering and flapping behavior 
is typically more stable than 2D flapping. We sought to investigate the relevance of 3D parameters 
such as the flag aspect ratio and the spanwise confinement on the mixing performance. We were 
also interested in understanding the 3D mixing mechanism and mixing performance, and if and 
how it differed from the 2D model. We found significant differences between the 2D and 3D 
models, both in terms of fluid dynamics and mixing mechanism, as well as in terms of mixing 
performance. Whereas the 2D model was dominated by spanwise vortices, the 3D model was 
dominated by streamwise vortices.  
Through these three inertial micromixing studies we demonstrated that the flutter mixer has 
significant potential to replace or augment existing passive mixers. The notion is that the flutter 
mixer is like a passive mixer in terms of complexity, cost, ease of manufacture and deployment, 
robustness to failure, and other engineering goals. However, it is like an active mixer in terms of 
adding temporal and spatial variations into the flow. In practice flutter mixers could exist on their 
own, or in a tandem arrangement with a few or many membranes. In addition, they could be placed 
at the inlet of a more typical passive or active micromixer to give an initial boost to the mixing 
performance.  
The next major application area we investigated was heat transfer enhancement. This study is 
similar in many ways to the mixing investigation. In both cases a flapping membrane is being used 




boundary layer disruption. There are some differences in the physics and analysis, but in principle 
many of the lessons learned from one study can help motivate the other study. This investigation 
was motivated by prior work which examined a 2D model of the heat transfer problem. Following 
that study, we were interested in the systems sensitivity to several 3D specific parameters and 
configurations. First, we examined a baseline configuration of the 3D system with a square channel 
to develop a clear understanding of the physics at play and to understand the 3D heat transfer 
enhancement mechanism. We found that the primary cause of increased heat transfer was the 
shedding of a horseshoe shaped vortex at each flapping half cycle. This horseshoe vortex was 
aligned in such a way as to rapidly convect cold fluid from the core towards the heated channel 
walls creating a cross-stream jet, thereby sharpening the temperature gradient at the wall as well as 
mixing the flow.  
We then investigated the systems sensitivity to 3D parameters such as spanwise confinement 
and membrane aspect ratio. Here we were able to show the system performance was sensitive to 
the flapping amplitude and the total membrane area. Finally, we examined ducts with non-square 
profiles including a circular duct and a diamond duct. These investigations were motivated by real 
world considerations. In principle, and particularly in the case of the large-scale air-cooled 
condensers, these flapping flags were meant as a retrofit to existing heat exchangers. This presented 
a challenge in that real-world heat exchangers come have a variety of duct shapes. However, the 
results for the two additional canonical duct shapes showed that for symmetric ducts with aspect 
ratios close to unity, the heat transfer performance is completely insensitive to the duct geometry. 
This robustness bodes well for practical applications. 
Our final application was extracting energy from a flapping flag using piezoelectric energy 
harvesting. This application used an inverted flag. An inverted flag has a free leading edge and a 
fixed trailing edge, and is advantageous for energy harvesting due its lower critical velocity and 




into inverted flags as piezo-electric energy harvesters. Our assessment was that practical energy 
harvesters might use arrays of fluttering membranes, so the coupling between those membranes 
would be important to understand to best design for an inverted flag array. We examined the multi-
inverted flag system in the tandem and abreast configurations. In the tandem configuration, we 
found generally that the follower flag exhibited reduced energy harvesting potential, except for 
very narrow ranges where the vortex shedding and inter-flag spacing lined up such that the follower 
flag was essentially masked and decoupled from the leader. For the abreast configuration, we 
identified interesting dynamics exhibiting multiple distinct behavior regimes.  
In summary, we investigated the engineering utility of aeroelastic flutter of membranes and 
flags. We showed that regular flags have the ability to create large amplitude perturbations with 
relatively low energy losses when placed in channel/duct flows. We showed that this behavior could 
be utilized to achieve significant mixing enhancement or heat transfer enhancement in these flows. 
We also showed that the coupling between multiple inverted flags can be utilized to enhance energy 
harvesting. While the work on fluid structure interaction is not over, and in many ways has just 
begun, it is our hope that this dissertation showed the utility, potential applications, and rich 





A.1   Methods and Performance Measures 
 
FIG.  7.1 – Simulation configuration of 2D heat transfer problem from Shoele & Mittal, 2014 (1) 
To study this simplified 2D configuration, the 2D version of the solver described earlier was 
utilized. FIG.  7.1 shows the computational domain, which consists of a flag in a channel. The fluid 
has fully developed inflow boundary conditions and no slip, no penetration boundary conditions 
on the walls. The scalar has a uniform inflow and constant temperature boundary conditions on the 
walls. The choice to use constant temperature for the walls was made because in most forced 
convection heat exchangers, the material used to create the walls has very high thermal 
conductivity, so from the perspective of the fluid, the wall is essentially all at the same temperature. 
A.2   Results 
This prior 2D study examined many aspects of this system. Some of the results are of direct 
relevance to the work done in this dissertation, both in this section about heat transfer enhancement, 
Appendix – A 
 




as well as in the section on 3D mixing enhancement. Those relevant results will be presented here 
in an effort to give context to the following 3D studies. The particular aspects of the original study 
that are of relevance here are A) the behavior of the vorticity and the scalar heat of a flapping flag 
in a heated channel, B) the sensitivity of the system to Re number, and C) the structural parameter 
space wherein this flapping phenomenon is possible. First, the 2D heat transfer enhancement 
mechanism is examined and shown to be particular vortical structures that are shed. FIG. 7.2 shows 
the temperature and vorticity of one configuration at a few Re. 
 
FIG. 7.2 – Vorticity (colored lines) and temperature contours (background black and white field) of a 
flapping flag in a heated channel at different Re numbers with M*=1 and U*=12. Taken from (1) 
In this figure we can see many similarities to the familiar vortex shedding phenomenon of 
flapping flags in channel flow. Namely, we can see that at a sufficiently high Re, the flag sheds 
vortices that remain close to the walls. This should be beneficial as it will disrupt the boundary 
layers. This benefit can be seen qualitatively in the Re=200, 600, and 800 cases. For all three cases, 
between X=2.0 and X=3.0 we can see vortices interacting such that they cause a plume of heat to 
be ejected from the wall, and across the entire channel. This accomplishes one of the desired goals 
towards improving heat transfer in that it is pulling hot fluid away from the heated walls. 
A.2.1 Sensitivity to Re Number 
However, it is evident from FIG. 7.2 that this flow is sensitive to Re. The Re = 50 and 200 




analogies between this 2D simulation and practical experiments carried out by our collaborators at 
Georgia Tech working in Prof. Ari Glezer’s group. This presented a few challenges. First, one of 
the desired goals was to thoroughly explore the structural parameter space. This was to be 
accomplished by a brute force parametric sweep of the space requiring over 700 simulations in 
total. This made 3D simulations practically impossible, so 2D simulations were chosen which 
presents several issues. 
The second problem was the practical experiment ran at an Re several orders of magnitude 
larger than what was reasonable for a DNS approach. However, observations of the system showed 
that it seemed to have a saturation of the dynamics with Re, such that above a certain threshold the 
system seemed to be largely agnostic to Re number. If that threshold could be identified, then the 
simulations for the parametric sweep could be performed at a Re above that threshold, allowing for 
analogies to be made from this relatively low Re simulation to the practical experiment.  
 
FIG. 7.3 – Plots showing the flapping amplitude, heat flux, energy loss, and thermal enhancement factor as 




FIG. 7.3 shows the flapping amplitude A/L, Q, E, and TEF as a function of Re. This is an 
interesting set of results. On the one hand the A/L and E plots seem to show a clear saturation with 
Re. In particular, the A/L plots show that after Re = 200, the dynamics are Re agnostic. This 
behavior is echoed in the E plots, which further supports the result that the dynamics of the flag 
saturate after Re=200. On the other hand, the Q and TEF plots do show persistent sensitivity to Re 
even after Re = 200. This may be due to a changing Peclet number issue. If the Prandlt number is 
kept fixed, and the Re number is changing, then the Peclet defined as Pe = Re*Pr is also changing 
which is the key nondimensional parameter governing the diffusion term in the heat advection-
diffusion equation. This would affect the Q and TEF results but not the A/L or E results. This 
explanation was sufficient to conclude Re=200 was the dynamic sensitivity threshold and the 
subsequent parametric sweeps were conducted at Re=400. 
A.2.2 Exploration of the Structural Parameter Space of U* and M* 
Another goal of this study was to examine the structural parameter space. Partly, this was to 
identify any optimal parametric configurations. Also, it was important to determine if the ranges 
wherein this system provided any significant benefit also coincided with material properties that 
were practical in terms of manufacturing and heat resistance. This was accomplished with a brute 





FIG. 7.4 -Effect of structural parameters U* and M* on a) the non-dimensional heat flux, b) the non-
dimensional energy loss, and c) the thermal enhancement factor (TEF). Taken from (1). 
FIG. 7.4 shows carpet plots of the time averaged Q, E, and TEF. The results show similar 
behavior across all three measures, wherein for a narrow range of mass ratios, there is a relatively 
wide range of reduced velocities that show similar performance. This result acted as a starting point 
for all the studies in this thesis which featured a regular flapping flag insofar as choosing the 
structural parameters. A possible issue with conducting parametric sweeps using simulations is that 
it is possible to encounter parameter spaces that are not physically viable or meaningful, but 
nevertheless can exist with no issues in simulations. Thus, the next step in that work was to calibrate 
the plateau seen in the carpet plots to identify what existing materials had those properties, if any. 
In the paper, it was noted with the proper processing and manufacturing materials such as copper, 
aluminum and mylar would all work, which bodes well for this device’s viability for heat transfer 
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