Abstract. We study a class of lattices called weak* complemented lattices which are shown to have the property that the order complex of any interval of the lattice is either contractible or homotopy equivalent to a sphere. The two main examples are lattices generated by intervals in a total order and the lattices of partitions of integers under dominance order. The proofs are done mainly using homotopy complementation formulas for lattices and with a method called B-labeling. We also show that a class of lattices called Greene lattices are either contractible or spherical. Lattices generated by multisets are also discussed.
Introduction
In G], Greene proves that the M obius function is 1 or 0 for all intervals in a lattice generated by intervals of integers. He also reproved a result by Bogart and Brylawski saying that the lattice P n of partitions of an integer n ordered by dominance also has ( ; ) 2 f?1; 0; 1g for all intervals ( ; ) in P n . In K], Kahn \explained" this behavior of the M obius function by showing that the order complex of an interval in an interval generated lattice has the much stronger property of being either contractible or homotopy equivalent to a sphere. We will call a lattice with this topological property homotopy unimodular. The terminology is inspired by Greene G] who call a lattice totally unimodular if all its intervals have M obius function 1 or 0. Homotopy unimodular implies totally unimodular since the M obius function of an interval is equal to the reduced Euler characteristic for the corresponding order complex. In Section 4 we de ne a class of lattices called weak* complemented that includes both interval generated lattices and dominance lattices and we show that every weak* complemented lattice is homotopy unimodular, Theorem 4.2.
We give to new proofs of the theorem by Kahn, Theorem 4.1, give with their help formulas for the dimension of the sphere in a special case. One of the proofs is using the weak* comlemented property, the other uses a new technique called B-labeling, which is discussed separately in Section 3. In Theorem 3.2 we prove that for any nite lattice the B-labeling will produce a homotopy equivalent lattice generated by sets of integers. The B-labeling is used also to prove that so called Greene lattices are contractible or homotopy equivalent to a sphere, Theorem 6.1. This is used in Section 6 where we present some families of lattices generated by multisets that also are homotopy unimodular.
In Theorem 5.2 we prove that the dominance lattice P n , the lattice of initial dominance IP n and the lattice of terminal dominance T P n all are homotopy unimodular and give a formula for the exact homotopy type in Theorem 5.5. For P n , the homotopy unimodality follows from the work of Kahn K] and Bj orner and
Wachs BjWs], but they do not give a formula for the dimension of the sphere. Their proofs depend on Lemma 5.1 by Greene, which gives a description of a homotopy equivalent lattice generated by intervals. This means that homotopy unimodality follows from the general results on interval generated lattices. By showing that P n is weak* complemented in Theorem 5.9 we obtain a proof of homotopy unimodality, that reasons directly on P n and does not use the interval generated lattice from Greene's Lemma.
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Preliminaries
Given a poset P we de ne the order complex (P) as the simplicial complex on vertex set P whose k-faces are the k-chains x 0 < x 1 < < x k in P. For any x < y 2 P we will let (x; y) denote the order complex of the open interval (x; y) := fz 2 Pjx < z < yg in P. A closed interval in P will be denoted x; y] := fz 2 Pjx z yg. When making a topological statement about a poset P witĥ 0 and1, we will always have the geometric realization of ( P ) in mind, where P := Pnf0;1g. If P is a poset with0 and1 then the atoms (and coatoms) of P are the elements that covers0 (are covered by1). For general terminology on posets, lattices and order complexes we refer to S] . Recall that (P) = P (0;1); (1) where~ (P) is the reduced Euler characteristic for the topological space ( P).
Hence results about homotopy type implies results for the M obius function.
We will use ' to denote homotopy equivalence of topological spaces. Let S k be the unit sphere in R k+1 , for k 0 and let S ?1 := ;. The join of two simplicial complexes is 1 2 := f j 2 1 ; 2 2 g. This corresponds to the join of topological spaces jj 1 2 jj ' jj 1 jj jj 2 jj. All we will need about join of topological spaces in this paper is the fact that S k S l ' S k+l+1 , for k; l ?1, and that if one of the spaces is contractible then the join will also be contractible. Let B n be the Boolean lattice on n points, then we have B n ' S n?2 . We will also need the suspension of a complex,
In Q] Quillen proved that if P and Q are posets with0 and1, then P Q ' susp(P Q): (3) Remember that P, Q and P Q stands for ( P), ( Q) and (P Q) respectively.
For more details on the topology of complexes the reader is referred to the survey Bj] by Bj orner.
We will make frequent use of the following corollary of the Homotopy Crosscut Theorem:
Theorem 2.1. Let L be a nite lattice. If the join of all the atoms (meet of all the coatoms) of L is strictly less than1 (strictly greater than0), then L is contractible. Otherwise, let L 0 be the lattice generated by taking joins (meets) of subsets of atoms
Proof See Corollary 10.14 in Bj].
We will also need to use a tool due to Bj orner and Walker BjWr]. We call x 2 L a complement to z 2 L if x^z =0 and x _ z =1. De ne Co(z) to be the set of complements to z. We will call this labeling the B-labeling with respect to the order of the atoms.
The usefulness of the B-labeling comes from the following property:
Lemma 3.1. For any lattice L and any ordering of its atoms we have B(x^y) = B(x) B(y); for all elements x; y 2 L. Proof We have the chain of equivalences: j = 2 B(x^y) () s j x^y () s j x and s j y () j = 2 B(x) B(y);
where * follows from the lattice property. The B-labeling will be essential in many of the proofs in this paper. Note also that if L is atomic, i.e. generated by its atoms, then B(x) B(y) () x > y. Given a nite collection of sets F = fs 1 ; : : :; s m g we de ne L(F) as the lattice consisting of the unions of s 1 ; : : :; s m ordered by inclusion and we say that L(F) is generated by fs 1 ; : : :; s m g.
Our rst use of the B-labeling will be to show that the problem of determining the homotopy type of lattices generated by sets is di cult. In fact lattices generated by a nite number of sets can have any homotopy type that a lattice can have, i.e., any homotopy type a nite simplicial complex can have.
Theorem 3.2. Every nite lattice L is homotopy equivalent to a lattice generated by a nite collection of sets. Proof We may assume that the join of all the atoms in L is equal to1, since otherwise L is contractible in which case the statement in the theorem is trivial. Take any linear ordering s 1 ; s 2 ; : : :; s m of the atoms of L. We pass from L to the homotopy equivalent lattice L 0 generated by taking the joins of the atoms of L. Label the elements of L 0 with the B-labeling. Since L 0 is atomic we know that there are no containments among the sets labeling the coatoms. By Theorem 2.1 we have that L 0 is homotopy equivalent to the lattice generated by the coatoms of L 0 , which by Lemma 3.1 is isomorphic to the lattice generated by the sets labeling the coatoms. Remark The B-labeling is by no means the only way to prove Theorem 3.2. Another strategy would be to take the complements of the facets of the order complex. However, this would produce a much larger lattice.
In the case when L is generated by a collection of sets of integers F = fs 1 ; : : :; s m g there is an easy way to visualize the sets of integers obtained from the B-labeling of the coatoms of L. Write down the sets in F on a piece of paper with a square grid so that the square in row i and column j is marked if j 2 s i , where the rows are numbered from top to bottom and the columns are numbered from left to right. Transpose the picture ( ip the paper along the main diagonal and pretend it is transparent) and remove a row if it contains another row, if there are identical rows not containing strictly smaller rows, then leave one of them. The resulting rows are the sets labeling the coatoms of L(F). See Figure 1 for an example where the lattice is generated by integer intervals as discussed in the next section. Definition Given a set F = fI 1 ; I 2 ; : : :; I m g of nonempty subintervals of the integer interval 1; n]. Let L(F) denote the lattice whose members are the unions of integer intervals in F, including the empty set ;, which is the zero element of L(F). We will call L(F) an interval generated lattice.
Theorem 4.1 below is a generalization of Theorem 2.1 in G]. It has been proved by Kahn K] We will give two di erent proofs, having somewhat di erent usage and generalizations. When dealing with some speci c interval of an interval generated lattice that is homotopy equivalent to a sphere, we might want to calculate the dimension of the sphere to get the exact homotopy type. When doing this one can always use either one of the proofs below but which one that is the most convenient will vary. 
: If the join of the elements covering I 1 is less than1, then L I1 is contractible. If the join is equal to1, then L I1 is an interval generated lattice and the theorem follows by induction over the number of integer intervals. Definition A lattice L that has an element z 2 L n f0:1g such that jCo L (z)j 1 will be called weakly complemented. A lattice L will be called weak* complemented if every interval of length 2 in L is weakly complemented. Theorem 4.2. A weak* complemented lattice is homotopy unimodular.
Proof To prove that a weak* complemented lattice is contractible or has the homotopy type of a sphere we imitate the inductive second proof of Theorem 4.1. Intervals of length 0 or 1 are contractible and spherical by de nition, and every interval of length 2 is of a weak* complemented lattice is itself weak* complemented, so the theorem follows.
The class of weak* complemented lattices is not so special as one might believe at rst sight. We saw above that the interval generated lattices are weak* complemented and in fact, every lattice discussed in this paper that is homotopy unimodular is also weak* complemented. This is easily seen to be the case in Section 6 and for the lattices in Section 5, see Theorem 5.9.
We will now use the two proofs of Theorem 4.1 to get the exact homotopy type of a special class of interval generated lattices that we will need in Section 5 when treating the dominance lattice. Let L(m; k; t) be the lattice generated by a collection of m integer intervals each with k elements and with their left endpoints a distance t a part, i.e., L(m; k; t) := L(F(m; k; t)) where F(m; k; t) consists of a + 1; a + k] for a = 0; t; 2t; 3t; : : :; (m ? 1)t. We rst establish the following lemma, which is a lifting of the M obius formula on page 227 in G] to homotopy level. This lemma appears as Corollary 8.4 . We know that L I1 (m; k; 1) = L(F), where F = fI j nI 1 jI j 2 F(m; k; 1)g, so the lattice generated by the atoms of L I1 (m; k; 1) is isomorphic to the lattice generated by fk + 1g; k + 2; 2k + 1]; : : :; m; m + k ? 1], see Figure 2 . Since all the integer intervals containing k + 1 were removed, we get using equation (3) ; if m 2 (mod q+1) a point ; otherwise: I 1 = I 2 = I 3 = I 4 = I 5 = I 6 = I 7 = I 8 = 1; 2; 3; 4; 5j 2; 3; 4; 5j; 6 3; 4; 5j; 6; 7 4; 5j; 6; 7; 8 5j; 6; 7; 8; 9 j 6; 7; 8; 9; 10 j 7; 8; 9; 10; 11 j 8; 9; 10; 11; 12 ?! 6 7; 8; 9; 10; 11 8; 9; 10; 11; 12 Proof We will use the B-labeling corresponding to the order induced by the left endpoints of the integer intervals and reduce the general case to the t = 1 case described in Lemma 4.3. One coatom will be labeled f1g. If a coatom is to have 2 in its label, then it has to be labeled with all the numbers of the atoms containing k + 1, see Figure 3 . This is all the atoms (they are integer intervals) in L(m; k; t) having left endpoint less than or equal to k + 1 and at least 2. There will be q integer intervals satisfying this condition, so the label will be 2; q Plugging this into Lemma 4.3 the theorem follows.
The Dominance Lattice
Let = f 1 2 s g and = f 1 2 t g be partitions of an integer n, were s ; t 1. We let j := 0 =: i for all i > t and j > s. We de ne to be larger than in the dominance order if 1 + 2 + + i 1 + 2 + + i ; (4) for all i = 1; : : :; n. Let P n denote the poset consisting of all partitions of n, ordered by dominance. There are two natural orderings that extend the dominance order to partitions of all integers. If = f 1 2 s g is a partition of n 0 and = f 1 2 t g is a partition of n n 0 and (4) is true for all i = 1; : : :; n, I 1 = I 2 = I 3 = I 4 = I 5 = I 6 = 1; 2; 3; 4; 5 3; 4; 5; 6; 7 5; 6; 7; 8; 9 7; 8; 9; 10; 11 9; 10; 11; 12; 13 11; 12; 13; 14; 15 Figure 3 . The integer intervals generating L(6; 5; 2). Since I 2 and I 3 are the only integer intervals containing 6 and the union of the other integer intervals is everything but 6, there will be a coatom with label 2; 3] when using the B-labeling as in the second proof of Theorem 4.1.
We see that the coatoms will be labeled by f1g; 2; 3]; 3; 4]; 4; 5] and f6g.
then we say that is larger than in the initial dominance order and we write w . If instead i + i+1 + + n 0 i + i+1 + + n 0; (5) for all i = 1; : : :; n 0 , then we say that is larger than in the terminal dominance order and we write w . When n = n 0 both the initial dominance order and the terminal dominance order are equivalent to dominance order. Let IP n denote the poset consisting of all partitions of integers less than or equal to n, ordered by initial dominance. Similarly, let T P n denote the poset consisting of all partitions of integers less than or equal to n, ordered by terminal dominance, see Figure 4 . Dominance, initial dominance and terminal dominance are also known as majorization, weak submajorization and weak supermajorization respectively.
It can be shown that P n ; IP n and T P n are in fact lattices and they have been studied for several di erent reasons and from di erent points of view, see Br, G, GK, HLP] and MO]. A good account of the history and the applications of dominance can be found in MO] . This section will deal with the homotopy properties of P n ; IP n and T P n . Since w if and only if c w c ,where c denotes the conjugate partition, we get that IP n and T P n are dual. Hence it su ces to consider only IP n when discussing there topological properties.
It was shown by Bogart and Brylawski, see Br] , that every interval of P n has M obius function 0; 1 or ?1. In G] Greene reproves this using interval generated lattices. The key to his proof is the following lemma.
Lemma 5.1. Greene's Lemma] Let in P n . Then the^-semilattice generated by the coatoms of ; ] is isomorphic to the dual of an interval generated lattice. Using this lemma and our results from Section 4 we can prove the following topological result.
Theorem 5.2. P n ; IP n and T P n are homotopy unimodular.
Proof Theorem 4.1 together with Greene's Lemma immediately gives the result for P n . Lemma 5.3 below establishes the result for IP n and T P n .
Another proof that does not rely on interval generated lattices is obtained by combining Theorem 5.9 and Theorem 4.2.
Remark When Kahn K] proved Theorem 4.1 the result for P n in Theorem 5.2 could have been concluded immediately. I have however never seen this stated explicitly until Bj orner and Wachs BjWs] using the nonpure shelling technique obtained a special case of Theorem 4.1, that su ces to draw the topological conclusions about P n .
We are now rst going to prove Lemma 5.3. Then we will prove a sharper version of Theorem 5.2, giving a formula for the homotopy type including the exact dimension of the sphere for noncontractible intervals; and at the end of this section we will prove that P n , IP n and T P n are weak* complemented. For these purposes we need to state some combinatorial facts about P n . Proofs can be found for example in Br].
P1. P n is a lattice. If and are elements of P n with partial sum sequences (s 1 ; s 2 ; : : :) and (t 1 ; t 2 ; : : :), then ^ has partial sum sequence (minfs 1 ; t 1 g; minfs 2 ; t 2 g; : : :). P2. If and are elements of P n , then covers if and only if there exist indices i < j such that (a) i = i ? 1, j = j + 1 and k = k for k 6 = i; j, and (b) either j = i + 1 or i = j + 2. P3. P n is self dual. The elements covered by 2 P n are obtained by lowering a single cell in the To transfer the topological results from P n to IP n and T P n we need the following lemma, which to the best of our knowledge is new.
Lemma 5.3. Any interval in IP n and T P n is isomorphic to an interval in P m for some m. Proof Let = f 1 2 s g be a partition of n 0 and = f 1 2 t g a partition of n, where n > n 0 and w . De ne Note that w implies that t s + n ? n 0 , so there is no problem with the de nition of 0 . Both 0 and 0 are partitions of s+2n?n 0 so the interval ( 0 ; 0 ) is in P s+2n?n 0. The bijection from ( 0 ; 0 ) 2 P s+2n?n 0 to ( ; ) 2 IP n that subtracts one from every part (or equivalently, removes the rst column of the Ferrers diagram) is easily seen to be an isomorphism, where the covering relations in IP n of type I1 that removes a square in the rst column from the Ferrers diagram are replaced by covering relations moving the square from the second column to the rst. The size of the rst column added to to get 0 is large enough for these covering relations to take place at all possible positions in ( 0 ; 0 ). This gives the result for IP n . Since T P n and IP n are dual and P n is self dual this proves the lemma.
We now know that P n ; IP n ; T P n are homotopy unimodular. For a complete description of the homotopy type we also need to know when an interval is contractible and when it is spherical and in the later case we want to nd the dimension of the sphere. The question of the dimension of the sphere was posed in BjWs, Remark 8.7]. It is in principle possible to use the transcription of the interval into an interval generated lattice and then using one of the inductive proofs here or the lexicographic shelling in BjWs] to nd whether it is contractible, or if not what the dimension is. It would however be preferable to have a more direct formula for exact homotopy type. Theorem 5.5 below reproves Theorem 5.2 and gives such a formula.
It is more convenient for us to work with the lattice generated by the coatoms of an interval in P n than with the interval itself. We therefore include the proof of Greene's Lemma to understand the transcription to interval generated lattice. Note that for IP n (iii) implies that if is a partition of n 0 and a partition of n n 0 + 2 such that < w , then ( ; ) 2 IP n is contractible.
Lemma 5 To make the notation less cumbersome we will speak of the topological properties of ( ) meaning ( 1 ! b+1]; ) = the order complex of the interval in P n created by lowering the top cell of 1 to the rst zero position. Let also F( ) := F( 1 ! b + 1]; ).
Following Greene we will now decompose into special "pieces", and from this decomposition it will be easy to compute the homotopy type of ( ). = (14; 13; 12; 10; 9; 8; 7; 6; 6; 6; 5; 4; 3; 2) has letter decomposition Q( ) = S 2 D 2 S 4 F 3 S 3 D 2 . The integer intervals in F( ) are displayed on the left side. Definition A at of length m, F m , is a subpartition of consisting of all occurrences of some part of multiplicity m 2. A drop of height d, D d , is a part i such that i ? i+1 = d 2. A staircase is a maximal sequence of adjacent parts of , none of which occurs in a at or in a drop. A staircase with k "steps" will be denoted S k . See Figure 5 .
We write the decomposition so that every other letter is a S k . Between two adjacent drops or two adjacent ats we put a S 0 . Between a drop and a at we add a S 0 if they are disjoint and a S ?1 if they share a square. See Figure 6 . With these rules, every partition corresponds uniquely to a sequence of letters Q( ) in the alphabet fD 2 ; D 3 ; : : :; F 2 ; F 3 ; : : :; S ?1 ; S 0 ; S 1 : : : :g where patterns SS, DD, DF, FD, and FF are forbidden. We call Q( ) the letter decomposition of .
To state Theorem 5.5 we need to make one further de nition. A staircase is said to be concave if it is after a drop and before a at and convex if it is after a at and before a drop. In particular, S ?1 is always convex. If a staircase is between two drops or between two ats then it is called regular. See Figure 7 . If the partition starts with a staircase, it will be considered to be preceded by a drop. Similarly, if the partition ends with a staircase it will be considered to be followed by a drop. The next three pages will be concerned with proving Theorem 5.5.
Note that k 1 (mod 3) in (b) corresponds exactly to the cases in (a).
Example Consider = (14; 13; 12; 10; 9; 8; 7; 6; 6; 6; 5; 4; 3; 2) from Figure 5 which has letter decomposition Q( ) = S 2 D 2 S 4 F 3 S 3 D 2 . None of the letter combinations in Theorem 5.5(a) occur so ( ) is homotopy equivalent to a sphere. The rst staircase is regular, the second is concave and the third is convex. From Theorem 5.5 we get w(regular S 2 ) = 1, w(concave S 4 ) = 2 and w(convex S 3 ) = 2. So ?2 + P j w(X j ) = 6 and hence is ( ) ' S 6 . Proof of Theorem 5.5 Let us rst look at what happens if there is an S ?1 in Q( ). An S ?1 is always after an F and before a D. If the drop is k , then it follows from the construction of F( ) given in the proof of Greene's Lemma that none of the integer intervals will contain k?1. The union of all the integer intervals in F( ) is therefore not equal to 1; m], so ( ) is contractible as stated in the rst part of the theorem. From now on we will assume that there are no S ?1 in Q( ).
We will state three lemmas below and with their help we get a four step algorithm for nding the homotopy type of ( ). Examining the algorithm we then get the formulas in the theorem. The algorithm runs as follows:
First we use the Drop-the-drops Lemma and divide the letterstring Q( ) into smaller parts either containing no D or consisting of only one D.
Second we use the Conjugation lemma to transfer every fall into a drop. The third step is to once again use the Drop-the-drops Lemma to divide the letterstring into parts consisting of only one D or one S.
The fourth step is to use the Sphere lemma and calculate the dimension for each part, remembering the number of joins and suspensions along the way.
If k is a drop, then k ! k +1] is a coatom of 1 ! m+1]; ] in P n and hence the singleton integer interval fkg will be one of the integer intervals in F( ). It follows from the construction of F( ) that none of the other integer intervals in F( ) will contain k. We get a partition of F( ) into three disjoint parts, F( 0 ), fkg and F( 00 ), where 0 := ( 1 ? k ; 2 ? k ; : : :; k?1 ? k ) and 00 := ( k+1 ; k+2 ; : : :; m ). Since we have assumed that the drop is not preceeded by a S ?1 we get k?1 ? k 1 and hence,
Note that L(fkg) consists of two elements fkg and0, and hence (L(fkg)) ' ;. Lemma 5.6. Drop-the-drops lemma] Let 0 and 00 be de ned as above. Then (2), (3) and (6).
It follows from the Drop-the-drops lemma that it su ces to decide the homotopy type of partitions whose letter decomposition includes only the letters S and F and then take the join of those plus some suspensions. Note that S i1 is a concave staircase and S it a convex staircase, if t > 1.
We can apply the Drop-the-drops lemma once more to these partitions and we are left with deciding the homotopy type for partitions corresponding to only a staircase or a drop. The original complex ( ) is contractible if and only if one of the staircases occuring at the end of the algorithm is contractible. This gives part (a) of the theorem. To get the correct dimension of the sphere when ( ) is not contractible,we need to keep track of how many joins we have taken and how many suspensions we have done, each of which adds one to the dimension of the sphere. The number of joins and suspensions is exactly one less than the number of letters in the original sequence. This is counted in the formula of the theorem by adding 2 to the weight w for every letter and subtracting 2 from the nal sum. The notion of convexity and concavity takes care of the changes in size of the staircases and the extra drop added during conjugation.
The only thing left to check is that the formulas are valid also for convex S 0 and concave S 0 ; S 1 , since it was not immediate what happend during the conjugation for those. Let us do the case of concave S 1 . During conjugation the concave S 1 at the beginning of the partition will transfer into an S 0 at the end of the conjugated partition. It should hence not contribute anything to the dimension of the sphere.
The formula in the theorem gives w(concave S 1 ) = (?1) + 1 = 0 and is hence correct. In the same manner one easily veri es that w(convex S 0 ) = 0 is correct and that a concave S 0 implies contractibility as it should.
Summarizing the result of the algorithm we get the formula in (b), and the proof of Theorem 5.5 is complete.
We end this section with a proof of homotopy unimodularity that is not using Greene's Lemma, but instead using Theorem 4.2.
Theorem 5.9. The dominance lattices P n , the initial dominace lattices IP n and the terminal dominance lattices T P n are all weak* complemented. Proof From Lemma 5.3 we know that it su ces to consider P n . First we will consider intervals of type 1 ! m + 1]; ], for any partition = f 1 ; : : :; m g of n. We divide into two cases:
Assume that a is a drop. We claim that the coatom a ! a Here we use the self duality of P n and switch to the dual interval c ; 1 ! m then the partitions of an integer avoiding the sets in M are those with distinct parts and no consecutive integers occurring. These partitions are one of the four classes of partitions in the Rogers-Ramanujan identities, see A] . When computing the cardinality for di erent classes of partitions it is a di cult and important problem to determine the M obius function for intervals of multiset lattices, see C] . In this section we will discuss the homotopy type of such lattices which will imply results about the M obius function by equation (1).
From Theorem 3.2 we see that a general result about lattices generated by multisets is to much to hope for. Nevertheless it is possible to examine some special cases. Greene G] gave two families of multiset generated lattices that are totally unimodular. It follows from Corollaries 6.2 and 6.3 below that they also are homotopy unimodular. Later in this section some other families of lattices generated by multisets will be shown to also be homotopy unimodular.
Definition Let L be a lattice with atomset s 1 ; s 2 ; : : :; s m , such that _s i =1. For each k and a given ordering de ne, x k := s 1 _ s 2 _ _ s k : We say that L is a Greene lattice if there is an ordering of the atoms s 1 ; : : :; s m such that for each k and all x 2 L, x _ s k = x k implies x = x j for some j k.
Theorem 5.5 in G] says that every Greene lattice has M obius function 0; 1 or ?1.
First we prove the homotopy generalization of that theorem using the B-labeling.
Theorem 6.1. A Greene lattice is contractible or has the homotopy type of a sphere.
Proof Recall that due to Theorem 2.1 we may assume that L is generated by its atoms. Let C denote the set of coatoms of L. We will once again use the Blabeling, B(x) := fjjs j xg. We only need to prove that B(c) is an integer interval for every coatom c in L and it will follow that the lattice generated by the coatoms is isomorphic to an interval generated lattice and the topological results will follow as explained in the rst proof of Theorem 4.1. This will be done inductively on m. When m = 1 there is nothing to prove. From the conditions in the theorem it follows that x mi 2 C for exactly one i and that B( The theorem follows from Theorem 4.1. Note that a Greene lattice need not be homotopy unimodular. We get two immediate corollaries for multisets. Another interesting class of collections of multisets to study are multi intervals of the same type.
Proposition 6.4. Let M be a collection of m di erent multi intervals all having type (a 0 ; a 1 ; : : :; a k ). If the type has a unique maximum a i , a i > a j for all j 6 = i, then there is a lattice isomorphism L(M) = B m to the Boolean lattice on m elements. In particular, L(M) ' S m?2 . Proof It is easy to realize that no multiset in M can be contained in the union of two other multisets in M. The result follows.
A sequence (a 0 ; a 1 ; : : :; a k ) is said to be unimodal if a 0 a 1 a i?1 < a i = a i+1 = = a j > a j+1 a k . The similarity between the terms \unimodal"
and \unimodular" is accidental, but nevertheless we have the following.
Proposition 6.5. Let M be a collection of di erent multi intervals all having type (a 0 ; a 1 ; : : :; a k ). If the type is unimodal, then L(M) is isomorphic to an interval generated lattice. In particular, L(M) is homotopy unimodular.
Proof A multiset in M is contained in the union of some of the other multisets in M if and only if the \top part" a i = a i+1 = = a j is contained in the top part of the other multisets. Hence, L(M) is isomorphic to the lattice generated by the integer intervals corresponding to the top part of each multiset. Corollary 6.3 says that any collection of multi intervals all of length 2 generate a lattice that is homotopy unimodular. The same is not true for length three: L(f1 The situation is more complicated here, since when we subtract a multi interval we might obtain new multi intervals of a di erent type. We can however proceed by induction as long as we know that the smallest number has higher multiplicity in one multi interval than in the others. In this case the only possibility to get stuck would be to have the smallest number x having multiplicity c in one multi interval I 1 and a in another I 2 . But then all of I 1 except fx c g must have been removed in a previous step, hence I 1 is contained in I 2 , so I 2 can be removed without changing the homotopy type. We can never get stuck, so the result follows.
The natural generalization of Proposition 6.6 to any type of length four is not true. A counterexample to that is if M contains the multi intervals of type (2; 2; 1; 2) starting with 1; 4; 5; 6; 8 and 10. Then L(M) is homotopy equivalent to a wedge of two 3-dimensional spheres. Remark The propositions above raise the natural and probably di cult questions:
What types (a 1 ; : : :; a m ) are such that any collection of multi intervals all of type (a 1 ; : : :; a m ) generate a lattice of simple homotopy type? Are they all torsion free? Perhaps is the homotopy type a \wedge-of-spheres" for any type (a 1 ; : : :; a m )? Are they even shellable (which would imply the rest)?
