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We introduce a simple two-level heat engine to study the efficiency in the condition of the maximum power
output, depending on the energy levels from which the net work is extracted. In contrast to the quasi-statically
operated Carnot engine whose efficiency reaches the theoretical maximum, recent research on more realistic
engines operated in finite time has revealed other classes of efficiency such as the Curzon-Ahlborn efficiency
maximizing the power output. We investigate yet another side with our heat engine model, which consists of
pure relaxation and net work extraction processes from the population difference caused by different transition
rates. Due to the nature of our model, the time-dependent part is completely decoupled from the other terms in
the generated work. We derive analytically the optimal condition for transition rates maximizing the generated
power output and discuss its implication on general premise of realistic heat engines. In particular, the optimal
engine efficiency of our model is different from the Curzon-Ahlborn efficiency, although they share the universal
linear and quadratic coefficients at the near-equilibrium limit. We further confirm our results by taking an
alternative approach in terms of the entropy production at hot and cold reservoirs.
PACS numbers: 05.70.Ln, 05.40.a, 05.20.y, 89.70.a
I. INTRODUCTION
The efficiency of heat engines is a celebrated topic of clas-
sical thermodynamics [1]. In particular, an elegant formula
expressed only by hot and cold reservoir temperatures for the
ideal quasi-static and reversible engine coined by Sadi Carnot
has been an everlasting textbook example [2]. That ideal
engine, however, is not the most efficient engine any more
when we consider its power (the extracted work per unit time),
which has added different types of optimal engine efficiency
such as the Curzon-Ahlborn efficiency for some cases [3–5].
Following such steps, researchers have taken simple systems
to investigate various theoretical aspects of underlying princi-
ples of macroscopic thermodynamic engine efficiency in de-
tails [6–12] and its microscopic fluctuation [13–18].
In this paper, we introduce a simple two-level heat engine
model to explore the condition for the maximum power. In
our model, the time-dependent part is completely decoupled
from the rest of the formulation, which makes the analysis
considerably simpler. We derive analytically a parameter re-
lation between transition rates at the maximum power for a
given temperature ratio. We compare the functional form of
the optimal efficiency at the maximum power to previously
known forms for some other cases. Our result shows a dif-
ference from the Curzon-Ahlborn efficiency, but shares the
same asymptotic behavior up to the second order in a small
efficiency limit. We also take an alternative approach consid-
ering the entropy production at the reservoirs, and discuss its
implication. Generalization to multi-level engines is consid-
ered, but a decoupling of the operating time does not happen,
which makes the analytic investigation quite complex.
II. TWO-LEVEL HEAT ENGINE
Figure 1 illustrates our model. The two-level system is
characterized by two discrete energy states composed of the
ground state (E = 0) and the excited state (E = E1 or E = E2,
depending on the reservoir of consideration). The transition
rates from the ground state to the excited state are denoted
by q and , respectively, and their reverse processes by q˜ and
˜. We assume E1 > E2 and T1 > T2. The system is at-
tached to two different reservoirs: R1 with temperature T1 dur-
ing time τ1, and R2 with temperature T2 during time τ2, and
the adiabatic work extraction occurs in between. Although
the amount of energy unit involving the work exchange is the
same (W = E1 − E2 = W ′) in Fig. 1, the net positive work
is achievable due to the difference in the population of the
excited states at the end of contact with R1 and R2, which is
determined by model parameters as presented in Sec. III.
III. ENGINE EFFICIENCY
A. Efficiency as a function of model parameters
The transition rates from the ground state to the excited
state at reservoirs R1 and R2 are given as the following Ar-
rhenius form,
q/q˜ = e−E1/T1 ,
/˜ = e−E2/T2 ,
(1)
respectively (we let the Boltzmann constant kB = 1 for nota-
tional convenience), thus the inequality 0 <  < q < 1/2 holds
( < q is essential to get the positive amount of net work). The
average amount of work extracted from the system at R1 → R2
and that given to the system at R2 → R1 considering the pop-
ulation difference are given by
〈W〉 = (E1 − E2)P1e ,
〈W ′〉 = (E1 − E2)P2e , (2)
respectively, and |P1〉 =
(
P1e, P1g
)T
and |P2〉 =
(
P2e, P2g
)T
are
the column vectors whose components represent the popula-
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FIG. 1. Schematic illustration of our simple two-level heat engine, composed of two energy levels coupled with two heat reservoirs R1 and R2.
tions of excited and ground states (in that order) at the end of
the contact with R1 and R2, respectively. We then take the nor-
malization convention P1e+P1g = P2e+P2g = q+q˜ = +˜ = 1,
expressing the conservation of total population. For notational
convenience, we define the function X(T, r) of temperature T
and transition rate r as
X(T, r) ≡ T ln(r˜/r) . (3)
Then, the average amount of heat to the system from R1 and
that from the system to R2 are
〈Q1〉 = (P1e − P2e)X(T1, q)
〈Q2〉 = (P1e − P2e)X(T2, ) , (4)
respectively, based on the Schnakenberg entropy production
for stochastic processes [19–21]. The average total entropy
production during one cycle is given by the entropy change of
the reservoir,
〈∆S 〉 = −〈Q1〉
T1
+
〈Q2〉
T2
= (P1e − P2e) [ln(˜/) − ln(q˜/q)] . (5)
Eqs. (2) and (4) ensure the energy conservation or the first law
of thermodynamics 〈W〉 − 〈W ′〉 = 〈Q1〉 − 〈Q2〉, considering
Eq. (1). The average net work extracted from the system is
〈Wnet〉 = 〈W〉−〈W ′〉 = (P1e−P2e) [X(T1, q) − X(T2, )] , (6)
and the efficiency is given by the ratio
η =
〈Wnet〉
〈Q1〉 = 1 −
X(T2, )
X(T1, q)
, (7)
independent of τ1 and τ2, and η approaches ηC = 1 − T2/T1
(the Carnot efficiency [1, 2]) when  ' q, and meaningful only
for q > , or 〈Wnet〉 > 0.
Now let us consider the explicit form of populations at the
excited states at end of each reservoir contact process, whose
time evolution is given by the following linear differential
equation system for given q and  values,
d|P1〉
dt1
=
[−q˜ q
q˜ −q
]
|P1〉 ,
d|P2〉
dt2
=
[−˜ 
˜ −
]
|P2〉 ,
(8)
where 0 ≤ t1 ≤ τ1 and 0 ≤ t2 ≤ τ2 are the intermediate
time spent in contact with R1 and R2, respectively. As the
populations do not change during the adiabatic work extrac-
tion (supply) processes, we get the circular boundary con-
dition as P1e(t1 = 0, t2 = τ2) = P2e(t1 = τ1, t2 = τ2) and
P2e(t1 = τ1, t2 = 0) = P1e(t1 = τ1, t2 = τ2). Thus, the solution
at t1 = τ1 and t2 = τ2 is given by
P1e =
q(1 − e−τ1 ) + (1 − e−τ2 )e−τ1
1 − e−(τ1+τ2) ,
P2e =
(1 − e−τ2 ) + q(1 − e−τ1 )e−τ2
1 − e−(τ1+τ2) ,
(9)
and limτ1,τ2→∞ P1e = q and limτ1,τ2→∞ P2e =  as expected.
With τ1 = τ2 = τ/2, we obtain the average net work as
〈Wnet〉 = (q − )(1 − e
−τ/2)2
1 − e−τ
[
X(T1, q) − X(T2, )] , (10)
so the monotonically increasing factor (1−e−τ/2)2/(1−e−τ) for
the time scale τ is decoupled from the rest of the formula and
only plays the role of an overall factor. It is important to note
that the decoupling holds regardless of the τ1 = τ2 condition;
the overall factor becomes (1 − e−τ1 )(1 − e−τ2 )/(1 − e−τ1+τ2 ).
The average power output 〈P〉 is given by
〈P〉 = (q − )(1 − e
−τ/2)2
τ(1 − e−τ)
[
X(T1, q) − X(T2, )] , (11)
which decreases monotonically with τ. Therefore, from now
on, we discard the time dependence altogether and focus on
other parameters, i.e., denoting
〈Wnet〉 ≡ 〈P〉 ≡ (q − ) [X(T1, q) − X(T2, )] , (12)
3(a) (b)<Wnet>(τ → ∞), T1 = 1, T2 = 1/2
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FIG. 2. (a) The average net work limτ→∞〈Wnet〉 and (b) efficiency η for T1 = 1 and T2 = 1/2, and (c) 〈Wnet〉(τ → ∞) and (d) η for T1 = 1 and
T2 = 9/10. For better visibility focused on the 〈Wnet〉 ≥ 0 regime, we set all of the negative values as 0.
without considering the overall factor involving τ for nota-
tional convenience. Numerically, we obtain the net work
and efficiency for (q, ) combination, as shown in Fig. 2. In
Sec. III B, we derive the condition for the efficiency at the
maximum power output.
B. Efficiency at the maximum power output
1. The condition for the maximum power output
For a given T2/T1 value, the maximum power output con-
dition for the two-variable function is
∂〈P〉
∂q
∣∣∣∣∣
q=q∗,=∗
=
∂〈P〉
∂
∣∣∣∣∣
q=q∗,=∗
= 0 , (13)
which leads to
1 − X(T2, 
∗)
X(T1, q∗)
=
q∗ − ∗
q∗(1 − q∗) ln[(1 − q∗)/q∗] , (14a)
and
1 − X(T2, 
∗)
X(T1, q∗)
=
(T2/T1)(q∗ − ∗)
∗(1 − ∗) ln[(1 − q∗)/q∗] , (14b)
from Eq. (12). By eliminating the left-hand side of Eqs. (14a)
and (14b), we obtain the following simple relation
T2q∗(1 − q∗)
T1∗(1 − ∗) = 1 , (15a)
or
∗ =
1
2
[
1 − U(ηC , q∗)] , (15b)
with
U(ηC , q∗) ≡
√
4ηCq∗(1 − q∗) + (1 − 2q∗)2 . (16)
By substituting ∗ as a function of q∗ in Eq. (15b) to Eq. (14a)
or Eq. (14b), we get the optimum condition
ln
(
1 − q∗
q∗
)
− T2
T1
ln
[
1 + U(ηC , q∗)
1 − U(ηC , q∗)
]
−
q∗ − 1
2
+
1
2
U(ηC , q∗)
q∗(1 − q∗) = 0 .
(17)
Furthermore, the condition in Eq. (17) leads to the following
form of ηop from Eq. (7),
ηop =
q∗ − 1
2
+
1
2
U(ηC , q∗)
q∗(1 − q∗) ln[(1 − q∗)/q∗] . (18)
It is also straightforward to show that this point (q∗, ∗) is in-
deed a maximum point by investigating the second derivatives
of the power.
In order to calculate the efficiency for given T2/T1 at the
maximum power, first find the q∗ value satisfying Eq. (17) and
4 0
 0.05
 0.1
 0.15
 0.2
 0  0.2  0.4  0.6  0.8  1
q*(ηc→0) = ε*(ηc→0)
q*(ηc=1)
op
tim
al 
tra
ns
itio
n 
ra
te
s
ηc
q*
ε*
ηc→0 and 1 asymptotes
FIG. 3. Numerically found q∗ and ∗ values satisfying Eq. (17), as a
function of ηC = 1−T2/T1, along with the q∗(ηC → 0) = ∗(ηC → 0)
and q∗(ηC = 1) values presented in Sec. III B 2. ∗(ηC = 1) = 0 (the
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(1 − ηC) term with the coefficients given by Eqs. (27) and (28).
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FIG. 4. Illustration of the optimal transition rates (q∗, ∗) for the max-
imum power output as the T2/T1 value varies.
substitute the q∗ value to Eq. (18). As Eq. (17) is a transcen-
dental equation, the closed-form solution for ηop is unattain-
able.
2. Asymptotic behaviors obtained from series expansion
The upper bound for q∗ is given by the condition ηC = 1,
satisfying ln[(1 − q∗)/q∗] = 1/(1 − q∗) and q∗(ηC = 1) '
0.217 812 found numerically and ∗(ηC = 1) = 0 exactly from
Eq. (15b). ηC = 0 always satisfies Eq. (17) regardless of q∗
values, so finding the optimal q∗ is meaningless (in fact, when
ηC = 0, the operating regime for the engine is shrunk to the
line q =  and there cannot be any positive work). Therefore,
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The inset shows the region 0.97 < ηC < 1.
let us examine the case ηC ' 0 using the series expansion of
q∗ with respect to ηC , as
q∗ = a0 + a1ηC + a2η2C + a3η
3
C + O
(
η4C
)
. (19)
Substituting Eq. (19) into Eq. (17) and expanding the left-hand
side with respect to ηC again, we obtain
c1ηC + c2η2C + c3η
3
C + O
(
η4C
)
= 0 , (20)
where cn describes the relation among a0, · · · , an−1, each of
which should be identically zero to satisfy Eq. (20). Letting
the linear coefficient c1 be zero yields
2
1 − 2a0 = ln
(
1 − a0
a0
)
, (21)
from which the lower bound for q∗(ηC → 0) = a0 = ∗(ηC →
0) ' 0.083 222 found numerically [limηC→0 U(ηC , q∗) = 1 −
2q∗, thus ∗(ηC → 0) = q∗(ηC → 0) by Eq. (15b)]. Figure 3
shows the numerical solution (q, ) = (q∗, ∗) as a function of
ηC , where the asymptotic behaviors derived above hold when
ηC ' 0 and ηC ' 1. It seems that q∗ is monotonically increased
and ∗ is monotonically decreased, as ηC is increased, i.e.,
q∗min = q
∗(ηC → 0), q∗max = q∗(ηC = 1), ∗min = 0, and ∗max =
∗(ηC → 0). Figure 4 illustrates the situation on the (q, )
plane. The linear coefficient a1 in Eq. (19) can be written in
terms of a0 when we let c2 = 0 in Eq. (20), and the quadratic
coefficient a2 in Eq. (19) can also be written in terms of a0
alone, by letting c3 = 0 in Eq. (20) and using the relations
in Eqs. (21) and a1 expressed by a0 terms, which are well
consistent with the numerical solution as shown in Fig. 3.
With the relations of coefficients in hand, we find the
asymptotic behavior of ηop in Eq. (18) by expanding it with
respect to ηC after substituting q∗ as the series expansion of
5ηC in Eq. (19). Then,
ηop =
1
2
ηC +
1
8
η2C +
7 − 24a0 + 24a20
96(1 − 2a0)2 η
3
C + O
(
η4C
)
. (22)
With this method, we are able to find the coefficients in terms
of a0 up to an arbitrary order in principle. We would like
to emphasize that the expansion form of ηop in Eq. (22) has
exactly the same coefficients up to the quadratic term to those
of the Curzon-Ahlborn efficiency [3–5] defined as
ηCA = 1 −
√
T2/T1 = 1 −
√
1 − ηC , (23)
with the expansion form
ηCA =
1
2
ηC +
1
8
η2C +
1
16
η3C +
5
128
η4C + O(η5C) , (24)
when ηC ' 0. As a result, numerically found ηop by solving
Eq. (17) and substituting the q∗ value to Eq. (18), and ηCA
share a very similar functional form for ηC . 1/2, as shown in
Fig. 5. In fact, the linear term ηC/2 and quadratic term η2C/8
are naturally from the strong coupling between the thermo-
dynamic fluxes and the symmetry between the reservoirs (as
we will check in Sec. III C, the reservoir symmetry is related
to the symmetry in the entropy production at the hot and cold
reservoir and holds only approximately in our model) [23, 24].
The third order coefficient (' 0.077 492) in Eq. (22), however,
is clearly different from 1/16 for the ηCA. In other words, the
deviation from ηCA for ηop enters from the third order that has
not been theoretically investigated yet. Indeed, ηop deviates
from ηCA for ηC & 1/2, until they coincide at ηC = 1. There-
fore, the efficiency ηop of our model at maximum power output
is different from ηCA.
For ηC ' 1, we need to consider the logarithmic correc-
tion due to the functional form, based on the numerical evi-
dence also shown in Fig. 5. In contrast to the linear heat con-
duction for the Curzon-Ahlborn endoreversible engine [3–5],
our model has an exponential or Boltzmann type of relaxation
process. We believe that this different functional form of heat
conduction process results in the different types of singular-
ity at ηC ' 1: the algebraic singularity of ηCA in Eq. (23) at
ηC = 1 with the infinite slope, and the logarithmic singular-
ity in our case. We take the singular series expansion of the
functional form in Eq. (17) near ηC = 1 as
q∗ =q∗max + bln(1 − ηC) ln(1 − ηC)
+ b1(1 − ηC) + O
[
(1 − ηC)2
]
.
(25)
It is possible to consider other types of terms such as (1 −
ηC) ln2(1 − ηC), but we will check that it is enough to pre-
dict the functional form of ηop, consistent with an alternative
approach from entropy-production-based analysis provided in
Sec. III C. If we take only the zeroth order term, we obtain the
identity
1
1 − q∗max = ln
(
1 − q∗max
q∗max
)
, (26)
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FIG. 6. The entropy relation between sh and sc, given by Eq. (31) and
the linear relation in Eq. (33) representing the first law of thermody-
namics. The maximum value of 〈Wnet〉 (the intercept of the linear
relation on the vertical axis times T1) is achieved when the line be-
comes the tangential one of the curve, as illustrated here.
exactly at ηC = 1 that is already mentioned in the first part of
this subsection. Similar to the ηC ' 0 case, by letting each co-
efficient be zero, we find the relations among the coefficients
as
bln = q∗max(1 − q∗max)2 , (27)
and
b1 = q∗max(1 − q∗max)2
{
1 + ln[q∗max(1 − q∗max)]
}
, (28)
which are well consistent with the numerical solution as
shown in Fig. 3.
Again, the asymptotic behavior of ηop in Eq. (18) for ηC ' 1
can be deduced from the series expansion in terms of (1 −
ηC) > 0, using Eqs. (25), (27), and (28), which is
ηop =1 + (1 − q∗max)(1 − ηC) ln(1 − ηC)
+ (1 − q∗max) ln[q∗max(1 − q∗max)](1 − ηC)
+ O
[
(1 − ηC)2
]
,
(29)
based on the relations in Eqs. (27) and (28) [the same proce-
dure as the one leading to (22)]. As shown in Fig. 5, however,
the asymptotic form only holds in a rather limited range of ηC
very close to unity, indicating the necessity to taking higher
order terms into account for more accurate asymptotic behav-
ior.
C. The entropy production relation
In Ref. [10], it is argued that the necessary and sufficient
condition for the Curzon-Ahlborn efficiency at the maximum
power is that the entropy productions at the hot and cold reser-
voirs (denoted by sh and sc, respectively, ) should be related
by a specific functional form, namely, sh = F (sc) where
F (x) = x/(1 + ζx) with the system-specific constant ζ.
6The entropy production in our model is given by
sh =
〈Q1〉
T1
≡ (q − ) E1
T1
,
sc =
〈Q2〉
T2
≡ (q − ) E2
T2
,
(30)
where we again discard the common explicit time dependent
term (1−e−τ/2)2/(1−e−τ), which does not affect the following
discussion for notational convenience. Given T1 and T2 and
putting E1 as a constant, we obtain the entropy relation given
by
sh =
E1
T1
sc
G−1 (sc) , (31)
where G−1 is the inverse function of G defined from the rela-
tion in Eq. (30), sc = G(E2/T2). Note that sh is an increasing
function with respect to sc while dsh/dsc is a decreasing one,
so sh(sc) is an increasing and concave function of sc as il-
lustrated in Fig. 6. Therefore, the unique [guaranteed by the
concavity of sh(sc)] optimal entropy production denoted by
s∗c, which makes the power reach its maximum value, is deter-
mined by
dsh
dsc
∣∣∣∣∣
sc=s∗c
=
E1
T1
∗˜∗
q −  + G−1 (s∗c) ∗˜∗ = T2T1 , (32)
where T2/T1 comes from the thermodynamic first law,
sh =
T2
T1
sc +
〈Wnet〉
T1
. (33)
The parameter ∗ obtained from Eq. (32) is still a function of
E1 or q. By optimizing the entropy production with respect to
q, we find the same optimal q∗ and ∗ as those in the previous
section.
As G−1(sc) is not a linear function of sc, we do not have the
relation sh = F (sc) mentioned before, so the fact that ηop ,
ηCA is consistent with Ref. [10]. However, we reveal that it
is possible to find the regime where the entropy production of
our model approximately follows the functional form F (x),
which indeed corresponds to the ηop ' ηCA regime, as we
show in the following section.
1. The linear regime
First, we take the regime where ∆T = T1 − T2  T1. Then
from Eq. (32), one can see the solution ∆E∗ = E1 − E∗2  E1
or s∗c  1, which allows the small sc expansion of G−1 up to
the linear order as
G−1(sc) ' G−1(0) + dG
−1
dsc
∣∣∣∣∣∣
sc=0
sc =
E1
T1
+ ζ(E1/T1)sc , (34)
where the constant ζ(E1/T1) is given by
ζ = 2
(
T1
E1
)2 [
1 + cosh
(
E1
T1
)]
. (35)
Inserting Eq. (34) to the entropy relation in Eq. (31), we find
that the entropy production for hot and cold reservoirs actually
follows the functional form F (x) = x/(1 + ζx) for ηC → 0,
which explains the Curzon-Ahlborn-like behavior for ηC → 0.
We have already checked that ηop ' ηCA as ηC → 0 due
to the same linear and quadratic coefficients from the series
expansion in Sec. III B 2, but the entropy production relation
suggests that there could be a deeper relation between our
model and engines with the optimal efficiency of ηCA than
the reasons for the linear and quadratic coefficients, namely,
the strong coupling between the thermodynamics fluxes and
the reservoir symmetry, respectively. In fact, the implication
of the reservoir symmetry in the expression F −1(x) = F (−x)
holds only for ηC → 0.
We emphasize that the behavior of efficiency ηop ' ηCA in
ηC → 0 is independent of the value q. However we can opti-
mize 〈Wnet〉with respect to q as following. The optimal condi-
tion to maximize 〈Wnet〉 for a given T2/T1 value is equivalent
to minimize ζ, because
〈Wnet〉 = T1
ζ
1 − √T2T1
2 ∝ 1/ζ , (36)
from the condition of tangent T2/T1 = 1/(1+ζs∗c)2. The condi-
tion for the minimum value of ζ for given E1/T1 is, by taking
the derivative of the functional form in Eq. (35) with respect
to E1/T1 and using the relation q/(1 − q) = e−E1/T1 ,
2
1 − 2q = ln
(
1 − q
q
)
, (37)
which is equivalent to the condition for the zeroth order term
of q∗(ηC → 0) given by Eq. (21). In other words, the opti-
mal condition, at least for the lowest order of ηC at ηC ' 0,
can also be derived from the functional form of entropy pro-
duction given by Eqs. (31) and (35), further supporting the
consistency of our result.
2. The logarithmic regime
The other extreme regime is T2  T1, or the ηC → 1 limit,
where the solution satisfying Eq. (32) exists in the region of
E∗2/T2  1 or sc  1. In this limit we rewrite the relation
between sc and E2/T2 in Eq. (30) as
E2
T2
' sc
q
(
1 +
1
q
e−E2/T2
)
. (38)
Using the above, we obtain G−1(sc) up to the order of
(sc/q2)e−sc/q
G−1(sc) ' scq +
sc
q2
e−sc/q . (39)
Inserting Eq. (39) to Eq. (31), the entropy production relation
reads
sh =
E1
T1
q2
q + e−sc/q
, (40)
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FIG. 7. The energy levels for each reservoir in the three-level heat
engine, along with the transition rates, are illustrated. The work is
extracted by adjusting the most upper level (the second excited state)
between the reservoir contacts.
and using the condition
dsh
dsc
∣∣∣∣∣
sc=s∗c
=
E1
T1
qe−sc/q
(q + e−sc/q)2
' E1e
−sc/q
qT1
=
T2
T1
, (41)
we derive the efficiency at the maximum power,
ηop ' 1−T1E1 (1 − ηC)
[
1 +
T1
E1
(1 − ηC)
]
× ln
[
E1
qT1 (1 − ηC)
]
.
(42)
Optimizing the power with respect to q or E1 is equivalent
to the maximizing the saturation value of Eq. (40), which is
limsc→∞ sh = qE1/T1. This condition yields the functional
form q∗max should satisfy, which is equivalent to Eq. (26). Us-
ing the result E1/T1 = (1 − q∗max)−1, we obtain ηop in the (q, )
space given by
ηop ' 1+ (1 − q∗max) (1 − ηC) [1 + (1 − q∗max) (1 − ηC)]
× ln [q∗max (1 − q∗max) (1 − ηC)] , (43)
which is consistent with the result in the previous section; in
fact, Eq. (43) includes higher order terms, namely, (1 − ηC)2
and (1−ηC)2 ln(1−ηC), than Eq. (29). We also emphasize that
this consistency justifies the series expansion form in Eq. (25).
Based on the analysis above for the regime where T2  T1,
we reach the conclusion that there cannot be a q value making
the higher order terms than the linear term in the expansion
of G−1 for any given T1 and T2 values. In other words, one
again can see the systematic difference between our model
and the models belonging to the Curzon-Ahlborn efficiency at
the maximum power.
IV. EXTENSION TOMULTI-LEVEL HEAT ENGINE
Finally, we would like to remark on the possible extension
to multi-level systems, i.e., systems with more than two levels,
which are more general cases. In that framework, our two-
level heat engine can be taken as a simplified one considering
only the ground and first excited states. For simplicity, again
we assume two heat reservoirs R1 and R2, which are charac-
terized by the temperatures T1 and T2, and contacted with the
system during the time τ1 and τ2, respectively.
First, let us take the three-level system, where we consider
the ground, first excited, and second excited states for each
reservoir. We further simplify the situation by differentiating
only the second excited states of the reservoirs, namely E1
for R1 and E2 for R2, and the common value Em for the first
excited state, as depicted in Fig. 7. The transition rates are
denoted by q (the ground state to E1 in R1), qm (the ground
state to Em in R1), q1m (Em to E1 in R1),  (the ground state to
E2 in R2), m (the ground state to Em in R2), and 2m (Em to E2
in R2); their reverse transition rates are q˜, q˜m, q˜1m, ˜, ˜m, and
˜2m, respectively. Applying the Arrhenius form, we obtain the
relations
q/q˜ = e−E1/T1 ,
qm/q˜m = e−Em/T1 ,
q1m/q˜1m = e−(E1−Em)/T1 ,
/˜ = e−E2/T2 ,
m/˜m = e−Em/T2 ,
2m/˜2m = e−(E2−Em)/T2 .
(44)
As in the two-level case, the net amount of work from the
population difference in different energy levels (only for the
second excited states in this case) is 〈Wnet〉 = (P1e −P2e)(E1 −
E2), where P1e and P2e refer to the population of E1 in R1
and E2 in R2, respectively. The heat exchange, on the other
hand, should take the Em level into account. As a result, the
efficiency for the three-level system is given by
η =
(P1e − P2e)(E1 − E2)
(P1e − P2e)E1 + (P1m − P2m)Em , (45)
where the term involving Em, unless it vanishes, represents the
extra heat exchange that cannot be used in the work extraction.
In contrast to the two-level case, the temporal part (involv-
ing τ1 and τ2) is not factorized in the functional form of
〈Wnet〉/τ = (P1e − P2e)(E1 − E2)/τ for this three-level case,
so we cannot focus solely on the thermodynamics parameters.
As shown in Fig. 8, the overall functional shape of power out-
put 〈Wnet〉/τ varies over τ and the maximum value of power
output occurs at different values of (q∗, ∗) depending on τ.
Therefore, we conclude that the two-level system of our main
interest is a special case that we can analyze deeply to obtain
the insight presented so far. Moreover, for the three-level sys-
tem, even at the limit q '  (which corresponds to the equilib-
rium or reversible limit for the two-level system, represented
by the equilibrium distribution of population), there cannot be
the equilibrium condition given by
e−Em/T1/Z = e−Em/T2/Z ,
e−E1/T1/Z = e−E2/T2/Z ,
(46)
with the partition function Z = 1 + e−Em/T1 + e−E1/T1 =
1 + e−Em/T2 + e−E2/T2 , unless Em = 0. Hence, the condition
of strong coupling between thermodynamic fluxes is also vio-
lated, which results in the linear coefficient of the efficiency
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FIG. 8. The average power output 〈Wnet〉/τ for the three-level system with the parameters T1 = 1, T2 = 0.1, Em = 0.5, and (a) τ = 1 [the
maximum value of 〈Wnet〉/τ occurs at q∗ = 0.215(5) and ∗ = 0.005(5)], and (b) τ = 10.0 [q∗ = 0.185(5) and ∗ = 0.010(5)]. For better
visibility focused on the 〈Wnet〉/τ ≥ 0 regime, we set all of the negative values as 0. We take the normalization convention q + q˜ = qm + q˜m =
q1m + q˜1m =  + ˜ = m + ˜ = 2m + ˜2m = 1.
ηop at the maximum power in terms of ηC different from
1/2 [23] when Em > 0, and we have numerically verified the
fact as well, where we have obtained ηop for the parameters q
and , for given Em and τ values. In contrast, recall that for the
two-level system, the strong coupling between thermodynam-
ics always holds, and the reservoir symmetry approximately
holds for ηC → 0 (corresponding to q∗ ' ∗ for the maximum
power output). The necessity for the extra heat in Eq. (45)
also prevents the ηop from reaching unity at the other limiting
case ηC → 1, which we have also verified numerically.
V. CONCLUSIONS AND DISCUSSION
We have demonstrated that our simple two-level heat en-
gine model has a nontrivial parameter relation for the effi-
ciency at the maximum power output. Thanks to the simplic-
ity of our model composed of the two-level system, the time-
dependent term only plays the role of an overall factor, so we
have focused on the relative transition rates for a given tem-
perature ratio of reservoirs. Based on numerical solutions and
analytically driven asymptotic behaviors, we have shown that
the optimal efficiency ηop for maximum power output in our
model is clearly different from the Curzon-Ahlborn efficiency
ηCA [3–5], although they share the same asymptotic behavior
up to the quadratic term when ηC ' 0 [23, 24]. We have dis-
cussed its implication, in conjunction with the relation of the
entropy production at the hot and cold reservoirs.
We have focused on the average thermodynamic quanti-
ties to yield the macroscopic efficiency in this paper, but it
would be possible to consider the stochastic efficiency [13–
18] by adopting more specific protocols involved in the heat
and work transfer, which can be a future work, along with the
quantum effects [25–33]. For comprehensive understanding,
we would also need the full consideration of multi-level sys-
tems sketched in Sec. IV here, which we leave as future work.
Note added.—Just before the submission of this paper, we
have learned that a recent contribution by Toral et al. [34] in-
dependently reports the same form of ηop in Ising spin systems
or exclusion processes.
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