Abstract-The problem of network-constrained averaging is to compute the average of a collection of a set of values distributed throughout a network using an algorithm that can pass messages only along edges of the network. We study this problem in the noisy setting, in which the communication along each link is modeled by an additive white Gaussian noise channel. We propose a two-phase decentralized stochastic algorithm, and we use stochastic approximation methods to analyze how the number of iterations required to achieve mean-squared error δ scales as the number of nodes n in the graph. Previous results provided guarantees with the number of iterations scaling inversely with the spectral gap of the graph (second smallest eigenvalue of the Laplacian). In this paper, we prove that our proposed algorithm reduces this graph dependence, up to logarithmic conditions, to the graph diameter, which cannot be improved upon by any algorithm.
I. INTRODUCTION
The problem of network-constrained averaging is to compute the average of a set of numbers distributed throughout a network, using an algorithm that is allowed to pass messages only along edges of the graph. Motivating applications include sensor networks, in which individual motes have limited memory and communication ability, and massive databases and server farms, in which memory constraints preclude storing all data at a central location. In typical applications, the average might represent a statistical estimate of some physical quantity (e.g., temperature, pressure etc.) or as an intermediate step in a more complex algorithm (e.g., for distributed optimization). There is now an extensive literature on network-averaging and consensus problems (e.g., see the papers [4] , [6] , [5] , [13] , [9] and references therein). The bulk of the earlier work has focused on the noiseless variant, in which communication between nodes in the graph is assumed to be noiseless. A more recent line of work (e.g., [8] , [7] , [12] , [1] ) has studied versions of the problem with noisy communication links.
In this paper, we study the noisy version of networkconstrained averaging in which inter-node communication is modeled by an additive white Gaussian noise (AWGN) channel. Our main goal is to obtain a precise understanding of network scaling issues in this context. We study the number of iterations required for a network-constrained algorithm to compute the average to within δ-accuracy; more precisely, we are interested in studying how this quantity scales as a function of the graph topology and size, and comparing it to the optimal scaling. Past work by Benezit et al. [2] studied this issue in the noiseless setting, and provided a scheme that is optimal for random geometric graphs. A portion of the method proposed in this paper is inspired by their scheme. Also of particular relevance is the paper [12] , which used stochastic approximation techniques to analyze a damped version of consensus in noisy settings, and provided scalings of the iteration number as a function of the graph topology and size. As we clarify in the sequel, our new algorithm has better scaling than the method [12] , in particular yielding results that are within logarithmic factors of optimal.
The remainder of this paper is organized as follows. We begin in Section II with background and formulation of the problem. In Section III, we state our main result and discuss some of its consequences. Section IV is devoted to a description of the algorithm, and we provide a proof sketch in Section V, separated into a series of lemmas. Due to space constraints, we defer the proofs of more technical aspects to the full length version.
and f (n) = Ω(g(n)). Given a symmetric matrix M ∈ R n×n , we denote its ordered sequence of eigenvalues by λ 1 
II. BACKGROUND AND PROBLEM SET-UP
In this section, we introduce necessary background and the problem set-up.
A. Network-constrained averaging
Consider a collection {θ i (0), i = 1, . . . , n} of n numbers. In statistical settings, these numbers would be modeled as identically distributed (i.i.d.) draws from an unknown distribution Q with mean μ. In a centralized setting, a standard estimator for the mean is the sample average θ : = 1 n n i=1 θ i (0). When all of the data can be aggregated at a central location, then computation of θ is straightforward. In this paper, we consider the network-constrained version of this estimation problem, modeled by an undirected graph G = (V, E) that consists of a vertex set V = {1, . . . , n}, and a collection of edges E joining pairs of vertices. For i ∈ V, we view each measurement θ i (0) as associated with vertex i. (For instance, in the context of sensor networks, each vertex would contain a mote and collect observations of the environment.) The edge structure of the graph enforces communication constraints on the processing: In particular, the presence of edge (i, j) indicates that it is possible for sensors i and j to exchange information via noisy communication channel. Conversely, sensor pairs that are not joined by an edge are not permitted to communicate directly. 1 In this paper, we study the case of the additive white Gaussian channel, in which for sensors (i, j) ∈ E, the message sent from i to j is perturbed by a N (0, σ 2 ) variate. Of interest to us are (stochastic) algorithms that generate sequences {θ(t)} ∞ t=0
of iterates in R n , and are graph-respecting, meaning that at every iteration, the algorithm is allowed to send at most one message for each direction of every edge (i, j) ∈ E. At time t, we measure the average mean-squared error of θ(t) relative to the average θ
In this paper, we consider sequences of graphs {G n } indexed by the number of nodes n. For any given algorithm (defined for each graph G n ) and a fixed tolerance parameter δ > 0, our goal is is to determine bounds on the quantity
Note that T (n; δ) corresponds to the smallest number of iterations required to obtain mean-squared error less than δ on a graph with n nodes. When the tolerance parameter δ > 0 is clear from the context, we use the shorthand notation T (n).
B. Graph topologies
Of course, the question that we have posed will depend on the graph type, and this paper analyzes three types of graphs, as shown in Figure 1 . The first two graphs have regular topologies: the single cycle graph in panel (a) is degree tworegular, and the two-dimensional grid graph in panel (b) is degree four-regular. In addition, we also analyze an important class of random graphs with irregular topology, namely the class of random geometric graphs. As illustrated in Figure 1 (c), a random geometric graph (RGG) in the plane is formed according by placing n nodes uniformly at random in the unit square [0, 1] × [0, 1], and the connecting two nodes if their Euclidean distance is less than some radius r(n). It is known that an RGG will be connected (with high probability) as long as r(n) = Ω( n log n ); see the book [11] for discussion of this and other properties of random geometric graphs.
A key graph-theoretic parameter relevant to our analysis is the graph diameter, denoted by D n = diam(G n ). The path distance between any pair of nodes is the length of the shortest path joining them in the graph, and by definition, the graph diameter is the maximum path distance taken over all node pairs in the graph. It is straightforward to see that D n = Θ(n) for the single cycle graph, and that D n = Θ( √ n) for the two-dimensional grid. For a random geometric graph with radius chosen to ensure connectivity, it is known that D n = Θ n log n . Finally, in order to simplify the routing problem explained later, we divide the unit square into subregions (squares) of side length 1 n in case of grid and c log n n in case of RGG, for some constant c. We assume that each node knows its location and is aware of the center of these m 2 subregions namely (x i , y j ) i, j = 1, 2, · · · , m, where m = √ n for the regular grid, and m = n c log n for the RGG. As a convention, we assume that (x 1 , y 1 ) is the left bottom square, to which we refer to as the first square. By construction, in a regular grid, each square will contain one and only one node which is located at the center of the square. From standard properties of RGGs [11] , each of the given subregions will contain at least one node with high probability (w.h.p.). Moreover, an RGG is regular w.h.p, meaning that each square contains Θ (log n) nodes. Accordingly, in the remainder of the paper, we assume without loss of generality that any given RGG is regular. Note that by construction, the transmission radius r(n) is selected so that each node in each square is connected to every other node in four adjacent squares.
III. MAIN RESULT A. Main result and some consequences
We now have the necessary background to state our main result, which guarantees the existence of a graph-respecting algorithm with desirable properties. Theorem 1. For any tolerance δ > 0, there exist a graphrespecting algorithm that guarantees MSE(θ(T )) ≤ δ using:
iterations for the fourregular grid in two dimensions, and
iterations for a random geometric graph.
In order to compare with previous results, the paper [12] analyzed a simple set of damped updates, showing that
iterations are sufficient for a cycle, and that T (n) = O n δ iterations are sufficient for a two-dimensional grid. By comparison, the algorithm proposed here and our analysis thereof has removed factors of n log n and √ n log n from this scaling.
We also claim that the scalings in Theorem 1 are optimal up to logarithmic factors. In an adversarial setting, it is obvious that any algorithm needs at least Ω(D n ) iterations to approximate the average, since otherwise some node will fail to have any information from some subset of other nodes (and their values can be set in a worst-case manner). Note that Theorem 1 provides upper bounds on the number of iterations that, for all three graphs, are within logarithmic factors of the diameter, and hence within logarithmic factors of optimal. For the graphs given here, the scalings are also optimal in a non-adversarial setting, in which {θ i (0)} n i=1 are modeled as chosen i.i.d. from some distribution. Indeed, for a given node j ∈ V, and positive integer t, we let N (j; t) denote the depth t neighborhood of j, meaning the set of nodes that are connected to j by a path of length at most t. We then define the graph spreading function ψ G (t) = min j∈V |N (j; t)|. Note that the function ψ G is non-decreasing, so that we may define its inverse function ψ
• for a cycle on n nodes, we have ψ G (t) = 2t, and hence ψ
• for a n-grid in two dimensions, we have the upper bound ψ G (t) ≤ t 2 , and hence the lower bound ψ
• for a random geometric graph (RGG), we have the upper bound ψ G (t) = Θ(t 2 log n), which implies the lower bound ψ
After t steps, a given node can gather the information of at most ψ G (t) nodes. In order for the average based on ψ G (t) nodes to be comparable to θ, we require that ψ G (t) = Ω(n), and hence that the iteration number t be at least Ω(ψ −1 G (n)). For the three graphs considered here, this leads to the same conclusion, namely that Ω(D n ) iterations are required.
IV. DESCRIPTION OF ALGORITHM
In this section, we describe the graph-respecting algorithm that achieves the bounds stated in Theorem 1. At the highest level, the algorithm can be divided into two types of phases: an inner phase, and an outer phase. The outer phase produces a sequence of iterates {θ(τ )}, where τ = 0, 1, 2, . . . is the outer time scale parameter. By design of the algorithm, each update of the outer parameters requires a total of M message-passing rounds (inner phase), where in each round the algorithm can pass at most two messages per edge (one for each edge). To put everything in a nutshell, the algorithm is based on establishing multiple routes, averaging along them in an inner phase and updating the estimates based on the noisy version of averages along routes in an outer phase. Consequently, if we use the estimate θ(τ ), then in the language of Theorem 1, it corresponds to T = Mτ rounds of message-passing. Our goal is to establish upper bounds on this parameter that guarantee the bounded MSE property.
A. Outer phase
In the outer phase, we produce a sequence of iterates {θ(τ )} ∞ τ =1 according to the recursive update
Here { (τ )} ∞ τ =1 is a sequence of positive decreasing stepsizes to be specified momentarily. For each τ , the quantity L(τ ) ∈ R n×n is a random matrix, whose structure is determined by the inner phase, and v(τ ) ∈ R n is an additive Gaussian term, whose structure is also determined in the inner phase. We note that the recursion (3) is in a form amenable to analysis via stochastic approximation theory techniques [10] , [3] .
B. Inner phase
The inner phase is the core of the algorithm and it involves a number of steps, as we describe here. We use s = 0, 1, 2, . . . , M to index the iterations within any inner phase, which produces a sequence of intermediate estimates
. For the inner phase corresponding to outer update from θ(τ ) → θ(τ + 1), the inner phase takes the initialization γ(1) ← θ(τ ), and it produces as output γ(M ) → θ(τ + 1) to the outer iteration. In more detail, the inner phase can be broken down into three steps, which we now describe in detail.
1) Deciding the averaging direction:
The first step is to choose a direction in which to perform averaging. In a single cycle graph, since left and right are viewed as the same, there is only one choice, and hence nothing to be decided. In contrast, the grid or RGG graphs require a decisionmaking phase, which proceeds as follows. One node in the first square (bottom left) wakes up and chooses uniformly at random to send in the horizontal or vertical direction. We code this decision using the random variable ζ ∈ {−1, 1}, where ζ = −1 (respectively ζ = +1) represents the horizontal (respectively vertical) direction.
2) Choosing the head nodes: Assume that the node in the first square chooses horizontal (respectively vertical) direction meaning that the averaging should take place horizontally (respectively vertically). It passes a token message to a randomly selected node in the above (respectively right) adjacent square. The purpose of this token is to determine which node (referred to as the head node) should be involved in establishing the route passing through the given square. After receiving the token, the receiving node passes it to another randomly selected node in the above (respectively right) adjacent square and so on. (Note that in the special case of grid, there is only one node in each square, and so no choices are required within squares. After m rounds, one node in each square
receives the token, as illustrated in Figure 2 . Note that again in a single cycle graph, there is nothing to be decided, since the direction and head nodes are all determined.
3) Establishing routes and averaging:
In this phase, the selected sequence of head nodes establish a horizontal (respectively vertical) path, and then perform averaging along the path, as illustrated in Figure 2 This part of algorithm involves three substeps, which we now describe in detail. Without loss of generality, let us assume throughout this description that the averaging direction is horizontal.
• Each head node s 1j , for j = 1, 2, · · · , m, selects a node s 2j uniformly at random from in the right adjacent square, and passes to it the quantity γ 1j (1) . Given our noise model, node s 2j then receives the quantity γ 1j (1) = γ 1j (1) + v 1j where v 1j ∼ N (0, σ 2 ), and then updates its own local variable as γ 2j (2) = γ 2j (1) + γ 1j (1). We then iterate this same procedure-that is, node s 2j selects another s 3j u.a.r. from its right adjacent square, and passes the message γ 2j (2) . At round i of this sequence, we have (In a single cycle graph, since there is only one path, all the nodes will be averaged at each round.)
• At the end of the inner phase τ , nodes that were involved in a path use their estimate of the average along the path to update θ(τ ), while estimate of the nodes that were not involved in any route remain the same. A given node s ij on a path updates its estimate via
where (τ ) = 
V. PROOF SKETCH
In this section the sketch of the proof of the main theorem is presented. Due to space constraint most of the proofs will be referred to the long version of this paper.
A. Combining the inner and outer phases
Let us define the average matrix W : = E [W τ ], where the expectation is taken place over the randomness due to the choice of routes, and the averaged Laplacian L = I − W . Recalling that λ 2 (L ) denotes the second smallest eigenvalue, we define the rescaled quantities (τ ) : = λ 2 (L ) (τ ), 
