Abstract-The current international standard, the Joint Bilevel Image Experts Group (JBIG), is a representative of a bilevel image compression algorithm. It compresses bilevel images with high performance, but it shows relatively low performance in compressing error-diffused halftone images. This paper proposes a new bilevel image compression for error-diffused images, which is based on Bayes' theorem. The proposed coding procedure consists of two passes. It groups 2 2 dots into a cell, where each cell is represented by the number of black dots and the locations of the black dots in the cell. The number of black dots in the cell is encoded in the first pass, and their locations are encoded in the second pass. The first pass performs a near-lossless compression, which can be refined to be lossless by the second pass. Experimental results show a high compression performance for the proposed method when it is applied to error-diffused images.
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I. INTRODUCTION
N OWADAYS, many people use multimedia data, which are usually generated, stored, and transmitted in digital form. The better quality people require, the more resources are needed. Thus, many researchers have developed data compression technologies in order to use media resources more efficiently.
Among various compression techniques, bilevel image compression has a valuable application in bilevel presentation equipment such as printers. Since many researchers established the international standards, T.4 and T.6, for facsimile coding [1] in the late 1970s, many different compression methods have been developed. Among the various methods, Swanson et al. [2] and Gurcan et al. [3] developed wavelet-based compression algorithms for bilevel images. Wavelet decomposition generally reduces total number of black or white dots in simple images. However, wavelet-based algorithms do not work well for halftone images because they have many transitions between black and white dots.
Langdon et al. used an arithmetic coding for compression of bilevel images [4] . They combined a "context" algorithm [5] and an arithmetic-coding algorithm. Many researchers have used the context algorithm for modeling image data and the arithmetic coding for compression [6] , [7] . arithmetic coding [8] . The JBIG works very well in compressing bilevel images such as text and halftone images made by ordered-dither algorithms. However, the compression ratio is relatively low when we compress error-diffused images using the JBIG.
The error diffusion algorithm is a good blue noise generator. Blue noise patterns generated by the error diffusion algorithm enjoy the benefits of aperiodic and uncorrelated structure without low-frequency graininess [9] . Thus, the neighboring pixels are not correlated to the current pixel to be encoded. These facts reveal that conventional context-based algorithms do not work well for compression of the error-diffused images.
In this paper, we propose a two-pass bilevel image compression algorithm, especially for error-diffused images that are generated from natural gray-scale images. Natural images usually have more energy in a low-frequency area than a high-frequency area. The compression algorithm is designed with consideration of the characteristics of natural images. The proposed algorithm separates the coding procedure into two passes using Bayes' theorem. Section II gives the proposed algorithm with several definitions, equations, coding algorithms, and a reconstruction method. The experimental results are shown in Section III. Section IV gives conclusions.
II. PROPOSED COMPRESSION METHOD FOR THE ERROR-DIFFUSED IMAGES
Error-diffusion halftoning shapes the quantization error into high frequency where the human visual system is less sensitive. It generally yields better visual quality than ordered dithering because it can distribute the quantization error into aperiodic high frequency components [9] . Error-diffused images have more energy in high frequency areas than low frequency areas. However, if we apply smooth filtering to the bilevel images, the frequency response has similar shape to that of natural images, that is, more energy in low frequency areas. We take advantage of such characteristic of error-diffused images to compress them.
A. Proposed Two-Pass Algorithm
In the proposed algorithm, we group 2 2 dots (four dots) into a cell. The cell is represented by two values, -value and -value. The -value is a binary representation of the dots in the cell, where the letter " " is the initial for "cell." We shall denote the -value of the th cell by . Then we can write in binary representation as follows: (1) 1057-7149/03$17.00 © 2003 IEEE where is the th dot value in the th cell, which is a bilevel value, 0 or 1. -value is an element of the set , whose element is a four-digit binary number.
The other representation of a cell is -value, which is the sum of dots in the cell, where the letter " " is the initial for "sum." We shall denote -value by as follows: (2) -value is an element of the set . It can be thought of as a smooth-filtered value of the cell. If bilevel images originate from natural images, the -value might have a high spatial correlation as the natural images have.
We define partitions of the set as follows:
for (3) Then (4) and for (5) where null denotes an empty set. For convenience, we will write -value as a decimal number and -value as a binary number. If we know -value of a cell, we can figure out the -value of the cell.
We shall define two kinds of contexts for estimating the probabilities of -value and -value. Fig. 1 (a) shows our -value context that consists of the current cell's -value and eight neighbor dots ; simply , which are located in the neighbor cells. We will denote the -value context by . Fig. 1(b) shows the -value context. There is a strong correlation between the current -value and the -values of vertically, horizontally, and diagonally adjacent cells. Therefore, we select four -values of the neighbor cells as the -value context. We will denote the -value context by , where represents the combination of four -values, i.e., , , , and ; is the number of cells in a row of the image. The proposed algorithm is described by two equations, where one is for coding and the other is for probability estimation. First, the ideal code length of a symbol stream with length can be calculated by the following equation: (6) where is the symbol stream with length to be encoded, is the total code length to represent the symbol stream , is the probability mass function (pmf) of the th symbol in the symbol stream , and the base of log is two. Because the exact probabilities of may not be known, it must be estimated and the code length is obtained by using the estimated probability as follows: (7) where is the estimated pmf of that is estimated from the previous symbols before in the stream.
If we use the Bayes' theorem, can be replaced with . From (5), we get the conditional probability function for . Then (7) is redefined as follows: (8) for (9) for (10) Equation (10) shows that the total code length of a symbol stream is equal to the sum of two terms: the first term represents the code length of -value, and the second term represents the code length of -value with the given -value. Therefore, the encoding process can be divided into two passes. The entropy of a random variable is greater than or equal to the conditional entropy. This fact was used in the context-based coding algorithms. For example, instead of encoding -value [ , for ] without any conditions, if informative conditions, such as contexts, are used to encode it, we can reduce the value of the first term in (10) .
In order to estimate the probability distribution of , we use a Bayesian estimator [10] in the proposed algorithm. The estimated probability of a symbol is proportional to the occurrence rate of the symbol. In the first term of (10), represents the estimated probability that the current cell's -value is "
." In addition, we can exploit the conditional probability with the -value of neighbor cells. We estimate the probability using the following equation: (11) where denotes how many times the symbol such that occurred so far with a given context , and is the maximum value of , i.e., four. In (11), the initial probabilities are defined as uniform distribution of for coding of the first symbol of each case since there are cases of . As the number of symbol occurrence increases, the estimated probability from (11) converges to the exact probability of . In the second term of (10), for is the estimated conditional probability of with the given . We can reduce the code length if we use another context, named the -value context. The conditional probability is estimated and updated from the sequence of cells as follows: (12) where denotes how many conditional events , when occurred so far with the context , and is the number of elements in . In (12), the initial probability was set as a uniform distribution of for coding of the first symbol of each case. With these estimated probabilities, we use an adaptive arithmetic coding algorithm to compress bilevel images.
Because the JBIG handles only two symbols, a more probable symbol (MPS) and a less probable symbol (LPS), it is easy to use tables in estimating the probability and to implement the algorithm without multiplications and divisions. However, there are several symbols in the proposed algorithm, which make it difficult to implement the proposed algorithm in hardware as well as in software. Fig. 2 shows the block diagram of the encoder. The encoder scans an image twice to encode it by using the two-pass method. First, the -value of cells is encoded without information loss, that is, the numbers of black and white dots are preserved in the first pass. However, the information about the exact positions of dots in a cell is lost. This is the reason why we named the first pass near-lossless compression. The block of the "Make -value" in Fig. 2 rearranges the image and generates -value. The probability of -value is estimated in the block of the "Model for -value" using (11) . After a cell is encoded, the probability is updated by the encoded cell, so that it can be updated at the decoder in the same way as the encoder. The -value and its probability are sent to the entropy encoder block.
B. Encoder and Decoder Based on the Two-Pass Algorithm
In the second pass, the -value is encoded using the -value that is encoded in the first pass and the -value context. The probability of the corresponding -value is estimated in the block of the "Model for -value" using (12) . The context for the -value [ Fig. 1(a) ] must be causal like the -value context. Fig. 3 shows the block diagram of the proposed decoder. All procedures except the -value frame buffer (marked as "nearlossless image") are exactly the reverse of the encoding procedure. When the first pass (near-lossless procedure) is completed, we can know only the number of dots in a cell, not the exact location of the dots. Therefore, we can reconstruct images using predetermined templates when an -value is determined. However, if we use only one of such templates to reconstruct the image, images suffer from artifacts caused by the granularity or the periodicity. This reduces the advantage of the error diffusion algorithm.
To reduce these artifacts, we made a table for the arrangement. From error-diffused images, we investigated the patterns using 256 2 -value contexts as shown in Fig. 1(a) . There are five -values for each context. Because there is only one pattern in the case of the zero or four -value, we considered only three -values of 1, 2, and 3. For each value with a specific context, we counted how many times each pattern occurred using the test image no. 1 in Fig. 4(a) . With those counts, we made a table of the most probable patterns for each -value. We reconstructed the image using this table after the first decoding pass.
In the second decoding pass, we reconstructed the exact image using the -value with the information decoded in the first pass. The second pass is a kind of refinement step, that is, the exact location of dots in every cell is determined.
III. EXPERIMENTAL RESULTS
For the comparison of compression performance, we followed the usual printing procedures such as oversampling and dithering. We rendered the images using an error diffusion algorithm (Stucki filter [9] ). For the experiments, we generated five bilevel images as shown in Fig. 4 , whose sizes are 4768 6912 for no. 1, 6912 4768 for no. 2, 4768 4011 for no. 3, 3200 1996 for no. 4, and 3072 2304 for no. 5.
A. Comparison of Compression Ratios
For the comparison of the compression ratios, we compressed the test images using the proposed algorithm and the JBIG. We made two different results from the proposed algorithm. One is a lossless result from the two passes and the other is a near-lossless result from only the first pass. As we divided the coding algorithm into two passes, we encoded the test images using the progressive coding of the JBIG with two layers-a high resolution layer (the zeroth layer) and a low resolution layer (the first layer)-for fair comparison, i.e., the resolution reduction is performed to encode an image, and we compressed the reduced image, too. The first layer JBIG is a lossy coding because we reduced the dimension of the images. In addition, we encoded the images with a sequential coding of the JBIG that fully codes an image in a single resolution layer without reference to any lower resolution images [8] . When we compress bilevel images using the sequential coding of the JBIG, it does not reduce the resolution of an image and compresses the image with a template. Because error-diffused bilevel images are spatially uncorrelated and do not have low frequency graininess, the compression ratios from the sequential coding of the JBIG are higher than those from the progressive coding of the JBIG. The compression ratio of each algorithm is shown in Table I . If we compress images using the sequential coding of the JBIG, it is impossible to decompress them progressively. To decode images progressively, we must encode them with the progressive coding of the JBIG or with other algorithms such as the proposed algorithm. When two progressive coding algorithms are applied to error-diffused images, the proposed algorithm works better than the progressive coding of the JBIG. In addition, the compression ratios of the proposed algorithm are higher than those of the sequential coding of the JBIG.
Although the target of this paper is to compress error-diffused images, we also tested a binary image containing text and an error-diffused image as shown in Fig. 5 . The size of the image is 4768 6912 and it contains 2048 2048 error-diffused Lena image in the text. The compression ratios are 12.8 for the se- quential coding of the JBIG, 9.5 for the layer 0 of the progressive coding of the JBIG with one differential layer, 20.9 for the proposed near-lossless algorithm (first pass), and 11.4 for the proposed lossless algorithm (first and second pass).
B. Comparison of the Decompressed Image Quality
We compared the image quality when the images are reconstructed from the near-lossless compression such as the first pass of the proposed method and the layer 1 of the progressive coding of the JBIG. The compression ratios of the two methods are different and they are not adjustable. However, we compared the image quality of the intermediate images from the progressive compression methods for just reference as shown in Table II . For the image quality comparison, we measured the weighted signal to noise ratio (W-SNR) [11] , that is, the ratio of the average weighted signal power to the average weighted noise power, and the visual angle is 4 . To convert the discrete frequencies of the digital image to the viewing frequencies, we follow the method that was described in [12] . The second column contains the W-SNR from the progressive coding of the JBIG. Although the sizes of the image reconstructed by the layer 1 of the progressive coding of the JBIG are different from those of an original image, we compensate this problem by adjusting the dimensions and the printing resolution of the converting equations in [12] . The third column contains the W-SNR from the first pass of the proposed method. Because the compression ratios of the proposed method are lower than those of the JBIG, the proposed method shows better quality than the progressive coding of the JBIG. Fig. 6 shows parts of the magnified images of Image no. 1, which are reconstructed from the layer 1 of the progressive coding of the JBIG and the first pass of the proposed method.
We also briefly analyzed the computation complexity of the proposed method in comparison with the JBIG. Because of the two-pass structure of the proposed method, the computation time of the proposed method is longer than that of the JBIG. In addition, we use a multi-symbol arithmetic coder for entropy coding [13] . There are multiplications and divisions in this algorithm, while there are no multiplications or divisions in the JBIG's QM coder [14] . This is the reason why our method is slower than the JBIG. 
IV. CONCLUSIONS
In this paper, we proposed a bilevel image compression method with two passes. The sum value ( -value) of a cell is encoded in the first pass, and the cell value ( -value) is encoded in the second pass. The proposed method is designed on the basis of Bayes' theorem. Only decoding the bit streams compressed in the first pass, we can reconstruct nearly lossless bilevel images with the proposed method.
When we compress the error-diffused bilevel images without information loss using two passes of the proposed method, it is comparable to the JBIG's. In addition, with the proposed method it is possible to encode or decode bilevel images progressively. While the progressive coding of the JBIG contains resolution scalability, the proposed method contains SNR scalability. The quality of images reconstructed from the first pass of the proposed method is better than one reconstructed from layer 1 of the progressive coding of the JBIG.
