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Введение 
Одним из подходов к решению задачи кратко-
срочного прогнозирования является использование 
аппроксимирующей функции, допускающей реа-
лизацию в реальном времени. Таким математиче-
ским аппаратом может быть рекуррентный сглажи-
вающий P-сплайн [1]. Качество прогноза на основе 
P-сплайна во многом определяется оптимизацией 
варьируемых параметров. 
Ниже предложены результаты анализа двух ме-
тодов векторной оптимизации.  
1. Генетический алгоритм – алгоритм поиска 
глобальной оптимума. Он предназначен для имита-
ции процесса биологической эволюции, включаю-
щей этапы: селекции, скрещивания, комбинации и 
мутации по закону естественного отбора [2]. Био-
логический принцип "выживает наиболее приспо-
собленный" открыт Ч. Дарвином в 1859 г. 
Схема алгоритма:  
 
2. Иммунный алгоритм – оптимизационная тех-
нология, использующая понятия теоретической им-
мунологии для решения прикладных задач. Один 
из иммунных алгоритмов основан на теории клоно-
вой селекции и носит название - клональной селек-
ции.  Алгоритм использует биологический аналог 
приобретенного иммунитета, и используются для 
решения задач оптимизации. 
В задачах оптимизации имеются следующие 
биологические аналоги: антиген – целевая функ-
ция, антитело – оптимальное решение, аффинность 
– соответствие решения задачи и целевой функции. 
Аффинность можно оценить одним из показателей 
точности, например, среднеквадратическая ошибка 
оптимизации. И соответственно аффинность воз-
растает при уменьшении погрешности оптимиза-
ции. 
Алгоритм клональной селекции включает че-
тыре основных шага: клональная селекция, клон 
клеток, мутация и создание новых клеток [3].  
Схема алгоритма:  
 
 
Описание эксперимента 
Выбранный в качестве прогнозной модели ап-
парат P-сплайнов имеет ряд настраиваемых пара-
метров [1]. Основными из них являются: h - число 
измерений внутри звена сплайна, ρ - сглаживаю-
щий множитель. 
Множитель ρ нормирован и поэтому ρ ∈ [0,1] и 
может задаваться с любой точностью. Значения па-
раметра h∈[3,20]. Нижняя граница h определена 
требованиями сплайна 3 порядка, верхняя - ограни-
чениями реального времени. 
Для исследования влияния параметров P-
сплайна на качество прогноза были выбраны две 
тестовые функции: 
1
2
( ) 10 sin
100
 
   
 
i
y t  （1） 
0.02
2 ( ) sin 3
20
    
 
tiy t e  （2） 
Для оценки качества сглаживающих и прогно-
зирующих свойств сплайна ( )S t  используется 
приведенная среднеквадратическая погрешность, 
выраженная в процентах MSPE . 
 
2
1 1
max min
1 1
( ) ( ) ,
100 [%],
 
 
 

 
K n
i j i
j i
MSE S t y t
K n
MSE
MSPE
y y
 
 (3) 
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экспериментов.  
Ниже на рисунках 1-2 приведены результаты 
исследования оптимальных значений погрешности 
прогнозирования и настраиваемых параметров ρ, h 
в зависимости от уровня шума входных данных 
 . В качестве шума был выбран случайный сиг-
нал ξ(t): M{ξ(t)} = 0;M{ξ2(t)} = 𝜎ξ
2. 
 
а) 
 
б) 
 
Рис. 1. Влияние уровня шума 
 на параметры: а) 
h ; б)  для функции (2) 
Ниже в таблице приведены численные значения 
оптимальных параметров. Для каждого значения 
уровня шума в левом столбике приведены резуль-
таты для генетического алгоритма, в правом – для 
иммунного. 
 
Заключение 
Проведенные исследования позволяют сделать 
ряд выводов. 
1. Генетический и иммунный алгоритмы могут 
быть использованы для настройки оптимальных 
значений параметров P-сплайна. При этом влияние 
шума подтверждает логику выбора параметров 
сплайна для обоих функций. 
2. Погрешность краткосрочного прогноза, как сле-
дует из таблицы 1, вполне удовлетворительна. Для 
функции (1) погрешность шума сокращается почти 
в 10 раз, для второй – в 5 раз. 
 
 
Рис. 2. Влияние уровня шума 
 на погрешность: 
а) для функции (1) ; б)для функции (2) 
 
3. Время работы иммунного алгоритм значительно 
выше, чем генетического, в среднем в 1.5-1.75 раз. 
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hopt 
ρopt 
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Таблица 1. Значения параметров функции 
