Parasite aggregation, a recurring pattern in macroparasite infections, is con-9 sidered one of the "laws" in parasite ecology. Few hosts have a large number 10 of parasites while most hosts have a low number of parasites. This pattern has 11 been widely studied using phenomenological models, by using the negative bino-12 mial distribution. However, to infer the mechanisms of aggregation, a mechanistic 13 model is essential. Here we formulate such a mechanistic model of parasite ag-14 gregation in hosts without initially assuming a negative binomial distribution. Our 15 results show that a simple model of parasite accumulation still results in an ag-16 gregated pattern, as shown by the derived mean and variance of the parasite 17 distribution. By incorporating the derived mean and variance to the host-parasite 18 interaction, we can predict how aggregation affects the population dynamics of 19 the hosts and parasites through time. Thus, our results can directly be applied to 20 observed data as well as can be utilised in designing statistical sampling proce-21 dures. Overall, we have shown how a plausible mechanistic process can result in 22 the often observed phenomenon of parasite aggregation occurring in numerous 23 ecological scenarios. 24 Keywords: macroparasite, aggregation, negative binomial, mechanistic model, 25 host-parasite interaction, accumulation 26 2 Key Findings 27 • Parasite aggregation is considered one of the "laws" in parasite ecology -few 28 hosts harbouring a large number of parasites. 29 • While examples abound, there is lack of mechanistic models available to explain 30 the phenomenon 31 • Taking a bottom up approach we construct a simple model of host-parasite pop-32 ulation dynamics which naturally results in parasite aggregation -negative bi-33 nomial distribution of parasites in the host population 34
Introduction
X 0 = P 0 X X 1 = P 1 X X 2 = P 2 X 1 = P 2 P 1 X . . .
(1) X n = P n X n−1 = P n P n−1 · · · P 2 P 1 X X n+1 = P n+1 X n = P n+1 P n P n−1 · · · P 2 P 1 X.
From the above set of equations, we can derive the distribution of living hosts (all 126 except the n+1 compartment) with different parasite load with respect to the total host 127 population. Fig. 1 represents the classification of the states of the hosts depending 128 on their parasite load. The compartment associated with X i , i ≥ 1 contains the hosts 129 infected by at least i number of parasites. The parameter P i+1 is the probability that a 130 host in X i acquires an additional parasite. Consequently, the difference X i − X i+1 , i ≥ The total host density is X. The density of parasite-free hosts is denoted by X 0 . The population density of hosts with at least i number of parasites is X i , i ≥ 1 (X i+1 ⊆ X i ). When a host in X i acquires a parasite, we are assured that the host is also a host with at least i + 1 parasites. A living host can harbour a maximum of n parasites. The parameter P i , i ≥ 1 can be interpreted as the net probability of parasite acquisition by a host in state X i−1 . Refer to Table SI.1 in SI.1.1 for the description of the state variables and parameters.
Thus the death of hosts due to the parasite is captured by the transition into the X n+1 state given by X n+1 = P n+1 X n = n+1 i=1 P i X, the number of dead hosts (last 135 compartment in Eqs. (1)). 136 Our model, described as such, does not follow the classical input-output modeling 137 framework (e.g., stratified worm burden model which is an extension of the stan- The quantities relating to the host and parasite proportions, X i , P i and n can be 154 dynamic (e.g., may change over time). Here, we assume that X i changes following a 155 logistic growth with parasitism, and P i is a function of parasite population Y (hence, 156 also a function of time). This allows us to connect our model to experimental data. 157 The parameter values (e.g., P i ) can be determined from the samples gathered at a 158 certain time instant, and the pattern of the temporal evolution of the parameter values 159 can be inferred from time series data. 160 Depending on the exact transmission mode of the parasite, P i can have different 161 functional forms. A basic assumption would be that P i is a function of parasite en-162 counter and transmission rates. For example, we could have P i = Y p nK+c for all i = 0.
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Here, the total ecological carrying capacity for the parasite population is assumed to For the parasite population, the total parasite density in host population is
The distribution of parasites is according to 175 the following:
Based on the set of Eqs.
(2), the parasite population density in host population can 177 be written as 
3 Results
186
The distribution of the parasites in the living hosts is represented by E[N ]. The gen-187 eral expression for this distributions as discussed above is given by,
where A is derived from the derivative of a geometric series (see SI.1.2). If the parasite transmission P i = Y p nK+1 = 1 (for i = 0), then the distribution of the parasites in the living hosts has E[N ] = 0 since all hosts that are harbouring at least n + 1 number of parasites are dead. Now, supposing, P = P i = Y p nK+1 < 1, we have,
as the mean, and the variance, 
The variance-to-mean ratio is 1 1−P , which increases as P increases (Table SI. 2). 208 The implication of this result is that even if the host can sustain a large number of 209 parasites (n → ∞) for P < 1, we have finite mean and variance at the population level. 210 Also, the variance-to-mean ratio is greater than 1 characterizing an over-dispersed we can decouple the host-parasite dynamics. Analyzing first the host population (Eq.
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(3)), we have a logistic growth function with death or harvesting term (D = P n+1 X) 240 (Clark, 2010). In Fig. 3 , the blue curve represents the logistic growth function G.
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The red line represents the death function D. The intersection of the two curve is an 242 equilibrium. 243 There are two equilibrium points if r H > P n+1 , where one is unstable (X * 1 = 0) 244 and the other is stable X * 2 = (r H −P n+1 )K r H (Fig. 3A) . If r H ≤ P n+1 , the zero equilib-245 rium point is stable and the only steady state of the dynamics (Fig. 3B) , implying an 246 eventual extinction of the host population. For the parasites to exploit the maximum 247 growth rate of the hosts (r H K/4) ( Fig. 3) , the parasite-driven host death rate should 248 be P n+1 = r H /2. (3). Suppose the host logistic growth function is G = r H X 1 − X K (blue curve) and parasite-driven death rate function is D = P n+1 X (red line). The possible maximum growth rate of the hosts is r H K/4 where r h is the host basal growth (reproduction) rate and K is the carrying capacity of the host population X. If G > D (blue curve is above the red line) then the population of host increases. If G < D (blue curve is below the red line) then the population of host decreases. An intersection of the growth curve (blue) and the death rate line (red) is an equilibrium point. (A) There are two equilibrium points: the unstable X * 1 and the stable X * 2 . (B) There is one equilibrium point: the stable X * 1 that represents parasitism-driven extinction of hosts. The red line with steep slope which possibly leads to the extinction of hosts and parasites can arise due to low value of n and/or large value of P . asite exist (X * = 0, Y * = Y 0 ), and another at the carrying capacity of the hosts 271 (X * = K, Y * = Y 0 = 0) with E[N ] = 0 representing the disease-free state. 272 The third equilibrium point posits a coexistence of hosts and parasites and can be derived from
This leads to
which we can analyze by investigating the intersection of the curves formed by the left 273 and right hand sides of this equation. Suppose this intersection is X * = α > 0 ( Fig. 4) . 274 The equilibrium point is then (X * = α, Y * = nα + 1) where α satisfies Eq. (10). This 275 equilibrium point is stable (Fig. 4) . 276 If parasite aggregation affects the carrying capacity of the parasite population, we 277 can replace Y * in Eq. 9 by an implicit equation 279 where α is the equilibrium state if Y * = nX * + 1 (Fig. 4 ). This means that aggregation with X i are defined as hosts with "at least" (not "exactly") i parasite load, a scenario 323 impossible in the stratified worm burden model. 324 There are multiple indices that are proposed to measure parasite aggregation. 325 One example is the negative binomial parameter k, which is equivalent to m in N B(m, ρ). 
The mortality rate due to parasitism in Eq.
(3) can be modified to include the 346 cases where a fraction of the hosts with i < n number of parasites could also die due 347 to infection. This rate can be formulated as bX where b is as follows:
The parameter ω i is the fraction of X i − X i+1 killed by the parasites. Our conclusions 349 from the qualitative analysis, especially given a fixed P = P i for i ≥ 1, still remain 350 true since we can suppose the mortality rate b as the slope of the parasite-driven host 351 death in Fig. 3 . 352 Here, we have shown the resulting distribution of parasites in the host population 353 using homogeneous parasite acquisition probability. If the values of the acquisition 354 probabilities become heterogeneous, such as if P 1 < P 2 < · · · < P n , P 1 > P 2 > 355 · · · > P n or P i 's are completely arbitrary, then our derived formulas to estimate E[N ] 
the mean of the random variable N + 1 is
The random variable N + 1 ∈ {0, 1, 2, . . . , n, w} (where w ≥ n + 1) represents the 539 parasite load in living and parasitism-driven dead hosts. For simplicity, we let w = n+1 540 since hosts with equal or more than n + 1 parasites are dead due to parasitism. Let We assume that the parasite acquisition probability is P = Y p nK+1 < 1. Using the geometric series, we know that, 1 + P + P 2 + . . . + P n = 1 − P n+1 1 − P .
Then taking the derivative of this geometric series results in 1 + 2P + . . . + nP n−1 = nP n+1 − (n + 1) P n + 1 (1 − P ) 2 .
The expression for A is:
(iP ) i−1 = n (P ) n+1 − (n + 1) (P ) n + 1 (1 − P ) 2 .
(SI.1) 27 With the same assumption as above for P , The expression for E[(N + 1) 2 ] is E[(N + 1) 2 ] = n i=1 i 2 P i (1 − P ) + (n + 1) 2 P n+1 = P (1 − P )B + (n + 1) 2 P n+1 .
The expression for B can be derived using the geometric series. We know that 550 1 + 2P + . . . + nP n−1 = nP n+1 − (n + 1) P n + 1 (1 − P ) 2 .
Multiplying both sides by P , we have P + 2P 2 + . . . + nP n = nP n+2 − (n + 1) P n+1 + P (1 − P ) 2 .
Taking the derivative of the left-and right-hand sides, we arrive at the following expression for B:
1 + 4P + . . . + n 2 P n−1 = B = −n 2 P n+2 + (2n 2 + 2n − 1) P n+1 − (n + 1) 2 P n + P + 1
(1 − P ) 3 .
Hence, the explicit formula for V ar[N ] is V ar[N ] = P −n 2 P n+2 + (2n 2 + 2n − 1) P n+1 − (n + 1) 2 P n + P + 1
(1 − P ) 2 + (n + 1) 2 P n+1 − E[N ] + (n + 1) P n+1 2 − n + 1 − E[N ] + (n + 1) P n+1 2 P n+1 . (SI.2)
SI.1.4 Proof for a claim in Section 3.1 551
Here is the proof that E[N ] = 0 when Y * 1 = 0 only happens if P = 0. Suppose P < 1: E[N ] = P (nP n+1 − (n + 1) P n + 1) 1 − P 29 implies P = 0 or nP n+1 − (n + 1) P n + 1 = 0. If nP n+1 − (n + 1) P n + 1 = 0 then nP n (1 − P ) = 1 − P n .
Note that nP n = 1−P n 1−P represents the geometric series:
nP n = 1 + P + P 2 + . . . + P n−1 .
However, P n = P 0 +P 1 +...+P n−1 n is the arithmetic average of {P n−1 , P n−2 , . . . , P 1 , P 0 }.
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This is a contradiction since P n / ∈ {P n−1 , P n−2 , . . . , P 1 , P 0 }. The distributions for parasite load in hosts for different parasite acquisition probabilities P . The distribution becomes more negatively skewed as P increases. Higher P results in high host mortality due to harbouring high parasite load. This is the reason why as P increases, the errors in approximating E[N ] and V ar[N ] using the geometric distribution also increase (Fig. 2) . 
