Abstract-Sensor Network, which has integrated wireless communication, date collection and information processing capacities, is a booming technique in information collecting. With the development of research on Wireless Sensor Networks (WSNs), localization in the WSNs has become a very important research point. At present, there are mainly two kinds of approaches, range-based approach and range-free approach. Localization precision of range-based approach is higher than the rangefree approach. In the range-based approach, time difference of arrival (TDOA) method needs less requirements for time synchronization. This paper proposes a self-localization approach based on TDOA, which utilizes average value of time difference by rolling average to decrease the measurement error, and adopts unconstrained least squares (LS) estimator to achieve the accurate localization. Simulation results and error analysis prove its validity.
I. INTRODUCTION
Wireless sensor network consists of a lot of sensor nodes with sensor unit, distributed information processing unit and wireless communication unit, etc.. With the help of various micro-integrated sensors, wireless sensor networks collect real-time physical information, such as temperature, humidity, velocity, direction, etc., and transmit the information to the terminal user by the way of multi-hop relay. Wireless sensor network has broad application foreground in many fields, such as military and country security, biology medicine, environment monitoring, industry and agriculture, and so on. Therefore it is considered as one of the most significant technology in the 21st century.
Sensor node localization has significant effects in the whole wireless sensor network. It is an indispensable part in the event observation, object tracking or network reconstruct. The data sensor nodes collect must be combined with position information, otherwise it is useless. For example, a temperature is useful only when we known the corresponding position. Selflocalization in wireless sensor network also could be applied in the localization and tracking of external object or in the improvement of route efficiency. The localization in WSNs can be divided into two classes. One is called self-localization of sensor nodes, the other is localization of external object, such as object tracking problem. In this paper, we only discuss the former.
At present, many localization algorithms for wireless sensor networks have been proposed. With regard to the mechanisms used for localization, algorithms are divided into two categories: range-based approach and range-free approach. Range-based approach needs to measure absolute point-topoint distance or angle, and then calculates location using trilateration, triangulation or maximum likelihood estimation method [1] . There are four common technologies for distance measurement, that is, received signal strength indicator(RSSI) [2] , time of arrival (TOA) [3] , time difference of arrival (TDOA) [4] and angel of arrival (AOA) [5] . Range-free approach makes no requirements about distance measurement or angle measurement, which includes centroid algorithm [6] , convex position estimation [7] , DV-Hop [8] , approximate point in triangle(APIT) [9] , Amorphous [10] and MDS-MAP [11] . Range-free approach is simpler in hardware devices and less cost than range-based approach, but its localization precision is lower than the former.
In sensor networks, there are some nodes called anchor nodes, which possess more energy and accurate known position information. The other sensor nodes are called unknown nodes,which need to be localized. Basic thoughts of rangebased approach make use of geometry relations between anchor nodes and unknown nodes to determine unknown node positions. There are two typical methods in rangebased approach, that is, three point localization method and angle localization method. The first method requires to know distances between the unknown node and at least three anchor nodes, and the anchor nodes aren't in one line. The second method needs to obtain angles between the unknown node and two anchor nodes and the distance of two anchor nodes. In these methods, AOA method requires either an antenna array or several ultrasound receivers; TOA method needs strict time synchronization of the whole network. In fact, it is hard to achieve strict time synchronization between anchor nodes and unknown nodes; RSSI method builds a model according to the relation among attenuation factors and propagation distances to confirm unknown nodes positions, but the precise model is hard to find because of environment interferences; TDOA method need time difference of arrival of the signal from the unknown node to the two different anchor nodes, not propagation time, so the special time pokes aren't needed and the request of time synchronization is reduced. This paper proposes a TDOA based localization method, which achieves average value of time difference by rolling average to reduce measurement error and adopts unconstrained least squares 1-4244-0259-X/06/$20.00 ©2006 IEEE (LS) estimator to obtain accurate location information. The rest of paper is organized as following: Section II briefly describes the TDOA theory; Section III proposes an TDOA based self-localization algorithm; Section IV depicts experimental implementation and testing to evaluate the proposed method; Section V gives error analysis; Conclusion is drawn in Section VI.
II. TDOA THEORY Time difference of arrival (TDOA) method is the improvement of time of arrival (TOA) method. TOA method needs to know signal propagation time and requires strict time synchronization of the whole network. And TDOA method utilizes the time difference of signal propagation between anchor nodes and unknown nodes, not propagation time itself. In this way, the TDOA method decreases the requirement for time synchronization. There are mainly two ways to obtain the time difference of arrival in wireless sensor networks. In the first way, we can measure the time of arrival from an unknown node to two different anchor nodes, and calculate the time difference. And this generates a hyperbolic curve focused at the two anchor nodes on which the unknown node must lie. When three or more than three hyperbolic curves are obtained with three or more than three propagation time differences, the unique intersection point of these hyperbolic curves is the position of the unknown node, which is shown in Fig. 1 . The corresponding hyperbolic equations described as
where c represents the speed of the signal propagation, and t 1 , t 2 and t 3 are the time of arrival.
In the second way, we achieve distance between an unknown node and an anchor node by the unknown node transmitting two different signals to the anchor node. And then calculate the position of the unknown node by trilateration, triangulation or maximum likelihood estimation method. However, this method demands that the unknown node must transmit and receive signal twice for one distance value. So it consumes more energy. This paper chooses the first way.
Unknown nodes transmit signals to the anchor nodes. When we have three or more than three hyperbolic equations, we can work out the coordinate of the unknown node. However, hyperbolic equations are highly nonlinear. It is hard to achieve the coordinate directly. In order to avoid solving hyperbolic equations, the LS method is adopted here. Several LS based algorithms have been proposed to improve localization precision. Foy [12] proposes Taylorseries LS (TS-LS) algorithm, which is the most basic iterative estimate algorithm. It needs an initial value. If the initial value isn't suitable, the solution will immerse local minimum, and the algorithm will not converge; Fang algorithm [13] and spherical interpolation (SI) [14] convert the nonlinear hyperbolic equations into a set of linear equations by introducing an intermediate variable; Chan [15] proposed two algorithms, which use two-stage weighted LS for the position of unknown nodes. These two algorithms are referred to as quadratic correction least squares (QCLS) and linear correction least squares (LCLS), respectively, which introduce an intermediate variable and utilize the relation of intermediate variable and anchor nodes to find the solution by minimizing a constrained LS function based on the technique of Lagrange multipliers; Hing [16] has proposed an algorithm, which possessed merits of QCLS and LCLS. The algorithm use the entire measure data to achieve better solution. When the statistic characteristic of measurement error is a Gaussian white noise process and the measurement error is small, the solution approaches optimal. But if the measure error is large, algorithm performance will be destroyed greatly. This paper proposes to use rolling average to decrease measurement errors and adopts unconstrained least squares method for location estimate.
III. PROPOSED ALGORITHM
Suppose there are N anchor nodes in the planar space,which are denoted by (x n , y n ),n = 1, 2, ..., N . In order to localize unknown nodes accurately, the whole sensor networks should achieve time synchronization to some extent in the initial phase. TDOA method can reduce the time synchronization requirement for the sensor network because this method needn't the time synchronization between anchor nodes and unknown nodes. But time synchronization of anchor nodes and time synchronization of unknown nodes still are required. Otherwise, time difference of arrival of different unknown nodes might be recorded, and the measurement error will increase. On the base of time synchronization, we distribute sending packet time slot for each unknown node by time division multiple access (TDMA) method. When the unknown nodes receive the command of localization, they will transmit wireless signal in themselves time slot of each measurement period.
In order to reduce measurement error effects, historical data are smoothed by rolling average method. In each measurement period, the unknown nodes transmit wireless signal in its own time slot. And the time difference of arrival will be obtained by rolling average. Let (x m , y m ) be unknown node coordinate, and anchor node coordinate is (x n , y n ), n = 1, 2, ..., N , and N ≥ 4. Each anchor node has its own ID. Assume T n1 be time difference of arrival between the first anchor node and the other anchor nodes. Then, in the measurement period k, T n1 is,
where K is the number of measurement period. Distance between the first anchor node and the other anchor nodes is denoted by d n1 , which is given by
Where, c is the speed of the signal propagation, N is the total number of anchor nodes.
In practice, the distance measurements obtained are corrupted by noise. For ease of analysis, measurement error e n1 is assumed to be a zero-mean Gaussian white noise process with known variance σ. Then, the corresponding distance between the first anchor node and the other anchor nodes is
From previous hyperbolic equations, we have,
where n = 2, ..., N . Then formula (2) becomes
where n = 2, ..., N .
Hyperbolic equations are highly nonlinear. It is hard to solve directly. In order to avoid solving hyperbolic equations directly, LS method is adopted to obtain the unknown node coordinates as LS method owns unbiasedness and effectivity. Here an intermediate variable R is introduced to denotes distance of unknown node and the first anchor node,that is,
First, transpose the formulae (5),
where n = 2, ..., N Then squaring both sides of the formula (7), yields the following set of equations:
where n = 2, ..., N Formula (8) could be expressed in matrix form as,
and
. . .
Suppose ε is the declination between practical observation value B and the estimate value of the model, Aθ. Then the LS estimate is to minimize object function J,
This leads to the extremum problem. Convert the formula(10) into the following form
In order to minimize the object function J, differentiating J with respect toθ, gives
Then, necessary condition of the minimization of J is to equate the resultant expression to zero, namely
If A satisfies full rank, the solution of formula (13) could be written asθ
Sufficient condition of the minimization of J is
Here, in order to ensure A T A not to be singularity matrix, the number of the anchor nodes should be greater than 3. Then A is full rank, andA T A andθ are uncorrelated, so the above condition is satisfied. And the formula (14) gives the unique solution.
The proposed algorithm achieves average value of time difference by rolling average and use LS method to find the solution. It decreases random error influence to the localization precision. The algorithm is simple, computation is small and the precision is high.
IV. SIMULATION EXPERIMENTS
Simulation experiments are conducted to evaluate the performance of proposed algorithm with five anchor nodes and four unknown nodes.MATLAB is adopted in the following simulation experiments. The anchor nodes are de- Fig. 2 and Fig. 3 show the experimental results of algorithm (CWLS) combined by QCLS and LCLS and proposed algorithm, respectively. figure (b) , the value of each bar represents estimate error of each unknown node. Here, estimate error is defined as the distance between practical position and estimated position, and it is the average value of ten experimental results.
From convergence degree of unknown nodes and error values in the Fig. 2 and Fig. 3 , we could find that the proposed algorithm has higher precision. In the same experiment condition, when there are four anchor nodes and variance 'σ being 2, the average error of CWLS algorithm and proposed algorithm is 4.9532m and 1.6516m, respectively. When there are five anchor nodes and variance σ being 1,2, respectively, the average error of CWLS algorithm is 3.6570m and 8.1739, well, the average error of proposed algorithm is 1.5000m and 2.6135m. So, we can find that proposed algorithm has higher precision in the same of anchor nodes and variance. The main reason is that the proposed algorithm not only inherits excellent characteristic of LS algorithm, but also reduces the influence of the variance σ by rolling average. However when there are five anchor nodes and K being 10, the program running time of CWLS algorithm and proposed algorithm is 0.5501s and 0.7624s. It means the proposed algorithm needs more time than the former. So how to decrease localization time is still a pending question.
V. ERROR ANALYSIS
Now, we discuss the parameters'influence on estimate error, which includes measurement period number K, noise variance σ and anchor node number N .
First, Suppose anchor nodes, unknown nodes and noise are the same as the above experiments. Fig. 4 and Fig. 5 describe the situation when K is 10 and 20, respectively, Fig. 4 and Fig. 5 , it could be found that when K becomes bigger, localization error becomes smaller. But bigger K means the increasing energy consumed in the communications.
The next experiment is to study the effect of parameter σ. The anchor nodes and unknown nodes don't change, K is 10, and σ equals to 1 and 2, respectively. Simulation results are shown in the Fig. 6 and Fig. 7 .
In the Fig. 6 , figure (a) is localization result with σ being 1, and figure (b) is estimate error of unknown nodes. In the The last experiment is implemented to see the the effect of the number of anchor nodes. With the same unknown nodes and K equalling to 10, being 1, we increase the number N of the anchor nodes, and make three experiments. The simulation results are shown in Fig. 8 , Fig. 9 and Fig. 10 .
In Fig. 8 , figure (a) is localization result with N being 5, and figure (b) is estimate error of unknown nodes. Then same experiment is repeated with N being 7 and 8. And the results are plotted in Fig. 9 and Fig. 10 . From the degree of convergence of unknown nodes and error values in the Fig. 8 , Fig. 9 and Fig. 10 , we can see the error of localization will become small with M increasing. VI. CONCLUSION Wireless sensor networks have broad applications, and selflocalization technology is the base of WSNs applications. So Localization in the WSNs has become a very important research point. TDOA can reduce the time synchronization requirement, and don't need the time synchronization between anchor nodes and unknown nodes. LS method has good statistic characters. Rolling average method utilizes historical data to reduce measurement error. The proposed algorithm combines the merits of the three methods. The algorithm is simple, computation is small, and localization precision is higher. These advantages make it much more suitable for the WSNs. Proposed algorithm is demonstrated by the simulation experiments.
