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REPRESENTATIONS OF HECKE ALGEBRAS
AND DILATIONS OF SEMIGROUP CROSSED PRODUCTS
NADIA S. LARSEN AND IAIN RAEBURN
Abstract. We consider a family of Hecke C∗-algebras which can be realised as
crossed products by semigroups of endomorphisms. We show by dilating represen-
tations of the semigroup crossed product that the category of representations of the
Hecke algebra is equivalent to the category of continuous unitary representations of
a totally disconnected locally compact group.
Suppose that M is a subgroup of a group Γ such that |M ∩ γ−1Mγ| is finite for
every γ ∈ Γ; we say that M is an almost normal subgroup or that (Γ,M) is a
Hecke pair. The Hecke algebra H(Γ,M) is a convolution ∗-algebra of functions on
the double coset space M\Γ/M , which can be represented in the commutant of the
quasi-regular representation IndΓM 1 [8]; C
∗-algebraic completions of Hecke algebras
played a fundamental role in the analysis by Bost and Connes of phase transitions
in number theory [2]. Several authors have since investigated classes of C∗-Hecke
algebras which can be realised as semigroup crossed products [13, 1, 3, 11], and these
realisations have provided valuable insight to the work of Bost and Connes [9, 18].
A recent theorem of Hall [5] asserts that, for a large class of Hecke pairs (Γ,M), the
category of nondegenerate representations of the Hecke algebra H(Γ,M) is equivalent
to the category C(Γ,M) of unitary representations of Γ which are generated by their
M-fixed vectors. From an operator-algebraic point of view, C(Γ,M) seems an unusual
category: it is not obvious, for example, whether it is the category of representations
of some familiar C∗-algebra. Here we consider a class of Hecke algebras H(Γ,M)
which can be realised as semigroup crossed products, and show that for these pairs
(Γ,M), a representation of Γ is in C(Γ,M) precisely when it has been dilated from
a representation of the corresponding semigroup crossed product. We then use the
dilation-extension theory of Laca [10] to identify a single locally compact group Γ∞
whose category of continuous unitary representations is equivalent to C(Γ,M).
We begin in §1 by describing a family (Γ,M) of Hecke pairs in which Γ is a semi-
direct product N ⋊ G, M is a normal subgroup of N , and G has the form S−1S for
some subsemigroup S. It is shown in [11], generalising results in [3] and [1], that
the associated Hecke algebra H(Γ,M) is isomorphic to a semigroup crossed product
C∗(N/M)⋊αS. In Theorem 1.1, we show that for each covariant representation (π, V )
of (C∗(N/M), S, α) and each minimal unitary dilation U of V , there is a representation
of N ⋊ G on HU which is generated by its M-fixed vectors; more importantly, we
show that they all arise this way.
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Laca’s analysis of dilations now suggests that we should study the minimal au-
tomorphic dilation of the semigroup system (C∗(N/M), S, α), which is an ordinary
dynamical system (B,G, β) such that C∗(N/M)⋊αS embeds naturally as a full corner
in B ⋊β G. We take for B the C
∗-algebra of a totally disconnected locally compact
completion N∞ of N , so that B⋊βG is the group C
∗-algebra of a semi-direct product
Γ∞ = N∞ ⋊ G which is a completion of N ⋊ G. For the Hecke algebra of Bost and
Connes, our construction yields as N∞ the group Af of finite adeles, as in [10, §3].
Our main Theorem 3.1 says that C(Γ,M) is equivalent to the category of continuous
unitary representations of N∞⋊G, and that this equivalence is implemented by Laca’s
dilation-extension process. To prove this last point, we need a categorical version of
[10, Theorem 2.4], which we provide in the Appendix. The main idea is that the
dilation-extension process can be viewed as the induction process associated to a
Morita equivalence, and hence is automatically an equivalence of categories.
While we have been working on this project, there have been several other devel-
opments in the area. Tzanev [24, Theorem 1.17], and independently Glo¨ckner and
Willis [4], have used a construction of Schlichting [22] to associate to each Hecke pair
(Γ,M) a locally compact completion (Γ,M) which yields the same Hecke algebra.
The completion Γ is totally disconnected, and M is a compact open subgroup; a
uniqueness theorem for such completions [24, Proposition 1.16] implies that, in our
setting, Γ is isomorphic to N∞ ⋊ G. We suspect, however, that our construction of
N∞ as an inverse limit may be helpful in applications (see §4). Our interest in this
subject was aroused by conversations with Steve Kaliszewski, Magnus Landstad and
John Quigg, and they have now obtained Hall’s equivalence as a Morita equivalence
associated to a corner in C∗(Γ) [7]. It is interesting that the Ore condition G = S−1S,
which arises here because it is a crucial hypothesis in both [11] and [10], also appears
in the analyses of [5] and [7].
Acknowledgements. We thank Steve Kaliszewski, Magnus Landstad and John
Quigg for many helpful conversations.
Conventions. We view the C∗-algebra of a group G as the C∗-algebra C∗(G) gen-
erated by a universal unitary representation g 7→ δg: when G is discrete, the δg are
unitary elements of C∗(G) which span a dense subspace of C∗(G), and when G is
locally compact, the δg are unitary multipliers of C
∗(G), δ : G → UM(C∗(G)) is
strictly continuous, and the elements f =
∫
G
f(g)δg dg for f ∈ Cc(G) span a dense
subspace of C∗(G). The map π 7→ π ◦ δ sets up a one-to-one correspondence between
the nondegenerate representations of C∗(G) and the continuous unitary representa-
tions of G; we write πW for the representation of C
∗(G) associated toW : G→ U(H),
so that W = πW ◦ δ.
If ψ : G→ AutN is a homomorphism, we realise the semi-direct product N ⋊ψ G
as the set N ×G with (m, g)(n, h) := (mψg(n), gh). The action ψ of G on N induces
an action ψ∗ of G on C
∗(N) such that (ψ∗)g(δn) = δψg(n). If W : N → U(H) and
U : G→ U(H) are unitary representations, then (πW , U) is a covariant representation
of (C∗(N), G, ψ∗) if and only if UgWnU
∗
g =Wψg(n), and then W ⋊ U : (n, g) 7→ WnUg
is a unitary representation of N ⋊ψ G. All representations of N ⋊ψ G arise this
way: indeed, there is a natural isomorphism of C∗(N ⋊ψ G) onto the crossed product
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C∗(N) ⋊ψ∗ G which carries πW⋊U into the integrated form πW × U of (πW , U). All
this works for discrete groups and for continuous actions on locally compact groups.
1. Hall’s induction process as a dilation
We begin by establishing our notation. Throughout S will be an Ore semigroup;
this means that S is a cancellative semigroup with Ss ∩ St 6= ∅ for all s, t ∈ S, and
implies that S is a subsemigroup of an enveloping group G such that G = S−1S :=
{s−1t : s, t ∈ S}. We suppose that we have an action ψ of G by automorphisms of
another group N , and that there is a normal subgroupM of N such thatM ⊂ ψs(M)
and |M/ψ−1s (M)| <∞ for s ∈ S, and such that⋂
s∈S ψ
−1
s (M) = {e}.(1.1)
It is shown in [11] that M is an almost normal subgroup of the semi-direct product
Γ := N ⋊ψ G, and thus gives rise to a Hecke algebra H(Γ,M). The example to bear
in mind is S = N∗, G = Q∗+, N = Q, ψg(r) = g
−1r, and M = Z, which yields the
Hecke algebra H(Q⋊Q∗+,Z) of Bost and Connes [2].
It was also proved in [11] that there is an action α of S by injective endomorphisms
of C∗(N/M) such that
αs(δnM) =
1
|M : ψ−1s (M)|
∑
{mM∈N/M :ψ−1s (m)M=nM}
δmM .
Every such action α : S → EndA has a crossed product A ⋊α S, which is universal
for covariant representations (π, V ) : (A, S)→ B(H) consisting of a representation V
of S by isometries on H and a nondegenerate representation π of A on H satisfying
π(αs(a)) = Vsπ(a)V
∗
s for a ∈ A, s ∈ S. These semigroup crossed products are studied
in [12] and [17], for example, and that every system of our kind has one is proved
in [10]. A theorem in [11] says that the Hecke algebra H(Γ,M) is isomorphic to the
semigroup crossed product C∗(N/M) ⋊α S; in our motivating example, we recover
the isomorphism H(Q⋊Q∗+,Z)
∼= C∗(Q/Z)⋊α N
∗ used in [13], [9], [14] and [18].
We can study isometric representations of a semigroup by dilating them to unitary
representations of an enveloping group. For abelian semigroups, this construction has
been around for many years, and Laca has recently extended it to Ore semigroups [10].
He proved that for every isometric representation V : S → B(H), there are a Hilbert
space H containing H as a closed subspace and a unitary representation U : G :=
S−1S → B(H) such that Vs = Us|H and
⋃
s∈S U
∗
sH is dense in H [10, Theorem 1.4];
up to unitary equivalence, there is exactly one such minimal unitary dilation U .
Our first theorem shows how dilating representations of the semigroup system
(C∗(N/M), S, α) yields Hall’s category of representations of N ⋊ψ G generated by
their M-fixed vectors.
Theorem 1.1. Let (π, V ) be a covariant representation of (C∗(N/M), S, α) on H,
and suppose that U : G→ U(H) is a minimal unitary dilation of V . Then there is a
unitary representation W of N on H such that
WnU
∗
s h = U
∗
s π(δψs(n)M )h for h ∈ H and s ∈ S;(1.2)
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in particular, H ⊂ HM := {h ∈ H : Wmh = h for all m ∈M}. The pair (W,U)
defines a representation W ⋊ U of N ⋊ψ G which is generated by its space H
M of
M-fixed vectors, and we can recover π as πY , where YnM := Wn|H .
Conversely, suppose X ⋊U : N ⋊ψ G→ U(H) is a unitary representation which is
generated by its space HM of M-fixed vectors. Then V : s 7→ Us|HM is an isometric
representation of S, and U is a minimal unitary dilation of V . With YnM := Xn|HM ,
the pair (πY , V ) is a covariant representation of (C
∗(N/M), S, α) on HM , and apply-
ing the construction of the previous paragraph to (πY , V ) gives W = X.
The proof of this theorem will occupy the rest of the section. For the first part,
suppose (π, V ) is a covariant representation of (C∗(N/M), S, α) on H . We write
π = πY , and the covariance relation translates to
VsYnMV
∗
s =
1
|M : ψ−1s (M)|
∑
{mM∈N/M :ψ−1s (m)M=nM}
YmM for n ∈ N.(1.3)
Saying that U is a minimal dilation of V says that H ⊂ H is invariant for Us, that
Us|H = Vs, and that
⋃
s∈S U
∗
sH is dense in H. To see that there is a well-defined
map Wn satisfying (1.2), we have to prove that if U
∗
s h = U
∗
t k for some s, t ∈ S and
h, k ∈ H , then
U∗s Yψs(n)Mh = U
∗
t Yψt(n)Mk for every n ∈ N .(1.4)
In proving (1.4), the idea is to move out to some larger U∗rH where we can compare
the two sides. Formally, we note that because S is Ore, there are u, v ∈ S such that
us = vt, and then
Vuh = Uuh = Uus(U
∗
s h) = Uvt(U
∗
t k) = Uvk = Vvk.(1.5)
Next, we fix n ∈ N , and note that
{mM ∈ N/M : ψ−1u (m)M = nM} = {ψu(n)pM : p ∈ N and ψ
−1
u (p)M = M}.
Thus the covariance relation (1.3) gives
U∗s (Yψs(n)Mh) = U
∗
usUu(Yψs(n)Mh) = U
∗
usVu(Yψs(n)MV
∗
u Vuh)
= U∗us
( 1
|M : ψ−1u (M)|
∑
{mM :ψ−1u (m)M=ψs(n)M}
YmM
)
Vuh
= U∗usYψus(n)M
( 1
|M : ψ−1u (M)|
∑
{pM :ψ−1u (p)M=M}
YpM
)
Vuh
= U∗usYψus(n)M (VuYMV
∗
u )Vuh = U
∗
usYψus(n)M (VuV
∗
u )Vuh
= U∗usYψus(n)M (Vuh).
A similar computation shows that U∗t (Yψt(n)Mk) = U
∗
vtYψvt(n)M (Vvk), which by (1.5)
is also equal to U∗usYψus(n)M (Vuh). This gives (1.4).
We have now shown that there is a well-defined mapWn on
⋃
U∗sH satisfying (1.2).
It is easy to check that Wn is linear and isometric on each U
∗
sH , and hence it extends
REPRESENTATIONS OF HECKE ALGEBRAS 5
to an isometry on H; since WmWn = Wmn, W is a unitary representation of N . For
h ∈ H and s, t ∈ S, we have
UsWnU
∗
s (U
∗
t h) = UsU
∗
tsYψts(n)Mh = U
∗
t Yψt(ψs(n))Mh = Wψs(n)(U
∗
t h),
so that UsWnU
∗
s = Wψs(n). Since every g ∈ G has the form g = s
−1t for s, t ∈ S,
it follows that UgWnU
∗
g = Wψg(n) for every g ∈ G, and hence the pair (W,U) does
indeed define a representation W ⋊ U of N ⋊ψ G. For m ∈ M we have Wmh = h
for h ∈ H ; thus H ⊂ HM , and the density of
⋃
U∗sH in H implies that W ⋊ U is
generated by its M-fixed vectors. That Wnh = YnMh for h ∈ H is clear from (1.2).
We have now proved the first part of Theorem 1.1. For the converse, we start with
a representation X ⋊U of N ⋊ψ G on H which is generated by H
M . For m ∈ M and
h ∈ HM , we have Xm(Xnh) = Xn(Xn−1mnh) = Xnh, so Xnh ∈ H
M ; thus X|HM is
a unitary representation of N which defines a representation Y of N/M , as claimed.
For m ∈ M and s ∈ S, we have Xm(Ush) = Us(Xψ−1s (m)h) = Ush, so Us also leaves
HM invariant, and Vs := Us|HM defines an isometric representation of S. Since H is
generated by HM , the space H0 :=
⋃
(n,g)∈N⋊G UgXnH
M is dense in H; since both X
and U |S leave H
M invariant and G = S−1S, we have H0 =
⋃
s∈S U
∗
sH
M . Thus U is a
minimal unitary dilation of V .
To verify covariance of (πY , V ), we need the following standard lemma about rep-
resentations of finite groups.
Lemma 1.2. Let R : G0 → U(H) be a representation of a finite group G0 on a
Hilbert space H. Then |G0|
−1
∑
g∈G0
Rg is the orthogonal projection on the subspace
of G0-fixed vectors.
Corollary 1.3. Let s ∈ S and suppose F ⊂ M contains one representative of each
coset in {mM ∈ N/M : ψ−1s (m)M = M}. Then |M : ψ
−1
s (M)|
−1
∑
m∈F Xm|U∗sHM is
the projection Ps of U
∗
sH
M on HM .
Proof. For m ∈ M , s ∈ S and h ∈ HM , we have Xm(U
∗
s h) = U
∗
s (Xψs(m)h), which
belongs to U∗sH
M because HM is invariant for X . Similarly, we have
Xψ−1s (m)U
∗
s h = U
∗
sXψs(ψ−1s (m))h = U
∗
sXmh = U
∗
s h,
so X|ψ−1s (M) ≡ 1 on U
∗
sH
M . Thus X induces a representation R of M/ψ−1s (M) on
U∗sH
M . The space of R-fixed vectors is HM , and hence the result follows from Lemma
1.2.
We verify covariance of (πY , V ) by checking (1.3). With the notation of Corol-
lary 1.3, the solutions of ψ−1s (m)M = nM in ψs(M)/M are {ψs(nm)M : m ∈ F}.
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Thus applying the right-hand side of (1.3) to h ∈ HM gives( 1
|M : ψs−1(M)|
∑
m∈F
Yψs(nm)M
)
h =
1
|M : ψ−1s (M)|
∑
m∈F
Xψs(nm)h(1.6)
=
1
|M : ψ−1s (M)|
∑
m∈F
UsXnmU
∗
s h
= UsXn
( 1
|M : ψ−1s (M)|
∑
m∈F
Xm
)
U∗s h
= UsXnPsU
∗
s h,
where we used Corollary 1.3 at the last step. Now note, first, that PsU
∗
s h ∈ H
M ,
so XnPsU
∗
s h = YnMPsU
∗
s h, and, second, that PsU
∗
s is the adjoint of Vs = Us|HM in
B(HM). Thus UsXnPsU
∗
s h = VsYnMV
∗
s h, and it follows from (1.6) that (πY , V ) is a
covariant representation of (C∗(N/M), S, α).
Finally, that we recover W = X from the construction of the first part follows from
Equation (1.2), the covariance of (πX , U), and the definition of YnM as the restriction
of Xn: for h ∈ H
M ,
Wn(U
∗
s h) = U
∗
s πY (δψs(n)M )h = U
∗
s Yψs(n)Mh = U
∗
sXψs(n)h = Xn(U
∗
s h).
This completes the proof of Theorem 1.1.
2. The minimal automorphic dilation
Theorem 1.1 tells us that we are interested in dilations of representations of the
semigroup dynamical system (C∗(N/M), S, α). Laca’s analysis in [10, §2] says that
we should therefore be looking at the minimal automorphic dilation (B,G, β) of
(C∗(N/M), S, α), which is an automorphic dynamical system such that B ⋊β G con-
tains C∗(N/M)⋊α S as a full corner. The minimal dilation (B,G, β) is characterised
up to isomorphism by the existence of an embedding i : C∗(N/M) → B such that
βs ◦ i = i ◦ αs for s ∈ S and
⋃
s∈S β
−1
s ◦ i(C
∗(N/M)) is dense in B [10, Theorem 2.1].
To identify the minimal automorphic dilation, we build a candidate for the dilation
and apply [10, Theorem 2.1]. This was previously done for (C∗(Q/Z),N∗, α) in [10,
§3]; the dilation of this system is based on the algebra C0(Af ) of functions on the
abelian group Af of finite adeles, and the argument justifying this in [10] uses the
Fourier transform and standard properties of the adeles. Here our main task is to
show that in the situation of §1 there is a good analogue of Af ; this construction may
be of interest in its own right (see §4). Because N/M need not be abelian, we avoid
the Fourier transform, and work directly with group C∗-algebras.
Because it is Ore, the generating semigroup S directs G: g ≤r h⇐⇒ h ∈ Sg. (The
subscript r in ≤r reminds us that the relation ≤r is right-invariant.) If s, t ∈ S satisfy
s ≤r t, then t = rs for some r ∈ S, and ψ
−1
t (M) = ψ
−1
s (ψ
−1
r (M)) ⊂ ψ
−1
s (M). Thus
the quotient maps
πst : N/ψ
−1
t (M)→ N/ψ
−1
s (M)
form an inverse system over the directed set (S,≤r). We denote by π
s the canonical
homomorphism of the inverse limit N∞ := lim←−N/ψ
−1
s (M) into N/ψ
−1
s (M), so that
REPRESENTATIONS OF HECKE ALGEBRAS 7
πs = πst ◦ π
t for s ≤r t. We often view N∞ as the subgroup of the direct product∏
s∈S N/ψ
−1
s (M) consisting of the families (xs) satisfying the compatibility relations
πst (xt) = xs for s ≤r t; this viewpoint shows that, because each π
s
t is surjective, so is
each πs. For each n ∈ N , we can define a compatible family by ns := nψ
−1
s (M), and
this gives a canonical homomorphism j of N into N∞; the property (1.1) implies that
j is injective.
Since M is normal in N , the quotients M/ψ−1s (M) are normal in N/ψ
−1
s (M), and
the inverse limit K := lim←−M/ψ
−1
s (M) is a normal subgroup of N∞. Because each
M/ψ−1s (M) is finite, K is a compact topological group. The open neighbourhoods
of the identity in K are the neighbourhood basis for a unique locally compact group
topology on N∞ (this follows from [6, Theorem 4.5], for example). In this topol-
ogy, K is a compact open normal subgroup of N∞, and this has some immediate
consequences:
Lemma 2.1. Suppose a locally compact group G has a compact open normal subgroup
K. Then G is unimodular, and a homomorphism of G into a topological group is
continuous if and only if it is continuous on K.
Proof. To define a Haar integral on G, we take a Haar measure µ on K, a family {gi}
of coset representatives for G/K, and define∫
G
f(g) dg =
∑
i
∫
K
f(gik) dµ(k);
it is easy to check that this does not depend on the choice of coset representatives. If
t ∈ G, then {tgi} is another set of coset representatives, so the integral is left-invariant;
since the automorphism k 7→ t−1kt preserves Haar measure on the compact group
K, and since {git} is another set of coset representatives, it is also right-invariant.
To verify the comment on continuity of homomorphisms, consider a convergent net
gi → g, and notice that gig
−1 converges to e and is eventually in K.
In our situation, it follows that the homomorphism πe is continuous, and hence
induces an isomorphism of the locally compact quotient N∞/K onto the discrete
group N/M . Since the cylinder sets {k : πs(k) = mψ−1s (M)} form a basis for the
topology on K, the image j(M) of M under the embedding j is dense in K; since
πe(j(n)) = nM and ker πe = K, every element of N∞ has the form j(n)k for some
k ∈ K, and it follows easily that j(N) is dense in N∞.
Examples 2.2. (a) Fix a prime p, and take S = N (under addition), G = Z, N =
Z[p−1], ψn(r) = p
−nr, and M = Z. Then K = lim←−Z/p
lZ is the additive group in
the ring Zp of p-adic integers, and N∞ is the additive group in the field Qp of p-adic
rationals.
(b) We take S = N∗, G = Q∗+, N = Q, ψg(r) = g
−1r, and M = Z, so that the
semigroup system is the one which gives the Bost-Connes Hecke algebra [13]. Since the
operation in N∗ is multiplication, the direction on N∗ is given by n ≤r m ⇐⇒ n |m.
We claim that K =: lim←−Z/nZ is the additive group of integer adeles Z, which is by
definition the product
∏
p Zp over all primes p, and Q∞ := lim←−Q/nZ is the additive
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group in the ring Af of finite adeles, which is by definition the restricted direct product
Af :=
∏
p(Qp,Zp) :=
{
(xp) ∈
∏
pQp : xp ∈ Zp for all but finitely many p
}
(see [21, Chapter 5], for example).
To check the first claim, note that for each fixed p, the map (xn) 7→ (xpl) is a
continuous homomorphism of K = lim←−Z/nZ into Zp = lim←−Z/p
lZ. Thus the map
φ : (xn) 7→ ((xpl)) is a continuous homomorphism of K into Z. If φ((xn)) = 0,
and n ∈ N∗ has prime factorisation n =
∏
plp, then xn ≡ xplp ≡ 0 (mod p
lp) for
all p, and xn ≡ 0 (mod n); thus φ is injective. It is also surjective: if ((xpl)) ∈ Z,
and for n =
∏
plp we take xn to be the unique solution (mod n) of the congruences
xn ≡ xplp (mod p
lp) guaranteed by the Chinese Remainder Theorem, then (xn) is
a compatible family with φ((xn)) = ((xpl)). Since the range of φ is compact, the
inverse is continuous too, and φ is the required isomorphism. In fact, because each
coordinate map is a ring homomorphism, φ is an isomorphism of compact topological
rings, and it carries the image j(n) of each integer n into the element (jp(n)) of the
product determined by the embeddings jp : Z→ Zp.
Since Q =
⋃
m∈Nm
−1Z, the group Q∞ is the union of the subgroups m
−1K, each of
which is isomorphic to K via the maps x 7→ mx. Similarly,
∏
p(Qp,Zp) is the union
of the subgroups m−1Z, where m−1 is the inverse of the element (jp(m)) of
∏
Qp;
since jp(m) is a unit in Zp for all but finitely many p, the inverse makes sense in the
restricted product. Now we define µm : m
−1K → m−1Z by µm(x) := m
−1φ(mx). If n
dividesm, saym = kn, and x ∈ n−1K ⊂ m−1K, then nx ∈ K and the multiplicativity
of φ gives
µkn(x) = (kn)
−1φ(knx) = (kn)−1φ(j(k))φ(nx)
= (kn)−1(jp(k))φ(nx) = n
−1φ(nx) = µn(x).
So the µm combine to give a well-defined isomorphism µ of Q∞ onto Af =
⋃
mm
−1Z.
Because µ|K = φ is a homeomorphism, so is µ, and we have proved the second claim.
The automorphic dilation which we seek will be based on the C∗-algebra of the
locally compact group N∞. To describe the action, recall that the automorphisms
ψt are isomorphisms of ψ
−1
st (M) onto ψ
−1
s (M) for every s ∈ S, and hence induce
isomorphisms of N/ψ−1st (M) onto N/ψ
−1
s (M). To avoid excessive twiddling, we use
ψt to denote these and other homomorphisms induced by ψt.
Lemma 2.3. There is an action θ of G by continuous automorphisms of N∞ such
that πs ◦ θt = ψt ◦ π
st for every s, t ∈ S, and we then have j ◦ ψt = θt ◦ j : N → N∞.
Proof. For fixed t, we apply the universal property of the inverse limit to the family
ψt ◦ π
st : N∞ → N/ψ
−1
s (M) to obtain an endomorphism θt of N∞ such that π
s ◦ θt =
ψt ◦π
st for every s. Applying the same universal property to ψ−1t ◦π
s gives an inverse
for θt, so it is an automorphism. Since the homomorphisms ψ
−1
t ◦ π
s are continuous
on K and take values in M/ψ−1st (M), the universal property of the topological inverse
limit K = lim←−M/ψ
−1
s (M) implies that θ
−1
t is continuous on K; since K is compact,
this implies that θ−1t is a homeomorphism ofK onto its image (π
t)−1(e). Because both
K and (πt)−1(e) are compact open subgroups of N∞, this is enough to ensure that θ
−1
t
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and θt are continuous. To see that j◦ψt = θt◦j, check that π
s(j◦ψt(n)) = π
s(θt◦j(n))
for all s ∈ S and n ∈ N .
The action θ of G on N∞ induces an action θ∗ : G → AutC
∗(N∞), which will be
the action in our dilated system. We now describe the embedding of C∗(N/M) in
C∗(N∞):
Lemma 2.4. Choose the Haar measure µ on N∞ such that µ(K) = 1. Then χK ∈
L1(N∞, dµ) ⊂ C
∗(N∞) is a projection in C
∗(N∞), and there is a unital embedding i
of C∗(N/M) in χKC
∗(N∞)χK such that i(δnM) = χj(n)K for all n ∈ N .
Proof. For x, y, z ∈ N∞, we have
χxK ∗ χyK(z) =
∫
N∞
χxK(w)χyK(w
−1z) dµ(w)
=
∫
N∞
χK(x
−1w)χyK(w
−1z) dµ(w)
=
∫
K
χyK(w
−1x−1z) dµ(w).
Now because K is normal in N∞, we have
w−1x−1z ∈ yK and w ∈ K ⇐⇒ Kx−1z = yK and w ∈ K
⇐⇒ x−1zK = yK and w ∈ K
⇐⇒ zK = xyK and w ∈ K.
Thus
χxK ∗ χyK(z) =
{∫
K
χK(z) dµ(z) if zK = xyK
0 otherwise
= χxyK(z).
This implies in particular that χ2K = χK in C
∗(N∞). Since N∞ is unimodular, we
trivially have χ∗K = χK , so χK is a projection in C
∗(N∞). The above calculation shows
that the elements χxK lie in the corner χKC
∗(N∞)χK , and that the map xK 7→ χxK
is a homomorphism of N∞/K into the unitary group of the corner. Composing with
the isomorphism nM 7→ j(n)K of N/M onto N∞/K gives a homomorphism on N/M ,
and the integrated form i of this homomorphism has the required property.
Theorem 2.5. The system (C∗(N∞), G, θ∗) is a minimal automorphic dilation of the
semigroup system (C∗(N/M), S, α): the homomorphism i : C∗(N/M) → C∗(N∞) of
Lemma 2.4 is injective and satisfies i ◦ αs = (θ∗)s ◦ i for s ∈ S, and the union of the
subalgebras (θ∗)
−1
s (i(C
∗(N/M))) is dense in C∗(N∞).
We need to know how θ∗ acts on the dense ∗-subalgebra L
1(N∞):
Lemma 2.6. For f ∈ L1(N∞) ⊂ C
∗(N∞) and s ∈ S, we have
(θ∗)s(f) = |θs(K) : K|
−1(f ◦ θ−1s ) = |M : ψ
−1
s (M)|
−1(f ◦ θ−1s ).(2.1)
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Proof. If µ is a Haar measure on N∞, so is E 7→ µ(θs(E)), and hence there exists
c ∈ (0,∞) such that µ◦θs = cµ; plugging in E = K shows that c = |θs(K) : K|. Now
θs(K) = lim←−ψs(M)/ψ
−1
t (M) and K = lim←−M/ψ
−1
t (M), and each M/ψ
−1
t (M) has the
same index in ψs(M)/ψ
−1
t (M), so we have
|θs(K) : K| = |ψs(M) : M | = |M : ψ
−1
s (M)|
(this follows from [15, Lemma 3.6], for example). This implies that∫
f ◦ θs dµ = |θs(K) : K|
−1
∫
f dµ = |M : ψ−1s (M)|
−1
∫
f dµ(2.2)
for f = χE , and we can extend (2.2) to f ∈ L
1(N∞) by the usual bootstrap arguments.
Applying (2.2) to (θ∗)s(f) =
∫
f(x)δθs(x) dµ(x) ∈ C
∗(N∞) gives (2.1).
Proof of Theorem 2.5. To see that i is injective, let π = πW be a faithful representa-
tion of C∗(N/M). Then for n ∈ N , we have
πW◦pie(i(δnM)) =
∫
N∞
χj(n)K(x)W ◦ π
e(x) dµ(x)
=
∫
K
W ◦ πe(j(n)x) dµ(x)
=WnM
(∫
K
W ◦ πe(x) dµ(x)
)
,
which is just WnM because K = ker π
e and µ(K) = 1. Thus the representation πW
factors as πW◦pie ◦ i, and i must be injective.
To verify that i ◦ αs = (θ∗)s ◦ i, let nM ∈ N/M . Then
i ◦ αs(δnM) = |M : ψ
−1
s (M)|
−1
∑
{mM :ψ−1s (mM)=nM}
χj(m)K .
The cosets mM such that ψ−1s (mM) = nM are disjoint, with union ψs(nM) ⊂ N ;
the corresponding cosets j(m)K = (πe)−1(mM) in N∞ are also disjoint, with union
θs(j(n)K). Thus from Lemma 2.6 we have
i ◦ αs(δnM) = |M : ψ
−1
s (M)|
−1χθs(j(n)K) = |M : ψ
−1
s (M)|
−1χj(n)K ◦ θ
−1
s
= (θ∗)s(χj(n)K) = (θ∗)s ◦ i(δnM),
which implies that i ◦ αs = (θ∗)s ◦ i on all of C
∗(N/M).
For the minimality, we use Lemma 2.6 again to see that
(θ∗)
−1
s (i(δnM )) = (θ
−1
s )∗(χj(n)K)(2.3)
= |K : θ−1s (K)|χj(n)K ◦ θs
= |K : θ−1s (K)|χ(pis)−1(ψ−1s (nM)).
Since the cylinder sets {(πs)−1(z) : z ∈ M/ψ−1s (M)} form a basis of compact open
sets for the topology on K, the sets
{(πs)−1(ψ−1s (nM)) : n ∈ N}
form a basis of compact open sets for the topology on N∞. Thus the functions (2.3)
span a dense subspace of Cc(N∞) ⊂ L
1(N∞), and hence also of C
∗(N∞).
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3. The main theorem
We now identify the category of representations of N ⋊ψG which are generated by
their M-fixed vectors. We retain the notation of the previous sections. In particular,
we recall from Lemma 2.3 that the embedding j : N → N∞ intertwines the actions ψ
and θ of G, and hence induces an embedding of N ⋊ψ G as a dense subgroup of the
locally compact group N∞ ⋊θ G. We identify N ⋊ψ G with its image in N∞ ⋊θ G.
Theorem 3.1. Restriction from N∞ ⋊θ G to N ⋊ψ G is an equivalence between the
categories of continuous unitary representations of N∞⋊θ G and the category of uni-
tary representations of N ⋊ψ G which are generated by their M-fixed vectors. Both
categories are equivalent to the category of representations of C∗(N/M)⋊α S.
Proof. Since N⋊ψG is dense in N∞⋊θG, an operator intertwines two representations
of N∞ ⋊θ G if and only if it intertwines their restrictions to N ⋊ψ G. So for the first
part, it suffices to prove that every restriction is generated by its M-fixed vectors,
and that every representation of N ⋊ψ G which is generated by its M-fixed vectors
extends to a representation of N∞ ⋊θ G.
Suppose W ⋊ U is a continuous unitary representation of N∞ ⋊θ G on H. Since
C∗(N∞) =
⋃
s∈S(θ∗)
−1
s (i(C
∗(N/M))) acts nondegenerately, the representation is gen-
erated by the vectors in πW (i(1C∗(N/M)))H. But i(1C∗(N/M)) = χK , so for m ∈M , we
have
Wj(m)πW (i(1C∗(N/M))) = Wj(m)
(∫
K
Wk dµ(k)
)
=
∫
Wj(m)k dµ(k)
= πW (i(1C∗(N/M))),
and hence W ⋊ U |M = W ◦ j|M fixes πW (i(1C∗(N/M)))H.
Next suppose that X⋊U is a unitary representation of N ⋊ψG which is generated
by its space HM ofM-fixed vectors. From Theorem 1.1, we know that U is a minimal
dilation of V := U |HM , and if we set YnM := Xn|HM , then (πY , V ) is a covariant
representation of (C∗(N/M), S, α) on HM . Because (C∗(N∞), G, θ∗) is a minimal
dilation of (C∗(N/M), S, α), we know from [10, Lemma 2.3] that there is a unique
representation π of C∗(N∞) on H such that (π, U) is a covariant representation of
(C∗(N∞), G, θ∗) and π ◦ i|HM = πY . Let W be the continuous unitary representation
of N∞ such that π = πW ; we claim that W ⋊ U is the required continuous unitary
representation of N∞ ⋊θ G. It suffices to see that W |N = X , or equivalently that
W ◦ j = X . Let n ∈ N , and note that
π ◦ i(δnM) = π(χj(n)K) =Wj(n)π(χK) = Wj(n)π ◦ i(1C∗(N/M)).
The relation π ◦ i|HM = πY implies that π ◦ i(1C∗(N/M)) is the identity on H
M , and
hence that
Wj(n)|HM = π ◦ i(δnM)|HM = YnM .
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Thus for s ∈ S and h ∈ HM , we have
Wj(n)U
∗
s h = U
∗
sWθs(j(n))h = U
∗
sWj(ψs(n))h = U
∗
s Yψs(n)Mh
= U∗sXψs(n)h = XnU
∗
s h,
which implies Wj(n) = Xn because
⋃
U∗sH
M is dense in H.
The last assertion follows from Theorem 2.5 and Theorem A.1.
4. Examples
As we mentioned in the introduction, our construction of N∞ ⋊ G as an inverse
limit seems to be a little different from that used by Schlichting and other authors,
and may have some advantages. The presentation of the additive adeles Af as the
inverse limit lim←−Q/nZ over the directed set N
∗, for example, is a little unusual. Here
we shall see how it quickly gives the self-duality of Af , and use similar arguments
to produce a family of self-dual locally compact abelian groups from the examples
considered in [3] and [16].
Example 4.1. We use the descriptions Af = lim←−Q/nZ and Z = lim←−Z/nZ from Ex-
ample 2.2. We begin by recalling that the pairings 〈k, r〉 := exp(2πikr) of Z/nZ with
1
n
Z/Z induce isomorphisms of Z/nZ onto ( 1
n
Z/Z)∧. These pairings are compatible
with the bonding maps Z/mZ→ Z/nZ, which are given by reduction mod n when n
divides m, and with the inclusions of 1
n
Z/Z in 1
m
Z/Z; thus they induce a continuous
isomorphism Φ of Z onto (Q/Z)∧ = (lim−→
1
n
Z/Z)∧ = lim←−(
1
n
Z/Z)∧ such that
Φ(x)(r) = 〈πn(x), r〉 = e2piipi
n(x)r for r ∈ 1
n
Z/Z ⊂ Q/Z.(4.1)
Now for x = (xn)n∈N ∈ Af , let dx be the denominator of π
0(x) in Q/Z. A straight-
forward calculation shows that
〈x, y〉 := e2piipi
n(x)pin(y)(4.2)
is the same for each n which is divisible by both dx and dy. For fixed x ∈ Af , the
map 〈x, ·〉 : Af → T is a homomorphism. Since 〈x, ·〉 is identically 1 on dxZ, it is
continuous on this compact open subgroup of Af , and hence is continuous on Af
by Lemma 2.1. It follows that Ψ : x 7→ 〈x, ·〉 is a homomorphism of Af into Âf .
Note that Ψ takes Z onto Z⊥ ∼= (Af/Z)
∧ ∼= (Q/Z)∧, and coincides on Z with the
continuous isomorphism Φ of (4.1). The induced homomorphism q of Q/Z ∼= Af/Z
into Âf/Z
⊥ ∼= Ẑ is given by q(r)(z) = 〈z, r〉 = exp (2πiπn(z)r) for r ∈ 1nZ/Z and
z ∈ Z; it is therefore the dual of the isomorphism in (4.1), and in particular is an
isomorphism. We deduce, first, that Ψ is a group isomorphism, and, second, that
both Ψ and Ψ−1 are continuous on compact open subgroups, and hence continuous
everywhere.
Example 4.2. Let F and M be commuting matrices in GLd(Z) such that detF 6= 1,
detM 6= 1 and (detF, detM) = 1. Let S = N2, N =
⋃
m,n F
−mM−nZd ⊂ Qd,
and define ψ : Z2 → AutN by ψk,l = F
−kM−l. The subgroup Zd of N satisfies
Zd ⊂ ψm,n(Z
d), Equation (1.1) and
|Zd : FmMnZd| = (detF )m(detM)n <∞ for all (m,n) ∈ N2
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(see [3, §4.4] and [16, Example 3.6]). The construction of §2 yields
N∞ = lim←−N/(F
mMnZd) and K = lim←−Z
d/(FmMnZd),
with N∞/K ∼= N/Z
d = lim−→ (F
−mM−nZd)/Zd. Let N t∞ and K
t be the groups obtained
by applying the same construction to the transposes F t and M t.
Following the previous example, we fix (m,n) ∈ N2, and note that the usual pairing
(w, k) 7→ exp(2πiw·k) ofRd/Zd with Zd implements an isomorphism of Zd/(FmMnZd)
onto ((F t)−m(M t)−nZd)/Zd)∧; these isomorphisms combine to give a continuous iso-
morphism Φ of K onto (N t/Zd)∧. Now for x ∈ N∞, we choose the smallest (m0, n0)
such that π0(x) ∈ (F−m0M−n0Zd)/Zd. The number f(x, y) := 〈πm,n(x), πm,n(y)〉 is
constant for (m,n) ≥ (m0, n0), and x 7→ f(x, ·) induces a homomorphism Ψ of N∞
into (N t∞)
∧ which restricts to the isomorphism Φ of K onto (Kt)⊥ ∼= (N t∞/K
t)∧ ∼=
(N t/Zd)∧. The argument of the previous example shows that Ψ is an isomorphism of
the topological group N∞ onto (N
t
∞)
∧.
The construction of the previous paragraph shows in particular that the locally
compact abelian group N∞ is self-dual whenever F = F
t and M =M t.
Appendix A. Dilation and induction
Let α : S → EndA be an action of an Ore semigroup S by endomorphisms of a
C∗-algebra A. For simplicity, we assume that A has an identity, but not that the
αs preserve it. (If analogues of these results for endomorphic actions on nonunital
algebras are required, it should be possible to obtain them using the techniques of
[19, §4].) We consider the minimal automorphic dilation (B,G, α) of (A, S, α), and
write i for the embedding of A in B.
The crossed product B⋊βG is generated by a copy of B and a copy {us : s ∈ G} of
G in UM(B ⋊β G); elements of the form {bus : b ∈ B, s ∈ G} span a dense subspace
of B ⋊β G. We denote by p = i(1A) the image of the identity of A in B. Then for
s ∈ S,
usp = βs(i(1A))us = i(αs(1A))us = i(1A)i(αs(1A))us = pusp,
so vs := usp defines an isometric representation v of S in p(B⋊βG)p; the pair (i, v) is
a covariant representation of (A, S, α) in p(B⋊βG)p. It is shown in [10, Theorem 2.4]
that p is a full projection in M(B), and that i× v is an isomorphism of A⋊α S onto
p(B ⋊β G)p. We identify A⋊α S with the corner p(B ⋊β G)p using i× v.
The crucial step in the proof of [10, Theorem 2.4] is what Laca calls the dilation-
extension of a covariant representation (π, V ) to a covariant representation (ρ, U)
of (B,G, β): indeed, if U : G → U(H) is any minimal unitary dilation of V , then
there is a compatible representation ρ of B on H [10, Lemma 2.3]. To undo the
extension-dilation process, we restrict Us to the invariant subspace ρ(p)HU , and com-
press the representation ρ ◦ i to obtain a representation of A on ρ(p)H; we call the
resulting covariant representation of (A, S, α) the restriction-compression of (ρ, U).
Restriction-compression is a functor RC from the category of covariant representa-
tions of (B,G, β) to the category of covariant representations of (A, S, α), or, equiv-
alently, from the representations of B ⋊β G to the representations of A⋊α S.
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The main result of this Appendix is the following strengthening of [10, Theo-
rem 2.4].
Theorem A.1. Let α be an action of an Ore semigroup S by injective endomor-
phisms of a unital C∗-algebra A, and let (B,G, β) be a minimal automorphic dilation
of (A, S, α). Then Laca’s dilation-extension construction implements an equivalence
between the category of representations of A⋊α S and the category of representations
of B ⋊β G; the inverse is given by restriction-compression.
To verify that Laca’s construction defines a functor, we recognise it as the inducing
construction associated to the imprimitivity bimodule X := (B ⋊β G)p, and define
the dilation-extension of a representation π × V of A⋊α S to be X-Ind(π × V ); the
general theory of Rieffel then says that X-Ind is an equivalence of categories [20,
Theorem 3.29]. To prove the theorem, therefore, we have to verify that X-Ind imple-
ments Laca’s dilation-extension, and that the inverse functor, which is the induction
process X˜-Ind associated to the dual bimodule X˜ of [20, §3.2], is naturally equivalent
to restriction-compression.
Lemma A.2. Suppose that (π, V ) is a covariant representation of (A, S, α) on H.
Let X-Ind(π × V ) be the induced representation of B ⋊ G on X ⊗A⋊αS H, which
satisfies X-Ind(π × V )(d)(x ⊗ h) = (d · x) ⊗ h for d ∈ B ⋊ G and x ∈ X. Write
X-Ind(π×V ) = σ×W . ThenW is a minimal unitary dilation of V , and σ◦i|i(1)H = π.
Proof. Since 〈p, p〉A⋊S = p is the identity in A ⋊α S, φ(h) := p ⊗ h defines an
isometric embedding φ of H in X ⊗A⋊S H . The equation vs = pusp = usp implies
that φ(Vsh) = Wsφ(h), so W is a dilation of V . To see that it is minimal, note that
the elements of the form u∗si(a)ut span a dense subspace of B ⋊β G, and hence the
elements of the form (u∗si(a)utp)⊗ h span a dense subspace of X ⊗A⋊S H . But
(u∗si(a)utp)⊗ h = u
∗
si(a)vt ⊗ h = u
∗
sp⊗ π(a)Vth = W
∗
s (φ(π(a)Vth))
belongs to W ∗s (φ(H)), so it follows that
⋃
W ∗s (φ(H)) is dense in X ⊗A⋊S H . Finally,
for a ∈ A and h ∈ H , we have
σ(i(a))(φ(h)) = (i(a)p)⊗ h = p⊗ π(a)h = φ(π(a)h),
which gives the last observation.
Remark A.3. At first sight it might seem strange that the Hilbert space of the dilation
is determined by V alone. However, this also happens for induced representations of
dynamical systems: if β : G→ AutB, H is a subgroup of G, and (π, U) is a covariant
representation of (B,H, β), then the induced representation IndB⋊GB⋊H(π × U) acts in
the Hilbert space of IndGH U (see [23]).
Next we show that the functor X˜-Ind is naturally equivalent to the restriction-
compression functor. It is helpful to note that ♭(dp) 7→ pd∗ is an isomorphism of
X˜ := {♭(x) : x ∈ X} onto p(B ⋊β G).
Lemma A.4. For each covariant representation (ρ, U) of (B,G, β) on HU , the map
Θρ,U : pd⊗h 7→ ρ×U(pd)h extends to a unitary operator X˜⊗B⋊GHU → ρ(p)HU which
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implements an equivalence between X˜-Ind(ρ× U) and RC(ρ, U). The isomorphisms
Θρ,U implement a natural equivalence between X˜-Ind and RC.
Proof. The map Θρ,U is isometric because the inner product on X˜ ⊗B⋊GHU is given
by (
pd⊗ h | pd⊗ h
)
=
(
ρ× U(〈pd, pd〉B⋊G)h | h
)
HU
=
(
ρ× U(d∗pd)h | h
)
HU
;
it is onto because ρ× U is nondegenerate. A routine calculation shows that
Θρ,U
(
X˜-Ind(ρ× U)(c)(pd⊗ h)
)
= RC(ρ, U)(c)(Θρ,U(pd⊗ h))
for c ∈ A⋊ S and pd⊗ h ∈ X˜ ⊗B⋊G HU .
To check naturality, suppose T : HU → HW intertwines ρ × U and σ ×W . The
morphism RC(T ) is just the restriction of T , so
RC(T ) ◦Θρ,U(pd⊗ h) = T (ρ× U(pd)h) = σ ×W (pd)(Th) = Θσ,W (pd⊗ Th),
which is Θσ,W
(
X˜-Ind(T )(pd⊗ h)
)
.
Theorem A.1 now follows from Rieffel’s general result, Lemma A.2, and Lemma A.4.
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