We give an example of the failure of homogenization for a viscous Hamilton-Jacobi equation with non-convex Hamiltonian.
Introduction
We consider the problem of stochastic homogenization for viscous Hamilton-Jacobi equations. Let H : R n × R n × Ω → R (n ≥ 1) which is a stationary ergodic random field on the probability space (Ω, F, P). To that function H, named Hamiltonian, we associate an equation called Hamilton-Jacobi equation ∂ t u ε (t, x, ω) + H ∇u ε (t, x, ω),
where ε > 0.
The question of stochastic homogenization is to study the convergence properties of u ε , as ε goes to 0. When H is periodic (Lions, Papanicolaou and Varadhan [17] ), when H is convex (Souganidis [21] and Rezakhanlou and Tarver [20] ), or when H is positively homogeneous in the gradient variable and the law of H satisfies a finite range of dependence condition (Armstrong and Cardaliaguet 2015 [1] ), u ε converges P-almost surely and locally uniformly in (t, x) to the unique solution of a system of the form : ∂ t u(t, x, ω) +H(∇u(t, x)) = 0 in (0, +∞) × R n u(0, x) = u 0 (x) in R n (2) whereH is called the effective Hamiltonian. In the non-viscous case, dimension at least 2 and general stationary ergodic environment, homogenization may fail without the convexity assumption (work of the third author [23] ). The question of the convergence for the viscous Hamilton-Jacobi equation without convexity has remained open. Several recent works have given examples of non-convex Hamiltonians where homogenization holds [1, 6, 16, 22] . In this note we extend the work of the third author [23] and show that homogenization may fail for (1) , with all the standard assumptions of the literature except convexity. Theorem 1. There exists a Hamiltonian h : R 2 → R, Lipschitz continuous and coercive, and a stationary and ergodic random field c : R 2 → R, bounded and Lipschitz regular, such that homogenization fails for (1) with H(p, x) = h(p) − c(x) and initial data u(0, x) = 0.
Our example is in dimension n = 2, and the construction is for a specific form of Hamiltonian. However, as in the work of the first author and Souganidis [8] , the example can be extended to the following generality: Suppose that n ≥ 2 and h : R n → R is Lipschitz continuous and coercive and has a strict saddle point at some p 0 ∈ R n . Then there exists a stationary and ergodic random field c : R n → R, bounded and Lipschitz regular, such that homogenization fails for (1) with H(p, x) = h(p) − c(x) and initial data u(0, x) = p 0 · x.
Literature
The problem of homogenization for Hamilton-Jacobi equation in random environments has been studied quite intensively over the last decade, following earlier pioneering works. Generally speaking the first order case has been studied first, the viscous case is usually more difficult and analogous results follow later. This began with the work of Souganidis [21] and of Rezakhanlou and Tarver [20] who independently proved homogenization in the case of H convex in general stationary ergodic random media. The literature is vast, see for example [19] , [9] , and [16] for more thorough reviews of the history of the subject (especially with focus on the viscous case).
In the viscous case homogenization results have been proven, all in the convex setting, by Lions and Souganidis [19, 18] , Kosygina, Rezakhanlou and Varadhan [14] , Kosygina and Varadhan [15] , Armstrong and Souganidis [2] , Armstrong and Tran [3] .
There has been a lot of interest to push these homogenization results further to truly nonconvex settings.
In the first order 1-dimensional case homogenization holds without any convexity assumption. This was proven in a series of works started by Armstrong, Tran and Yu [4, 5] (for Hamiltonians in separated form) and completed by Gao [9] (general coercive Hamiltonians in d = 1). These techniques generalize to some higher dimensional problems with a special structure, see Gao [10] .
In the viscous case in 1-d several special families of nonconvex Hamiltonians have been considered. Davini and Kosygina [7] considered Hamiltonians with one or more "pinning points" p where H is constant almost surely, and convex in between. Yılmaz and Zeitouni [22] (discrete case) and Kosygina, Yılmaz, and Zeitouni [16] (continuous case) have proven homogenization for a special nonconvex Hamiltonian H(p, x) = 1 2 |p| 2 − c|p| + V (x, ω). A fundamental limitation to these efforts was discovered by the third author [23] , who found an example of a first order non-convex Hamilton-Jacobi equation for which homogenization fails. Following that, the first author and Souganidis [8] found that a similar example will cause non-homogenization for any Hamiltonian having a strict saddle point. In the current work we resolve the same question in the viscous case, showing that homogenization does not hold, by adapting the construction of [23] . Like in [23] , the idea of the example comes from a zero-sum differential game. Our construction is also simpler than in the former paper, and is symmetric in players' roles. Thus, this paper illustrates once more how dynamic games can be helpful in PDE problems, as already emphasized in [12, 13, 11, 24] .
Preliminaries
The Hamiltonian will always satisfy the following properties :
• p → H(p, ., .) has superlinear growth
• The law of ω → H(., ., ω) is invariant by R d translations Under these assumptions, the system (1) admits a unique solution of viscosity u ε which is measurable with respect to ω.
As will be made clear below, actually H(p, x, ω) = h(p) − c ω (x), and h can be chosen as an arbitrary coercive Hamiltonian in the region p ∞ ≥ 2. In particular superlinear growth is not a requirement of the example, it is only emphasized as it is a usual assumption in the literature proving positive results on homogenization.
2 The weight function c ω Let E be the set of 1-Lipschitz mappings from
. Let us build a probability measure on E in the following way. Let (T k ) k≥1 the sequence defined by
] ∈ E is built in three phases.
] is built through the following step-by-step procedure.
•
Step k = 0: take c 1 ω := 0 as the initial distribution of weights.
Step k ≥ 1 : for each (l, m) ∈ Z 2 such that X 1 k,l,m = 1, consider the rectangle centered on (l, m) with length λT k + 1 and width µ + 1, which shall be called horizontal rectangle of length λT k + 1. For each x ∈ R 2 that lies in the rectangle, set c 1
At the end of phase 1 we have a map c 1 ω :
Phase 2 The mapping c 2 ω :
Step k = 0: take c 2 ω := c 1 ω as the initial distribution of weights.
Step k ≥ 1 : for each (l, m) ∈ Z 2 such that X 2 k,l,m = 1, consider the vertical rectangle centered on (l, m) with length λT k + 1 and width µ + 1, which shall be called vertical rectangle of length λT k + 1. For each x ∈ R 2 that lies in the rectangle, we distinguish three cases :
The idea behind this phase is to keep the largest rectangle when two rectangles of different orientations intersect each other. The intersection "turns vertical" if the vertical rectangle's length is strictly larger, and "turns horizontal" if it is strictly smaller. If the rectangles have the same length, the intersection has a null weight.
Phase 3 In this phase we just make c 2 ω a Lipschitz function. Define c ω : 
It is straightforward from the above expression that c ω is Lipschitz.
We will name complete vertical rectangle of length λT k + 1 a vertical rectangle of length λT k + 1 which for each x ∈ R 2 that lies in the rectangle at a distance larger than 
Main result
Let η ∈ (0, 1/2) and λ, µ > 0 such that
Define
q with q > 1. Note that the definition of H in p ∞ ≥ 2 is basically arbitrary. With our specific choice it holds that, for all ω ∈ Ω, H has superlinear growth in p, uniformly in x and ω. For ε > 0, consider the following Hamilton-Jacobi equation :
Theorem 2. Let u ε be the solution of (4). Then the following holds almost surely:
Consequently, there is no stochastic homogenization for the above Hamilton-Jacobi equation.
Game-theoretic interpretation
The Hamilton-Jacobi equation of the previous subsection can be associated to a zero-sum stochastic differential game. We give here an informal description of this game, in which technical details are avoided, notably concerning the definition of strategies. For simplicity, we consider the case where λ and µ are large, and η is small. Let ω ∈ Ω and T > 0. The game starts at the origin (0, 0), and has a duration T . Player 1 (resp. 2) aims at minimizing (resp. maximizing) the total cost between time 0 and time T , given by For all x ∈ R, denote by x the integer part of x. The construction of (c ω ) ω∈Ω has been made such that for all δ > 0, there exist two positive probability events Ω 1 and Ω 2 such that the following properties hold: Property 1. For all ω ∈ Ω 1 , there exists a sequence (n k (ω)) going to infinity such that for all k ≥ 1, there exists a complete horizontal rectangle of length λT n k (ω) + 1 whose center is at a distance smaller or equal to δT n k (ω) from the origin.
Property 2. For all ω ∈ Ω 2 , there exists a sequence (n k (ω)) going to infinity such that for all k ≥ 1, there exists a complete vertical rectangle of length λT n k (ω) + 1 whose center is at a distance smaller or equal to δT n k (ω) from the origin.
Let k ≥ 1 and ω ∈ Ω 1 . Consider the game with duration T n k (ω) . Making use of vertical controls, Player 1 can force the state to go close to the center of the complete horizontal rectangle, within a length of time smaller or equal to δT n k (ω) . Then, he can force it to stay most of the time in the rectangle until the end of the game, by making use only of vertical controls. The Brownian motion will push the state outside the rectangle from time to time, but since the width of the rectangle is large, this will not happen often. Player two can push horizontally with unit speed, but it will take time approximately λT k T k before the state leaves the rectangle. Thus, for δ small enough, the normalized value of the game with duration T n k (ω) is close to −1/2.
By symmetry, for k ≥ 1 and ω ∈ Ω 2 , the normalized value of the game with duration T n k (ω) is close to 1/2. By ergodicity of the environment, these arguments prove the theorem, and the next section is dedicated to the formal proof.
Proof of the theorem

Presentation of the proof
For simplicity, we consider the following Hamilton-Jacobi equation:
The solution u of the above equation satisfies u(t, x, ω) = u ε (εt, εx, ω)/ε, for all (t, x, ω) ∈ (0, ∞) × R 2 × Ω. Thus, it is equivalent to study the limit of u ε (1, 0, ω) and of εu 1 ε , 0, ω , as ε vanishes.
Supersolution of the Hamilton-Jacobi equation
The event
Let δ > 0 and B k the event "there exists a center of a complete horizontal rectangle of length λT k + 1 at a distance smaller or equal to δT k from the origin". Proposition 1. There exists a positive probability event Ω 1 ⊂ Ω such that for all ω ∈ Ω 1 , the events (B k ) k≥1 occur infinitely often.
Proof. A sufficient condition for B k to be realized is that the two following events, respectively denoted C k and D k , are realized:
• At step k of Phase 1, a point at a distance smaller than δT k has been selected by the Bernoulli random variable.
• The horizontal rectangle centered on this point is complete, that is, it is not intersected by a vertical rectangle of length larger or equal than λT k + 1.
We have
For k ≥ k, the probability that no vertical rectangle of length λT k intersects the horizontal rectangle is bounded below by the probability that no point in the rectangle with the same center, length (λT k + 1 + µ + 1), and width (λT k + 1 + µ + 1) has been selected by the Bernoulli random variable at step k during Phase 2, that is,
We have the asymptotic equivalence
That gives us a minoration of lim inf
we obtain the result.
The supersolution
On the event B k we construct a supersolution of the Hamilton-Jacobi equation which controls the growth rate up to time T k . Since we assume B k occurs this means that there is a horizontal rectangle of length λT k + 1 centered at a point X = (X 1 , X 2 ) with |X| ≤ δT k . Define
. Recall that λT k +1 and µ are the dimensions of the complete horizontal rectangle and that we have λ, µ > 16 η (see (3)). Let us now define
where
We aim to prove that u is a supersolution on t ∈ (0, T k ):
Let us motivate briefly the choice of u + . Think of η as being small. In the game-theoretic interpretation, a supersolution is an upper bound on the value of the differential game described in Section 4. Thus, considering the strategy of Player 1 that pushes the state to the complete horizontal rectangle and keeps in it as often as possible, and estimating its cost gives an idea of what the supersolution should be. Under this strategy, the state is most of the time in the rectangle, where the cost is −1/2. This explains the term t(−1/2 + η). The second term reflects the fact that the strategy of Player 2, pushing outward horizontally from the center of the rectangle, and the Brownian motion may make the state leave the rectangle by one of its lateral sides. Thus, this term takes into account the fact that while the state is out, the cost rises. If the Brownian motion makes the state leave the rectangle by one of its vertical edges, Player 1 will push the state back in the direction of the rectangle. This extra cost is contained inside η. Further, the game may begin near the rectangle and not inside, so Player 1 pushes the state to the rectangle. The third term reflects the cost of this action.
Let us now check formally that u + is indeed a supersolution. We have
Where f P i is the density of P i
, and attains its minimum and maximum respectively in X i − √ 2σ i and X i + √ 2σ i . It follows that for all x ∈ R,
Since lim
Last, note that for all x ∈ R, h i (x) ≥ 0, and when
Thus, the following hold for all x ∈ R 2 :
Moreover, when
By the above properties, ||∇u + || ∞ ≤ 2 and
We distinguish between the following cases:
because x is in a complete horizontal rectangle. Thus
Consequently u + is a supersolution. The comparison principle implies that for all ω ∈ Ω 1 we have
This is true for all δ > 0, thus for all ω ∈ Ω 1 we have
Subsolution of the Hamilton-Jacobi equation
The construction of the subsolution is symmetrical to the one of the supersolution. For δ > 0, we define B k the event "there exists a center of a complete vertical rectangle of length λT k + 1 at a distance smaller or equal to δT k from the origin." There exists a positive probability event Ω 2 ⊂ Ω such that for all ω ∈ Ω 2 , the events (B k ) k≥1 occur infinitely often. Because the map c ω is symmetric the proof is the same as the supersolution case. We can make a bijection between the sets Ω 1 and Ω 2 . For each event ω 1 in Ω 1 we associate an event ω 2 in Ω 2 where the map is the one of ω 1 turning of 90 • around the origin and inverting the values on the rectangles. This event is in Ω 2 because the complete horizontal rectangle at a distance δT k of the origin becomes a complete vertical rectangle at the same distance of the origin. Note that the map is its own inverse.
Let us denote x := (x 2 , −x 1 ) for x = (x 1 , x 2 ) ∈ R 2 . Because c ω 2 (x) = −c ω 1 ( x), we have for ||p|| ∞ < 2 H(x, p, ω 2 ) = c ω 2 (x) + |p 2 | − |p 1 | = − (c ω 1 ( x) + |p 1 | − |p 2 |) = −H( x, p, ω 1 ).
If X(ω 2 ) is the center of complete vertical rectangle near the origin, we have X(ω 2 ) = X(ω 1 ) where X(ω 1 ) is the center of the horizontal rectangle in the associate map of Ω 1 .
So if u + (t, x) is a supersolution on Ω 1 then u − (t, x) := −u + (t, x) is a subsolution on Ω 2 . Indeed, ∇u − (t, x) = −∇u + (t, x), ∆u − (t, x) = −∆u + (t, x) and if ω 2 ∈ Ω 2 there exists ω 1 ∈ Ω 1 such that ∂ t u − (t, x) + H(x, ∇u − (t, x), ω 2 ) − ∆u − (t, x) = − ∂ t u + (t, x) + H( x, ∇u − (t, x), ω 1 ) − ∆u + (t, x) = − ∂ t u + (t, x) + H( x, ∇u + (t, x), ω 1 ) − ∆u + (t, x) ≤ 0.
Thus for all ω ∈ Ω 2 we have lim sup
