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Abstract
Carpi constructed an infinite word over a 4-letter alphabet that avoids squares in all subsequences indexed by arithmetic
progressions of odd difference. We show a connection between Carpi’s construction and the paperfolding words. We extend
Carpi’s result by constructing uncountably many words that avoid squares in arithmetic progressions of odd difference. We also
construct infinite words avoiding overlaps and infinite words avoiding all sufficiently large squares in arithmetic progressions of
odd difference. We use these words to construct labelings of the 2-dimensional integer lattice such that any line through the lattice
encounters a squarefree (resp. overlapfree) sequence of labels.
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1. Introduction
The problem of avoiding repetitions in words was first studied by Thue [15], who constructed an infinite word
over a ternary alphabet containing no squares of the form xx . In this paper we generalize this notion by constructing
uncountably many infinite words over a 4-letter alphabet that contain no squares in any subsequence indexed by an
arithmetic progression of odd difference. We also construct infinite words over a ternary alphabet that contain no
overlaps in any arithmetic progression of odd difference, as well as infinite words over a binary alphabet that avoid
all sufficiently large squares in any arithmetic progression of odd difference. Following a construction of Carpi [7],
we use these infinite words to construct labelings of the 2-dimensional integer lattice such that any line through the
lattice encounters a squarefree (resp. overlapfree) sequence of labels. Our constructions are based on words arising
from several other well-studied generalizations of Thue’s problem.
While it is easy to see that any binary word of length at least 4 must contain a square, Entringer, Jackson, and
Schatz [11] constructed an infinite binary word containing no squares xx , where |x | ≥ 3. Prodinger and Urbanek [14]
gave an example of an infinite binary word whose only squares are of lengths 1, 3, or 5. The particular word studied
by Prodinger and Urbanek is the well-known (ordinary) paperfolding word
0010011000110110 · · · .
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Paperfolding words in general have been studied extensively [2,4,9]; we will rely in particular on the results of
Allouche and Bousquet-Me´lou [1,3].
Taking Thue’s problem in another direction, Carpi [7], as a preliminary step in constructing non-repetitive labelings
of the integer lattice, considered the question of the existence of infinite words that avoid squares in all subsequences
indexed by arithmetic progressions. Of course, by the classical theorem of van der Waerden [16], no such words
exist, but Carpi showed that for any prime p, there exists an infinite word over a finite alphabet that avoids squares
in arithmetic progressions of all differences, except those differences that are a multiple of p. For example, taking
p = 2, there exists an infinite word over a 4-letter alphabet that contains no squares in any arithmetic progression of
odd difference. As we shall see later, Carpi’s construction has a surprising connection to the paperfolding words.
Another notion of significance in the study of infinite words is that of subword complexity. The subword complexity
function of a word w is the function pw(n) that counts the number of distinct subwords of length n that appears in
w. Avgustinovich, Fon-Der-Flaass, and Frid [5] generalized the concept of subword complexity by considering the
arithmetical complexity of a word. The arithmetical complexity function of a word w is the function pAw(n) that
counts the total number of distinct subwords of length n that appears in all subsequences of w indexed by arithmetic
progressions. Avgustinovich, Fon-Der-Flaass, and Frid showed that the words with lowest arithmetical complexity
come from a class of words known as Toeplitz words, of which the paperfolding words form a special class. Implicit
in their work is a characterization of the arithmetic subsequences of the paperfolding words. We shall rely heavily on
this characterization in our constructions.
2. Definitions and notation
Given an infinite word w over a finite alphabet Σ , we write
w = w0w1w2 · · · ,
where wi ∈ Σ for i ≥ 0. We sometimes write w[i] for wi . A subword of w is a contiguous block of symbols
wiwi+1 · · ·wi+ j ,
for some i, j ≥ 0. A subsequence of w is any word of the form
wi0wi1 · · · ,
where 0 ≤ i0 < i1 < · · · . An arithmetic subsequence of difference j of w is any word of the form
wiwi+ jwi+2 j · · · ,
where i ≥ 0 and j ≥ 1. We also define the finite subsequences in the obvious way.
A square is a non-empty word xx , a cube is a non-empty word xxx , and in general, a k-power is a non-empty word
xk . We define fractional powers in the following way: if q is a positive rational number, a q-power is a non-empty
word xkx ′, where x ′ is a prefix of x and |xkx ′|/|x | = q.
If r is a positive real number, we say a word w contains an r-power (resp. contains an r+-power) if w contains a q-
power as a subword for some q ≥ r (resp. q > r ). A word w is r-power-free (resp. r+-power-free) or avoids r-powers
(resp. avoids r+-powers) if w contains no r -power (resp. r+-power). We use the terms squarefree, overlapfree, and
cubefree for 2-power-free, 2+-power-free, and 3-power-free, respectively.
If a word w has the property that no arithmetic subsequence of difference j contains a square (resp. cube, r -
power, r+-power), we say that w contains no squares (resp. cubes, r-powers, r+-powers) in arithmetic progressions
of difference j .
For any word w = w0w1 · · ·wn , we denote by wR the reversal of w, namely the word wR = wnwn−1 · · ·w0. For
any word w over the binary alphabet {0, 1}, we denote by w the complement of w, namely the word obtained from w
by changing 0’s to 1’s and 1’s to 0’s.
3. Paperfolding words
A paperfolding word f = f0 f1 f2 · · · over the alphabet {0, 1} satisfies the following recursive definition: there
exists a ∈ {0, 1} such that
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f4n = a, n ≥ 0
f4n+2 = a, n ≥ 0
( f2n+1)n≥0 is a paperfolding word.
The ordinary paperfolding word
0010011000110110 · · ·
is the paperfolding word uniquely characterized by f2m−1 = 0 for all m ≥ 0.
One may also define the paperfolding words by means of the perturbed symmetry of Mende`s France [6,13] in the
following way. For i ≥ 0, let ci ∈ {0, 1} and define the sequence of words
F0 = c0
F1 = F0 c1 F0R
F2 = F1 c2 F1R
....
Then
f = lim
i→∞ Fi
is a paperfolding word. For example, taking ci = 0 for all i ≥ 0, one obtains the sequence
F0 = 0
F1 = 0 0 1
F2 = 001 0 011
...
which converges, in the limit, to the ordinary paperfolding word.
The following properties of paperfolding words were proved by Allouche and Bousquet-Me´lou [1,3] (the particular
case of the ordinary paperfolding word was studied by Prodinger and Urbanek [14]).
Theorem 1 (Allouche and Bousquet-Me´lou). For any paperfolding word f, if xx is a non-empty subword of f, then
|x | ∈ {1, 3, 5}.
Corollary 2 (Allouche and Bousquet-Me´lou). For any paperfolding word f, f contains no fourth powers and no cubes
except 000 and 111. In particular, f contains no 3+-power.
Unfortunately, the proof of Theorem 1 given in [3] contains an error. For completeness we therefore provide a
proof below. We first prove the following corrected version of [3, Proposition 5.1].
Proposition 3. If a paperfolding word f contains a subword wcw, where w is a non-empty word and c is a single
letter, then either |w| ∈ {2, 4} or |w| = 2k − 1 for some k ≥ 1.
We will need the following result due to Allouche [2].
Lemma 4 (Allouche). Let u and v be subwords of a paperfolding word f, with |u| = |v| ≥ 7. If u and v occur at
positions of different parity in f, then u 6= v.
Proof of Proposition 3. Suppose to the contrary that
wcw = fi fi+1 · · · fi+t fi+t+1 · · · fi+2t
is a subword of f, where |w| = t , t /∈ {2, 4}, t 6= 2k−1 for all k ≥ 1. Suppose further that f is chosen so as to minimize
t . We consider four cases.
Case 1: t = 6. Because the letters in successive even positions of f alternate between 0 and 1, any subword of f of
length 13 starting at an even position must be of the form
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0 ∗ 1 ∗ 0 ∗ 1 ∗ 0 ∗ 1 ∗ 0 or 1 ∗ 0 ∗ 1 ∗ 0 ∗ 1 ∗ 0 ∗ 1,
where the ∗ denotes an arbitrary symbol from {0, 1}. Consequently, if such a subword is of the form wcw, it must be
one of the words
0011001001100 or 1100110110011.
Similarly, if wcw begins at an odd position, it must be one of the words
011001c011001 or 100110c100110.
Taking the odd indexed positions of wcw, we see that if i is even, then either 010010 or 101101 is a subword of
a paperfolding word, which is impossible, since neither word obeys the required alternation of 0’s and 1’s in even
indexed positions. Similarly, if i is odd, then either 010c101 or 101c010 is a subword of a paperfolding word, which
again is impossible for any choice of c.
Case 2: t even, t ≥ 8. Then w occurs at positions of two different parities in f, contradicting Lemma 4.
Case 3: t ≡ 1 (mod 4), t ≥ 5. Let ` ∈ {i, i + 1} such that ` is even. Then f` 6= f`+t+1, since ` and ` + t + 1 are
even but ` 6≡ `+ t + 1 (mod 4).
Case 4: t ≡ 3 (mod 4), t ≥ 11. Let t = 4m + 3, where m ≥ 2 and m + 1 is not a power of 2. Let ` ∈ {i, i + 1}
such that ` is odd. Then
w′c′w′ = f` f`+2 · · · f`+t−1 f`+t+1 · · · f`+2t−2
is a subword of a paperfolding word, where |w′| = t ′ = (t−1)/2 = 2m+1. By the argument of Case 3, t ′ 6≡ 1 (mod 4).
Let us write t ′ = 4m′ + 3, where m′ = (m − 1)/2. Since m + 1 is not a power of 2, m′ + 1 is not a power of 2. Thus
11 ≤ t ′ < t , contradicting the minimality of t . 
The following result is not needed for the proof of Theorem 1 but will be useful in the next section.
Proposition 5. Let f be a paperfolding word. For all k ≥ 1, f contains a subword wcw, where w is a non-empty word,
c is a single letter, and |w| = 2k − 1.
Proof. By the perturbed symmetry construction, f begins with a prefix zc0zR , where |z| = 2k−1 − 1 and c0 ∈ {0, 1}.
Applying the perturbed symmetry map twice to zc0zR , we see that f begins with a prefix
zc0z
Rc1zc0z
Rc2zc0z
Rc1zc0z
R,
where c1, c2 ∈ {0, 1}. If c1 = c2, then
wcw = zRc1zc0zRc2z
is the desired subword. If c1 6= c2, then
wcw = zRc2zc0zRc1z
is the desired subword. 
We will also need the following lemma.
Lemma 6. For all k ≥ 1, no paperfolding word f contains a subword xx with |x | = 2k .
Proof. The proof is by induction on k. If k = 1, then let fi fi+1 fi+2 fi+3 be a subword of f. If i is even (resp. odd),
then fi 6= fi+2 (resp. fi+1 6= fi+3).
Now suppose that
xx = fi fi+1 · · · fi+2k+2−1
is a subword of f. Let ` ∈ {i, i + 1} such that ` is odd. Then
x ′x ′ = f` f`+2 · · · f`+2k+2−2
is a subword of a paperfolding word with |x ′| = 2k . The result follows by induction. 
We are now ready to prove Theorem 1.
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Proof of Theorem 1. If f contains a square xx , then writing x = wc, where c is a single letter, we see that f contains
the subword wcw. By Proposition 3, either |x | ∈ {1, 3, 5}, or |x | = 2k for some k ≥ 1. But we have seen in Lemma 6
that the latter is impossible. 
We end this section with the following interesting fact regarding the ordinary paperfolding word.
Proposition 7. Let f be the ordinary paperfolding word over {0, 1}. Then 0f is the lexicographically least word in the
orbit closure of any paperfolding word.
Proof. Taking the subsequence of f indexed by the odd positions yields the word f again, so taking the subsequence
of 0f indexed by the even positions yields the word 0f.
Let w = w0w1w2 · · · be the lexicographically least word in the orbit closure of any paperfolding word. Let us
assume that w begins with 0001, since it cannot begin with anything lexicographically smaller. Since w0 = w2, the
following is forced: w1w3w5w7 · · · = 0101 · · · .
We will prove by induction on n that the prefixes of w of length 2n are the prefixes of 0f. We have
already established the base case, so let us suppose n ≥ 2 and w0w1w2 · · ·w2n−1 = 0 f0 f1 f2 · · · f2n−2. Since
w1w3w5w7 · · · = 0101 · · · , we see that w2n+1 = f2n . Note that w0w2w4 · · ·w2n = 0 f1 f3 f5 · · · f2n−1 is a prefix
of a word in the orbit closure of a paperfolding word. By our inductive assumption, w0w1w2 · · ·wn−1wn is the
lexicographically least such prefix. Choosing w2n = wn = fn−1 = f2n−1 thus ensures that w0w1w2 · · ·w2nw2n+1 is
lexicographically minimal. We have thus established thatw and 0f agree on the first 2(n+1) positions, as required. 
4. Avoiding repetitions in arithmetic progressions
In this section we construct infinite words avoiding squares (resp. overlaps) in all arithmetic progressions of odd
difference.
The following result is implicit in the work of Avgustinovich, Fon-Der-Flaass, and Frid (see the proof of [5,
Theorem 3] as well as [5, Example 2]).
Theorem 8 (Avgustinovich, Fon-Der-Flaass, and Frid). If w is a finite arithmetic subsequence of odd difference of a
paperfolding word, then w is a subword of a paperfolding word.
Corollary 9. There exists an infinite word over a binary alphabet that contains no 3+-powers in arithmetic
progressions of odd difference.
Proof. It follows from Corollary 2 and Theorem 8 that all paperfolding words have this property. 
We note further that the 3+ of the preceding corollary may not be replaced by 3. The usual backtracking search
suffices to verify that all sufficiently long binary words contain a cube in an arithmetic progression of odd difference.
The longest binary words that do not contain a cube in an arithmetic progression of odd difference are the following
words of length 13:
0010011001100 0101100110011
1010011001100 1101100110011.
The problem of avoiding repetitions in arithmetic progressions seems to have first been studied by Carpi [7] and
subsequently by Currie and Simpson [8]. Downarowicz [10] studied a related problem.
Theorem 10 (Carpi). There exists an infinite word over a 4-letter alphabet that contains no squares in arithmetic
progressions of odd difference.
The word c constructed by Carpi satisfying the conditions of this theorem is over the alphabet {1, 3, 5, 7} and is
generated by iterating the morphism 1 → 53, 3 → 73, 5 → 51, 7 → 71, starting with the symbol 5. It can also be
derived from a paperfolding sequence, as we shall see below. The alphabet size of 4 in Theorem 10 is optimal, since
the longest words over the alphabet {0, 1, 2} that avoid squares in all odd difference arithmetic progressions are the
words
010212021 012010201
of length 9, along with the words obtained from these by permuting the alphabet symbols in all possible ways.
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Let f = f0 f1 f2 · · · be any paperfolding word over {1, 4}. Define v = v0v1v2 · · · by
v4n = 2
v4n+2 = 3
v2n+1 = f2n+1,
for all n ≥ 0. In other words, we have recoded the periodic subsequence formed by taking the even positions of f by
mapping 1 → 2 and 4 → 3 (or vice versa). For example, if
f = 1141144111441441 · · ·
is the ordinary paperfolding word over {1, 4}, then
v = 2131243121342431 · · · .
Theorem 11. Let v be any word obtained from a paperfolding word f by the construction described above. Then the
word v contains no squares in arithmetic progressions of odd difference but does not avoid r-powers for any real
r < 2.
Proof. By the construction of v, any arithmetic subsequence
w = vi0vi1 · · · vik
of odd difference of v can be obtained from the corresponding subsequence
x = fi0 fi1 · · · fik
of f by recoding the symbols in either the even positions of x or the odd positions of x by mapping 1 → 2 and 4 → 3
(or vice versa). Note that this recoding cannot create any new squares. Now suppose that v contains a square ww in
an arithmetic progression of odd difference. Let xx be the corresponding subsequence of f. By Theorems 1 and 8,
|x | ∈ {1, 3, 5} and hence |w| ∈ {1, 3, 5}. Clearly, |w| = 1 is impossible. If |w| = 3, then ww has one of the forms
( ∗ 2 ∗ )( 3 ∗ 2 ), ( ∗ 3 ∗ )( 2 ∗ 3 ), ( 2 ∗ 3 )( ∗ 2 ∗ ), or ( 3 ∗ 2 )( ∗ 3 ∗ ), where the ∗ denotes an arbitrary symbol from
{1, 4}. Clearly, none of these can be squares. A similar argument applies for |w| = 5.
That v does not avoid r -powers for any r < 2 follows easily from Proposition 5. 
The word c constructed by Carpi, after relabeling the alphabet symbols by the map 1 → 2, 3 → 3, 5 → 1, 7 → 4,
is the word 1v, where v is constructed from the ordinary paperfolding word as described above. Note that since there
are uncountably many paperfolding words f, there are uncountably many words v over a 4-letter alphabet that contain
no squares in arithmetic progressions of odd difference. We offer the following conjectures regarding such words.
Conjecture 12. For all real numbers r < 2, r -powers are not avoidable in arithmetic progressions of odd difference
over a 4-letter alphabet.
A backtracking search confirms that Conjecture 12 holds for all r ≤ 7/4.
Conjecture 13. Any infinite word over a 4-letter alphabet that avoids squares in arithmetic progressions of odd
difference is in the orbit closure of one of the words v constructed above.
Next we consider the words over a ternary alphabet.
Theorem 14. There exists an infinite word over a ternary alphabet that contains no 2+-powers (overlaps) and no
squares xx, |x | ≥ 2, in arithmetic progressions of odd difference.
Proof. Let v = v0v1v2 · · · be any word obtained from a paperfolding word by the construction described above. Let
h be the morphism that sends 1 → 00, 2 → 11, 3 → 12, 4 → 02. Then w = w0w1w2 · · · = h(v) has the desired
properties.
Suppose to the contrary that there exist i ≥ 0, j odd, and t ≥ 2 such that for s ∈ {0, . . . , t−1}, wi+s j = wi+(s+t) j .
Note that there exists a ∈ {0, 1} such that for ` ≡ 0 (mod 4), w` = a and for ` ≡ 2 (mod 4), w` = a. We consider
four cases.
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Case 1: t = 3. Because the letters in successive even positions of w alternate between 0 and 1, wiwi+ j · · ·wi+5 j
is one of the words 001001, 011011, 100100, or 110110. Thus there exists s ∈ {0, 1, 2} such that wi+s j 6= wi+(s+4) j .
Now consider the morphism h. The symbol 0 only occurs in the images of 1 and 4, and the symbol 1 only occurs in the
images of 2 and 3. Let i ′ = b(i+s j)/2c. Sincewi+s j 6= wi+(s+4) j , we have that either vi ′ ∈ {1, 4} and vi ′+2 j ∈ {2, 3},
or vice versa. Either case is impossible, since the symbols 1 and 4 only occur in positions of odd parity in v, and the
symbols 2 and 3 only occur in positions of even parity in v, but i ′ and i ′ + 2 j both have the same parity.
Case 2: t odd, t ≥ 5. Since j is odd, {i (mod 8), i + j (mod 8), . . . , i + (2t − 1) j (mod 8)} is a complete set of
residues (mod 8). Since v contains a 3 in every position congruent to 2 (mod 4), w contains a 2 in every position
congruent to 5 (mod 8). Thus there exists s ∈ {0, . . . , 2t − 1} such that wi+s j = 2. If s < t , then since t is odd,
s 6≡ s + t (mod 2), and consequently, i + s j 6≡ i + (s + t) j (mod 2). But w only contains 2’s in positions of even
parity, so wi+s j 6= wi+(s+t) j , contrary to our assumption. Similarly, if s ≥ t , we have wi+(s−t) j 6= wi+s j .
Case 3: t ≡ 2 (mod 4). Then either wi 6= wi+t j or wi+ j 6= wi+(t+1) j , accordingly as i is even or odd, contrary to
our assumption.
Case 4: t ≡ 0 (mod 4). Let k ∈ {i, i + j} such that k is odd. Let k′ = bk/2c. It follows from the definition
of h that for s ∈ {0, . . . , t − 1}, vk′+s j is uniquely determined by the value of wk+2s j and the congruence class of
k + 2s j (mod 4):
• if wk+2s j = 0, then vk′+s j = 1;
• if wk+2s j = 1, then vk′+s j = 2; and
• if wk+2s j = 2, then vk′+s j is either 3 or 4, accordingly as k + 2s j ≡ 1 or 3 (mod 4).
From this observation, combined with the fact that k + 2s j ≡ k + (2s + t) j (mod 4), we see that since
wkwk+2 j · · ·wk+2(t−1) j is a square, vk′vk′+ j · · · vk′+(t−1) j is also a square in an arithmetic progression of odd
difference j in v, a contradiction.
These four cases cover all the possibilities. It remains to consider the existence of the cubes 000, 111, and 222.
Suppose that there exists wiwi+ jwi+2 j ∈ {000, 111, 222} for some i ≥ 0 and j odd. Since w only contains 2’s
in positions of even parity, we may suppose that wiwi+ jwi+2 j ∈ {000, 111}. If i is even, then i + 2 j is even and
i 6≡ i + 2 j (mod 4), so wi 6= wi+2 j . If i is odd, then by the same reasoning as in Case 4 above, vbi/2cvbi/2c+ j is a
square in an arithmetic progression of odd difference in v, a contradiction. 
The alphabet size of 3 in Theorem 14 is optimal, since the longest words over the alphabet {0, 1} that avoid overlaps
in all odd difference arithmetic progressions are the words
0010011001 0101100110 0110100101
of length 10, along with their complements.
5. Avoiding all sufficiently large squares
In this section we improve upon the result of Entringer, Jackson, and Schatz [11] noted in the introduction.
Theorem 15. There exists an infinite word over a binary alphabet that contains no squares xx with |x | ≥ 3 in any
arithmetic progression of odd difference.
Proof. Let v be any word obtained from a paperfolding word by the construction described in the previous section.
Let h be the morphism that sends
1 → 0110
2 → 0101
3 → 0001
4 → 0111.
We will show that h(v) has the desired properties. We first proceed to prove two lemmas about h(v).
Lemma 16. Every finite subword α of an arithmetic subsequence of odd difference of h(v) is also a subword of
W =∏i≥0 Wi , whereW satisfies one of the following conditions:
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Fig. 1. |x | ≡ 1 (mod 4) and |x | ≥ 9.
(a) Wi ∈ {0011, 0111} when i is odd and Wi ∈ {0100, 0101} when i is even.
(b) Wi ∈ {0110, 0111} when i is odd and Wi ∈ {0101, 0001} when i is even.
Proof. Any finite subsequence α is a subword of an infinite subsequence W = (h(v)[q + id])i≥0, where q ∈
{0, 1, 2, 3} and d is odd. We have four cases for d , namely, d ≡ 1, 3, 5 or 7 (mod 8), respectively.
Suppose that d ≡ 1 (mod 8). Let us also take q = 0. It will be clear from what follows that we may do this with
no loss of generality. The sequence
(id mod 4)i≥0 = 0, 1, 2, 3, 0, 1, 2, 3, . . .
is periodic with period 4, and the sequence
(bid/4c mod 2)i≥0 = 0, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, . . .
is periodic with period 8. Note that for bid/4c ≡ 0 (mod 2), v[ bid/4c ] ∈ {2, 3}, and for bid/4c ≡ 1 (mod 2),
v[ bid/4c ] ∈ {1, 4}. Since h(2) and h(3) are equal in all but the second position, we see that for bid/4c ≡ 0 (mod 2)
and i ≡ 0 (mod 4), we have
(h(v)[(i + j)d]) j=0,1,2,3 ∈ {0101, 0001}.
Similarly, since h(1) and h(4) are equal in all but the last position, we see that for bid/4c ≡ 1 (mod 2) and
i ≡ 0 (mod 4), we have
(h(v)[(i + j)d]) j=0,1,2,3 ∈ {0110, 0111}.
Thus W satisfies condition (b), as required. The analysis for d ≡ 7 (mod 8) is similar and results in W satisfying
condition (a).
Now suppose that d ≡ 5 (mod 8). Again we take q = 0. The argument is similar to that for d ≡ 1 (mod 8), except
we consider the sequences
(id mod 4)i≥0 = 0, 1, 2, 3, 0, 1, 2, 3, . . .
and
(bid/4c mod 2)i≥0 = 0, 1, 0, 1, 1, 0, 1, 0, 0, 1, 0, 1, 1, 0, 1, 0, . . . ,
where the latter is again periodic with period 8. In this case we deduce thatW satisfies condition (a). The analysis for
d ≡ 3 (mod 8) is similar and results inW satisfying condition (b). 
Lemma 17. The word h(v) contains no squares xx with |x | = 4 or |x | ≥ 3 and |x | 6≡ 0 (mod 4).
Proof. Suppose to the contrary that h(v) contains such a square xx . Let xx be a subword of
∏
i≥0 Wi , as in Lemma 16.
We consider five cases. In Cases 1–3, let xx be a subword of Wq · · ·Wq+2k for some q and some minimal k. Let us
also write
Wq · · ·Wq+2k = A0A1 · · · AkB1 · · · Bk,
where for i = 0, . . . , k, Ai = Wq+i and for i = 1, . . . , k, Bi = Wq+k+i . We also define B0 = Ak .
Case 1: |x | ≡ 1 (mod 4) and |x | ≥ 9. The situation is depicted in Fig. 1. It is clear from the figure that
A1[0] = B1[1] and A2[0] = B2[1]. But from Lemma 16, A1[0] = 0 = A2[0]. Checking the two conditions given in
Lemma 16 shows that B1[1] = B2[1] = 0 is a contradiction.
Case 2: |x | ≡ 2 (mod 4) and |x | ≥ 9. The situation is depicted in Fig. 2. It is clear from the figure that
A1[0] = B1[2] and A2[0] = B2[2]. But from Lemma 16, A1[0] = 0 = A2[0]. Checking the two conditions given in
Lemma 16 shows that B1[2] = B2[2] = 0 is a contradiction.
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Fig. 2. |x | ≡ 2 (mod 4) and |x | ≥ 9.
Fig. 3. |x | ≡ 3 (mod 4) and |x | ≥ 9.
Fig. 4. An example illustrating the characterization of y.
Case 3: |x | ≡ 3 (mod 4) and |x | ≥ 9. The situation is depicted in Fig. 3. It is clear from the figure that
A1[0] = B1[3] and A2[0] = B2[3]. But from Lemma 16, A1[0] = 0 = A2[0]. Checking the two conditions given in
Lemma 16 shows that B1[3] = B2[3] = 0 is a contradiction.
Case 4: |x | = 3, 4, 5 or 6. Let xx be a subword of A0A1A2A3 where for some p and for each i = 0, 1, 2, 3,
Ai = Wp+i . By Lemma 16, there are at most 64 possibilities for A0A1A2A3. It is easy to check with the aid of a
computer that none of these words contain squares of length greater than 3.
Case 5: |x | = 7. Let xx be a subword of A0A1A2A3A4 where for some p and for each i = 0, 1, 2, 3, 4, Ai = Wp+i .
For some q ∈ {0, 1, 2, 3}, (xx)[i] = (A0A1A2A3A4)[q + i] for all i ∈ {0, . . . , 2|x | − 1}. If q ∈ {0, 1, 2}, then A4 is
irrelevant. Case 4 above shows that no such square occurs. Otherwise, q = 3. We then have
x = A0[3] A1 A2[0] A2[1] = A2[2] A2[3] A3 A4[0].
In particular, A2[1] = A4[0] and A2[3] = A1[0]. SinceWi [0] = 0 for all i ≥ 0, we have A2[0] = A2[1] = A2[3] = 0.
There is no such Wi = A2 by Lemma 16. 
To complete the proof of Theorem 15, it remains to consider the case where |x | ≡ 0 (mod 4), |x | ≥ 8. Suppose
that for such an x , xx occurs as an arithmetic subsequence of odd difference in h(v).
Let y ∈ {1, 2, 3, 4}∗ and z = h(y) ∈ {0, 1}∗ such that y is a minimal subword of v such that xx occurs over an odd-
difference arithmetic progression over z = h(y). That is, for some fixed q ∈ {0, 1, 2, 3} and d a positive odd integer,
xx = (z[q + id])i=0,..,2|x |−1. We will derive a contradiction by showing that y contains a square in an odd-difference
arithmetic progression.
Let l ∈ {0, 1, 2, 3} such that y[l] = 3. Since d is odd, one easily verifies that there exists i0, 0 ≤ i0 ≤ 15,
satisfying q + i0d ≡ 1 (mod 4) and b(q + i0d)/4c ≡ l (mod 4), so that y[ b(q + i0d)/4c ] = 3. Fix such an i0. If
i0 ∈ {0, . . . , |x | − 1}, then
z[q + i0d] = z[q + (|x | + i0)d] = 0.
Since |x | ≡ 0 (mod 4), we have
q + i0d ≡ q + (|x | + i0)d ≡ 1 (mod 4),
so
h(y[ b(q + (|x | + i0)d)/4c ])[1] = 0.
A quick check of the possible images of h shows that y[ b(q + (|x | + i0)d)/4c ] = 3.
Similarly, if i0 ∈ {|x |, . . . , 2|x | − 1}, then i0 − |x | ∈ {0, . . . , |x | − 1} satisfies the same requirements. Without loss
of generality, we may assume that i0 ∈ {0, . . . , |x | − 1}.
Let b1, b2 ∈ {0, 1} be such that y[b1] ∈ {2, 3} and y[b1+2b2] = 3. Then we can characterize y as follows (Fig. 4):
for j ∈ {0, . . . , |y| − 1}
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(a) If j ≡ b1 + 2b2 (mod 4), then y[ j] = y[ j + |y|/2] = 3.
(b) If j ≡ b1 + 2(b2 + 1) (mod 4), then y[ j] = y[ j + |y|/2] = 2.
(c) If j 6≡ b1 (mod 2), then y[ j], y[ j + |y|/2] ∈ {1, 4}.
Consider the simultaneous congruences{
s ≡ q (mod d);
s ≡ 3 (mod 4).
The solution is of the form s = s0+m ·4d for allm, where s0 is the least solution in the range {q, . . . , q+(|x |−1)d}.
Letm0 be such that s0+m0·4d is the greatest solution in the range {q, . . . , q+(|x |−1)d}. Consider each s = s0+m ·4d
in the range {q, . . . , q + (|x | − 1)d}. If j = bs/4c ≡ b1(mod 2), then y[ j] = y[ j + |y|/2] by (a) and (b) above.
If j = bs/4c 6≡ b1(mod 2), then by (c) y[ j] and y[ j + |y|/2] ∈ {1, 4} and h(y[ j])[3] = h(y[ j + |y|/2])[3]. Since
h(1)[3] 6= h(4)[3], we have y[ j] = y[ j + |y|/2].
Let c = bs0/4c. Then
(y[ b(s0 + m · 4d)/4c ])m=0,...,m0 = y[c] y[c + d] y[c + 2d] · · · y[c + m0d] y[c + |y|/2] y[c + d + |y|/2]
× y[c + 2d + |y|/2] · · · y[c + m0d + |y|/2]
is a square in an odd-difference arithmetic progression over v, contradicting Theorem 11. 
6. Avoiding repetitions in higher dimensions
An infinite word w over a finite alphabet A is a map from N to A, where we write wn for w(n). Now consider a
map w from N2 to A, where we write wm,n for w(m, n). We call such a w a 2-dimensional word. A word x is a line of
w if there exist i1, i2, j1, j2 such that gcd( j1, j2) = 1, and for t ≥ 0,
xt = wi1+ j1t,i2+ j2t .
Carpi [7] proved the following surprising result.
Theorem 18 (Carpi). There exists a 2-dimensional word w over a 16-letter alphabet, such that every line of w is
squarefree.
Proof. Let u = u0u1u2 · · · and v = v0v1v2 · · · be any infinite words over the alphabet A = {1, 2, 3, 4} that avoid
squares in all arithmetic progressions of odd difference. We define w over the alphabet A × A by
wm,n = (um, vn).
Consider an arbitrary line
x = (wi1+ j1t,i2+ j2t )t≥0,
= (ui1+ j1t , vi2+ j2t )t≥0,
for some i1, i2, j1, j2, with gcd( j1, j2) = 1. Without loss of generality, we may assume that j1 is odd. Then the word
(ui1+ j1t )t≥0 is an arithmetic subsequence of odd difference of u and hence is squarefree. The line x is therefore also
squarefree. 
A backtracking search shows that there are no 2-dimensional words w over a 7-letter alphabet, such that every line
of w is squarefree. It remains an open problem to determine if the alphabet size of 16 in Theorem 18 is best possible.
Fig. 5 shows a tiling of the 2-dimensional grid induced by a word w of Theorem 18. The colour of the grid cell in
position (i, j) is determined by the value of wi, j .
Using the results of Theorems 9, 14 and 15 respectively, one proves the following theorems in a manner analogous
to that of Theorem 18.
Theorem 19. There exists a 2-dimensional wordw over a 4-letter alphabet, such that every line ofw is 3+-power-free.
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Fig. 5. A tiling of the 2-dimensional grid given by a word w of Theorem 18.
Fig. 6. A tiling of the 2-dimensional grid given by a word w of Theorem 20.
Theorem 20. There exists a 2-dimensional wordw over a 9-letter alphabet, such that every line ofw is 2+-power-free
(overlapfree).
Theorem 21. There exists a 2-dimensional word w over a 4-letter alphabet, such that every line of w avoids squares
xx, where |x | ≥ 3.
The reader will easily see how to generalize these results to higher dimensions. Figs. 6 and 7 show tilings of the
2-dimensional grid induced by words w of Theorems 20 and 21, respectively.
Grytczuk [12] presented the problem of determining the Thue threshold of N2, namely, the smallest integer t such
that there exists an integer k ≥ 2 and a 2-dimensional word w over a t-letter alphabet such that every line of w is
k-power-free. Carpi’s result showed that t ≤ 16; Theorem 19 shows that t ≤ 4.
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Fig. 7. A tiling of the 2-dimensional grid given by a word w of Theorem 21.
Acknowledgement
The second and third authors would like to thank Anna Frid for helpful discussions.
References
[1] J.-P. Allouche, Suites infinies a` re´pe´titions borne´es, Se´minaire de The´orie des Nombres de Bordeaux (1983–1984), 20-01–20-11, Expose´ 20.
[2] J.-P. Allouche, The number of factors in a paperfolding sequence, Bull. Austral. Math. Soc. 46 (1992) 23–32.
[3] J.-P. Allouche, M. Bousquet-Me´lou, Facteurs des suites de Rudin-Shapiro ge´ne´ralise´es, Bull. Belg. Math. Soc. 1 (1994) 145–164.
[4] J.-P. Allouche, M. Bousquet-Me´lou, Canonical positions for the factors in paperfolding sequences, Theoret. Comput. Sci. 129 (1994) 263–278.
[5] S.V. Avgustinovich, D.G. Fon-Der-Flaass, A.E. Frid, Arithmetical complexity of infinite words, in: Masami Ito, Teruo Imaoka (Eds.), Words,
Languages & Combinatorics III, Singapore, 2003, pp. 51–62.
[6] A. Blanchard, M. Mende`s France, Syme´trie et transcendance, Bull. Sci. Math. 106 (1982) 325–335.
[7] A. Carpi, Multidimensional unrepetitive configurations, Theoret. Comput. Sci. 56 (1988) 233–241.
[8] J. Currie, J. Simpson, Non-repetitive tilings, Electron. J. Combinatorics 9 (2002) #R28.
[9] M. Dekking, M. Mende`s France, A. van der Poorten, FOLDS!, Math. Intelligencer 4 (1982) 130–138, 173–181, 190–195.
[10] T. Downarowicz, Reading along arithmetic progressions, Colloq. Math. 80 (1999) 293–296.
[11] R.C. Entringer, D.E. Jackson, J.A. Schatz, On nonrepetitive sequences, J. Combin. Theory Ser. A 16 (1974) 159–164.
[12] J. Grytczuk, Thue type problems for graphs, points, and numbers, Manuscript.
[13] M. Mende`s France, Principe de la syme´trie perturbe´e, Se´minaire de The´orie des Nombres de Paris (1979–1980) 77–98.
[14] H. Prodinger, F.J. Urbanek, Infinite 0–1-sequences without long adjacent identical blocks, Discrete Math. 28 (1979) 277–289.
[15] A. Thue, U¨ber unendliche Zeichenreihen, Kra. Vidensk. Selsk. Skrifter. I. Mat. Nat. Kl. 1 (1906) 1–22. Reprinted in Selected Mathematical
Papers of Axel Thue, T. Nagell et al. (Eds.), Universitetsforlaget, Oslo, 1977, pp. 139–158.
[16] B.L. van der Waerden, Beweis einer Baudetschen Vermutung, Nieuw Arch. Wisk. 15 (1927) 212–216.
