Abstract: This paper deals with a stochastic simulation. Snow cover, representing a regionalized variable, was studied and used as an input parameter for a stochastic simulation. The first step included basic statistical analysis of individual parameters of snow, e.g. snow height. In the next step, an analysis of relationships between the snow and the geomorphological parameters (altitude, slope and aspect) was conducted. The most current methods of spatial interpolation and multifactor evaluation are based on weighted regression relationships. Primarily, the use of conditional stochastic simulation was tested in a variety of software. The main aim of this investigation is to compare selected interpolation methods with stochastic simulation, based on the development of the values and on the evaluation of the incidence of extreme events. The study shall provide users with recommendations for selecting the optimal interpolation method and its application to real data.
Introduction
Snow is a characteristic seasonal phenomenon of the Earth's temperate climate zones. Changes in its distribution and its amount are considered among the interesting indicators of climate changes [1, 2] . Regarding the hydrologic cycle, snow cover is an important element in water storage, especially in the mountain areas where it constitutes a significant proportion of annual precipitation.
Knowledge of snow distribution can provide valuable insight into snow accumulation and ablation processes. In * E-mail: marketa.prusova@vsb.cz mountainous basins, such as the Sance basin, snowmelt is the main surface water contributor in spring periods. Furthermore, in such areas, snow data collection and snow budget analysis are of great importance in the management of surface and ground water. An appropriately chosen method may be useful in solving problems in the mountainous regions with difficult accessibility, especially at the time of maximum snow cover [3] .
Previous research has shown a connection between certain variables and the processes that control snow distribution [4] [5] [6] . Based on these findings, the relationship between the factors of elevation, wind, slope, aspect and solar radiation should be considered in snow distribution research. The effect of elevation on snow accumulation is thought to be one of the most significant relationships affecting snow distribution. Precipitation increases with elevation in mountainous regions due to orographic effects [7, 8] . Stochastic simulation has provided significant advancement in the field of geostatistics and represents an alternative modeling technique, particularly suited for applications where global statistics are more important than local accuracy. Simulation produces a set of alternative maps, providing sampled information of an investigated attribute reproducing its true spatial variability. Geostatistical stochastic simulation allows better visualization of heterogenity and better assessment of the attribute uncertainty at non-sampled locations. Simulation tries to reproduce the essential statistical characteristics of data distribution, such as the associated histogram and spatial continuity, computing a set of alternative stochastic images of the random process and then carrying out an uncertainty analysis. Every kriging algorithm produces a unique and smooth map. The main objective of this work is to compare geostatistical methods, which are used for the spatial distribution of snow cover (kriging and cokriging) and stochastic simulation by the Forest Management Institute (FMI) in the Czech Republic. So far, the map, created by kriging methods, has been too smooth for their purposes. The secondary objective is to compare various results of stochastic simulation made by different software. These various results of the same simulation method are caused by additional parameters defining the area of interest. In this paper, the estimates of annual snow cover for Sance catchment were made using the techniques detailed further in the text. Moreover, the correctness of the prediction was tested by method where some observations, not used in model determination, are used to test the quality of the model.
Methodology
In geostatistics, the term "simulation" means the creation of values of one or more variables that emulate the general characteristics of those being observed in the real world. The variables may be categorical or continuous. Values can be created at a position in one, two or three dimensions that are the outcomes of stochastic processes, representing the reality [9] . While most interpolations, including kriging, give smooth images of the spatial variable, a simulated realization tries to mimic the true variability described by the second order functions, like the covariance or the variogram [10] . Stochastic simulation differs from kriging in two ways, as follow:
• Kriging provides the "best", i.e. minimum variance in local estimates without regard to the resulting statistics of those estimates. In simulation, however, the aim is to reproduce the global statistics and maintain the texture of the variation, and these take precedence over local accuracy.
• A kriged estimate at any place has associated variance with it, and hence an uncertainty, that is independent of estimates at all other places. Confidence is usually based on an assumed Gaussian distribution with the mean equal to the estimate and a cumulative distribution function [9] .
In a conditional simulation however, the generator must return the data values at places where they are known in addition to creating plausible values of Z ( ) elsewhere. The simulation is conditioned on the sampled data, ( ) = 1 2 N, denoting the conditionally simulated values by C * ( ), = 1 2 T . Where the data exist, the simulated values should be the same:
Elsewhere, C * ( ) may depart from true but unknown values in accordance with the model of spatial dependence adopted [9] . Considering what happens when Z is kriged at 0 where there is no measurement, the true value, ( 0 ), is estimated byẐ ( 0 ) with an error ( 0 ) −Ẑ ( 0 ), which is unknown:
A characteristic of kriging is that the error is independent of the estimate, that is
This feature is used to condition the simulation. A simulated field is created from the same covariance function or variogram as that of the conditioning data to give values S * ( ), = 1 2 T , that include the sampling points, , = 1 2 N. Kriging at 0 from the simulated values at the sampling points gives an estimateẐ S * ( 0 ). Its error, S * ( 0 ) −Ẑ S * ( 0 ), comes from the same distribution as the kriging error in equation (2) , yet the two are independent. It can be used to replace the kriging error to give our conditionally simulated value as
The result has the desired properties listed below [11] .
1. The simulated values are realizations of a random process with the same expectation as the original:
where µ is the mean.
2. The simulated value should have the same variogram as the original.
3. At the data points the kriging errors ( 0 ) −Ẑ ( 0 ) and S * ( 0 ) −Ẑ S * ( 0 ) are 0, and C * ( 0 ) = ( 0 ).
Conditional simulation is more appropriate than kriging where the interest is in the local variability of the property and too much information would be lost by the smoothing effect of kriging. A suite of conditional simulations also provides a measure of uncertainty of the spatial distribution of the property of interest [9] .
Pilot area
Snow damage to forest stands was studied in the basin of the Sance water reservoir, situated in the MoravianSilesian Beskids in the Czech Republic (49
• 33'03"N; 18
• 21'50"-18
• 32'24"E). The catchment network is defined by a regular grid of 2×2 km oriented along the axes of the coordinate system S-JTSK, which in total contains 52 squares. The grid is used for the systematic schema of sampling. Representative places are established inside each square cell. At least one place represents an open (treeless) area and another place represents a forested area. A set of 52 measurements is performed in each representative place (around the point). The final sample data represents an average of all measured values (excluding outliers) at the location. Treeless (open) and forested areas are carried out during one measurement in squares.
Measurement methodology
The time of measurement is chosen according to the course and character of the winter period, ideally when the snow cover culminates at the end of winter and the snow avalanches are significant with the potential for causing damage to forest stands. In each square within the research location, one sample plot must be measured [12] . If a plot, suitable for measurement, cannot be found in the marginal squares (edge areas of the basin), a sample plot outside of the research location may be measured providing the conditions (gradient, exposure, height above sea level, snowpack depth) correspond, at least approximately, to those in the relevant section of the research location. In exceptional cases, when a suitable plot in marginal squares cannot be found, such squares may be omitted [12] .
A sample plot is comprised of two parallel measurements. The first measurement must always be conducted on an open area at a minimum distance of half the height of the adjacent vegetation in the direction of least neighboring vegetation disturbance. It is necessary to exclude places shaded by adjacent vegetation, places downwind and those to which snow is blown or vice versa, places upwind from which snow is blown [12] . Ideally, measurements shall be conducted on a meadow orclear-cut area. Plots should not be established on ski slopes, or paths or waste sites where the possibility of snow being removed, piled up or being stored during winter cannot be excluded.
A control plot shall be established in an adjacent (nearest) stand at a distance approximately half the height and 1 time the height from the edge of the stand. The studied parameters include snowpack depth, snow density and water equivalent [12] . Depth is measured directly on the plot and the two other characteristics are calculated using the directly measured parameters (depth and weight of the snow sample taken). Snowpack depth is measured by inserting a ranging pole vertically down to the soil surface, 20 times in total. The minimum distance between any two measurement points is one meter. When measuring, it is necessary to avoid substantial irregularities of snow cover which may indicate terrain irregularity (e.g. tree stumps, ravines, knolls, anthills, etc.), snowdrifts, snow banks, wind-swept places, places near windfalls where snow has melted, boulders, rocks, warm springs, and the like, as well as places with apparent disturbance of snow cover [12] . Average snowpack depth on the plot is determined as an arithmetic mean from 16 measurements -the 2 highest and 2 lowest values from the set of 20 measurements are not included in the calculation. Snowpack depth is measured with precision to 1 cm. The measurement for calculating snow density and water equivalent is performed by taking a sample of an integrated profile of snow, preferably from the entire profile of snow cover or at least from its largest part (depending on the practical sampling possibilities). The snow is collected with a sampling cylinder and the volume is determined according to the depth to which it is pressed. The same rules apply for selecting places for snow sampling as for measuring snowpack depth, i.e. the places with an altered or disturbed snow surface were avoided. Sampling and measuring can be repeated up to five locations [12] . When taking samples on plots with very low or disjointed snow cover, it is always necessary to take at least a 3-centimeter layer of snow per sample. The collected snow sample is weighed, and the snow density is calculated as a ratio of the weight to the volume of snow. The volume of the collected snow sample is calculated by multiplying the calibration volume of the sampling cylinder with depth median of the snow sample. In weighing the snow, work is done with precision to 0.01 kg, while in determining volume, it is calculated with precision of the sample depth to 1 cm and cylinder's calibrating volume to 0.05 l. Volume of collected snow:
where V = volume of snow sample taken [l]; V = calibration volume of the cylinder indicated on the wall of the cylinder [l]; = mean depth of snow cover at the spot of sinking the sampling cylinder [cm]. Snow density:
where: ρ = density [kg·m −3 ], = weight of snow collected [kg] . Snow water equivalent:
where: SW E = snow water equivalent [mm], =(average) snowpack depth [cm] [12] . Weights and volumes of taken samples are summed.
Exploratory data analysis
It is necessary to perform a statistical analysis for each area (open, forested) separately. This analysis is based on the differences in the data (in the homogeneity file), as well as the test consensus of the medians. Fig. 2 demonstrates the systematic difference between average snow heights for the two types of area. The figure also depicts large differences in snow cover over time. It is therefore advisable to separate the processing of data from different measurement campaigns. The result of the exploratory analysis is the statistical analysis of snow cover parameters. All results are largely influenced by year and campaign measurements. The number of snow cover locations tested were in 2006; therefore the snow parameters for this year are statistically well represented. On the contrary, the snow cover was poor in 2008; therefore the measured data do not have a very high predictive ability. Most data has a moderately leftward distribution. In four cases, the snow density parameter has rightward distribution. The box plot (Fig. 2) is part of the processing sequence. This plot shows both the change in snow height over time and also the number of extreme outliers during the campaign. Snow height was the greatest in 2006, and then decreased in 2007. The variation in water parameters is similar to the variation in snow height. The variation can also be seen in the extreme parameter values, which can be explained by large amounts of snow and the existing weather conditions, especially the melting and recrystallization processes, having a significant effect on the local density of snow. The EDA (Exploratory Data Analysis) also investigates the normality of data. Most interpolation methods are based on linear estimates and require a normal distribution of sample data. If data fails in normality testing, it is necessary to conduct an appropriate data transformation to reach the normal distribution. The following methods of transformation were tested: natural logarithm transformation, the transformation of the square and power trans- formation using a linear interpolation coefficient of skewness, which approximates the optimal value of the constant transformation estimate based on linear interpolation [13] . The last method was chosen as the best transformation. The altitude played the main role in testing of the parameters of snow. This was particularly true in the case of the extreme outliers in Lysa Mountain and Smrk Mountain. The terrain factor, compared with the individual characteristics of snow cover, constitutes an important element in studying and evaluating the results. Furthermore, correlation and regression analysis were applied to the relationships between local morphological characteristics (altitude, slope and orientation) and snow parameters. The results confirmed a clear dependence of the amount of snow on the altitude, and showed a partial dependence on slope and orientation.
Stochastic simulation
Interpolation was carried out separately for the open and forested areas, according to the results of exploratory statistics (or EDA). The following methods were compared: simple kriging, ordinary kriging, universal kriging, simple cokriging, ordinary cokriging and universal cokriging. Interpolation results visually matched the shape of the isolines. The development of the shapes of contour lines and their credibility, especially in border areas, was examined. The stochastic simulation for height of snow was chosen due to its better local estimation ability than classical interpolation methods. This claim is evidenced by Fig. 4 . Simulation provides better and more exact results than the methods of approximation, which lead to smoothed values even when a value is known. The simulation was carried out with ArcGIS 10 and SGeMS software products
ArcGIS 10
ArcGIS is a software product from Environmental Systems Research Institute (ESRI). This software consists of applications such as GIS Desktop, Server GIS, Developer GIS and Mobile GIS. It supports a large variety of formats and allows you to work with vector and raster data. ArcMap is an integrated desktop program, designed for the Windows platform. This was the primary commercial application used for our GIS oriented data collection and its tools assisted in producing the desired result. This part of the product (tools) is used to edit data, create map outputs and conduct analysis of different data types. In ArcMap, geographic information is represented as elements (objects) in layers, which are then visualized in the map field. For example, ArcMap contains a tool for creating map outputs with all the basic compositional elements.
Gaussian geostatistical simulation was chosen as the stochastic simulation. The parameters, listed in the Table 1 were configured for simple kriging. Simple kriging is a necessary condition for simulation. Non-ideal processes are evident from both the graph (Fig. 5 ) and the maps (Fig. 6 ). The aim is to set the optimal parameters, so that the input to the simulation data is distorted as little as possible. This method is a mandatory input parameter in this software.
In the next step, other parameters were included directly for simulation. The settings were prepared, as follows: A stochastic simulation result is shown in Fig. 7 . The higher number of realizations, the more accurate simulation results and the better reflection the trend in the area. The example simulations are compared with the number of implementations (300 and 1000). The simulation with the number 1000 seems to repeat the initial smoothing interpolation, but in comparison with the spline or kriging method it is a negligible problem. The stochastic simulation is solved because of its good explanatory power at the measurement point.
Stochastic simulation generally gives better results than the conventional interpolation method. This assertion is based on the comparison of interpolation methods to stochastic simulations. A GEM, the Geostatistical Earth Modeling Software is an example of software built from scratch using the GsTL (the Geostatistics Template Library). The source code of GEMS serves as an example of how to use GsTL facilities. GEMS was designed with two aims in mind. The first one, geared toward the end user, is to provide user-friendly software offering a large range of geostatistic tools: the most common geostatistic algorithms are implemented, in addition to more re- cent developments such as multiple-point statistics simulation. The user-friendliness of GEMS mainly comes from its non-obtrusive graphical user interface, and the possibility to directly visualize data sets and results in a full 3-D interactive environment. The second objective was to design software whose functionalities could conveniently be augmented. New features can be added into GEMS through a system of plug-ins, i.e. pieces of software which cannot be run by themselves but they complement the main software. In GEMS, plug-ins can be used to add new (geostatistics) tools, to add new grid data, structures (faulted stratigraphic grids for example) or to define new import/export filters. Sequential Gaussian geostatistical simulation was chosen as the stochastic simulation. The parameters of the variogram are the same as for simple kriging. Input parameters are similar to those of ArcGIS 10 and include the height and type of snow. Other parameters are: number of realizations and information on the variogram. The procedure is shown in Fig. 8 , Fig. 9 and Fig. 10 .
Stochastic simulation does not produce better results for the determination of the mean on the ground, but it provides the necessary opportunity to determine the probability of exceeding certain limits. These limits are important to the application area (for example, height of snow or water supply, causing a significant increase in crown fractures and fallen trees).
SGeMS
A GEM, the Geostatistical Earth Modeling Software is an example of software built from scratch using the GsTL (the Geostatistics Template Library). The source code of GEMS serves as an example of how to use GsTL facilities. GEMS was designed with two aims in mind. The first one, geared toward the end user, is to provide user-friendly software offering a large range of geostatistic tools: the most common geostatistic algorithms are implemented, in addition to more recent developments such as multiplepoint statistics simulation. The user-friendliness of GEMS mainly comes from its non-obtrusive graphical user interface, and the possibility to directly visualize data sets and results in a full 3-D interactive environment. The second objective was to design software whose functionalities could conveniently be augmented. New features can be added into GEMS through a system of plug-ins, i.e. pieces of software which cannot be run by themselves but they complement the main software. In GEMS, plugins can be used to add new (geostatistics) tools, to add new grid data, structures (faulted stratigraphic grids for example) or to define new import/export filters. Sequential Gaussian geostatistical simulation was chosen as the stochastic simulation. The parameters of the variogram are the same as for simple kriging. Input parameters are similar to those of ArcGIS 10 and include the height and type of snow. Other parameters are: num- ber of realizations and information on the variogram. The procedure is shown in Fig. 8 , Fig. 9 and Fig. 10 .
Unfortunately, this method does not provide the statistics. Only on the basis of the resulting maps can parameters be compared.
GSTAT
Gstat is an open source (GPL) computer code for multivariable geostatistical modelling, prediction and simulation, and has been maintained since 1997. In the original form, GSTAT is a stand-alone executable application, in- terfaced to various GIS. As of 2003, the GSTAT has been also available as an S extension, either as R package or S-Plus library. Current development mainly focuses on the S extension. data.eas file, still had to be adjusted to the structure depicted in the following figure. Before starting the actual simulation program GSTAT, it was necessary to create the mask that defines the simulated area. The procedure for creating mask basin is:
• convert the basin (vector) into the grid (cell size was set to 50)
• convert raster to ASCII (txt)
• use the command: gstat -e conv -f c povodi − map.txt povodi − map Note: c -means PCRaster/CSF. The last step was to create an ASCII file in which parameters are written for a conditional simulation. In Fig. 11 , the map shows the sample of the 50 simulations and shows the simulated values have better explanatory power than values from classical interpolation. Stochastic model simulates possible interpolation process and is very similar to the results of ordinary kriging.
Statistical evaluation was performed in 50 simulations in the program ArcGIS. Results from GSTAT were converted to bitmaps. Results were then evaluated, first, the arithmetic average and then the sum of all 50 simulations. The result is the following average statistics consisting of minimum = 81.2, maximum = 208.6, average = 121.8, standard deviation = 21.0 and variance = 441. Unfortunately, evaluation using this method is very time consuming in the program GSTAT.
Conclusion and future work
When processing data, we should not forget the basic statistics of data. Some of these statistics are either completely omitted or performed it without important aspects such as testing the normality of data. This approach can completely distort the results and regardless of the choice of the best interpolation methods. The majority of users use standard interpolation methods and take them at face value. We would like to show that there are other methods that can provide better results. It is confirmed after the block simulation in 2011, that stochastic simulation gives good results in comparison with other interpolation methods. Future work will include the following enhancements to our approach: Creation of conversion between two different programs for their simulation (ensuring the interoperability), finding the best way to compare statistical results with other interpolation methods and integrating information about damage of forest stand. Several simulations, which we made this year, lead to idea of a single data entry for the various programs. We are currently trying to create a group of processes which would ensure unified conversion of input raw data to processed multiple outputs. The next step will be creation of the database program to transfer data automatically.
