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TAKAYUKI KAWADA function (1.2) , some analytic properties of sample functions of Polya processes are studied.
In §2, a basic hypothesis (H) is introduced, which reveals a foundation of the properties of their sample functions in terms of the r, that is, of /. 2» A basic hypothesis* Let / be a function of bounded variation in an interval [a, b] . Denote the total variation by V f ([a, b] ). The Vf ([a, &] ) is decomposed into the positive variation F/ os ([α, 6] ) and the negative variation V/ Θg ([α, b] ):
V f ([a, b] ) = VΓ ([a, b] ) + VΓ ([a, b] ) , and moreover (2.1) V f ([a, b] 
) = 2VΓ([a, b]) + {/(&) -f(a)} .
When / is defined in (-°°, °°), being monotone outside of an interval [a, b] and /(±©o) -0, define the total variation in (-oo f co) or denoting by V(f) simply:
V(f) = V f ([a, &]) + {f(b) + /(α)} .
In more general, the total variation in (-°°, c^) for a function / being given in (-<*>, °°) is defined, denoting by V(f) again, as the limit of the total variation in any finite interval [α, 6] , V f ([a, b] 
•(/)
r(e) and introduce a basic hypothesis:
LEMMA. // / is continuous in (-°°, °o) , is monotone outside of a finite interval, and of bounded variation satisfying (1.1) and /(±oo) = 0, then for the r defined by the f, the hypothesis (H) holds.
Proof, (i) (A motive case). Take a unimodal function / satisfying the assumption of the lemma. Let q(t) be the coordinate where the curves y = fix) and y -fix + t) intersect. Then we have
Then (1 -r(t) )/t -f(q(t) + tθ) converges to the maximum of / in (-co, oo) , that is, to F(/)/2.
(ii) (A preparative remark). We take a partition π n of a finite interval [α, 6] :
Let's denote by co(x k , x k+1 ) the oscillation of / in [x k , x k+1 ], and define α)(π Λ ) = Σ fc ft>(cCfc, ί»fc+i). Then, it is well known that ω(τθ > F/ίtα, 6]) as the mesh (πj • 0 .
(iii) (General case). For a given positive £, the intersectionpoints of the curves y -fix) and y = f(x + t) are at most denumerable. Write their coordinates as follows;
holds. This is considered one of partition in (-oo, oo), which is denoted by π(t). Denote the cardinality of such intervals by Kit). Write by a«>(t) the coordinate of the intersection which has not the corresponding b(t), that is, the largest among the {a k (t)}. Then we obtain, writing {a k } f {b k } simply for {a k (t)} 9 {b k (t)} f
finding the sequences {θ k (t)} and {θ' k (t)} from the interval [0, 1]. Then we have
and applying the remark (ii) to the present case,
On the other hand, for any ε > 0, it is possible from (2.3) and (2.2) to find a sequence {t n [ 0} such that
These establish the lemma. The lemma shows only one example of classes satisfying the hypothesis (H).
3* Sample continuity* Since Polya process X is a stationary Gaussian process, it has either sample continuous version or sample unbounded one (Ju. K. Beljaev [1] ). This alternative depends on the function /, appearing in (1.2). The variance of the increment of Polya process X has the exact form; 
where the bracket [ ] indicates the integral part and C is a constant relying on the k t and k 2 in (3.2). Then (3.4) and (3.5) 
-r(ε) £ εV(f) .
This establishes the theorem. The following example shows the sample unboundedness of Polya process, being defined by the / which does not satisfy conditions in the Theorem 1, that is, / is not continuous at the two points and not of bounded variation. This Polya process is an example of the class considered by Fernique [3] .
where logjX is the j-times iterated logarithm of x, and e* w is defined recursively as follows: e* fc = e e * (fc~1) > e *2 _ ^ e *i = ^ e *o " ^^ ^ " 3,4,5, ...). Set Then, the Polya process X, corresponding to the r defined by the /, is sample unbounded: In fact,
we have which implies the unboundedness of almost all sample functions. But, even when it assumed that / is not of bounded variation in opposition to the Theorem 1, an example is constructed, which shows the sample continuity of the corresponding Polya process. 
The fix) is nonnegative continuous in (-oo ? oo) satisfying (1.1), but not of bounded variation. But, the Polya process, corresponding to S oo min{/(x), fix + t)}dx, has sample continuity: By (3.10) and (3.11), we have
As we set 3M = c,
This assures the convergence of the series in (3.7) . It implies the assertion by the Fernique's condition. Then we see that r(ί) = exp( -1/2), for a nonnegative t. The Poly a process corresponding to the r is an Ornstein -Uhlenbeck's Brownian motion X:
where B stands for the ordinary Brownian motion.
4* Nowhere differentiability of sample functions* In [5] , a condition of nowhere differentiability of sample functions of a Gaussian process X is given: If there can be found a function φ such that
and if there exists a positive integer q such that
and finding a positive integer p
where ψ(h; t, s) = Correlation {X(t + h) -X(t), X(s + h) -X(s)}, then
Since the present process is stationary, it is sufficient to consider only in [0, 1] . Using this proposition, we establish the following theorem: Proof. Since it can be taken 2 (1 -r(t) ) as φ 2 (t) ,
for a sufficiently small h by (H). This ensures (4.2) for each q > 2.
Next, it must be found a positive integer p satisfying (4.3 
we have almost surely
The proof is quite same as in [6] which contributes to find a sequence {ε n [ 0} satisfying being based on the bound of Hanson and Wright (1971) . Hence, only some different points from the proof in [6] will be noted here. In the proof, it necessitates to evaluate E [(X(tl n) 
. This requires generally to consider the singurality of the second derivatives of the covariance function. But for the present process, which is stationary, it is easy to carry out it under the (H).
In fact, for any pair (i, j), by Schwarz's inequality, E[{X{t[ n) 6* Upper and lower class* This section aims only to restate, in the case of Polya process X, the theorem in [8] which describes the asymptotic behavior of the process.
Let M be the class of monotone, nondecreasing, and continuous functions. A function φ in M is called a function of the upper class with respect to the uniform continuity of X, if for almost all ω of the random parameter in a probability space, there exists a δ(α>) > 0 such that 0 < 11 -s \ < 8(ω) implies
\X(t, ω) -X{s, ω)\ £ φ(llt -s\)E^{(X(t) -X(s)Y} .
This class is denoted by unif-£7.
On the contrary, a function ψ in M is called a function of the lower class with respect to the uniform continuity of X, if for almost all ω there exists a sequence {ί w (α>); n = 1, 2, On the contrary, if the above integral diverges under the sssumption that r(t) is convex in (0, δ) for a sufficient small δ, then the φ belongs to unif-L.
The adaptation of [8] to the other properties of Polya process; the local continuity, the "iterated logarithm"-typed properties etc., are all omitted.
