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Blender as a tool for generating synthetic data
Blender jako narzędzie do generacji danych syntetycznych
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Abstract
Acquiring data for neural network training is an expensive and labour-intensive task, especially when such data is
difficult to access. This article proposes the use of 3D Blender graphics software as a tool to automatically generate
synthetic image data on the example of price labels. Using the fastai library, price label classifiers were trained on
a set of synthetic data, which were compared with classifiers trained on a real data set. The comparison of the results
showed that it is possible to use Blender to generate synthetic data. This allows for a significant acceleration of the
data acquisition process and consequently, the learning process of neural networks.
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Streszczenie
Pozyskiwanie danych do treningu sieci neuronowych, jest kosztownym i pracochłonnym zadaniem, szczególnie kiedy
takie dane są trudno dostępne. W niniejszym artykule zostało zaproponowane użycie programu do grafiki 3D Blender,
jako narzędzia do automatycznej generacji danych syntetycznych zdjęć, na przykładzie etykiet cenowych. Przy użyciu
biblioteki fastai, zostały wytrenowane klasyfikatory etykiet cenowych, na zbiorze danych syntetycznych, które porów-
nano z klasyfikatorami trenowanymi na zbiorze danych rzeczywistych. Porównanie wyników wykazało, że możliwe jest
użycie programu Blender do generacji danych syntetycznych. Pozwala to w znaczącym stopniu przyśpieszyć proces
pozyskiwania danych, a co za tym idzie proces uczenia sieci neuronowych.
Słowa kluczowe: sztuczne sieci neuronowe; konwolucyjne sieci neuronowe; dane syntetyczne; blender
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1. Wstęp
W ostatniej dekadzie sztuczne sieci neuronowe znalazły
zastosowanie w wielu dziedzinach. Jedną z nich jest wi-
dzenie komputerowe (ang. computer vision), gdzie głę-
bokie uczenie (ang. deep learning), wykorzystywane jest
przy rozwiązywaniu wielu problemów z tej dziedziny
[1] m.in. detekcja obiektów, rozpoznawanie aktywności,
twarzy i szacowanie pozycji człowieka [2–5]. Trenowanie
jak i testowanie głębokich sieci neuronowych jest cza-
sochłonne oraz kosztowne, ponieważ należy zebrać dużą
ilość danych, następnie ręcznie je opisać, aby wykorzy-
stać je w uczeniu nadzorowanym. Jest to problem wy-
stępujący nie tylko przy głębokim uczeniu ale w szeroko
pojętym uczeniu maszynowym (ang. machine learning)
[6], mimo że istnieją łatwo dostępne, gotowe zbiory da-
nych np.: VGG-Sound [7], RoadText [8], PandaSet [9],
czy też COVID-CT [10]. Może się jednak okazać, że taki
zbiór nie pasuje do problemu, który osoba trenująca pró-
buje rozwiązać, ponieważ zbiór jest zbyt mały lub słabej
jakości aby uzyskać zadowalające wynik, bądź względy
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prawne nie pozwalają go wykorzystać. Obiecującym roz-
wiązaniem jest użycie automatycznie wygenerowanych
danych syntetycznych. W zależności od rodzaju danych
jakie są potrzebne - dane tabelaryczne, zdjęcia, wideo,
dźwięk - proces generowania takich danych - jeśli moż-
liwy, może być różny.
W przypadku wizji komputerowej, generacja danych
syntetycznych, może odbywać się przy pomocy silników
gier, bądź programów do grafiki 3D takich jak Unity
3D, Unreal Engine, Cinema4D, Blender [11]. Umożliwia
to automatyzację procesu generowania i opisywania da-
nych potrzebnych do treningu sieci. Przy użyciu tego
typu programów powstało kilka zbiorów danych synte-
tycznych [12–22] zdjęć i filmów. W większości przypad-
ków, te zbiory danych są kosztowne w wygenerowaniu.
Wymagają od osoby tworzącej sceny, aby ta w szcze-
gółach odpowiadała określonemu środowisku. Te zbiory
danych były z powodzeniem używane do rozwiązywania
geometrycznych problemów takich jak przepływ optycz-
ny, sceniczny i szacowania pozycji kamery.
Dane syntetyczne zostały wykorzystane z sukcesem
w pracy [23], gdzie zostało przedstawione użycie danych
syntetycznych podczas trenowania modeli, do rozpozna-
wania tekstu na zdjęciach przedstawiających sceny ze-
227
Journal of Computer Sciences Institute 16 (2020) 227–232
wnętrzne. Dane syntetyczne w tym przypadku genero-
wane są jako tekst nakładany na zdjęcia ze zbioru IC-
DAR 2003 i SVT. Podobne rozwiązanie zostało przed-
stawione w [24], jednak tym razem na zdjęcia nakładane
są obiekty, a nie tekst. W tym celu zostały wykorzystane
darmowe modele 3D CAD. Po wyrenderowaniu modeli
z teksturami, w różnych pozach, obiekt zostaje nanie-
siony na różne tła. Na tak przygotowanych zdjęciach
zostały wytrenowane detektory obiektów. Kolejne dwie
prace [25, 26] także skupiają się na detekcji obiektów,
używając przy tym Blendera i Unity 3D. Rozwiązanie
wykorzystujące Blendera, podczas renderowania używa
silnika Cycles, aby wyrenderowane obiekty były bardziej
zbliżone do rzeczywistych obiektów, wpływa to jednak
na prędkość generacji. Dane syntetyczne używane by-
ły również przy szacowaniu pozycji człowieka. W tym
celu został stworzony zbiór realistycznych danych syn-
tetycznych [27]. Istnieją jeszcze inne prace [28–32], które
skupiają się na generacji danych syntetycznych lub ich
wykorzystaniu do treningu modeli sieci neuronowych.
Przedstawione powyżej rozwiązania w dużej mierze
skupiają się na uzyskaniu jak najbardziej realistycznych
zdjęć obiektów, pomieszczeń, co odbija się na prędko-
ści generacji takich danych. Przy małej liczbie zdjęć
nie stanowi to dużego problemu, jednak kiedy potrze-
bujemy setek tysięcy zdjęć do treningu, ten czas się
kumuluje. Skupiają się też one na jak najdokładniej-
szym odwzorowaniu otoczenia, w którym znajduje się
obiekt, co również jest czasochłonne. Aby zaadresować
te problemy, w tym artykule został przedstawiony spo-
sób generowania danych syntetycznych, wykorzystując
do tego program Blender, WeasyPrint, python-barcode.
Do sprawdzenia użyteczności wygenerowanych danych,
przygotowanym programem, zostały wytrenowane kla-
syfikatory etykiet cenowych na zbiorze treningowym da-
nych syntetycznych i rzeczywistych. Przedstawione roz-
wiązanie wykorzystuje silnik renderujący Eevee, który
zapewnia szybszy czas renderowania, w porównaniu do
silnika Cycles. Otoczenie etykiet cenowych jest bardzo
proste, aby nie tracić czasu na jego modelowanie.
2. Generacja danych i trening
W tej sekcji zostały opisane kroki w generacji danych
syntetycznych etykiet cenowych oraz sposób w jaki zo-
stały pozyskane dane rzeczywiste użyte w zbiorze ewa-
luacyjnym i testowym. Dodatkowo został opisany spo-
sób trenowania sieci neuronowych z użyciem biblioteki
fastai [33].
2.1. Generacja danych z wykorzystaniem Blen-
dera
Przy tworzeniu programu do generacji danych synte-
tycznych pod uwagę brana była modularność projek-
tu, aby w łatwy sposób móc dodawać generację innych
obiektów niż etykiety cenowe. Dlatego obiekty, które
są używane podczas generacji nie znajdują się w tym
samym pliku blend co scena, w której są generowane.
Pozwala to na łatwą zmianę obiektów, bez zaśmiecania
głównej sceny oraz na wymianę sceny, jeśli np.: potrzeb-
ne są zdjęcia na zewnątrz lub wewnątrz budynku. Dla
każdego typu obiektu tworzony jest osobny plik blend,
w którym znajdują się obiekty tylko danego typu np.:
samochody, książki, biurka itd. Pozwala to na łatwiejsze
zarządzanie obiektami.
Aby było wiadomo, gdzie znajduje się jaki typ obiektu
i mieć możliwość definiowania specjalnych zmiennych,
zamiast ustawiać je na sztywno w kodzie, stworzony zo-
stał plik json, w którym znajduje się konfiguracja. Przy-
kład zawartości konfiguracji znajduje się na Listingu 1.
W pliku json, niezależnie od typu obiektu znajdują się
pola: type - typ obiektu, object name - nazwa obiektu
w pliku blend, blend file - ścieżka do pliku blend, gdzie
znajduje się model obiektu. Przy generacji wykorzysty-
wany jest Eevee, który jest silnikiem renderującym cza-
su rzeczywistego. Skraca to znacząco czas potrzebny na
wyrenderowanie zdjęcia nawet prostej sceny.





























Scena, w której renderowane były zdjęcia etykiet ce-
nowych, została przedstawiona na Rysunku 1. W scenie
została użyta mapa hdr jako tło. Scena składa się z pro-
stego pomieszczenia, w którym znajdują się dwa regały
sklepowe. Na regałach znajdują się różnego koloru sze-
ściany. Zostały użyte 3 źródła światła typu Area.
Tekstury etykiet cenowych są generowane przy uży-
ciu WeasyPrint, który potrafi zamienić plik html i css
w zdjęcie. Dzięki temu możliwe jest stworzenie wielu róż-
nych układów etykiet cenowych. Pozwala to również na
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Rysunek 1: Scena, która była użyta przy generacji syntetycznych
zdjęć etykiet cenowych
umieszczanie losowych wartości w polach etykiety takich
jak: nazwa produktu, cena, waga itp. Kody kreskowe ge-
nerowane są przy pomocy biblioteki python-barcode.
Proces generacji zdjęć etykiet cenowych można po-
dzielić na 3 kroki.
1. Inicjalizacja programu
W tym kroku, program wczytuje plik konfigura-
cyjny i tworzone są niezbędne obiekty generato-
rów, dla każdego typu obiektu. Zadaniem genera-
tora jest wyrenderowanie zdjęć danego obiektu. Do
pliku sceny zostają również dołączone wymagane
obiekty z innych plików blend.
2. Tworzenie tekstur
W tym kroku wybierana jest losowo jedna z etykiet
cenowych. Dla wybranej etykiety cenowej, wczyty-
wany jest plik html oraz css i na ich podstawie gene-
rowana jest tekstura etykiety cenowej. Przykładowa
tekstura została przedstawiona na Rysunku 2.
Rysunek 2: Przykładowa wygenerowana tekstura etykiety elektro-
nicznej
3. Rednering zdjęcia
Kiedy tekstura zostanie wygenerowana, wczytywa-
na jest ona do programu blender i przypisywa-
na do odpowiedniego materiału. Dany obiekt jest
ustawiany w wyznaczonym miejscu, kamera zosta-
je ustawiona w losowym miejscu, w ustalonej odle-
głości od obiektu, po czym wykonywany jest ren-
dering zdjęcia. Po wyrenderowaniu, zdjęcie zostaje
przycięte, w taki sposób aby etykieta zajmowała jak
najwięcej miejsca na zdjęciu. Po zapisaniu zdjęcia,
proces powraca do kroku 2, aż nie zostanie wyge-
nerowana zadana liczba zdjęć.
Przykładowe wygenerowane zdjęcia różnych klas ety-
kiet cenowych, zostały przedstawione na Rysunku 3.
Rysunek 3: Przykład wygenerowanych etykiet cenowych
2.2. Trenowanie modeli z wykorzystaniem biblio-
teki fastai
Zostały wytrenowane po 3 modele na zbiór danych
syntetycznych i rzeczywistych (DenseNet121, ResNet50,
VGG19) przy użyciu biblioteki fastai. Zbiór treningowy
danych syntetycznych składa się z 5000 zdjęć, które by-
ły generowane w rozdzielczości 768x768px, zbiór danych
ewaluacyjnych z 2016 zdjęć rzeczywistych, zbiór testowy
z 1008 zdjęć rzeczywistych a zbiór danych rzeczywistych
z 3070 zdjęć. Każdy ze zbiorów został podzielony na
3 klasy etykiet - paper, electronic i handwritten. Zdję-
cia etykiet rzeczywistych zostały wycięte ze zdjęć półek
sklepowych.
Modele zostały wytrenowane przy użyciu polityki
1 cyklu. Były one trenowane na zdjęciach ze zwiększa-
jącą się rozdzielczością - 32x32px, 64x64px i 128x128px.
Na zdjęciach w zbiorze treningowym wykonane zostały
augmentacje: crop pad, flip lr, symmetric wrap, zoom,
brightness oraz contrast. W czasie treningu, najlepszy
punkt kontrolny był zapisywany i każdy kolejny trening
na większej rozdzielczości zdjęć, dla danego zbioru i mo-
delu, był wznawiany z tego punktu kontrolnego.
3. Wyniki
Dane syntetyczne zostały wygenerowane 10 razy po
5000 zdjęć, aby sprawdzić średni czas generacji zdjęć.
Dla 5000 zdjęć średni czas generacji wyniósł 7507 se-
kund, czyli 2 godziny i 8 minut, natomiast średni czas
renderowania jednego zdjęcia - używając do tego kar-
ty graficznej GTX 1660 Ti - wyniósł 1 sekundę, gdzie
dla porównania, średni czas renderowania jednego zdję-
cia, z użyciem silnika cycles, wyniósł 1 minutę i 2 se-
kundy. Podczas renderowania zdjęć, przy użyciu silnika
cycles, wpływ na szybkość renderingu ma wiele usta-
wień, najważniejszymi z nich są ilość próbek i wielkość
części zdjęcia, które w danej chwili jest renderowane.
Mniejsza liczba próbek przyśpieszy renderowanie, jed-
nak zdjęcie będzie gorszej jakości - bardziej ziarniste.
Natomiast największy wpływ na czas generacji jednego
zdjęcia miało renderowanie oraz tworzenie tekstury ety-
kiety, dlatego całkowity czas generacji zdjęcia etykiety
to suma czasu potrzebnego na generację tekstury i ren-
derowanie zdjęcia.
W tabeli 1 zostały przedstawione procentowe wyniki
dokładności sklasyfikowania etykiet cenowych, uzyskane
na zbiorze testowym dla klasyfikatorów trenowanych na
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danych syntetycznych i rzeczywistych.
Tabela 1: Procentowy wynik dokładności sklasyfikowania etykiet
cenowych dla modeli trenowanych na danych syntetycznych i rze-
czywistych
Wynik precyzji
Zbiór danych Architektura na zbiorze
testowym
Dane syntetyczne ResNet50 91.5%
DenseNet121 90.6%
VGG19 70.5%
Dane rzeczywiste ResNet50 98.9%
DenseNet121 98.4%
VGG19 98.1%
Różnica pomiędzy najlepszym klasyfikatorem, który
został wytrenowany na danych rzeczywistych, a klasy-
fikatorem, który został wytrenowany na danych syn-
tetycznych, wynosi 7.4%. Klasyfikatory ResNet50 oraz
DenseNet121 trenowane na syntetycznych zdjęciach,
uzyskały zbliżone wyniki, które można by polepszyć, do-
stosowując hiperparametry uczenia. Podczas treningu
zmieniany był tylko współczynnik nauki (ang. Learning
rate). Najgorszy wynik uzyskał klasyfikator oparty o ar-
chitekturę VGG19.
Mimo, że do renderowania etykiet nie był używany
silnik Cycles, który renderuje zdjęcia, bardziej zbliżone
do rzeczywistości, wyniki uzyskane przez najlepszy kla-
syfikator, trenowany na danych syntetycznych nie jest
mniejszy od klasyfikatora trenowanego na danych rze-
czywistych o 10%.
Patrząc na matrycę pomyłek dla najlepszego mode-
lu trenowanego na danych syntetycznych (Rysunek 4)
i matrycę pomyłek najlepszego modelu trenowanego na
danych rzeczywistych (Rysunek 5), widać, że obydwa
klasyfikatory, ani razu nie sklasyfikowały dobrze etykiet
klasy handwritten. Przy klasyfikatorze trenowanym na
danych rzeczywistych, wynika to z małej liczby zdjęć
etykiet klasy handwritten w zbiorze treningowym. Przy
klasyfikatorze trenowanym na danych syntetycznych,
była wystarczająca liczba zdjęć tej klasy. Ten błąd wy-
nika z tego, że syntetyczne dane etykiet klasy handw-
ritten, za bardzo przypominały etykiety paper. Wpływ
na to ma rodzaj użytej czcionki, która nie różni się zna-
cząco od czcionek użytych przy etykietach paper.
Wpływ na wyniki uzyskane dla klasyfikatorów, treno-
wanych na danych syntetycznych ma również nałożenie
tekstur na obiekty etykiet. Tekstury generowały się z lo-
sową nazwą produktu, ceną, kodem kreskowym itd. więc
zdarzało się, że niektóre tekstury źle nakładały się na
obiekty. Kolejnym czynnikiem mającym wpływ na wy-
nik jest odwzorowanie układów występujących w rze-
czywistości. Może się zdarzyć, że dany układ etykiety
występuje rzadko w danych rzeczywistych, jednak w da-
nych syntetycznych, występuje z częstotliwością zbliżo-
ną do innych układów etykiet. W tym przypadku wi-
dać to na etykietach typu handwritten, których w zbio-
rach składających się z danych rzeczywistych jest bar-
Rysunek 4: Matryca pomyłek dla modelu ResNet50 trenowanego
na danych syntetycznych
Rysunek 5: Matryca pomyłek dla modelu ResNet50 trenowanego
na danych rzeczywistych
dzo mało, w porównaniu do innych klas etykiet, nato-
miast w zbiorze syntetycznym, występują porównywal-
nie często co inne klasy etykiet. Powoduje to, że taki
klasyfikator ma większą szansę, źle sklasyfikować ety-
kietę jako handwritten.
4. Podsumowanie i wnioski
Przedstawiona metoda generacji danych syntetycznych
przy użyciu Blendera, kiedy używamy do renderowa-
nia silnika Eevee, umożliwia szybką generację danych do
treningu sieci neuronowych. Dzięki temu proces zbiera-
nia i opisywania danych staję się znacząco szybszy, co
pozwala na szybsze dostarczanie wytrenowanych mode-
li.
Sieć wytrenowaną na danych syntetycznych, można
użyć w dalszej części procesu, kiedy to duża liczba da-
nych rzeczywistych będzie dostępna. Trzeba jednak za-
uważyć, że wytrenowanie sieci na danych syntetycznych,
może się wiązać z większą ilością kroków, potrzebną do
uzyskania wymaganych wyników.
Patrząc na uzyskane wyniki, można stwierdzić, że
użycie silnika Eevee - szybszego ale renderującego mniej
realistyczne zdjęcia - do renderowania syntetycznych
zdjęć, pozwala na uzyskanie zadowalających wyników
i znacząco skraca czas potrzebny na renderowanie.
Klasyfikator VGG19 uzyskał najgorszy wynik, kiedy
został wytrenowany na danych syntetycznych, ponieważ
jest to architektura, która posiada najwięcej parame-
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trów, co może sugerować, że architektury posiadające
bardzo dużą liczbę parametrów, uczą się gorzej na da-
nych syntetycznych.
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