subgroup x, yxy −1 is solvable.
8
As above, it is enough to prove that for any element x of prime order p > 3 in an almost simple group G we have β(x) = 2.
9
The proof is given in [19] .
10
Let us note here another parallel between the nilpotent and the solvable cases. Namely, there is yet another description 11 of R(G) [22] in the style of a theorem of Thompson [39] : R(G) coincides with the collection of all y ∈ G such that for every 12
x ∈ G the subgroup x, y is solvable. In such a form this statement does not admit a direct analogue in the nilpotent case. 13 However, one can reformulate this description as follows. For any x, y ∈ G denote by y x the minimal normal subgroup 14 in x, y containing y. Then R(G) can be described as the collection of y ∈ G such that for every x ∈ G the subgroup y Engel element and therefore, according to the above mentioned theorem of Baer, belongs to N(G).
24
The Baer-Suzuki theorem allows one to improve this characterization in the best possible way: instead of considering 25 the subgroup y x , it is enough to consider the subgroup y, y x because its nilpotency for any x ∈ G already guarantees 26 y ∈ N(G).
27
The following result of Flavell [14] lies in between the nilpotent and solvable cases and is of the same flavour:
28 Theorem 1.14 (Flavell) . 29 the subgroup x y has this property for all y ∈ G.
Let x be an element of the finite group G. Then x G is solvable of Fitting height at most 2 if and only if

30
This theorem provides a beautiful example of a class of groups where local and global properties coincide (see [23, 31 Def. 5.4]).
32
In light of the approach in [23] , we dare propose a further generalization, in spirit of problems of Burnside type.
33
Recall that a class of groups X is called a radical class if in every group G there is a maximal normal subgroup X(G) 34 belonging to X. One can impose various conditions on X which guarantee the existence of X(G). For example, a class X of 35 finite groups closed under homomorphic images, normal subgroups and extensions is a radical class inside the class of all 36 finite groups.
37
Definition 1.15. Let X be a radical class of finite groups. The Baer-Suzuki width of X is defined as the smallest integer 38 n := BS(X) with the property: for every finite group G ∈ X, the X-radical X(G) coincides with the set of elements g ∈ G
39
such that for every x 1 , . . . , x n ∈ G the subgroup g x 1 , . . . , g x n belongs to X. If such an n does not exist, we set BS(X) := ∞.
40
We have BS(N ) = 2 for N the class of finite nilpotent groups (Baer-Suzuki) 
Strategy of proof
31
Actually, the proof grounds on a further refinement of methods and results from [18, 25] .
32
We first reduce Theorem 1.1 to Theorem 1.7, exactly in the same way as in [18, Section 2].
33
Although this reduction is fairly standard, we sketch its main steps below. Let S(G) be the set of all 4-radical elements of 34 the group G. Obviously, R(G) lies in S(G) and we have to prove the opposite inclusion. We can assume that G is semisimple
, and we shall prove that G does not contain nontrivial 4-radical elements. Assume the contrary and consider 36 a minimal counterexample, i.e. a semisimple group of smallest order with S(G) = {1}.
37
Recall that any finite semisimple group G contains a unique maximal normal centreless completely reducible (CR) 38 subgroup (by definition, CR means a direct product of finite non-abelian simple groups) called the CR-radical of G (see [35, 39 3.3.16]). We call a product of the isomorphic factors in the decomposition of the CR-radical an isotypic component of G.
40
Denote the CR-radical of G by V . This is a characteristic subgroup of G.
41
Since G is minimal, it has only one isotypic component. Any g ∈ G acts as an automorphismg on
where all
non-abelian simple groups.
43
Suppose that g = 1 is a 4-radical element. The next step shows that g cannot act on V as a non-identity element of the 44 symmetric group S n .
45
Denote by σ the element of S n corresponding tog.
46
By definition, the subgroup Γ = g, x i gx
Suppose σ = 1, and so σ (k) = k for some k ≤ n. Takex 1 andx 2 of the formx
, and so [g,
.
50
As H k is simple, it is generated by two elements, say a and b. On setting x Lie rank as the base of induction in Section 4. The remaining case of sporadic groups is treated in Section 8. 
Proof. We first exclude the group G = A 6 since this is the only non-abelian simple alternating group for which the group 10 of outer automorphisms Out(G) is equal not to Z 2 but to Z 2 × Z 2 . In the notation of [11] we have A 6 ≤ G ≤ Aut (G) for: Proof. For x ∈ L, the result immediately follows from [18, Theorem 1.11], so we only have to consider outer automorphisms.
23
We follow very closely the arguments of [25] . Since we do not pretend to make the estimate of BS(G) sharp, in our case-by-
24
case analysis we only have to consider those x for which the estimate α(x) ≤ 4 is not established in [25] .
25
Remark 4.2. For all almost simple groups of Lie type of Lie rank at most 2 over the fields with 2 or 3 elements the statement 26 of Theorem 4.1 is checked by explicit MAGMA computations.
27
As usual, we may and shall assume that x is an element of prime order.
28
Groups of Lie rank 1.
29
In the case L = PSL 2 (q), q ≥ 4, [25, Lemma 3.1] shows that it is enough to consider a field automorphism x of order 2 of 30 PSL 2 (9). In that case we have L, x = S 6 , and 4 conjugates of x generate S 5 , so β( directly, so assume q > 2. If x is a field automorphism, then again x normalizes SL 2 (q) and we are done.
42
If x is an involutory graph automorphism (which exists if q = 3 a with a odd), then α(x) ≤ 4 (ibid.).
43
Let us now go over to twisted groups.
44
Let L = PSU 4 (q 2 ). In that case [25, Lemma 3 .4] gives the required estimate α(x) ≤ 4 for all x except for an involutory 45 graph automorphism and a transvection for q = 2. The latter case is treated by a direct computation, so suppose we are in 46 the first case.
Let first q be odd. Since the case q = 3 can be treated by a direct computation, assume q > 3. According to the acting on S by interchanging the components, and the above argument works because q > 2.
5
The case G = PSU 5 (q 2 ) will be considered in Section 7, along with the groups of higher rank. 21 We shall use the same approach as in [18].
Inner-diagonal automorphisms
22
Let σ be a diagonal automorphism corresponding to the Borel subgroup B = HU where H is a maximal split torus of G 23 such that σ (h) = h for every h ∈ H. Further, letH = σ , H . Now replace the simple groups G with the groupG = σ , G .
24
Note that the groupG has the ''Borel subgroup''B =HU with the similar properties as for the group G (for instance, the 
Field automorphisms
30
Let |q| > 3. Since x evidently normalizes but does not centralize a rank 2 group, the result follows from Theorem 4.1.
31
Let |q| = 2 or |q| = 3. We choose an appropriate rank 2 or rank 1 group normalized by x. represented by τ . If n is even and q is odd, there are 3 classes represented by τ J, τ J + , and τ J − , where
(where − µ/2 is non-square). 
Their centralizers are of type PSp n (q) and C PSp n (q)(t) (where t stands for a transvection in PSp n (q)), respectively [3, (19.9)]. If 
Unitary groups
12
Let L = PSU n (q 2 ), n ≥ 5. In this case, there are no graph-field automorphisms. As in the previous subsection, we use conference hosted by the Heinrich-Heine-Universität (Düsseldorf). The support of these institutions is highly appreciated.
36
We are very grateful to R.M. Guralnick and N.A. Vavilov for useful discussions and correspondence. We also express our 37 thanks to the anonymous referee for very valuable comments.
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