The relationships between the prediction of near-surface winds and the corresponding time of observations in eastern China were explored using the Advanced Weather Research and Forecasting (WRF) model and the three-dimensional variational (3D-Var) scheme in the gridpoint statistical interpolation (GSI) system. A series of one-month experiments was conducted in January 2018 with different time window configurations from 0.01 to 3.0 h. The relationship between the wind observation time and the model forecast was non-linear. An observational time closer to the initial time in the model usually have greater impact on the prediction of near-surface wind speeds. Observations in the 0.4−0.8 h time window associated with abnormally high with large near-surface wind speeds provide a negative impact. The predictions improved at a much smaller rate when the time window was increased from 0.8 to 3.0 h. No significant difference was seen as the time window increased in wind direction predictions, even with large wind increments. The optimum configuration of the time window in the GSI 3D-Var system for predicting near-surface winds should therefore be 0.2 or 0.4 h. A better understanding of the relationships between the observations and the predictions will help select more effective observations when using the 3D-Var scheme.
Introduction
The accurate prediction of near-surface winds is a key problem in weather prediction systems. As a result of the complex interactions between the land surface and atmosphere within the planetary boundary layer (PBL), in addition to human impacts, near-surface winds are always more transient and intermittent than other atmospheric variables-for example, temperature and pressure show clear diurnal and seasonal variations (Belusic and Guttler 2010; Mahrt 2011; Zou et al. 2015) . However, despite their transient and intermittent features, near-surface winds are an important factor in the lives of humans. Near-surface winds are affected by fluxes in momentum and wind shear in the PBL and have an important role in the transport and deposition of atmospheric pollutants, such as fine particulate matter, especially in urban areas (Yang et al. 2018) . The accurate simulation/prediction of near-surface winds will not only improve our understanding of physical processes in the PBL, but will also provide reliable information for the simulation/prediction of atmospheric pollutants and the determination of their sources (Chen et al. 2015) .
Because the development of physical processes and smalland meso-scale parameterization schemes in regional numerical weather prediction model is currently limited, especially for shortrange forecasts, the accuracy of these systems has become more of an initial value problem . Kalnay (2003) reported that an improved forecast can be obtained by initiating the model with a better estimation of the initial conditions which served as the initial values for numerical models. Data assimilation is included in many numerical weather prediction systems as a key technique to improve the forecast. Assimilated observations from various sources can help to achieve a gridded estimation of the current atmosphere. Observations taken into the system through data assimilation affect the predictions at both observational and downstream regions (Lorenc 2003) . For a specified data assimilation scheme, the performance is directly related to the quality and spatiotemporal distribution of the assimilated observations . Global numerical weather prediction systems have been improved by the use of data from multiple satellites as a result of the large number and wide coverage of these observations (Baker et al. 2005; Xu et al. 2009 ).
The selection of wind observations is very important in the prediction of near-surface winds because such winds are strongly affected by terrain features, land surface processes, turbulence and the stability of the PBL. Although the assimilation of satellite observations can lead to better predictions of atmospheric profiles, many studies have shown that the assimilation of conventional observations alone can be more effective in the prediction of near-surface winds (Stauffer and Seaman 1991; Zapotocny et al. 2008; Cucurull and Anthes 2014; Zhang and Wang 2014; Zhang et al. 2015) . The selection and configuration of data assimilation schemes will have a large impact on the prediction of near-surface winds. However, how the performance of near-surface wind predictions changes with the configuration of the data assimilation schemes and, more specifically, the width of time window, is still unclear. This study used the parameter "time window" to control the number of observations in the GSI system when only observations within the time window are retained for further assimilation analysis. The WRF model and the 3D-Var scheme in the GSI system were used to examine the relations among the configurations of data assimilation, the amount of data and the skill of the near-surface wind predictions. This paper is organized as follows. Section 2 describes the model, data and experimental designs. The performance of nearsurface wind predictions is analyzed in Sections 3 and 4 and the conclusions are provided in Section 5.
Model, data and experimental design
The Advanced Core of the Weather Research and Forecasting (WRF) model (Skamarock et al. 2008; Wang et al. 2011 ) is a non-hydrostatic, fully compressible, primitive equation model produced by the National Center for Atmospheric Research, the Air Force Weather Agency, the National Oceanic and Atmospheric Administration and other governmental agencies and universities. The physics schemes used in this study were as follows: the New Thompson scheme for microphysics (Thompson et al. 2008) ; the RRTMG schemes for both longwave and shortwave radiation (Iacono et al. 2008) ; the Mellor-Yamada Nakanishi and Niino (MYNN) surface layer scheme for surface layer (Nakanishi and Niino 2009) ; the RUC land surface model for surface physics (Benjamin et al. 2004 ); the MYNN Level 2.5 scheme for the planetary boundary layer (Nakanishi and Niino 2009) ; and the Grell-Freitas scheme for the cumulus parameterization (Grell and 
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innovation was calculated. 3D-Var uses much less computational resources than the Four-Dimensional Variational and the Kalman filter schemes without losing too much accuracy. Operational conventional observations constructed in Binary Universal Form for the Representation (BUFR) of meteorological data format and provided by the NCEP were used for both data assimilation and evaluation. The conventional observations included not only in-situ observations, but also some satellite retrievals, such as the Moderate Resolution Imaging Spectroradiometer infrared, water vapor and wind data. All the data can be downloaded at www.nco. ncep.noaa.gov/pmb/products/gfs/ Experiments with different time windows from 0.01 to 3.0 h (namely, T0.01, T0.05, T0.1, T0.2, T0.3, T0.4, T0.5, T0.6, T0.7, T0.8, T0.9, T1.0, T1.2, T1.4, T1.5, T2.0, T2.5 and T3.0) in the 3D-Var scheme were conducted from 1 January to 6 February 2018, representing a typical winter season. The default global background error covariance matrix (Kleist et al. 2009 ) was used to compare the effects of different time windows. The configurations were the same for all experiments, with the same observation forward operators, quality control decisions and two outer loops with 50 inner iteration steps. The scale factor for the vertical correlation lengths of the background error was set to 1. The scale factors for horizontal smoothing were set to 0.373, 0.746 and 1.5. Similar to the rapid refresh model, a 6 h cycling with parallel partial cycling was used in which large-scale information was reintroduced every 24 h from the Global Forecast System model (Benjamin et al. 2016; James and Benjamin 2017) . All the available operational conventional observations were assimilated every 6 h and followed by a 24 h forecast. The near-surface wind predictions at 6 and 24 h forecast lead times were verified against the associated conventional observations. Table 1 shows the number of assimilated and rejected observations associated with the biases in different time windows in the GSI system. The major biases are from the velocity azimuth display next generation weather radar (NEXRAD) and pilot balloons (PB), whereas the scatterometer and surface marine observations (SMO) show smaller biases. Figure 2 plots the near-surface wind increments (Analysis with more data added minus background) of T0.01−initial, T0.5−0.4, T1.0−0.5 and T3.0−1.0 averaged during the experimental period. The shaded regions were significant at the 95% level (t-test). Figure 2a shows that most of the area reached the 95% significance level. Major changes to the initial near-surface wind field were located in continental China, Taiwan and the Korean peninsula because conventional observations are mostly located on land and data are very sparse over the oceans. The mean change in wind speed was about 1.03 m s −1 .
Impact of different time windows on near-surface wind analysis
The near-surface increments in wind speed become more complex as the amount of assimilated observational data increased. In general, no significant difference was observed when the time window was increased from 0.01 to 0.4 h (data not shown). The mean change in wind speed was < 0.03 m s −1 and the maximum change in wind speed was < 0.4 m s −1 . These changes are mainly due to the assimilation of scatterometer (average number of observations increased from 20 to 772). However, when the time window was increased from 0.4 to 0.5 h, the number of assimilated observations increased dramatically (Table 1; Fig. 3 ), which resulted in a clear change in the near-surface wind speed ( Fig. 2b) , reaching the 95% significance level with clear increases in wind speed in southeast China. The mean and maximum changes in wind speed were 0.27 and 1.70 m s −1 as the time window increased from 0.4 to 0.5 h, respectively. Between the time window 0.4 and 0.5 h, it is the rawinsondes followed by the scatterometer and surface marine observations that have obvious increase of assimilated observations. Among those three types of observations, it is the surface marine observations showed a negative impact on the initial bias. The number of assimilated observations continued to increase as the observational time window changed Freitas 2014). The 3 h interval products from the Global Forecast System produced by the NCEP, which have a horizontal resolution of 0.5° × 0.5° and 27 unevenly distributed vertical levels with a top at 10 hPa, were used as the initial atmospheric and lateral boundary conditions for the WRF-ARW model.
The WRF model was used to compare the performance of the near-surface wind predictions using different time windows in the GSI configuration. The model domain was designed with a horizontal grid spacing of 9 km × 9 km to cover most of eastern China (98.2°E−135.2°E, 20.5°N−48.3°N) with 331 × 301 grid points. Figure 1 shows the model domain and coverage by conventional data (observations from > 300 stations). The climate of eastern China is mainly influenced by the East Asian monsoon, with a predominant northwest to southeast gradient in mean temperature and total annual precipitation (Chavas et al. 2009 ). A stronger East Asian monsoon and Siberian high were observed during the winter of 2017−2018, which resulted in a colder winter over eastern China with frequent cold front systems (Zhang and Song 2018) .
The GSI (Kleist et al. 2009; Hu et al. 2016 ) system is a secondgeneration analysis system based on the operational Spectral Statistical Interpolation analysis system developed by the National Oceanic and Atmospheric Administration and the National Centers for Environmental Prediction (NCEP). The system is constructed in physical space and can be used for both global and regional applications. It is designed to be a flexible, state-of-the-art system that can be efficiently run on all parallel computing platforms. The GSI system can use all the observational data at the same time, including conventional observational data and satellite data. The types of conventional observations assimilated by the GSI include data from radiosondes, aircraft reports, surface land observations, surface ship and buoy observations, Doppler wind LiDAR and satellite retrievals.
The 3D-Var scheme in the GSI system was used in this study Rabier et al. 1998) . Quality control steps were applied to the observations to avoid any data with large errors (Anderson and Jarvinen 1998) . The GSI then read in all the data at the same time and minimized the cost function to obtain the optimized analysis through multiple iterations. The model state was first interpolated to the observational state and then the from 0.5 to 0.9 h (Fig. 3 ), but the increases in the near-surface wind speed changed only slightly (maximum change in wind speed < 0.1 m s −1 ). At the window 0.5−0.9 h, only the number of assimilated scatterometer increased a lot, but the change of bias is relatively small which lead to small changes in near-surface wind speed bias and RMSE. Figure 2c shows the changes in wind speed between the observation time windows of 0.9 and 1.0 h. The highest variations in the near-surface wind field were located in southeast China, with a strengthened southwesterly flow (maximum change in wind speed 0.55 m s −1 ). However, only small regions reached the 95% significance level. No obvious modification of the near-surface wind field was observed for time windows > 1.0 h. In Fig. 2d the mean change in wind speed was < 0.1 m s −1 and the maximum change was about 0.2 m s −1 .
These results show that the introduction of the GSI system can lead to a pronounced change in the initial near-surface wind field. The configuration of the observational time window in the GSI system was more sensitive when it was increased from 0.4 to 0.5 h and 0.9 to 1.0 h, although the modification of the near-surface wind is limited when time window increased above 1.0 h.
Effect of different time windows on the prediction of near-surface winds
The GSI system can assimilate all the observations within the time window at the same time. Therefore the model state was first interpolated to the observational state and then the innovation and cost function gradient were calculated. Ideally, for the assimilation of near-surface winds, better quality initials are obtained when the observational time is close to the analysis time and therefore the assimilation of a closer near-surface wind observation should lead to better predictions. Figure 3 plots the number of assimilated wind observations and the mean absolute bias and root mean square error (RMSE) of the near-surface wind speed. The impact of using different time windows on the prediction of near-surface winds was more complex than expected. For the initial near-surface wind field shown in Figs. 3a and 3b (black lines) , both the bias and RMSE were significantly reduced as the time window expanded from 0.01 to 2.0 h with more observations being assimilated (red bars). However, when the time window extended further from 2.0 to 3.0 h, there was no reduction in either the bias or RMSE.
Four stages were found in the variation trend of the predicted near-surface wind biases (RMSEs) as a function of the time window as it expanded from 0.01 to 0.4, 0.4 to 0.8, 0.8 to 2.0 and 2.0 to 3.0 h. Both the bias and the RMSE of the predicted nearsurface wind fluctuated in an unstable manner for time windows in the range 0.01 to 0.4 h and reached a minimum value at 0.2 or 0.4 h. A noticeable increase in the bias and the RMSE was observed when the time window increased from 0.4 to 0.8 h. The forecast bias and RMSE then decreased for time windows from 0.8 to 2.0 h. When the time window of the GSI system was > 2.0 h, it had little effect on the prediction of near-surface winds. The impacts on the 24 h forecast were similar to those on the 6 h forecast. Both the bias and RMSE had similar, but slightly larger, values in the 24 h forecast than in the 6 h forecast. However, when time window was > 0.8 h, both the bias and RMSE increased much faster in the 24 h forecast than in the 6 h forecast. The absolute mean and standard deviation of the biases that dropped in the time window 0.4 and 1.0 h are 2.83 and 2.50 m s −1 , respectively. These numbers are larger than the absolute mean and standard deviation of the bias that dropped in the time window 0 and 3.0 h (2.58 and 2.35 m s −1 , respectively). Therefore observations with an observational time closer to the analysis time had larger impacts on predictions, whereas the observations with an observational time far away from the analysis state introduced more uncertainties during the steps of converting model state to "observed first guesses" via observational forward operator. The forecast bias and RMSE were at a minimum for time windows of 0.2 or 0.4 h and therefore should be selected as the optimum time window for the prediction of near-surface winds.
Furthermore, the time-series of 6-and 24-h predicted near surface wind speed absolute biases (Figure not shown) show two periods (First period: 10−11 January; second period: 25−26 January) of large bias values existed in the experiment T0.8 compared to other experiments. The mean biases of 6-h predicted near surface wind speed that dropped in the time window 0.4−0.8 h and 0−3.0 h during the first period are −3.18 and 0.99 m s −1 , respectively. For the second period, the mean biases are 3.54 and 2.63 m s −1 , respectively. For the 24-h predictions, the biases differences between the time window 0.4−0.8 h and 0−3.0 h are even larger. The observations that bring large bias into the system during both periods are found to be NEXRAD at (35.92°N, 126.62°E) and (26.31°N, 127.9°E) . In the first guess, the near surface wind speed mean biases in the two time windows (0.4− 0.8 h and 0−3.0 h) are −1.74, 0.29 and 2.13, −0.11 m s −1 , for the two periods respectively. The initial sea level pressure (SLP) and 10 m height wind vectors anomaly are calculated using the differences between the period with large biases and the average state of the whole experimental period (Fig. 4) . As shown in Fig. 4 , large biases existed over the southeast ocean area in both periods. During the first period, an abnormally high was developed over the northeast of mainland China with wind speed difference exceeded 10 m s −1 where another large biases region was found. During the second period, it was an abnormally low in the north but abnormally high in the south of mainland China. Both periods showed low system at the northeast of China at 500 hPa level and strong cyclones at 850 hPa. The region with large biases was also found to be related to abnormally high associated with large winds. Thus, the observations that dropped in the time window 0.4−0.8 h may have a higher chance to provide negative impacts on the predictions if there is an abnormally high systems associated with high near surface wind speeds. As shown in Fig. 3 , when those two anomalous events are excluded, the bias and RMSE dropped about 0.1 when time window is larger than 0.8 h whereas impact on time window smaller than 0.8 h is relatively limited and the tendency of the curve remains almost the same. Figure 5 plots the histogram of the differences between the observed and predicted wind directions at different forecast lead times. No significant difference in the distribution of wind directions was observed between the 0.01 and 3.0 h time window configurations at both 6 and 24 h forecast lead times. The results for the 3.0 h time window showed only a slightly higher (0.6 and 0.1%) difference in wind direction in the 0−20° range than the 0.01 h time window results at forecast lead times of 6 and 24 h, respectively. Figure 2 shows that although the initial wind field was more clearly modified as the time window increased, the predictions were not significantly affected. The differences in predicting wind speed and wind direction are more related to the model dynamical processes. Wind directions are still under the influences of background wind fields at a horizontal resolution of 9 km. In contrast, boundary layer wind speed is more affected by the boundary layer model schemes. The imperfection of numerical models may lead to larger differences in wind speed predictions.
Conclusions
The performance of near-surface wind prediction in eastern China was studied for different time window configurations in the GSI 3D-Var scheme. A series of numerical experiments with time windows varying from 0.01 to 3.0 h were conducted in the winter of 2017−2018. The statistical results were analyzed to explore the relations between the prediction of near-surface winds and the configuration of the time window.
The results were very different from our expectations, which were that better prediction would be obtained for observations that were closer in times. However, we found that the relationships between the observational times and the model forecast were nonlinear. The results with a closer observational time to the initial time of the model had a positive impact on the prediction of nearsurface wind speed, but this was limited to the 0.4 h time window.
Observations in the 0.4−0.8 h time window could introduce more uncertainties especially when the observations are NEXRAD or an abnormally high system region associated with large near surface winds. The predictions improved again, although at a slower rate, when the time window was increased from 0.8 to 2.0 h. When the time window of observations in the GSI system were > 2.0 h, there was little difference in its effect on the prediction of nearsurface winds. The optimum time window in the GSI 3D-Var system to minimize the forecast bias in the prediction of nearsurface wind speeds is therefore 0.2 or 0.4 h. In contrast with the wind speed predictions, the predictions of wind direction did not show a significant difference when the time window was increased, even if the near-surface increments showed large differences in wind direction. 
