Function-as-a-Service (FaaS) describes cloud computing services that make infrastructure components transparent to application developers, thus falling in the larger group of serverless computing models. When using FaaS oerings, such as AWS Lambda, developers provide atomic and short-running code for their functions, and FaaS providers execute and horizontally scale them on-demand. Currently, there is no systematic research on how developers use serverless, what types of applications lend themselves to this model, or what architectural styles and practices FaaS-based applications are based on. We present results from a mixed-method study, combining interviews with practitioners who develop applications and systems that use FaaS, a systematic analysis of grey literature, and a Web-based survey. We nd that successfully adopting FaaS requires a dierent mental model, where systems are primarily constructed by composing pre-existing services, with FaaS often acting as the glue that brings these services together. Tooling availability and maturity, especially related to testing and deployment, remains a major diculty. Further, we nd that current FaaS systems lack systematic support for function reuse, and abstractions and programming models for building non-trivial FaaS applications are limited. We conclude with a discussion of implications for FaaS providers, software developers, and researchers.
Introduction
Since its emergence, the programmable cloud has been a rapidly growing area of interest for application deployment. Various providers, including Amazon Web Services, Google Cloud, Microsoft Azure, and IBM Cloud (formerly Bluemix), oer services on dierent levels of the cloud stack, e.g., Infrastructure-as-a-Service (IaaS) or Platformas-a-Service (PaaS). IaaS services often lend themselves to a lift-and-shift style migration, where entire applications can be migrated without deep changes as mostly selfcontained virtual machines (VMs) or containers. However, PaaS services, which provide a higher level of abstraction, ask for more concessions in how applications are architected, built, and deployed in return for a richer development experience and more built-in features [1] . Ultimately, many applications deployed in PaaS clouds are cloud-native, in the sense that they are specically built for the cloud, or even a specic combination of services, and cannot easily be operated anywhere else. This introduces a certain amount of lock-in, which practitioners are still often willing to accept in exchange for built-in elasticity and resilience, lower costs of operation, and a relief from having to manage their own infrastructure [2] .
In recent years, the term serverless computing 1 has gained momentum to describe the pinnacle of the cloudnative model: a serverless cloud application is deployed to infrastructure components that are entirely transparent to the application developer. The fundamental promise of serverless is sometimes pointedly described as NoOps, a wordplay on the well-known DevOps movement [3] that stresses that no operations is, at least in theory, required to maintain a serverless application. [5, 3] .
In this paper, we present the rst systematic study of software development for FaaS-based applications. Our study addresses the following research questions:
• RQ1: Which types of applications is FaaS-based computing used for in today's industrial practice?
Which types of use cases is this technology valuable for?
• RQ2: What are the key architectural patterns and best practices for building FaaS applications?
• RQ3: What are the major advantages and challenges of using serverless and FaaS in practice?
Given the immaturity of our study subject, we use an exploratory mixed-method empirical research design to address these questions. We initially conduct a structured review of multi-vocal (grey [6] ) literature (e.g., online blogs) and semi-structured interviews with 12 practitioners in the eld. We use grounded theory, as well as open and axial coding, to generate a number of initial ndings and hypotheses related to our research questions, which we then validate and rene based on a Web-based survey with 182 valid respondents.
Our study shows that FaaS is commonly used in backend scenarios, where the technology is often used to handle batch jobs. Building user-facing FaaS applications is possible, but requires careful design to deal with slow tail latency due to container startup. Adopting serverless requires a dierent mental model, where systems are primarily constructed by composing pre-existing services, with
FaaS often acting as the glue that brings these services together. FaaS oers technical and business-related advantages, but managing and predicting deployment costs is dicult for larger applications. Further, tooling availability and maturity, especially related to testing and deployment, remains a barrier to entry. Finally, limited support for function sharing and the absence of a service ecosystem is seen as a challenge.
The remainder of this paper is structured as follows.
We provide details on FaaS oerings, development of cloud functions and other important concepts in Section 2. In Section 3, we discuss our study design in detail, followed by an extensive discussion of results and study outcomes in Section 4. Section 5 discusses the main implications of these results and presents the central lessons learned for FaaS providers, users, and researchers. Section 6 puts our work in context of the existing body of research. Finally, Section 7 summarizes and concludes the paper.
Background
This section introduces the main concepts and architecture of Function-as-a-Service (FaaS) oerings. It further introduces selected technology stacks, providers, and developer tools including their characteristics and limitations.
FaaS Characteristics
FaaS oerings allow developers to provide pieces of code that, upon being triggered, are executed in an isolated environment. This model can be considered an evolution over previous cloud computing paradigms. Initial cloud computing oerings such as Amazon EC2 or SoftLayer relied on (orchestrated) virtual machines which, along with system containers, oer a high degree of isolation and architecture-specic but language-independent encapsulation. Platform-as-a-Service oerings such as Heroku raise the abstraction by providing language-specic application runtimes, which are generally long-running. In comparison, FaaS oerings provide more ne-grained scalability and corresponding pricing.
Individual functions typically describe only parts of a larger application. For example, rather than containing a complete web application with a RESTful interface, a single function may only implement one endpoint of such an interface. Functions are expected to execute in a limited amount of time, i.e., a few minutes at most. When exceeding this threshold, the execution will time out. Depending on conguration, failed executions (due to timeout or any other reason) may be automatically retried. Hence, it is important that the logic of functions be implemented in an idempotent manner [7] . Functions can receive input data, which may be required by or inuence the function execution, and produce output data. In addition, function executions may result in additional data being produced, such as logs or execution metrics. https://console.bluemix.net/docs/ openwhisk/openwhisk_about.html the function, based on current system load. Then the execution is queued to ensure it is performed even under heavy system load or in case of (partial) system failures.
Next, the (designated) container runtime picks up the execution from the queue. It either starts a new function container and injects the required function source code from the function datastore into it, or it reuses an existing function container for execution. Importantly, the service user or developer has no control over whether the FaaS service allocates an existing container or provisions a new one. The function is executed in the selected container, and the execution results are persisted in the execution datastore, from where they can be returned to clients via the event controller. The container runtime may time out executions that take too long, and will eventually destroy idling function containers.
The possibility that the container runtime may reuse existing containers leads to functions not being entirely stateful: reused containers may allow to access state set on disk during past executions, but there is no guarantee for any future invocation to actually have access to this state. Container reuse also impacts the response times of functions. Starting a new container and injecting function code takes a signicant amount of time (up to multiple seconds, strongly depending on the used programming language), which leads to functions experiencing high tail latency [8] .
Example Function
An example function for AWS Lambda, which fetches images from an S3 datastore and runs an object detection algorithm, is provided in Listing 1. The example is written in the Python programming language. Functions typically need to implement a generic interface, taking the triggering event and the context as input, and often produce a JSONserializable object as output. Function implementations are often rather small, such as in the provided example. s3 . download_file (" images " , image , imgfile ) 10 objectlist += detectobjects ( imgfile ) 11 return { " objects ": objectlist } 
Study Design
We express the goal of this study based on the template dened by the TAME project [9] . Figure 2 . We conducted our research in three phases. In the rst exploratory, phase we conducted interviews and analyzed grey literature. In the second phase, we turned towards validating and quantifying the qualitative results from the rst phase through an online survey.
In the third and nal phase, we rened the results from the rst two phases and constructed a nal theory of serverless and FaaS usage in industry, which is the primary outcome of this study. 
Survey of Multi-Vocal Literature
As noted by Garousi et al. [6] as well as by Barik et al. [13] , much of the important discourse in software engineering does not happen through peer-reviewed, scientic
articles, but rather through more informal publications, such as practitioner-oriented books, blogs, press releases, and white papers. While important to the conversation and often highly impactful in practice, these sources need to be considered with a certain skepticism, as they often lack a sound empirical and methodological basis. we focused on the services that were most prominently discussed in our interviews (Lambda, Azure, Openwhisk), and decided to skip the many alternatives that exist in the market (e.g., Google Functions, OpenFaaS, etc.).
Given the vast amount of blogs etc. covering our study subject, a complete survey was deemed infeasible. Hence, prior to starting our article collection, we set a goal of col- (serverless ) and October 23rd, 2017 (other search terms).
Our inclusion/exclusion criteria were as follows. We accepted articles that describe reference architectures, case studies, or experience reports, but rejected tool announcements or pure marketing communications. We have accepted articles that advertise specic tools if the tool itself was built on top of FaaS (rather than being a FaaS service itself ), and the article talked about how the tool made use of FaaS. For each article, we also skimmed the Hackernews comment threads, and included them in our article analysis (see below) if salient additional comments on the topic were raised in the comments. We refer to our total data set as articles A1 to A50. A full list of articles including links is available in the appendix. Analysis. After open coding of the interview transcripts, the rst author read all articles in our data set and updated the previous hierarchy of codes with any new codes emerging from the articles. That is, the article texts were treated as another source of qualitative evidence, coded, and integrated with the opinions collected through the interviews. In addition to the articles themselves, we have also read the comment sections on Hackernews related to the article. We treat these comments in the same way as the articles themselves. If new codes emerged from the discussion in the article comments, we have taken them up in the code hierarchy. However, we have excluded comments that were (1) downvoted (had a negative total rating on Hackernews) or (2) out of scope (i.e., they discussed an aspect not directly related to our study subject).
Relationship to Existing Guidelines. Garousi et al. [14] present valuable guidelines for conducting multi-vocal literature surveys. Our research has been conducted in parallel to the development of these guidelines. Hence, we do not follow the guidelines exactly. However, we argue that they are largely compatible in goal and spirit.
Our design diers from these guidelines primarily in how we have built up the pool of candidate articles. Garousi et al. suggest to use a general search engine (e.g., Google)
and extend the pool through snowballing. Following older suggestions by Barik et al. [13] , we have instead queried a much more specic database (namely Hackernews), and did not make use of snowballing. We argue that our approach has both, advantages and disadvantages over the approach suggested by Garousi et al. Namely, our approach has a higher danger of missing relevant articles.
However, it is presumably easier to replicate, and Hackernews provides a reasonable article quality indicator through community rating. Further, another advantage of using Hackernews is that the, often extensive, article comment threads provide another interesting data source besides the articles themselves.
Web-Based Survey
The main goal of the survey was to validate our qualitative ndings on a larger sample of practitioners. We distributed an anonymous Web-based survey using the sur- 
Limitations and Threats to Validity
While we have designed our research as a mixed-method study and based on grounded theory as a strong theoretical framework, there are still some limitations to our research design.
External validity. In terms of external validity, the ques- Internal validity. In terms of internal validity, it is possible that we have biased the interviewees through the preselection of questions and topics in our interview guide.
Consequently, we may have missed interesting codes because they were not discussed during the interviews. Our analysis of multi-vocal literature again served as a fail-safe against this threat, as we expect that any major missing discussion items would have emerged during this analysis. However, this has not been the case. Hence, we judge the risk that we have missed important aspects entirely to be low. Another threat to internal validity of our study is that we need to trust that interviewees, survey respondents, and article authors report truthfully on their usage of FaaS, i.e., we report on what participants say, but we do not have insights into what they actually do. This threat is inherent to our choice of research method.
Study Results
We now discuss the main outcomes of our study based on the raw results published as open research data [15] .
As not unusual for current trends in Web development, we have experienced that concepts and terminology around serverless are less than well-dened. Particularly, the very name serverless is a source of confusion, as there certainly are servers running any serverless application they are simply invisible to the application developer, as also mentioned in A39.
"'Serverless Computing' doesn't really mean there's no server. Serverless means there's no server you need to worry about." -Scott Hanselman, quoted in A39
A consequence of this comparatively broad denition of serverless is that the term does not only include FaaS, but encompasses various other kinds of hosted cloud services, many of which predate FaaS substantially (including hosted database technologies, such as DynamoDB [16] ). In fact, many early denitions of cloud computing used the same principle of servers as utility as the dening feature of clouds [17] . According to some of our interviewees (e.g., I1), FaaS should really be understood as serverless for computing, whereas serverless for data storage has been available since the early days of cloud computing.
One problem with this broad denition is that the delineation to PaaS is not clear-cut. In fact, a minority of interviewees actually consider PaaS services such as Heroku or Google's Appengine to be an early version of serverless.
However, our survey results indicate that the majority of respondents (58%) still largely equate the terms FaaS and serverless (see Figure 5 ).
Select the most tting denition:
To me, the term "serverless" describes... Using external components becomes the default, and serverless developers assume from the get-go that most of their development will be dedicated to the integration of existing services rather than writing new code. Consequently, serverless applications by nature are more microservicesoriented than monolithic [18] . I6 goes as far as calling serverless microservices on steroids , i.e., the idea of microservices taken to the extreme. In many ways, serverless can be seen as a resurgence of Service-Oriented Architecture (SOA) concepts, such as service composition [19] .
Further, given the tight coupling of serverless applications with other services in the cloud provider's ecosystem, a tight coupling and considerable vendor lock-in is unavoidable. In our survey, a third of respondents consider vendor lock-ins to be a signicant challenge when using FaaS, making it the third most named challenge (see also Section 4.5).
"AWS API Gateway, S3, Kinesis, SNS, DynamoDB, StepFunctions, or their Azure and GCP siblings are at play with any serverless solution" -A9
A common theme in our interviews was that referring to serverless applications as applications is even misleading, given the fundamentally dierent nature. Building FaaS applications requires a dierent mindset. We further collected data which other types of (serverless or other) cloud services repondents commonly use in conjunction with FaaS ( Figure 7 "People are very comfortable with things that they spent years learning, and this is dierent." -I3
Interestingly, this has not been conrmed in our survey.
56% have argued that the mental model behind FaaS is not dicult to grasp (Figure 8 ).
The mental model behind FaaS is dicult to grasp. 6: Other 
Types of Serverless Applications
In our interviews, two important dimensions to classify FaaS applications have emerged: whether the application is part of an end-user facing request cycle (e.g., a REST service that is invoked to serve a user request) or a backend application (e.g., a function that consolidates server logs), and whether the application is built entirely from serverless components (pure serverless) or in conjunction with traditional cloud technology, such as virtual machines or Docker containers (hybrid serverless). We refer to the former as the serverless use case type (user-facing or backend service), and to the latter as the application's purity (pure or hybrid). "How Lambda plays into infrastructure automation and management, and how that will change the way we build infrastructure, and how we actually get to this infrastructure as software kind of world, that was always a big thing for me." -I6
This was conrmed in our survey ( Figure 11 In our survey, using one FaaS function per REST method was reported as the most common architectural style (Figure 12) . Presumably, this is because this style optimally ts the FaaS paradigm of tiny, stand-alone functions. Interestingly, 15% of survey respondents implement an entire service or endpoint using just one function, an architectural style that has emerged neither in our interviews nor in our analysis of grey literature.
One article in our literature study describes an interesting middle ground approach to use FaaS for user-facing applications. They use FaaS functions to generate static HTML, which can then be delivered using a CDN.
"Combining serverless APIs with static le hosting for site resources, e.g. HTML, JavaScript and CSS, means we can build entire serverless web applications." -A49
In general, we have observed that use cases which exhibit some of the following characteristics tend to be particularly suitable for FaaS:
• Applications which are predominantly idle. The strict pay-per-use model of FaaS makes for a particularly compelling cost case for such applications.
• Applications that face bursty workloads with stringent requirements regarding scalability and elasticity, and particularly applications that need to provide consistent Quality-of-Service in spite of intermittent slashdotting (i.e., short, unpredictable periods of orders of magnitude increased load).
• Applications that are data or event stream driven.
Our interviews have shown that many interviewees considered, for example, IoT scenarios to be a natural t for FaaS.
• Early application prototyping, where getting it to run in the shortest time possible is a primary concern.
Contrary, the following characteristics describe use cases for which FaaS may not be the right choice. Many of these characteristics are tightly linked to the inherent limitations and restrictions of current FaaS platforms:
• Applications that are inherently heavily stateful, such as database systems.
• Applications that comprise long-running tasks.
• Applications that have high performance or real-time requirements, where the performance impact through virtualization and, more importantly, Docker startup latency cannot be tolerated.
• Applications that have requirements with regards to data locality, i.e., which need to store data to the le system.
Within these general constraints, an interesting special case is parallel and high-performance computing. On the one hand, the high latency of FaaS is a problem for such performance-critical systems. On the other hand, the fact that FaaS gives a developer essentially unlimited cores to do distributed computation on makes the abstraction powerful for such applications. This has also been observed in A2.
"Parallelization with Lambda is as easy as executing as many functions as you need to cover the full depth and breadth of your dataset, in real time as it grows. It's like having a CPU with virtually innite cores." -A2
Initial scientic computing frameworks that build on FaaS are already starting to gain traction. One example is the PyWren framework [21] , which provides a parallel computing framework on top of various FaaS providers, most importantly AWS Lambda.
Purity. The second important distinction is between pure serverless, where all parts of the application are either externally hosted services (such as S3 or DynamoDB) or implemented on top of FaaS, and hybrid serverless, where this is only true for parts of the application. I2 was actually able to build an entire startup company without having to manage servers at all: the entire application is a pure serverless application, and all development tools (e.g., CI, bug tracker) are hosted external applications. One challenge of pure serverless applications is that authentication gets more dicult without a stateful component to hold user-authenticated sessions. This problem has also been observed by Adzic and Chatley [22] .
In our interview study, most participants opted for a hybrid model. This was especially true for user-facing applications, which are often built using a stateful, enduser facing entry component (e.g., an nginx Docker container) and one or more stateless request handlers built using FaaS. However, others have chosen to just implement small parts of their application using FaaS:
"We are doing a lot of hybrid for example you can just have your authentication on Lambda, and the rest of your code is on standard EC2." -I4
One reason for this may be that a common pattern for migrating web applications to serverless is to gradually cut out functionality from a monolith and re-implement or move them to serverless. As one interviewee puts it:
"I think a good rule is to start decomposing your application into smaller and smaller functions so that it's easier for you to essentially make cuts in the graph,
and move the boundary of what belongs to one [function] and what to another." -I1
However, our survey responses do not support that many FaaS applications are are actually built in that fashion ( Figure 13 ). 58% of respondents argued that they rarely or never gradually migrate existing appllications.
I gradually migrate existing systems. 28 
Application Patterns
We now discuss common application patterns we have observed in our research. purely to get deployed to a faster physical machine). We provide an overview of these patterns in Table 2 . It is interesting to observe that, with the exception of externalized state, all of these (anti-)patterns can be seen as developers struggling with the inherent limitations of FaaS and working around them.
In Figure 15 , we summarize how prevalently these patterns were used among our survey respondents. Externalized state is by far the most common, with two thirds of participants reporting that they at least sometimes use it. Routing information is hidden in a function implementation rather than in the conguration.
Function Chain
Functions are restricted to a maximum call duration.
When the normal (i.e., nonerroneous) execution time of a function sometimes exceeds the maximum congurable timeout threshold (e.g., 5 minutes on AWS Lambda), developers may split the function into multiple parts which are then chained to eectively prolong the allowed call duration.
Allows to circumvent platform timeouts.
Essentially creates two deployment units for one logical service; splitting the function may be dicult for some applications; introduces strong coupling between the chained functions.
Function Pinging
Container cold start times lead to high latency for some requests (tail latency), especially after an idle period that causes the platform to stop all containers for a function.
Developers put functionality in place that periodically pings (triggers) the function even if no production workload is to be handled, to avoid containers being discarded by the platform.
Timeouts are avoided.
Periodic pings induce unnecessary costs; additional code needs to be developed, tested, and maintained to manage pinging.
Oversized Function Current FaaS platforms
do not provide mechanisms to directly select what type of CPU to execute the function on.
In some platforms, the only way to get a function deployed to a stronger physical machine is to increase the memory requirements for the function, even if the function does not actually require more memory.
Functions with higher memory requirements get deployed to physical machines with faster CPUs.
The function is billed significantly more for the higher memory allowance without actually using it. 
Development Languages and Practices
We observe that there are a small number of programming languages that are commonly used to implement serverless solutions. In most cloud platforms, JavaScript, Python, and, to a lesser degree, Java are dominant. In Azure, C# / .NET unsurprisingly is of great importance.
This can also be seen in our survey: from 96 respondents that answered this question, 74% (71) include either JavaScript (with or without Node.js), Python, or Java. 
Advantages and Challenges
We now discuss the major advantages and challenges when adopting FaaS. For the latter, we focus on more architectural and strategic diculties rather than the more technical development challenges discussed in the previous section.
Advantages. We observe that there are three classes of advantages that motivate developers to use FaaS oerings, namely business-related, technical, and security-related advantages (see Figure 18 ). This is in line with previously reported results for cloud computing in general [2] .
In terms of business advantages, the interviewees consider the pay-as-you-go pricing model typically used for A somewhat less discussed advantage of serverless is that it can also increase the security of applications. FaaS shifts the burden of managing and maintaining machines to cloud providers, which are more likely to keep machines up-to-date with patches:
"Serverless practically eliminates the main source for successful exploits today unpatched servers. Such servers are using binaries with known vulnerabilities, as they did not apply the latest security updates of those dependencies." -A8
Another aspect of this is that (Distributed) Denial-ofService (DDoS) attacks become a billing rather than an availability issue. Where a traditional system may become unavailable under a DDoS attack, a FaaS-based solution scales up to deal with the load, incurring potentially signicant additional costs. Whether this is preferable to a downtime is of course context-and application-dependent.
Challenges. In contrast to these advantages, the intervie- We speculate that these issues have not emerged from our interview study, as our interviewees are all experienced cloud developers who are unlikely to fall into such traps.
In general, we have identied two clear fault lines between practitioners that tend to nd FaaS cheap and those that do not.
Firstly, developers at startup companies tend to nd "The power of serverless is that it really allows you when you don't have trac or your system is not busy that you don't consume many resources." -I11
In our survey, a majority of 93% of respondents has 
Implications
The results of our study reveal implications for FaaS providers, consumers (i.e., application or system developers), and researchers, which we address in the following subsections. Anticipate your tooling needs -especially when it comes to testing. Both, interviewees and survey respondents, note that the current lack of tooling around FaaS is a central challenge. One area where this is especially obvious is testing, where most respondents rely on local unit tests. Integration testing, on the other hand, is hard to achieve, as emulation platforms are lacking and tests in production may have side-eects and cost money.
Developers should consider likely testing needs before developing FaaS-based applications and systems, taking into account the specic support their FaaS provider oers.
What's next for researchers
For researchers, three main implications result from our work: rst, systems and software engineering research can address the identied challenges for providers and developers, which we discussed in the previous subsections.
Second, empirical research, like this paper, is required to assess how FaaS is used and how provided services evolve. 
Related Work
FaaS platforms have been subject to a growing body of published ndings. The covered elds include cloud functions in scientic computing [25, 26] and edge computing, further application domains such as data analytics, and economic aspects. For a broad overview on general serverless computing research activities and literature, we refer to the summaries by the participants of the International Workshop on Serverless Computing [27] and the Serverless Literature Dataset [28] . A more general survey of software development practices for the cloud has been presented by Cito et al. [2] . The general themes reported therein (e.g., adoption being driven by a combination of business and technical factors) have similarly emerged from our study.
There is a strong relationship between our study subject and the related research area of development of software based on microservices [29] . An older systematic mapping study by Pahl and Jamshidi gives a good overview over this related area [30] . Balalaie et al. report on a case study of migrating to microservices [18] . They argue that incremental migration and a strong emphasis on hosted services and re-use is critical to the success of microservices projects, which is in line with our ndings. Mazlami et al. study various automated metrics for slicing out microservices from a monolith, which can potentially also be applied to serverless and FaaS migration [5] . Workow and orchestration systems appear for cloud functions, as introduced in Section 2.5, but also for other microservice architectures, such as Beethoven for Spring Cloud components [31] . We are not aware of a formal elaboration on the degree of matching between microservices and predominant cloud functions models, but the selected works, our study ndings and rst academic works dedicated to this matching [32] suggest that most FaaS services are widely seen as microservice implementation technology. [8] .
Development methods and tools have been explored related to sample applications such as chatbots [34] and related to code decomposition and transformation [35] . The results show that automated conversion of legacy code to cloud functions is not practical beyond toy examples and therefore the need to craft functions manually on the code level remains.
The impact on software architectures has been studied by Adzic and Chatley with AWS Lambda [22] and by Sampé et al. with Zion, an environment to execute datadriven functions [36] . These topics, which partially touch on the runtime, receive slightly more attention by fellow researchers, as also evidenced by domain-specic architecture analysis by Crane and Lin [37] .
No peer-reviewed empirical works about software development in this domain are known to us. The development perspective is more prominent in industry surveys, the rst of which have been conducted during our study period. SlashData, for example, has found out from more than 21000 developers that serverless adoption is increasing and that AWS Lambda is the leading platform with 44% share [38] . A CNCF survey among 550 community developers arrives at dierent conclusions with 70% Lambda adoption [39] . Yet these statistics are single-method only and focus on market numbers rather than development processes and requirements, and are furthermore openly disputed in developer media such as The Register and The New Stack [40] . These limitations show that there is a need for a more profound study design, which we contribute in our research.
Conclusions
In this paper, we presented results from the rst systematic study of serverless and FaaS development. We conducted a mixed-method study that combined qualitative and exploratory elements with a structured, quanti- • When I build a system with FaaS, typically ...
• I use serverless functions to wrap library code, without extending it signicantly.
• I reuse individual cloud functions (deployed functions used across many services, applications, teams, departments).
• I compose cloud functions (e.g., use one function that itself calls other functions).
• What number of functions do the FaaS systems / applications that you build typically consist of ?
FaaS Development Practices and Patterns
• I build a routing function that acts as the central entry point and dispatches requests to other functions.
• I externalize state between FaaS calls in a key/-value datastore, such as Redis.
• I chain function calls to increase or work around timeouts.
• I ping functions to keep containers warm.
• I select more memory for my functions than required because I want to get a stronger CPU.
• I build FaaS systems or applications from scratch.
• I build FaaS systems or applications by gradually migrating an existing system or application.
• Are there any other, similar recurring patterns of FaaS development that were not listed previously? Please describe them briey below.
• • The mental model behind FaaS is dicult to grasp for developers.
• Novice developers may actually have an easier time getting started with FaaS as they do not need to "unlearn" so much previous knowledge about cloud application development.
• Knowledge or experience with which of the following techniques or practices is helpful to understand the mental model behind FaaS better?
• Feel free to comment on the mental model when using FaaS.
Advantages and Challenges
• Select what the most signicant advantage of using FaaS is for you.
• Select which of the following you consider significant challenges for using current FaaS services.
• Do you think that using FaaS at the moment is cheap in terms of cloud hosting costs?
The Future
• Do you plan to use or continue to use a FaaS service in the future?
• 
