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Abstract
We present a number of important identities related to the excur-
sion theory of linear diffusions. In particular, excursions straddling
an independent exponential time are studied in detail. Letting the
parameter of the exponential time tend to zero it is seen that these
results connect to the corresponding results for excursions of station-
ary diffusions (in stationary state). We characterize also the laws of
the diffusion prior and posterior to the last zero before the exponential
time. It is proved using Krein’s representations that, e.g., the law of the
length of the excursion straddling an exponential time is infinitely di-
visible. As an illustration of the results we discuss Ornstein-Uhlenbeck
processes.
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1 Introduction and preliminaries
1.1 Throughout this paper, we shall assume that X is a linear regular re-
current diffusion taking values in R+ with 0 an instantaneously reflecting
boundary. Let Px and Ex denote, respectively, the probability measure and
the expectation associated with X when started from x ≥ 0. We assume that
X is defined in the canonical space C of continuous functions ω : R+ 7→ R+.
Let
Ct := σ{ω(s) : s ≤ t}
denote the smallest σ-algebra making the co-ordinate mappings up to time t
measurable and take C to be the smallest σ-algebra including all σ-algebras
Ct, t ≥ 0.
The excursion space for excursions from 0 to 0 associated with X is a
subset of C, denoted by E, and given by
E := {ε ∈ C : ε(0) = 0, ∃ ζ(ε) > 0 such that ε(t) > 0 ∀ t ∈ (0, ζ(ε))
and ε(t) = 0 ∀ t ≥ ζ(ε)}.
The notation Et is used for the trace of Ct on E.
As indicated in the title of the paper our aim is to gather a number of
fundamental results concerning the excursion theory for the diffusion X. In
Section 2 the classical descriptions, the first one due to Itoˆ and McKean and
the second one due to Williams, are presented. In Section 3 the stationary
excursions are discussed and, in particular, the description due to Bismut
is reviewed. After this, in Section 4, we proceed by analyzing excursions
straddling an exponential time. The paper is concluded with an example on
Ornstein-Uhlenbeck processes.
Our motivation for this work arose from different origins:
• First, we would like to contribute to Professor Itoˆ’s being awarded the
1st Gauss prize, by offering some discussion and illustration of K Itoˆ’s
excursion theory, see [21], when specialized to linear diffusions. The
present paper also illustrates Pitman and Yor’s discussion (see [42]
in this volume) of K. Itoˆ’s general theory of excursions for a Markov
process.
• In the literature there seems to be lacking a detailed discussion on
the excursion theory of linear diffusions. Information available has a
very scattered character, see, e.g., Williams [52], Walsh [51], Pitman
and Yor [38], [39], [40], [41], Rogers [46], Salminen [49]. The general
theory of excursions has been developed in Itoˆ [21], Meyer [35], Getoor
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[13], Getoor and Sharpe [15], [14], [16], [17], Blumenthal [4]. Although
the case with Brownian motion is well studied and understood, for
textbook treatments see, e.g., Revuz and Yor [43] and Rogers and
Williams [47], we find it important to highlight the main formulas for
more general diffusions using the traditional Fellerian terminology and
language.
• To generalize some recent results (see Winkel [53] and Bertoin, Fujita,
Roynette and Yor [2]) on infinite divisibility of the distribution of
the length of the excursion of a diffusion straddling an independent
exponential time.
• The Ornstein-Uhlenbeck process is one of the most essential diffusions.
To present in detail formulae for its excursions is important per se.
One of the key tools hereby is the distribution of the first hitting time
Hy of the point y from which the excursions are observed. For y = 0
this distribution can be derived via Doob’s transform (see Doob [8])
which connects the Ornstein-Uhlenbeck process with standard Brow-
nian motion (see Sato [50], and Go¨ing-Jaeschke and Yor [19]). For
arbitary y the distribution is very complicated; for explicit expres-
sions via series expansions, see Ricciardi and Sato [44], Linetsky [32]
and Alili, Patie and Pedersen [1]. We will focus on excursions from 0
to 0 and relate our work to earlier papers by Hawkes and Truman [20],
Pitman and Yor [40], and Salminen [48]. Due to the symmetry of the
Ornstein-Uhlenbeck process around 0, it is sufficient for our purposes
to consider only positive excursions - the treatment of negative ones
is similar - and view the process with values in R+ and 0 being a
reflecting boundary.
1.2 In this subsection we introduce the basic notation and facts concerning
linear diffusions needed in the sequel. A main source of information remains
Itoˆ and McKean [22], see also Rogers and Williams [47], and Borodin and
Salminen [6].
(i) Speed measure m associated with X is a measure on R+ which satisfies
for all 0 < a < b < ∞
0 < m((a, b)) < ∞.
For simplicity, it is assumed that m does not have atoms. An impor-
tant fact is that X has a jointly continuous transition density p(t;x, y)
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with respect to m, i.e.,
Px(Xt ∈ A) =
∫
A
p(t;x, y)m(dy),
where A is a Borel subset of R+. Moreover, p is symmetric in x and
y, that is, p(t;x, y) = p(t; y, x). The Green or the resolvent kernel of
X is defined for λ > 0 as
Rλ(x, y) =
∫ ∞
0
dt e−λt p(t;x, y).
(ii) Scale function S is an increasing and continuous function which can be
defined via the identity
Px(Ha < Hb) =
S(b)− S(x)
S(b)− S(a) , 0 ≤ a < x < b, (1)
where H. denotes the first hitting time, i.e.,
Hy := inf{t : Xt = y}, y ≥ 0.
We normalize by setting S(0) = 0. Due to the recurrence assumption
it holds S(+∞) = +∞. Recall that {S(Xt∧H0 ) : t ≥ 0} is a continuous
local Px-martingale for every x ≥ 0 (see, e.g., Rogers and Williams
[47] p. 276). It is easily proved that S(X) = {S(Xt) : t ≥ 0} is a
(recurrent) diffusion taking values in R+. The scale function associated
with S(X) is the identity mapping x 7→ x, x ≥ 0, and we say that S(X)
is in natural scale. Clearly, also for S(X) the boundary point 0 is
instantaneously reflecting. Using the Skorokhod reflection equation it
is seen that S(X) is a Px-submartingale (cf. Meleard [34] Proposition
1.4 where the semimartingale decomposition is given in case there are
two reflecting boundaries).
(iii) The infinitesimal generator of X can be expressed as the generalized
differential operator
G = d
dm
d
dS
acting on functions f belonging to the appropriately defined domain
D(G) of G (see Itoˆ and McKean [22], Freedman [12], Borodin and
Salminen [6]). In particular, since 0 is assumed to be reflecting then
f ∈ D(G) implies that
f+(0) := lim
x↑0
f(x)− f(0)
S(x)− S(0) = 0.
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(iv) The distribution of the first hitting time of a point y > 0 has a Px-
density:
Px(Hy ∈ dt) = fxy(t) dt.
This density can be connected with the derivative of a transition den-
sity of a killed diffusion obtained from X. To explain this, introduce
the sample paths
X̂
(y)
t :=
{
Xt, t < Hy,
∂, t ≥ Hy,
where ∂ is a point isolated from R+ (a ”cemetary” point). Then
{X̂(y)t : t ≥ 0} is a diffusion with the same scale and speed as X. Let
pˆ denote the transition density of X̂(y) with respect to m. Then, e.g.,
for x > y
fxy(t) = lim
z↓y
pˆ(t;x, z)
S(z)− S(y) . (2)
For a fixed x and y, the mapping t 7→ fxy(t) is continuous, as follows
from the eigen-differential expansions and discussion in Itoˆ and McK-
ean p. 153 and 217 (see also Kent [24], [25]). Recall also the following
formula for the Laplace transform of Hy
Ex
(
e−αHy
)
=
Rα(x, y)
Rα(y, y)
, (3)
which leads to ∫ ∞
0
m(dx)Ex
(
e−αHy
)
=
1
αRα(y, y)
.
(v) There exists a jointly continuous family of local times
{L(y)t : t ≥ 0, y ≥ 0}
such that X satisfies the occupation time formula∫ t
0
ds h(Xs) =
∫ ∞
0
h(y)L
(y)
t m(dy),
where h is a nonnegative measurable function (see, e.g., Rogers and
Williams [47] 49.1 Theorem p. 289). Consequently,
L
(y)
t = lim
δ↓0
1
m((y − δ, y + δ))
∫ t
0
1(y−δ,y+δ)(Xs) ds.
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For a fixed y introduce the inverse of L(y) via
τ
(y)
` := inf{s : L(y)s > `}.
Then τ (y) = {τ (y)` : ` ≥ 0} is an increasing Le´vy process, in other
words, a subordinator and its Le´vy exponent is given by
Ey
(
exp(−λτ (y)` )
)
= exp (−`/Rλ(y, y))
= exp(−`
∫ ∞
0
ν(y)(dv)(1 − e−λv)), (4)
where ν(y) is the Le´vy measure of τ (y). The assumption that the speed
measure does not have atoms implies that τ (y) does not have a drift.
In case y = 0 we write simply L, τ and ν.
1.3 Assuming that X is started from 0 we define for t > 0
Gt := sup{s ≤ t : Xs = 0} and Dt := inf{s ≥ t : Xs = 0}. (5)
The last exit decomposition at a fixed time t states that for u < t < v
P0(Gt ∈ du,Xt ∈ dy,Dt ∈ dv)
= p(u; 0, 0) fy0(t− u) fy0(v − t) du dv m(dy). (6)
In fact, this trivariate distribution is only the skeleton of a more complete
body of processes:
{Xu : u ≤ Gt}, {XGt+v : v ≤ t−Gt}, and {Xt+v : v ≤ Dt − t} (7)
the distributions of which we now characterize following Salminen [49]. For
general approaches; see Getoor and Sharpe [15], [14], and Maisonneuve [33].
Let x, y ∈ R+ and u > 0 be given. Denote by (Xx,u,y,Px,u,y) the
diffusion bridge from x to y of length u constructed from X, i.e., the measure
Px,u,y governing X
x,u,y is the conditional measure associated with X started
from x and conditioned to be at y at time u. The bridge Xx,u,y is a strong
non-time-homogeneous Markov process defined on the time axis [0, u). For
the first component in (7), we have conditionally on Gt = u
{Xs : 0 ≤ s < Gt} d= {X0,u,0s : 0 ≤ s < u} (8)
For the second component in (7) consider the process X̂(y) as introduced
in (iv) above with y = 0. We write simply X̂ instead of X̂(0). For positive
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x and y let X̂x,u,y denote the bridge from x to y of length u constructed,
as above, from X̂. The measure P̂x,u,y governing X̂
x,u,y can be extended by
taking (in the weak sense)
P̂0,u,y := lim
x↓0
P̂x,u,y.
We let X̂0,u,y denote the process associated with P̂0,u,y. Then, conditionally
on Gt = u and Xt = y,
{XGt+s : 0 ≤ s < t−Gt} d= {X̂0,t−u,ys : 0 ≤ s < t− u}. (9)
For the final part in (7), by the Markov property, we have conditionally
on Xt = y
{Xt+s : s < Dt − t} d= {X̂s : s ≥ 0}, (10)
where X̂0 = y.
2 Two descriptions of the Itoˆ measure
2.1 Description due to Itoˆ and McKean
We discuss the description of the Itoˆ measure n where the excursions are
studied by conditioning with respect to their lifetimes. Let X̂ be as in section
1.3 and pˆ(t;x, y) its transition density with respect to the speed measure, in
other words,
Px(X̂t ∈ dy) = Px(Xt ∈ dy; t < H0) = pˆ(t;x, y)m(dy).
The Le´vy measure ν of τ is absolutely continuous with respect to the
Lebesgue measure, and the density - which we also denote by ν - is given by
ν(v) := ν(dv)/dv = lim
x↓0
lim
y↓0
pˆ(v;x, y)
S(x)S(y)
=: p↑(v; 0, 0). (11)
In Section 1.3 we have introduced the bridge X̂x,t,y and the measure
P̂x,t,y associated with it. The family of probability measures {P̂x,t,y : x >
0, y > 0} is weakly convergent as y ↓ 0 thus defining P̂x,t,0 for all x > 0.
Intuitively, this is the process X̂ conditioned to hit 0 at time t. Moreover,
letting now x ↓ 0 we obtain a measure which we denote by P̂0,t,0 which
governs a non-time homogeneous Markov process X̂0,t,0 starting from 0,
staying positive on the time interval (0, t) and ending at 0 at time t.
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Theorem 1. a. The law of the excursion life time ζ under the Itoˆ excursion
measure n is equal to the Le´vy measure of the subordinator {τ`}`≥0 and is
given by
n(ζ ∈ dv) = ν(dv) = p↑(v; 0, 0) dv. (12)
b. The Itoˆ measure can be represented as the following integral
n(dε) =
∫ ∞
0
n(ζ ∈ dv) P̂0,v,0(dε). (13)
Moreover, the finite dimensional distributions of the excursion are charac-
terized for 0 < t1 < t2 < · · · < tn and xi > 0, i = 1, 2, . . . , n by
n(εt1 ∈ dx1, εt2 ∈ dx2, . . . , εtn ∈ dxn)
= m(dx1) fx10(t1) pˆ(t2 − t1;x1, x2)m(dx2) (14)
× . . . pˆ(tn − tn−1;xn−1, xn)m(dxn).
In particular, the excursion entrance law is given by
n(εt ∈ dx) = m(dx) fx0(t),
and it holds
n(ζ > t) =
∫ ∞
0
n(εt ∈ dx) =
∫ ∞
0
m(dx) fx0(t). (15)
Combining the formulas (12) and (13) with the last exit decomposition
(6) leads to a curious relation between the transition densities p and p↑.
Proposition 2. The functions p(t; 0, 0) and p↑(t; 0, 0) satisfy the identity∫ t
0
du p(u; 0, 0)
∫ ∞
t−u
dv p↑(v; 0, 0) = 1. (16)
Proof. From (12) and (15) we may write∫ ∞
t
dv p↑(v; 0, 0) = n(ζ > t) =
∫ ∞
0
m(dx) fx0(t).
Consequently, identity (16) can be rewritten as∫ t
0
du p(u; 0, 0)
∫ ∞
0
m(dx) fx0(t− u) = 1, (17)
but, in view of the last exit decomposition (6), identity (17) states that the
last exit from 0 when starting from 0 takes place with probability 1 before
t, in other words,
P0(Gt ≤ t) = 1,
which, of course, is trivially true.
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Remark 3. For another approach to (16) notice that it follows from (4)
and (11)
1
Rλ(0, 0)
=
∫ ∞
0
dv p↑(v; 0, 0)
(
1− e−λv
)
.
Hence, from the definition of the Green kernel,
1 =
∫ ∞
0
du e−λu p(u; 0, 0)
∫ ∞
0
dv p↑(v; 0, 0)(1 − e−λv). (18)
Consequently,
1
λ
=
∫ ∞
0
du e−λu p(u; 0, 0)
∫ ∞
0
dv e−λv
∫ ∞
v
ds p↑(s; 0, 0)
=
∫ ∞
0
du
∫ ∞
0
dv e−λ(u+v) p(u; 0, 0)
∫ ∞
v
ds p↑(s; 0, 0),
from which (16) is easily deduced.
2.2 Description due to Williams
In the approach via the lengths of the excursions the focus is first on the time
axis. In Williams’ description (see Williams [52], and Rogers [45], [46]) the
starting point of the analysis is on the space axis since the basic conditioning
is with respect to the maximum of an excursion. To formulate the result,
let for ε ∈ E
M(ε) := sup{εt : 0 < t < ζ(ε)}.
The key element in Williams’ description is the diffusion X ↑ obtained by
conditioning X̂ not to hit 0. We use the notation P↑ and E↑ for the measure
and the expectation associated with X↑. To define this process rigorously
set for a bounded Ft ∈ Ct, t > 0,
E↑x(Ft) := lim
a↑+∞
Ex(Ft ; t < Ha |Ha < H0)
= lim
a↑+∞
Ex(Ft ; t < Ha < H0)
Px(Ha < H0)
= lim
a↑+∞
Ex (Ft S(Xt) ; t < Ha ∧H0)
S(x)
,
where the Markov property and formula (1) for the scale function are ap-
plied. The monotone convergence theorem yields
E↑x(Ft) =
1
S(x)
Px (Ft S(Xt) ; t < H0) ,
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in other words, the desired conditioning is realized as Doob’s h-transform
of X̂ by taking h to be the scale function of X. It is easily deduced that the
transition density and the speed measure associated with X ↑ are given by
p↑(t;x, y) :=
pˆ(t;x, y)
S(y)S(x)
, m↑(dy) := S(y)2 m(dy).
We remark that the boundary point 0 is entrance-not-exit for X ↑ and, there-
fore, X↑ can be started from 0 after which it immediately enters (0,∞) and
never hits 0.
Theorem 4. a. The law of the excursion maximum M under the Itoˆ ex-
cursion measure n is given by
n(M ≥ a) = 1
S(a)
.
b. The Itoˆ excursion measure n can be represented via
n(dε) =
∫ ∞
0
n(M ∈ da)Q(∗,a)(dε),
where Q(∗,a) is the distribution of two independent X↑ processes put back to
back run from 0 until they first hit level a.
As an illustration, we give the following formula
n(1− exp(−
∫ ζ
0
ds V (εs)))
=
∫ ∞
0
n(M ∈ da)
(
1−
(
E↑0(exp(−
∫ Ha
0
duV (ωu)))
)2)
.
If V ≥ 0, this quantity is the Le´vy exponent of the subordinator{∫ τ`
0
ds V (Xs) : ` ≥ 0
}
,
that is,
E
{
exp
(
−α
∫ τ`
0
ds V (Xs)
)}
= exp
{
−`n
(
1− exp
(
−α
∫ ζ
0
ds V (εs)
))}
.
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Comparing the descriptions of the Itoˆ excursion measure in Theorem 1
(in particular formula (14)) and in Theorem 4 hints that the processes X̂
and X↑ have, in addition to conditioning relationship, also a time reversal
relationship. This is due to Williams [52], who particularized to the case of
diffusions the general time reversal result, obtained by Nagasawa [36]. See
also [43] p. 313, and [6] p. 35.
Proposition 5. Let for a given x > 0
Λx := sup{t : ω(t) = x}
denote the last exit time from x. Then
{X̂s : 0 ≤ s < H0} d= {X↑Λx−s : 0 ≤ s < Λx}, (19)
where X̂0 = x and X
↑
0 = 0.
3 Stationary excursions; Bismut’s description
Consider the diffusion X with the time parameter t taking values in the
whole of R. In the case m(R+) < ∞ the measure governing X can be
normalized to be a probability measure. Indeed, in this case the distribution
of Xt is for every t ∈ R defined to be
P(Xt ∈ dx) = m(dx)/m(R+) =: m̂(dx).
Recall from (5) the definitions of Gt and Dt, and introduce also ∆t :=
Dt −Gt.
Theorem 6. Assume that m(R+) < ∞. Then the joint distribution of t−Gt
and Dt − t is given by
P(t−Gt ∈ du,Dt − t ∈ dv)/dudv =
∫ ∞
0
m̂(dy) fy0(u) fy0(v)
= ν(u + v)/m(R+).
Consequently, for ∆t it holds
P(∆t ∈ du)/du = u ν(u)/m(R+). (20)
Moreover, the law of the process {XGt+v : v ≤ ∆t} is given by
ζ(ε)n(dε)/m(R+), (21)
where n(dε) is the Itoˆ measure as introduced in Theorem 1 and 4 and ζ
denotes the length of an excursion.
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Proof. The density of (t−Gt, Dt − t) is derived using the time reversibility
of the diffusion X, i.e.,
{Xt : t ∈ R} d= {X−t : t ∈ R},
and the conditional independence given Xt. The fact that the density can
be expressed via the density of the Le´vy measure is stated (and proved) in
Proposition 12 below, see formulas (30) and (31). To compute the distribu-
tion of ∆t is elementary from the joint distribution of t−Gt and Dt− t. For
these results, we refer also to Kozlova and Salminen [28]. The statement
concerning the law of {XGt+v : v ≤ ∆t} has been proved in Pitman [37] (see
Theorem p. 290 point (iii) and the formulation for excursions on p. 293
and 294) – all that remains for us to do is to find the right normalization
constant, but this is fairly obvious, e.g., from the density of ∆t.
If m(R+) = ∞ the measure associated with X is still well-defined but
“only” σ-finite. In this case, the distribution of Xt is plainly taken to be m.
From (21) it is seen that we are faced with a representation of the Itoˆ measure
via stationary excursions valid in both cases m(R+) < ∞ and m(R+) = ∞.
We focus now on this representation as displayed in (22) below, and present
a proof of the representation using the diffusion theory (this provides, of
course, also a proof of (21)). We remark that in Pitman [37] a more general
case concerning homogeneous random sets is proved, and, hence, it seems
worthwhile to give a “direct” proof in the diffusion case.
Theorem 7. Let F be a measurable non-negative functional defined in the
excursion space E. Then up to a normalization
n(F (ε)) = E
(
1
∆t
F (XGt+s : 0 ≤ s ≤ ∆t)
)
. (22)
In particular, the process {XGt+s : 0 ≤ s ≤ ∆t} conditionally on ∆t = v
is identical in law with the excursion bridge X̂0,v,0 as introduced in Section
2.1.
Proof. Without loss of generality, we take t = 0. From (20) we have
n(f(ζ)) =
∫ ∞
0
f(a) ν(a) da = E
(
1
∆0
f(∆0)
)
.
Therefore, it is enough (cf. Theorem 1) to prove that
n(F (ε) | ζ = u) = E (F (XG0+s : 0 ≤ s ≤ ∆0) |∆0 = u) . (23)
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Define for 0 ≤ s1 < s2 < · · · < sn ≤ u
A1,n := {XG0+s1 ∈ dy1, . . . , XG0+sn ∈ dyn},
and consider
E (A1,n |∆0 = u) =
∫ ∞
y=0
∫ u
v=0
E (A1,n, −G0 ∈ dv, X0 ∈ dy |∆0 = u)
=
∫ ∞
y=0
∫ u
v=0
E (A1,n |∆0 = u, G0 = −v, X0 = y)
×P (−G0 ∈ dv, X0 ∈ dy |∆0 = u) .
From the description of the process X, the conditional independence and
the equality of the laws of the past and future given X0, and using formula
(20) we obtain
P (−G0 ∈ dv, X0 ∈ dy |∆0 = u) = 1
u ν(u)
fy,0(v) fy,0(u− v)m(dy)dv. (24)
Letting k be such that −v + sk < t < −v + sk+1, if any, we write applying
again the conditional independence
E (A1,n |∆0 = u, G0 = −v, X0 = y)
= E (A1,k Ak+1,n |∆0 = u, G0 = −v, X0 = y)
= E (A1,k |G0 = −v, X0 = y)E (Ak+1,n |D0 = u− v, X0 = y) .
Recall from Introduction section 1.2 (iv) the notation X̂ for the diffusion X
killed when it hits 0. As in section 1.3 of Introduction we may construct the
bridge X̂y,v,0 starting from y having the length v and ending at 0. We let
P̂y,v,0 denote the measure associated with X̂
y,v,0. With these new notations,
E (A1,k |G0 = −v, X0 = y)
= P̂y,v,0 (ωv−sk ∈ dyk, . . . , ωv−s1 ∈ dy1)
=
1
fy0(v)
p̂(v − sk; y, yk)m(dyk) p̂(sk − sk−1; yk, yk−1)m(dyk−1)
× . . . p̂(s2 − s1; y2, y1)m(dy1) fy10(s1)
and
E (Ak+1,n |D0 = u− v, X0 = y)
= P̂y,v,0
(
ωsk+1−v ∈ dyk+1, . . . , ωsn−v ∈ dyn
)
=
1
fy0(u− v) p̂(sk+1 − v; y, yk+1)m(dyk+1)
× p̂(sk+2 − sk+1; yk+1, yk+2)m(dyk+2)
× . . . p̂(sn − sn−1; yn−1, yn)m(dyn) fyn0(u− sn).
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Using now (24) and formulas above we have after some rearranging and
applying the symmetry of the transition density p̂
E (A1,n |∆0 = u)
=
1
u ν(u)
m(dy1) fy10(s1)p̂(s2 − s1; y1, y2)m(dy2)
× . . .
∫ u
0
dv
∫ ∞
0
m(dy) p̂(v − sk; yk, y) p̂(sk+1 − v; y, yk+1)
× . . . p̂(sn − sn−1; yn−1, yn)m(dyn) fyn0(u− sn).
Performimg the integration yields
E (A1,n |∆0 = u)
=
1
ν(u)
m(dy1) fy10(s1)p̂(s2 − s1; y1, y2)m(dy2)
× . . . p̂(sn − sn−1; yn−1, yn)m(dyn) fyn0(u− sn),
and this means that (23) holds completing the proof.
Remark 8. The formula (22) was derived for Brownian motion by Bis-
mut [3]. The connection with the Palm measure and stationary processes is
discussed in Pitman [37]. In fact, Bismut describes in the Brownian case
the law of the process {XGt+s : 0 ≤ s ≤ ∆t} in terms of two independent
3-dimensional Bessel processes started from 0 and killed at the last exit time
from an independent level distributed according to the Lebesgue measure (see
[3] and [43] for details).
4 On the excursion straddling an independent ex-
ponential time
In the literature one can find several papers devoted to the properties of
excursions straddling a fixed time t; first of all, Le´vy’s fundamental paper
[31], which contains a lot about the zero set of Brownian motion, its (inverse)
local time, excursions, and so on. See also Chung [7] starting from Le´vy’s
paper [31], Durret and Iglehart [9], and Getoor and Sharpe [16], [17]. In fact,
the last exit decomposition (6) lies in the heart of these studies (see Getoor
and Sharpe [15], [14]). However, it seems to us that excursions straddling
an exponential time are not so much analyzed. Here we make some remarks
on this subject.
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Let T be an exponentially distributed random variable with parameter
α > 0, independent of X, and define
GT := sup{s ≤ T : Xs = 0}, DT := inf{s ≥ T : Xs = 0},
and
∆T := DT −GT .
The Le´vy exponent of the inverse local time at 0 is denoted by Φ, in other
words,
E0 (exp(−λτ`)) = exp (−`Φ(λ))
Recall the relation (cf. (4) with y = 0)
Φ(λ)Rλ(0, 0) = 1. (25)
4.1 Last exit decomposition at T
We begin by discussing the last exit decomposition at the exponential time
T.
Theorem 9. (i) The processes
{Xu : u ≤ GT } and {XGT +v : v ≤ ∆T }
are independent.
(ii) The law of {Xu : u ≤ GT } may be described as follows:
(a) LT := LGT is exponentially distributed with mean 1/Φ(α),
(b) The process {Xu : u ≤ GT } conditionally on LT = ` is distributed as
{Xu : u ≤ τ`} under the probability
exp (−α τ` + `Φ(α)) P0.
(iii) The law of the process {XGT +v : v ≤ ∆T } is given by
1
Φ(α)
(
1− e−αζ(ε)
)
n(dε). (26)
where n(dε) is the Itoˆ measure associated with the excursions away from 0
for X and ζ denotes the length of an excursion.
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Proof. Let F1 and F2 be two nonnegative functionals of continuous functions
and consider
E0 (F1(Xu : u ≤ GT )F2(XGT +v : v ≤ ∆T ))
= α
∫ ∞
0
dt e−αtE0 (F1(Xu : u ≤ Gt)F2(XGt+v : v ≤ ∆t))
= αE0
(∑
`
∫ τ`
τ`−
dt e−αtF1(Xu : u ≤ τ`−)F2(Xτ`−+v : v ≤ τ` − τ`−)
)
= E0
(∫ ∞
0
d` e−α τ`F1(Xu : u ≤ τ`)
)
×
∫
n(dε)
(
1− e−α ζ(ε)
)
F2(εs : s ≤ ζ(ε))
= Φ(α)E0
(∫ ∞
0
d` e−α τ`F1(Xu : u ≤ τ`)
)
×
∫
n(dε)
(
1− e−α ζ(ε)
Φ(α)
)
F2(εs : s ≤ ζ(ε)).
where the third equality is based on the properties of the Poisson random
measure associated with the excursions (see Revuz and Yor [43] Master
Formula p. 475).
Remark 10. Notice that letting α → 0 in (26) and using
lim
α→0
α
Φ(α)
= lim
α→0
α Rα(0, 0) = 1/m(R+) (27)
yield the probability law of the excursion straddling a fixed time in the sta-
tionary setting, cf. (21) in Theorem 6.
As a corollary of Theorem 9 we have the following results which show that
after conditioning the quantities do not depend on α, and in this context α is
entirely ”contained” in GT and ∆T . The formulas should be compared with
(8), (9), and (10). The distributions of GT and ∆T are given, respectively,
in (40) and (35) below.
Corollary 11. For any nonnegative functionals F1 and F2 of continuous
functions it holds
E0 (F1(Xu : u ≤ GT ) |GT = g) = E0 (F1(Xu : u ≤ g) |Xg = 0)
= E0,g,0 (F1(ωu : u ≤ g)) (28)
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and
E0 (F2(XGT +v : v ≤ ∆T ) |∆T = h) = E↑0 (F2(Xv : v ≤ h) |Xh = 0) .
= Ê0,h,0(F2(ωs : s ≤ h)) (29)
Proof. The statement (28) can be obtained from the corresponding result for
fixed time as presented in (8). Also (29) can be derived from the fixed time
result but we prefer to present here a proof based on the Master Formula.
For this consider for δ > 0
E0
(
F2(XGT +v : v ≤ ∆T )1{h≤∆T <h+δ}
)
=
∫
n(dε)
(
1− e−α ζ(ε)
Φ(α)
)
F2(εs : s ≤ ζ(ε))1{h≤ζ(ε)<h+δ}.
Using the description (13) of the Itoˆ excursion law we obtain
E0
(
F2(XGT +v : v ≤ ∆T )1{h≤∆T <h+δ}
)
=
∫ h+δ
h
du ν(u)
(
1− e−α u
Φ(α)
)
Ê0,u,0(F2(ωs : s ≤ u)).
Applying the explicit form of the distribution of ∆T as given in (35) and
letting δ ↓ 0 leads to (29).
4.2 On the distribution of (GT , DT )
In this section the distributions of T −GT , DT −T and ∆T := DT −GT are
studied in detail.
Proposition 12. The joint distribution of T −GT and DT − T is given by
P0(T −GT ∈ du,DT − T ∈ dv)
= dudv α Rα(0, 0) e
−αu
∫ ∞
0
m(dy) fy0(u) fy0(v). (30)
=
α e−αu ν(u + v)
Φ(α)
dudv. (31)
In particular,
ν(u + v) =
∫ ∞
0
m(dy) fy0(u) fy0(v). (32)
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Proof. From (6),
P0(t−Gt ∈ du,Dt − t ∈ dv)
= dudv p(t− u; 0, 0)1{u≤t,v≥0}
∫ ∞
0
m(dy) fy0(u) fy0(v),
and, hence,
P0(T −GT ∈ du,DT − T ∈ dv)
= dudv α
∫ ∞
u
dt e−αt p(t− u; 0, 0)
∫ ∞
0
m(dy) fy0(u) fy0(v),
from which (30) follows. To derive (31), we apply again the Master Formula
(see Revuz and Yor [43] p. 475). For this, let (u, v) 7→ ϕ(u, v) be a non-
negative and Borel measurable function and define
Q(ϕ) := E0(ϕ(T −GT , DT − T )).
Letting τ` denote the inverse of the local time L at 0 we have
Q(ϕ) = E0
∑
`≥0
ϕ(T − τ`−, τ` − T )1{τ`−<T<τ`}

= E0
(∫
R2+
ϕ(T − τ`, z + τ` − T )1{τ`<T<τ`+z}ν(z) dzd`
)
,
since {(`, τ`) : ` ≥ 0} is a Poisson point process with Le´vy measure d` dν,
and T is independent of {τ` : ` ≥ 0}. Apply next that T is exponentially
distributed to obtain
Q(ϕ) = E0
(∫
R2
+
ν(z)dzd`
∫ τ`+z
τ`
dt α e−αt ϕ(t− τ`, z + τ` − t)
)
= αE0
(∫
R3
+
ν(z)e−α(x+τ`) ϕ(x, z − x)1{x≤z} dxdzd`
)
,
where we have substituted x = t− τ`. Furthermore, setting y = z− x yields
Q(ϕ) = αE0
(∫
R3
+
ν(y + x)e−α(x+τ`) ϕ(x, y) dxdyd`
)
= αE0
(∫ ∞
0
e−α τ` d`
)∫
R2
+
ϕ(x, y) e−α x ν(y + x) dxdy,
and (31) follows now easily from (4). The equality (32) is an immediate
consequence of (30) and (31).
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Corollary 13. 1. The densities for T − GT , DT − T, and ∆T are given,
respectively, by
P0(T −GT ∈ du)/du = α
Φ(α)
e−αu
∫ ∞
u
ν(z)dz, (33)
P0(DT − T ∈ dv)/dv = α
Φ(α)
eαv
∫ ∞
v
e−αzν(z)dz, (34)
and
P0(∆T ∈ da)/da = (1− e
−αa)ν(a)
Φ(α)
. (35)
2. The joint density of T −GT and ∆T is
P0(T −GT ∈ du, ∆T ∈ da)/du da = α
Φ(α)
e−αu ν(a), u ≤ a. (36)
3. The density of T −GT conditionally on ∆T = a is
P0(T −GT ∈ du |∆T = a)/du = α
1− e−αa e
−αu, u ≤ a. (37)
Proposition 14. The joint Laplace transform of GT and DT is given by
E0 (exp (−γ1GT − γ2DT )) = Φ(γ2 + α)− Φ(γ2)
Φ(γ1 + γ2 + α)
. (38)
In particular,
E0
(
e−γ∆T
)
=
Φ(γ + α)− Φ(γ)
Φ(α)
, (39)
and the random variables GT and ∆T are independent. The density of GT
is given by
P0(GT ∈ du)/du = Φ(α) e−αu p(u; 0, 0). (40)
Proof. The formula (40) for the density of GT is obtained from (6) by in-
tegrating. The independence of GT and ∆T follows immediately from (38).
To derive the joint Laplace transform of GT and DT , consider
E0 (exp (−γ1GT − γ2DT ))
=
∫ v
u
dt α e−αt
∫
e−γ1u−γ2vP0(Gt ∈ du,Dt ∈ dv).
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Applying the last exit decomposition formula (6) yields
E0 (exp (−γ1GT − γ2DT ))
=
∫ ∞
0
du e−γ1u p(u; 0, 0)
∫ ∞
u
dv e−γ2v
∫ v
u
dt α e−αt
×
∫ ∞
0
m(dy) fy0(t− u) fy0(v − t)
=
∫ ∞
0
du e−γ1u p(u; 0, 0)
∫ ∞
0
da e−γ2(a+u)
∫ a+u
u
dt α e−αtp(u; 0, 0)
×
∫ ∞
0
m(dy) fy0(t− u) fy0(a + u− t)
=
∫ ∞
0
du e−(γ1+γ2)u p(u; 0, 0)
∫ ∞
0
da e−γ2a
∫ a
0
dbα e−α(b+u)p(u; 0, 0)
×
∫ ∞
0
m(dy) fy0(b) fy0(a− b)
= α
∫ ∞
0
du e−(γ1+γ2+α)up(u; 0, 0)
∫ ∞
0
m(dy)
∫ ∞
0
da e−γ2a
×
∫ a
0
db e−αbfy0(b) fy0(a− b)
= αRγ1+γ2+α(0, 0)
∫ ∞
0
m(dy)Ey
(
e−(γ2+α)H0
)
Ey
(
e−γ2H0
)
.
To proceed, we have∫ ∞
0
m(dy)Ey
(
e−(γ2+α)H0
)
Ey
(
e−γ2H0
)
=
1
Rγ2+α(0, 0)Rγ2 (0, 0)
∫ ∞
0
m(dy)Rγ2+α(y, 0)Rγ2 (y, 0).
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The integral term in this expression can be evaluated:∫ ∞
0
m(dy)Rα+γ2(y, 0)Rγ2 (y, 0)
=
∫ ∞
0
m(dy)
∫ ∞
0
dt e−(α+γ2)tp(t; y, 0)
∫ ∞
0
ds e−γ2sp(s; y, 0)
=
∫ ∞
0
dt e−(α+γ2)t
∫ ∞
0
ds e−γ2sp(t + s; 0, 0)
=
∫ ∞
0
dt e−(α+γ2)t
∫ ∞
t
du e−γ2(u−t)p(u; 0, 0)
=
∫ ∞
0
du e−γ2u
1− e−αu
α
p(u; 0, 0),
=
1
α
(Rγ2(0, 0) −Rγ2+α(0, 0)) .
where the Chapman-Kolmogorov equation and the symmetry of the transi-
tion density p is applied, and by (25) this completes the proof.
Remark 15. 1. From Proposition 12 it is seen that the density of ∆T can
also be written in the form
P0(∆T ∈ da)/da = α
Φ(α)
∫ ∞
0
m(dy)
∫ a
0
db e−αbfy0(b) fy0(a− b),
which taking into account (35) leads to the identity
(1− e−αa)
α
ν(a) =
∫ ∞
0
m(dy)
∫ a
0
db e−αbfy0(b) fy0(a− b).
Let here α → 0 to obtain
ν(a) =
∫ ∞
0
m(dy)
∫ a
0
db
a
fy0(b) fy0(a− b). (41)
It is interesting to compare this expression with the following one obtained
from (32)
ν(a) =
∫ ∞
0
m(dy) fy0(b) fy0(a− b). (42)
The fact that the right hand sides of (41) and (42) do not depend on b can
also be explained via the Chapman-Kolmogorov equation.
2. We may study distributions associated with Gt, Dt and ∆t in the station-
ary case, i.e., if m(R+) < ∞, by letting α → 0, as observed in Remark 10.
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From Proposition 12 and Corollary 13 we deduce the following results take
t = 0:
P(−G0 ∈ du,D0 ∈ dv)/dudv = 1
m(R+)
ν(u + v).
P(−G0 ∈ du)/du = P(D0 ∈ du)/du = 1
m(R+)
∫ ∞
u
ν(v) dv,
P(∆0 ∈ da)/da = 1
m(R+)
a ν(a).
Moreover, letting ZT := (T −GT )/∆T then (ZT ,∆T ) converges in distribu-
tion as α → 0 to (U,∆), where U and ∆ are independent with U uniformly
distributed on (0, 1) and ∆ is distributed as ∆0 (cf. Theorem 6).
4.3 Infinite divisibility
In the paper by Bertoin et al. [2] it is proved that the distribution of ∆T
for a Bessel process with dimension d = 2(1 − α), 0 < α < 1, is infinitely
divisible (in fact, self-decomposable) and the Le´vy measure associated with
this distribution is computed. In this section we show that the distribution
of ∆T is infinitely divisible in general, i.e., for all regular and recurrent
diffusions. Moreover, we also prove that the distributions of T−GT and DT−
T have this property. The key to these results is the Krein representation
of the density of the Le´vy measure ν (see Knight [26], Kent [25], Ku¨chler
and Salminen [30], and in general on Krein’s theory of strings Kotani and
Watanabe [27], Dym and McKean [10]) according to which
ν(a) =
∫ ∞
0
e−azM(dz), (43)
where the measure M has the properties∫ ∞
0
M(dz)
z(z + 1)
< ∞ and
∫ ∞
0
M(dz)
z
= ∞.
.
Theorem 16. The distributions of T −GT , DT − T and ∆T are infinitely
divisible.
Proof. As seen from (33), (34), and (35), the intrinsic term in the densities
of T − GT , DT − T and ∆T is the density ν(a) of the Le´vy measure of
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the inverse local time at 0. We consider first the distribution of T − GT .
Applying the Krein representation (43) in (33) yields
P0(T −GT ∈ du)/du = α Rα(0, 0) e−αu
∫ ∞
u
da
∫ ∞
0
M(dz) e−az
=
α
Φ(α)
e−αu
∫ ∞
0
M(dz)
z
e−uz
=
α
Φ(α)
∫ ∞
0
M(dz)
z
e−(α+z)u
=
∫ ∞
0
(α + z) e−(α+z)u M̂(dz),
with
M̂α(dz) =
α
Φ(α)
M(dz)
z(α + z)
. (44)
The claim of the theorem follows now from the fact that mixtures of expo-
nential distributions are infinitely divisible. (see Bondesson [5]). For DT −T
we compute similarly from (34) via the Krein representation
P0(DT − T ∈ dv)/dv = α
Φ(α)
eαv
∫ ∞
v
e−αaν(a)da.
=
∫ ∞
0
z e−zv M̂(dz).
To analyze the distribution of ∆T we use the Krein representation in (35)
to obtain
P0(∆T ∈ da)/da = 1
Φ(α)
∫ ∞
0
(
e−za − e−(α+z)a
)
M(dz). (45)
Notice that for a ≥ 0
f(a; z, α) =
z(α + z)
α
(
e−za − e−(α+z)a
)
is a probability density as a function of a. In fact, letting T1 and T2 be
two independent exponentially distributed random variables, with respective
parameters z and α + z, then the sum T1 + T2 has the density f(a; z, α). In
other words, the distribution of T1 + T2 is a so called gamma convolution.
Next we notice that letting
Πz,α(dx) :=
z(α + z)
α
x−2 dx, z < x < α + z
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we may represent the distribution of T1 + T2 as a mixture of Gamma(2)-
distributions as follows
f(a; z, α) =
∫ ∞
0
x2 a e−xa Πz,α(dx). (46)
Combining the representation (46) with (45) yields
P0(∆T ∈ da)/da = α
Φ(α)
∫ ∞
0
f(a; z, α)
z(α + z)
M(dz)
=
∫ ∞
0
x2 a e−xa Π̂α(dx), (47)
where Π̂α is a probability measure on R+ given for any Borel set A in R+
by
Π̂α(A) =
∫ ∞
0
M̂α(dz)Πz,α(A). (48)
The claim that the distribution of ∆T is infinitely divisible follows now
from (47) by evoking the result that mixtures of Gamma(2)-distributions
are infinitely divisible (see Kristiansen [29]).
Remark 17. 1. Recall from Bondesson [5] that a probability distribution
F on R+ is called a generalized gamma convolution (GGC) if its Laplace
transform can be written as∫ ∞
0
e−saF (da) = exp
(
−µs +
∫ ∞
0
log
(
t
t + s
)
U(dt)
)
, (49)
where µ ≥ 0 and U is a measure on (0,∞) satisfying∫
(0,1]
| log t|U(dt) < ∞ and
∫
(1,∞)
U(dt)
t
< ∞.
It is known see [5] Theorem 4.1.1 p. 49 that if β is the total mass of U then
the distribution F in (49) is a mixture of Gamma(β)-distributions
2. The distribution of the length ∆t of an excursion straddling a fixed time
t for a stationary diffusion (with stationary probability distribution) is given
in Theorem 6 (20) as
P(∆t ∈ da) = a ν(a)
m(R+)
da.
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Also in this case the distribution of ∆t is a mixture of Gamma(2)-distributions
and, hence, it is infinitely divisible. In fact,
P(∆t ∈ da)/da =
∫ ∞
0
z2 a e−zaM˜(dz).
where the probability measure M˜ is given in terms of the Krein measure M
via
M˜(dz) = M(dz)/(m(R+)z
2).
5 Case study: Ornstein-Uhlenbeck processes
In this section we give some explicit formulas for excursions from 0 to 0
associated with Ornstein-Uhlenbeck processes. It is possible to obtain such
formulas due to the symmetry of the Ornstein-Uhlenbeck process around
0. Analogous results for excursions from an arbitrary point x to x are less
tractable.
5.1 Basics
Let U denote the Ornstein-Uhlenbeck diffusion with parameter γ > 0, i.e.,
U is the solution of the SDE
dUt = dBt − γUtdt with U0 = u,
and most of the time, but not always, we take u = 0. Recall that the speed
measure and the scale function of U can be taken to be
m(dx) := 2 e−γx
2
dx and S(x) :=
∫ x
0
eγy
2
dy,
respectively. Moreover, see [6] p. 137, the Green kernel of Ornstein-Uhlenbeck
process with respect to the speed measure is given for x ≥ y by
Rλ(x, y) =
Γ(λ/γ)
2
√
γpi
exp
(
γx2
2
)
D−λ/γ
(
x
√
2γ
)
× exp
(
γy2
2
)
D−λ/γ
(
−y
√
2γ
)
,
where D denotes the parabolic cylinder function. In particular, since
D−λ/γ(0) =
√
pi
(
2λ/(2γ) Γ ((λ + γ)/(2γ))
)−1
,
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we have, after some manipulations,
Rλ(0, 0) =
√
pi Γ(λ/γ)
2
√
γ
(
2λ/(2γ) Γ ((λ + γ)/(2γ))
)−2
.
Consequently, using the formula
Γ(x) =
2 x−1√
pi
Γ((x + 1)/2) Γ(x/2)
we obtain
Rλ(0, 0) =
1
Φ(λ)
=
Γ(λ/(2γ))
4 Γ((λ + γ)/(2γ))
. (50)
We remind also that U can be represented as the deterministic time
change (Doob’s transformation) of Brownian motion via
Ut = e
−γt (u + βat) ,
where β is a standard Brownian motion and at := (e
2γt − 1)/2γ (see Doob
[8]).
5.2 Killed Ornstein-Uhlenbeck processes
We consider now the Ornstein-Uhlenbeck process killed at the first hitting
time of 0, and denote this process by Û . Let Y be the diffusion on R+
satisfying the SDE
dYt = dBt +
(
1
Yt
− γYt
)
dt, Y0 = y > 0.
Recall that Y may be described as the radial part of the three-dimensional
Ornstein-Uhlenbeck process. In [6] p. 138 the basic properties of such
processes are presented. In particular, we record that 0 is an entrance-not-
exit boundary point and the process is positively recurrent its stationary
distribution being the Maxwell distribution, i.e., the distribution with the
density proportional to the speed measure of Y, that is,
mY (dx) := 2x2 e−γx
2
dx, x > 0.
We remark that there is a misprint in [6] p. 139; the stationary distribution
in the general case is not a χ2-distribution. The transition density of Y with
respect to its speed measure mY is
pY (t;x, y) =
√
γ e3γt/2√
2pi sinh(γt) xy
exp
(
−γe
−γt(x2 + y2)
2 sinh(γt)
)
sinh
(
γxy
sinh(γt)
)
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and can be computed from the transition density of a Bessel process using
Doob’s transform (for an approach via inverting the Laplace transform see
Giorno et al. [18]). In Salminen [48] it is proved that
Px(Ût ∈ dy) = Px(Ut ∈ dy, t < H0)
= e−γt pY (t;x, y)
ϕγ(y)
ϕγ(x)
mY (dy), (51)
where ϕγ(x) = 1/x is the unique (up to multiplicative constants) decreasing
positive solution of the ODE associated with Y killed at rate γ:
1
2
u′′(x) +
(
1
x
− γx
)
u′(x) = γu(x).
From (51) we obtain
Proposition 18. The transition density (with respect to its speed measure
m) of the Ornstein-Uhlenbeck killed at the first hitting time of 0 is given by
pˆ(t;x, y) =
√
γ eγt/2√
2pisinh(γt)
exp
(
−γe
−γt(x2 + y2)
2sinh(γt)
)
sinh
(
γxy
sinh(γt)
)
. (52)
Combining the expression of the transition density in (52) with formula
(2) yields the distribution of H0 (see also Sato [50] and Going-Jaeschke and
Yor [19]).
Proposition 19. The density of the first hitting time of 0 for the Ornstein-
Uhlenbeck process {Ut} is given by
fx0(t) =
γ3/2 x eγt/2√
2pi(sinh(γt))3/2
exp
(
− γe
−γtx2
2sinh(γt)
)
. (53)
5.3 Le´vy measure of inverse local time and densities of ∆T ,
T −GT and DT − T
The density of the Le´vy measure of the inverse local time at 0 is obtained by
applying formula (11) (see also Hawkes and Truman [20]). Moreover, using
(50) in formula (4) leads to an explicit expression for the Bernstein function
associated with the inverse local time at 0.
Proposition 20. The density of the Le´vy measure of the inverse local time
at 0 is
ν(t) =
γ3/2 eγt/2√
2pi(sinh(γt))3/2
=
(2γ)3/2 e2γt√
2pi (e2γt − 1)3/2 . (54)
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Let {τ` : ` ≥ 0} be the inverse local time at 0. Then
E0 (exp(−λτ`)) = exp
(
−` 4Γ ((λ + γ)/2γ)
Γ(λ/2γ)
)
.
Next we display the distributions of ∆T , T−GT , and DT −T. Recall that
these distributions are infinitely divisible and the densities are expressable
via the density of the Le´vy measure, as stated in Corollary 13 formulae (33)
and (34), and in Theorem 16. To simply the notation, we take γ = 1.
Proposition 21. With Φ(α) as in (50), the distributions of ∆T , T − GT
and DT − T are given, respectively, by
P0(∆T ∈ da)/da = 1− e
−αa
Φ(α)
2√
pi
e2a
(
e2a − 1)−3/2 , (55)
P0(T −GT ∈ da)/da = α e
−αa
Φ(α)
2√
pi
(
e2a − 1)−1/2 , (56)
and
P0(DT − T ∈ da)/da = α e
αa
Φ(α)
∫ ∞
a
du e−αu
2√
pi
e2u
(
e2u − 1)−3/2 . (57)
5.4 The Krein measure
As seen in Section 4.3, the Krein representation plays a central roˆle in the
proof of infinite divisibility of the distributions of T −GT , DT −T, and ∆T .
Therefore, it seems motivated to compute the measure M (cf. (43)) in this
representation for Ornstein-Uhlenbeck processes.
To start with, we give the spectral representation of the transition density
of pˆ of the Ornstein-Uhlenbeck process killed at the first hitting time of 0.
Instead of computing from scratch, we exploit the spectral representation
for pY (with γ = 1) as presented in Karlin and Taylor [23] p. 333:
pY (t;x, y) =
∞∑
n=0
w−1n,1/2 e
−2nt L(1/2)n (x
2)L(1/2)n (y
2), (58)
where {L(1/2)n : n = 0, 1, 2, . . . } is the famly of Laguerre polynomials with
parameter 1/2 normalized via∫ ∞
0
(
L(1/2)n (x
2)
)2
mY (dx) =
√
pi
2
(
n + 12
n
)
=: wn,1/2. (59)
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Notice that we consider the symmetric density with respect to the speed
measure mY . From (51) and (58) the spectral representation of pˆ is now
obtained immediately and is given by
pˆ(t;x, y) =
∞∑
n=0
w−1n,1/2 e
−(2n+1)t xL(1/2)n (x
2) yL(1/2)n (y
2). (60)
The normalization (59) coincides with the normalization in Erdelyi et al. [11]
(see formula (2) p. 188 where the notation for the norm is hn). Therefore,
from [11] formula (13) p. 189 we have
L(1/2)n (0) =
(
n + 12
n
)
(61)
and, consequently (cf. (53)), we obtain the spectral representation for the
density of the first hitting time of 0
fx0(t) =
∞∑
n=0
w−1n,1/2 e
−(2n+1)t xL(1/2)n (x
2)L(1/2)n (0).
=
2√
pi
∞∑
n=0
e−(2n+1)t xL(1/2)n (x
2). (62)
To find the spectral representation for the density of the Le´vy measure we
apply formula (54) which yields
ν(t) =
2√
pi
∞∑
n=0
(
n + 12
n
)
e−(2n+1)t. (63)
In view of (43), we have
Proposition 22. The measure M in the Krein representation of ν for the
Ornstein-Uhlenbeck process is given by
M(dz) =
2√
pi
∞∑
n=0
(
n + 12
n
)
δ{2n+1}(dz),
where δ is the Dirac measure.
Notice that
ν(t) =
2√
pi
e−t
(
1− e−2t)−3/2 ,
and, hence, (63) is obtained also from the MacLaurin expansion of x 7→
(1− x)−3/2 evaluated at x = e−2t.
Acknowledgement. We thank Lennart Bondesson for co-operation con-
cerning gamma convolutions.
29
References
[1] L. Alili, P. Patie, and J.L. Pedersen. Representations of the first hitting
time density of an Ornstein-Uhlenbeck process. Stoch. Mod., 21(4),
2005.
[2] J. Bertoin, T. Fujita, B. Roynette, and M. Yor. On a particular class of
self-decomposable random variables: the duration of a bessel excursion
straddling an independent exponential time. Preprint, 2006.
[3] J.-M. Bismut. Last exit decompositions and regularity at the boundary
of transition probabilities. Z. Wahrscheinlichkeitstheorie verw. Gebiete,
69(1):65–98, 1985.
[4] R.M. Blumenthal. Excursions of Markov Processes. Birkhauser Verlag,
Boston, Basel, Berlin, 1992.
[5] L. Bondesson. Generalized Gamma Convolutions and Related Classes
of Distributions and Densities. Number 76 in Springer Lecture Notes
in Statistics. Springer-Verlag, New York, 1992.
[6] A.N. Borodin and P. Salminen. Handbook of Brownian Motion – Facts
and Formulae, 2nd edition. Birkha¨user, Basel, Boston, Berlin, 2002.
[7] K.L. Chung. Excursions in Brownian motion. Arkiv fo¨r matematik,
14:155–177, 1976.
[8] J.L. Doob. The Brownian movement and stochastic equations. Ann.
Math., 43(2):351–369, 1942.
[9] R. Durrett and D.I. Iglehart. Functionals of Brownian meander and
Brownian excursion. Ann. Probab., 5:130–135, 1977.
[10] H. Dym and H.P. McKean. Gaussian processes, function theory, and
the inverse spectral problem. Academic Press, New York, San Francisco,
London, 1976.
[11] A. Erde´lyi, W. Magnus, F. Oberhettinger, and F.G. Tricomi. Higher
transcendental functions, Vol. II. McGraw-Hill, New York, 1953.
[12] D. Freedman. Brownian motion and diffusions. Holden-Day, San Fran-
sisco, USA, 1971.
[13] R.K. Getoor. Excursions of a Markov process. Ann. Probab., 7:244–266,
1979.
30
[14] R.K. Getoor and M.J. Sharpe. Last exit decompositions and distribu-
tions. Indiana Univ. Math. J., 23:377–404, 1973.
[15] R.K. Getoor and M.J. Sharpe. Last exit times and additive functionals.
Ann. Probab., 1:550–569, 1973.
[16] R.K. Getoor and M.J. Sharpe. Excursions of Brownian motion and
Bessel processes. Z. Wahrscheinlichkeitstheorie verw. Gebiete, 47:83–
106, 1979.
[17] R.K. Getoor and M.J. Sharpe. Excursions of dual processes. Adv.
Math., 45:259–309, 1982.
[18] V. Giorno, A.G. Nobile, L.M. Ricciardi, and L. Sacerdote. Some re-
marks on the Rayleigh process. J. Appl. Prob., 23:398–408, 1986.
[19] A. Go¨ing-Jaeschke and M. Yor. A clarification note about hitting times
densities for Ornstein-Uhlenbeck processes. Finance and Stochastics,
7:413–415, 2003.
[20] J. Hawkes and A. Truman. Statistics of local time and excursions for the
Ornstein-Uhlenbeck process. In Stochastic analysis. Proceedings of the
Durham symposium in stochastic analysis, LMS LN 167, pages 91–101.
Cambridge University Press, 1991.
[21] K. Itoˆ. Poisson point processes attached to Markov processes. In Proc.
6th Berkeley Symp. Math. Stat. Probab. Vol. 3, pages 225–239. Univer-
sity of California, Berkeley, 1970.
[22] K. Itoˆ and H.P. McKean. Diffusion Processes and Their Sample Paths.
Springer Verlag, Berlin, Heidelberg, 1974.
[23] S. Karlin and H.M. Taylor. A second course in stochastic processes.
Academic Press, San Diego, 1981.
[24] J. Kent. Eigenvalue expansions for diffusion hitting times. Z.
Wahrscheinlichkeitstheorie verw. Gebiete, 52:309–319, 1980.
[25] J. Kent. The spectral decomposition of a diffusion hitting time. Ann.
Probab., 10:207–219, 1982.
[26] F. Knight. Characterization of the Le´vy measures of inverse local times
of gap diffusion. In E. Cinlar, K.L. Chung, and R.K. Getoor, edi-
tors, Seminar on Stochastic Processes 1981, pages 53–78, Boston, 1981.
Birkha¨user.
31
[27] S. Kotani and S. Watanabe. Krein’s spectral theory of strings and
generalized diffusion processes. In J. Aze´ma, P. Meyer, and M. Yor,
editors, Functional Analysis and Markov Processes, number 923 in Lec-
ture Notes in Mathematics, Springer Verlag, 1981.
[28] M. Kozlova and P. Salminen. A note on occupation times of stationary
processes. Elect. Comm. Probab., 10:94–104, 2005.
[29] G.K. Kristiansen. A proof of Steutel’s conjecture. Ann. Probab., 22:442–
452, 1994.
[30] U. Ku¨chler and P. Salminen. On spectral measures of strings and ex-
cursions of quasi diffusions. In J. Aze´ma, P. A. Meyer, and M. Yor,
editors, Se´minaire de Probabilite´s XXIII, number 1372 in Springer Lec-
ture Notes in Mathematics, pages 490–502, Springer Verlag, 1989.
[31] P. Le´vy. Sur certains processus stochastiques homoge´nes. Compositio
Math., 7:283–339, 1939.
[32] V. Linetsky. Computing hitting time densities for CIR and OU dif-
fusions: applications to mean reverting models. J. Comput. Finance,
7:1–22, 2004.
[33] B. Maisonneuve. Exit systems. Ann. Prob., 3:399–411, 1975.
[34] S. Meleard. Application du calcul stochastique a` l’etude de processus
de Markov re´guliers sur [0, 1]. Stochastics, 19:41–82, 1986.
[35] P.A. Meyer. Processus de Poisson ponctuels, d’apre`s K. Itoˆ. In C. Del-
lacherie and P.A. Meyer, editors, Se´minaire de Probabilite´s V, number
191 in Springer Lecture Notes in Mathematics, Berlin, Heidelberg, New
York, 1971.
[36] M. Nagasawa. Time reversions of Markov processes. Nagoya J. Math.,
24:177–204, 1964.
[37] J. Pitman. Stationary excursions. In J. Aze´ma, P. A. Meyer, and M.
Yor, editors, Sminaire de Probabilits XXI, Lecture notes in Math. 1247,
pages 289–302. Springer, 1986.
[38] J. Pitman and M. Yor. A decomposition of Bessel bridges. Z. Wahr-
scheinlichkeitstheorie verw. Gebiete, 59:425–457, 1982.
32
[39] J. Pitman and M. Yor. Decomposition at the maximum for excursions
and bridges of one-dimensional diffusions. In N. Ikeda et al., editor, Itoˆ’s
stochastic calculus and probability theory. Tribute dedicated to Kiyoshi
Itoˆ on the occasion of his 80th birthday, pages 293–310, Tokyo, 1996.
[40] J. Pitman and M. Yor. On the lengths of excursions of some Markov
processes. In J. Aze´ma, M. E´mery, M. Ledoux, and M. Yor, edi-
tors, Se´minaire de Probabilite´s XXXI, number 1655 in Springer Lecture
Notes in Mathematics, pages 272–286, Berlin, Heidelberg, New York,
1997.
[41] J. Pitman and M. Yor. Laplace transforms related to excursions of a
one-dimensional diffusion. Bernoulli, 5:249–255, 1999.
[42] J. Pitman and M. Yor. Itø’s excursion theory and its applications.
Japanese J. Math., In this volume, 2006.
[43] D. Revuz and M. Yor. Continuous Martingales and Brownian Motion,
3rd edition. Springer Verlag, Berlin, Heidelberg, 2001.
[44] L.M. Ricciardi and S. Sato. First passage-time density and moments of
the Ornstein-Uhlenbeck process. J. Appl. Prob., 25:43–57, 1988.
[45] L.C.G. Rogers. Williams chracterization of the Brownian excursion law
: proof and applications. In J. Aze´ma and M. Yor, editors, Se´minaire de
Probabilite´s XV, number 850 in Springer Lecture Notes in Mathematics,
pages 227–250, Berlin, Heidelberg, New York, 1981.
[46] L.C.G. Rogers. A guided tour through excursions. Bull. London Math.
Soc., 21:305–341, 1989.
[47] L.C.G. Rogers and D. Williams. Diffusions, Markov Processes, and
Martingales. Volume 2: Itoˆ Calculus. John Wiley & Sons, Chichester,
New York, 1987.
[48] P. Salminen. On conditional Ornstein-Uhlenbeck processes. Adv. Appl.
Prob., 16:920–922, 1984.
[49] P. Salminen. On last exit decomposition of linear diffusions. Studia Sci.
Math. Hungar., 33:251–262, 1997.
[50] S. Sato. Evaluation of the first passage time probability to a square root
boundary for the Wiener process. J. Appl. Prob., 14:850–856, 1977.
33
[51] J.B. Walsh. Excursions and local time. Aste´risque, 52–53:159–192,
1978.
[52] D. Williams. Path decompositions and continuity of local time for one-
dimensional diffusions. Proc. London Math. Soc., 28:738–768, 1974.
[53] M. Winkel. Electronic foreign-exchange markets and passage events of
independent subordinators. J. Appl. Probab., 42(1):138–152, 2005.
34
