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Abstract—Strong with large pools of set-top-boxes (STB) 
already deployed and connected to high-capacity networks, 
broadband operators sit on a major opportunity to introduce 
P2P-based VOD streaming architectures that scales up to the 
demand, reduce the per-service cost, and ultimately position 
the operators in a more competitive footing in respect to the 
increasingly successful Internet streaming services Achieving 
the required cost-efficiency in such services involves many 
research challenges, chief among which is the resource 
allocation in terms of assigning contributing STBs to stream a 
given VOD service.  
This paper1 investigates resource allocation issues associated 
with the operation of P2P-based VOD streaming systems in the 
context of a broadband operator. First, we introduce basic 
resource allocation models that use a single-criterion 
(Available Uplink, Popularity Score, and Critical Score) to 
select contributing STBs and satisfy an incoming VOD request. 
We individually evaluate the performance of every single-
criterion resource allocation strategy, and highlight its 
strengths and weaknesses in dealing with different situations.  
I. INTRODUCTION 
Video on Demand (VOD) streaming is today rising as a 
major model of video content provisioning over IP networks. 
Besides its “on-demand” flexibility (time-shifting) that is 
driving the uptake with consumers, the VOD model is ideal 
for broadband operators to provide very large video content 
libraries “Long Tail” – another factor of success with 
consumers. The “Long Tail”2 phenomenon where consumers 
can browse through and access very large content libraries is 
significantly driving the success of Internet video streaming 
at no streaming cost (other than the content royalties) to the 
streaming service provider.  
The Internet streaming industry is today powered by 
commoditized streaming resources offered by Content 
Delivery Networks (CDNs), which is driving the service cost 
down and favoring the raise of professional, QoS-enabled 
Internet video streaming services such as Hulu, Netflix, 
Amazon VOD, etc.  The obvious economies of scale offered 
by CDNs’ backend streaming capacities are mainly behind 
the success of Internet streaming services.  
                                                            
1 This material is partially based upon works supported by the Science Foundation Ireland 
under Grant No 09/SIRG/I1560. 
2 It is readily realized that, in aggregate terms, "unpopular" content are 
requested more than popular content. This is particularly valid for a very large 
content library with most of it considered as niche content  
In this context, VOD streaming systems operated by 
traditional broadband operators need to be significantly 
overhauled to achieve higher scalability, cut the per-service 
cost, and ultimately be a viable alternative to Internet 
streaming services. P2P-based VOD streaming services [3] 
have the potential to deliver great benefits in this sense.  
Peer-assisted VOD streaming systems in managed 
networks builds on the tremendous resources (bandwidth, 
storage space, and power) available at end-systems – 
typically a Set-Top-Box (STB) – to deliver the VOD service 
at a fraction of the cost. In such VOD systems an STB that 
requests access to a given VOD content will receive the 
service in form of a multi-source streaming session from 
different other STBs in the network.  A first challenge here 
would be to first fragment the video content into sub-streams 
and optimally dispatch them in the network of STBs. It is 
important here to translate the expected popularity 
distribution in the overall content library into a content 
availability in the network with the appropriate number of 
copies for every title in the content library [3].  
Another major challenge to tackle is the very reliability, 
and hence viability of the underlying multi-source streaming 
that supports the P2P VOD services provisioning. Reliability 
mechanisms (e.g., retransmissions, failover mechanisms, and 
forward error correction) have to be designed to scale up. 
One should also take advantage of the very distribution 
nature of the P2P streaming systems [1] in order to reduce 
the cost by balancing the load over all STBs.  
Last but certainly not least, the resource allocation in P2P 
streaming systems has a major impact on the system 
performances. This work is essentially dedicated to solving 
such a challenge. With limited uplink bandwidth capacity at 
each STB, it is important to carefully allocate the appropriate 
contributing STBs to satisfy (through multi-source 
streaming) an incoming VOD request. This task is handled in 
real-time basis by the Supernode, a higher level entity that 
tracks the available bandwidth and content at every STB 
active in the network (see Figure 1). The resource allocation 
strategy should be performed in a way to maximize the 
utilization of the active STBs by: (i) favoring an even 
utilization of STB’s uplink capacity, (ii) preserving STBs 
containing rare content, or (iii) preserving STBs with popular 
content. Every strategy has a different impact on the overall 
system performances, with different effects on the different 
content popularity bands/categories.  
The objective of this paper is to gain a better insight into 
the dynamics involved in devising a resource allocation 
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strategy for P2P-based VOD services provisioning. We build 
on this insight to propose guidelines that should help the 
service provider to adjust resource allocation strategies to 
achieve specific performance trade-offs: improving 
utilization at peak hours, favors less popular titles, maximize 
the overall number of VOD sessions (revenue), etc.  
II. RESOURCE ALLOCATION IN PEER-ASSISTED VOD 
STREAMING ARCHITECTURES 
Our target scalable VOD streaming architecture is 
illustrated in Fig. 1. The peer-assisted architecture is here 
casted for a broad network operator, but can otherwise be 
deployed as an over-the-top (OTT) solution delivering VOD 
services on top of Internet such as VuDu [2]. There are three 
key elements in our VOD services provisioning architecture: 
• SuperNode (SN): it concentrates most of the intelligence 
in the system. It receives a VOD request from requesting 
STBs and satisfies it by returning a list of contributing 
STBs (LocList) to be used for the multi-source 
streaming session. At all times, the SN keeps track of 
what content fragment is contained in each STB, and 
how much uplink bandwidth capacity is available at 
each STB. 
• Set-top-box (STB): it is also sometimes referred to as 
“peer” throughout this paper. The STB can request VOD 
content and receive the streaming service; it can also be 
a contributor to VOD service. The STB usually sits next 
to a display device (TV) and possesses important storage 
capacity to store different titles.  
• Cache: it can be seen as a passive peer that only 
contribute to VOD sessions, and never request one. This 
could be a CDN that the service provider can fall back 
on, or any high storage capacity server that sits in the 
core network and doesn’t have limitation on uplink 
capacities such as the STBs.  
 
 Fig. 1: P2P-based VOD service streaming architecture. 
The architecture presented above clearly shows how a 
broadband operator can push to the network edge most of the 
complexity and cost associated with the process of 
provisioning VOD services. Accommodating incoming VOD 
requests at the SN becomes an exercise of finding all 
necessary/complementary content fragments (sub-streams) at 
STBs that have necessary uplink bandwidth. In the 
following, we refer to the process of finding appropriate 
contributing STBs to satisfy a given VOD request as 
“resource allocation” (RA). As it will be revealed in the 
following Sections, the resource allocation task is of utmost 
importance to optimize the network (STB) resources 
utilization by delaying the occurrence of network saturation 
events, and reducing their persistence [9].  
Since the resource allocation task is performed in real-
time basis every time the SN receives an incoming VOD 
request, the VOD service provider can dynamically vary 
resource allocation strategies to 
• Accommodate a change in the content library, where 
new titles are added and other replaced.  
• Vary the RA strategy throughout the time in order to 
better accommodate different time of the day 
(primetime, working hours, etc) different days of the 
week, and different weeks of the year. One can build 
dynamic RA strategies that better accommodate the 
usual popularity distribution (per content category) 
changes.  
• Capture a shift in general popularity trends, when the 
initial popularity distribution over the titles of the 
content library shows a fundamental long-term change.  
It is worth noting that the content fragmentation and 
dispatching is done beforehand following advanced 
popularity-to-availability translation models [3]. For the 
purpose of fairness in evaluating the different resource 
allocation strategies, we will use the same content 
dispatching strategy throughout this paper. We use the 
popularity-weighted content injection strategy that injects the 
content fragments in the STBs in a way to make sure that all 
STBs have equal popularity, and hence equal importance; 
more details will be given Section III.C below.  
Following the content dispatching, the SuperNode (SN) 
is made aware of what every STB contains in terms of 
content fragment. The SN is also aware of STB’s uplink 
capacity reserved for the contribution to VOD sessions 
(through multi-source streaming); the SN then keeps track of 
the available uplink capacity per STB as VOD sessions are 
served and uplink capacity consumed.  
The idea behind fragmenting contents into, say 5, 
complementary fragments is to make sure that a VOD 
session can be provisioned by 5 different contributing STBs. 
Every one of these contributing STBs will stream a content 
fragment at a fifth (1/5) of the original VOD service rate, 
which accommodate the fact usual broadband access 
networks are asymmetric with a rather limited uplink 
capacity.   
Clearly, the uplink capacity available at STBs is the most 
important resource in the above introduced P2P VOD 
streaming system. A non-optimal resource allocation strategy 
would typically over-use the uplink bandwidth of critical 
STBs and cause a premature and prolonged situation of 
network resources. Network saturation will lead to very high 
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VOD request rejection rates, and obviously a loss of revenue 
for the service provider.  
III. RESOURCE ALLOCATION STRATEGIES 
In this Section we will introduce three different resource 
allocation (RA) strategies we consider in our work, 
explaining the characteristics of every strategy and the 
performance objectives behind their respective designs. We 
will particularly emphasize the ability of RA strategies to 
accommodate varying content popularity distribution, 
fairness among content popularity categories, high demand 
for VOD services, etc.   
It worth noting that we classify the different resource 
allocation algorithms into two distinct categories: passive 
and active. In the passive the resource allocation algorithm 
use pre-calculated metrics to select appropriate contributing 
STBs for an incoming VOD request. On the other hand, an 
active resource allocation will rely on performance metrics 
that vary over time.  
A. Higher Available Uplink Capacity First (HUF) 
In this simple active resource allocation strategy, the 
STBs are discriminated and ranked using their available 
uplink bandwidth. When a new VOD request is received, the 
SN looks up its database and retrieves all STBs that can 
contribute in delivering the VOD session in question. At this 
point, the SN will choose contributing STBs with the highest 
available uplink bandwidth. Each time a resource allocation 
decision is made the uplink bandwidth capacities associated 
with the selected contributing peers is updated to reflect the 
resources used up by the provisioning of the recent session 
VOD. This means a current resource allocation decision will 
unavoidably influence future ones. 
The focus of the HUF strategy is to make sure that the 
uplink capacities of the different active STBs are equally 
exploited. This idea behind this strategy is to maximize the 
utilization of the STBs in an effort to not over-use some 
STBs – and lock the content fragments they contain – while 
other STBs still have abundant uplink capacity.  
B. Lowest Popularity Score (LPS) 
This resource allocation strategy relies on the SPS (STB 
Popularity Score) metric, which is used to individually 
measure the popularity of every active STB. During the 
content dispatching phase, every time we inject a new 
content fragment in a given STB, we increment the STB’s 
score (SPS) with the popularity of the content fragment. The 
SPS essentially measure the importance of the STB and its 
likelihood to be relied on to satisfy future VOD requests. The 
SPS is also used in some advance content injection strategies 
(e.g., popularity-weighted content injection) in order to make 
sure that all STBs have comparable popularity, and will 
consequently be equally utilized during the VOD service 
provisioning phase.  
The LPS is a passive resource allocation strategy that 
uses the SPS (STB Popularity Score) to select the different 
contributing STBs necessary to satisfy an incoming VOD 
request. The idea here is to each time select STBs with the 
lowest SPS in order to preserve the STBs containing the 
most popular content fragments (i.e., STBs with the highest 
SPS). Clearly, this is done in an effort to maximize the per-
STB participations in VOD session delivery. While the 
available bandwidth -based resource allocation strategy 
(HUF) relies on the instantaneous available uplink as an 
indicator of currently under-used STBs, the LSF provides a 
more deterministic way to identify STBs that are most likely 
to contribute less in the VOD session delivery process. In 
order words, the SPS is a statistical approach to maximize 
the utilization of STBs, while HUF is a measurement 
approach to the same task.  
C. Lowest Critical-Score (LCS) 
This is a passive resource allocation strategy based on the 
Critical Score (CS) associated with each STB. The critical 
score (CS) is used to rank the different STBs in respect to 
their criticality to the VOD sessions delivery process. It is 
used as a complementary indictor besides the SPS to capture 
STBs that contain very rare content; these latter STBs should 
be consequently preserved as much as possible because the 
less popular content are usually the most affected with high 
VOD rejection rates. This essentially means that STBs 
containing less popular titles are the first to get their uplink 
capacity saturated, leading to excessive rejections of VOD 
request targeting less popular titles. 
For instance, if a given STB S contains 3 content 
fragments of a title that has a total of 100 content fragments 
spread in the whole network of STBs, then the critical score 
of S is incremented by 3/100. This process is repeated for all 
titles stored in S, and all other STBs. After computing the 
critical score of each STB, the STBs that contain less popular 
titles will have a higher CS. This is due to the fact that less 
popular titles have a very limited number of content 
fragments spread in the network compared to popular titles.  
In the LCS-based resource allocation strategy the SN 
tries to use STBs with the lowest CS when building the list 
of contributing STBs in response to a VOD request.  This 
way, we minimize the excessive rejection rates affecting the 
VOD requests targeting the less popular titles. 
IV. RELATED WORKS 
There has been considerable research on resource 
allocation in peer-to-peer networks during the past few years.  
Several strategies were proposed by Zou et al. [14]. In 
this work an interesting approach, the Greedy Algorithm, is 
introduced to select seeding peers based on the number of 
active sessions and total uplink bandwidth. This approach is 
particularly efficient in a P2P network functioning without 
any central entity (tracker, super peers): requesting peers 
have to select seeding peers by themselves. However, in a 
managed network, the system can rely on more accurate 
information to further improve the task of resource 
allocation.  
Many approaches based on reputation system have been 
proposed [10][11][12]. These approaches improve their 
peers’ performance estimation based on earlier performance 
observations. FairTrust [13] is a system with a trust-based 
fairness-oriented peer selection. This approach employs a 
reputation system for the peers, and aims to have each peer 
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participating equally. The focus is rather on fairness of 
contribution load rather than maximizing the resources 
utilization.  
Koo et al. [15] and, later, Rong et al. [16] presented a 
neighbor-based approach. These approaches try to group 
peers into classes, based upon their similarities. While the 
approach is only based on the number of bytes downloaded 
by a peer at a given time, the second one introduces the idea 
of comparing the contents stored in peers, in order to group 
them together in virtual groups. More recently, Fouda et al.  
[4] introduced a Localization and Congestion-aware system. 
In order to improve overall capability, this system reduces 
total link cost. These strategies tend to cluster peers together 
in sub-networks, and thus limits the need for managing a 
very large system.  
Wu and Lui [5] worked on several replication strategies 
in P2P-VoD systems. By moving the contents in the 
network, using a passive replacement policy, they reduced 
the server workload, thus enhancing the system. Also, they 
showed that the most unpopular titles should be, by default, 
more present in the network. The content dispatching used in 
our system is presented in the next section. 
V. WORKING ASSUMPRION & PERFORMANCE 
METRICS 
A. Working Assumptions 
In the rest of the paper we will analyze the performance 
of our P2P streaming system for a broadband network 
composed of 5,000 active STBs, a content library of 10,000 
different titles with an average duration of 2h, and an uplink 
capacity of 1024 Kbps at each STB. We assume the VOD 
session requires the contribution of 5 different contributing 
STBs, each one contributing a video sub-stream (content 
fragment) at a rate of 204 Kbps. Every STB has VOD-
dedicated uplink capacity to enough contribute to up to 3 
VOD sessions.  
All tests are performed using a: full-scale implementation 
of (i) the SN (SuperNode) that relies on an SQL database to 
track resources in the network of STBs, and (ii) a Java-based 
implementation of a VOD requests generator/emulator.   
Each experiment consists of generating VOD requests 
originating from different STBs and following a Zipf(.27) -
based popularity distribution model over the content library. 
The Zipf model has been found to be very accurate in 
capturing the popularity of media content provisioned 
through different forms (e.g., books, CDs, DVDs, etc.) 
[6][7]. By using the Zipf popularity model we try to capture 
the “Long Tail” –type of demand on content. This allows us 
to reproduce a 20/80 Pareto distribution where 80% of the 
VOD requests are issued for 20% of the most popular titles. 
We choose a content demand pattern (see Fig. 2) that causes 
an intense and sustained pressure on our VOD streaming 
system. This will allow us to better assess the performances 
of the different resource allocation strategies and their 
respective abilities to manage different content popularity 
bands.  
 
Fig. 2: VOD content demand evolution. 
The VOD requests generator (emulator) sends requests to the 
SN at a varying rate that corresponds to the pattern shown in 
Fig. 2. VOD requests sent by simulated nodes follow Pareto-
based popularity rule, with a random component generated 
using the Mersenne-Twister algorithm [8]. The randomness 
component here is used to make sure that VOD requests are 
randomly originated from the pool of active and idle STBs; it 
is also used to make sure that the titles within the same 
popularity category are randomly targeted by the VOD 
requests. 
The Pareto-based (Long Tail) popularity distribution over the 
content library lead to a major demand skewing towards the 
most popular titles as illustrated in Fig. 3 and Fig. 4. 
  
Fig. 3: Number of titles per 
popularity category. 
Fig. 4: VOD requests volume per 
popularity category. 
 
The choice of conceptually slicing the overall content library 
into 12 popularity categories is to gain an additional view on 
the fairness of the different resource allocation strategies in 
respect to the different categories of popularity. The title 
popularity is a very important aspect to manage by the 
service provider. Clearly, there is a trade-off between: (i) 
achieving fairness between popularity categories in terms of 
rejection rates so as to provide the same consistent QoE to 
users, and (ii) maximizing the overall number of delivered 
VOD streams (minimizing overall rejection rates) which 
yields better revenues to service providers.   
Two of the basic RA strategies (LPS and LCS) considered in 
this work are driven by the popularity metric, and as such 
should perform resource allocation decisions considering the 
future expected demand targeting the different titles.   
B. Performance Metrics 
We are using two metrics to measure the performance of 
a resource allocation strategy: 
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VOD Rejection rate: A VOD request rejection happens 
when a VOD request cannot be satisfied by the SN. A VOD 
request rejection is usually caused by the lack of resources to 
provision the VOD session in question: saturated uplinks at 
STBs with the relevant content fragments. In practice, when 
the VOD system reach saturation the caches (CDNs) will be 
used as super-peers to satisfy the excess demand instead of 
rejecting VOD sessions. However, we assume that there are 
no caches in network in order to focus uniquely on assessing 
the resource allocation strategies.  
The VOD rejection rate is the ratio of the number of 
rejected VOD requests to number of VOD requests 
generated by the STBs. This is an important performance 
metric as it can be used by the service provider to quantify 
the level of the demand and to what extent it is being 
satisfied. The VOD rejection rates per popularity category 
can also be a useful indicator of the fairness of the resource 
allocation strategy. 
Entropy: This metric aims at capturing the level of VOD 
streaming load balancing between the STBs. It is calculated 
by keeping track of the number of VOD contributions 
provided by every STB active in the network.  
All the peers seeding a content fragment are considered 
as Participating Peers. Every time a peer seeds a content 
fragment, its Participation score is increased. The ultimate 
goal of any resource allocation strategy should be to ensure 
that all STBs participate often, and equally. 
The entropy H is defined as : 
 
 
 
Since it is used in various fields of study, Entropy has 
multiple interpretations. In this paper, the definition of 
entropy is the one introduced in information theory [17], 
which describes entropy as a way to express the level of 
heterogeneity of a variable. This metric was used by Gomez 
et al [18] in order to analyze peer-to-peer traffic.  
The description of Entropy is given by the equations 
above and denoted H(n), with n the number of STBs in our 
network. With p(xi) representing the participation rate of an 
STB : number of times an STB participated over the total 
number of participations.  
Our aim is to maximize the Entropy, which will mean 
that STBs participated equally. To be useful, the entropy 
performance metric needs to be considered in conjunction 
with other performance metrics.  
 
VOD Previsioning Responsiveness: The responsiveness 
measure the average delay necessary to fulfill a VOD 
request: from the time of the reception of VOD request, to 
the time a list of contributing peers is generated. 
Responsiveness is a very important aspect to consider when 
considering delay-sensitive VOD streaming systems. 
Managing thousands of requests per hour could be very 
challenging for the SN, as every single VOD request 
involves multiple database queries. When dealing with 
complex multi-criteria resource allocation (RA) algorithms, 
there will always exist a tradeoff between the efficiency of 
the RA algorithm and its responsiveness.  
In addition to the above three performances metrics, we 
also use other related performance metrics such overall 
rejection rate per popularity category, overall rejection rate 
over the time, etc. These additional performance metrics 
deliver additional view on the performances of resource 
allocation strategies on other important accounts.  
VI. INITIAL EXPERIMENTAL RESULTS 
In the following we will introduce and analyze the 
performances of the different resource allocation strategies 
introduced above.  
A. Performance of HUF, LPS, and LCS strategies 
The saturation levels caused by all RA algorithms are 
strongly correlated with the level of demand (VOD requests 
volume) given in Fig. 2. A high content demand causes 
increased utilization of STBs, and ultimately saturation of 
some STBs.  
Fig. 5 shows the number of saturated STBs throughout the 6-
hours-long experiment of the three RA algorithms: HUF, 
LPS, and LCS. Clearly, these results show a mixed picture in 
terms of performances of the different RA strategies. HUF 
maintains a very low resources saturation levels in the first 
half of the experiment. The very nature of the HUF 
algorithm ensures that all STB’s resources are depleted 
equally as the demand ramps up; regardless of the 
importance of STBs in terms of popularity of content they 
contain. In contrast, LPS and LCS focus on using STBs that 
are less important (with different criteria), and as such end 
up using all uplink capacity of certain STBs. This 
discrepancy in terms of network resources saturation does 
not translate into a difference in terms of absolute 
performance, measure by the Vod requests rejection rate Fig. 
6. The level of VOD rejection rates is varies in locked steps 
between HUF, LPS, and LCS. 
It is important to note that at the VOD streaming resources 
attain the peak of saturation at t=2h, and then begins to 
decrease progressively going into t=3h. This is explained by 
the fact that the titles (streaming session duration) is 2 hours, 
which means that resources start being released at t=2h. So 
despite the fact the content demand is still high between t=2j 
and t=3h (see Fig. 2), the pressure on the VOD streaming 
system actually decreases during this period, as attested by 
the observed drop in rejection rates and STB saturation 
levels.  
As it will be seen in a later sub-section, HUF also 
outperforms other RA strategies in terms of responsiveness. 
The HUF algorithm can assess the uplink available at every 
STB at the same it queries the SN’s database for resources 
availabilities. In contrast, both LPS and LCS strategies 
require additional queries to retrieve the SP and CS scores, 
respectively.  
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Fig. 5: STBs saturation levels for 
HUF, LPS, and LCS strategies. 
Fig. 6: VOD requests rejection rates 
for HUF, LPS, and LCS strategies. 
HUF manages slightly better the peak hours around t=2h and 
t=4h. The HUF strategy focuses on maintaining a 
comparable level of STBs utilization, and as such gets into a 
high demand period with a larger pool of STBs able to 
contribute. This in turn yields lower rejection rates at it can 
be seen from. However this slight advantage is lost as the 
demand starts to decrease and additional resources are 
released as ongoing VOD sessions terminate. Clearly, HUF 
has no mechanism of preserving STBs that are statistically 
more valuable to the whole P2P streaming process.  
While HUF achieves a very appreciable level of fairness 
between the different popularity categories, it falls short in 
terms of maximizing the overall underlying streaming 
resources where LPS particularly excels (see Fig. 7). It is 
worth recalling that the least popular content category 
represents 30% of the titles (3,000) but only 2% (261) of the 
total VOD requests. In contrast the most popular content 
category represents 5% (500) of the titles and almost 13% 
(1,719) of the total VOD requests. This means that a high 
rejection rate for less popular content categories has a 
marginal impact on the overall system performances.  
Both the Quality of Experience (QoE) fairness among 
popularity categories and the maximum resources utilization 
are crucial aspects for the service provider, although the 
latter will most likely be given priority.  
 
Fig. 7: VOD requests rejection per popularity category rates. 
Fig. 8, Fig. 9, Fig. 10 completes the performance assessment 
picture by showing of the measured rejection rates 
experienced by the three different RA strategies per 
popularity category, and over the 6 hours of the experiment. 
A first observation is that, regardless of the RA strategy, all 
popularity categories are equally influenced by the 
fundamental changes in the demand pattern, and cyclical 
streaming resources releases that occur every 2 hours 
(coinciding with the termination of ongoing VOD sessions). 
The time between t=4h and t=6h is the most important in 
revealing the differences in performances between the three 
different resource allocation strategies (HUF, LPS, and 
LCP). While at t=5h, HUF outperforms the two other RA 
strategies, it then significantly underperforms in t=6h (see 
Fig. 6). It is important to note that at t=4h the pressure on the 
VOD system decreases with the second wave of resources 
rerelease, and then at t=5h the content demands starts 
decreasing (see Fig. 2).  
At t=6h, HUF shows an overall rejection rate of 20%, while 
LPS experiences a rejection rate of 13.7% and LCS has a 
rejection rate of 17.8%. This corresponds to a VOD rejection 
volume of 279, 191, and 248, respectively. This represents a 
quite important performance gap when scaled up to a full-
scale broadband operator, and compounded over months of 
operation.  
The HUF strategy enforces a policy of a fair STB-resources 
usage without discrimination, which is less effective as the 
content demand slows down. Not preserving the most 
“popular” STBs leads HUF to experience high VOD requests 
rejection rates for the popular titles.  
The LPS strategy strength resides in its focus on the most 
popular titles which constitute the main bulk of the received 
VOD requests. This comes at the expense of poor fairness in 
the performances experienced by the different popularity 
categories. The reasons behind the observed fairness 
discrepancy are better captured in Fig. 12.  
 
Fig. 8: VOD requests rejection rates per popularity category, 
and over time – LCS strategy. 
The LCS strategy provides the highest fairness among the 
different content popularity categories. This can be observed 
from the relatively comparable level of rejection rates 
experienced by the different popularity categories throughout 
the experiment duration (see Fig. 8). The LPS strategy 
strength resides in its focus on the most popular titles that 
constitute the main bulk of the received VOD requests. This 
comes at the expense of poor fairness in the performances 
experienced by the different popularity categories.   
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Fig. 9: VOD requests rejection rates per popularity category, and 
over time – LPS strategy. 
The HUF strategy appears to be the best one to manage the 
periods leading (resp. coming out) to saturation situations. Its 
simple focus on keeping the highest content availability by 
equally balancing the streaming load over the pool of STBs 
give it an inherent advantage in saturation situations. 
However, it is not suited for situations where the demand is 
mildly high as it fails to account for the fact that popular 
titles will be excessively requested in the future.  
 
Fig. 10: VOD requests rejection rates per popularity category, 
and over time – HUF strategy. 
It is important to note that the HUF strategy shows better 
responsiveness in dealing with the VOD requests. As shown 
in Fig. 11, regardless of the RA strategy, the responsiveness 
is somehow proportional to the availability of P2P streaming 
resources – the calculation grows with an increased number 
of available STBs to factor in.  
 
Fig. 11: Responsiveness to VOD for HUF, LPS, and LCS. 
As revealed earlier this tied to the fact that HUF’s resource 
allocation decision relies uniquely on the uplink capacity 
availability at STBs, information that is already available 
from a first database fetching by the SN to generate a list of 
suitable STBs. It is important to note that HUF is in average 
50% more responsive than LPS, which is quite significant if 
casted in a concrete system deployment. The savings in 
terms of processing capacities at the SN could outweigh the 
underperformances in terms of P2P streaming resources 
utilization. 
 
Fig. 12: Entropy for HUF, LPS, and LCS. 
Fig. 12 shows the entropy measured for the three basic 
resource allocation strategies: LCS, LPS, and HUF. It is 
worth recalling that the higher the measured entropy, the 
more the resource allocation succeeds in achieving higher 
load balancing among STBs. In other words, the entropy 
increases when the different STBs comparably contribute to 
VOD streaming sessions.  
Clearly LCS outperforms both LPS and HUF in terms of 
entropy, which is tightly linked to the achieved fairness. In 
fact, the higher entropy achieved by LCS is driven by quite 
significantly decreasing the rejection rates for less popular 
titles, accounting for almost 40% of all titles in the content 
library. LCS achieves this by precisely leveraging more 
those STBs with less popular content.   
B. Discussion 
The experiment results above shows that there is no clear 
superior resource allocation strategy. While a popularity-
driven approach like LPS is suitable to manage different 
content demand environments, it lacks the ability to achieve 
fairness among popularity categories. Additionally, the HUF 
strategy is consistently superior in terms of responsiveness.  
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The resource allocation decision is very strategic in 
managing the utilization of the underlying P2P streaming 
resources in the sense that a current decision to commit 
streaming resources may have spillover effect in the way the 
demand is dealt with the future. Ideally, one would combine 
the responsiveness of HUF during increasing content 
demand with the efficiency of LPS during moderate content 
demand levels. The SN can indeed switch between resource 
allocation strategies based on the content demand profile.  
As stressed out in Section II, The service provider should 
leverage the different capabilities of the three resource 
allocation strategies (HUF, LPS, and LCS) in order to better 
manage:  (i) changes in the popularity distribution in the 
overall content library, (ii) switch between different RA 
strategies in real-time in order to accommodate different 
content demand profiles, and (iii) capture and react to a 
fundamental shift in the popularity distribution trend.  
VII. CONCLUSIONS 
This paper investigates the issue of resource allocation in 
P2P-based VOD streaming systems. We particularly focus 
on P2P streaming systems managed by broadband operators 
where (i) the STBs play the role of peers and offer a high 
level of performance predictability, and (ii) uplink bandwidth 
capacities in the network are pre-provisioned/controlled by 
the broadband operator. By optimizing the complex decision 
of assigning contributing STBs to stream a VOD session the 
service provider can achieve high levels of resources 
utilization, and ultimately reduce the per-service cost. 
This work shed some light on the performances of three 
basic resource allocation strategies. Each of the basic 
resource allocation strategies (HUF, LPS and LCS) have 
been designed from intuitive observations regarding the 
dynamics among content popularity distribution and the 
process of P2P streaming resources consumption and release. 
It appeared that depending on the content demand pattern, 
the various resource allocation strategies may perform 
differently.   
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