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VARIOUS APPROACHES TO PRODUCTS OF
RESIDUE CURRENTS
RICHARD LÄRKÄNG & HÅKAN SAMUELSSON KALM
Abstract. We describe various approaches to Coleff-Herrera prod-
ucts of residue currents Rj (of Cauchy-Fantappiè-Leray type) as-
sociated to holomorphic mappings fj. More precisely, we study to
which extent (exterior) products of natural regularizations of the
individual currents Rj yield regularizations of the corresponding
Coleff-Herrera products. Our results hold globally on an arbitrary
pure-dimensional complex space.
1. Introduction
Let f be a holomorphic function defined on the unit ball B ⊂ Cn.
If f is a monomial it is elementary to show, e.g., by integrations by
parts or by a Taylor expansion, that the principal value current ϕ 7→
limǫ→0
∫
|f |2>ǫ
ϕ/f , ϕ ∈ Dn,n(B), exists and defines a (0, 0)-current 1/f
that we also denote by Uf . From Hironaka’s theorem it then follows
that such limits exist for general f and also that Bmay be replaced by a
complex space, [20]. The ∂¯-image, Rf := ∂¯(1/f), is the residue current
of f and by Stokes’ theorem it is given by ϕ 7→ limǫ→0
∫
|f |2=ǫ
ϕ/f ,
ϕ ∈ Dn,n−1(B). It has the useful property that its annihilator ideal is
equal to the principal ideal 〈f〉 and, moreover, it gives a factorization
of Lelong’s integration current; 2πi[f = 0] = ∂¯(1/f) ∧ df .
There are (at least) two natural ways of regularizing Uf and Rf . If
λ ∈ C and Re λ ≫ 0, then λ 7→
∫
ϕ |f |2λ/f is holomorphic for any
test form ϕ. It is well known (cf., Lemma 6) that the current-valued
map λ 7→ |f |2λ/f =: Uf,λ has a meromorphic extension to C with poles
contained in the set of negative rational numbers and that the value at
λ = 0 is Uf . It follows that λ 7→ ∂¯|f |2λ/f =: Rf,λ is meromorphic in C,
analytic in a half space containing the origin, and that the value at the
origin is Rf . The technique of using analytic continuation in residue
current theory has its roots in the work of Atiyah, [8], and Bernstein-
Gel’fand, [14]. In the context of residue currents it has been developed
by several authors, e.g., Barlet-Maire, [9], Yger, [33], Berenstein-Gay-
Yger,[11], Passare-Tsikh, [27], and recently by the second author in [30].
The second regularization method, inspired by Passare, [23], is more
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explicit and concrete; Uf and Rf are obtained as weak limits of explicit
smooth forms. Let χ be a smooth regularization of the characteristic
function 1[1,∞) and let U
f,ǫ := χ(|f |2/ǫ)/f and Rf,ǫ := ∂¯χ(|f |2/ǫ)/f .
Then (see, e.g., [23]) Uf = limǫ→0+ U
f,ǫ and Rf = limǫ→0+ R
f,ǫ in the
sense of currents. Notice that the original definition mentioned above
corresponds to χ = 1[1,∞).
If f is a tuple of functions or a section of a vector bundle there are
natural analogues of the currents 1/f and ∂¯(1/f) introduced in [28] and
[1]. The construction of these more general currents, still denoted Uf
and Rf , is based on Bochner-Martinelli and Cauchy-Fantappiè-Leray
type formulas; see Section 2 for details. In this paper we consider prod-
ucts of regularized currents of this kind and we investigate their limit
behavior. It turns out that both the λ-approach and the ǫ-approach
yield the same current as the classical Coleff-Herrera approach.
—
Let Z be a reduced complex space of pure dimension n, let E1, . . . , Ep
be hermitian holomorphic vector bundles over Z, and let fj be a holo-
morphic section of E∗j . Then U
fj =: U j and Rfj =: Rj become currents
with values in ΛEj; if rankEj = 1 then U
j is the principal value current
associated with the meromorphic section 1/fj of Ej and R
j = ∂¯U j . In
complete analogy with the regularization methods discussed above we
have
U j = U j,λ
∣∣
λ=0
= lim
ǫ→0+
U j,ǫ and Rj = Rj,λ
∣∣
λ=0
= lim
ǫ→0+
Rj,ǫ,
see Section 2. We define products of the Rj (for simplicity we restrict
attention to such products in this section) recursively as follows: Hav-
ing defined Rk−1 ∧ · · · ∧ R1 it turns out (see [7] or Section 2) that
λ 7→ Rk,λ ∧ Rk−1 ∧ · · · ∧R1
has an analytic continuation to a neighborhood of λ = 0 and we define
Rk ∧ · · · ∧R1 as the value at λ = 0. From the proof of Proposition 5.4
in [6] it follows that one can compute the product in the following way:
If a1 > · · · > ap > 0 are integers then
Rp ∧ · · · ∧R1 = Rp,λ
ap
∧ · · · ∧R1,λ
a1
∣∣
λ=0
.
That is, the recursive definition can be replaced by the evaluation of
a one-variable analytic (current valued) function at the origin; we just
have to make sure that λa1 tends to zero much faster than λa2 and so
on.
We now consider the smooth form Rp,ǫp ∧ · · · ∧R1,ǫ1 and limits of it
of the following kind:
Definition 1. Let ϑ be a function defined on (0,∞)p. We let
lim
ǫ1≪···≪ǫp→0
ϑ(ǫ1, . . . , ǫp)
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denote the limit (if it exists and is well-defined) of ϑ along any path
δ 7→ ǫ(δ) towards the origin such that for all ℓ ∈ N and j = 2, . . . , p
there are positive constants Cjℓ such that ǫj−1(δ) ≤ Cjℓ ǫ
ℓ
j(δ). Here, we
extend the domain of definition of ϑ to points (0, . . . , 0, ǫm+1, . . . , ǫp),
where ǫm+1, . . . , ǫp > 0, by defining
ϑ(0, . . . , 0, ǫm+1, . . . , ǫp) = lim
ǫm→0
. . . lim
ǫ1→0
ϑ(ǫ1, . . . , ǫm, ǫm+1, . . . , ǫp).
if the limits exist.
Recall that (ǫ1, . . . , ǫp) tends to zero along an admissible paths in
the sense of Coleff-Herrera, [17], if it tends to zero along a path inside
(0,∞)p such that ǫj−1/ǫ
ℓ
j → 0 for all ℓ ∈ N and j = 2, . . . , p. The limits
in Definition 1 are (slightly) more general since, e.g., ǫ1 is allowed to
attain the value 0 before the other ǫj go to zero. In particular, it
thus includes the iterated limit letting ǫk → 0 one at a time. The
following theorem is a special case of Theorem 11 below. The proof
shares many similarities with the proof of [23, Proposition 1] (even
though the statements differ). However, in our case, extra technical
difficulties arise since the bundles Ej may have non-trivial metrics.
Theorem 2. In the sense of currents we have
Rp ∧ · · · ∧ R1 = lim
ǫ1≪···≪ǫp→0
Rp,ǫp ∧ · · · ∧ R1,ǫ1.
To connect with the classical Coleff-Herrera approach, assume tem-
porarily that rankEj = 1, j = 1, . . . , p, so that R
j = ∂¯(1/fj). Then
Theorem 2 says that for any test form ϕ of bidegree (n, n− p)
∂¯
1
fp
∧ · · · ∧ ∂¯
1
f1
.ϕ = lim
ǫ1≪···≪ǫp→0
∫
Z
∂¯χǫp
fp
∧ · · · ∧
∂¯χǫ1
f1
∧ ϕ,
where χǫj = χ(|fj|
2/ǫj). We will refer to the integral on the right hand
side as the residue integral and denote it by Iϕf (ǫ). If the χ-functions
tend to 1[1,∞) (for a fixed generic ǫ ∈ (0,∞)
p) then Iϕf (ǫ) tends to
Coleff-Herrera’s original residue integral
(1) Iϕf (ǫ) =
∫
T (ǫ)
ϕ/(f1 · · · fp),
where T (ǫ) = ∩p1{|fj |
2 = ǫj} is oriented as the distinguished boundary
of the corresponding polyhedron. In [17] Coleff and Herrera prove that
the limit of Iϕf (ǫ) along an admissible path exists and defines a current,
the nowadays called Coleff-Herrera product. We show (see Theorem 11)
that the Coleff-Herrera product equals the product ∂¯(1/fp) ∧ · · · ∧
∂¯(1/f1); this is folklore but to our knowledge not completely proved
before (except in the case of complete intersection when it follows from
[23] and [25] together with [30]).
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A result much in the same spirit was proven by Passare in [25],
where he relates the original Coleff-Herrera product to residue currents
defined by λ-regularizations. Passare considers the regularization
(2)
∂¯|fp|
2λ
fp
∧ · · · ∧
∂¯|f1|
2λ
f1
∣∣∣∣
λ=0
,
i.e., instead of letting the λi go to zero successively, all the λi are equal
to a single λ that tends to 0. In that case, Passare proves that this
current coincides with an average of limits along parabolic paths of
the residue integral, as considered in [23], irrespectively of whether f
defines a complete intersection or not.
—
The product Rk ∧ · · · ∧ R1 does in general not have any natural com-
mutation properties. For instance, ∂¯(1/(zw)) ∧ ∂¯(1/z) = 0 while
∂¯(1/z)∧ ∂¯(1/(zw)) = ∂¯(1/z2)∧ ∂¯(1/w), where the last product simply
is the tensor product. However, if the fj define a complete intersection,
i.e., codim {f1 = · · · = fp = 0} =
∑
j rankEj , then it is known (see,
e.g., [3]) that the product is commutative; the case when all the Ej
have rank 1 is proved in [17].
Remark 3. Recall that the currents Rj take values in ΛEj . The sum
of the degree of Rj in ΛEj and its form-degree is even. Therefore the
product is naturally commutative. If the Ej are trivial line bundles
that we do not make any distinction between, then the product is anti-
commutative; this is the classical Coleff-Herrera setting.
Theorem 4. Assume that the fj define a complete intersection. Then
for every test form ϕ
(λ1, · · · , λp) 7→
∫
Z
Rp,λp ∧ · · · ∧R1,λ1 ∧ ϕ
has an analytic continuation to a neighborhood of the origin in Cp.
This result is a special case of our Theorem 14, which generalizes
[30, Theorem 1]. The case when p = 2 and rankEj = 1 was proved by
Berenstein-Yger (see, e.g., [10]). The following result is a special case
of Theorem 13, which generalizes [16, Theorem 1].
Theorem 5. Assume that the fj define a complete intersection. Then
for every test form ϕ
(ǫ1, . . . , ǫp) 7→
∫
Z
Rp,ǫp ∧ · · · ∧ R1,ǫ1 ∧ ϕ
is Hölder continuous on [0,∞)p.
For this result it is crucial that the χ-functions used to regularize
the Rj are smooth. In fact, Passare-Tsikh, [26], found a quite simple
tuple (f1, f2) defining a complete intersection in C
2 and a test form
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ϕ such that the classical Coleff-Herrera residue integral Iϕ(f1,f2)(ǫ) is
discontinuous at ǫ = 0. Soon after Björk found generic families of such
examples, see, e.g., [15].
—
Let us give some background and motivation for the kind of products
considered here. Products of Cauchy-Fantappiè-Leray type currents
were first studied by Wulcan, [32]. Wulcan defines the product as the
value at λ = 0 of the analytic continuation of λ 7→ Rp,λ ∧ · · · ∧R1,λ. In
the non-complete intersection case Wulcan’s product is different from
our; in the case that all Ej have rank 1, R
p,λ ∧ · · · ∧R1,λ|λ=0 coincides
with Passare’s product, (2). Passare-Wulcan products satisfy several
natural computation rules and are quite useful but it has turned out
that the recursive definition discussed above often is more natural.
In particular, the Stückrad-Vogel intersection algorithm in non-proper
intersection theory is conveniently expressed using recursively defined
products, see [6].
In the complete intersection case there is no ambiguity, the Coleff-
Herrera product is commutative and if f = (f1, . . . , fp) then R
f equals
∧j ∂¯(1/fj), see [28] and [1]. This indicates that the Coleff-Herrera
product is the “correct” current to associated to a complete intersec-
tion. The Coleff-Herrera product is the minimal current extension of
Grothendieck’s cohomological residue (see, e.g., [24] for definitions) in
the sense that it annihilated by anti-holomorphic functions vanishing
on its support. Moreover, if f defines a complete intersection then the
annihilator ideal of Rf equals the ideal generated by f , see [24] and
[18]. This property is very useful and lies behind many applications,
e.g., explicit division-interpolation formulas and Briançon-Skoda type
results ([2], [10]), explicit versions of the fundamental principle ([13]),
the ∂¯-equation on complex spaces ([4], [5], [19]), and explicit Green
currents in arithmetic intersection theory ([12]).
In Section 2, we give the necessary background and the general for-
mulations of our results. Section 3 contains the proof of Theorems 2
and 11. The proof of Theorems 4, 5, 13 and 14 is the content of Sec-
tion 4; the crucial part is Lemma 19 which enables us to effectively use
the assumption about complete intersection.
2. Formulation of the general results
Let Z be a reduced complex space of pure dimension n. We say
that ϕ is a smooth (p, q)-form on Z if ϕ is smooth on Zreg, and in a
neighborhood of any p ∈ Z, there is a smooth (p, q)-form ϕ˜ in an am-
bient complex manifold such that the pullback of ϕ˜ to Zreg coincides
with ϕ|Zreg close to p. The (p, q)-test forms on Z, Dp,q(Z), are de-
fined as the smooth compactly supported (p, q)-forms (with a suitable
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topology) and the space of (p, q)-currents on Z, D ′p,q(Z), is the dual of
Dn−p,n−q(Z). More concretely, if i : Z → Ω ⊂ C
N is an embedding and
µ is a (p, q)-current on Z then i∗µ is an (N−n+p,N−n+q)-current in
Ω that vanishes on test forms ξ such that i∗ξ = 0 on Zreg. Conversely,
such a current in Ω defines a current on Z. See, e.g., [22] for a more
thorough discussion.
Let x be a complex coordinate on C. Recall that the principal value
current 1/xm can be computed as the value at λ = 0 of the analytic
continuation of |x|2λ/xm; the residue current ∂¯(1/xm) then is the value
at λ = 0 of ∂¯|x|2λ/xm. Since one can take tensor products of one-
variable currents it follows that
(3) T =
1
xα11
∧ · · · ∧
1
x
αp
p
∧
ϑ(x)
x
αp+1
p+1 · · ·x
αn
n
is a well defined current in Cn; here α1, . . . , αp are positive integers,
αp+1, . . . , αn are non-negative integers, and ϑ is a smooth compactly
supported form. Such a current T is called an elementary pseudomero-
morphic current. Following [7] we say that a current µ on Z is pseu-
domeromorphic, µ ∈ PM(Z), if µ locally is a finite sum of push-
forwards π1∗ · · ·π
m
∗ τ under maps
Xm
πm
−→ · · ·
π2
−→ X1
π1
−→ Z,
where each πj is either a modification or an open inclusion and τ is
an elementary pseudomeromorphic current on Xm. It follows that the
class of pseudomeromorphic currents is closed under ∂¯ and multiplica-
tion with smooth forms, and that the push-forward of a pseudomero-
morphic current by a modification is pseudomeromorphic.
Lemma 6. Let f be a holomorphic function, and let T ∈ PM(Z).
If f˜ is a holomorphic function such that {f˜ = 0} = {f = 0} and v
is a smooth non-zero function, then (|f˜v|2λ/f)T and (∂¯|f˜ v|2λ/f) ∧ T
have current-valued analytic continuations to λ = 0 and the values at
λ = 0 are pseudomeromorphic and independent of the choices of f˜ and
v. Moreover, if χ = 1[1,∞), or a smooth approximation thereof, then
(4)
|f˜v|2λ
f
T
∣∣∣∣∣
λ=0
= lim
ǫ→0+
χǫ
f
T and
∂¯|f˜v|2λ
f
∧ T
∣∣∣∣∣
λ=0
= lim
ǫ→0+
∂¯χǫ
f
∧T,
where χǫ = χ(|f˜ v|2/ǫ).
Proof. The first part is essentially Proposition 2.1 in [7], except that
there, Z is a complex manifold, f˜ = f and v ≡ 1. However, with
suitable resolutions of singularities, the proof in [7] goes through in the
same way in our situation, as long as we observe that in C
|xα
′
v|2λ
xα
1
xβ
and
|xα
′
v|2λ
xα
∂¯
1
xβ
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have analytic continuations to λ = 0, and the values at λ = 0 are
1/xα+β and 0 respectively, independently of α′ and v, as long as α′ > 0
and v 6= 0 (and similarly with ∂¯|xα
′
v|2λ/xα).
By Leibniz rule, it is enough to consider the first equality in (4),
since if we have proved the first equality, then
lim
ǫ→0
∂¯χǫ
f
∧ T = lim
ǫ→0
∂¯
(
χǫ
f
T
)
−
χǫ
f
∂¯T
=
(
∂¯
(
|f˜ v|2λ
f
T
)
−
|f˜v|2λ
f
∂¯T
)∣∣∣∣∣
λ=0
=
∂¯|f˜v|2λ
f
∧ T
∣∣∣∣∣
λ=0
.
To prove the first equality in (4), we observe first that in the same way
as in the first part, we can assume that f = xγu and f˜ = xγ˜ u˜, where u
and u˜ are non-zero holomorphic functions. Since T is a sum of push-
forwards of elementary currents, we can assume that T is of the form
(3). Note that if supp γ∩ supp β 6= ∅, then (|f˜v|2λ/f)T = 0 for Re λ≫
0 and (χ(|f˜v|2/ǫ)/f)T = 0 for ǫ > 0, since suppT ⊆ {xi = 0, i ∈
supp β}. Thus, we can assume that supp γ ∩ supp β = ∅. By a smooth
(but non-holomorphic) change of variables, as in Section 3 (equations
(13)), we can assume that |u˜v|2 ≡ 1. Thus, since (|xγ˜|2λ/xγ)(1/xα),
(χ(|xγ˜|2/ǫ)/xγ)(1/xα) depend on variables disjoint from the ones that
∧βi 6=0∂¯(1/x
βi
i ) depends on, it is enough to prove that
|xγ˜ |2λ
xγ
1
xα
∣∣∣∣
λ=0
= lim
ǫ→0
χ(|xγ˜|2/ǫ)
xγ
1
xα
,
which is Lemma 2 in [16]. 
Let E1, . . . , Eq be holomorphic hermitian vector bundles over Z, let fj
be a holomorphic section of E∗j , j = 1, . . . , q, and let sj be the section
of Ej with pointwise minimal norm such that fj · sj = |fj|
2. Outside
{fj = 0}, define
ujk =
sj ∧ (∂¯sj)
k−1
|fj|2k
.
It is easily seen that if fj = f
0
j f
′
j, where f
0
j is a holomorphic function
and f ′j is a non-vanishing section, then u
j
k = (1/f
0
j )
k(u′)jk, where (u
′)jk
is smooth across {fj = 0}. We let
(5) U j =
∞∑
k=1
|f˜j|
2λujk
∣∣∣
λ=0
,
where f˜j is any holomorphic section of E
∗
j such that {f˜j = 0} = {fj =
0}. The existence of the analytic continuation is a local statement, so
we can assume that fj =
∑
fj,ke
∗
j,k, where e
∗
j,k is a local holomorphic
frame for E∗j . After principalization we can assume that the ideal
〈fj,1, . . . , fj,kj〉 is generated by, e.g., fj,0. By the representation u
j
k =
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(1/fj,0)
k(u′)jk, the existence of the analytic continuation of U
j in (5)
then follows from Lemma 6. Let U jk denote the term of U
j that takes
values in ΛkEj ; U
j
k is thus a (0, k−1)-current with values in Λ
kEj. Let
δfj denote interior multiplication with fj and put ∇fj = δfj−∂¯; it is not
hard to verify that ∇fjU = 1 outside fj = 0. We define the Cauchy-
Fantappiè-Leray type residue current, Rj, of fj by R
j = 1 − ∇fjU
j .
One readily checks that
Rj = Rj0 +
∞∑
k=1
Rjk(6)
= (1− |f˜j |
2λ)|λ=0 +
∞∑
k=1
∂¯|f˜j |
2λ ∧
sj ∧ (∂¯sj)
k−1
|fj |2k
∣∣∣∣
λ=0
,
where, as above, f˜j is a holomorphic section such that {f˜j = 0} =
{fj = 0}.
Remark 7. Notice that if Ej has rank 1, then Uj simply equals 1/fj
and Rj = 1−∇fj (1/fj) = 1− fj · (1/fj) + ∂¯(1/fj) = ∂¯(1/fj).
We now define a non-commutative calculus for the currents U ik and
Rjℓ recursively as follows.
Definition 8. If T is a product of some U ik and R
j
ℓ , then we define
• U jk ∧ T = |f˜j|
2λ sj ∧ (∂¯sj)
k−1
|fj|2k
∧ T
∣∣∣∣
λ=0
• Rj0 ∧ T = (1− |f˜j|
2λ)T
∣∣∣
λ=0
• Rjk ∧ T = ∂¯|f˜j |
2λ ∧
sj ∧ (∂¯sj)
k−1
|fj|2k
∧ T
∣∣∣∣
λ=0
,
where f˜j is any holomorphic section of E
∗
j with {f˜j = 0} = {fj = 0}.
Notice that after principalization the pull-back of ujk is semi-mero-
morphic; in particular U j and Rj are pseudomeromorphic. Thus, by
Lemma 6, the analytic continuations of Definition 8 exist and the values
at λ = 0 are pseudomeromorphic as well.
Remark 9. Under assumptions about complete intersection, these
products have the suggestive commutation properties, e.g., if codim {fi =
fj = 0} = rankEi+rankEj , then R
i
k∧R
j
ℓ = R
j
ℓ∧R
i
k, R
i
k∧U
j
ℓ = U
j
ℓ ∧R
i
k,
and U ik ∧ U
j
ℓ = −U
j
ℓ ∧ U
i
k, (see, e.g., [3]). In general, there are no sim-
ple relations. However, products involving only U :s are always anti-
commutative.
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Now, consider collections R = {R1k1 , . . . , R
p
kp
} and U = {Up+1kp+1, . . . , U
q
kq
}
and put (P1, . . . , Pq) = (R
1
k1
, . . . , Rpkp, U
p+1
kp+1
, . . . , U qkq). For a permuta-
tion ν of {1, . . . , q} we define
(7) (UR)ν = Pν(q) ∧ · · · ∧ Pν(1).
From (5) and (6) we get natural λ-regularizations, P λj , of Pj and
from Definition 8 we have (UR)ν = P
λq
ν(q) ∧ · · · ∧P
λ1
ν(1)|λ1=0 · · · |λq=0, i.e.,
we set successively λ1 = 0, then λ2 = 0 and so on. The following result
is proved in [6].
Theorem 10. Let a1 > · · · > aq > 0 be integers and λ a complex
variable. Then
λ 7→ P λ
aq
ν(q) ∧ · · · ∧ P
λa1
ν(1)
has a current-valued analytic continuation to a neighborhood of the half-
axis [0,∞) ⊂ C and the value at λ = 0 equals (UR)ν.
The recursively defined product (UR)ν can thus be obtained as the
value at zero of a one-variable ζ-type function. From an algebraic point
of view, this is desirable since one can derive functional equations and
use Bernstein-Sato theory to study (UR)ν .
There are also more concrete and explicit regularizations of the cur-
rents U ik and R
j
ℓ inspired by [17] and [23]. Let χ = 1[1,∞), or a smooth
approximation thereof that is 0 close to 0 and 1 close to ∞. It follows
from [29], or after principalization from Lemma 6, that
(8) U jk = lim
ǫ→0+
χ(|f˜j|
2/ǫ)
sj ∧ (∂¯sj)
k−1
|fj|2k
.
(9) Rjk = lim
ǫ→0+
∂¯χ(|f˜j |
2/ǫ) ∧
sj ∧ (∂¯sj)
k−1
|fj |2k
, k > 0,
and similarly for k = 0; as usual, {f˜j = 0} = {fj = 0}. Of course,
the limits are in the current sense and if χ = 1[1,∞), then ǫ is supposed
to be a regular value for |fj|
2 and ∂¯χ(|fj|
2/ǫ) is to be interpreted as
integration over the manifold |fj |
2 = ǫ. We denote the regularizations
given by (8) and (9) by P ǫj .
Theorem 11. Let R = {R1k1 , . . . , R
p
kp
} and U = {Up+1kp+1, . . . , U
q
kq
} be
collections of currents defined in (5) and (6). Let ν be a permutation
of {1, . . . , q} and let (UR)ν be the product defined in (7). Then
(UR)ν = lim
ǫ1≪···≪ǫq→0
P
ǫq
ν(q) ∧ · · · ∧ P
ǫ1
ν(1),
where, as above, (P1, . . . , Pq) = (R
1
k1
, . . . , Rpkp, U
p+1
kp+1
, . . . , U qkq); see Def-
inition 1 for the meaning of the limit. If χ = 1[1,∞), we require that
ǫ→ 0 along an admissible path in the sense of Coleff-Herrera.
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Thus (UR)ν can be computed as the weak limit of an explicit smooth
form and moreover, Definition 8 give the Coleff-Herrera product (in
case the bundles Ej have rank 1).
Remark 12. It might be more natural to consider products of whole
Cauchy-Fantappiè-Leray type currents, U j and Rj , as in (5) and (6),
and not just products of their components U jk and R
j
k, cf., for example
[6]. However, since such a product is a sum of products of their com-
ponents, it follows readily that Theorem 11 holds also for products of
whole Cauchy-Fantappiè-Leray type currents.
2.1. The complete intersection case. Assume that f1, . . . , fq de-
fine a complete intersection, i.e., that codim {f1 = · · · = fq = 0} =
rankE1 + · · · + rankEq. Then we know that the calculus defined in
Definition 8 satisfies the suggestive commutation properties, but we
have in fact the following much stronger results.
Theorem 13. Assume that f1, . . . , fq define a complete intersection on
Z, let (P1, . . . , Pq) = (R
1
k1
, . . . , Rpkp, U
p+1
kp+1
, . . . , U qkq), and let P
ǫj
j be an
ǫ-regularization of Pj defined by (8) and (9) with smooth χ-functions.
Then we have∣∣∣∣∫
Z
P ǫ11 ∧ · · · ∧ P
ǫq
q ∧ ϕ− P1 ∧ · · · ∧ Pq. ϕ
∣∣∣∣ ≤ C‖ϕ‖CM (ǫω1 + · · ·+ ǫωq ),
where M and ω only depend on f1, . . . , fq, Z, and suppϕ while C also
depends on the CM -norm of the χ-functions.
Theorem 14. Assume that f1, . . . , fq define a complete intersection on
Z, let (P1, . . . , Pq) = (R
1
k1
, . . . , Rpkp, U
p+1
kp+1
, . . . , U qkq), and let P
λj
j be the
λ-regularization of Pj given by (5) and (6). Then the current valued
function
λ 7→ P λ11 ∧ · · · ∧ P
λq
q ,
a priori defined for Re λj ≫ 0, has an analytic continuation to a neigh-
borhood of the half-space ∩q1{Re λj ≥ 0}.
Remark 15. In case the Ej are trivial with trivial metrics, Theorems
13 and 14 follow quite easily from, respectively, [16, Theorem 1] and
[30, Theorem 1] by taking averages. As an illustration, let ε1, . . . , εr be
a nonsense basis and let f1, . . . , fr be holomorphic functions. Then we
can write s = f¯ · ε and so uk = (f¯ · ε) ∧ (df¯ · ε)
k−1/|f |2k. A standard
computation shows that∫
α∈CPr−1
|α · f |2λα · ε
(α · f)|α|2λ
dV = A(λ)|f |2λ
f¯ · ε
|f |2
,
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where dV is the (normalized) Fubini-Study volume form and A is holo-
morphic with A(0) = 1. It follows that∫
α1,...,αk∈CP
r−1
k∧
1
∂¯|αj · f |
2λ
αj · f
∧
αj · ε
|αj|2λ
dV (αj) = A(λ)
k∂¯(|f |2kλuk).
Elaborating this formula and using [30, Theorem 1] one can show The-
orem 14 in the case of trivial Ej with trivial metrics. The general case
can probably also be handled in a similar manner but the computations
become more involved and we prefer to give direct proofs.
3. Proof of Theorem 11
The structure of this proof is rather similar to the structure of the
proof of Proposition 5.4 in [6].
We start by making a Hironaka resolution of singularities, [21], of
Z such that the pre-image of ∪j{fj = 0} has normal crossings. We
then make further toric resolutions (e.g., as in [28]) such that, in local
charts, the pullback of each fi is a monomial, x
αi , times a non-vanishing
holomorphic tuple. One checks that the pullback of P ǫj is of one of the
following forms:
χ(|xα˜|2ξ/ǫ)
xα
ϑ, 1− χ(|xα˜|2ξ/ǫ),
∂¯χ(|xα˜|2ξ/ǫ)
xα
∧ ϑ,
where ξ is smooth and positive, supp α˜ = suppα, and ϑ is a smooth
bundle valued form; by localizing on the blow-up we may also suppose
that ϑ has as small support as we wish. If the χ-functions are smooth,
the following special case of Theorem 11 now immediately follows from
Lemma 6:
(10) (UR)ν = lim
ǫq→0
· · · lim
ǫ1→0
P
ǫq
ν(q) ∧ · · · ∧ P
ǫ1
ν(1).
For smooth χ-functions we put
I(ǫ) =
∫
∂¯χǫ1 ∧ · · · ∧ ∂¯χ
ǫ
pχ
ǫ
p+1 · · ·χ
ǫ
q
xα1+···+αp+···+αq′
∧ ϕ,
where q′ ≤ q, ϕ is a smooth (n, n − p)-form with support close to
the origin, and χǫj = χ(|x
α˜j |2ξj/ǫj) for smooth positive ξj. We note
that we may replace the ∂¯ in I(ǫ) by d for bidegree reasons. In case
χ = 1[1,∞) we denote the corresponding integral by I(ǫ). We also put
Iν(ǫ1, . . . , ǫq) = I(ǫν(1), . . . , ǫν(q)) and similarly for I
ν . In view of (10),
the special case of Theorem 11 when the χ-functions are smooth will
be proved if we can show that
(11) lim
ǫ1≪···≪ǫq→0
Iν(ǫ)
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exists. The case with χ = 1[1,∞) will then follow if we can show
(12) lim
δ→0
(Iν(ǫ(δ))− Iν(ǫ(δ))) = 0,
where δ 7→ ǫ(δ) is any admissible path.
For notational convenience, we will consider Iν(ǫ) (unless otherwise
stated), but our arguments apply just as well to Iν(ǫ) until we arrive
at the integral (16).
Denote by A˜ the q × n-matrix with rows α˜i. We will first show that
we can assume that A˜ has full rank. The idea is the same as in [17] and
[23], however because of the paths along which our limits are taken,
we have to modify the argument slightly. The following lemma follows
from the proof of Lemma III.12.1 in [31].
Lemma 16. Assume that α is a q × n-matrix with rows αi such that
there exists (v1, . . . , vq) 6= 0 with
∑
viαi = 0. Let j = min{i; vi 6= 0}.
Then there exist constants C, c > 0 such that if ǫj < C(ǫj+1 . . . ǫq)
c, then
χ(|xαj |2ξj/ǫj) ≡ 1 and ∂¯χ(|x
αj |2ξj/ǫj) ≡ 0 for all x ∈ ∆ ∩ {|x
αi |2 ≥
Ciǫi, i = j + 1, . . . , q}, where ∆ is the unit polydisc.
Assume that A˜ does not have full rank, and let v be a column vector
such that vtA˜ = 0. Since (ǫ1, . . . , ǫq) is replaced by (ǫν(1), . . . , ǫν(q)) in
Iν(ǫ), we choose instead j0 such that ν(j0) ≤ ν(i) for all i such that
vi 6= 0. If j0 ≤ p, we let I˜
ν(ǫ) = 0, and if j0 ≥ p + 1, we let I˜
ν(ǫ) be
Iν(ǫ) but with χǫj0 replaced by 1. If ǫ = ǫ(δ) is such that ǫν(j0) > 0,
then Iν(ǫ) is a current acting on a test form with support on a set of
the form
∆ ∩ {|xαi |2 ≥ Ciǫν(i); for all i such that ν(i) ≥ ν(j0)}.
In particular, if ǫν(j0)(δ) is sufficiently small compared to (ǫν(j0)+1(δ), . . . ,
ǫq(δ)), then by Lemma 16, if j0 ≤ p, the factor ∂¯χ
ǫ
j0
is identically 0,
and if j0 ≥ p + 1, the factor χ
ǫ
j0
is identically 1 and thus is equal to
I˜ν(ǫ) for such ǫ. Similarly, if ǫν(j0) = 0, we have that I
ν(ǫ) is defined
as a limit along ǫν(j0) → 0, with ǫν(j0)+1, . . . , ǫq fixed and in the limit
we get again that for sufficiently small ǫν(j0), we can replace I
ν(ǫ) by
I˜ν(ǫ). Thus we have
lim
ǫ1≪···≪ǫq→0
Iν(ǫ) = lim
ǫ1≪···≪ǫq→0
I˜ν(ǫ),
and we have reduced to the case that A˜ is a (q − 1)× n-matrix of the
same rank. We continue this procedure until A˜ has full rank.
By re-numbering the coordinates, we may suppose that the minor
A = (α˜ij)1≤i,j≤q of A˜ is invertible and we put A
−1 = B = (bij). We now
use complex notation to make a non-holomorphic, but smooth change
of variables:
(13) y1 = x1 ξ
b1/2, . . . , yq = xq ξ
bq/2, yq+1 = xq+1, . . . , yn = xn,
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y¯1 = x¯1 ξ
b1/2, . . . , y¯q = x¯q ξ
bq/2, y¯q+1 = x¯q+1, . . . , y¯n = x¯n,
where ξbi/2 = ξ
bi1/2
1 · · · ξ
biq/2
q . One easily checks that dy∧dy¯ = ξb1 · · · ξbq
dx∧ dx¯+O(|x|), so (13) defines a smooth change of variables between
neighborhoods of the origin. A simple linear algebra computation then
shows that |xα˜i |2ξi = |y
α˜i|2. Of course, this change of variables does
not preserve bidegrees so ϕ(y) is merely a smooth compactly supported
(2n− p)-form. We thus have
(14) Iν(ǫ) =
∫
∆
dχǫ1 ∧ · · · ∧ dχ
ǫ
pχ
ǫ
p+1 · · ·χ
ǫ
q
yα1+···+αp+···+αq′
∧ ϕ′(y),
where χǫj = χ(|y
α˜j |2/ǫν(j)) and ϕ
′(y) =
∑
|I|+|J |=2n−pψIJdyI ∧ dy¯J . By
linearity we may assume that the sum only consists of one term ϕ′(y) =
ψdyK ∧ dy¯L, and by scaling, we may assume that suppψ ⊆ ∆, ∆ being
the unit polydisc. By Lemma 2.4 in [17], we can write the function ψ
as
(15) ψ(y) =
∑
I+J<
∑q′
1
αj−1
ψIJ y
I y¯J +
∑
I+J=
∑q′
1
αj−1
ψIJ y
I y¯J ,
where a < b for tuples a and b means that ai < bi for all i. In the
decomposition (15) each of the smooth functions ψIJ in the first sum
on the left-hand side is independent of some variable. We now show
that this implies that the first sum on the left-hand side of (15) does not
contribute to the integral (14). In case ϕ′(y) has bidegree (n, n−p) this
is a well-known fact but we must show it for an arbitrary (2n−p)-form.
We change to polar coordinates:
dyK ∧ dy¯L = d(rK1e
iθK1 ) ∧ · · · ∧ d(rL1e
−iθL1 ) ∧ · · ·
Since χǫj in (14) is independent of θ, it follows that we must have full
degree = n in dθ. The only terms in the expansion of dyK ∧ dy¯L above
that will contribute to (14) are therefore of the form
c r1 · · · rne
iθ·γ drM ∧ dθ,
where |M | = n − p, c is a constant, and γ is a multiindex with en-
tries equal to 1, −1, or 0. Substituting this and a term ψIJy
I y¯J =
ψIJr
I+Jeiθ·(I−J) from (15) into (14) gives rise to an “inner” θ-integral
(by Fubini’s theorem):
JIJ(r) =
∫
θ∈[0,2π)n
ψIJ(r, θ) e
iθ·(I−J−
∑q′
1
αj+γ) dθ.
If I+J <
∑q′
1 αj−1, then I−J−
∑q′
1 αj+γ < 0 and ψIJ is independent
of some yj = rje
iθj . Integrating over θj ∈ [0, 2π) thus yields JIJ = 0
if I + J <
∑q′
1 αj − 1. If instead I + J =
∑q′
1 αj − 1, then JIJ(r) is
smooth on [0,∞)n.
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Summing up, we see that we can write (14) as
(16) Iν(ǫ) =
∫
r∈(0,1)n
dχǫ1 ∧ · · · ∧ dχ
ǫ
pχ
ǫ
p+1 · · ·χ
ǫ
q J (r) drM ,
where χǫj = χ(r
2αj/ǫν(j)), J is smooth, and |M | = n− p.
After these reductions, the integral (16) we arrive at is the same
as equation (16) in [23], and we will use the fact proven there, that
limδ→0 I
ν(ǫ(δ)) exists along any admissible path ǫ(δ), and is well-defined
independently of the choice of admissible path. (This is not exactly
what is proven there, but the fact that if b ∈ Qp, then limδ→0 ǫ(δ)
b
is either 0 or ∞ independently of the admissible path chosen is the
only addition we need to make for the argument to go through in our
case.) Using this, if we let ǫ(δ) be any admissible path, we will show
by induction over q that
lim
ǫ1≪···≪ǫq→0
Iν(ǫ) = lim
δ→0
Iν(ǫ(δ)).
For q = 1 this is trivially true, so we assume q > 1. Let ǫk be any
sequence satisfying the conditions in Definition 1. Consider a fixed k,
and let m be such that ǫk = (0, . . . , 0, ǫkm+1, . . . , ǫ
k
q ) with ǫ
k
m+1 > 0.
Let I1 = ν
−1({1, . . . , m})∩ {1, . . . , p} and I2 = ν
−1({1, . . . , m})∩ {p+
1, . . . , q}. We consider ǫkm+1, . . . , ǫ
k
q fixed in I
ν(ǫ), and define
Ik(ǫ1, . . . , ǫm) =
∫
[0,1]n
∧
i∈I1
dχ(rαi/ǫν(i))
∏
i∈I2
χ(rαi/ǫν(i))Jk(r)drM ,
originally defined on (0,∞)p, but extended according to Definition 1,
where
Jk(r) = ±
∧
i∈{1,...,p}\I1
dχ(rαi/ǫkν(i))
∏
i∈{p+1,...,q}\I2
χ(rαi/ǫkν(i))J (r)
(where the sign is chosen such that Ik(0) = I
ν(ǫk)). Since m < q and
Jk is smooth, we have by induction that
Ik(0) = lim
ǫm→0
. . . lim
ǫ1→0
Ik(ǫ1, . . . , ǫm) = lim
δ→0
Ik(ǫ
′(δ)),
where ǫ′(δ) is any admissible path, and the first equality follows by
definition of Ik(0). We fix an admissible path ǫ
′(δ). For each k we can
choose δk such that if ǫ
k′ = (ǫ′1(δk), . . . , ǫ
′
m(δk)), then limk→∞(Ik(ǫ
k′)−
Ik(0)) = 0 and if ǫ˜
k = (ǫk
′
, ǫkm+1, . . . , ǫ
k
q), then ǫ˜
k forms a subsequence
of an admissible path. Since Ik(0) = I
ν(ǫk), and Ik(ǫ
k′) = Iν(ǫ˜k), we
thus have
lim
k→∞
Iν(ǫk) = lim
k→∞
Iν(ǫ˜k) = lim
δ→0
Iν(ǫ(δ))
where the second equality follows from the existence and uniqueness
of Iν(ǫ(δ)) along any admissible path. Hence we have shown that the
limit in (11) exists and is well-defined.
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Finally, if we start from (16), as (23) in [23] shows, either
lim
ǫ1≪···≪ǫq→0
Iν(ǫ) = ±
∫
rM∈(0,1)n−p
J (0, rM)drM ,
or the limit is 0, depending only on α. If we consider Iν(ǫ) instead, we
get the same limit, see [31, p. 79–80], and (12) follows.
4. Proof of Theorems 13 and 14
As in [30] and [16] the key-step of the proof is a Whitney type division
lemma, Lemma 19 below. Recall that
(P1, . . . , Pq) = (R
1
k1
, . . . , Rpkp, U
p+1
kp+1
, . . . , U qkq)
and that P
ǫj
j and P
λj
j are the ǫ-regularizations with smooth χ (given
by (8), (9)) and the λ-regularizations (cf., (5), (6)) respectively of Pj .
We will consider the following two integrals:
I(ǫ) =
∫
Z
P ǫ11 ∧ · · · ∧ P
ǫq
q ∧ ϕ
Γ(λ) =
∫
Z
P λ11 ∧ · · · ∧ P
λq
q ∧ ϕ,
where ϕ is a test form on Z, supported close to a point in {f1 =
· · · = fq = 0}, of bidegree (n, n− k1 − · · · − kq + q − p) with values in
Λ(E∗1⊕· · ·⊕E
∗
q ). In the arguments below, we will assume for notational
convenience that f˜j = fj (cf., e.g., (5)); the modifications to the general
case are straightforward.
The main parts of the proofs of Theorems 13 and 14 are contained
in the following propositions.
Proposition 17. Assume that f1, . . . , fq define a complete intersec-
tion. For p < s ≤ q we have∣∣I(ǫ)− I(ǫ1, . . . , ǫs−1, 0, . . . , 0)∣∣ ≤ C‖ϕ‖M(ǫωs + · · ·+ ǫωq ).
Note that I(ǫ1, . . . , ǫs−1, 0, . . . , 0) is well-defined; it is the action of U
s
ks
∧
· · · ∧ U qkq on a smooth form.
Proposition 18. Assume that f1, . . . , fq define a complete intersec-
tion. Then Γ(λ) has a meromorphic continuation to all of Cq and its
only possible poles in a neighborhood of ∩q1{Reλj ≥ 0} are along hy-
perplanes of the form
∑p
j=1 λjαj = 0, where αj ∈ N and at least two αj
are positive. In particular, for p = 1, Γ(λ) is analytic in a neighborhood
of ∩q1{Re λj ≥ 0}.
Using that
(17) ∂¯|fj|
2λ ∧ ujk = ∂¯(|fj|
2λujk)− fj · (|fj|
2λujk+1),
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the proof of Theorem 14 follows from Proposition 18 in a similar way
as Theorem 1 in [30] follows from Proposition 4 in [30].
We indicate one way Proposition 17 can be used to prove Theo-
rem 13. To simplify notation somewhat, we let Rj denote any Rjk and
Rjǫ denotes a smooth ǫ-regularization of R
j ; U j and U jǫ are defined sim-
ilarly. The uniformity in the estimate of Proposition 17 implies that
we have estimates of the form
(18)∣∣∣∣∣
m∧
1
Rjǫ ∧
p∧
m+1
Rj ∧
q∧
p+1
U jǫ −
m∧
1
Rjǫ ∧
p∧
m+1
Rj ∧
q∧
p+1
U j
∣∣∣∣∣ . (ǫωp+1+· · ·+ǫωq ),
where, e.g., Rm+1 ∧ · · · ∧ Rp a priori is defined as a Coleff-Herrera
product. We prove (a slightly stronger result than) Theorem 13 by
induction over p. Let R∗ denote the Coleff-Herrera product of some
Rj :s with j > p and let U∗ and U∗ǫ denote the product of some U
j :s
and U jǫ :s respectively, also with j > p but only j:s not occurring in R
∗.
We prove∣∣R1ǫ ∧ · · · ∧ Rpǫ ∧R∗ ∧ U∗ǫ −R1 ∧ · · · ∧Rp ∧ R∗ ∧ U∗∣∣ . ǫω,
i.e., we prove Theorem 13 on the current R∗. The induction start,
p = 0, follows immediately from (18). If we add and subtract R1ǫ ∧· · ·∧
Rpǫ ∧R
∗ ∧U∗, the induction step follows easily from (17) (construed in
setting of ǫ-regularizations) and estimates like (18).
Proof of Propositions 17 and 18. We may assume that ϕ has arbitrar-
ily small support. Hence, we may assume that Z is an analytic subset
of a domain Ω ⊆ CN and that all bundles are trivial, and thus make
the identification fj = (fj1, . . . , fjej), where fji are holomorphic in Ω.
We choose a Hironaka resolution Zˆ → Z such that the pulled-back
ideals 〈fˆj〉 are all principal, and moreover, so that in a fixed chart with
coordinates x on Zˆ (and after a possible re-numbering), 〈fˆj〉 is gener-
ated by fˆj1 and fˆj1 = x
αjhj , where hj is holomorphic and non-zero.
We then have
|fˆj|
2 = |fˆj1|
2ξj, uˆ
j
kj
= vj/fˆ
kj
j1 ,
where ξj is smooth and positive and v
j is a smooth (bundle valued)
form. We thus get
∂¯χj(|fˆj|
2/ǫj) = χ˜j(|fˆj|
2/ǫj)
(
d
¯ˆ
fj1
¯ˆ
fj1
+
∂¯ξj
ξj
)
,
where χ˜j(t) = tχ
′
j(t), and
∂¯|fˆj|
2λj = λj |fˆj|
2λj
(
d
¯ˆ
fj1
¯ˆ
fj1
+
∂¯ξj
ξj
)
.
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It follows that I(ǫ) and Γ(λ) are finite sums of integrals which we
without loss of generality can assume to be of the form
(19) ±
∫
Cnx
p∏
1
χ˜ǫj
q∏
p+1
χǫj
m∧
1
d
¯ˆ
fj1
¯ˆ
fj1
∧
p∧
m+1
∂¯ξj
ξj
∧
q∧
1
vj
fˆ
kj
j1
∧ ϕρ,
(20) ± λ1 · · ·λp
∫
Cnx
q∏
1
|fˆj|
2λj
m∧
1
d
¯ˆ
fj1
¯ˆ
fj1
∧
p∧
m+1
∂¯ξj
ξj
∧
q∧
1
vj
fˆ
kj
j1
∧ ϕρ,
where ρ is a cutoff function.
Recall that fˆj1 = x
αjhj and let µ be the number of vectors in a max-
imal linearly independent subset of {α1, . . . , αm}; say that α1, . . . , αµ
are linearly independent. We then can define new holomorphic coordi-
nates (still denoted by x) so that fˆj1 = x
αj , j = 1, . . . , µ, see [23, p. 46]
for details. Then we get
m∧
1
dfˆj1 =
µ∧
1
dxαj ∧
m∧
µ+1
(xαjdhj + hjdx
αj )(21)
= x
∑m
µ+1 αj
µ∧
1
dxαj ∧
m∧
µ+1
dhj,
where the last equality follows because dxα1 ∧ · · · ∧ dxαµ ∧ dxαj = 0,
µ + 1 ≤ j ≤ m, since α1, . . . , αµ, αj are linearly dependent. From the
beginning we could also have assumed that ϕ = ϕ1∧ϕ2, where ϕ1 is an
anti-holomorphic (n−
∑q
1 kj + q− p)-form and ϕ2 is a (bundle valued)
(n, 0)-test form on Z. We now define
Φ =
m∧
µ+1
dh¯j
h¯j
∧
p∧
m+1
∂¯ξj
ξj
∧
q∧
1
vj ∧ ϕˆ1.
Using (21) we can now write (19) and (20) as
(22) ±
∫
Cnx
∏p
1 χ˜
ǫ
j
∏q
p+1 χ
ǫ
j∏q
1 fˆ
kj
j1
dx¯α1
x¯α1
∧ · · · ∧
dx¯αµ
x¯αµ
∧ Φ ∧ ϕˆ2ρ,
(23) ± λ1 · · ·λp
∫
Cnx
∏q
1 |fˆj |
2λj∏q
1 fˆ
kj
j1
dx¯α1
x¯α1
∧ · · · ∧
dx¯αµ
x¯αµ
∧ Φ ∧ ϕˆ2ρ.
Lemma 19. Let K = {i; xi
∣∣xαj , some p + 1 ≤ j ≤ q}. For any fixed
r ∈ N, one can replace Φ in (22) and (23) by
Φ′ := Φ−
∑
J⊆K
(−1)|J |
r+1∑
k1,...,k|J|=0
∂|k|Φ
∂xkJ
∣∣∣∣
xJ=0
xkJ
k!
without affecting the integrals. Moreover, for any I ⊆ K, we have that
Φ′ ∧ Λi∈I(dx¯i/x¯i) is C
r-smooth.
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We replace Φ by Φ′ in (22) and (23) and we write d = dK + dKc ,
where dK differentiates with respect to the variables xi, x¯i for i ∈ K
and dKc differentiates with respect to the rest. Then we can write
(dx¯α1/x¯α1)∧· · ·∧ (dx¯αµ/x¯αµ)∧Φ′ as a sum of terms, which we without
loss of generality can assume to be of the form
dKcx¯
α1
x¯α1
∧ · · · ∧
dKcx¯
αν
x¯αν
∧
dKx¯
αν+1
x¯αν+1
∧ · · · ∧
dKx¯
αµ
x¯αµ
∧ Φ′
=
dKcx¯
α1
x¯α1
∧ · · · ∧
dKcx¯
αν
x¯αν
∧ Φ′′ ∧ dx¯K,
where Φ′′ is Cr-smooth and of bidegree (0, n− ν−|K|) (possibly, Φ′′ =
0). Thus, (22) and (23) are finite sums of of integrals of the following
type
(24)
∫
Cnx
∏p
1 χ˜
ǫ
j
∏q
p+1 χ
ǫ
j∏q
1 fˆ
kj
j1
dx¯α1
x¯α1
∧ · · · ∧
dx¯αν
x¯αν
∧ ψ ∧ dx¯K ∧ dx,
(25) λ1 · · ·λp
∫
Cnx
∏q
1 |fˆj|
2λj∏q
1 fˆ
kj
j1
dx¯α1
x¯α1
∧ · · · ∧
dx¯αν
x¯αν
∧ ψ ∧ dx¯K ∧ dx,
where ψ is Cr-smooth and compactly supported.
We now first finish the proof of Proposition 18. First of all, it is well
known that Γ(λ) has a meromorphic continuation to Cq. We have
dx¯α1
x¯α1
∧ · · · ∧
dx¯αν
x¯αν
∧ dx¯K =
∑
|I|=ν
I⊆Kc
CI
dx¯I
x¯I
∧ dx¯K.
Let us assume that I = {1, . . . , ν} ⊆ Kc and consider the contribution
to (25) corresponding to this subset. This contribution equals
(26) CIλ1 · · ·λp
∫
Cnx
|x
∑q
1
λjαj |2
x
∑q
1
kjαj
ν∧
1
dx¯j
x¯j
∧Ψ(λ, x) ∧ dx¯K ∧ dx
=
CI
∏p
1 λj∏ν
i=1(
∑q
1 λjαji)
∫
Cnx
∧ν
i=1 ∂¯|xi|
2
∑q
1
λjαji
∏n
i=ν+1 |xi|
2
∑q
1
λjαji
x
∑q
1
kjαj
∧
∧Ψ(λ, x) ∧ dx¯K ∧ dx,
where Ψ(λ, x) = ψ(x)
∏q
1(ξ
λj
j /h
kj
j ). It is well known (and not hard to
prove, e.g., by integrations by parts as in [1], Lemma 2.1) that the
integral on the right-hand side of (26) has an analytic continuation in
λ to a neighborhood of ∩q1{Re λj ≥ 0}. (We thus choose r in Lemma
19 large enough so that we can integrate by parts.) If p = 0, then
the coefficient in front of the integral is to be interpreted as 1 and
Proposition 18 follows in this case. For p > 0, we see that the poles of
(26), and consequently of Γ(λ), in a neighborhood of ∩q1{Re λj ≥ 0} are
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along hyperplanes of the form 0 =
∑q
1 λjαji, 1 ≤ i ≤ ν. But if j > p
and i ≤ ν, then αji = 0 since {1, . . . , ν} ⊆ K
c = {i; xi ∤ x
αj , ∀j =
p + 1, . . . , q}. Thus, the hyperplanes are of the form 0 =
∑p
1 λjαji
and Proposition 18 is proved except for the statement that at least
for two j:s, the αji are non-zero. However, we see from (26) that if
for some i we have αji = 0 for all j but one, then the appearing λj
in the denominator will be canceled by the numerator. Moreover, we
may assume that the constant CI = det(αji)1≤i,j≤ν is non-zero which
implies that we cannot have any λ2j in the denominator.
We now prove Proposition 17. Consider (24). We have that α1, . . . , αν
are linearly independent so we may assume that A = (αij)1≤i,j≤ν is in-
vertible with inverse B = (bij). We make the non-holomorphic change
of variables (13), where the “q” of (13) now should be understood as
ν. Then we get xαj = yαjηj , where ηj > 0 and smooth and η
2
j = 1/ξj,
j = 1, . . . , ν. Hence, |fˆj|
2 = |yαj |2, j = 1, . . . , ν. Expressed in the
y-coordinates we get that Λν1(dx¯
αj/x¯αj ) ∧ ψ ∧ dx¯K ∧ dx is a finite sum
of terms of the form
(27)
dy¯α1
y¯α1
∧ · · · ∧
dy¯αν′
y¯αν′
∧ y¯K′ dy¯K′′ ∧ ψ1,
where ν ′ ≤ ν, ψ1 is a C
r-smooth compactly supported form, and K′
and K′′ are disjoint sets such that K′ ∪ K′′ = K. In order to give a
contribution to (24) we see that ψ1 must contain dy. In (27) we write
d = dK+dKc , and arguing as we did immediately after Lemma 19, (27)
is a finite sum of terms of the form
dy¯α1
y¯α1
∧ · · · ∧
dy¯αν′′
y¯αν′′
∧ ψ2 ∧ dy¯K ∧ dy,
where ν ′′ ≤ ν and ψ2 is C
r-smooth and compactly supported. With
abuse of notation we thus have that (24) is a finite sum of integrals of
the form
(28)
∫
Cnx
∏p
1 χ˜
ǫ
j
∏q
p+1 χ
ǫ
j∏q
1 fˆ
kj
j1
dy¯α1
y¯α1
∧ · · · ∧
dy¯αν
y¯αν
∧ ψ ∧ dy¯K ∧ dy
=
∫
Cnx
∧ν
1 dχ
ǫ
j
∏p
ν+1 χ˜
ǫ
j
∏q
p+1 χ
ǫ
j
y
∑q
1
kjαj
∧Ψ ∧ dy¯K ∧ dy,
where Ψ is a Cr-smooth compactly supported (n− |K| − ν)-form; the
equality follows since χǫj = χj(|y
αj |2/ǫj), j = 1, . . . , ν. Now, (28) is
essentially equal to equation (24) of [16] and the proof of Proposition
17 is concluded as in the proof of Proposition 8 in [16]. 
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Proof of Lemma 19. The proof is similar to the proof of Lemma 9 in
[16] but some modifications have to be done. First, it is easy to check by
induction over |K| that Φ′ ∧ Λi∈I(dx¯i/x¯i) is C
r-smooth for any I ⊆ K;
for |K| = 1 this is just Taylor’s formula for forms. It thus suffices to
show that
dx¯α1 ∧ · · · ∧ dx¯αµ ∧
∂|k|Φ
∂xkI
∣∣∣∣
xI=0
= 0, ∀I ⊆ K, k = (ki1 , . . . , ki|I|).
To show this, fix an I ⊆ K and let L = {j; xi ∤ x
αj ∀i ∈ I}. Say for
simplicity that
L = {1, . . . , µ′, µ+ 1, . . . , m′, m+ 1, . . . , p′, p+ 1, . . . , q′},
where µ′ ≤ µ, m′ ≤ m, p′ ≤ p, and q′ < q. The fact that q′ < q follows
from the definitions of K, I, and L.
Consider, on the base variety Z, the smooth form
F =
µ′∧
1
df¯j1
m′∧
µ+1
df¯j1
p′∧
m+1
(|fj1|
2∂¯|fj|
2 − ∂¯|fj1|
2|fj|
2)
∧
j∈L
|fj|
2kjujkj ∧ ϕ1.
It has bidegree (0, n−
∑
j∈Lc kj + q− q
′) so F has a vanishing pullback
to ∩j∈Lc{fj = 0} since this set has dimension n −
∑
j∈Lc ej < n −∑
j∈Lc kj+q−q
′ by our assumption about complete intersection. Thus,
Fˆ has a vanishing pullback to {xI = 0} ⊆ ∩j∈Lc{fˆj = 0}. In fact, this
argument shows that
(29) Fˆ =
∑
φj,
where the φj are smooth linearly independent forms such that each φj
is divisible by x¯i or dx¯i for some i ∈ I. (It is the pull-back to {xI = 0}
of the anti-holomorphic differentials of Fˆ that vanishes.) For the rest
of the proof we let
∑
φj denote such expressions and we note that they
are invariant under holomorphic differential operators. Computing Fˆ
we get
Fˆ =
p′∏
m+1
|fˆj1|
4
∏
j∈L
|fˆj|
2kj
fˆ
kj
j1
µ′∧
1
dx¯αj
m′∧
µ+1
d(x¯αj h¯j)
p′∧
m+1
∂¯ξj
∧
j∈L
vj ∧ ϕˆ1.
The “coefficient”
∏p′
m+1 |fˆj1|
4
∏
j∈L(|fˆj|
2kj/fˆ
kj
j1 ) does not contain any x¯i
with i ∈ I so we may divide (29) by it (recall that the φj are linearly
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independent) and we obtain
∑
φj =
µ′∧
1
dx¯αj
m′∧
µ+1
d(x¯αj h¯j)
p′∧
m+1
∂¯ξj
∧
j∈L
vj ∧ ϕˆ1
=
m′∏
µ+1
x¯αj
µ′∧
1
dx¯αj
m′∧
µ+1
dh¯j
p′∧
m+1
∂¯ξj
∧
j∈L
vj ∧ ϕˆ1
+
µ′∧
1
dx¯αj ∧
m′∑
µ+1
dx¯αj ∧ τj
for some τj . We multiply this equality with
m∧
m′+1
dh¯j
p∧
p′+1
∂¯ξj
∧
j∈Lc
vj/
(
m∏
µ+1
h¯j
p∏
m+1
ξj
)
and get
m′∏
µ+1
x¯αj
µ′∧
1
dx¯αj ∧ Φ+
µ′∧
1
dx¯αj ∧
m′∑
µ+1
dx¯αj ∧ τj =
∑
φj
for some new τj . We apply the operator ∂
|k|/∂xkI to this equality and
then we pull back to {xI = 0}, which makes the right-hand side van-
ish; (we construe however the result in Cnx). Finally, taking the exterior
product with Λµµ′+1dx¯
αj , which will make each term in under the sum-
mation sign on the left-hand side vanish, we arrive at
m′∏
µ+1
x¯αj
µ∧
1
dx¯αj ∧
∂|k|Φ
∂xkI
∣∣
xI=0
= 0
and we are done. 
Acknowledgments
We would like to thank the anonymous referee for valuable comments
regarding the presentation of the article.
References
[1] M. Andersson: Residue currents and ideals of holomorphic functions, Bull.
Sci. Math. 128 (2004), 481–512.
[2] M. Andersson: Explicit versions of the Briançon-Skoda theorem with vari-
ations, Michigan Math. J. 54 (2006), no. 2, 361–373.
[3] M. Andersson: A residue criterion for strong holomorphicity, Ark. Mat.
48 (2010), 1–15.
[4] M. Andersson, H. Samuelsson: Weighted Koppelman formulas and the
∂¯-equation on an analytic space, J. Funct. Anal. 261 (2011), 777–802.
22 RICHARD LÄRKÄNG & HÅKAN SAMUELSSON KALM
[5] M. Andersson, H. Samuelsson: A Dolbeault-Grothendieck lemma on
complex spaces via Koppelman formulas, Invent. Math. 190 (2012), no. 2,
261–297.
[6] M. Andersson, H. Samuelsson, E. Wulcan, A. Yger: Nonproper in-
tersection theory and positive currents I, local aspects, Preprint, Göteborg,
available at arXiv:1009.2458 [math.CV, math.AG].
[7] M. Andersson, E. Wulcan: Decomposition of residue currents, J. Reine
Angew. Math. 638 (2010), 103–118.
[8] M. F. Atiyah: Resolution of singularities and division of distributions,
Comm. Pure Appl. Math. 23 (1970) 145–150.
[9] D. Barlet, H-M. Maire: Asymptotic expansion of complex integrals via
Mellin transform, J. Funct. Anal. 83 (1989), no. 2, 233–257.
[10] C. A. Berenstein, R. Gay, A. Vidras, A. Yger: Residue currents and
Bezout identities, Progr. Math. vol. 114, Birkhäuser, Basel, 1993.
[11] C. A. Berenstein, R. Gay, A. Yger: Analytic continuation of currents
and division problems, Forum Math. 1 (1989), no. 1, 15–51.
[12] C. A. Berenstein, A. Yger: Green currents and analytic continuation,
J. Anal. Math. 75 (1998), 1–50.
[13] B. Berndtsson, M. Passare: Integral formulas and an explicit version of
the fundamental principle, J. Funct. Anal. 84 (1989), no. 2, 358–372.
[14] I. N. Bernstein, S. I. Gel’fand: Meromorphic property of the functions
Pλ, Functional Anal. Appl. 3 (1969) 68–69.
[15] J.-E. Björk: Residues and D-modules, The legacy of Niels Henrik Abel,
605–651, Springer, Berlin, 2004.
[16] J.-E. Björk, H. Samuelsson: Regularizations of residue currents, J. Reine
Angew. Math. 649 (2010), 33–54.
[17] N.R. Coleff, M. E. Herrera: Les courants rèsiduels associés à une forme
meromorphe, Lecture Notes in Mathematics, 633, Springer, Berlin, 1978.
[18] A. Dickenstein, C. Sessa: Canonical representatives in moderate coho-
mology, Inventiones Math. 80 (1985) 417-434.
[19] G. Henkin, P. Polyakov: The Grothendieck-Dolbeault lemma for complete
intersections, C. R. Acad. Sci. Paris Sér. I Math. 308 (1989), no. 13, 405–409.
[20] M. Herrera, D. Lieberman: Residues and Principal Values on Complex
Spaces, Math. Ann. 194 (1971) 259-294.
[21] H. Hironaka: Desingularization of complex-analytic varieties, Actes, Con-
grès Intern. Math., 1970. Tome 2, 627–631.
[22] R. Lärkäng: Residue currents associated with weakly holomorphic func-
tions, Ark. Mat. 50 (2012), no. 1, 135–164.
[23] M. Passare: A calculus for meromorphic currents, J. Reine Angew. Math.
392 (1988) 37-56.
[24] M. Passare: Residues, currents, and their relation to ideals of holomorphic
functions, Math. Scand. 62 (1988) 75–152.
[25] M. Passare: Courants méromorphes et égalité de la valeur principale et de
la partie finie. (French) , Lecture Notes in Math., 1295, Springer, Berlin,
1987, pp. 157–166.
[26] M. Passare, A. Tsikh: Defining the residue of a complete intersection,
Complex analysis, harmonic analysis and applications (Bordeaux, 1995),
250–267, Pitman Res. Notes Math. Ser., 347, Longman, Harlow, 1996.
[27] M. Passare, A. Tsikh: Residue integrals and their Mellin transforms,
Canad. J. Math. 47 (1995), no. 5, 1037–1050.
PRODUCTS OF RESIDUE CURRENTS 23
[28] M. Passare, A. Tsikh, A. Yger: Residue currents of the Bochner-
Martinelli type, Publ. Mat. 44 (2000) 85-117.
[29] H. Samuelsson: Regularizations of products of residue and principal value
currents, J. Funct. Anal, 239(2) (2006), 566–593.
[30] H. Samuelsson: Analytic continuation of residue currents, Ark. Mat. 47
(2009) 127–141.
[31] A. Tsikh: Multidimensional residues and their applications, Translations
of Mathematical Monographs, 103. American Mathematical Society, Provi-
dence, RI, 1992.
[32] E. Wulcan: Products of residue currents of Cauchy-Fantappiè-Leray type,
Ark. Mat. 45 (2007) 157–178.
[33] A. Yger: Formules de division et prolongement méromorphe, Séminaire
d’Analyse P. Lelong – P. Dolbeault – H. Skoda, Années 1985/1986, Lecture
Notes in Math. vol. 1295, Springer, Berlin, 1987, 226–283.
R. Lärkäng, H. Samuelsson, Department of Mathematical Sciences,
Division of Mathematics, University of Gothenburg and Chalmers Uni-
versity of Technology, SE-412 96 Göteborg, Sweden
E-mail address : larkang@chalmers.se, hasam@chalmers.se
