We develop a non-parametric method of nonlinear prediction based on adaptive partitioning of the phase space associated with the process. The partitioning method is implemented with a recursive tree-structured vector quantization algorithm which successively refines the partition by binary splitting where the splitting threshold is determined by a penalized maximum entropy criterion. A complexity penalty is derived and applied to protect against high statistical variability of the predictor structure. We establish an important relation between our tree-structured model for the process and generalized non-linear thresholded AR model (ART). We illustrate our method for two cases where classical linear prediction is ineffective: a chaotic "doublescroll" signal measured at the output of a Chua-type electronic circuit, and a simulated second order ART model.
INTRODUCTION
Tree-based models were first introduced as a non-parametric exploratory data analysis technique for non-additive statistical models [I] . The tree-based model represents the data in a hierarchical structure where the leaves of the tree induce a non-uniform partition of the data space. Each leaf can be labeled by a scalar or vector value of a one-step predictor, a non-linear response variable, or a multi-variable quantizer output. Once a cost-complexity metric is specSed, the tree can then be recursively grown to efficiently perform particular tasks such as non-linear prediction, pattern classification, and vector quantization (VQ) [2,3]. The tree-based approach has the several attractive features. Unlike likelihood approaches no parametric model is required, however if one is available it can be incorporated into the tree structure as a constraint. Furthermore, unlike higher order moment approaches a tree model is stable even in the case of heavy tailed densities. Finally, unlike moment-based methods the performance of the optimal decision tree is invariant with respect to monotonic non-linear transforms of the data. This paper presents an approach to tree structured signal modeling and prediction based on a maximum entropy recursive partitioning of the signal phase space and the 10-cal singular value decomposition (SVD). We 
DESCRIPTION OF TREE-BASED APPROACH
Let { X ( k ) } be a stationary random process and let P denote the underlying probability measure. 
is a quantization of X ( k ) and the discrete probability dis-
This theoretical histogram is the most complete statistical model of the quantized phase trajectories and can be used to perform optimal non-linear prediction, process classification, and other statistical tasks. For example, the well known minimum mean-squared error predictor of the quan- 
where, for a scalar sequence 2 1 , . . . , zn, the sample median is a point such that roughly half of the iterates fall to the left and half to the right: and ~( 1 1 , . . . , z (~) denotes the rank ordered sequence.
Under the assumption that the n scalars { g T X ( k ) : -X ( k ) E A,}?=~ are conditionally i.i.d. with common continuous pdf fZlrJ, the sample median is an asymptotically unbiased and consistent estimator of the theoretical median T3, which is the half mass point of the marginal cumulative distribution function, and it has an asymptotic normal distribution It can be shown [8] that the median splitting rule has a strong optimality property among binary splitting rules: for large N it maximizes the conditional entropy of the quantized phase space. Furthermore, the rule is optimal in the We use the approximate variance expression where n is number of points falling into the parent node, to obtain a stopping rule for terminating a node: the size of each partition element must be greater than c d a where c > 1. This stopping rule ensures that the variance of the binary threshold TI does not exceed three times the width of each quantization cell and thus constrains the complexity of the tree. It is simple to show that this leads to the following simple stopping rule: terminate the node if the number of points n in its partition is less than c 2*. This guarantees that the number of terminal nodes of the final tree will be significantly less than the total number of data points N . In the simulations below we used c = 2. The final tree determines a partition of the phase-space which is described by the set of leaves (terminal cells) of the tree T I , . . . , AL, t o e t h e r with the empirical histogram (cell occupancy rate): PX ( x 3 ) = N , , / N , where N., is the number of samples {~( k ) } k N ,~ which fall into leaf T,.
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RELATION TO ART MODELS VIA THE SVD
Let Xn+l = Fxn(Xn) + E,, be the sampled form of a pdimensional dynamical system equation. Fx, depicts the dynamical behavior of the system when the state vector has value X,, that is F may be state-dependent. E can be regarded as a realization of an observation noise or as a based on the "training set" X n , l 5 n 5 N which creates cells in the phase space 7Lp for which the distribution of the realizations of the state vector have been estimated to be uniform. As described in the previous section the tree growing procedure is based on partitioning the phase space into rectangles until the distributions of points within each cell are close to uniformly distributed, i.e. separable into p piecewise constant marginal distributions. We perform a local recursive orthogonalization of the data prior to node splitting in order to produce trees with fewer leaves. Define the deterministic state perturbation. We first construct a tree 
E X A M P L E S
First we illustrate a tree-based one step forward quantized prediction (as described in section 3) for chaotic time series. A voltage signal was digitized from the output of a double scroll electronic circuit from the Chua family. We chose an embedding dimension p = 4 to generate the phase Figure 2 shows results which indicate that our tree based method performs as well as the popular but more complicated nearest neighbor prediction methods. Second we consider doing non-linear prediction for the thresholded AR (ART) model given by the equation
A tree was grown in a 3-dimensional reconstructed phase space, from a training series of 4000 points. Figure 3 shows a representation of the final tree. Notice that the tree only contains two leaves and one internal node which almost perfectly separates the phase space into its two constituent linear AR process models. In figure 4 , we show results of using the tree of Figure 3 for one-step forward prediction. A classification procedure was performed to determine to which leaf a given time sample ~( k )
of the phase trajectory belongs and we then performed optimal prediction using the estimated AR(3) model for this leaf. By concatenating the coefficients of the estimated AR model into a 3-element vector A and plotting the vectors of coefficient estimates in IRp we see from Figure 5 that the two models are well identified by the prediction tree. In Figure 5 the amplitude of each vector is plotted proportionally to the estimated cell occupancy probability associated with each leaf. 
