Drifting lines that are not orthogonal to their direction of motion appear to travel more slowly than those that are, resulting in a 'speed reduction' illusion. It has been shown that several factors affect the strength of this illusion such as the angle of tilt, the stimulus contrast and the line length [Castet, Lorenceau, Shiffrar, & Bonnet, Vision Research 33 (1993) 1921-1936. We show here that the illusion is also affected strongly by other factors, notably the spatial arrangement of multi-element displays and whether there is a random component to the image motion. An array of short lines that are co-linear is processed in a manner similar to a continuous long line, whereas the same array distributed randomly in space is treated by the visual system as a group of independent short lines. Random variation of the length or position of a line as it is drifting abolishes the speed reduction illusion completely. The data indicate that even for simple stimuli, vector summation of local motion components with velocity signals arising at the line ends cannot, on its own, account for perceived speed.
Introduction
The primary input to the primate visual motion system is a spatially distributed ensemble of one-dimensional signals (Hubel & Wiesel, 1968) . These signals must then be combined in some manner in order to disambiguate the many mutually incompatible motion vectors that can arise in a retinal image. It is widely assumed that the one-dimensional signals emerge in area V1 (Hubel & Wiesel) whilst their combination is presumed to take place in visual area MT/V5 (Movshon, Adelson, Gizzi, & Newsome, 1986; Rodman & Albright, 1989; Albright, 1992 ).
An influential combinatorial rule is the Intersectionof-Constraints (IOC) scheme, which is also characterised by an hierarchy of processing (Fennema & Thompson, 1979; Adelson & Movshon, 1982) . Here, one-dimensional signals (e.g. arising from the individual components of more complex images such as plaids) are detected independently, and then combined to yield a single signed vector which is the basis for the perceptual outcome. The one-dimensional signals are ambiguous and could represent a range of possible solutions. The final velocity vector is derived from the unique solution that satisfies the constraints of all of the one-dimensional possibilities. Other biologically plausible models similarly involve the decomposition of the image into an array of spatio-temporal components as the first stage of processing, only in these cases pattern speed is computed on the basis of that which is most consistent with the overall motion energy (e.g. Adelson & Bergen, 1985; Watson & Ahumada, 1985; Heeger, 1987; Grzywacz & Yuille, 1991) .
Not all integration models possess the cross-directional interconnectivity between the primary and secondary mechanisms that characterises the IOC and spatio-temporal integration schemes (Wilson, Ferrera, & Yo, 1992; Smith, Snowden, & Milne, 1994; Lu & Sperling, 1995) . Wilson et al. (1992) propose a model which involves weighted summation of so-called 'Fourier' and 'non-Fourier' inputs to estimate pattern motion, whereas other authors have favoured a scheme that involves three motion detection mechanisms, two of which are based directly on image intensity analysis and the third on feature tracking Lu & Sperling, 1995; Sperling & Lu, 1998) .
Mechanisms such as those which apply a logical AND rule to the inputs (Movshon et al., 1986) will produce a formal solution to the IOC by rigorously defining the speed and direction of the point of intersection of the two projection fields. In the same way a winner-takes-all mechanism, which maximally activates neurones receiving the most input and which suppresses those receiving less input, can also be constructed to produce the formal IOC solution (Bulthoff, Little, & Poggio, 1989) . However, both of these models assume that units with non-maximal input have no direct influence on the motion computation, which seems unlikely. An alternative is a form of signal summation that might involve a weighted average over a population of active neurones. This is particularly attractive because of the small number of underlying assumptions that are required, and the relatively close relationship between the hypothetical mechanisms from which the model is constructed and the known physiology of the early visual system.
A model of this type has been developed by Castet, Lorenceau, Shiffrar, and Bonnet (1993) to explain the apparent reduction in the perceived speed of a moving line as it is tilted from an orientation orthogonal to its direction of motion. This 'speed reduction illusion' bears some similarity to the apparent change in the direction of motion that can be induced by a similar tilt, reported by Lorenceau, Shiffrar, Wells, and Castet (1993) . The illusion also increases as the angle of tilt is increased, is greater for long than for short lines, and is most noticeable at low contrasts. Castet et al. proposed a model to explain their data which is based on vector summation of two types of motion signal. One type of motion signal is derived from small, spatially localised units that extract an estimate of velocity in a direction orthogonal to the local contour. Different neural mechanisms extract a second signal which is derived from the motion of the ends of the line (referred to here as the 'terminators'). Of course, for targets that are orthogonal to the direction of displacement, these two motion signals will be identical in both direction and magnitude. However, for tilted lines the 'local' units will systematically underestimate the true velocity by an amount that varies with the cosine of the angle of inclination, whereas the signal that arises from the terminators will always be veridical. The underestimation of velocity by the local units can be taken to be an expression of the 'aperture problem' described by Wallach (1976) .
In the Castet et al. model the two different motion signals are combined by a form of weighted vector summation. The weight for the signal arising from the 'local' motion units is assumed to be a simple function of the total number of units responding, and therefore is dependent on line length. The actual signal itself is reduced by tilting the stimulus and is thus a linear function of the cosine of the angle by which it departs from orthogonal. Overall, then, the local vector contribution to the summation is a function of two parameters. The weighting of the motion signal arising from the line ends ('terminators') is more complex. The experimental evidence that was presented suggests that the main factor that determines the weight is stimulus contrast. Appropriate combination of the two weighted vectors yields a uni-dimensional quantity that corresponds to the perceived speed (symbols in bold indicate vector quantities):
where V A is the average velocity vector, V L is the 'local' velocity vector, V T is that component vector arising from the terminators, and h and i are weighting coefficients constrained such that h+i= 1. Castet et al. showed that expansion of Eq. (1), and solving for amplitude rather than vector quantities, yields an expression that defines the ratio of the apparent to the true speed, which can then be compared to experimental data obtained with targets of differing inclination:
where V A is the final perceived speed, V T is the true speed (and thus the speed of the terminators), and V L is the velocity of the local component. From the experimental data presented by Castet et al. (1993) , the apparent speed is taken to be that of the comparison stimulus V C , and the true speed to be that of the standard stimulus V S . The experiments we report here aimed to test the model expressed by Eq. (2) in two ways. First, the number of terminators was manipulated as an independent variable by sub-dividing a long line into smaller components with clearly resolved gaps between them. According to the model, increasing the number of terminators in this way reduces the magnitude of the speed reduction illusion by, in effect, changing the i coefficient. Second, the terminator signal was perturbed by introducing random variation of line length or position. Again, according to the model, the speed illusion would be enhanced because the terminator signal (V T ) is no longer perfectly correlated with the true motion direction. The data are not consistent with either of these simple predictions.
General methods

Apparatus and stimuli
The stimuli were thin bright lines, superimposed on a uniform grey background. They were displayed on a monochrome monitor, connected to a Sun IPX Sparc workstation. The monitor screen was calibrated with a Tektronix J16 digital photometer and had a mean luminance of 33 cd m − 2 . An opaque, matte black mask was fixed to the front of the monitor. This mask contained a circular aperture that subtended 15°at the viewing distance of approximately 57 cm. The aperture was centred on a small dot that served as a fixation point. The line stimuli were 3.5 arc min wide approximately. Their length, number, and spatio-temporal arrangement were varied as required by the design of the different experiments. Image contrast was defined as
, where L max was the luminance of the line, and L mean was the background luminance of the screen. Testing was conducted in a dimly lit experimental chamber, with binocular viewing through natural pupils. The subject's head was not restrained, but all subjects were instructed to maintain accurate fixation and a steady head posture throughout each trial.
Procedures
The different experiments all employed essentially the same psychophysical task, namely the estimation by a matching method of the apparent speed of an inclined line moving at constant velocity. The speed of a vertical line was adjusted until the vertical and inclined lines appeared to drift at the same rate.
The adjustment of velocity was implemented by a two-interval, two-alternative forced-choice method combined with random, double interleaving of two independent staircases (Cornsweet, 1962; Wetherill & Levitt, 1965) . A trial comprised two stimulus intervals. One interval, selected at random, contained the tilted line drifting at 2.1°s − 1 (the 'standard'), and the other contained the vertical ('comparison') stimulus. The stimulus interval was nominally set at 1500 ms, and the axis of drift, irrespective of line orientation, was always horizontal. The direction (left-to-right, or right-to-left) was varied at random from presentation to presentation.
The task of the observer was to decide whether the stimulus that was presented in the second interval was drifting more rapidly or less rapidly than that in the first interval. The decision was communicated to the computer by one of two possible button presses on a hand-held response box (the computer 'mouse'). The velocity of the 'comparison' stimulus was adjusted appropriately on the basis of this response with a staircase step-size of 10% of the current velocity. Two such staircases were run concurrently, with the computer selecting at random which staircase regime would be used on any given trial. Testing was continued until the criterion of a minimum of six reversals on both staircases had been reached. The matching velocity for that session was then defined as the mean of the reversal points from both staircases.
2 Five separate threshold estimates were obtained in this manner for each condition, spread over different sessions of testing. The mean of these five estimates was taken to be the final velocity match. Velocity estimates are therefore based on a minimum of 60 staircase reversal points. The order of testing for the different experimental conditions was randomised independently for each observer.
It has been shown elsewhere that velocity discrimination can be mediated by cues other than image speed, such as display duration and distance traversed (e.g. McKee, 1981) . In the present study we reduced the potential utility of these cues by varying at random the starting point of each stimulus sweep within a range of 25% of the total transit, and the duration by 25% of the median value.
Obser6ers
Eight subjects in total were used in the experiments, although not all eight experienced every condition. One of the observers was one of the authors (KCSB). The other author (DWH) was tested in most of the pilot trials. Observers other than the authors were naive with regard to the purpose of the experiments. All were professionally refracted and had normal or correctedto-normal vision with no residual refractive error greater than 0.25 diopter on either the spherical or cylindrical meridians.
2 There is a critical difference between the methods that we have employed here, and those used by Castet et al. (1993) . In the Castet et al. experiment, the 'comparison' target was the tilted line, and it was the speed of this that was altered so that it matched the speed of a vertical line drifting at a constant rate. In essence this then becomes a nulling technique. The apparent reduction in speed is counteracted by a change in the true velocity. In contrast, our procedure adjusted the speed of a vertical line until it appeared to be drifting at the same rate as the experimental target. We have several concerns regarding the nulling method used by Castet et al. as a technique for estimating the strength of an illusion. First, it assumes linearity, although there is no reason to assume that the strength of the illusion would remain the same as true speed was increased. Second, it assumes that a change in true speed can be used to cancel an illusory reduction in velocity. There is no evidence to support this assumption, and indeed in the case of the movement-after-effect (MAE) it is usually difficult, and in many cases impossible, to null the MAE with a physical displacement of the target in the test phase. Finally, the nulling technique only gives an indirect estimate of the apparent speed of the target. It assumes that, for example, a 10% increase in true speed exactly cancels a 10% reduction in apparent speed induced by tilting the target line. Table 1. (N =4).
Experiment 1: baseline measurements
This first experiment aimed to verify the findings of Castet et al. (1993) and in particular their discovery of the speed reduction illusion. We further sought to verify that the magnitude of the illusion was dependent on the length and contrast of the stimulus.
The apparent speed of a drifting, inclined line was estimated using the staircase procedure described above. Seven line orientations covered the range from 0°(horizontal) to 90°(vertical) and were linearly spaced on a scale of the cosine of the angle of inclination with respect to its direction of motion. This ensured even sampling of the different values of the ratio of the 'local' to 'terminator' velocities (V L /V T ) which is a central aspect of the model of Castet et al. (1993) . There were six different experimental conditions comprising the combination of three different contrasts (0.025, 0.05 and 0.1) with two different line lengths (0.33°or 'short', and 2.0°or 'long'). Testing was conducted with a randomised blocks design. The observers were KCSB and three naive observers drawn from the pool of seven. Other experimental details are as described above in Section 2. Although the raw data appeared to show a greater illusion as an inverse function of contrast, consistent with the report of Castet et al. (1993) , an analysis of co-variance indicated that this effect was not significant for either of the two model parameters (h: F(1, 10)= 2.85, P\ 0.10; i: F(1, 10)=3.83, P \ 0.05). Therefore, the data from the different contrast conditions were amalgamated before plotting.
Results
The data on line length can be described simply, and are consistent with earlier published findings. Namely, a line that is drifting in a direction parallel to its main axis (in this case a horizontal line that is travelling horizontally) appears to be moving nearly 20% slower than the same line drifting in an orthoaxial direction. This effect depends critically on line length and is much reduced for short lines. The manner in which the reduction in perceived speed is affected by the angle of inclination is compatible with a model that combines the local and terminator velocities by a weighted-average and again follows the same pattern as that found by Castet et al. (1993) .
We note that the large differences in perceived speed for othoaxial and parallel motion that we report here provide a straightforward explanation of a motion illusion devised by the artist H. Ouchi. The stimulus is a texture pattern that comprises a circular patch of vertical line segments surrounded by a background of horizontal lines. Small motions of the stimulus, or equivalently small re-fixation eye movements yield a strong impression of relative motion of the patch and background patterns. The effect is enhanced by the presence of multiple line terminators. This is precisely what would be predicted by the model of Castet et al. and is compatible with the data presented here. The lines that are, at any instant, in parallel motion are perceived as moving more slowly than those in orthoaxial motion and this difference in apparent speed is interpreted as a shearing of the patch and the background. This type of scheme has recently been modelled more formally for the Ouchi illusion by Fermü ller, Pless and Aloimonos (Fermuller, Pless, & Aloimonos, 2000) , and independently by Mather (Mather, 2000) . The analysis presented by Mather suggests that the illusion of relative motion results from differences in apparent direction of motion for the central patch and the surrounding texture. We suggest that the effect is enhanced further by differences in perceived speed.
The absence of a significant effect of contrast was somewhat unexpected, although it has to be noted that the Castet et al. experiments employed a much greater contrast range than was possible with our display. Despite this, from the data that they present, we presumed that contrast would have an effect on the terminator weighting coefficient, i and thus the size of the illusion. However, it has been shown elsewhere that contrast reduction changes the apparent speed of grating stimuli, apparent velocity increasing as contrast is reduced (Thompson, 1982) . We hypothesise that this overall effect might have masked the specific influence of contrast on the contribution of the motion signals that arise from the line terminators. Reducing the contrast would increase the apparent velocity on the basis of the contribution from the local motion detectors (V L ) whilst simultaneously altering the contribution from the terminators (V T ). For certain lengths of line these two opposing factors would fortuitously balance, presumably as in this case, with the prediction that contrast dependence would be length dependent. This issue was not explored further in the present experiment, but clearly is one that merits a more detailed investigation.
Experiment 2: co-linear versus scattered line segments
Given the above results, the question arises as to whether the apparent speed of a group of lines is dependent in any manner on their spatial arrangement. Pilot data were obtained using strips of drifting gratings rather than isolated lines. The velocity mis-match was estimated for a range of inclinations and contrasts. Interpretation of the results was complicated by the fact that the display height was controlled by a series of opaque masks, and as a consequence there was an inverse correlation between the angle of inclination and bar length. Nevertheless, the data broadly supported the findings of Castet and those derived in Experiment 1, illustrated in Fig. 1 .
In a sine-wave or square-wave grating, the line segments are adjacent. In the second experiment we used clusters of short lines and compared the effects of displaying the group of short lines in a co-linear manner (to give the appearance of a long line with evenly spaced interstices), or as a randomly distributed cluster. It is emphasised that in the 'co-linear' condition, the segregation of the short line segments was clearly visible, and the individual elements could easily be resolved by the observers under all conditions of testing. Changing the spatial arrangement of the segments self-evidently does not affect the number of terminators and therefore their contribution to the vector summation (V T ). Nor does spatial arrangement affect the total local motion signal (V L ). The prediction of the model, which is not sustained by the results, is that spatial arrangement should have no effect on the speed matching illusion.
The stimuli were clusters of six lines 0.33°long (referred to here as 'short' lines). The cluster was arranged such that the lines were either 'co-linear' with a separation of 0.25°, or displaced randomly in a direction orthogonal to their main axis, within a range of 91.0°(the 'scattered' condition). An illustration of the two arrangements is shown in Fig. 2 . Speed estimates were obtained for both spatial arrangements, with seven different angles of tilt with respect to their horizontal motion. These were, again, linearly spaced with respect to the cosine of the angle of inclination to the direction of motion and were the same as those used in the baseline study. The observers were KCSB and three naive observers drawn from the observer pool.
Results
The results are illustrated in Fig. 3 . The co-linear (filled symbols) and scattered targets (open symbols) had the same overall length and the same number of terminators. They nevertheless yielded quite different results. The illusion is greater in the 'co-linear' than in the 'scattered' condition, and approaches that obtained with a continuous, long line. This is emphasised in Fig.  4 . Here we plot the best-fitting model curves for the short, long, co-linear and scattered lines from Figs. 1 and 2, using the parameters tabulated in Table 1 . The data points on which the model curves are based have been excluded for clarity. The Figures and the tabulated parameters emphasise the fact that although the co-linear segments are completely resolvable to the observers, the overall display behaves in a way that approaches that of a continuous line of equivalent length. The agreement is not perfect as the speed reduction illusion is slightly lower for the co-linear than the continuous line conditions. A possible explanation of this is that the contribution of the mechanisms that signal the local motion component (and which are responsible for the illusory reduction in speed) is reduced in the region of the terminators. In the current experiment this would imply that segmented lines are not truly 'equivalent' in length to a continuous line whose length is the sum of the individual elements. Despite this, the main conclusion that we draw is that, in its present form, the model of Castet et al. is too simple to accurately predict the effect of manipulating the numbers of terminators, as it ignores their spatial arrangement.
Experiment 3: the effect of gap-size on perceived speed
The argument developed above was that co-linearity is a factor in determining the perceived speed of a group of line segments. This could be because image motion is encoded by a mechanism that is either tuned to low spatial frequencies or is low-pass for spatial frequency (Morgan, 1992) . A mechanism with these spatial characteristics would therefore fail to resolve the gaps in the stimuli used in the present study. The observer might be able to resolve the spatial arrangement of the display, but the motion system might not. This hypothesis is consistent with the assumption that it is the magnocellular pathway in the visual hierarchy, characterised by large receptive fields, that is the predominant route for motion signals (Merigan, Byrne, & Maunsell, 1991) . To test this possibility, we extended Experiment 2 to include a range of co-linear displays with different gap sizes (0.25, 0.5, 0.75 and 1.0°). In addition, testing was conducted with a series of continuous lines that matched the overall angular subtense of the segmented display (4.5, 5.75 and 7.0°). We anticipated that if spatial filtering were the explanation of the differences in the strength of the illusion between co-linear and scattered conditions (Experiment 2), then this difference would decrease as the size of the gaps increased. Trajectories were adjusted as required so that no stimulus crossed the fixation point. The observers, procedures and methods were as described previously.
Results
The data are shown in Fig. 5 . The format of the Figure is the same as that for Figs. 1 and 3 , with the velocity ratio of the comparison to the standard stimulus (V C /V S ) plotted as a function of the cosine of the angle of inclination of the lines. As discussed above, this corresponds to the ratio of the local velocity signal to that of the line ends or terminators (V L /V T ). The four separate panels correspond to the data obtained with the four different inter-segment distances. The reference conditions were a continuous line, 2.0°long (as in Experiment 1) and a spatially scattered condition (as in Experiment 2). For clarity the data for the reference conditions are plotted in the upper left panel The results are clear. The illusion is always greatest when the components are co-linear (although the data are somewhat noisy, particularly for the smallest gap size). Two main conclusions can be drawn. First, the dependence of perceived speed on orientation for the co-linear condition follows the same general function as that for a continuous line. This suggests strongly that the different elements in the 'scattered' condition are being processed independently and in parallel. We would predict that the velocity increment threshold would be lower for the scattered than the co-linear arrangement. There is a reduction in signal variance with summation across multiple targets due to well-established statistical principles. This variance reduction affects acuity for both spatial frequency and orientation (Heeley, 1987 (Heeley, , 1991 Heeley, Buchanan-Smith, Cromwell, & Wright, 1997) and it is reasonable to suppose that it would apply equally to perceived speed. We have not, as yet, gathered sufficient data to test fully these predictions, but there is evidence from studies that are conceptually similar to our proposal, and that employed multiple patches of drifting sinewave gratings that would support this prediction (Verghese & Stone, 1995 , 1997 .
Finally, Fig. 6 illustrates the comparison between the apparent velocity of co-linear lines and the apparent velocity of continuous lines whose length was equal to the overall size of the array. The three different panels illustrate the data for different inter-segment gaps. There is a reduction in perceived speed for the co-linear condition that is closely similar to that of a single continuous line of the same overall size. This is apparent until the overall target subtends 6.0-7.0°when the ends of the line fall outside of the para-fovea. This is Table 1 Relative weights for the best-fitting model of the type proposed by Castet et al. (1993) Fig. 3 . compatible with the model advanced by Morgan (1992) of a motion system with poor spatial resolution. In the present study it appears that the local motion signals are being extracted by receptive fields with a high spatial frequency cut-off of between 1.0 and 1.3 cyc deg − 1 , a characteristic that is reminiscent of the spatially low-pass 'transient' system described by Legge (1978) . However, a distinction has to be drawn between the spatial resolution of the motion signal per se, and the spatial frequency content of the stimulus to which the motion system may be sensitive (Morgan, Perry, & Fahle, 1997 ). An anonymous reviewer proposed an interesting extension to our present experiment, suggesting that we might employ lines that had been filtered to remove the low spatial frequency components as a test of the hypothesis advanced above that the gaps were not spatially resolved. However, as has been demonstrated by Morgan et al., this is not, in fact, the definitive test that it might appear. The gaps might not be resolved because of spatial under-sampling by filters that are themselves bandpass for medium or high spatial frequencies. Such an arrangement can be conceptualised as a spatially distributed array of Reichardt type motion mechanisms (Reichardt, 1959) , each of which is spatially bandpass but arranged such that the inter-element spacing exceeds the Nyquist limit of the individual filters.
Experiment 4: the effect of manipulating the terminator trajectory
When an inclined grating is drifted behind a rectangular aperture it gives rise to the familiar barber's pole ('barber-pole') illusion. The motion is 'illusory' because the grating is perceived as drifting as a rigid body in a direction that is parallel to the longest side of the aperture rather than in an orthoaxial direction. However, if the rectangular aperture is replaced by one that has jagged edges, the illusion disappears, and the mo- tion of grating appears to be in a direction that is orthogonal to the bars (Kooi, 1993) . This effect occurs when the indentations in the side of the aperture are greater than or equal in size to one quarter of the stimulus period. The explanation favoured by Kooi (1993) was that the 'veridical' velocity signal arising from the terminators or line ends is eliminated by the ragged edge of the aperture, leaving only the local velocity signals to provide a basis for the computation of image direction. Of course, terminator signals were not, in fact, abolished by the experimental manipulation, merely altered in direction. Indeed, in Kooi's study they were changed in such a way as to have the same directional component as the putative local signals arising from the body of the target.
A more convincing demonstration of the importance of the terminator signal is provided by an ingenious experiment reported by Lorenceau and Shiffrar (1992) . The task of the observer was to determine the direction of motion of a diamond-shaped outline that was drifting behind a group of four stationary apertures. The apertures were arranged in such a way that the direction of motion could not be derived from the signals arising in a single aperture, but necessitated the integration of the motion signals from all four. Observers performed very poorly on this task with high contrast lines and rectangular apertures. However, there was a dramatic improvement in performance when the rectangular apertures were replaced by ones with irregular, jagged edges. This manipulation has the effect of inducing random, time varying changes in the length of the four lines that are samples of the overall diamond shape. This is equivalent to decreasing the salience of the terminator signal by increasing the noise level. Further studies from the same laboratory (Ben-Av & Shiffrar, 1995) again employing rectangular outlines drifting behind apertures have emphasised the key role of terminators in providing a coherent motion solution which is enhanced by the presence of co-linear components.
A related demonstration has been reported in a recent paper by Castet and Zanker (1999) . They devised a modified version of the barber's pole illusion with a grating that drifted behind a cross-shaped aperture. This stimulus arrangement is perceptually bi-stable and can either appear as a single and coherent drifting object, or as two separate strips that are 'sliding' over each other in directions that are parallel to the bars of the aperture. When the rectangular ends of the arms of the cross aperture were replaced by ones angled in such a way as to be parallel to the bars of the grating, the percept becomes strongly biased towards a report of two sliding strips. The authors conclude that this is a result of the nature of the motion signals that arise at the ends of the branches of the aperture and point out that they can influence the interpretation of other potentially ambiguous motion signals as much as 6°d istant. The above studies emphasise the role of the signals that arise from the line terminators in influencing image coherence and computing image direction. It is another matter entirely when image speed is considered. Indeed, there is evidence that, at least as far as spatially extended stimuli are concerned, the mechanisms that compute image velocity (Welch, 1989 ) might be functionally separate from those involved in computing the overall motion direction (Heeley & Buchanan-Smith, 1994) . However, the experiments of Kooi (1993) and Lorenceau and Shiffrar (1992) suggest another method of testing the model of Castet et al., namely by randomly varying the direction of the velocity vector arising from the terminators. The model predicts that both random variation of line length, and random variation of line position in a direction orthogonal to the direction of motion should have the effect of enhancing the speed reduction illusion because the V T component in the vector summation no longer reflects the true velocity. In effect, the terminator weighting coefficient, i, is reduced by the introduction of noise to the vector.
Methods and stimuli
Target lines were nominally 2.0°in length. Their apparent speed was estimated for three representative angles of inclination (41, 73 and 90°) with respect to their horizontal direction of travel, using the forcedchoice staircase speed-matching technique described previously.
In the 'variable length' condition, the overall length of the line was re-defined every 32 ms by drawing a figure at random from a rectangular probability distribution. In separate conditions, the width of this distribution was either 90, 75 or 50% (1.8, 1.5 and 1.0°) of the original length. The mean trajectory was held constant, with a true angular velocity of 2.0 deg s − 1 . The 'variable position' condition was similar, except that in this case the line length was held constant at 2.0°and the random variable was used to redefine the centre point of the line and thus to introduce variability in the trajectory. In both cases a control condition was also run with zero perturbation of either length or position. The observers were one of the authors (KCSB) and four naive volunteers. Fig. 7 shows the data for the 'variable length' condition (upper panel) , and the 'variable position' condition (lower panel). Both experimental manipulations have a profound effect on the speed illusion. Introducing a random disturbance of the terminator trajectory abolishes the illusion completely. There is also some slight, therefore be less than when the length or position of the line is not varied.
Results and discussion
The neural mechanisms that underlie the extraction of image velocity are still a matter of debate. Shiffrar (personal communication) has proposed that the signal that represents the motion of the terminators is extracted from some form of 'end-stopped' cells, similar to neurones in the visual cortex with hyper-complex properties. According to her model, perturbation of the terminators disturbs the signal from this neural channel into visual area MT, where it is assumed the different motion signals are combined. However, as we have pointed out above, the problem with this hypothesis is that the strength of the speed reduction illusion should increase when the terminator signal is de-correlated in this manner, whereas it in fact is abolished. Alternatives to the weighted-average method of combining the velocity signals from different neural mechanisms have been proposed, such as a 'winner-takes-all' rule (Salzman & Newsome, 1994) . However, it would still follow that a loss of veridical input (terminator signals) should result in a greater illusion.
One possibility is that the visual system employs a different strategy for computing image motion when high levels of noise are introduced. Uncertainty surrounding the stimulus may force the visual system to reject local image interpretations based on terminator motion in favour of a method of computation that relies more on global information. This appears to be the case in the Lorenceau and Shiffrar (1992) study on the direction of motion. Integration of local motion signals over extended regions of space is a key factor in solving the problem of motion transparency (Braddick, 1993 (Braddick, , 1997 . It is by no means certain that the same integrative mechanism is responsible for image segregation, computing image velocity and extracting image direction, which raises the interesting possibility that the spatio-temporal properties of the spatial integration of motion signals might be task dependent.
Discussion
We may summarise our key findings. We have confirmed and extended earlier reports that inclined lines in motion appear to be moving more slowly than otherwise identical lines that are vertical, that the strength of this effect depends on line length and is more pronounced for long lines than for short lines, but that here we do not find a significant effect of stimulus contrast. The lack of an effect of contrast is un-resolved. It might have been due to a complex interaction between local motion signals and those that arise from line terminators, acting in a counter-balanced manner as contrast is reduced. Alternatively our experiments employed a relatively restricted range of contrast values overall reduction in the apparent velocity which is independent of the angle of inclination. The exact cause of this is unclear, but we surmise that it is probably due to the fact that in both experimental conditions local velocity detectors that are in positions where portions of the line close to the ends are imaged will not be adequately stimulated. Their contribution to the overall computation of the local velocity component (V L ) will for technical reasons, and therefore might simply have concentrated on a non-optimal region of the speed/contrast curve for revealing the contrast effect. Third, the speed reduction illusion is less marked for short than for long lines, but the difference depends on the spatial arrangement of the line segments. If individual short lines are arranged in a co-linear manner then the illusion is far greater than if the segments are scattered randomly, suggesting that the underlying motion system is either low-pass or low frequency band-pass for spatial frequency and is failing to resolve the inter-segment gaps. Finally, introducing a random element to the direction of motion of the line terminators abolishes the illusion, rather than enhancing it as would have been predicted by existing models.
It had been assumed previously that the mechanisms that detect image motion are preceded by a form of low-pass spatial filtering (Morgan, 1992) . This model has several attractions, not the least of which is its parsimony. Further, it has many points in common with the known physiology of the visual system, and provides a plausible explanation of the data from Experiment 3 (above). However, direction perception can be distance, and hence spatial frequency invariant suggesting that some aspects of motion perception, as we have discussed earlier, can be mediated by high spatial frequencies (van de Grind, Koenderink, & van Doorn, 1992) . This again raises the question of whether the same mechanisms are involved in the neural computation of both speed and direction.
More direct evidence for the role of high spatial frequency mechanisms has been presented by Smith et al. (1994) . They demonstrated that motion perception in random-dot kinematogram stimuli arises from the integration of local motion signals across space rather than from the operation of a low frequency mechanism, and was unaffected when the stimulus was pre-filtered by a high-pass filter with a 12.0 cyc deg − 1 cut-off. Integration across space is also a key feature in the model developed by Lorenceau and Shiffrar (1992) . It therefore seems unlikely that the effect that we have reported here, whereby co-linear segmented lines behave in the same manner as continuous lines is due to image motion being computed by a spatially low-pass system. The effect is more likely to be due to the influence of an active neural process that combines motion information across space.
A puzzling aspect of our results is the substantial impact that disturbing the trajectory of the line ends has on the perceived speed. One possibility is that some form of 'high-level' encoding influences the motion computation. For example, disturbing the terminator motion can be seen to violate the assumption of object rigidity. The stimuli used are consistent with a wide variety of threedimensional motions, such as shrinking and expanding, moving in depth with respect to the fixation plane, or perhaps they could be tumbling across one or more axes.
It is possible that a non-rigid object becomes less constrained by the visual system, which will no longer attribute the same properties to it. This would allow different motion interpretations to occur. An example of this has been explored by Gray and Regan (2000) in the estimation of 'time-to-collision' of a simulated tumbling rugby football. This object violates any simple assumption of rigidity in the absence of depth cues. Time to collision estimation with monocular viewing was, to all intents and purposes, impossible and could only be achieved when depth information was added through the introduction of binocular cues. This is very similar to our study. We suggest that the visual system can no longer assume a constant depth for the temporally perturbed lines, and this, coupled with the equally probable shear, curl and other deformations that could be occurring induce a more conservative motion interpretation scheme that is based on global rather than on local information. The extensive interconnection of regions in the visual hierarchy probably involves as many descending as ascending fibres. Their exact function is not know with any certainty but such extensive feedback would provide the ideal candidate for the mechanism whereby higher level information can influence the operation of lower level systems (Lennie, 1998) .
Current models tend to underestimate the role that 'higher-order' properties of stimuli have in the determination of speed and direction. The higher-order input is almost certainly multi-component involving such characteristics as depth cues (Shimojo, Silverman, & Nakayama, 1989) , attention (Corbetta, Miezin, Dobmeyer, Shulman, & Petersen, 1991) and feature-tracking (Gorea & Lorenceau, 1991) , all of which have been shown to influence motion perception. One model that takes account of attention, as well as incorporating other cognitive processes, has been described recently by Lu and Sperling (1995) . Unfortunately this model is based on studies that use relatively simple stimuli. Furthermore the authors are not explicit about the precise manner in which motion signals are integrated or combined. To be useful as a general theory of motion perception, any model must be able to account for a more varied range of stimuli and more complex or realistic viewing contexts. We have shown here that relatively straightforward manipulations of what are arguably the most simple of stimuli can have a profound influence on motion perception; effects that are not predicted without invoking high level inputs into the motion system. At present the nature of these inputs remain, to large extent, a matter of conjecture and have not been properly characterised.
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