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Abstract—We study stochastic team problems with static
information structure where we assume controllers have linear
information and quadratic cost but allow the noise to be from
a non-Gaussian class. When the noise is Gaussian, it is well
known that these problems admit linear optimal controllers. We
show that for such linear-quadratic static teams with any log-
concave noise, if the length of the noise or data vector becomes
large compared to the size of the team and their observations,
then linear strategies approach optimality for ‘most’ problems.
The quality of the approximation improves as length of the
noise vector grows and the class of problems for which the
approximation is asymptotically not exact approaches a set of
measure zero. We show that if the optimal strategies for problems
with log-concave noise converge pointwise, they do so to the
(linear) optimal strategy for the problem with Gaussian noise.
And we derive an asymptotically tight error bound on the
difference between the optimal cost for the non-Gaussian problem
and the best cost obtained under linear strategies.
I. INTRODUCTION
The assumption of Gaussian noise is ubiquitous in engineer-
ing. A common justification for this assumption is the central
limit theorem – one assumes that the noise present in a system
is the aggregate, of a large number of small, independent and
identically distributed disturbances, which by the central limit
theorem converges in distribution to a normal distribution.
In stochastic control the assumption of Gaussian noise
together with further assumptions of quadratic cost and linear
dynamics (the so-called classical ‘LQG’ setting) is the source
of a number of clean and elegant results. If the problem at
hand is filtering, then the optimal estimator admits a beautiful
recursive form given by the Kalman filter. Moreover, for a
control problem the optimal controller is linear in the infor-
mation and a separation principle holds whereby the optimal
controller can obtained as the superposition of the optimal
controller of the linear quadratic regulator, and the Kalman
filter, both of which can be designed independently.
A landmark observation in this field, due to Witsen-
hausen [2], was that these conclusions, in particular, the
linearity of the optimal controller, cease to be automatic
for problems with non-classical information structures. Ever
since, the quest for linearity has acquired a life of its own [3],
[4], and questions such as tractability of these problems, their
convexity and the linearity of the optimal controllers have been
probed from various vantage points; see, e.g., [5], [6], [7], [8],
[9].
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This paper is motivated by the draw of two recent develop-
ments. First, an ongoing technological revolution has enabled
the collection and storage of vast amounts of data [10]. A
conceivable consequence of this is a situation where partial
information of this high-dimensional data is available to a
small number of controllers that have to achieve a common
objective. Second, fascinating new mathematics [11] has been
discovered revealing far-reaching connections between con-
vexity and probability, and leading to general and powerful
versions of the central limit theorem.
Motivated by this, the present paper studies stochastic
control problems without the assumption of Gaussian noise
but in the regime that the noise vector is high dimensional.
Our focus is on team problems with static information struc-
ture, a problem which has been extensively studied in the
LQG setup [12], [13] wherein it is known to admit linear
optimal controllers. We retain the other assumptions from
the LQG realm – we assume that the cost is quadratic and
that observations are linear in the environmental randomness
– but allow this randomness to be from a non-Gaussian
class. We find that the quest for linearity has a fruitful end
even in this problem class. Our main results show that for
‘most’ problems such as these, linear controllers are near-
optimal. The nearness improves as the length of the vector
of environmental randomness grows.
The class of noise distributions we consider are those with
log-concave densities. A density f : Rn → [0,∞) is log-
concave if f(x) ≡ exp(−G(x)) for some convex function G.
This class includes Gaussians and many other distributions,
e.g., the exponential, Gamma, beta, chi-square distributions
are all log-concave. We refer the reader to the survey [14] for
more. They enjoy many useful properties, e.g., log-concavity
is preserved under marginals and more generally under linear
transformations. The surprising central limit theorem is that
most low-dimensional linear transformations (more, precisely
low-dimensional projections) of a random vector with a log-
concave density are in fact (nearly) Gaussian (Theorem 3.1 of
Eldan and Klartag below).
Using the central limit theorem to justify the assumption
of Gaussian noise amounts to claiming that the optimal cost
is weakly continuous with respect to the noise. However, in
a special case of our problem, the mean square estimation
problem, it is well known that the minimum mean square error
(i.e., the optimal cost) is neither weakly upper semicontinuous,
nor weakly lower semicontinuous [15]. Thus, more specifics
about the kind of the central limit theorem being used and
other facts about the LQG setting would have to be exploited
for showing weak continuity of the optimal cost.
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2A. Contributions
Our main contribution here is in showing that for “most”
problems one does have weak continuity. We show an asymp-
totically tight error bound on the difference between the
optimal cost for the non-Gaussian problem and the best cost
obtained under linear strategies. Remarkably, these results are
true for any sequence of noise vectors having log-concave
density (in particular, the noise need not be drawn from any
particular parametrized class such as exponentials) and for
any strictly convex quadratic cost. As such these results apply
to canonical problems such as mean square estimation and
variance reduction. Indeed our results agree with the existing
evidence1 that the Kalman filter produces useful results even in
the case of log-concave non-Gaussian noise [16]. Since prob-
lems with classical and partially nested information structures
can be reduced to those with static information structures [17],
our results could also be applied to problems with these
dynamic information structures. However, the precise nature
of this extension is not worked out in this paper. We also show
that as the dimension of the noise grows, if the solution of the
non-Gaussian problem converges pointwise, it does so to the
(linear) optimal solution of the Gaussian problem.
The theme of partial observations of a long noise (or state)
vector has been around for a while, a prime example being
the applications to the power grid. To the best of the author’s
knowledge, statistical implications of this theme have not been
exploited in the context of stochastic control. This paper is an
improvement over its conference version [1]. Specifically, the
bounds in the present paper are asymptotically tight whereas
the asymptotics of the earlier bounds were not unconditionally
tight. This tightening is accomplished in the present paper by
the derivation of new bounds and the introduction of new proof
approaches (Section IV-A elaborates this). Moreover, several
claims which were earlier shown to hold with high probability
have now been refined and are shown to hold almost surely.
B. Organization
The paper is organized as follows. The initial part of the
paper comprises of formalization of the problem definition and
the derivation of supporting results required for the final theo-
rems. Specifically, we need to define a sequence or ensemble
of team problems where the dimensions of certain parameters
grow with the length of the noise vector. In Section II,
we introduce these preliminaries and define the problem. In
Section III, we introduce the central limit theorem that this
paper rests on (Theorem 3.1) and derive the supporting results
needed for our final claims. Section IV contains our main
results on team problems. Section V contains some stronger
convergence results, which, though not required for our main
results, we think may be useful to other researchers. We
conclude in Section VI.
II. PROBLEM DEFINITION
A. Preliminaries
We assume that there is a primeval probability space
(Ω,F , P ) on which all random variables are defined. When a
1I thank the Senior Editor Prof James Spall for pointing this out.
random vector (or matrix) X takes values in a space S, we
write it as “X ∈ S”. When a statement holds almost surely
with respect to the a law of a random vector X , we write that it
holds “X-a.s.” For any random vector X , let R(X) denote its
range, i.e., the values it is allowed to take. Random variables in
this paper will often take values in a subspace of a Euclidean
space whereby R(X) is in general not the entire ambient
space. For a random vector X (having a density with respect
to the Lebesgue measure on R(X)), we denote its density by
fX : R(X)→ [0,∞). A random vector X ∈ Rn is said to be
isotropic if E[X] = 0 and its covariance matrix Cov(X) = In,
where In is the n × n identity matrix. We denote the n
dimensional standard normal density by ϕn : Rn → [0,∞).
Recall, ϕn(x) = 1(2pi)n/2 exp(−‖x‖2/2) for all x ∈ Rn. The
range of a matrix M ∈ Rm×n is its column space and denoted
range(M) = {y ∈ Rm|y = Mx, x ∈ Rn}.
The following information is sourced mainly from [18]. Let
Gn,` denote the set (called the Grassmann manifold) of all `
dimensional subspaces of Rn. A matrix R ∈ Rn×` is called
orthonormal if R>R = I`. Let Vn,` denote the set (called
Stiefel manifold [18], [19]) of n × ` orthonormal matrices.
The orthogonal projection of x ∈ Rn on the subspace E =
range(R) = {z | z = Ry, y ∈ R`} ∈ Gn,` for some R ∈ Vn,`,
is denoted by ΠE(x). It is the vector Ry, where y is given
by,
arg min
y′∈R`
‖x−Ry′‖.
It is easy to see that ΠE(x) = RR>x and that R>x is the
vector of coordinates of the orthogonal projection with respect
to the basis given by the columns of R. Let Pn,` be the set
of all n × n idempotent matrices (i.e., matrices P ∈ Rn×n
such that P 2 = P ) of rank `. To each subspace V ∈ Gn,`
corresponds a unique projection matrix P ∈ Pn,` whose range
is V . If R ∈ Vn,` is such that the columns of R span V, then
P = RR>.
Gn,` can be endowed with a unique rotationally invariant
probability measure; we denote this measure by µn,`. This
measure defines a ‘uniform’ distribution on Gn,`. To sample
from µn,` one may equivalently sample from the uniform
distribution on Pn,`. There is an intimate connection between
the uniform distribution on Vn,` and that on Pn,`. Specifically,
Lemma 2.1 (Theorem 2.2.2 [18]): Let R ∈ Rn×`. Then
P = RR> is distributed uniformly on Pn,` if and only if R
is distributed uniformly on Vn,`.
Now suppose X is a random vector in Rn and R ∈ Rn×`
is an orthonormal matrix. The joint density of the projection
RR>X and the joint density of R>X (the “coordinates” of
the projection mentioned above) are in essence the same. We
show this in the lemma below.
Lemma 2.2: Let n, ` ∈ N, n ≥ `, and let R ∈ Vn,`. Then,
fR>X(R
>x) = fRR>x(RR>x) for all x ∈ Rn.
Proof : Let Y = RR>X . Let P = [R R¯] where R¯ ∈ Rn×n−`
is an orthonormal matrix, orthogonal to R.
Let V = P>Y = (R>X, 0). By a change of variables,
fV (v) =
fY (Pv)
|det(P>)| = fY (Pv), ∀v = (R
>x, 0), x ∈ Rn.
3Therefore fV (R>x, 0) = fY (RR>x) for all x ∈ Rn. But
V = (R>X, 0), whereby fV (R>x, 0) = fR>X(R>x) for all
x ∈ Rn. Thus, we get the result.
Note that since R ∈ Vn,` is full rank, the range of R> is
R`.
B. An ensemble of static team problems
In this section we define the stochastic control problems
we are interested in. We consider the following static team
problem.
NG min
γ
E [L(u, ξ)]
s.t
ui = γi(yi),
yi = Hiξ,
where Hi ∈ R`i×n is a deterministic matrix of full row rank,
ξ ∈ Rn is a random vector, u , (u1, . . . , um) ∈ Rm, is
the vector of actions of m players, each taking scalar actions
(this is without loss of generality), and the decision variable
is γ , (γ1, . . . , γm), where each γi : R`i → R, i = 1, . . . ,m
is a measurable function. The function L : Rm+n → [0,∞)
takes the form,
L(u, ξ) = 12u
>Qu+ u>Sξ + q(ξ), (1)
where Q  0 and symmetric, S ∈ Rm×n is deterministic
and q(ξ) = 12ξ
>S>Q−1Sξ. This value of q(ξ) ensures that
L(u, ξ) ≥ 0 for all (u, ξ) ∈ Rm+n. The above problem has a
static information structure [3] since the information of each
player is not affected by the actions of any player.
Following the ‘input-output’ modeling framework of
Ho [13], the vector ξ comprises of all the environmental
randomness in the problem, including initial state and noise.
Importantly, we do not assume that ξ is Gaussian (indicated by
the name NG standing for “non-Gaussian”). We will assume
only that ξ is isotropic and that it has a log-concave density.
Of course, the standard Gaussian vector also satisfies these
assumptions. To motivate our setting we consider the following
example.
Example II.1. Consider the problem of coordinating dis-
tributed renewable generation. Suppose m renewable wind
generators are located at distinct locations in a country. Let
ξ be a random vector that denotes global meteorological con-
ditions (pressure, temperature, humidity and so on) at all loca-
tions on the earth. We think of ξ as comprising of microstates
that are not directly observable. The generation produced
by generator i depends on relevant local weather conditions
which is a function macrostates (for instance wind speed
and direction) at location i, denoted yi. These macrostates
yi are a function of the microstates ξ. We assume that the
dependence of yi on ξ takes a linear form, i.e., yi = Hiξ.
Without loss of generality one may take Hi to be full row
rank, since observations from rows of Hi that are linearly
dependent on other rows provide no additional information.
Note that in general Hi is non-sparse. Generators have to
choose their generation levels ui such that they are adapted
to yi, i.e., ui = γi(yi) for each i, in order to collectively
minimize a quadratic cost. For instance generators may want
to collectively minimize deviation from demand. Assuming
that the total demand is also dependent on meteorological
conditions, say it is given as d>ξ, and considering the L2
deviation, the problem becomes,
min
γ1,...,γm
E
[
‖
∑
i
ui − d>ξ‖2
]
.
We note two important points. First, components of ξ are
correlated, since meteorological conditions of nearby locations
are interrelated. Second, ξ can be extremely high dimensional,
and in general much larger than the number of generation
locations and dimension of individual yi’s. 
As in the above example, we will study problems NG in
the setting where n  ` where ` , ¯`+ m and ¯` = ∑i `i.
As n varies, so must the problem parameters S and Hi, i =
1, . . . ,m. Consequently, we need to define an ensemble of
team problems that specifies the evolution of these parameters
with n. To this end, let Z = Zn ∈ R`×n denote the matrix
given by
Z ,

S
H1
...
Hm
 . (2)
Since n > `, Z can have rank at most `. Write Z as
Z = WR>
where R ∈ Vn,` and W ∈ R`×`. If Z indeed has rank `,
then W is nonsingular and the row space of Z is equal to
the row space of R>. When considering the ensemble of
team problems, we will fix matrices Q,W (and thereby the
dimension `) and let dimension n and the matrix R vary.
Definition 2.1: Let m ∈ N, `i ∈ N, i = 1, . . . ,m Q ∈
Rm×m, Q  0 and W ∈ R`×` be fixed numbers or matrices.
Let {Rn} be a sequence of random orthogonal matrices that
are independent of each other and of all other random variables
such that each Rn is distributed uniformly on Vn,`. Let {ξn}
be a sequence of random vectors where each ξn is Rn-valued
and has a density with respect to the Lebesgue measure on
Rn. An ensemble of static team problems with parameters
Q,W, {Rn}, {ξn} is a sequence of problems NG, one for each
n ≥ ` where the problem parameters are given by
R`×n 3 Z = Zn = WR>n , q(v) = 12v>S>Q−1Sv ∀v ∈ Rn,
and the environmental randomness ξ = ξn, for each n ≥
`. The ensemble where the environmental randomness is a
Gaussian vector ζ = ζn ∈ Rn, ζn ∼ N (0, In) is referred to
as the Gaussian ensemble.
Remark II.1. Another interpretation of the sequence of team
problems defined above is as follows. We have a team problem
with fixed matrices S,H1, . . . ,Hm. For each n ∈ N, the
environmental noise is an orthonormal projection R>n ξn of a
random vector ξn ∈ Rn, where Rn is distributed uniformly on
Vn,`. Thus a (random) sequence of team problems is generated
4as we vary n. All our results can also applied with this setting.

The statements we make in this paper will be for each
ensemble. In particular, they will pertain to fixed sized teams
and fixed sized observations with fixed matrices Q,W.
III. CONVERGENCE OF DENSITIES
Our results make extensive use of convergence results of
densities of random vectors. This section establishes these
results; proofs are relegated to the Appendix. The core result
that our conclusions rely on is a recent pointwise estimate of
the density of the projection of an isotropic random vector with
a log-concave density. Recall that a density f : Rn → [0,∞) is
log-concave if f(x) ≡ exp(−G(x)) for some convex function
G : Rn → R.
Theorem 3.1 (Eldan and Klartag [20]): Let X be an
isotropic random vector in Rn with a log-concave density and
let 1 ≤ ` ≤ nc1 be an integer. Then there exists a subset
E ⊆ Gn,` with µn,`(E) ≥ 1 − C exp(−nc2) such that for all
E ∈ E , the following holds. Let fE denote the density of
ΠE(X). Then for all x ∈ E with ‖x‖ ≤ nc4 ,∣∣∣∣fE(x)ϕ`(x) − 1
∣∣∣∣ ≤ Cnc3 , (3)
where ϕ`(x) = 1(2pi)`/2 exp(−‖x‖2/2) is the density of the
`-dimensional standard normal random variable. Furthermore,
sup
A∈B(E)
|P (ΠE(X) ∈ A)− P (ΓE ∈ A)| ≤ C
′
nc5
, (4)
where B(E) is the Borel σ-algebra on E and ΓE is a
standard normal random variable taking values in E. Here
C,C ′c1, c2, c3, c4, c5 > 0 are universal constants.
The above theorem says that if X is a random vector,
then for most choices of subspaces E, the density of ΠE(X)
approaches the standard normal density in a ‘large’ part of
the subspace E. Theorem 3.1 is essentially a central limit
theorem. The vector ΠE(X) is vector of linear combinations
of the components of X . The theorem says that these linear
combinations are approximately jointly Gaussian. However
there are important distinctions that are worth noting. First,
unlike in the usual central limit theorem, (3) is a concrete
estimate of the rate of convergence of densities. Second,
notice that no assumption of independence is made on the
components of X . And finally, note that the theorem does
not guarantee that (3) holds for any specific subspace E nor
does it say it holds on the entire subspace E. Rather, it says
that if the subspace were to be chosen uniformly at random
from Gn,`, then (3) holds on a large compact set in E with
overwhelming probability, where this probability and the size
of the compact set grows with the length of X .
The optimal values of the universal constants in this theorem
are as yet unknown [20]. Scanning the proof from [20] reveals
that the theorem holds true with c1 = c3 = 1100 , c2 =
1
10 and
c4 =
1
200 . One can obtain (4) as a corollary of (3), whereby
one expects c5 ≈ c3 and C ′ ≈ C. For the purpose of this
paper, it suffices that these are absolute constants.
The LHS of (4) is dTV (LΠE(X),LΓE ), the total variation
distance between the laws LΠE(X) and LΓE of ΠE(X) and
ΓE , respectively. But since dTV (LΠE(X),LΓE ) = 12‖fE −
ϕ`‖1, it follows that fEn L
1
−→ ϕ`, in probability. Here the
probability is understood on the underlying probability space
(Ω,F , P ) on which a sequence of subspaces {En}, En : Ω→
Gn,` is generated such that each En is uniformly distributed
on Gn,`. For obtaining the kind of results that are of interest
to the team problem we study, this convergence result has to
be fully exploited.
There is an additional technicality we note that helps ease
the presentation in the following sections. By Lemma 2.1,
if R ∈ Vn,` is chosen uniformly at random, then for any
x ∈ Rn, RR>x is the projection of x on a subspace of
Rn chosen uniformly at random from Gn,`. Consequently, in
Theorem 3.1, ΠE(X) has the same density as RR>X for
R distributed uniformly on Vn,`. However, by Lemma 2.2,
fRR>X(RR
>x) = fR>X(R>x) for all x ∈ Rn. Furthermore,
‖R>x‖ ≡ ‖RR>x‖. Consequently, (3) also holds in the
following version: if X is isotropic with a log-concave density,
1 ≤ ` ≤ nc1 , and R ∈ Vn,` is uniformly distributed on
Vn,` and independent of X , then with probability at least
1− C exp(−nc2),∣∣∣∣fR>X(x)ϕ`(x) − 1
∣∣∣∣ ≤ Cnc3 ∀x ∈ R`, ‖x‖ ≤ nc4 .
We will use this version of (3) in the rest of the paper.
Our first result concerns the pointwise convergence of densi-
ties. This conclusion follows by a repeated use of Theorem 3.1.
The proof is in the Appendix.
Lemma 3.2: Let ` ∈ N and let {ξn} for n ∈ N, n ≥ `1/c1
be a sequence of isotropic random vectors, such that for each
n, ξn is Rn-valued and has a log-concave density with respect
to the Lebesgue measure in Rn. Consider a sequence {Rn}
of orthogonal matrices, where each Rn is chosen uniformly
and independently from Vn,` and independently of {ξn}. Let
ξˆn = R
>
n ξn be a projection of ξn on R`. Then {Rn}-a.s.
lim
n→∞ fξˆn(x) = ϕ`(x) ∀ x ∈ R
`.
We next note a consequence of Theorem 3.1 that concerns
the approximation of marginals (i.e., densities of linear combi-
nations) of densities that satisfy (3). Notice that this result does
not follow in any obvious manner from (3), since computing
the marginal from the joint density would require integration
over the region of R` where (3) does not apply. The proof is
in the Appendix.
Lemma 3.3: Let n, ` ∈ N. Let ξˆ ∈ R` be a random vector
satisfying, ∣∣∣∣∣ fξˆ(x)ϕ`(x) − 1
∣∣∣∣∣ ≤ Cnc3 , (5)
for all x ∈ R` with ‖x‖ ≤ nc4 , where C, c3, c4 are constants
from Theorem 3.1. Let W ∈ R`×` be a nonzero matrix with
rank r and ζ ∼ N (0, I`). Then, for all x such that ‖Wx‖ ≤
1
2σminn
c4
fWζ(Wx)− fWξˆ(Wx) ≤
(
C
nc3
+ τ`,r(n
c4)
)
fWζ(Wx),
(6)
5where σmin is the smallest (positive) singular value of W and
τ`,r(n
c4) =
∫
‖z¯‖>
√
3
4n
c4
ϕ`−r(z¯)dz¯, (7)
is the weight of tail of the ` − r dimensional Gaussian
distribution (= 0 if ` = r).
Notice that although (6) pertains to marginals, (6) is a
weaker kind of estimate than the one in (3), since the LHS in
(6) does not have the absolute value of the difference between
the densities.
IV. MAIN RESULTS
We now come to the main results of this paper. Denote
J(γ; ρ) := E[L(γ1(H1ρ), . . . , γm(Hmρ), ρ)],
for any function γ = (γ1, . . . , γm) where γi : R`i → R and
a random vector ρ. Here the expectation is with respect to ρ.
We consider an ensemble of static team problems with
various distributions on the environmental randomness. A par-
ticular case is the Gaussian ensemble where the environmental
randomness is a Gaussian vector for each n. This problem is
denoted G.
G min
γ
E [L(u, ζ)]
s.t
ui = γi(zi),
zi = Hiζ,
where ζ ∈ Rn, ζ ∼ N (0, In). Let γG be the optimal solution
to this problem. It is well known [13] that the solution to this
problem is linear.
Our main claim is that for ‘most’ problems like NG, linear
policies are approximately optimal. Let γ∗L = (γ
∗
L,1, . . . , γ
∗
L,m)
be the optimal controller for NG within the class of linear
controllers. Notice that γ∗L is equivalently a solution of the
following problem, denoted NGL,
NGL min
γL
{
1
2γ
>
LE
[
H(ξ)QH(ξ)>
]
γL + γ
>
LE [H(ξ)Sξ]
+E[q(ξ)]
}
s.t γL ∈ R¯`,
where H(ξ) ∈ R¯`×m is a block diagonal matrix formed as
H(ξ) =

H1ξ 0 . . . 0
0 H2ξ
. . . 0
0 0
. . . 0
0 0 . . . Hmξ
 ,
where ‘0’ stands for zero-vectors of appropriate dimensions.
To see this, notice that finding linear controllers is equivalent
to finding matrices K1, . . . ,Km such that
ui = K>i Hiξ.
But since ui is a scalar for each i, Ki is a vector. Specifically,
Ki ∈ R`i for each i. Denoting γL = (K>1 , . . . ,K>m)> ∈ R¯`,
we get,
(u1, . . . , um)> = γ>LH(ξ).
From this it is easy to see that γ∗L solves NGL.
We first show that this problem has a unique solution.
Proposition 4.1: Suppose Q  0, ξ is isotropic and Hi is
of full row rank for each i = 1, . . . ,m. Then the solution to
NGL is unique.
Proof : NGL is finite dimensional optimization problem. Thus
it suffices to show that it is strictly convex. We will show that
E
[
H(ξ)QH(ξ)>
]  0. Since Q  0, there exists λ > 0 such
that x>Qx ≥ λ‖x‖2 for each x ∈ Rm. We have, for any
x ∈ Rm
x>E[H(ξ)QH(ξ)>]x ≥ λE [x>H(ξ)H(ξ)>x]
= λ
m∑
i=1
x>i HiH
>
i xi ≥ λ′‖x‖2,
for some λ′ > 0, since ξ is isotropic and each Hi is of
full row rank. It follows that E
[
H(ξ)QH(ξ)>
]
is positive
definite, whereby the solution of NGL is unique.
Since NGL depends only on the first and second moments
of ξ, it follows that γG = γ∗L.
Proposition 4.2: Let γ∗L and γG be the solutions of NGL
and G, respectively. If ξ ∈ Rn is isotropic and ζ ∈ Rn, ζ ∼
N (0, In), then γ∗L = γG. Furthermore, J(γ∗L; ξ) = J(γ∗L; ζ) =
J(γG; ξ) = J(γG; ζ).
Proof : Since the optimal solution of G is linear, NGL and
G are both finite dimensional optimization problems. The
objective of NGL (of G) is a function of only the mean and
the covariance matrix of ξ (respectively, of ζ). Since ξ is
isotropic, E[ξ] = 0 = E[ζ] and Cov(ξ) = In = Cov(ζ),
whereby the result follows.
Let ζ ∼ N (0, In). The spherical symmetry of this stan-
dard normal random vector implies that for any R ∈ Vn,`,
R>ζ ∼ N (0, I`). Consequently, in a Gaussian ensemble of
team problems, γG is independent of the length of the vector
of environmental randomness and of matrices Rn ∈ Vn,`.
Proposition 4.3: Let n, ` ∈ N, n ≥ ` and consider a problem
G where Z is decomposed as Z = WR>n and Rn ∈ Vn,`. Then
for fixed Q,W the solution γG is independent of Rn and n.
Proof : G is determined by the distribution of Zζ = WR>n ζ.
Since, W is fixed, this further depends only on the distribution
of R>n ζ, which is distributed as N (0, I`) for any Rn and any
n. The result follows.
Since γG is independent of Rn and n, when referring to
problem to G we may equivalently take Rn = I` and hence
W = Z.
A. Tight error bound
In this section we derive an asymptotically tight lower
bound on J(γ∗n; ξn) which shows that J(γ
∗
n; ξn) → J(γG; ζ)
almost surely. Denote,
J(γ; ρ|A) := E[I{A}L(γ1(H1ρ), . . . , γm(Hmρ), ρ)],
where I{A} is short hand for I{ρ∈A}, which is a random
variable that is unity if ρ ∈ A and 0 otherwise. Let,
An := {x ∈ R`|‖x‖ ≤ nc4}.
6Let ζ ∼ N (0, I`). The crux of this bound lies in completely
exploiting that,
J(γG; ζ) ≥ J(γ∗n; ξn), ∀n,
whereby J(γG; ζ) is a deterministic and uniform (with n)
upper bound on J(γ∗n; ξn). To this end, define,
vn := min
γ
J(γ; ζ|An), γn ∈ arg min
γ
J(γ; ζ|An). (8)
By the same argument as in Proposition 4.3, vn is also
independent of R ∈ V`,`. Hence we take R = I` when
referring to vn, whereby the argument of γin is Hiζ
2. We
denote
uin := γ
i
n(Hiζ) and un := (u
1
n, . . . , u
m
n ).
uin is the control action of player i whereas γ
i
n is the policy. u
i
n
is itself a random variable and is measurable with respect to the
observations of player i. Let Gi be the σ-algebra generated by
Hiζ. Then for each n, uin is a Gi-measurable random variable,
for i = 1, . . . ,m.
While considering problem NG, we again consider
an ensemble of static team problems with parameters
Q,W, {Rn}, {ξn}, where ξn ∈ Rn is an isotropic random
vector with log-concave density, Rn ∈ Vn,` a uniformly
random orthonormal matrix, independent of {ξk} and γ∗n, the
solution of the nth problem in this ensemble.
We first show a fundamental error bound. Constants
C, c1, c2, c3, c4 > 0 are from Theorem 3.1.
Proposition 4.4 (Error bound): Let n, ` ∈ N such that n ≥
`1/c1 and Cnc3 < 1, ζ ∼ N (0, I`) and consider an ensemble of
static team problems as above. With probability at least 1 −
C exp(−nc2), the (Rn-dependent quantity) J(γ∗n; ξn) satisfies
(the deterministic bounds),
J(γG; ζ) ≥ J(γ∗n; ξn) ≥ vn −
C
nc3
1− Cnc3
J(γG; ζ). (9)
Proof : The upper bound follows from Propositions 4.2
and 4.3. For the lower bound, by Theorem 3.1, with probability
at least 1− C exp(−nc2),
fξˆ(x) ≥
(
1− C
nc3
)
fζ(x), (10)
for all x ∈ An. Therefore using (10) (since L ≥ 0),
J(γ∗n; ξn) ≥ J(γ∗n; ξn|An) ≥ J(γ∗n; ζ|An)−
C
nc3
J(γ∗n; ζ|An),
By (10), since 1− Cnc3 is assumed positive, we get
J(γ∗n; ξn) ≥ J(γ∗n; ζ|An)−
C
nc3
1− Cnc3
J(γ∗n; ξ|An),
≥ vn −
C
nc3
1− Cnc3
J(γG; ζ),
2As an alternative one may explicitly include R ∈ V`,` into the problem
formulation and consider the quantity γ˜n ∈ argminγ J(γ; ζ˜|An) where
ζ˜ := R>ζ. In this situation, the argument of γ˜in is Wiζ˜ where Wi satisfies
Hi = WiR
>. But since ζ and ζ˜ are both distributed as N (0, I`), we have
J(γ; ζ|An) = J(γ; ζ˜|An) and there is no loss of generality in considering
R = I`.
by definition of vn in (8) and once more by Proposition 4.2
and 4.3.
Consequent to Proposition 4.4, our aim for the rest of this
section is to show that vn → J(γG; ζ). This will establish
that the bounds in Proposition 4.4 are asymptotically tight.
But before we get on with this task, we note a meta-converse
to the statement that the optimal controller for the Gaussian
problem is independent of Rn and n (cf. Proposition 4.3).
Proposition 4.5: Suppose we have that {Rn}-a.s., γ∗n is
independent of n and equal to γ∗ (say) for all n. Then
γ∗ = γG, {Rn}-a.s.
Proof : Let `′ ≥ ` and ζ ∼ N (0, I`). Arguing as in the proof
of Lemma 4.4, we have that for all n ≥ `′1/c1 , with probability
at least 1− C exp(−nc2),
J(γG; ζ) ≥ J(γ∗; ξn) ≥ J(γ∗; ζ|An)−
C
nc3
1− Cnc3
J(γG; ζ).
Arguing as in the proof of Lemma 3.2, we get that the event
J(γG; ζ) ≥ lim
n→∞ J(γ
∗; ξn) ≥ lim
n→∞ J(γ
∗; ζ|An) = J(γ∗; ζ),
holds with probability at least 1 − K exp(−(`′)c2/c1) (the
last equality is from monotone convergence theorem). Since
`′ ≥ ` is arbitrary, we get that J(γG; ζ) ≥ J(γ∗; ζ), {Rn}-a.s.
But since γG is the unique solution of problem G, it follows
that γ∗ = γG, {Rn}-a.s.
We now come to showing vn
n−→ J(γG; ζ). Our first
observation is that {vn} is in fact convergent.
Lemma 4.6: For all n, J(γG; ζ) ≥ vn ≥ vn−1. Hence {vn}
is convergent.
Proof : For each γ, since L(·, ·) ≥ 0,
L(γ(H(ζ)), ζ) ≥ I{An}L(γ(H(ζ)), ζ) ≥ I{An−1}L(γ(H(ζ)), ζ).
Taking expectations and minimizing each term with respect γ
gives that J(γG; ζ) ≥ vn ≥ vn−1. Since {vn} is an increasing
bounded sequence, it is convergent.
With a slight abuse of notation, we write J(u; ζ) and
J(u; ζ|An) to mean J(γ; ζ) and J(γ; ζ|An), respectively, with
ui = γi(Hiζ) for all i ∈ N .
Lemma 4.7: There is a subsequence {I{Ank}unk}k of{I{An}un}n such that {I{Ank}uink}k converges weakly in
L2(Ω,F , P ) for each i = 1, . . . ,m. Here I{An} = I{ζ∈An},
where ζ ∼ N (0, I`).
Proof : Notice that J(u; ζ|An) = J(I{An}u; ζ) −
E[I{Acn}q(ζ)]. Since vn ≤ J(γG; ζ), we have that
m∑
i=1
E[λmin(I{An}u
i
n)
2 + I{An}u
i
nS
>
i ζ] ≤ J(γG; ζ)
for all n where λmin > 0 is a smallest eigenvalue of Q.
Consequently, for each = 1, . . . ,m, {I{An}uin}n lies in
a bounded subset of L2(Ω,F , P ). Thus, for i = 1, there
exists a subsequence that converges weakly. Taking a further
subsequence, we find there is a subsequence that converges
weakly for both i = 1 and 2. Thus taking subsequences of
7subsequences m times, we get that there is a subsequence
of the original sequence that converges weakly for each
i = 1, . . . ,m.
Let the weak limit of {I{Ank}uink} be u¯i. A crucial ingre-
dient in the final proof is showing that the random variable
u¯i indeed a feasible action for the static team problem, i.e.,
showing that it is measurable with respect to Gi. For showing
this, we need a celebrated theorem from functional analysis
due to Banach, Saks and Mazur. The version we need can be
found in [21, Thm 5.13-1(c)].
Theorem 4.8 (Banach-Saks-Mazur): Let X be a normed lin-
ear space and let {xk}k be a sequence in X such that xk → x
weakly. Then, for each n ∈ N there exists n0(n) ∈ N and
scalars µnk ≥ 0, n ≤ k ≤ n + n0(n) with
∑n+n0(n)
k=n µ
n
k = 1
such that
zn :=
n+n0(n)∑
k=n
µnkxk → x,
strongly in X as n→∞.
We now show the following lemma, which will be used to
establish that u¯i is Gi-measurable.
Lemma 4.9: Let (Ω,F , P ) be a probability space and let
{fn}n be a sequence in L2(Ω,F , P ). Suppose G is a sub-
σ-algebra of F such that fn ∈ σ(G) for all n. Further, let
gn = I{An} where An ↑ Ω pointwise as n→∞. If fngn → h
weakly in L2(Ω,F , P ), then h ∈ σ(G).
Proof : Let hn = fngn. Since {hn} converges weakly,
by the Banach-Saks-Mazur theorem, there exists a se-
quence {n0(n)}n∈N and (double) sequence of nonnegative
scalars {µnk}n∈N,n≤k≤n+n0(n) such that for each n ∈ N,∑n+n0(n)
k=n µ
n
k = 1 and the sequence {κn} where,
κn =
n+n0(n)∑
k=n
µnkfkgk,
converges strongly in L2(Ω,F , P ) to h. Thus there exists a
subsequence {κnr}r such that κnr r→ h almost surely. For
(almost every) x ∈ Ω, there exists r0 ∈ N such that gnr (x) = 1
for all r ≥ r0. Thus for almost every x,
h(x) = lim
r→∞κnr (x) = limr→∞
nr+n0(nr)∑
k=nr
µnrk fk(x). (11)
The right hand side is the limit of a sequence of functions in
σ(G). It follows that h ∈ σ(G).
We now have all pieces in place to show vn → J(γG; ζ).
Theorem 4.10: Let vn be as defined in (8) and ζ ∼ N (0, I`).
Then, vn → J(γG; ζ) as n→∞.
Proof : Let uin = γ
i
n(Hiζ). By Lemma 4.7, there exists a
subsequence {unk}k such that uink converges weakly for each
i = 1, . . . ,m. Let this weak limit be u¯ = (u¯1, . . . , u¯m); this
weak limit also lies in L2(Ω,F , P ). By Lemma 4.6, {vn} is
convergent, whereby each subsequence of {vn} converges to
the same limit. Thus it suffices to show that limk→∞ vnk =
J(γG; ζ).
Now by convexity of L, we have for all n,
vn ≥ J(u¯; ζ|An) + E[I{An}(Qu¯+ Sζ)>(un − u¯)]
= J(u¯; ζ|An) + E[(Qu¯+ Sζ)>(I{An}un − u¯)]
+ E[(Qu¯+ Sζ)>(u¯− I{An}u¯)]
≥ J(u¯; ζ|An) + E[(Qu¯+ Sζ)>(I{An}un − u¯)]
− E [‖Qu¯+ Sζ‖2]1/2 E [‖I{An}u¯− u¯‖2]1/2 , (12)
where the last inequality follows from Cauchy-Schwartz in-
equality. Now, take limits on both sides along the above
subsequence {nk}k. The second term in the RHS of (12) is∑m
i=1 E[(Qu¯+Sζ)i(I{An}uin−u¯i)]. Since u¯i is the weak limit
of {I{An}uink}k for each i, this term vanishes as k → ∞.
Since u¯ ∈ L2(Ω,F , P ), the third term in (12) is finite and
by the dominated convergence theorem, this term vanishes
as k → ∞. And by the monotone convergence theorem,
J(u¯; ζ|Ank) k→ J(u¯; ζ). Consequently,
lim
n→∞ vn = limk→∞
vnk = J(u¯; ζ).
But by Lemma 4.9, for each i = 1, . . . ,m, u¯i is a measurable
function of Hiζ and is thus a feasible control action for prob-
lem G. Hence, J(u¯; ζ) ≥ J(γG; ζ). Finally, using Lemma 4.6,
we get
J(γG; ζ) ≥ lim
n→∞ vn ≥ J(u¯; ζ) ≥ J(γG; ζ),
whereby the result follows.
We thus have our final theorem.
Theorem 4.11: Let ` ∈ N and let {ξn} for n ∈ N, n ≥ `1/c1
be a sequence of isotropic random vectors, such that for
each n, ξn is Rn-valued and has a log-concave density with
respect to the Lebesgue measure in Rn. Let ζ ∼ N (0, I`) and
consider an ensemble of static team problems with parameters
Q,W, {Rn}, {ξn}, where each Rn ∈ Rn×` and is chosen
uniformly and independently from Vn,` and independently of
{ξk}. Then, {Rn}-a.s., we have
lim
n→∞ J(γ
∗
n; ξn) = J(γG; ζ). (13)
Proof : By Proposition 4.4, (9) holds with {Rn}-
probability at least 1 − C exp(−nc2). Let `′ ≥ `.
Arguing as in Proposition 4.5, with probability at least
1 −K exp(−(`′)c2/c1), (13) holds. Since `′ is arbitrary, (13)
holds {Rn}-a.s.
One may note that all assumptions of the LQG setup have
been utilized in the proof. The linearity of the information
and quadratic cost was used in showing γ∗L = γG, and the
spherical symmetry of the standard normal distribution gave
that the Gaussian cost did not depend on n. This yielded the
crucial deterministic upper bound of J(γG; ζ) on J(γ∗n; ξn).
The convexity of the cost function was used in lower bounding
vn, following which the quadratic nature of the cost was
critical for the weak convergence-based argument. Finally,
thanks to the static information structure, each term in {uin}
was measurable with respect to Gi, which did not vary with
n, thereby allowing us to apply Lemma 4.9. Indeed, looking
8back one finds that the delicate agreement of all assumptions
is a fascinating and recurring theme in LQG theory. But this
complete exploitation of assumptions also makes avenues for
generalization of these results harder to find.
B. An explicit bound
The bound in Proposition 4.4, while tight is somewhat less
explicit. We now show another bound that is explicit, but
whose tightness we are not able to establish unconditionally.
Suppose Z is written as Z = WR>. Below and later in this
paper we note that if ρ ∈ Rn is a random vector,
J(γ; ρ) =
∫
Rn
L(γ(H(x)), x)fρ(x)dx
=
∫
R`
L(γ(Wz),Wz)fR>ρ(z)dz,
=
∫
range(W )
L(γ(w), w)fWR>ρ(w)dw,
where γ(H(x)) ≡ (γ1(H1x), . . . , γm(Hmx)). Further, since
Z = WR>, it follows that γ is then a function of WR>ρ and
the cost function L(γ, x) ≡ L(γ,Wz) (by abuse of notation)
where z = R>x. Thus, J(γ; ρ) can be written in terms of
the density of R>ρ. Further, since the value of γ and L are
determined by the value of Wz, J(γ; ρ) can be written in
terms of the density of R>ρ or of WR>ρ. This latter density
is with respect the Lebesgue measure on the range of W ,
denoted ‘dw’. Similarly, q(x) can also be written (by abuse
of notation) as q(Wz).
Moreover, write W> =
[
W>0 ;W
>
1 ; . . .W
>
m
]
such that
S> = RW>0 and H
>
i = RW
>
i , i ∈ N . Similarly, let
w ∈ range(W ) be written as w = (w0, w1, . . . , wm) where
wi ∈ range(Wi), i = 0, 1, . . . ,m. Recall that any controller
γi(w) is a function of wi alone. The proof of the theorem
below is relegated to the Appendix.
Theorem 4.12 (Explicit bound): Let `, n ∈ N, n ≥ `1/c1 .
Consider a static team problem with parameters Q,W,Rn, ξn
where Rn ∈ Vn,` is uniformly distributed, and the environ-
mental randomness ξn ∈ Rn is isotropic with a log-concave
density. Let γ∗n (with values viewed as column vectors in Rm)
be an optimal controller for this problem and suppose the terms
in matrices E[γ∗n(H(ζ))γ∗n(H(ζ))>] and E[γ∗n(H(ζ))ζ>], are
finite where ζ ∼ N (0, I`). Then, if W is of rank r and n is
such that 1− Cn3 − τ`,r(nc4) > 0, we have with probability at
least 1− C exp(−nc2),
0 ≤ J(γ∗L; ξn)− J(γ∗n; ξn) ≤
C
nc3 + τ`,r(n
c4)(
1− Cn3 − τ`,r(nc4)
)J(γ∗G; ζ)
+
∫
Ac
L(γ¯(w), w)fWζ(w)dw. (14)
Here
A =
{
Wx
∣∣∣∣ maxi=0,...,m‖Wix‖ ≤ 1√m+ 1 12σminnc4 , x ∈ R`
}
,
C, c1, c2, c3, c4 > 0 are absolute constants from Theorem 3.1,
σmin is the smallest positive singular value of W , τ is as
defined in (7), and for i = 1, . . . ,m,
γ¯i(wi) =
{
(γ∗n)
i(wi) if ‖wi‖ ≤ 1√m+1 12σminnc4 ,
0 otherwise .
Note that the RHS of (14) is small for large n if and
only if the second term therein is small. This is ensured by
the assumptions of the finiteness of E[γ∗n(H(ζ))γ∗n(H(ζ))>]
and E[γ∗n(H(ζ))ζ>], whereby J(γ¯; ζ) < ∞. In that case,
Theorem 4.12 says that the ratio of J(γ∗L; ξn) and J(γ
∗
n; ξn)
is close to unity for ‘most’ problems. If the second term
in (14) is large, then (14) is a weak bound since we know
J(γ∗L; ξn)−J(γ∗n; ξn) admits the (uniform) finite upper bounds
J(γ∗L; ξn)− J(γ∗n; ξn) ≤ J(γ∗G; ζ) ≤ J(0; ζ) = E[q(ζ)].
C. Pointwise convergence to a linear solution
In our final result we establish a different mode of con-
vergence. We show that if the sequence of solutions of an
ensemble of team problems NG converges pointwise almost
surely, then its limit is γG almost surely (the probability
referred to here is with respect to the distribution of {Rn}).
Theorem 4.13: Let ` ∈ N and let {ξn} for n ∈ N, n ≥ `1/c1
be a sequence of isotropic random vectors, such that for each
n, ξn is Rn-valued and has a log-concave density with respect
to the Lebesgue measure in Rn. Consider an ensemble of static
team problems with parameters Q,W, {Rn}, {ξn}, where each
Rn ∈ Rn×` and is chosen uniformly and independently from
Vn,` and independent of {ξk}. Let γ∗n be a solution of the
nth problem in this ensemble. Suppose γˆ := limn→∞ γ∗n
(pointwise) exists {Rn}-a.s. Then γˆ = γG, {Rn}-a.s.
Proof : Let ζ ∼ N (0, I`) and ξˆn = R>n ξn. We have,
J(γˆ; ζ) =
∫
R`
L(γˆ(Wx),Wx)ϕ`(x)dx
(a)
=
∫
R`
lim inf
n→∞ L(γ
∗
n(Wx),Wx)fξˆn(x)dx
with probability 1. Here (a) follows from the pointwise
convergence showed in Lemma 3.2 and the definition of γˆ.
Thus, if ζn ∼ N (0, In)
J(γˆ; ζ)
(b)
≤ lim inf
n→∞
∫
R`
L(γ∗n(Wx),Wx)fξˆn(x)dx,
= lim inf
n→∞ J(γ
∗
n; ξn),
(c)
≤ lim inf
n→∞ J(γG; ξn),
(d)
= lim inf
n→∞ J(γG; ζn),
(e)
= J(γG; ζ),
(b) follows from Fatou’s lemma, (c) from the optimality of
γ∗n, (d) from Proposition 4.2 and (e) from Proposition 4.3.
But since γG is the unique solution of G, it follows that
γˆ = γG, as required.
V. SOME UNIFORM CONVERGENCE RESULTS
We end this paper by noting a few additional results. These
results do not pertain to the team problem per se, but would
perhaps be useful to other researchers working on similar
themes. Hence we include them in this paper.
9A. Uniform convergence of tails
Our first result is a uniform integrability-type result.
Lemma 5.1: Let ` ∈ N and consider an ensemble of
static team problems with parameters Q,W, {Rn}, {ξn} where
Rn ∈ Vn,` is uniformly distributed and the environmental
randomness is given by a sequence of isotropic random vectors
{ξn} each with a log-concave density and independent of Rn.
Let ξˆn = R>n ξn and denote,
T (n, k) :=
∫
x:‖x‖>k
L(γ∗n(Wx),Wx)fξˆn(x)dx,
where γ∗n is the optimal controller for the n
th problem in the
ensemble. Let
δn,k := T (n, k)− T (n, k − 1),
and suppose there exists a function g : N → R such that
δn,k ≤ g(k) and
∑
k g(k) < ∞. Then, for all  > 0 there
exists k0 such that
lim
n→∞T (n, k) < , ∀k ≥ k0.
Proof : It suffices to show that
lim
k→∞
lim
n→∞T (n, k) = 0.
Since J(γ∗n; ξn) ≤ J(γG; ζ) <∞, {Rn}-a.s.,
lim
k→∞
T (n, k) = 0, ∀n,
whereby lim
n→∞ limk→∞
T (n, k) = 0. Consider N endowed with
counting measure ν. Since g ∈ L1(N, ν), the dominated
convergence theorem gives∫
N
lim
n→∞ δn,kdν(k) = limn→∞
∫
N
δn,kdν(k).
By definition,
lim
k→∞
k∑
t=1
lim
n→∞ δn,t = limn→∞ limk→∞
k∑
t=1
δn,t,
which simplifies to
lim
k→∞
lim
n→∞T (n, k) = limn→∞ limk→∞
T (n, k) = 0,
as required.
B. Uniform convergence of densities
Lemma 3.2 showed the pointwise convergence of densities
of projections of random vectors with log-concave densities. In
this section, with additional assumptions we show the uniform
convergence of such densities.
If f(x) ≡ e−G(x), where G : Rn → R is a convex function,
is a log-concave density, G must necessarily approach infinity
as ‖x‖ → ∞. This implies that G cannot grow sublinearly, for
otherwise it would cease to be convex. Formalizing this ob-
servation leads to the following pointwise estimate from [22].
Lemma 5.2: [22, Lemma 1] Let f be a log-concave density
on Rd. Then there exist a = a(f) > 0 and b = b(f) ∈ R such
that f(x) ≤ exp(−a‖x‖+ b) for all x ∈ Rd.
Let ξ ∈ Rn have a log-concave density. Since log-concavity
is preserved under affine transformations (see, e.g., [23]), the
density of any projection, ξˆ = R>ξ, where R ∈ Vn,` is also
log-concave. Our interest is in deriving a uniform estimate for
the density R>ξ over all R ∈ Vn,` and over all n for fixed `.
The following lemma obtains this. Below, Γ(·) is the Gamma
function.
Lemma 5.3: Suppose ξ ∈ Rn is a random vector with log-
concave density satisfying
fξ(x) ≤ exp(−a
√
2‖x‖+ bn) ∀x ∈ Rn,
for some constants a > 0 and bn satisfying,
exp bn ≤ exp b ·
(
a√
pi
)n−`
Γ((n− `)/2)
2Γ(n− `) , (15)
for some constant b. Let R ∈ Vn,` and let ξˆ = R>ξ. Then,
fξˆ(x) ≤ exp (−a‖x‖+ b) , ∀x ∈ R`. (16)
Proof : Let P be an orthogonal matrix given by P = [R R¯]
where R¯ ∈ Rn×n−` is an orthonormal matrix with columns
orthogonal to R. Thus fξˆ is the marginal density of the first
` components of P>ξ. By the change of variables formula,
fξˆ(x) =
∫
x¯∈Rn−`
fP>ξ(x, x¯)dx¯,
=
∫
x¯∈Rn−`
fξ(Rx+ R¯x¯)dx¯,
≤
∫
Rn−`
exp(−a
√
2
√
‖x‖2 + ‖x¯‖2 + bn)dx¯,
(a)
=
2pi(n−`)/2
Γ((n− `)/2)
∫ ∞
r=0
exp(−a
√
2
√
‖x‖2 + r2 + bn)rn−`−1dr,
(b)
≤ 2pi
(n−`)/2 exp(−a‖x‖+ bn)
Γ((n− `)/2)
∫ ∞
0
exp (−ar) rn−`−1dr,
(c)
=
2(2pi)(n−`)/2 exp(−a‖x‖+ bn)
Γ((n− `)/2)
Γ(n− `)
an−`
,
where (a) follows from the surface area of the sphere in
Rn−` of radius r, (b) uses that
√
p2 + q2 ≥ 1√
2
(p + q) for
any p, q > 0 (Jensen’s inequality), and (c) follows from the
definition of the Gamma function. Using (15), the result
follows.
The proof of the above theorem reveals why bn must grow
with n even while a can be constant. bn is the scaling that
ensures that fξn is a density for each n. As n grows, the scaling
required changes, since the volume of the n-dimensional ball
changes.
As a consequence of Lemma 5.3, we get that any ` di-
mensional projection of a sequence of log-concave distributed
random vectors of increasing length satisfies the estimate (16)
provided the densities of the vectors satisfy a bound given
by (15). Theorem 5.4 below shows that this implies that the
densities of the projections converge uniformly to the standard
Gaussian density.
Theorem 5.4: Let ` ∈ N and let {ξn} for n ∈ N, n ≥ `1/c1
be a sequence of isotropic random vectors, such that for each
n, ξn is Rn-valued and has a log-concave density with respect
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to the Lebesgue measure in Rn. Further assume that there exist
constants a > 0 and a sequence {bn} satisfying (15) for some
b ∈ R such that
fξn(x) ≤ exp(−a‖x‖+ bn), ∀x ∈ Rn,
and all n. Consider a sequence {Rn} of orthogonal matrices,
where each Rn ∈ Rn×` and is chosen uniformly and indepen-
dently from Vn,` and let ξˆn = R>n ξn Then,
sup
x∈R`
|fξˆn(x)− ϕ`(x)| ≤ max
{
K ′
nc3
, exp(−a′nc4 + b′)
}
,
with probability at least 1 − C exp(−nc2) where K ′ is a
constant depending only on ` and a′, b′ depend only a, b, `.
Furthermore, fξˆn → ϕ` uniformly on R` with probability one.
Proof : Let Bn be the event that ξˆn satisfies (3). Under this
event, by Theorem 3.1, for n ≥ `1/c1 ,
sup
x:‖x‖≤nc4
|fξˆn(x)− ϕ`(x)| ≤
C
nc3
. sup
z
ϕ`(z),
with probability at least 1−C exp(−nc2). Set K ′ = K ′(`) =
C supz ϕ`(z) =
C
(2pi)`/2
. Recall that by Lemma 5.3, fξˆn(x) ≤
exp(− a√
2
‖x‖ + b) for all x ∈ R` and for all n. Meanwhile,
ϕ`(x) = exp(−‖x‖2/2−` ln(2pi)/2). Therefore, for ‖x‖ > 1,
one can find a′, b′ depending only on a, b, ` such that fξˆn(x) ≤
e−a
′‖x‖+b′ and ϕ`(x) ≤ e−a′‖x‖+b′ and hence,
|fξˆn(x)− ϕ`(x)| ≤ e−a
′‖x‖+b′ ,
for all x such that ‖x‖ > 1. Applying this bound for ‖x‖ >
nc4 and with the earlier bounds gives the first result.
Let `′ ≥ `. fξˆn → ϕ` uniformly under the event
B = ∩n≥(`′)1/c1Bn. Following the proof of Lemma 3.2,
B holds with probability at least 1 − K exp(−(`′)c2/c1).
Letting `′ →∞, we get that fξˆn → ϕ` uniformly {Rn}-a.s.
VI. CONCLUSION
We considered stochastic static team problems with
quadratic cost and linear information but with noise vectors
that have densities that are not necessarily Gaussian. These
problems have been studied extensively in the case where
noise is Gaussian, where it is known that they admit linear
optimal controllers. We considered noise vectors to be with
log-concave densities and established that for most problems
of such a kind, linear strategies are near-optimal. Further, if
the optimal strategies converge pointwise as the noise vector
grows in length, they do so to a linear strategy. We derived
an asymptotically tight bound on the difference between the
optimal cost and the cost under the best linear strategy. Our
results were propelled by a recent central limit theorem of
Eldan and Klartag [20]. Additionally, we derived subsidiary
results on uniform convergence of projections of random vec-
tors with log-concave densities and on uniform convergence
of tails of optimal costs with non-Gaussian noise.
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APPENDIX
A. Proof of Lemma 3.2
Proof : Let `′ ≥ `. For each n ≥ (`′)1/c1 , let Bn be the
event that, Bn :=
{
ξˆn satisfies (3)
}
. We claim that the event
A :=
{
lim
n→∞ fξˆn(x) = ϕ`(x) ∀ x ∈ R
`
}
is implied by the
event B := ∩n≥(`′)1/c1Bn. Consider an x ∈ R`. Then under
the event B,
|fξˆn(x)− ϕ`(x)| ≤
C
nc3
, ∀n ≥ ‖x‖1/c4 ,
and hence fξˆn(x)→ ϕ`(x). However, since this holds for ev-
ery x ∈ R`, it follows that under event B, fξˆn → ϕ` pointwise.
Therefore P (A) ≥ P (B) ≥ 1−∑n≥(`′)1/c1 P (Bcn). Now,∑
n≥(`′)1/c1
P (Bcn) ≤ C
∑
n≥(`′)1/c1
exp(−nc2)
≤ C
∑
n≥(`′)c2/c1
exp(−n),
and the RHS evalutates to K exp(−(`′)c2/c1) with K =
C
1−e−1 . Notice that this is true for any `
′ ≥ `. It follows that
P (A) ≥ sup
`′
{1−K exp(−(`′)c2/c1)} = 1,
where the last equality follows since c2, c1 > 0. This
completes the proof.
B. Proof of Lemma 3.3
Proof : If W is nonsingular (i.e., ` = r), then,
‖Wx‖ ≤ 12σminnc4 implies ‖x‖ ≤ 12nc4 . Fur-
ther, fWξˆ(Wx) ≡ 1| det(W )|fξˆ(x) and fWζ(Wx) ≡
1
| det(W )|fζ(x) =
1
| det(W )|ϕ`(x), whereby the result holds by
a direct application of (5).
Now assume W is singular and of rank r. Consider the
singular value decomposition of W , W = UΣV > where
U, V ∈ V`,`, Σ =
(
Σ1 0
0 0
)
and Σ1 is a r × r diagonal
matrix with positive diagonal entries (the smallest of which
is σmin). Let V = [V1;V2] where V1 ∈ R`×r. It is easy to
check that for any x ∈ R`, ‖Wx‖ = ‖Σ1V >1 x‖ (the latter
3http://math.stackexchange.com/users/151552/phoemuex
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norm is on Rr). Consequently, ‖Wx‖ ≤ 12σminnc4 implies
that ‖V >1 x‖ ≤ 12nc4 .
Note that for any x ∈ R`,
fWζ(Wx) = fΣV >ζ(ΣV
>x) = fΣV >ζ(Σ1V
>
1 x, 0)
=
fV >1 ζ(V
>
1 x)
|det(Σ1)| , (17)
and similarly,
fWξˆ(Wx) =
1
|det(Σ1)|fV >1 ξˆ(V
>
1 x). (18)
Since V is orthogonal, for any z ∈ Rr, we have
fV >1 ξˆ
(z) =
∫
R`−r
fV >ξˆ(z, z¯)dz¯ =
∫
R`−r
fξˆ(V (z, z¯))dz¯,
fV >1 ζ(z) =
∫
R`−r
fV >ζ(z, z¯)dz¯ =
∫
R`−r
ϕ`(V (z, z¯))dz¯
=
∫
R`−r
ϕ`(z, z¯)dz¯ = ϕr(z), (19)
where the last relation follows from the spherical symmetry
of the normal distribution. For z ∈ Rr, let A1 = A1(z) :=
{z¯ ∈ R`−r : ‖z, z¯‖ ≤ nc4} and A2 = A2(z) := {z¯ ∈ R`−r :
‖z, z¯‖ > nc4}. For any z ∈ Rr, we get,
fV >1 ζ(z)− fV >1 ξˆ(z)
(a)
≤
∫
z¯∈A1
(
ϕ`(V (z, z¯))− fξˆ(V (z, z¯))
)
dz¯
+
∫
z¯∈A2
ϕ`(V (z, z¯))dz¯
(b)
≤ C
nc3
∫
z¯∈A1
ϕ`(V (z, z¯))dz¯
+
∫
z¯∈A2
ϕ`(V (z, z¯))dz¯ (20)
where (a) is obtained by using that − ∫
z¯∈A2 fξˆ(V (z, z¯))dz¯ ≤
0 and (b) follows from (5). Now, if ‖z‖ ≤ 12nc4 , we
get A2(z) ⊆ A′2 := {z¯ ∈ R`−r|‖z¯‖2 > 34n2c4}.
Therefore, the second term in (20) is at most,
ϕr(z)
∫
z¯∈A′2 ϕ`−r(z¯)dz¯ = τ`,r(n
c4)ϕr(z). The first term
in (20) is at most Cnc3
∫
R`−r ϕ`(z, z¯)dz¯ =
C
nc3 ϕr(z). Thus,
combining this with (20), (19), (17), (18), the result follows.
C. Proof of Theorem 4.12
Proof : Let n ≥ `1/c1 and let ∆n := J(γ∗L; ξn) − J(γ∗n; ξn).
We have ∆n ≥ 0, since γ∗n is the optimal controller. Since
J(γ∗G; ζ) = J(γ
∗
L; ξn) (cf. Propositions 4.2 and 4.3) we get
∆n = J(γ
∗
G; ζ)− J(γ∗n; ξn) ≤ J(γ′; ζ)− J(γ∗n; ξn),
for any measurable function γ′. Let A, γ¯ be as defined in the
theorem and take γ′ = γ¯. Therefore, γ′(w) = γ∗n(w) for all
w ∈ A. Hence,
∆n ≤
∫
A
(
L(γ′(w), w)fWζ(w)− L(γ∗n(w), w)fWξˆn(w)
)
dw
+
∫
Ac
(
L(γ′(w), w)fWζ(w)− L(γ∗n(w), w)fWξˆn(w)
)
dw,
≤
∫
A
L(γ∗n(w), w)
(
fWζ(w)− fWξˆn(w)
)
dw
+
∫
Ac
L(γ¯(w), w)fWζ(w)dw (21)
where ‘dw’ denotes the Lebesgue measure on the range of W
and we have used that − ∫
Ac
L(γ∗n(w), w)fWξˆn(w)dw ≤ 0,
(recall that L(·, ·) ≥ 0). For the first term in (21), consider
the event Bn that ξˆn satisfies (3). Applying Theorem 3.1, we
get that with probability at least 1 − C exp(−nc2), (5) holds
with ξˆ = ξˆn. Then since w ∈ A =⇒ ‖w‖ ≤ 12σminnc4 ,
by Lemma 3.3, we have that with probability at least 1 −
C exp(−nc2),
0 ≤ ∆n ≤
(
C
nc3
+ τ`,r(n
c4)
)∫
A
L(γ∗n(w), w)fWζ(w)dw
+
∫
Ac
L(γ¯(w), w)fWζ(w)dw (22)
Notice that the first term in (22) equals(
C
nc3
+ τ`,r(n
c4)
)∫
A
L(γ∗n(w), w)
fWζ(w)
fWξˆn(w)
fWξˆn(w)dw,
which, if the event Bn holds and if 1 − Cn3 − τ`,r(nc4) > 0,
is, by (6), at most
C
nc3 + τ`,r(n
c4)(
1− Cn3 − τ`,r(nc4)
) ∫
A
L(γ∗n(w), w)fWξˆn(w)dw
≤
C
nc3 + τ`,r(n
c4)(
1− Cn3 − τ`,r(nc4)
)J(γ∗G; ζ).
The last inequality follows from the nonnegativity of
L whereby
∫
A
L(γ∗n(w), w)fWξˆn(w)dw ≤ J(γ∗n; ξn) ≤
J(γ∗G; ξn) = J(γ
∗
G; ζ). This completes the proof.
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