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A two-parameter fracture criterion (TPFC) is used to correlate and predict failure
loads on cracked configurations made of ductile materials. The current study was
conducted to validate the use of the fracture criterion on more brittle materials, using
elastic-plastic finite-element analyses with the critical crack-tip-opening angle (CTOA)
failure criterion. Forman generated fracture data on middle-crack tension, M(T),
specimens made of thin-sheet 7075-T6 aluminum alloy, which is a quasi-brittle material.
The fracture data included a wide range of specimen widths (2w) ranging from 3 to 24
inches. A two-dimensional (2D) finite-element analysis code (ZIP2D) with a ''planestrain core" option was used to model the fracture process. Fracture simulations were
conducted on M(T), single-edge-crack tension, SE(T), and single-edge-crack bend,
SE(B), specimens. The results supported the TPFC equation for net-section stresses less
than the material proportional limit. However, some discrepancies were observed among
the numerical results of the three specimen types. Thus, more research is needed to
improve the transferability of the TPFC from the M(T) specimen to both the SE(T) and
SE(B) specimens.
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CHAPTER I

INTRODUCTION
Linear elastic fracture mechanics (LEFM) has been used to study fatigue-crack
growth and fracture of many materials, especially after the introduction of the stressintensity-factor concept ''K'' by Irwin in 1957 [1]. The power of the LEFM concept [2]
resides in its transferability, since for brittle materials, the local stress field is controlled
by two unique scalars; mainly the stress intensity factor (K) and the T-stress. If those two
parameters are known, then the stresses and strains around the crack are known as well.
Moreover, if these stresses and strains affect the material behavior in some way, a
structure made of the same material is affected in a similar way.
However, the use of the stress-intensity factor at fracture is only valid for a
restricted range of materials. The concept works only for materials having a dominant
linear-elastic behavior and has certain limitations to predict failure loads for high
toughness materials [3]. For ductile materials, which have relatively large plastic zones
around the crack front, the stress intensity factor at failure (𝐾𝐼𝑒 ) varies with the type of
loading, presence of holes in the body, location of the crack, and the specimen
dimensions [4-7].
On the other hand, most homogenous brittle materials should be avoided in
modern structures, especially in the aircraft industry, since they are unforgiving materials.
For these materials, small cracks can cause fracture and lead to a catastrophic failure of
1

the structure without any warning. Therefore, researchers started developing new
methods and equations to help define the strength of more ductile materials with cracks,
and to determine the stress and strain distributions at cracks or notches [8-12]. Similarly,
Newman [4] used Inglis’s elastic stress-concentration equation for an elliptical hole under
remote uniform stress [10] and Neuber’s relation [12] to develop the two-parameter
fracture criterion (TPFC). The TPFC is a very simple equation to calculate the elasticplastic response of ductile materials for which LEFM is no longer valid. LEFM assumes
that the entire specimen, including the part near the crack, follows a linear stress-strain
relation, which is not the case for high toughness materials, and therefore, becomes
increasingly inaccurate as the inelastic zone at the crack front grows [4-7].
The TPFC equation uses two material properties namely, the elastic-plastic
fracture toughness (𝐾𝐹 ), and a ductility parameter (m) to relate the elastic stress-intensity
factor at failure (𝐾𝐼𝑒 ) to the net-section failure stress to ultimate strength ratio, 𝑆𝑛 /σ𝑢 .
Many two-dimensional (2D) and three-dimensional (3D) elastic-plastic finiteelement methods have been developed over the years to simulate the fatigue and fracture
processes of cracked bodies and to calculate their failure loads using numerous fracture
criteria [13-20]. The methods used in these finite-element fracture simulations have been
the energy-release rate, the critical crack tip opening angle (CTOA) or displacement
(CTOD), the tearing modulus, the J-integral, the crack-tip forces, and the crack-tip stress
or strain concept. However, the CTOA and CTOD fracture criteria were shown to be the
most efficient and powerful ones to use in fracture simulations. Mainly because of the
ease of their usage and also due to the dependable results they provide while simulating
both stable and unstable crack growth.
2

Previous experiments and analyses revealed that the TPFC remarkably fits a wide
range of materials for different crack configurations [4, 7]. Mahtabi et al. [21] showed
that the TPFC fits finite-element fracture simulation data on 2219-T87 aluminum alloy
for middle-crack tension, M(T), (Fig. 1.1), single-edge-crack tension, SE(T), (Fig. 1.2),
and single-edge-crack bend, SE(B), (Fig. 1.3), specimens very well for net-section
stresses less than the yield stress of the material.
However, Warren, Lacy and Newman [22] showed that the TPFC did not do well
for net-section stresses greater than the yield stress, except for tension-loaded crack
configurations. The use of the plastic-hinge stress 𝑆𝑢 for “bend” specimens [7] was
inappropriate [21, 22]. The accuracy of the TPFC was also verified by Newman and
Newman [23] through a fracture simulation using both 2D and 3D finite-element analyses
on M(T) models with different widths and crack-length-to-width ratios. The M(T) models
were made from three different materials; a hypothetical 2000-series aluminum alloy,
2024-T3 aluminum alloy and the 2219-T87 aluminum alloy. In addition, previous papers
[4, 24] showed that the TPFC can be used to predict the fracture behavior of through
cracks, surface cracks, and corner cracks at holes under tension loads. However, the
TPFC has not been widely accepted in industry. Therefore, more experiments and
analyses have to be conducted in order to validate and to improve the TPFC equations.

3

Figure 1.1

Middle-crack tension, M(T), specimen. [21]

Figure 1.2

Single-edge-crack tension , SE(T), specimen. [21]

4

Figure 1.3

Single-edge-crack bend , SE(B), specimen. [21]

5

The major objective of this thesis is to compare the TPFC with fracture
simulations using an advanced elastic-plastic finite-element method and code [25] with
the critical CTOA fracture criterion on a 7075-T6 aluminum alloy, which is a quasibrittle material. Fracture test data on M(T) specimens made of the 7075 alloy were
obtained from Forman [26]. These test data were used to determine the two fracture
parameters (KF and m) from the TPFC; and the critical CTOA value from the finiteelement fracture simulations. In addition, this study investigated the transferability of the
TPFC approach to other crack configurations. For this purpose, three different crack
configurations, M(T), SE(T) and SE(B), were considered in the analysis. But no
experimental fracture data were available on the SE(T) and SE(B) specimens, only finiteelement fracture simulations were available.
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CHAPTER II
TWO-PARAMETER FRACTURE CRITERION
Brittle metallic materials develop very small plastic zones in the crack-tip region,
therefore, as soon as a crack develops, a large increase in stresses and strains occur in the
crack-tip region. This significant increase in stresses and strains is caused by the squareroot singularity [1, 2]. This singularity can be explained by the absence of blunting
(normally due to plastic deformations that forms at crack tips as the material begins to
yield), which means that for low toughness materials, the crack-tip radius is very small
(nearly zero), and thus, according to Irwin's [1] stress-state distribution equations (Figure
2.1), the stresses and strains around the crack tip are almost infinite. In this case, linear
fracture mechanics (LEFM) is used to predict the fracture of brittle materials using a
correlating parameter called the stress-intensity-factor (𝐾𝐼 ), which accounts for the
loading, the size and location of the crack, in addition to the specimen configuration
[1, 2]. In the literature, the critical K value has been denoted as KIc, the plane-strain
fracture toughness for brittle materials [27]. In general, the applied stress-intensity factor
is given by the following equation:

𝐾𝐼 = 𝑆𝑔 √𝜋𝑐𝑖 F
where 𝑆𝑔 is applied gross stress, ci is the initial crack length, and F is a boundary
correction factor, which accounts for specimen configuration (F = 1 for a crack in an
infinite body under remote stress). More equations for applied gross stress, boundary
7

(2.1)

correction factor and also stress-intensity factor for the three crack configurations (M(T),
SE(T) and SE(B)) considered herein are presented in Appendix A.

Figure 2.1

Irwin's stress field around a crack in a linear-elastic material.
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In contrast to brittle materials, ductile materials form a plastic-zone region around
the crack tip that can be a significant percentage of the crack length and other structural
dimensions, and thus, causes variations in the elastic stress-intensity factor at failure.
Newman [4] has denoted this value as 𝐾𝐼𝑒 . In fact, for high-toughness materials, 𝐾𝐼𝑒
becomes dependent upon the width of the specimen, the crack-length-to-width ratio, and
the type of loading [4-7].
Consequently, new equations have been developed to study the elastic-plastic or
non-linear-elastic stress fields around notches or cracks. For cracks, Rice and Rosengren
[8] and Hutchinson [9] developed an equation that gives the asymptotic stress and strain
field in the crack-tip region for non-linear-elastic materials in terms of the J-integral.
However, for notches, the most notable is Neuber's [12] equation, which relates the
plastic-stress-concentration and plastic-strain-concentration factor to the elastic stressconcentration factor around a notch:

𝐾𝜎 𝐾∈ = 𝐾𝑇 2

(2.2)

Taking the elliptical hole in an infinite plate under remote uniform stress and
collapsing the hole to a very sharp notch or crack, the elastic stress-concentration factor,
𝐾𝑇 , is represented as a function of the half-length of the notch or crack (c, major axis of
elliptical hole) and the root radius, 𝜌. In reality, all physical cracks have an extremely
small crack-tip radius, even for low-toughness materials. From Inglis [10] the elastic
stress concentration factor is

𝐾𝑇 = 1 + 2√
9

𝑐
𝜌

(2.3)

As mentioned previously, Newman [4] used both Inglis’s [10] equation (2.3) and
Neuber's [12] equation (2.2) to generate the Two-Parameter Fracture Criterion (TPFC),
which relates the elastic stress-intensity factor at failure (𝐾𝐼𝑒 ) and the nominal net-section
failure stress to ultimate strength ratio, 𝑆𝑛 /σ𝑢 , to the elastic-plastic fracture toughness 𝐾𝐹
as:

𝐾𝐹 =

𝐾𝐼𝑒

𝑆
1−𝑚( 𝑛 )

𝑓𝑜𝑟 (𝑆𝑛 < 𝜎𝑦𝑠 )

(2.4)

𝜎𝑢

Owing to the ''1'' present in Inglis’s stress-concentration equation, the TPFC
introduces two material properties; the elastic-plastic fracture toughness (𝐾𝐹 ), and a
fracture ductility parameter (m) to relate the elastic stress-intensity factor at failure (𝐾𝐼𝑒 )
to the nominal net-section failure stress to ultimate strength ratio, 𝑆𝑛 /σ𝑢 . The two
parameters describe how sensitive the material is to the presence of a crack [7]. If the
ductility parameter m is equal to zero, equation (2.4) becomes equivalent to the elastic
stress-intensity factor at failure, 𝐾𝐼𝑒 , and thus, represents the response of brittle materials
that fracture under plane-strain conditions [27]. On the contrary, if m is equal to unity,
equation (2.4) represents the response of ductile materials that fracture under plane-stress
conditions [4, 7, 24]. Also, similarly to the material's ultimate tensile strength, 𝜎𝑢 , the
parameters, 𝐾𝐹 and m, are considered to be two material parameters, that are dependent
on temperature, rate of loading, state of stress and sheet/plate thickness. In the following
work, the two parameters 𝐾𝐹 and m are held constant, since none of the influencing
factors are changed throughout the experiments. The parameter 𝐾𝐹 has the units of the
10

stress-intensity factor (ksi-in1/2 ) and the ductility parameter m is a dimensionless
constant.
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CHAPTER III
MATERIAL AND CRACK CONFIGURATIONS

To evaluate the relationship between the stress-intensity factor at failure (𝐾𝐼𝑒 ) and
the net-section failure stress (𝑆𝑛 ), fracture test data from Forman [26] on 7075-T6
aluminum alloy was used. The selection of this material is due to its prevailing use in the
field of aerospace structures, especially in the parts of the airplane where high strength is
required, such as the upper wing skin. The 7075-T6 alloy has high strength and
lightweight qualities. This material has a yield stress, σ𝑦𝑠 = 75.6 ksi, and an ultimate
tensile strength, σ𝑢 = 84.3 ksi. Table 3.1 gives a summary of the tensile and fracture
properties. Fig. 3.1 shows the stress-strain curve of this material that was generated from
an engineering judgment using the values of σ𝑦𝑠 , σ𝑢 , and the young’s modulus E from
Forman experimental tests [26]. Table 3.2 gives the stress-strain input for the finiteelement analyses using a multi-linear stress-strain curve option.
Three different crack configurations were used in this study. Mainly,
a- Middle-crack tension specimen, M(T), (Fig. 1.1).
b- Single-edge-crack tension specimen, SE(T), (Fig. 1.2).
c- Single-edge-crack bend specimen, SE(B), (Fig. 1.3).
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These specimen configurations were selected because of their extensive use in the
literature for generating fracture data. The M(T) specimen, shown in Fig. 1.1, is subjected
to an external gross applied stress, 𝑆𝑔 . Fig. 1.2 shows the SE(T) specimen, which
experiences an external uniform applied stress, but due to its asymmetry, develops both a
tension load and bending moment on the net section. Finally, Fig. 1.3 illustrates the
SE(B) specimen, which experiences pure bending. The M(T) specimen has a width 2w
and an initial crack length 2𝑐𝑖 , while both the SE(T) and SE(B) specimens have a width w
and an initial crack length 𝑐𝑖 .

Table 3.1

Tensile and fracture properties of 7075-T6 aluminum alloy

σ𝑝𝑙 (ksi) σ𝑦𝑠 (ksi) σ𝑢 (ksi) E(ksi)
60

Table 3.2

75.6

84.3 10400

ν
0.3

B (in) 𝜓𝑐 (deg) ℎ𝑐 (in)
0.064

6.76

0.04

𝐾𝐹
m
(ksi-𝑖𝑛1/2 )
68
0.37

Stress-strain table used in finite-element fracture analysis
ϵ

σ (ksi)

5.77 e-3

60.0

7.26 e-3

70.0

9.26 e-3

75.5

0.012

78.0

0.021

80.0

0.035

81.3

0.049

82.4

0.07

83.7

0.11

84.3
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Figure 3.1

Stress-strain curve for aluminum alloy 7075-T6 (TL).
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CHAPTER IV
FRACTURE SIMULATION CONCEPTS

4.1

Critical crack tip opening angle

The critical crack-tip-opening displacement (CTOD) is a very useful fracture
criterion that was developed in the United Kingdom by Wells at the Welding Institutes
[28]. Later, de Koning [15] used the critical crack-tip-opening angle (CTOA) fracture
criterion with the elastic-plastic finite-element method. In the past decade, an ASTM
standard [29] on the determination of resistance to stable crack extension under lowconstraint conditions was developed following numerous studies that had shown the
effectiveness of the criterion for characterizing fracture on numerous metallic materials
[30, 31].
As previously mentioned, as soon as a crack forms inside a metallic material, it
produces a plastic-zone region. As a result, the crack tip blunts causing a decrease in the
local stresses and an increase in strains. The degree of blunting is a function of the
material toughness. In other words, the blunting is important for materials having a high
fracture toughness and is negligible for materials with low toughness [32]. Due to the
plastic deformations formed at the crack front, as the crack grows into the plastic region,
the cracks leaves behind a plastic wake. The plastic wake is very important for fracture
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analysis, since it helps to define the CTOD and CTOA parameters [22]. This
phenomenon is also very useful for fatigue analysis [25] because the plastic wake causes
the crack surfaces to prematurely close during unloading [33, 34]. Fig. 4.1 illustrates the
relationship between the critical CTOD, c, and the critical CTOA, c. Fig. 4.2 shows a
picture of a real crack stably tearing in a mild steel sheet [35] that clearly shows the angle
formed by the crack surfaces as the crack advances.
During its early applications, the use of 2D finite-element methods with CTOA
was restricted to either plane-stress or plane-strain conditions, which lead to uncertainty
in the use of CTOA as a valid fracture criterion, especially in the initial stages of crack
extension [17, 18, 20, 23]. This problem was a consequence of the inaccurate constraints
used in the 2D finite-element fracture simulations. Hom and McMeeking [36] had
previously shown in a 3D elastic-plastic FE study that cracked thin-sheet materials
developed a plane-strain state around the crack front, while the region away from the
crack stayed under plane-stress conditions. After the introduction of the plane-strain core
concept [37], the use of CTOA for 2D finite-element analyses has greatly increased and
become appropriate for a multitude of applications [38-42]. These applications are
buckling of cracked thin sheets, failure of cracked aircraft fuselages, and stiffened panels
with multiple-site cracking damage.
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Figure 4.1

Relation between critical crack-tip-opening angle, ψ𝑐 , and critical crack-tipopening displacement, δc.
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Figure 4.2

Mild steel sheet fracture test, C.T. Sun, Purdue University. [35]
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4.2

Finite element modeling of 0.064 inch thick M(T) specimens

ZIP2D, a finite-element code [25] developed at the NASA Langley Research
Center, was used to perform the numerical simulations of a wide range of M(T)
specimens having a thickness B = 0.064 inch. The code is a 2D elastic and elastic-plastic
stress analysis code that uses constant-strain triangular (CST) elements under small strain
conditions. ZIP2D was primarily developed to analyze fatigue-crack closure [25]. Later,
the code was modified to simulate fracture using various criteria, such as the critical
CTOA criterion [19]. The CTOA is a powerful parameter that models stable crack growth
and instability when used for non-linear behavior of materials.
Earlier uses of CTOA for 2D models were restricted to either plane-stress or
plane-strain behavior and none of the analyses modeled the fracture process very well
[17-19]. Therefore, the ''plane-strain core'' concept was developed [47]. This technique is
more efficient because it represents the stress–strain behavior near the crack tip in a more
realistic elastic–plastic manner. This is done by simulating plane-strain conditions near
the crack tip, while allowing plane-stress deformations far from the crack [37, 43]. This
analysis uses a parameter called the plane-strain-core height (ℎ𝑐 ) which represents half
the height of the plane-strain core, since all elements inside the core are under pure planestrain conditions, while all the elements outside this region are under pure plane-stress
conditions. The effectiveness of this concept was validated through a comparison
between calculated and measured crack-surface displacements at the proximity of the
crack tips on specimens made of aluminum alloy 2024-T3 [37].
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The ZIP2D code uses a plane-strain core that assumes the core remains stationary
and is modeled across the entire specimen width on the crack path, so that all elements
located in this region maintain their plane-strain state. This modeling was a simplified
approximation to the state-of-stress near the crack tip, since in practice, for real cracked
materials, the plane-strain condition is not uniform across the total specimen width. For
this reason, Su and Sun [44] conducted a 2D analysis to simulate a circular plane-strain
core, which moves as the crack extends. Their simulation showed that the difference
between the two configurations (stationary and moving core) was not significant since
both methods produced almost similar fracture loads for the same crack-extension value.
To analyze cracks in 3D bodies, researchers at NASA Langley also developed a
finite-element code called ZIP3D [45]. This program was developed to simulate fracture
and fatigue-crack growth. Unlike the ZIP2D code, ZIP3D simulates the constraint
variations naturally occurring around the crack front and therefore, only the CTOA
parameter is needed while using this program.
Although the latest program (ZIP3D) is very efficient and provides accurate
results, researchers favor the use of the 2D finite-element analysis using ZIP2D since
analyzing 3D is very expensive and is significantly time-consuming [21]. In addition, due
to the plane-strain core concept, the predictions provided by the ZIP2D code are
comparable to those obtained from ZIP3D. In fact, according to the tests performed by
Newman and Newman [23] on plates made of 2024-T3 aluminum alloy, the ZIP2D
predictions fit both the experimental data and the 3D finite-element simulations for this
material.
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In this study, the ZIP2D code using plane-strain core concept was used on 0.064
inch thick sheets made of 7075-T6 aluminum alloy. Finite-element models had
previously been generated for each one of the three crack configurations. Fig. 4.3
illustrates the finite-element model of the largest M(T) specimen. The figure also
represents the local mesh pattern at the proximity of the crack surface. The dimensions
and parameters of the models used to study the M(T) configuration are presented in Table
4.1. The analysis extends over a wide range of half-widths (w) going from 1.5 to 12 in.

Table 4.1

Finite-element models and dimensions used in fracture analyses
Model (a)

Width, w (in)

Number of
elements

Number of nodes

1

96

56960

31161

2

48

28480

15621

3

24

12960

7179

4

12

6161

3439

5

6

4282

2356

6

3

1841

1035

7

1.5

1841

1035

(a) First six models, only one-quarter of specimen (w) was analyzed (see Fig. 4.3), while
for 1.5-inch wide specimen, top half (2w) was analyzed with a central crack using Model
6.
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Figure 4.3

Part of finite-element model of largest M(T) specimen analyzed using
critical crack-tip-opening-angle (CTOA) fracture criterion (units are
millimeters).
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CHAPTER V
ANALYSIS AND FRACTURE SIMULATION OF TEST DATA ON 7075-T6
ALUMINUM ALLOY

5.1

Experimental fracture data

The experimental data used in this study were obtained from fracture tests that
were performed by Forman [26] at the Air Force Flight Dynamics Laboratory and which
aimed to investigate the effect of specimen dimensions on the fracture toughness of thin
sheets made of different materials. For the present study, only the fracture tests on M(T)
specimens made of 7075-T6 aluminum alloy were considered. The sheets were 0.064
inch thick with an initial crack-length-to-width ratio, 𝑐𝑖 /w = 0.25. The range of specimen
half-widths analyzed ranged from w = 1.5 to 12 inches. These fracture tests had been
used to analyze the behavior of the material when subjected to a normal applied grossstress, 𝑆𝑔 . The elastic stress-intensity factor at failure was calculated using the following
equation:
𝐾𝐼𝑒 = 𝑆𝑔 √𝜋𝑐𝑖 F

(5.1)

Where F is the boundary-correction factor:
𝜋𝑐

F=√sec( 2𝑤𝑖 )
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(5.2)

Fig. 5.1 shows the elastic stress-intensity factor, 𝐾𝐼𝑒 , at failure calculated based on
the data obtained from Forman's experiments as a function of the net-section failure stress
normalized by ultimate tensile strength, 𝑆𝑛 /σ𝑢 . A least-squares linear fit of the
experimental data was applied to the data in order to get the value for the fracture
toughness (𝐾𝐹 ), and the ductility parameter (m). 𝐾𝐹 represents the intercept of the linear
line (solid line) with the vertical (𝐾𝐼𝑒 ) axis and the parameter m is related to the slope of
the line. The value for 𝐾𝐹 and m were found to be 68 ksi-in1/2 and 0.37, respectively.
The plot in Fig. 5.1 shows that the experimental data points fall almost along a
straight line, but there is some scatter. The stress-intensity factor decreases as the
specimen width decreases. In fact, the smaller width specimens give lower values of 𝐾𝐼𝑒
and there were only a few tests performed on these specimens. It would have been helpful
to have more tests conducted on the smaller width specimens because these additional
tests would have helped to produce a more accurate slope (m). But these results
emphasizes the linear relationship between the elastic stress-intensity factor at failure 𝐾𝐼𝑒
and the net-section failure stress to ultimate tensile strength ratio, 𝑆𝑛 /σ𝑢 .
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Figure 5.1

Stress-intensity factor at failure 𝐾𝐼𝑒 against the net-section failure stress to
ultimate tensile strength ratio 𝑆𝑛 /σ𝑢 for Forman experimental test data. [26]
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Fig. 5.2 shows that the net-section failure stress, 𝑆𝑛 , drops with increasing
specimen half-width for a constant crack-length-to-width ratio. Smaller width specimens
failed at higher net-section stresses.

Figure 5.2

Net-section failure stress against specimen half width, w, for Forman
experimental test data. [26]
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Fig. 5.3 presents 𝑆𝑛 /u against 𝑐𝑖 𝐹𝑛 2 for the experimental data. In this case, the
net-section boundary correction 𝐹𝑛 , which accounts for the net-section stress 𝑆𝑛 was used
instead of the boundary correction factor F, which is related to the gross-section stress 𝑆𝑔 .
This choice was made because the TPFC equation is directly related to the net-section
stress and not to the gross stress. Moreover, it is worth mentioning that for each value of
𝑐𝑖 𝐹𝑛 2 , there is a unique corresponding value of net-section failure stress 𝑆𝑛 . In other
words, the value of 𝑐𝑖 𝐹𝑛 2 is a normalizing crack-tip parameter, independent of crack
length and specimen width. Furthermore, it is noticeable from Fig. 5.1 and 5.3 that the
TPFC correlated Forman's experimental fracture data extremely well.
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Figure 5.3

Net-section stress, 𝑆𝑛 , against crack length times net-section boundary
correction factor 𝐹𝑛 2 for Forman experimental test data. [26]
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5.2

Fracture simulation and test data

To conduct the numerical fracture simulations of a stably tearing crack on M(T)
sheets made of 7075-T6 aluminum alloy, the ZIP2D finite-element code with the planestrain core concept was used. Many trial-and-error iterations were made to find the
critical CTOA and the plane-strain-core height (ℎ𝑐 ) that best matches the failure loads on
Forman's M(T) tests [26].
All the finite-element models used in the fracture simulations have similar mesh
patterns and element sizes along the crack path, therefore, according to the principal of
similitude [46] in fracture mechanics, the fracture parameters, the materials properties,
and the stress-strain curve were assumed to be constant at the critical element during
stable-crack extension. This principal is useful, in a way that it helps determine the
external stress that will cause failure in specimens with different configurations and
dimensions.
Fig. 5.4 shows part of the M(T) specimen model that was used for the fracture
simulation. Due to the symmetry of the M(T) specimen about both the x-axis and y-axis,
the study has been performed only on a quarter of the specimen. This is an efficient
method in a way that it models less material and also consumes less time to conduct the
calculations when compared to modeling the entire specimen. Therefore, the resultant
numerical maximum load calculated from the normal failure stress 𝑆𝑔𝑓 will be half the
total experimental failure load 𝑃𝑓 . To prevent rigid body motion, rollers (stiff springs)
were placed on all the nodes located on the y-axis in order to get zero shear stress and
zero displacement along the line of symmetry. The x-axis motion is automatically
29

prevented since the ZIP2D code, by default, inserts very stiff springs along the crack path
(x-axis). The boundary conditions are shown in Fig. 5.5.

Figure 5.4

Part of M(T) specimen analyzed.
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Figure 5.5

Boundary conditions due to symmetry of M(T) specimen.
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To conduct the finite-element fracture simulations on an M(T) specimen and
simulate the stably tearing crack extension, a uniform normal stress (S) was applied to
cause the highest stressed element at the crack tip to match the von Mises yield condition
(FE model is still elastic). When the element reached the yield condition, the external
load was increased in very small increments (0.005 times S) until reaching the maximum
failure load. During loading, the CTOD was monitored at the second node from the crack
tip to produce a more accurate CTOA. After attaining the critical value of CTOA, the
crack extends, and thus, the corresponding spring at the crack tip breaks leading to a
change in the stiffness matrix. At this point, the crack extension is no longer stable and
the spring force is reapplied at the crack-tip node and then slowly released in five equal
load steps [19, 21]. This process is repeated until the maximum failure load is reached
under load or displacement control.
The value of the critical CTOA and the core height were found through trial-anderror calculations. These two parameters were then held constant during the crackextension process and instability. The CTOA and ℎ𝑐 found from the analysis of the M(T)
specimen models were also adopted in all other finite-element simulations to predict
failure loads for the SE(T) and SE(B) specimens. Loading was different for each
configuration as the M(T) and SE(T) specimens were subjected to a uniform stress, S,
whereas, a linear varying stress S resulting in a bending moment, M, was applied on the
SE(B) configuration.
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5.2.1

Model development of M(T) specimens made of 7075-T6 aluminum alloy

The ZIP2D code adopted in this study uses triangular elements with constant
strain therefore, the meshes used should have very small elements in order to get accurate
results. In addition, since the 7075-T6 aluminum alloy is a quasi-brittle material, the
plastic-zone size along the crack path was considered to determine the number of
elements yielding at maximum failure load; since in order to get realistic results for
quasi-brittle materials, at least 10 elements are needed [19]. The plastic zone of the four
largest specimens were plotted to see the number of plastic elements yielding during the
fracture simulation. This part of the analysis can be found in Appendix B.
As shown on the figures presented in Appendix B, the initial number of elements
yielding at the crack front was not sufficient to produce enough plasticity and thus
support higher loads which may have led to a large reduction of the elastic stressintensity factor 𝐾𝐼𝑒 for the large specimens. As a consequence, a mesh refinement was
performed in order to increase the number of yielded elements at the crack front making
the largest specimens sustain higher loads by producing more plasticity, and hence
yielding to more reliable results.
This refinement was achieved by modifying the “scale” factor of the original
Model A. For this purpose, two new models; Model B and C, were created based on the
original model. Table 5.1 summarizes the value of the “d” of each one of the three
models. The “d” refers to the distance separating the first node from the crack tip. This
value is very important for fracture simulation since, the critical crack-tip opening
displacement CTOD was monitored at the second node from the crack front (2d) in order
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to get more realistic results. In addition to the “d” values, the scale factor and the
evolution of the specimen's widths are also listed in Table 5.1. In this study, a scale factor
has been used in order to make the FE meshes (which had units in millimeters) match the
widths corresponding to Forman tests [26].
Originally, Model A had a scale factor of 0.0375; and for the generated model,
Model B has a scale factor of 0.01875 (one half of Model A); and Model C has a scale
factor of 0.009375 (one-quarter of Model A). In other words, to produce Model B, the
finite-element meshes of Model A had been refined by a factor 2, since all the parameters
related to the specimen dimensions and crack length have been divided by two. Model C
is the refinement of model B by a factor of 2 also. This change was applied to all the
widths, as shown on Table 5.1.
Table 5.1

Development of finite-element models: A, B and C.

Model Parameters

Model A

Model B

Model C

Scale factor

0.0375

0.01875

0.009375

Smallest element size
d (in.)
Specimen_1

0.01875

0.009375

0.0046875

w= 3 in.

w= 1.5 in.

w= 0.75 in.

Specimen_2

w= 6 in.

w= 3 in.

w= 1.5 in.

Specimen_3

w= 12 in.

w= 6 in.

w= 3 in.

Specimen_4

w= 24 in.

w= 12 in.

w= 6 in.

Specimen_5

w= 48 in.

w= 24 in.

w= 12 in.

Specimen_6

w = 96 in.

w= 48 in.

w= 24 in.

As a result of refining the mesh, it can be noticed from Table 5.1 that only one
larger width (w = 24 inch.) had to be predicted since the test data that were obtained from
Forman experiments were only for the widths w = 12, 6, 3 and 1.5 inch. In addition,
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failure loads had to be predicted for one small width (w = 0.75 in.). Table 5.2 represents
the number of nodes and number of elements making up the FE models for all the widths
analyzed for the three models (A, B and C).

Table 5.2
Model A
3
6
12
24
48
96

Finite-element models used with number of elements and nodes for
specified width.
Model B
Width, w, in.
1.5
3
6
12
24
48

Model C
0.75
1.5
3
6
12
24

Elements (a)

Nodes (a)

1,841
4,282
6,161
12,960
28,480
56,960

1,035
2,356
3,439
7,179
15,621
31,161

(a) One-quarter model analyzed under remote uniform stress, unless otherwise noted.
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5.2.2

Convergence study

A convergence study was performed to justify the use of the ''plane-strain core''
concept and show that neither plane-stress nor plane-strain are acceptable as proven in
earlier analyses [31, 43]. Failure predictions under plane-stress conditions (𝑃𝜎 ) were
made on all the widths for both Models A and B. For this, a very thin body was assumed
since the stress in the z-direction is σ𝑧𝑧 = 0. The values of CTOA that made the numerical
data fit the experimental data for the 12 inch wide specimen were 𝜓𝑐 = 3.14 and 3.61
deg. for Model A and B, respectively. Plane-strain conditions (𝑃𝜖 ) were used to simulate
Model C, assuming a very thick body (strain in the z-direction is σ𝑧𝑧 = 0, while the stress
in the z-direction are σ𝑧𝑧 = 𝜈(σ𝑦𝑦 + σ𝑥𝑥 ) ) using 𝜓𝑐 = 7.3 deg. In the last case, the stress
σ𝑧𝑧 generated at the crack-tip region was due to Poison's ratio, 𝜈, which caused the
contraction of the material and thus, causes more constraint on the material.
The core height was not taken into consideration for this part of the analysis. This
parameter accounts for the presence of both 𝑃𝜖 and 𝑃𝜎 conditions, which is not true for
this convergence study where the models were either under pure plane-strain conditions
or pure plane-stress conditions.
Fig. 5.6 shows that the plane-stress results give a higher slope than the fit to the
test data (solid line), while the results from the plane-strain condition are more uniform
but drop off at higher net-section stresses. Therefore, the plane-strain core concept was
adopted for the rest of the study since by using this last concept the results should fall
between the 𝑃𝜖 and 𝑃𝜎 behaviors represented in the figure. By adopting the plane-strain
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core concept, the analyses should be more closely related to the real 3D conditions
around the crack-tip region. As a result, Model C was used for the remaining part of the
study. The plane-strain-core concept was used in order to make the final calculations and
also, to get failure load predictions on the M(T), SE(T), and the SE(B) specimens.
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Figure 5.6

Fracture simulation of a stably tearing crack inside an M(T) specimen using
Model A and B under plane-stress conditions, and Model C under planestrain conditions.
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CHAPTER VI
FRACTURE SIMULATION RESULTS ON 0.064-INCH THICK SHEETS MADE OF
7075-T6

The ZIP2D version that was used for all the previous analyses [21-23] considered
a full plane-strain core [47] that assumes the presence of the plane-strain conditions along
the entire crack path, as illustrated in Fig. 6.1. This configuration is not really accurate
since the 3D constraints that occur inside real materials and which are represented by the
plane-strain core are mainly due to the presence of a crack inside of the body and
therefore, the plane-strain conditions are present only at the proximity of the crack edges
and not throughout the whole crack plane. As a consequence, Newman has developed a
new version of ZIP2D that considered a “restricted” core which approximates the real
material behavior by generating the plane-strain core only over the region where the
crack is stably tearing without going to the specimen edges, as shown in Fig. 6.2. This
version of ZIP2D is a simplified interpretation of the circular moving core that was
developed by Su and Sun [44], since as opposed to the analysis with the moving core, the
stiffness matrix [K] for this model will not change as the crack extends.
In the present study, both versions of ZIP2D were used to simulate the fracture of
the 7075-T6 aluminum alloy.
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Figure 6.1

Full plane-strain core concept [47].
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Figure 6.2

Restricted plane-strain core concept
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6.1
6.1.1

Middle-crack tension, M(T), specimen analysis
M(T) specimen analysis using full plane-strain core

The middle-crack-tension, M(T), specimen represented in Fig. 1.1, has a centered
crack and is subjected to a remote uniform tensile stress. The calculation of the maximum
failure stress was performed for a wide range of crack-length-to-width ratios for each
specimen width of Model C presented in Table 5.1. During the fracture simulation, all the
models were analyzed under load control. Trial-and-error iterations have shown that:
𝜓𝑐 = 6.33 deg , and ℎ𝑐 = 0.03 in, were the values of the critical CTOA and the core height
that made the numerical calculations match with the failure loads on the M(T) specimens
made of the 7075-T6 aluminum alloy used in Forman's experiments for 𝑐𝑖 /w = 0.25. To
see how well the finite-element analyses (FEA) predicted the failure loads on the
specimens, some comparisons have been made between the FEA and the TPFC. Fig. 6.3
shows the FE results (symbols) of the fracture simulation of a stably tearing crack for all
the specimen widths, for different initial crack length to width ratios: 𝑐𝑖 /w = 0.2, 0.4, 0.6,
and 0.8. The plot emphasizes a more or less linear pattern of the results, since the FEA
results corresponding to the fracture simulation roughly coincide with the TPFC line for
the larger widths (w = 3, 6, 12, 24 inches). This behavior was mainly noticed on the large
specimens, since as the nominal failure stress to ultimate strength reached the value of
0.71, the stress-intensity factors at failure began to decrease, deviating from the linear
line.
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Figure 6.3

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against net-section stress at failure to
ultimate tensile strength ratio for M(T) specimen for various width.
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Fig. 6.4 represents the elastic stress-intensity factor 𝐾𝐼𝑒 against the net-section
stress to ultimate tensile strength ratio 𝑆𝑛 /𝜎𝑢 for the same data as Fig. 6.3 but plotted
with respect to the initial crack length to width ratio 𝑐𝑖 /𝑤. It can be seen from the plot
that the FE calculations corresponding to the largest widths ( w = 24, 12, 6 and 3 inches)
fall almost along the TPFC solid line for 𝑐𝑖 /𝑤 values lower than 0.6. The FE data points
diverge from the TPFC line for small widths ( w = 1.5 and 0.75 inches) and also for the
highest values of 𝑐𝑖 /𝑤 causing the difference shown between the FE results and the
TPFC predictions.

44

Figure 6.4

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against net-section stress at failure to
ultimate tensile strength ratio for M(T) specimen for various initial cracklength-to-width ratio.
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It is worth mentioning that through this study a very important correction to the
TPFC was made. In fact, the linear relationship between the elastic stress-intensity factor
at failure and the net-section failure stress was significant for the largest width models for
which the nominal net-section failure stress was lower than the proportional limit of the
material, and not the yield stress of the material [7]. The yield stress had previously been
used as the separation from the linear to the non-linear relation between the stress and
strain on the material stress-strain curve. However, it can be seen from Figures 6.3 and
6.4, that the FE calculations started diverging from the TPFC line as the 𝜎𝑝𝑙 /σ𝑢 ratio was
exceeded.
It is known that the yield stress is not the exact value of the stress upon which the
material starts yielding and developing plasticity. This stress is only an approximate
value which was approved by researchers to avoid confusion between laboratories, while
finding the proportional limit (exact stage upon which the material starts to yield) is
difficult to define [48]. Although the use of the yield stress is very common, there are
some cases where its usage is not valid. The present analysis is an example, where the
yield stress cannot be used since the material tested has a low toughness and, hence, the
difference between its yield stress and its proportional limit is very considerable and
cannot be neglected. Appendix C represents a section that justifies the use of the
proportional limit instead of the yield stress as a limiting value for the TPFC equation.
This appendix shows the effect produced on the numerical results by changing the
proportional limit value.
The deviation of data points from the TPFC line as the proportional limit is
reached, was an indication that the nominal failure stress 𝑆𝑛 does have an influence on
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the elastic-plastic fracture toughness, 𝐾𝐹 . In fact, it has been proven in previous studies
[7, 21, 22] that the linear relationship between the elastic stress-intensity factor at failure
(𝐾𝐼𝑒 ) and the nominal net-section failure stress 𝑆𝑛 holds true as long as the value of the
nominal failure stress 𝑆𝑛 is lower than the uniaxial yield stress 𝜎𝑦𝑠 . More precisely, the
proportional limit 𝜎𝑝𝑙 of the material. Nevertheless, when 𝑆𝑛 exceeds the proportional
limit of the material, the relationship between 𝐾𝐼𝑒 and 𝑆𝑛 /σ𝑢 becomes nonlinear, and the
ratio of 𝐾𝐼𝑒 to 𝐾𝐹 becomes dependent on both the state-of-stress in the region near the
crack tip and the stress-strain curve of the material [4,7]. As a consequence, the elastic
stress-intensity factor at failure (𝐾𝐼𝑒 ) corresponding to values of 𝑆𝑛 greater than 𝜎𝑝𝑙 were
calculated using an equation developed by Newman [4] and which gives a simple
approximation to the TPFC for the small specimens [7] as

𝐾𝐼𝑒
𝐾𝐹

=

𝜎𝑝𝑙
𝑆𝑛

𝑆

(1 − 𝑚 𝜎𝑛 )
𝑢

(6.1)

In addition, it can be seen from Figures 6.3 and 6.4 that although the FEA results
exhibit a more or less linear pattern, when considering the same 𝑐𝑖 /𝑤 ratio, they do not
follow the same slope as the TPFC equation. This discrepancy could be due to the lack of
experimental data since, as mentioned previously, when compared to the large specimens,
only a few small width sheets were tested during Forman's experiments [26]. This may
have led to an incorrect values of 𝐾𝐹 and m used in the TPFC equation, since these two
parameters were obtained based on a linear fit of the experimental data taken from
Forman’s test [26]. Figures 6.3 and 6.4 also illustrate some scatter between the TPFC line
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and the finite-element analysis, since although the linear relationship between 𝐾𝐼𝑒 and
𝑆𝑛 /σ𝑢 was maintained for the large specimens for the small crack length to width ratios,
the 𝐾𝐼𝑒 value slightly increased for the 𝑐𝑖 /w = 0.4 of the w = 6 inch specimen.
Additionally, the value of the elastic stress-intensity factor 𝐾𝐼𝑒 significantly decreased for
all specimen widths using 𝑐𝑖 /w = 0.8. The variation of the stress-intensity factor as a
function of 𝑐𝑖 /w made the data points form a U-shape that was called the ''horseshoe''
effect. Still, even with the presence of the horseshoes, all the ZIP2D calculations for
samples with the net-section stress lower than the proportional limit of the material (60
ksi) failed within a range of 10 % from the TPFC solid line. The specimens having a netsection stress larger than the proportional limit failed 13% from the TPFC dashed line.
The disparity between the test data and the TPFC was noticed on the smaller samples and
was attributed to the stress state around the crack in the small width models. Due to their
dimension, these small specimens were producing a local yielding around the crack tip
and hence, the plane-strain core may have been inappropriate for these models. In other
words, the discrepancy seen in the results was due to the plane-strain core state-of-stress
that was imposed on the smaller models during the FE simulations. Therefore, the FE
calculations on the small width specimens may have been more accurate if 3D finiteelement simulations were adopted [21, 22].
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6.1.2

Development of modified ZIP2D version

The use of the restricted plane-strain core to conduct fracture simulations on the
7075-T6 aluminum alloy was a consequence of the presence of the horseshoe effect in the
numerical calculation obtained by using the full plane-strain core, in addition, to the
small disparity noticed between the FE analyses and the TPFC equation. As previously
mentioned, the issue with the ZIP2D code using the full plane-strain core was that this
version considered plane-strain condition along the complete crack path while in reality
the core is present only in the proximity of the crack tip. Therefore, the ZIP2D code was
modified such that the plane-strain conditions were set from a slight distance behind the
initial crack length (𝑥𝑚𝑖𝑛 = ci - 2d) to a distance beyond the maximum amount of crack
extension (𝑥𝑚𝑎𝑥 ), as shown in Fig. 6.2. The use of the restricted core was feasible
because the extent to which the crack is tearing (𝑐𝑓 ) was taken from the previous FE
fracture simulation of the models experiencing the full core.
The adjustment of the plane-strain core was performed using only data from the w
= 24, 6 and 1.5 inch wide specimens. Fig. 6.5 represents the x-coordinate-to-width ratio,
x/w, against the initial crack-length-to-width ratio, 𝑐𝑖 /𝑤. The critical crack length for the
three specimen widths were plotted for 𝑐𝑖 /𝑤 values of 0.2, 0.4, 0.6 and 0.8 from the
previous numerical fracture simulations that were performed on the M(T) sheets made of
7075-T6 aluminum alloy using the full plane-strain core. For the same 𝑐𝑖 /𝑤 value, the
critical crack length to width ratio for the 24-inch wide specimen is always smaller
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compared to the smaller width specimens, but the absolute amount of crack extension is
always larger for the wider specimens.
The 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 values were calculated as follow:
𝑥𝑚𝑖𝑛 = 𝑐𝑖 - 2d

(6.1)

𝑥𝑚𝑎𝑥 = 𝑐𝑖 + 2 [𝑐𝑓 - 𝑐𝑖 ]

(6.2)

With 𝑐𝑖 being the initial crack length and 𝑐𝑓 being the critical crack length. The dashed
line represents the 𝑥𝑚𝑎𝑥 /w line, which also corresponds to the maximum limit of the
plane-strain core, while the solid line represents the 𝑥𝑚𝑖𝑛 /w line, which serves as the
starting point of the core. As illustrated, 𝑥𝑚𝑎𝑥 /w , for simplicity was written as:
𝑥𝑚𝑎𝑥 /w = Ax + B = x + 0.12

(6.3)

where the slope A is equal to 1, since the line runs parallel to the 𝑐𝑖 /𝑤 line, and the
coefficient B represents the intersection of the line with the x/w-axis and has a value of
B = 0.12.
The stress state of the region located outside of the two lines is ''plane stress''.
Therefore, the new ZIP2D version approximates the stress state occurring around real
cracks more accurately.
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Figure 6.5

Mathematical representation of the restricted plane-strain core.
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6.1.3

M(T) specimen analysis using restricted plane-strain core

To perform the fracture simulation on the specimens using the restricted planestrain-core concept, the value of the critical CTOA and core height ℎ𝑐 were found to be:
𝜓𝑐 = 6.76 deg. and ℎ𝑐 = 0.04 in. The two parameters have been changed such that the
fracture results on M(T) specimens match with the TPFC line, as shown in Fig. 6.6. In
fact, as compared to the data shown in Fig. 6.3 (using full plane-strain core), the fracture
simulations in this case, correlated better with the TPFC calculations, since the FE results
seemed to recover the slope of the TPFC line while keeping the linear relationship
between the elastic stress-intensity factor and the net-section stress. The 𝐾𝐼𝑒 values for all
sheet widths had increased and made the average FE results agree better with the TPFC
predictions for net-section stresses less than the proportional limit. Like for the case of
the full plane-strain core, the ZIP2D calculations maintained the linear relation as long as
the net-section stress was less than the proportional limit of the material. The betterment
of the results had also been noticed for the small specimens since they failed closer to the
approximated TPFC dashed curve. Furthermore, the distribution of the data around the
solid line have slightly meliorated the horseshoe effect for the smaller widths (w = 6, 3,
1.5 and 0.75 inches) but did form a horseshoe pattern for the largest specimens, that was
also absent in the case of the full core.
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Figure 6.6

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against net-section stress at failure to
ultimate tensile strength ratio for M(T) specimens for various widths using
restricted plane-strain core.
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The plot illustrating the elastic stress-intensity factor 𝐾𝐼𝑒 against the net-section
stress to ultimate tensile strength ratio 𝑆𝑛 /𝜎𝑢 for the fracture simulation results plotted
with respect to the initial crack-length-to-width ratio, 𝑐𝑖 /𝑤, is shown in Fig. 6.7. In
contrast to Fig. 6.3 (full plane-strain core), the data points corresponding to the highest
𝑐𝑖 /𝑤 (0.6 and 0.8) ratios fall near to the TPFC solid line while the ones corresponding to
the lower 𝑐𝑖 /𝑤 (0.4 and 0.2) ratios fall away from the line. This distribution of the
numerical data is due to the fact that the critical crack tip opening angle and the core
height values have been found by making the 𝑐𝑖 /𝑤 = 0.6 data match with the TPFC line.
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Figure 6.7

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against net-section stress at failure to
ultimate tensile strength ratio for M(T) specimens for various initial cracklength-to-width ratio using restricted plane-strain core.
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The restricted plane-strain core did not improve the horseshoe effect since the Ushape is still present in the numerical results shown in Figures 6.6 and 6.7. Nevertheless,
the restricted core provided better results for the fracture simulation since the error
between the TPFC equation and the 2D finite-element calculations had changed from
10% to 6% for values of net-section stress less than the proportional limit. For the two
specimens having values of 𝑆𝑛 greater than 𝜎𝑝𝑙 , the error went from 13% to 7% ( 3 %, if
the deepest crack of the w = 3 in. specimen was neglected). These results show that for
quasi-brittle materials, the plane-strain core should not extend over the whole specimen
width, but should be restricted to the region where the crack is stably tearing. As a
consequence, the restricted core has been adopted to run the rest of the numerical analysis
and generate the final results.
Fig. 6.8 displays the net-section stress 𝑆𝑛 against 𝑐𝑖 𝐹𝑛 2 for all six widths and
crack-length-to-width ratios ranging from 0.2 to 0.8. The TPFC predictions are shown as
solid and dashed curves; and the FE calculations (symbols) using the restricted core were
in good agreement. Negligible discrepancies were observed for the smallest 𝑐𝑖 /w for
w = 6 in., also the disparity previously shown between the approximated TPFC and the
FE calculations for the smallest specimen was not apparent in this case. Fig. 6.9 like
Fig. 6.8, represents 𝑆𝑛 against 𝑐𝑖 𝐹𝑛 2 for a log scale so that the results for small values of
𝑐𝑖 𝐹𝑛 2 could be better shown . These results were added to see clearly the behavior of the
specimens having net-section failure stress higher than the proportional limit. The semilogarithmic plot also emphasizes the correlation between the TPFC and the FE
calculations of the elements having an 𝑆𝑛 value larger than the proportional limit.
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Besides, it is noticeable from the plot that the approximated TPFC equation presents a
reasonable prediction (< 7%) for the small widths.

Figure 6.8

Net-section stress at failure against crack length times net-section
boundary-correction factor squared 𝐹𝑛 2 of various width of M(T) specimens
using ZIP2D with restricted plane-strain core.
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Figure 6.9

Net-section stress at failure against crack length times net-section boundary
correction factor square 𝐹𝑛 2 (logarithmic scale) for wide range of widths for
M(T) specimens using ZIP2D with restricted plane-strain core.
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Fig. 6.10 illustrates the TPFC calculation of the elastic stress-intensity factor at
failure, 𝐾𝐼𝑒 , with respect to the crack-length-to-specimen-width ratio. The data presented
corresponds to only three sheet widths, mainly: w = 24, 3, and 0.75 inch. The plots
emphasized the correlation between the TPFC predictions and 2D finite-element fracture
simulations. The figure shows the discrepancies that existed between the TPFC
calculations and the ZIP2D. This disparity is due to the horseshoe effect which causes are
still under research. The agreement between the two methods was within 6%.

Figure 6.10

Elastic stress-intensity factor at failure 𝐾𝐼𝑒 against 𝑐𝑖 /w for M(T) specimens
using both TPFC and ZIP2D using restricted plane-strain core.
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Nonetheless, the study of the M(T) specimens has accented the urge for using the
restricted plane-strain core for future finite-element analysis, especially when a low
toughness material is considered. It was also concluded that the TPFC model offers
accurate fracture predictions for the larger panels. This section of the study also provides
more evidence on the validation of the TPFC equation for net-section stresses at failure
that are lower than the proportional limit and not the yield stress of the material.
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6.2
6.2.1

Single-edge-crack tension, SE(T), specimen analysis
SE(T) specimen analysis using full plane-strain core

The single-edge-crack tension, SE(T), specimen shown in Fig. 1.2, is like the
M(T) specimen subjected to a uniform pure tensile stress 𝑆𝑔 , but because of the
unsymmetrical configuration, the remote stress causes both a tensile load and bending
moment on the net section of the specimen. This model has a width (w) and only the
upper part of the model was considered (symmetry only about crack plane). The crack is
located at the edge of the specimen. In contrast to the M(T) specimens, experimental data
for the SE(T) specimens made of 7075-T6 aluminum alloy was not found in the
literature. As a result, the failure data on the SE(T) specimens were predicted from the
FEA and fracture properties (𝜓𝑐 and ℎ𝑐 ) obtained from the M(T) specimens.
To conduct the fracture simulations on the SE(T) specimens, the boundary
conditions on the mesh files used for the M(T) models were changed as it can be seen in
Fig. 6.11; the rollers (represented by very stiff springs) that were located on the y-axis for
the M(T) model were removed to keep the specimen free on the y-axis. However, one
roller remained, in order to prevent rigid-body motion and keep the model from
translating and rotating. The second fixed condition was due to the stiff springs which
were by default placed along the crack path by the ZIP2D code. The 2D finite-element
analysis were then performed for all specimen widths (w = 0.75 to 24 inches) shown in
Table 5.1 under load control.
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Figure 6.11

Boundary conditions of SE(T) specimen.
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The critical-crack-tip opening angle, CTOA and core height used, were the ones
found previously: 𝜓𝑐 = 6.33 deg and ℎ𝑐 = 0.03 in. The initial crack-length-to-width ratios
ranged from 0.2 to 0.8. Fig. 6.12 presents the FEA calculated elastic stress-intensity
factor 𝐾𝐼𝑒 as a function of the net-section stress at failure to ultimate tensile strength ratio
𝑆𝑛 /σ𝑢 . Fig. 6.12 clearly shows that the data points (symbols) exhibited a linear
relationship between 𝐾𝐼𝑒 and 𝑆𝑛 /σ𝑢 since all the points seemed to follow nearly a linear
line for net-section stresses less than 𝜎𝑝𝑙 . However, the disparity between the FEA
calculations and the TPFC line was significant since the numerical data points failed
below the TPFC solid line that was fit to the experimental data.
The discrepancy between the M(T) and SE(T) specimens could be the T-stress.
The T-stress is negative for M(T) specimens but positive for SE(T) specimens. For very
ductile materials [21,23], the M(T), SE(T) and SE(B) FEA results agreed very well.
However, for more brittle materials, the T-stress may be a factor to be considered in any
fracture assessment.
Still, the horseshoe effect, observed on the M(T) fracture simulations, did not
appear on the SE(T) fracture simulations, since all the data points collapse together for
the range of 𝑐𝑖 /w from 0.2 to 0.8. The reason behind the horseshoe phenomenon is still
under investigation. In the case of the SE(T) configuration, as the proportional limit of
the material is exceeded, the 𝐾𝐼𝑒 against 𝑆𝑛 /σ𝑢 results also produced a non-linear pattern.
In addition, for the SE(T) crack configuration, only numerical data are presented for
specimens having a net-section stress at failure 𝑆𝑛 greater than the proportional limit of
the material, since no TPFC equation has been developed for predicting the fracture of
these specimens.
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Figure 6.12

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against net-section stress at failure to
ultimate tensile strength ratio for SE(T) specimens of various width using
ZIP2D with full plane-strain core.
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6.2.2

SE(T) specimen analysis using restricted plane-strain core

As it was the case with the M(T) specimen, the restricted plane-strain core was
used to run fracture simulations on the SE(T) specimen to see if the disparity shown
between the TPFC and the ZIP2D calculations would improve. The results of this
simulation are presented in Fig. 6.13. The elastic stress-intensity factors at failure had
increased over the whole range of specimen widths and crack lengths from those
calculated using the full core. Due to the rise in 𝐾𝐼𝑒 , the data fell within 12% of the TPFC
line. The latest error was better than the one obtained with the full plane-strain core,
which resulted in a 15% error. These results also show that the linear relationship
between 𝐾𝐼𝑒 and 𝑆𝑛 is maintained for the SE(T) specimens. But there is still a large
discrepancy between the TPFC calculations and the ZIP2D predictions. In fact, even
though the value of the elastic stress-intensity factor had increased, the values didn’t
increase enough to make the FE results coincide with the TPFC line. In addition,
Fig. 6.13 illustrates that the horseshoe effect was again absent from the results of the
fracture predictions for all sheet widths and for the range of 𝑐𝑖 /w going from 0.2 to 0.8.
Research is still going on to help explain the cause of the absence of horseshoe
phenomenon on the SE(T) results in contrast to the M(T) specimen. The TPFC
predictions are presented only for specimens having a net-section stress at failure lower
than the proportional limit of the material, since there is no TPFC equation for higher 𝑆𝑛
values on the SE(T) crack configuration.
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Figure 6.13

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against net-section stress at failure to
ultimate tensile strength ratio for SE(T) specimens of various width using
ZIP2D with restricted plane-strain core.
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Fig. 6.14 presents the net-section stress 𝑆𝑛 against 𝑐𝑖 𝐹𝑛 2 for all the specimens
widths analyzed on the SE(T) crack configuration. This plot also shows that the data
points for the 24-inch specimen matched with the solid line while the disparity between
the FE calculations and the TPFC was increasing as the specimen width decreased.
Nevertheless, even though the data didn't fall exactly on the TPFC curve, they were still
following the same path provided by the equation until the net-section stress exceeded the
proportional limit. This latest observation was also seen on the smallest width specimens
for which there are no TPFC equation to predict their fracture loads. Further research is
required to develop such an equation.
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Figure 6.14

Net-section stress at failure against crack length times net-section boundary
correction factor square 𝐹𝑛 2 for wide range of widths for SE(T) specimens
using ZIP2D with restricted plane-strain core.

Fig. 6.15 presents the elastic stress-intensity factor at failure against the initialcrack-length-to-width ratio for the SE(T) crack configuration. This figure provides a
clearer picture of the errors for each specimen width and crack length because the stressintensity factor is a linear function of load. For the 24-inch wide specimen, the maximum
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error was 8%, for the 12-inch wide specimen the error was 12% and the one
corresponding to the 3-inch. wide specimen was 7%. Due to the absence of a valid TPFC
equation to predict failure of SE(T) specimens as the net-section stress exceeds the
proportional limit of the material, a TPFC prediction was only valid for a limited range of
𝑐𝑖 /𝑤 = 0.15 to 0.35 for w = 3 inches. In addition, it was noticeable that for the two largest
specimens, the largest error was always occurring for the deep crack (𝑐𝑖 /𝑤 = 0.8).
Finally, it is worth mentioning that results of the numerical fracture simulation
that was performed on the SE(T) using both the full and restricted cores accentuated the
fact that the bend specimens would be conservative in predicting failure loads on the
tension-loaded crack configurations.
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Figure 6.15

Elastic stress-intensity factor at failure, 𝐾𝐼𝑒 , against 𝑐𝑖 /w for SE(T)
specimens using both TPFC and ZIP2D using restricted plane-strain core.
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6.3
6.3.1

Single-edge-crack bend, SE(B), specimen analysis
SE(B) specimen analysis using full plane-strain core

The single-edge-crack bend SE(B) specimen shown in Fig. 1.3, is subjected to a
linear normal stress distribution that results into a remote bending moment (M). Similar
to the SE(T) specimen, no experimental data for the SE(B) specimens for the 7075-T6
alloy were found in the literature. To predict the failure loads, the same models and
meshes of the SE(T) specimen were used. However, there was a modification to the
loading conditions; since in this case, the applied load produced bending and not tension,
as for the two previous configurations, M(T) and SE(T). The boundary conditions were
similar to the ones used for the SE(T) specimen, as shown in Fig. 6.16.
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Figure 6.16

Boundary conditions for SE(B) specimen.
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The fracture parameters 𝜓𝑐 and ℎ𝑐 were identical to those found from the M(T)
test data. The linear relationship between the FEA calculated elastic stress intensity factor
at failure and the 𝑆𝑛 /σ𝑢 ratio is obvious from Fig. 6.17 for values of 𝑆𝑛 less than the
proportional limit. It can also be seen from the figure that the horseshoe effect, shown on
the M(T) specimens, was also not present on the SE(B) specimens, since the data points
for the various 𝑐𝑖 /𝑤 ratios collapse forming nearly a straight line. Nevertheless, here
again, a large discrepancy was observed between the FEA results, the TPFC line and
thus, the experimental data since the FEA calculations were falling below the linear solid
line. Here again, the T-stress effects may have been the main reason for the
discrepancies. But further study is required to see how the T-stress affects the 𝐾𝐼𝑒 values
at failure. For the large width models, which had a net-section stress less than the
proportional limit, the FEA calculations failed about 12% from the TPFC line. The
FEA results for the 3-inch specimen were about 15% away from TPFC calculation.
Similar to the SE(T) specimen, the data points corresponding to the small specimens have
a net-section stress at failure higher than the proportional limit of the material. Therefore,
the linear relationship between the elastic stress-intensity factor and the nominal netsection stress at failure to ultimate tensile strength is no longer valid for the small sample
widths. Here also, no valid equation is available to predict fracture of this small
specimens.
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Figure 6.17

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against net-section stress at failure to
ultimate tensile strength ratio for SE(B) specimens of various width.
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6.3.2

SE(B) specimen analysis using restricted plane-strain core

Similar to both the M(T) and SE(T) crack configurations, The TPFC fracture
predictions and ZIP2D finite-element calculations using the restricted plane-strain core
on the SE(B) specimens are presented in Fig. 6.18. The data from the FE calculations
(symbols) seem to follow a different relation than the TPFC since they again fell below
the TPFC solid line and had a different slope. Nevertheless, the restricted plane-strain
core had an effect on the results since as compared to the full core, the value of the elastic
stress-intensity factors had increased and provided a better correlation between the TPFC
and FE predictions since the error became less than 10 % for the largest width specimens.
The w = 3-inch FEA results were about 12% below the TPFC predictions. The latest error
is significantly larger than the one obtained for the M(T) specimens (±6 %). In addition,
the horseshoe effect seen on the M(T) specimens did not show on the SE(B) specimens
and all numerical calculations for different widths and crack lengths collapsed together
very well.
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Figure 6.18

Elastic stress-intensity factor, 𝐾𝐼𝑒 , against crack length times net-section
stress at failure to ultimate tensile strength ratio for SE(B) specimens of
various width using ZIP2D with restricted plane-strain core.
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Fig. 6.19 shows the net-section stress 𝑆𝑛 against 𝑐𝑖 𝐹𝑛 2 for all specimens analyzed.
Similar to the SE(T) specimen, a large discrepancy was noticed as the specimen width
decreased from 24 inches. However, as mentioned in the case of the SE(T) configuration,
even though the data were not agreeing with the TPFC line as the sheet width became
smaller, all of the FE calculations including the ones where the 𝑆𝑛 value was greater than
proportional limit follow the same pattern as the TPFC equation.
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Figure 6.19

Net-section stress at failure against crack length times net-section boundary
correction factor squared 𝐹𝑛 2 for wide range of widths for SE(B) specimens
using ZIP2D with restricted plane-strain core.
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A plot of the elastic stress-intensity factor at failure against the initial-cracklength-to-width ratio is presented in Fig. 6.20. This figure clearly shows the error
between the TPFC predictions and the finite-element calculations. The 24-inch wide
specimen had an maximum error of 8%, the maximum error for the 12-inch wide sheet
was 12%, and finally, the error for the 3-inch. wide sample was 12%. In this case, the
highest errors were also shown on the deepest cracks.
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Figure 6.20

Elastic stress-intensity factor at failure 𝐾𝐼𝑒 against 𝑐𝑖 /w for SE(B)
specimens using both TPFC and ZIP2D using restricted plane-strain core.
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6.4
6.4.1

Transferability of two-parameter fracture criterion
Using full plane-strain core
After analyzing each configuration using the ZIP2D code with the full plane-

strain core, a comparison of the FEA results, the TPFC, and the test data from Forman
[26] was made. The numerical results corresponding to the three crack configurations
(M(T), SE(T) and SE(B)) have been gathered in Fig. 6.21 to study the transferability of
the fracture toughness properties. Transferability is defined as being the property of using
the finite-element simulation results of a certain crack configuration (M(T) specimen), to
predict the failure loads on another crack configuration (SE(T) and SE(B) specimens).
Fig. 6.21 clearly illustrates that the FE calculations for the SE(T) and SE(B)
specimens were almost identical, since the fracture simulation data corresponding to
these two crack configurations collapsed together extremely well over a very wide range
in crack lengths and widths. However, only the deep crack (𝑐𝑖 /w = 0.8) results on the
M(T) specimen agreed with the SE(T) and SE(B) calculations. This behavior may be due
to the fact that the deep cracks, unlike the shallow cracks, develop a bending moment on
the net section of the model, which makes the elastic fracture toughness decrease due to
the T-stress effect. The values 𝐾𝐹 = 68 ksi-𝑖𝑛1/2 and m = 0.37 were shown to give a
satisfying correlation between the TPFC and the ZIP2D results only for the shallow
cracks in the M(T) specimen. The transferability of fracture properties between the M(T)
and SE (both SE(T) and SE(B)) specimens is not very good. Using M(T) fracture
properties to predict the failure loads on SE specimens would result in large
unconservative differences, on the order of 15%.
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Figure 6.21

Transferability of two-parameter fracture criterion (TPFC) for a wide range
of widths and crack-length-to-width ratios.
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As opposed to the 7075 alloy, which is a more brittle material than the 2219-T87
aluminum alloy that was analyzed by Mahtabi et al. [21], fracture simulations results on
the 2219 alloy provided a better transferability of fracture properties from M(T) to SE
specimens. Furthermore, the disparity between the TPFC and the numerical ZIP2D
results done for the 2219-T87 ductile alloy [21] were fairly reasonable (±7%) as
compared to ±15 % for the 7075-T6 alloy. (The ±7% variations for the 2219 alloy came
from the “horseshoe” effect on the M(T) specimens, while the transferability from M(T)
to SE specimens was within 3%.) . Further study is required to understand why these
effects appear for the 7075-T6 alloy. These effects could be due to the FE mesh pattern
(need more refinement perpendicular to crack plane), the use of the CST element for
local plane-strain conditions, the T-stress effects or the CTOA fracture criterion?
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6.4.2

Using restricted plane-strain core

Fig. 6.22 presents a comparison among the FE fracture simulations on the M(T),
SE(T) and SE(B) crack configurations analyzed using the ZIP2D code with the restricted
plane-strain core, the TPFC equation, and also the experimental data on the 7075-T6
alloy [26]. It can be clearly seen from the figure that the correlation between the three
configurations was still not perfect, but the correlation was improved compared to the one
obtained using the full plane-strain core. Fig. 6.22 also shows that the FE predictions on
the M(T) specimens matched better between the numerical calculations using ZIP2D
code with the restricted core and the TPFC solid line since the data points were now
falling above and below the solid line, as opposed to the case of the full core where they
were falling slightly below the TPFC line. It is also worth mentioning that the TPFC
equation for net-section stress greater than the proportional limit on M(T) specimens
provided a very good estimation of the failure loads on the small width specimens. As it
was the case with the full plane-strain core, a considerable similarity was shown between
the SE(B) and SE(T) fracture results since they collapsed on top of each other forming a
linear relation that was different from the M(T) and the TPFC solid line. Unfortunately,
even though the restricted plane-strain-core conditions improved the numerical results of
the fracture simulation using the ZIP2D code, the disparity between the FE calculations
and the TPFC predictions was still significant since the results had a 12% error.
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Figure 6.22

Transferability of two-parameter fracture criterion (TPFC) for a wide range
of widths and crack-length-to-width ratios using ZIP2D with restricted
plane-strain core.
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The discrepancy shown between the SE specimens and the TPFC estimations may
be due to the T-stress. In fact, since the 7075-T6 aluminum alloy is a quasi-brittle
material, its behavior is similar to an elastic material, therefore, the T-stress may have
had an influence on the fracture of the material leading to the errors depicted previously.
On the other hand, the TPFC equation was developed before the introduction of the Tstress concept and therefore, does not take into account its influence on the results which
may be the cause of the discrepancy.
The T-stress assumption was considered because, as shown in Fig. 6.22, the
elastic-stress intensity factor at failure for both the SE(T) and SE(B) specimens was
underestimated since its value was low for the two configurations, while it was
overestimated for the M(T) specimen. This remark gave a good correlation with the real
T-stress effect on the different configurations since this parameter was shown to be
positive for both the SE(T) and SE(B) leading to a decrease on the fracture toughness 𝐾𝐹
and thus, the elastic stress-intensity factor 𝐾𝐼𝑒 , while being negative (compressive) for the
M(T) specimen and thus not having a considerable effect on the elastic stress-intensity
factor.
Furthermore, the disparity shown between the TPFC predictions and the
numerical results can also be due to the meshes that were used to model the specimens. In
fact, the meshes used in this analysis considered small elements only at the proximity of
the crack region and become larger after three or four elements above the crack surface
(Appendix B). And the particular meshes had restricted the choice of the core height
value (ℎ𝑐 ), which represents the essential parameter for defining the height of the planestrain core and thus, leading to numerical results that are not in a good agreement with
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both the TPFC equation and Forman's experimental test data [26]. As a consequence,
research should be continued to develop more refined meshes that can provide better
match with the TPFC predictions and thus, the experimental data making the results look
more accurate.
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CHAPTER VII
CONCLUDING REMARKS
In 1973, Newman had developed the Two-Parameter Fracture Criterion (TPFC),
an equation that relates the elastic-stress intensity factor, 𝐾𝐼𝑒 , to the net-section stress, 𝑆𝑛 ,
at failure through a linear relationship with two fracture parameters. The TPFC was
established based on the Inglis's [10] elastic stress-concentration equation and Neuber's
relation [12] for elastic-plastic stress and strain concentration at notches. ZIP2D, a twodimensional elastic-plastic finite-element analysis code (developed by Newman at NASA
Langley Research Center), was developed to simulate the fracture process in metallic
materials. The code employed the critical crack-tip-opening angle (CTOA) fracture
criterion and the plane-strain-core concept to model stable crack growth and instability.
The code was adopted herein to get a better approximation of the threedimensional (3D) constraint effects around crack fronts. Fracture simulations were
conducted on a very wide range of specimen widths and crack-length-to-width ratios for
middle-crack tension, M(T), single-edge-crack tension, SE(T), and single-edge-crack
bend, SE(B), specimens made of 7075-T6 aluminum alloy. Because the material analyzed
is a quasi-brittle material, the plane-strain-core concept was used with either a full core or
a restricted core.
In this study, the TPFC predictions were compared with the results of the 2D
finite-element fracture simulations using the ZIP2D code on M(T), SE(T) and SE(B)
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specimens, and in addition to the experimental data obtained from Forman's fracture
experiments on the 7075-T6 aluminum alloy [26]. From these comparisons, the following
conclusions have been made:
Values of 𝐾𝐹 = 68 ksi-𝑖𝑛1/2 and m = 0.37 were shown to provide a very good
correlation between the TPFC equation and the experimental data obtained from Forman.
The linear relationship between the elastic stress-intensity factor, 𝐾𝐼𝑒 , and net-section
stress, 𝑆𝑛 , at failure provided by the TPFC equation is maintained for values of 𝑆𝑛 less
than the proportional limit (𝜎𝑝𝑙 ) of the material, and not the yield stress as it was thought
in previous research and papers.
From comparisons of ZIP2D finite-element predictions with TPFC equation, the
TPFC did fit the fracture simulations on the M(T) specimens with a maximum error of
about ±6% for 𝑆𝑛 < 𝜎𝑝𝑙 but did not provide a very good approximation for both the
SE(T) and SE(B) specimens, since the maximum error was found to be about 12% for
these analyses and for values of 𝑆𝑛 less than the proportional limit.
The ZIP2D code employing a restricted plane-strain core gave somewhat better
fracture predictions as opposed to the full plane-strain core. For quasi-brittle materials,
the new version of the ZIP2D code, employing the restricted plane-strain core should be
used instead of the full plane-strain core, since these materials do not produce a lot of
plasticity in the crack-tip region, in contrast to ductile materials. The finite-element
calculations showed a difference between the fracture behavior obtained by using the full
plane-strain core or the restricted one.
During this study, it was concluded that more research has to be made in the area
of quasi-brittle materials since the TPFC equations still doesn't provide good
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transferability from tension-dominated to bend-dominated crack configurations for
fracture of low-toughness materials. However, the transferability has been shown for
many ductile materials in the literature.
The discrepancy shown between the TPFC predictions and the finite-element
fracture simulations on the 7075-T6 alloy may be due to the influence of the T-stress,
since the elastic stress-intensity factor for the M(T) specimen; which does not experience
a bending moment on the net-section area and thus, has a negative T-stress, but SE(T)
and SE(B) specimens do experience a positive T-stress due to the bending moment acting
on their net-section area.
The disparity between the TPFC and the ZIP2D calculations may also be due to
the lack of refinement on the meshes that have been used to model the specimens, which
had put some restrictions on the selection of the core height, since if the meshes were
finer, they would have provided more possible choices for the value of the core height
and this may have led to more accurate results for the fracture prediction of the 7075-T6
aluminum alloy.
For both the SE(T) and SE(B) specimens, the net-section stress at failure for the
smallest specimens were always above the proportional limit of the material, while for
the M(T) specimens, 𝑆𝑛 for some of the smallest width specimens were less than the
proportional limit.
For values of net-section stress at failure greater than proportional limit, the
stress-intensity factor becomes dependent on both the state-of-stress in the proximity of
the crack tip and the stress-strain curve of the material. Therefore, the linear relationship
between 𝐾𝐼𝑒 and 𝑆𝑛 is no longer maintained. For this purpose, Newman developed an
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approximate equation for M(T) specimens. This approximation was shown to provide
very good estimation for the fracture of these small specimens.
Until now, no equation similar to the TPFC, has been shown to approximate the
fracture of specimens having a net-section stress higher than the proportional limit of the
material for both SE(T) and SE(B) configurations.
Finite-element fracture simulations using a 3D code, which naturally develops the
stress state around a crack front, should be adopted in order to get a better estimation of
the fracture loads on the smallest width specimens having 𝑆𝑛 > 𝜎𝑝𝑙 , since the 3D stress
state around the crack-front region controls the fracture process.
Finally, this study has shown that more research is needed in order to improve the
TPFC equations for transferability on quasi-brittle materials, since for these lowtoughness materials, which act almost like elastic materials, the T-stress effect may have
to be considered, and the T-stress does have a strong effect on the fracture of quasi-brittle
materials.
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APPENDIX A
STRESS AND STRESS-INTENSITY FACTOR EQUATIONS
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This appendix summarizes all the equations used to calculate the elastic stressintensity factor, 𝐾𝐼𝑒 , and the nominal net-section stress, 𝑆𝑛 , at failure for the three crack
configurations considered in the analysis. The equations were taken from Tada et al. [49].
•

Middle-crack tension, M(T), specimen

As shown on Fig. 3.2, the middle-crack tension, M(T), specimen is subjected to a
maximum load 𝑃𝑓 and has a crack of half-length c located at the center. The specimen has
a half-width w and a thickness B. The equations used for this configuration are:

-Gross-stress at failure 𝑆𝑔𝑓 :

𝑆𝑔𝑓 =

𝑃𝑓

(A.1)

2𝑤𝐵

-Net-section stress at failure 𝑆𝑛 :

𝑆𝑛 =

𝑆𝑔𝑓

(A.2)

1−𝑐/𝑤

-Boundary correction factor F:

F = √sec(

𝜋𝑐
2𝑤

)

(A.3)

-Net-section boundary correction factor 𝐹𝑛 :

𝐹𝑛 =

𝑆𝑔𝑓
𝑆𝑛

F

𝑐

𝐹𝑛 = (1- )F
𝑤

-Elastic stress-intensity factor
Based on the gross-stress at failure :
98

(A.4)
(A.5)

𝐾𝐼𝑒 = 𝑆𝑔𝑓 √𝜋𝑐 F

(A.6)

Based on the net-section stress at failure:

𝐾𝐼𝑒 = 𝑆𝑛 √𝜋𝑐 𝐹𝑛

•

(A.7)

Single-edge-crack tension, SE(T), specimen

The single-edge-crack tension SE(T) specimen is presented in Fig. 3.3. In this
configuration, a crack of length c, is located at the edge of the specimen. The specimen
width and thickness are w and B, respectively. Similar to the M(T) specimen, the SE(T)
model is also subjected to a maximum load 𝑃𝑓 . The equations used for this configuration
are:
-Gross-stress at failure 𝑆𝑔𝑓 :

𝑆𝑔𝑓 =

𝑃𝑓

(A.8)

𝑤𝐵

-Net-section stress at failure 𝑆𝑛 :

𝑆𝑛 =

𝑃𝑓
𝐵 (𝑤−𝑐)

+

𝑀(

𝑤−𝑐
)
2

𝐼

(A.9)

where M is the moment developed on the net-section of the specimen, and I is the
moment of inertia of the un-cracked ligament.

M = 𝑃𝑓 𝑒 = 𝑃𝑓
I=

𝐵 (𝑤−𝑐)3
12
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𝑐
2

(A.10)
(A.11)

-Boundary correction factor F:

F = 0.265 (1 −

𝑐 4
)
𝑤

+

0.857+0.265
𝑐
𝑤

(1 − )3/2

𝑐
𝑤

(A.12)

-Net-section boundary correction factor 𝐹𝑛 :

𝐹𝑛 =
𝐹𝑛 =

𝑆𝑔𝑓
𝑆𝑛

F

𝑐
𝑤
2𝑐
1−
𝑤

(1 − )2

(A.13)
F

(A.14)

-Elastic stress-intensity factor
Based on the gross-stress at failure :

𝐾𝐼𝑒 = 𝑆𝑔𝑓 √𝜋𝑐 F

(A.15)

Based on the net-section stress at failure:

𝐾𝐼𝑒 = 𝑆𝑛 √𝜋𝑐 𝐹𝑛

•

(A.16)

Single-edge-crack bend, SE(B), specimen

The single-edge-crack bend SE(B) specimen is presented in Fig. 3.4. Like in the
case of the SE(T), in this configuration also, a crack of length c is located at the edge of
the specimen. The specimen width and thickness are w and B, respectively. The only
difference is that the model is subjected to a pure bending moment M. The equations used
for this configuration are:
-Gross-stress at failure 𝑆𝑔𝑓 :
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𝑀

𝑆𝑔𝑓 =
𝑆𝑔𝑓 =

𝑤
2

(A.17)

𝐼
𝑤
2
𝐵 𝑤3
12

𝑀

(A.18)

-Net-section stress at failure 𝑆𝑛 :

𝑆𝑛 =
I=

𝑤−𝑐
)
2

𝑀(

(A.19)

𝐼

𝐵 (𝑤−𝑐)3

(A.20)

12

-Boundary correction factor F:
𝜋𝑐

4
𝜋𝑐 0.923+0.199 (1−𝑠𝑖𝑛 2𝑤)

2𝑤

F = √ 𝜋𝑐 𝑡𝑎𝑛 2𝑤

𝜋𝑐
2𝑤

cos

(A.21)

-Net-section boundary correction factor 𝐹𝑛 :

𝐹𝑛 =

𝑆𝑔𝑓
𝑆𝑛

F

(A.22)

𝑐

(A.23)

𝐹𝑛 = (1 − 𝑤)2F
-Elastic stress-intensity factor
Based on the gross-stress at failure :

𝐾𝐼𝑒 = 𝑆𝑔𝑓 √𝜋𝑐 F

(A.24)

Based on the net-section stress at failure:

𝐾𝐼𝑒 = 𝑆𝑛 √𝜋𝑐 𝐹𝑛
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(A.25)

APPENDIX B
FINITE-ELEMENT MESH REFINEMENT
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As previously mentioned, because the 7075-T6 aluminum alloy that was analyzed
during this study is a quasi-brittle material, the finite-element (FE) models have been
refined in order to make the largest width specimens develop more elements in the
plastic-zone region. This section represents the evolution of the FE models from Model A
that had a scale factor of 0.0375 to Model C having a scale factor of 0.009375 (onequarter of Model A).
The efficiency of this modification is shown on the increase of plastic elements
along the crack path as depicted on the plots representing the plastic-zone size of Model
A, B and C at the critical crack length at failure 𝑐𝑓 . The plots represent the plastic zone on
the 96, 48, 24, and 12 inch width specimens of Model A, and also the 48, 24, and 12 inch
wide sheets of Model B under plane-stress conditions. The largest specimen of Model C
is illustrated under plane-strain conditions.
Fig. 7.1 illustrates the elements forming the plastic zone of the largest specimen
(w = 96 in) of Model A by showing the y-coordinate against x-coordinate of each
element. This figure represents the plastic zone of a stably tearing crack as it reaches the
maximum failure load.
The Figures 7.2 to 7.4 illustrate the plastic-zone shape and size of three other
largest width specimens (w = 48, 24, 12 inches) of the crude model (Model A) before the
refinement. From these results, the number of elements yielding at the critical crack
length are reasonable (16 elements).
The plastic-zone shape and size of the largest width specimens using Model B are
presented on the Figures 7.5 to 7.7. It is worth mentioning that refining the crude model
by a 0.5 factor has helped to greatly increase the number of plastic elements at the crack
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tip since the passage from Model A to Model B had made the number of plastic elements
along the crack tip go from 16 to 33 elements. Therefore, Model C will be able to have
many more elements in the plastic-zone region.
In addition, it is worth mentioning that by analyzing the plot (Fig. 7.8) which
represents the plastic-zone shape and size for the 24-in wide specimen of Model C under
plane-strain conditions. Here at maximum load conditions there were 16 elements
yielding in front of the crack-tip location. In addition, it was noticed that there are
elements yielding on the crack surface. It appears that the 𝜎𝑧 stress which builds up due
to the material contraction under plane-strain condition is the origin of this phenomenon
that was not shown on the other figures representing the models under pure plane-stress
conditions. But research is still going on to help explain the causes of this yielding.
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Figure 7.1

Model A

Plastic zone shape and size of the 96-inch wide specimen (Model A) under
plane-stress conditions.
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Figure 7.2

Plastic zone shape and size of the 48-inch wide specimen (Model A) under
plane-stress conditions.
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Figure 7.3

Plastic zone shape and size of the 24-inch wide specimen (Model A) under
plane-stress conditions.
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Figure 7.4

Plastic zone shape and size of the 12-inch wide specimen (Model A) under
plane-stress conditions.
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•

Figure 7.5

Model B

Plastic zone shape and size of the 48-inch wide specimen (Model B) under
plane-stress conditions.
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Figure 7.6

Plastic zone shape and size of the 24-inch wide specimen (Model B) under
plane-stress conditions.
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Figure 7.7

Plastic zone shape and size of the 12-inch wide specimen (Model B) under
plane-stress conditions.
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•

Figure 7.8

Model C

Plastic zone shape and size of the 24-inch wide specimen (Model C) under
plane-strain conditions.
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APPENDIX C
EFFECT OF MATERIAL PROPORTIONAL LIMIT
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It was previously mentioned in this study, that the linear relationship between the
elastic stress-intensity factor, 𝐾𝐼𝑒 , and the net-section stress, 𝑆𝑛 , at failure was only valid
for values of 𝑆𝑛 less than the “proportional limit” of the material, and not the yield stress,
𝜎𝑦𝑠 . It was surprising that the very small difference between the plastic strains (0.002)
between 𝜎𝑝𝑙 and 𝜎𝑦𝑠 would be noticeable in a finite-element fracture simulations on the
small specimens. To justify this remark, the value of the proportional limit has been
modified to see how the fracture behavior changes with the proportional limit.
The 7075-T6 aluminum alloy stress-strain curve used in this study showed that
the value of 𝜎𝑝𝑙 was about equal to 60 ksi. However, since the exact value of the
proportional limit is very hard to determine, the material may have yielded before or
after reaching 60 ksi. Thus, the reason behind modifying the value of 𝜎𝑝𝑙 is to study how
the value changes the fracture behavior.
Fig. 7.9 shows ZIP2D finite-element results (symbols) on middle-crack tension,
M(T), specimens using two different values of the proportional limit (60 and 70 ksi). For
each stress-strain curve, the value of c and hc were found by trial-and-error to fit the
TPFC linear relation defined by KF and m. In addition, three values of the proportional
limit (55, 60 and 70 ksi) were used in the TPFC equation for net-section stresses greater
than the particular proportional limit. These results are shown as dashed curves. The first
value used for the proportional limit was the original value (60 ksi). This represents the
value of 𝜎𝑝𝑙 that was used for the main study. The results of the fracture simulations
corresponding to the particular value of 𝜎𝑝𝑙 deviated from the TPFC linear relation and
started to exhibit a nonlinear behavior (dashed curves). To emphasize this behavior,
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another curve has been added to examine the behavior for a lower value of 𝜎𝑝𝑙 . The
lowest dashed curve represents the TPFC approximation using a value of 𝜎𝑝𝑙 1 = 55 ksi.
The lower proportional limit fit the finite-element fracture simulations very well for both
stress-strain curves. Thus, the proportional limit could be used as another curve fitting
parameter to improve the prediction of failure for small M(T) specimens.
In addition, to add more emphasis on the fact that the yield stress, 𝜎𝑦𝑠 = 75.4 ksi
is not an adequate value to use as a limit for the linear relationship between 𝐾𝐼𝑒 and 𝑆𝑛
stated by the original TPFC approach [4, 7], a second value of proportional limit, 𝜎𝑝𝑙 3 =
70 ksi, has been used to perform the fracture simulations. Fig. 7.9 shows only a slight
increase in net-section failure stresses for the higher proportional limit. However, the
TPFC approximation for net-section stresses greater than the higher proportional limit did
not fit the numerical calculations. Further study is needed to investigate the feasibility of
using the proportional limit for very high net-section failure stresses.
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Figure 7.9

Effect of variation of material proportional limit on fracture behavior.
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