PCA is often used to visualize data when the rows and the columns are both of interest. In such a setting there is a lack of inferential methods on the PCA output. We study the asymptotic variance of a fixed-effects model for PCA, and propose several approaches to assessing the variability of PCA estimates: a method based on a parametric bootstrap, a new cell-wise jackknife, as well as a computationally cheaper approximation to the jackknife. We visualize the confidence regions by Procrustes rotation. Using a simulation study, we compare the proposed methods and highlight the strengths and drawbacks of each method as we vary the number of rows, the number of columns, and the strength of the relationships between variables.
Introduction
Principal component analysis (PCA) is a well-established dimensionality reduction method used to explore and to visualize data sets. PCA is often performed on data sets that can be characterized as "population data sets," where both the rows and the columns of the data matrix are fixed. Even in this case of population data sets, we may assume that the observed data has been corrupted by 1 arXiv:1407.7614v1 [stat.ME] 29 Jul 2014 random noise, and so we may want to to perform statistical inference of the PCA output. In this paper, we develop methods that let us understand the impact of noise on PCA, and to visualize this variability on PCA graphical outputs using confidence ellipses.
To give a concrete example, suppose that our dataset consists of average temperatures for the major cities in a country (rows) across the twelve months (columns); our goal is to describe the data using PCA and, e.g., to visualize which cities have similar temperature profiles and to study the correlation between the temperatures. In this example, neither the cities nor the months can be treated as random; however, it is natural to assume that there is some noise in our long-term average temperature measurements. The confidence areas developed in this paper enhance the interpretability of the PCA output. For example, they would enable us to see which cities are significantly different with respect to their climates and which cities are not.
The appropriate way of doing inference is heavily dependent on the noise model for the data matrix X. Classical inference approaches for PCA often assume that the rows of the data matrix X form a random sample from a larger population. In this case, one of the major approaches for assessing the variability of PCA is to use non-parametric bootstrap procedures (Daudin et al, 1988; Holmes, 1989; Chateau and Lebart, 1996; Timmerman et al, 2007; Badamoradi et al, 2013) , which involves repeatedly re-sampling the rows of X with replacement. Then, two strategies were suggested for visualizing the variability on the PCA graphical outputs: the "partial bootstrap" and the "total bootstrap" (Greenacre, 1984; Chateau and Lebart, 1996) . The partial bootstrap consists in projecting the B replications onto the initial subspace (obtained by the PCA applied on the initial data matrix), while the total bootstrap consists in performing a PCA on each bootstrap replication. However, in order to compare the results provided by each PCA, it is necessary to minimize the "nuisance variations" (Milan, 1995) , meaning the possible reflections or rotations between different configurations. To this end, it is possible to use Procrustes rotations (Gower and Dijksterhuis, 2004) to fit the B bootstrap PCA configurations toward the initial one.
Rotation problems are avoided with the partial bootstrap but Milan (1995) showed that this procedure underestimates the variability of the parameters. Such a framework enables us to study the variability of the columns coordinates (or the loadings) and is well suited, for example, to situations where PCA is applied to survey data sets in which each row represents an anonymous survey participant.
We focus on an alternative noise model for the data called the "fixed-effects" noise model where both the rows and the columns of X are non-random, and randomness comes only from measurement error. It is in agreement with the cities example where the rows of X represent specific subjects whom we want to study, and the columns of X represent different features of the subjects. In this case, we cannot reasonably resample the rows of X, because the subjects we chose to study are non-random. Many examples of such data can be found in many fields. We will analyze in Section 6.2 a data set from sensory analysis where the rows are food products (different wines) and the columns sensory descriptors (sweetness, bitterness, etc.).
In this paper, we develop and study methods for producing confidence areas for PCA in such fixed-effects models. We begin in Section 2 by defining a fixed-dimensional noise model for PCA.
We then use this noise model to build confidence areas using various methods. In Section 3, we define asymptotic confidence regions for PCA areas using classical theory for non-linear regression.
The variability of models related to the fixed-effects PCA has been studied by Denis and Gower (1994) and Denis and Pazman (1999) , and we use their results to build these asymptotic confidence areas. We then present alternative methods based on both a parametric bootstrap (Section 4.1) and a cell-wise jackknife (Section 4.2). As the jackknife-based method can be computationally intensive, we also propose an approximation to the jackknife based on the "leave-out-one" lemma of Craven and Wahba (1979) . In order to use these confidence areas in practice, we need a way to translate them into visualizations. In Section 5, we discuss Procrustes rotations that tackle problems related to the translation and rotation of different PCA configurations. Finally, in Section 6, we assess the coverage properties of the proposed methods using an extensive simulation study and illustrate our methods on real datasets.
Two Perspectives on Principal Component Analysis
As discussed above, in order to do inference for fixed-effects PCA we first need to define a fixeddimensional noise model. We propose such a model in Section 2.2. Before doing so, however, we first review the geometric argument that is often used to motivate the PCA procedure.
The Geometric Point of View
PCA provides a low-dimensional space which minimizes the distances between points and their projections onto this subspace. More precisely, let X n×p be a (centered) matrix, and let A = tr(AA ) be the Hilbert-Schmidt norm. Then, PCA corresponds to finding a matrixX n×p of rank S that provides the best approximation to the matrix X under least squares norm, i.e., which minimizes X −X 2 . The solution is given by the singular value decomposition (SVD) of X:
where U n×S and V p×S are the matrices of left and right singular vectors and Λ S×S is the diagonal matrix with the associated singular values. The number of components S is considered here to be known. The matrix V is often known as the loadings matrix, the coefficients matrix or the principal axes matrix; the matrix
S×S is known as the scores matrix, the principal components matrix or as the rows coordinates matrix.
The Model-Based Point of View
PCA can also be presented with a model where the data are generated as a structure corrupted by noise:
The structure can be considered to be random or fixed. Caussinus (1986) suggested a model where the data are generated as a fixed structure having a low rank representation in S dimensions corrupted by noise:
In this model the rows have different expectations and the randomness is only due to the error term. Thus, it is more in agreement with cases where both the rows and the columns of the data matrix are of equal interest. The maximum likelihood estimates correspond to the least squares solution, i.e., to the principal axes and components (x
This model serves as a basis to define procedures to study the variability in PCA.
Note that the noise model (1) can also be paired with a random structure for X. This leads to procedures like probabilistic PCA (Tipping and Bishop, 1999) , or the more general Factor Analysis model (Bartholomew, 1987) . Such random effects models are more closely in agreement with situations where the non-parametric bootstrap procedure, described in the introduction, is appropriate.
3 Asymptotic Theory for Fixed-Effects PCA
In the inferential framework associated with (2), the number of parameters that need to be estimated grows proportionally with the size of X. Thus, the asymptotic regime is only reached by taking the variance of the noise ε down to 0. In our example presented in Section 6.2, the entries x ij are obtained by averaging the responses from multiple consumer surveys. Thus, we will naturally reach σ 2 → 0 asymptotics as we survey more and more people.
Asymptotic confidence areas in PCA can be obtained using results originally developed for the two-factor analysis of variance problem. We build on the work of Denis and Gower (1994) and Denis and Pazman (1999) , who studied non-linear regression models with constraints, with a focus on bi-additive models of the form
Here, y ij is the response for the (i, j) category pair, µ is the grand mean, (α i ) i=1,...,I and (β j ) j=1,...,J correspond to the main effect parameters, and S s=1 γ is δ js i=1, ..., I; j=1, ..., J models the interaction. Such models are useful for studying the interaction between two factors when no replication is available, and have been successively applied in agronomic fields such as crop-science (Gauch, 1988; Gauch and Zobel, 1996; Cornelius et al, 1996) . Gower (1994, 1996) derived the asymptotic variance of maximum likelihood estimators in the model (3). Denis and Pazman (1999) then used these results to compute the bias of the parameters of model (3) and showed that even if the estimators of the parameters are biased, the approximate bias of the response estimator is null. Similar results have more recently been rediscovered by Papadopoulo and Lourakis (2000) . These results let us directly derive the asymptotic distribution of the PCA estimator in model (2). Indeed, from a computational point of view, model (3) is similar to the PCA model (2), the main difference being that the linear part only includes the grand mean and column main effect in PCA. Thus, we find that the PCA estimator is asymptotically unbiased
ij ) =x ij and that the variance of the first order asymptotic approximation is
Here, I p (respectively I n ) is the identity matrix of order p (resp. of order n), 1 is the n-vector of 1's, ⊗ is the Kronecker product, and
P U and P V are the two orthogonal projection matrices involved in PCA, representing projections onto the spaces spanned by U and V respectively. These results directly lead to Gaussian asymptotic confidence regions. To compute these regions in practice, we draw matrices
from a Gaussian distribution with expectationX and variance given by equation (4). We will discuss in Section 5 how to use these matrices to draw confidence areas around the row and column points in PCA graphical outputs.
The expression (4) can also be derived by writing PCA as a smoothing operator. More precisely, it can be shown (Candes and Tao, 2009; Josse and Husson, 2011) that PCA can be written as follows:
where vec is the vectorization operator, i.e., vec(X (S) ) is a vector of size np with the columns ofX (S) stacked below each other. Here, the matrix P from (4) acts as an orthogonal projection matrix whose elements depend on the data X. Consequently, PCA can be seen as a "non-linear" model where P represents the projection onto the tangent space of the expectation surface. Thus, as in classical non-linear regression models, we can obtain asymptotic forms by studying linear approximations.
Confidence areas based on linear approximations are expected to be valid as long as the nonlinearity is small. Extending prior work by Bates and Watt (1980) and Pazman (2002), Pazman and Denis (2002) define an intrinsic measure K int of non-linearity for biadditive models (3):
A small value of σK int implies better accuracy of asymptotic confidence regions (Bates and Watt, 1980 ). Thus, we should expect that the asymptotic confidence areas for PCA perform best when the signal-to-noise ratio (SNR) is high. In addition, the validity of the asymptotics is all the more reliable when n and p are large. We assess these results in a simulation study in Section 6.
Confidence Areas for Fixed-Effects PCA
In this section, we propose alternatives to the asymptotic confidence areas derived above. Our methods are based both on a parametric bootstrap and the jackknife. In small samples, these non-parametric confidence areas can often out-perform their asymptotic counterpart.
The Parametric Bootstrap
Bootstrap methods are often used to obtain confidence areas when the underlying model is too difficult to study analytically or before we enter the asymptotic regime. For random-effect designs where the non-parametric bootstrap procedure described in the introduction is appropriate, Timmerman et al (2007) showed that the bootstrap is more flexible and gives better confidence areas in the sense of the coverage than the corresponding asymptotic rule.
In the case of a fixed-effects model (2), however, we cannot reasonably resample the rows of X as the structure of X is non-random. But we can still define a bootstrap procedure by regenerating residuals. This approach is called a parametric bootstrap (Efron and Tibshirani, 1994) as it requires an explicit model. It allows us to study the variability of the parameters due to the noise ε in (2), and to understand how the estimated parameters might have behaved with a different realization of the noise. This method allows us to study parameters related to both the scores and the loadings, as opposed to the non-parametric bootstrap which only lets us look at the loadings.
We use the following parametric bootstrap algorithm:
1. Perform the PCA on X to estimate the parameters
2. Calculate the matrix of residualsε n×p = X −X (S) , and estimate σ 2 .
3. For b = 1, .., B:
(c) Perform PCA on X b to obtain new estimates for the parameters (
This algorithm requires an estimate for the noise variance σ 2 in step 2. Since the maximum likelihood estimator is biased, Josse and Husson (2011) suggested the use of
which corresponds to the sum of squares of the residuals divided by the number of observed values minus the number of independent parameters estimated. At the end of the parametric bootstrap procedure, we have B sets of estimates for the parameters ((
and B fitted matrices (
. We will discuss in Section 5 how to translate them into practical confidence areas.
Since as shown in Section 3 the PCA estimator is only asymptotically unbiased (E(X (S) ) =X),
we expect the coverage of the parametric bootstrap confidence areas to reach their nominal level in an asymptotic framework. Huet et al (1999) studied properties of confidence intervals for the parameters of non-linear models in the asymptotic framework where the variance of the errors tends to zero, and showed that the level of confidence intervals based on the parametric residuals bootstrap are identical up to the order o(σ) to the level of intervals calculated with first order asymptotics. Thus, in a low noise regime, we expect the parametric bootstrap procedure to give similar results to asymptotic method described in Section 3.
A Cell-wise Jackknife
The jackknife is another non-parametric way to study the variability of parameters. In the context of PCA, the "classical jackknife" procedure involves deleting each row of the data matrix X one at a time. Daudin et al (1989) and Besse and de Falguerolles (1993) used such a procedure to define a stability index and select the number of PCA dimensions S. To cut the computational costs, Daudin et al (1989) used the infinitesimal jackknife (IJ) method whereas Besse and de Falguerolles (1993) used perturbation theory to define approximations.
Removing one row at a time is analogous to the non-parametric bootstrap where the rows are considered as a random sample. Here, in the setup where the rows are not i.i.d, we propose a new form of jackknife for PCA, which consists in removing one cell x ij of the data matrix at a time and estimating the PCA parameters from the incomplete data set. WritingX (S) (−ij) for the PCA estimator obtained from the matrix without the cell (ij), we get the pseudo-valueŝ
This procedure is repeated for each cell of the data matrix. These pseudo-values can then be transformed into confidence ellipsoids as shown in Section 5.
Our jackknife procedure requires a method for performing PCA with missing values. A common approach to dealing with missing values in PCA consists in minimizing the loss function over all non missing entries:
where w ij = 0 if x ij is missing and w ij = 1 otherwise. Unlike in the complete case, there is no explicit solution to this optimization problem and it is necessary to use iterative algorithms such as alternating weighted least squares algorithms (Gabriel and Zamir, 1979) or the expectationmaximization PCA (EM-PCA) algorithm (Kiers, 1997; Josse and Husson, 2012) . This latter consists in setting the missing elements at initial values, performing the PCA on the completed data set, filling-in the missing values using the fitted values (x
√ λ s u is v js ) using a predefined number of dimensions S and repeating the procedure on the newly obtained matrix until the total change in the matrix falls below an empirically determined threshold.
Formally, the jackknife tells us about the variability of the mean of the leave-one-out estimates.
In most applications, the mean of the leave-one-out estimates is very close to the actual estimate (in the case of the sample mean, they are the same). Consequently, this specific jackknife is a competitor to both the bootstrap procedure and the method based on the asymptotic results in the sense that they estimate the same variability. Efron and Stein (1981, Theorem 2) showed that the jackknife estimate of variance is biased upwards in expectation, suggesting that the jackknife should lead to conservative confidence areas.
Approximating the Jackknife
The jackknife procedure described above is computationally demanding, as it effectively requires us to run the iterative EM-PCA algorithm n × p times. To reduce the computational effort required,
we consider an approximation to the jackknife based on the "leave-out-one" lemma of Craven and Wahba (1979) . Josse and Husson (2011) showed that the prediction error (x ij −x (S) (−ij) ij ) for a cell (ij) can be approximated by
Thus, we can define an approximation to the jackknife where instead of deleting the cell (ij), we replace it with the estimatex (S) (−ij) ij obtained using (7) and then perform PCA on this altered matrix. The pseudo-values are computed as in (6). The advantage of this approach is that it allows us to avoid solving missing value PCA problems.
Note that performing PCA on the data matrix where the cell (ij) is missing (using the EM-PCA algorithm for instance) is equivalent to performing PCA on a data set where the cell (ij) has been replaced withx
. Consequently, if the approximation (7) were exact, the procedure outlined here would be equivalent to the jackknife.
Visualizing Confidence Areas
All our proposed methods effectively provide a list of pseudo-realizations of the PCA estimator In order to make good use of the pseudo-realizations, we need to find a way to combine them into confidence areas and visualize the results. As mentioned in the introduction, this is not a trivial task since the principal components can be rotated with respect to each other from one configuration to another. At a high level, if we want to visualize confidence intervals for the rows (or columns), we need to transformX (S) b into an approximationX (S) b whose rows (columns) are contained in the row-(column-) span ofX (S) . Once we have made this transformation, we can generate confidence ellipses by looking at the variance of theX (S) b .
We address the problem of transformingX (S) b into the appropriate space ofX (S) using Procrustes rotation. (Gower and Dijksterhuis, 2004; Krzanowski, 2010; Schoenemann, 1966) , which is often used to compare the results of different PCA analyses (Lebart, 2007) . Recall that all our matrices are already centered, so we do not need to worry about translation. Suppose that we want to study the rows of X. Then, we defineX (S) b as
i.e.,X (S) b is the best rotation ofX (S) b towardsX (S) . The well-know solution to (9) is to set
where E l and E r represent the left and right singular vectors of the matrix (X (S) b ) X (S) .
As desired, the rows ofX (S) b are contained in the row-span ofX (S) by construction.
Finally, we note that our procedure relies heavily on our ability to generate pseudo-realizations of the form (8). Thus, it cannot be applied to the non-parametric bootstrap (which involves resampling rows) or to the classical jackknife (which deletes one row at a time). Both of these approaches modify the structure of the rows of X for each bootstrap replication, and so do not produce quantities of the form (8).
Results
To assess our proposed methods, we first run a comparative simulation study below, and then apply the methods to a wine dataset in Section 6.2 and a decathlon dataset in Section 6.3.
Simulations
For our simulation study, we generated data according to the model (2) with S = 2 dimensions.
More precisely,X is generated as follows:
1. A SVD is performed on an n × S matrix generated from a standard multivariate normal distribution. The left singular vectors provide S empirically orthonormal vectors.
2. Each vector s : 1, ..., S is replicated to obtain p variables such that the ratio between the eigenvalues is fixed to a pre-determined value d 1 /d 2 . For instance, if p = 50 and d 1 /d 2 = 4, the first vector is replicated 40 times and the second vector is replicated 10 times.
3. Then, to generate the data matrix X, we add an isotropic Gaussian noise to the structure.
The scale of the Gaussian noise is determined by the target signal-to-noise (SNR) ratio.
Here, a high SNR implies that the columns of X are highly correlated, whereas a low SNR implies that the data is very noisy. For each combination of the parameters, we generated 50 data sets. Having generated data matrices X, we ran all our proposed methods to generate confidence ellipses for the PCA representation as discussed in Section 5, and then evaluated the coverage of the ellipses. To do so, we counted the number of times that the row points of the true configuratioñ X are inside the ellipses. Results of the simulation study are gathered in Table 1 .
As our simulation study makes clear, the proposed methods have very different strengths and weaknesses. The first two methods, namely the asymptotic method and the parametric bootstrap, both perform similarly although the bootstrap is somewhat better. Both methods provide accurate confidence areas close to the nominal level when the SNR is high and when n is large, but can break down in low SNR settings. This is not surprising, as the asymptotic method was justified by a linear approximation which is valid in the low noise limit, and the parametric bootstrap should behave similarly to the asymptotic method when both are valid.
Conversely, the jackknife and its approximation behave well in low SNR settings, but can struggle when p is small or when there is not much noise. In general, the exact jackknife is more accurate, but can sometimes be prohibitively expensive computationally.
To gain insight into these results we focus on specific cases. First, we consider a small matrix (n = 20, p = 5, SNR=4, d 1 /d 2 = 1) for which the jackknife had a lot of trouble. As seen in Figure 2 , the confidence ellipsoids produced by the jackknife are highly variable: some of them are much too big, whereas others are much too small. This variability then makes the jackknife have poor average coverage. Meanwhile, the bootstrap here achieves stable variance estimates and good coverage.
The reason for this instability appears to be that the jackknife ellipses are each dominated by very few pseudo-realizations. It seems that the ellipse for each row point is governed by only p = 5 pseudo-realizations obtained by leaving out cells from that row. Moreover, even the few pseudo-realizations we have appear to all be fairly correlated. This may be an artifact of our data generation procedure, where many columns are almost identical in the low noise setup. This correlation between columns could also explain why the jackknife deals rather poorly with high SNR in our simulation, even when p is larger than 5. 
Wine Data
We next apply the proposed methods on a dataset from sensory analysis on wines. The data is available from http://factominer.free.fr/docs/Consumer wine.csv. and 10 for each attribute. The data was then averaged across consumers into a 10×15 data matrix X, for which we want to perform PCA. Figure 4 shows two-dimensional PCA representations, the rows coordinates (UΛ (1/2) ) as well as variables coordinates (VΛ (1/2) ) for this dataset.
Our goal is to associate confidence areas with the low-rank representations shown in Figure 4 .
Here the 10 wines and 15 attributes are all non-random, so methods based on re-sampling rows of X would not be applicable. Moreover, the effective noise in X gets smaller as the number of interviewed consumers grows; thus the low-noise asymptotic regime studied in Section 3 makes sense for this example. Figure 5 show the result of applying our proposed methods to this dataset. Note that these methods all require us to specify the number of dimensions S as an input parameter. Different methods for doing this are available in the literature (Jolliffe, 2002) ; here, we used a cross-validation procedure (Josse and Husson, 2011) which suggested that using S = 2 dimensions was appropriate. there is much less signal in the upper-left direction dominated by the Sauvignon Trotignon and the Sauvignon Renaudie wines than in the other directions. Conversely, all methods seem to imply that the Vouvray Aubence Silex wine in the lower-left corner is perceived differently from most other wines in a significant way, especially from the point of view of the descriptor sweetness.
In order to get a better idea of which method was most trustworthy here, we ran a small simulation study built on top of the wine dataset. We used the fitted rank-two PCA matrix as the true signal matrix, and then added isotropic Gaussian noise to it. Results for various noise scales σ are shown in Table 2 . The root-mean residual for the actual PCA fit to the wine data was σ = 0.6. Our small simulation seems to suggests that the bootstrap was slightly anticonservative here, whereas the jackknife was slightly conservative. Note the good behavior of the approximate jackknife. Thus, the most honest confidence areas for the wine dataset should probably be somewhere in between the bootstrap and jackknife ellipses shown in Figure 5 .
Decathlon Data
So far, we have focused on the case where the number of dimension S is equal to 2. Indeed, when PCA is used as a visualization tool, it is very common to examine and interpret only the first two dimensions. This can be explained in part because it is easier from a visualization point of view but also because it makes sense in many applications. However some datasets cannot be summarized in two dimensions. For instance, let us consider the decathlon dataset (available in the R package FactoMineR (Lê et al, 2008) ) which contains the performance of 41 athletes in the percentage is not desirable since it would imply that the decathlon does not require different physical aptitudes (if all the trials were highly correlated). The dimensions 3 and 4 (see Figure   7 ) allow to differentiate athletes who score high at the 1500m and pole vault against those who shine in the javelin trial.
The proposed methods (Section 4) can be applied straightforwardly to study the variability of the low rank estimator even for a rank greater than 2. We illustrate this ability using a small simulation study built on the top of the decathlon dataset in the same way as the simulations for the wine dataset (Section 6.2): an isotropic Gaussian noise is added to the signal in 4 dimensions.
Using all the pseudo-realizations, we built ellipsoids in 4 dimensions and we counted the number of times that the row points of the signal are inside the ellipsoids to assess the coverage. The results obtained in Table 3 We do not represent the asymptotic method since the results are very close to the ones obtained by the bootstrap. Figure 8 gives the projections of 4-dimensional ellipsoids in 2 dimensions and thus such areas can only be interpreted as areas of variability and not anymore as confidence areas. The ellipses obtained by all the methods are quite large suggesting a noisy data set. In such a noisy situation, the simulations (Table 3) indicated the bad behavior of the Jackknife with a coverage close to one. This is in agreement with what is observed where some individuals have very large ellipses which leads to graphics that are impossible to interpret and which seem difficult to trust. There are a lot of overlapping between the ellipses on the dimensions 3-4 for the bootstrap and the approximate Jackknife which may suggest that these dimensions are not very significant. Nevertheless, these ellipses allow to differentiate between individuals such as Karpov on the bottom to Nool on the top. 
Discussion
In this paper, we introduced and studied various approaches to estimating the variance of the PCA estimator and suggested a solution for visualizing these estimates as confidence ellipsoids on PCA maps, emphasizing that confidence areas ensure relevant interpretation. We compared coverage properties of confidence areas based on an asymptotic method, a parametric bootstrap, a jackknife and an approximation to the jackknife, and found that the resulting variance estimates vary widely. The asymptotic method and the bootstrap do well in low-noise setting, but can fail when the noise level gets high or when the number of variables is much greater than the number of rows. On the other hand, the jackknife has good coverage properties for large noisy examples but requires a minimum number of variables to be stable enough.
All our methods rely on the validity of the model (2), and consequently the choice of the number of dimension S is crucial. We focused mainly on the case where S = 2 on the simulations.
However, we showed that the methods can still be applied and are accurate for a number greater than 2. The results are then visualized with areas of variability.
Note that the principal components of X obtained by PCA are unbiased estimates of the true principal components ofX in the asymptotic regime when the noise variance tends to 0. But when the signal to noise ratio is small, the principal components of X are biased and consequently the confidence regions centered on these principal components are not necessarily optimal. Nevertheless, even when they can no longer be considered as confidence regions for the true underlying principal components, they can still be used to visualize the variance of the PCA estimator due to noise.
There appear to be many potential applications for our methods. For example, in the field of plant breeding, biplots are often used to represent the interaction between genotypes and environments; in this case, having access to confidence areas on the biplot representation is important for protection against spurious interpretations about, say, differences between genotypes. Other approaches to this problem include the work of Perez-Elizalde et al (2011) and who suggested a Bayesian treatment of the model enabling them to get direct distributions for the parameters, and that of Yang et al (2013) who proposed another bootstrap approach which consists in simultaneously bootstrapping rows and columns of the data matrix.
We finish by discussing some opportunities for further research. Extending our method to account for uncertainty in the number of dimensions S presents interesting challenges. One idea would be be to build on ideas of Efron (2013) , who discusses the estimation of prediction error when the model that was fit is itself a random variable. Another solution would be to use a fully Bayesian approach in the line with the works of Hoff (2007 Hoff ( , 2009 for models based on singular-value decompositions. Visualizing confidence areas when S is random may also prove to be difficult Second, our methods could be used for studying the variability of other estimators related to PCA. For instance, several estimators that apply different thresholding and/or shrinking rules on the empirical singular values while keeping the empirical singular vectors unchanged have been proposed for denoising data in the context of low-rank matrix estimation (Mazumder et al, 2010; Verbanck et al, 2013; Donoho and Gavish, 2013; Chatterjee, 2013; Josse and Sardy, 2014; Rao., 2013; Shabalin and Nobel, 2013) . Shabalin and Nobel (2013) proposed an estimator that explicitly accounts for the effect of the noise on the singular values and on the singular vectors. This family of estimators can provide a better recovery of the underlying signal in term of mean squared error in comparison to PCA. These estimators reduce variance at the price of bias. Studying the variability of these estimators with the proposed approaches as well as their coverage properties could lead to useful insights.
Finally, we note that it may be worth using the values of the projection matrix P ij,ij as leverage values. Of course, these can only be seen as approximate measures of leverage since they are based on a linear approximation to the expectation surface. Nevertheless, they can be used to define corrected residualsε ij =x ij −x ij √ 1−P ij,ij or Cook's distances in the framework of PCA. In addition, in non-linear regression, such values are related to curvature measures (Laurent and Cool, 1993) , and can be used to assess the impact of leverage points and outliers on the jackknife (Simonoff and Tsai, 1986) . More research can be done in these directions.
