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1. Introduction
An algebraic hyperstructure is a natural generalization of a classical algebraic structure. More precisely, an algebraic
hyperstructure is a nonempty set H endowed with one or more hyperoperations that associate with two elements of H not
an element, as in a classical structure, but a subset ofH . One of the interests of the researchers in the field of hyperstructures
is to construct new hyperoperations using graphs [1], automata [2], binary relations [3–11], n-ary relations [12,13],
lattices [14,15], classical structures [16,17], tolerance space [18] and so on.
This paper deals with hypergroupoids derived from binary relations, in particular we study some properties of the
hypergroups introduced by Rosenberg [10] and called here Rosenberg hypergroups.
Several algorithms have been created [19–21] in order to calculate the number of non-isomorphic hypergroups
determined by a binary relation on a finite set, associated in the sense of Corsini [5]. In the same direction we present,
in the last part of this work, an algorithm based on the results obtained in Section 3, that enumerates the non-isomorphic
finite hypergroups associated with binary relations in the sense of Rosenberg [10]. Moreover, the program computes how
many of these hypergroups are mutually associative or general mutually associative or complementary hypergroups.
The paper is organized as follows: in Section 2we present some fundamental definitions on hypergroups. In Section 3we
introduce the notion of general mutual associativity for a pair of hypergroupoids and we give some properties of Rosenberg
hypergroups in connection with this kind of associativity. Using the Boolean matrices associated with binary relations,
we compute in Section 4 the number of the non-isomorphic Rosenberg hypergroups, how many of these hypergroups are
mutually associative or general mutually associative and how many of them are complementary Rosenberg hypergroups.
Furthermore we indicate some conclusions covered in Section 5.
2. Preliminaries
Let us briefly recall some basic notions and results about hypergroups; for a comprehensive overview of this subject, the
reader is refereed to [22,23].
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For a nonempty set H , we denote by P ∗(H) the set of all nonempty subsets of H .
Definition 2.1. A nonempty set H , endowed with a mapping, called hyperoperation, ◦ : H2 −→ P ∗(H) is named
hypergroupoid. A hypergroupoid which verifies the following conditions:
(i) (x ◦ y) ◦ z = x ◦ (y ◦ z), for all x, y, z ∈ H (the associativity)
(ii) x ◦ H = H = H ◦ x, for all x ∈ H (the reproduction axiom)
is called hypergroup. In particular, an associative hypergroupoid is called a semihypergroup and a hypergroupoid that verifies
the reproduction axiom is called a quasihypergroup.
If A and B are nonempty subsets of H , then A ◦ B =a∈A
b∈B
a ◦ b.
Definition 2.2. Let (H, ◦) and (H ′, ◦′) be two hypergroups. A function f : H −→ H ′ is called a homomorphism if it satisfies
the condition: for any x, y ∈ H ,
f (x ◦ y) ⊆ f (x) ◦′ f (y).
f is a good homomorphism if, for any x, y ∈ H, f (x ◦ y) = f (x) ◦′ f (y). We say that the two hypergroups are isomorphic if
there is a good homomorphism between them which is also a bijection.
Till now, various hyperoperations have been defined using a binary relation ρ on a nonempty set H . We recall here that
introduced by Rosenberg [10].
Let ρ be a binary relation on a nonempty set H . The sets
D(ρ) = {x ∈ H | ∃y ∈ H : (x, y) ∈ ρ},
R(ρ) = {y ∈ H | ∃x ∈ H : (x, y) ∈ ρ}
are called the domain and, respectively, the range of the relation ρ.
Moreover, for any x ∈ H , set:
Lρ(x) = {y ∈ H | (y, x) ∈ ρ},
Rρ(x) = {z ∈ H | (x, z) ∈ ρ}.
If it is clear which is the relation we talk about, then we use the notations L(x) and R(x) instead of Lρ(x) and Rρ(x).
Rosenberg [10] has associated a partial hypergroupoid Hρ = (H, ◦ρ) with a binary relation ρ defined on a set H , in the
following way: for any x, y ∈ H ,
x ◦ρ x = {z ∈ H | (x, z) ∈ ρ} and x ◦ρ y = x ◦ρ x ∪ y ◦ρ y. (2.1)
It is clear that x ◦ρ y = Rρ(x) ∪ Rρ(y) and, if ρ and ρ ′ are distinct binary relations defined on the same set H , then
Rρ∪ρ′(x) = Rρ(x) ∪ Rρ′(x).
Definition 2.3. An element x ∈ H is called outer element of ρ if there exists h ∈ H such that (h, x) ∉ ρ2.
We need some of Rosenberg results that we recall in the next theorem.
Theorem 2.4 (Proposition 2. [10]). Hρ is a hypergroup if and only if
(i) ρ has full domain: D(ρ) = H;
(ii) ρ has full range: R(ρ) = H;
(iii) ρ ⊂ ρ2;
(iv) If (a, x) ∈ ρ2 then (a, x) ∈ ρ , whenever x is an outer element of ρ .
Remark. If ρ is a quasiorder relation, then the hypergroupoid Hρ associated with H is a hypergroup.
3. General mutual associativity for Rosenberg hypergroups
Definition 3.1 ([6]). Two partial hypergroupoids (H, ◦1) and (H, ◦2) are called mutually associative, or shortly m.a., if, for
any (x, y, z) ∈ H3, we have
(x ◦1 y) ◦2 z = x ◦1(y ◦2 z) and (x ◦2 y) ◦1 z = x ◦2(y ◦1 z).
Definition 3.2. We say that two partial hypergroupoids (H, ◦1) and (H, ◦2) are general mutually associative or shortly g.m.a.,
if, for any (x, y, z) ∈ H3, we have
(x ◦1 y) ◦2 z ∪ (x ◦2 y) ◦1 z = x ◦1(y ◦2 z) ∪ x ◦2(y ◦1 z).
Example 3.3. Let ρ and ρ ′ be two binary relations on the set H = {x, y, z} as follows:
ρ = {(x, x), (x, y), (y, x), (z, y), (z, z)} and ρ ′ = {(x, x), (y, x), (y, y), (z, x)}.
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Then we can see that the associated Rosenberg partial hypergroupoids Hρ and Hρ′ are general mutually associative
semihypergroups, but they are notmutually associative. Indeed, the two semihypergroups have the following compositional
tables:
Hρ x y z
x x, y x, y H
y x, y x H
z H H y, z
and
Hρ′ x y z
x x x, y x
y x, y x, y x, y
z x x, y x
We notice that Hρ is a hypergroup and Hρ′ is a semihypergroup and moreover
(y ◦ρ y) ◦ρ′ x = x ≠ {x, y} = y ◦ρ(y ◦ρ′ x),
that is, Hρ and Hρ′ are not mutually associative.
Proposition 3.4. Let two semihypergroups (H, ◦1) and (H, ◦2) be generalmutually associative. Then (H, ◦) is a semihypergroup,
where x ◦ y = x ◦1 y ∪ x ◦2 y, for all (x, y) ∈ H2.
Proof. Suppose that (x, y, z) ∈ H3 and a ∈ (x ◦ y) ◦ z are given. So a ∈ v ◦ z for an appropriate v ∈ x ◦ y; thus we have
(i) a ∈ v ◦1 z, v ∈ x ◦1 y or;
(ii) a ∈ v ◦1 z, v ∈ x ◦2 y or;
(iii) a ∈ v ◦2 z, v ∈ x ◦1 y or;
(iv) a ∈ v ◦2 z, v ∈ x ◦2 y.
Consider the second case: a ∈ v ◦1 z, v ∈ x ◦2 y. Since (H, ◦1) and (H, ◦2) are g.m.a., we obtain that a ∈ x ◦2(y ◦1 z) or
a ∈ x ◦1(y ◦2 z), hence a ∈ x ◦ (y ◦ z).
The converse inclusion holds too and moreover, the other cases can be similarly proved. 
Corollary 3.5. Let ρ and ρ ′ be two relations on H such that the associated Rosenberg partial hypergroupoids Hρ and Hρ′ are
general mutually associative hypergroups. Then Hρ ρ′ is a hypergroup, too.
Proof. As in Proposition 2.3 [6], since Hρ and Hρ′ are quasihypergroups, it follows that Hρ ρ′ is a quasihypergroup.
It remains to prove the associative law. Since, for any x ∈ H, Rρ∪ρ′(x) = Rρ(x) ∪ Rρ′(x), it follows that x ◦ρ∪ρ′ y =
x ◦ρ y ∪ x ◦ρ′ y and then, by Proposition 3.4, we conclude that the hyperoperation ◦ρ∪ρ′ is also associative; thereby Hρ ρ′
is a hypergroup. 
Let ρ and ρ ′ be two relations on H and X ⊆ H; set ρ(X) = {y | (x, y) ∈ ρ for some x ∈ X} and ρρ ′ = {(x, y) | (x, u) ∈
ρ, (u, y) ∈ ρ ′, for some u ∈ H}.
Proposition 3.6 ([6], Proposition 1.1). Let ρ and ρ ′ be two relations on H. Then, for all (a, b, c) ∈ H3, we have the following
assertions:
(i) If c ∈ D(ρ ′) H⇒ a ◦ρ b ≠ ∅, then (a ◦ρ b) ◦ρ′ c = {t ∈ H | (a, t) ∈ ρρ ′ or (b, t) ∈ ρρ ′ or (c, t) ∈ ρ ′}.
(ii) If a ∈ D(ρ ′) H⇒ b ◦ρ′ c ≠ ∅, then a ◦ρ(b ◦ρ′ c) = {t ∈ H | (b, t) ∈ ρ ′ρ or (c, t) ∈ ρ ′ρ or (a, t) ∈ ρ}.
Proposition 3.7 ([6], Lemma 2.2). Let ρ and ρ ′ be two relations on H. Then the associated Rosenberg partial hypergroupoidsHρ
and Hρ′ are m.a. semihypergroups if and only if, for all (x, y, z) ∈ H3, we have the relation
ρρ ′(x, y) ∪ ρ ′(z) = ρ ′ρ(y, z) ∪ ρ(x). (3.1)
Using the weaker condition of general mutual associativity, we obtain a similar result.
Proposition 3.8. Let ρ and ρ ′ be two relations on the same set H. The associated Rosenberg partial hypergroupoids Hρ and Hρ′
are g.m.a. semihypergroups if and only if, for all (x, y, z) ∈ H3, we have the relation
ρρ ′(x, y) ∪ ρ ′(z) ∪ ρ ′ρ(x, y) ∪ ρ(z) = ρ ′ρ(y, z) ∪ ρ(x) ∪ ρρ ′(y, z) ∪ ρ ′(x). (3.2)
Proof. By using Proposition 3.6 we have the following
(i) (x ◦ρ y) ◦ρ′ z = {t ∈ H | (x, t) ∈ ρρ ′ ∨ (y, t) ∈ ρρ ′ ∨ (z, t) ∈ ρ ′} = ρρ ′(x, y) ∪ ρ ′(z);
(ii) x ◦ρ(y ◦ρ′ z) = {t ∈ H | (y, t) ∈ ρ ′ρ ∨ (z, t) ∈ ρ ′ρ ∨ (x, t) ∈ ρ} = ρ ′ρ(y, z) ∪ ρ(x);
(iii) (x ◦ρ′ y) ◦ρ z = {t ∈ H | (x, t) ∈ ρ ′ρ ∨ (y, t) ∈ ρ ′ρ ∨ (z, t) ∈ ρ} = ρ ′ρ(x, y) ∪ ρ(z);
(iv) x ◦ρ′(y ◦ρ z) = {t ∈ H | (y, t) ∈ ρρ ′ ∨ (z, t) ∈ ρρ ′ ∨ (x, t) ∈ ρ ′} = ρρ ′(y, z) ∪ ρ ′(x).
Now we can see that our assertion holds. 
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Proposition 3.9. Let ρ and ρ ′ be two relations on H such that ρ ′ ⊆ ρ ⊆ ρρ ′ and ρ ′ρ ∩ {(x, x) | x ∈ H} = ∅. If Hρ is a
hypergroup and Hρ,Hρ′ are general mutually associative, then also Hρρ′ is a hypergroup.
Proof. Since ρ ⊆ ρρ ′ we have ρ2 ⊆ ρρ ′ρ and so ρρ ′ ⊆ ρ2ρ ′ ⊆ (ρρ ′)2. Now let us consider x an outer element for
ρρ ′, so x is an outer element for ρ. If (a, x) ∈ (ρρ ′)2 then there exists b ∈ H such that (a, b) ∈ ρρ ′ and (b, x) ∈ ρρ ′.
Then b ∈ (a ◦ρ b) ◦ρ′ b. Since Hρ,Hρ′ are general mutually associative we have b ∈ a ◦ρ(b ◦ρ′ b) or b ∈ a ◦ρ′(b ◦ρ b). If
b ∈ a ◦ρ(b ◦ρ′ b) then b ∈ a ◦ρ c for an appropriate c ∈ b ◦ρ′ b, therefore (a, b) ∈ ρ or (c, b) ∈ ρ and (b, c) ∈ ρ ′. If (c, b) ∈ ρ
and (b, c) ∈ ρ ′ then (b, b) ∈ ρ ′ρ which is a contradiction, so (a, b) ∈ ρ follows. If b ∈ a ◦ρ′(b ◦ρ b) as abovewe can conclude
that (a, b) ∈ ρ ′ or (c, b) ∈ ρ ′ and (b, c) ∈ ρ; if (c, b) ∈ ρ ′ and (b, c) ∈ ρ we have (c, c) ∈ ρ ′ρ which is also a contradiction.
So (a, b) ∈ ρ ′ ⊆ ρ. Thus (a, x) ∈ ρ2 and, since x is an outer element for ρ, it results (a, x) ∈ ρ ⊆ ρρ ′, then Hρρ′ is a
hypergroup as we want. 
4. Enumeration of finite Rosenberg hypergroups
It is well known that every binary relation ρ on a finite set H , with |H| = n, may be represented by a Boolean matrix
M(ρ) and conversely, every Booleanmatrix of order n defines onH a binary relation. Indeed, letH = {a1, . . . , an}; a Boolean
matrix of order n is constructed in the following way: the element in the position (i, j) of the matrix is 1, if (ai, aj) ∈ ρ
and it is 0 if (ai, aj) ∉ ρ and vice versa. Hence, on every set with n elements, 2n2 partial hypergroupoids can be defined.
Recall that in a Boolean algebra the following properties hold: 0 + 1 = 1 + 0 = 1 + 1 = 1, while 0 + 0 = 0, and
0 · 0 = 0 · 1 = 1 · 0 = 0, 1 · 1 = 1. Moreover, if ρ is a binary relation on H , thenM(ρ2) = M2(ρ). Other properties of the
Boolean matrices which represent binary relations may be found in [21].
In what follows we use some notations we explain here. An n × 1 matrix (one column and n rows) is called a column
vector and for a given matrixM = (aij), i, j ∈ {1, 2, . . . , n},Mj is the j-column vector ofM andM2j is the j-column vector of
the matrixM(ρ2). In particular, (0) is the column vector with all elements equal to 0, and (1) is the column vector with all
elements equal to 1. The transpose of a matrixM is the matrixMT , formed by turning rows into columns and vice versa.
Definition 4.1. The matrixM(ρ) is called very good if and only if Hρ is a hypergroup.
Theorem 4.2. A matrix M = M(ρ) is a very good matrix if and only if, for any j, with 1 ≤ j ≤ n, the following assertions hold:
(i) Mj ≠ (0);
(ii) MTj ≠ (0);
(iii) if M2j ≠ (1), then Mj = M2j .
Proof. It is easy to see that conditions (i) and (ii) are equivalent to conditions (i) and (ii) in Theorem 2.4. We now prove that
condition (iii) is equivalent to conditions (iii) and (iv) in Theorem 2.4. Suppose that (iii) holds and (ai, aj) ∈ ρ; if (ai, aj) ∉ ρ2
we have M2j ≠ (1). By using (iii) we conclude that M2j = Mj and so (ai, aj) ∈ ρ2 follows, which is a contradiction and
therefore ρ ⊆ ρ2. Now, suppose that aj is an outer element of ρ, that is there exists ai ∈ H such that (ai, aj) ∉ ρ2 which
meansM2j ≠ (1). As above by using (iii), from (ak, aj) ∈ ρ2 we can conclude that (ak, aj) ∈ ρ. With a similar discussion the
converse assertion holds too. 
Remark 1. The matrix M = (aij), with aij = 1, for any i, j ∈ {1, 2, . . . , n}, is a very good matrix and the corresponding
hypergroup is the total hypergroup which is a Rosenberg hypergroup.
In the following we give in terms of matrices a necessary and sufficient condition such that two Rosenberg hypergroups
associated with two binary relations on the same set H , are isomorphic.
Theorem 4.3. Let H = {a1, . . . , an} be a finite set, ρ and ρ ′ be two binary relations on H and M(ρ) = (tij),M(ρ ′) = (t ′ij) be
their associated matrices. The hypergroups Hρ and Hρ′ are isomorphic if and only if tij = t ′σ(i)σ (j), for σ a permutation on the set{1, 2, . . . , n}.
Proof. Let θ : Hρ → Hρ′ be an isomorphism, then θ(ai ◦ρ aj) = θ(ai) ◦ρ′ θ(aj) and so {θ(aj)|(ai, aj) ∈ ρ} = {at |(θ(ai), at) ∈
ρ ′}; thus we have (ai, aj) ∈ ρ if and only if (θ(ai), θ(aj)) ∈ ρ ′. Consequently tij = t ′σ(i)σ (j), where θ(aj) = aσ(j), for σ a
permutation on the set {1, 2, . . . , n}.
Conversely, note that, for σ a permutation on the set {1, 2, . . . , n}, we have
(ai, aj) ∈ ρ ⇔ (aσ(i), aσ(j)) ∈ ρ ′.
Consider the map ϕ : Hρ → Hρ′ with ϕ(ai) = aσ(i). Clearly ϕ is a bijection and ϕ(ai ◦ρ ai) = {ϕ(aj) | (ai, aj) ∈ ρ} =
{aσ(j) | (ai, aj) ∈ ρ} = {aσ(j) | (aσ(i), aσ(j)) ∈ ρ ′} = aσ(i) ◦ρ′ aσ(i) = ϕ(ai) ◦ρ′ ϕ(ai). Moreover, for all (ai, aj) ∈ H2 we have
ϕ(ai ◦ρ aj) = ϕ(ai ◦ρ ai)∪ϕ(aj ◦ρ aj) = ϕ(ai) ◦ρ′ ϕ(ai)∪ϕ(aj) ◦ρ′ ϕ(aj) = ϕ(ai) ◦ρ′ ϕ(aj) and the theorem is completed. 
In the following we need some definitions given here.
Definition 4.4. We call that two matrices are isomorphic or mutually associative or general mutually associative if the
Rosenberg hypergroups obtained by them are respectively isomorphic or mutually associative or general mutually
associative.
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Definition 4.5. Let ρ be a binary relation on a nonempty set H such that Hρ = (H, ◦ρ) is a Rosenberg hypergroup. The
hypergroup Hρ is called complementary if the hypergroupoid associated with the complement of ρ, i.e. ρc = H × H \ ρ, in
the sense of Rosenberg, is a hypergroup. Moreover, a matrix is called complementary if the Rosenberg hypergroup associated
with it is complementary.
APPLICATION: Let n ∈ {2, 3, 4}. In order to calculate the number of n×n very goodmatrices, generalmutually associative
matrices, mutually associative matrices and complementary matrices we formulate the following program, written in C#.
These procedures return matrices that verify the requested conditions of Theorem 4.2. First we create in cr3 and cr2 all
row vectors that have at least one non-zero element (i.e. non-zero row vectors), and then, in cr5 and cr4, we create all the
matrices of order n obtained from these row vectors. Thus these verify the second condition of Theorem 4.2; after that, in
‘‘checktransform’’ function, we check for column vectors having at least one non-zero element, that is matrices that verify
the first condition of Theorem 4.2, and finally, in ‘‘check’’ function, we verify the third condition of Theorem 4.2. If a matrix
satisfies all these conditions, then it is written in the output file and it is added in the head list for checking the isomorphism
condition in the second procedure. At the end of any procedure we list the output file for the 2× 2 matrices.
PROCEDURE CREATE; order of invoking {cr3(n); cr5(n)}
private void cr2(int n, bool[ ] p)
{
if (n == p.Length)
{
l2.Add((bool[ ])p.Clone());
return;
}
bool[ ] k = new bool[p.Length];
p.CopyTo(k, 0);
k[n] = true;
cr2(n + 1, k);
k[n] = false;
cr2(n + 1, k);
}
private void cr3(int n)
{
for (int i = 0; i< n; i++)
{
bool[ ] p = new bool[n];
p[i] = true;
cr2(i + 1, p);
}
}
private void cr4(int n, bool[ ][ ] p)
{
if (n == p[0].Length)
{
if (!checktransform(p)) return;
check(p);
return;
}
for (int i = 0; i<l2.Count; i++)
{
l2[i].CopyTo(p[n], 0);
cr4(n + 1, p);
}
}
private void cr5(int n)
{
for (int i = 0; i<l2.Count; i++)
{
bool[ ][ ] p = new bool[n][ ];
for (int j = 0; j<n; j++)
p[j] = new bool[n];
l2[i].CopyTo(p[0], 0);
cr4(1, p);
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}
}
bool checktransform(bool[ ][ ] A)
{
bool ret = false;
for (int i = 0; i<A.Length; i++)
{
ret = false;
for (int j = 0; j<A.Length; j++)
{
ret = ret || A[j][i];
if (ret) break;
}
if (!ret) return false;
}
return true;
}
private void check(bool[ ][ ] A)
{
bool[ ][ ] B = boolmult(A, A);
bool ret = true;
int l = 0;
for (int i = 0; i<A[0].Length; i++)
{
l = 0;
for (int j = 0; j<A[0].Length; j++)
{
ret = (B[j][i] == A[j][i]);
if (!ret) break;
}
for (int j = 0; j<A[0].Length && !ret; j++)
if (B[j][i]) l++;
if (l == A[0].Length) ret = true;
else if (!ret) return;
}
foreach (bool[ ] k in A)
{
foreach (bool b in k)
{
if (b)
g2.Write("1 ");
else
g2.Write("0 ");
}
g2.Write("\r\n");
}
g2.Write("\r\n");
count++;
bool[ ][ ] lk = new bool[A.Length][ ];
for (int i = 0; i<A.Length; i++)
{
lk[i] = new bool[A.Length];
for (int j = 0; j<A.Length; j++)
lk[i][j] = A[i][j];
}
head.Add(lk);
}
The output file, for n = 2, contains the following 2× 2 matrices:
1011, 1110, 1001, 1101, 0111, 1111, where every matrix is given in one line i.e.,

1 0
1 1

= 1011.
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The following procedure creates and writes the non-isomorphic very good matrices. The first matrix in the previous
output file is read and the program performs all permutations on it and checks if the result matrix is in the very good
matrix list; then writes the matrix with a tab that shows the isomorphism. After that, the procedure repeats for the other
matrices.
PROCEDURE NON-ISOMORPHIC
void write()
{
if (head.Count> 0)
{
int[ ] k = new int[head[0].Length];
create−s(k, 0, head[0].Length);}
while (head.Count> 0)
{
bool[ ][ ] p = head[0];
for (int j = 0; j<p.Length; j++)
{
for (int k = 0; k<p.Length; k++)
{
if (p[j][k])
g.Write("1 ");
else
g.Write("0 ");
}
g.Write("\r\n");
}
g.Write("\r\n");
Se(p);
count2++;
}
}
void Se(bool[ ][ ] p)
{
Predicate<bool[ ][ ]> pp = new Predicate<bool[ ][ ]>(target);
head.RemoveAt(0);
int[ ] k = new int[p.Length];
temp = new bool[p.Length][ ];
for (int ii = 1; ii<sigma.Count; ii++)
{
k = sigma[ii];
for (int i = 0; i<p.Length; i++)
{
temp[i] = new bool[p.Length];
for (int j = 0; j<p.Length; j++)
{
temp[i][j] = p[k[i]][k[j]];
}
}
int kkkk = head.FindIndex(pp);
if (kkkk == -1) continue;
for (int i = 0; i< p.Length; i++)
{
g.Write("\t");
for (int j = 0; j<p.Length; j++)
{
if (temp[i][j])
g.Write("1 ");
else
g.Write("0 ");
}
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g.Write("\r\n");
}
g.Write("\r\n");
head.RemoveAt(kkkk);
count3++;
}
}
void create−s(int[ ] k, int ii, int n){
if (ii == n)
sigma.Add((int[ ])k.Clone());
}
for (int i = 0; i<n; i++)
{
if (li.Contains(i)) continue;
k[ii] = i;
li.Add(i);
create−s(k, ii+ 1, n);
li.RemoveAt(ii);
}
}
bool target(bool[ ][ ] t)
{
for (int i = 0; i<t.Length; i++)
for (int j = 0; j<t.Length; j++)
if (temp[i][j] != t[i][j])
return false;
return true;
}
The non-isomorphic 2× 2 matrices are:
1111, 1110, 1101, 1001.
The following procedure reads non-isomorphic matrices, checks if the complementary matrices are very good and if so,
it lists them.
PROCEDURE COMPLEMENT
void complement()
{
string s;
string[ ] k;
int l=int.Parse(textBox3.Text);
while (!sr.EndOfStream)
{
s = sr.ReadLine();
k = s.Split(" ".ToCharArray());
if (k.Length< l|| k[0][0] == ′\t ′) continue;
int i;
for ( i= 0; i< l; i++)
s += "\n"+sr.ReadLine();
if (i == l)
{
bool[ ][ ] m = read(s);
reverse(m);
check(m);
}
}
}
For example, for n = 3, the output file contains the following 3× 3 non-isomorphic matrices:
011101110, 100010001.
This procedure lists all non-isomorphic very good n × n matrices which satisfy the mutual associativity condition.
I. Cristea et al. / Computers and Mathematics with Applications 60 (2010) 2753–2763 2761
PROCEDURE MUTUAL
private void create()
{
bool[ ][ ] R;
bool[ ][ ] S;
bool[ ][ ] RS;
bool[ ][ ] SR;
for (int i = 0; i< li.Count; i++)
{
for (int j = i + 1; j< li.Count; j++)
{
R = li[i];
S = li[j];
RS = boolmult(R, S);
SR = boolmult(S, R);
bool isma = true;
for (int ii = 0; ii< R.Length; ii++)
{
for (int jj = 0; jj< R.Length; jj++)
{
for (int k = 0; k< R.Length; k++)
{
if (!Set.union(create−set(RS, ii, jj), create−set(S, k,k)).Equals(Set.union(create−set(R,
ii, ii), create−set(SR, jj, k)))){
isma = false;
break;
}
}
if (!isma) break;
}
if (!isma) break;
}
if (isma)
{
for (int ii = 0; ii< R.Length; ii++)
{
for (int k = 0; k< R.Length; k++)
{
if (R[ii][k])
r.Write("1 ");
else
r.Write("0 ");
}
r.Write("\t");
for (int k = 0; k< R.Length; k++)
{
if (S[ii][k])
r.Write("1 ");
else
r.Write("0 ");
}
r.Write("\r\n");
}
r.Write("\r\n");
count++;
}
}
}
}
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The output file for n = 2 shows all the pairs of 2× 2 matrices that are mutually associative.
(1111, 1110), (1111, 1101), (1111, 1001), (1101, 1001).
Next, the procedure ‘‘generalmutual’’ checks all non-isomorphic very good n×nmatrices for generalmutual associativity
condition.
PROCEDURE GENERAL MUTUAL
private void create()
{
bool[ ][ ] R;
bool[ ][ ] S;
bool[ ][ ] RS;
bool[ ][ ] SR;
for (int i = 0; i< li.Count; i++)
{
for (int j = i + 1; j< li.Count; j++)
{
R = li[i];
S = li[j];
RS = boolmult(R, S);
SR = boolmult(S, R);
bool iswma = true;
for (int ii = 0; ii< R.Length; ii++)
{
for (int jj = 0; jj< R.Length; jj++)
{
for (int k = 0; k< R.Length; k++)
{
Set a = Set.union(create−set(RS, ii, jj), create−set(S, k, k));
Set b = Set.union(create−set(R, ii, ii), create−set(SR, jj, k));
Set c = Set.union(create−set(SR, ii, jj), create−set(R, k, k));
Set d = Set.union(create−set(RS, jj, k), create−set(S, ii, ii));
if (!Set.union(a, c).Equals(Set.union(b, d)))
{
iswma = false;
break;
}
}
if (!iswma) break;
}
if (!iswma) break;
}
if (iswma)
{
for (int ii = 0; ii< R.Length; ii++)
{
for (int k = 0; k< R.Length; k++)
{
if (R[ii][k])
r.Write("1 ");
else
r.Write("0 ");
}
r.Write("\t");
for (int k = 0; k< R.Length; k++)
{
if (S[ii][k])
r.Write("1 ");
else
r.Write("0 ");
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}
r.Write("\r\n");
}
r.Write("\r\n");
count++;
}
}
}
}
The output file for n = 2 is:
(1111, 1110), (1111, 1101), (1111, 1001), (1110, 1101), (1110, 1001), (1101, 1001).
5. Conclusions
In this paper, the class of all hypergroups obtained from a binary relation in the sense of Rosenberg and called Rosenberg
hypergroups, has been investigated in order to determine the non-isomorphic (general) mutually associative pairs of such
hypergroups. Having applied a program written in C#, we have determined the number of these hypergroups. The results
of this computation (for Rosenberg hypergroups of order 2, 3, or 4) are summarized in the following table:
N= 2 3 4
Number of very good matrices 6 149 9729
Number of very good matrices up to isomorphism 4 33 501
Number of pairs that are m.a. 4 146 27368
Number of pairs that are g.m.a. 6 337 80250
Number of complementary matrices 0 2 13
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