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Abstract 
 
Requirement specifications written in natural 
language might cause miscommunication among 
developers depending on how they are understood. 
Without removing any ambiguities, we cannot construct 
systems satisfying the need for software safety. Removing 
ambiguities should be performed in early steps during the 
development. 
In this paper, Requirement Analysis Support Tool 
(RAST) will be introduced. RAST system analyzes 
requirement specifications based on linguistic 
information. By using RAST system, we can expect that 
requirement engineers can communicate with each other 
in common notations, and use logical expressions rather 
than using requirement specifications written in natural 
language. 
 
 
1. Introduction 
 
 
Requirement specifications written in natural language 
might contain ambiguities and those ambiguities might 
cause miscommunication among developers depending 
on how they are understood. Without removing any 
ambiguities in the requirement specifications, we cannot 
guarantee safer software systems. According to [1], about 
50 percent of test failures are caused by requirement 
defect, and finding and fixing a problem late in the 
development process can be 100 times more expensive 
than finding and fixing it during the requirement or 
design phase.  
In order to remove ambiguities, we need to formalize 
the requirement specifications. Since requirement 
engineers can use their own defined notations without 
agreements with other developers, there needs a way to 
share common notations during the development. Without 
using common notation describing original requirement 
specifications, the modules developed by developers will 
be developer dependent. It might cause problems in the 
case that the modules have to be changed by other 
developers. By using shared notations, developers can 
easily understand what the modules are and what the 
modules do. 
The use of weak phrase or poor sentence structure 
should be translated into more concreted expressions [2]. 
Therefore, there is a need to generate logical expressions 
for the requirement specifications using the shared 
notations because the requirement specification written in 
natural language is lengthy and contains ambiguities. As 
transforming the requirement specification written in 
natural language to logical expressions, we can provide a 
better mechanism to understand the requirement 
specifications. 
As long as we can generate logical expressions for the 
requirement specifications, the logical expressions can be 
used to detect any conflicts among the requirement 
specifications. Translating the requirement specification 
to logical expressions can provide a correctness of the 
requirement specifications by using the shared common 
notations and identifying conditions precisely. These two 
characteristics-consistent and correct specifications are 
desirable characteristics for requirement specifications [2]. 
In this paper, Requirement Analysis Support Tool 
(RAST) is introduced. RAST system is software that 
analyzes requirement specifications based on linguistic 
information. The objectives of RAST system are to 
provide shared common notations among developers and 
to provide logical expressions for requirement 
specifications. RAST system extracts linguistic 
information from the requirement specifications and 
constructs noun and verb dictionaries. Nouns and verbs in 
the requirement specifications written in natural language 
represent the meaning of the requirement specifications. 
Based on the noun and verb dictionaries, developers can 
assign notations (or symbols) to each noun and verb. The 
assigned notations are used to translate the requirement 
specifications into logical expressions. This approach can 
provide a way to share common notations among 
developers and to generate logical expressions that can be 
used to detect any conflicts. 
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2. Related Work 
 
Currently many requirement analysis tools have been 
developed and the purpose of the systems varies from a 
domain to a domain that systems support. In this section, 
three different requirement analysis tools-GSRAT, 
Domain Map, and Grammalizer, will be discussed. 
 
2.1. GSRAT 
 
GSRAT stands for Goal Based Requirements Analysis 
Tool. It employs interactive Web browser technology to 
support the collaborative nature of requirement 
engineering [3]. GSRAT is designed to support the 
process of identifying and capturing goals. In the paper 
[3], the authors argue that the object of GSRAT is to 
provide analysts with the procedural support they need to 
be able to analyze and refine goals. GSRAT supports the 
two stages of goal-based approach: 
 
1. Goal Analysis 
2. Goal Refinement and Decomposition 
 
Figure 2-1: Goal hierarchy (from [3]) 
 
The problems of this approach might be summarized 
as follows: 
 
1. GSRAT does not provide a mechanism to 
analyst/elicitor to identify and classify goals in 
common notations. It might cause the classified 
goals that are significantly analyst/elicitor 
dependent. 
2. Although goals are classified and decomposed 
based on functionality, they are still expressing 
natural language; therefore they might lead 
misunderstanding among developers. 
 
Figure 2-1 shows a goal hierarchy generated by 
GSRAT. Users can reorder the goals to find the 
dependency between goals in order to which goals should 
be achieved in order to complete a specific goal.  
 
2.2. Domain Map 
 
Domain map is based on linguistic information. The 
idea of domain map is to provide the connection between 
software developers and domain experts. The concepts 
provided by domain experts might be different from those 
of system developers, and create misunderstanding that 
may cause critical problems. Without accurate 
conceptions of the real world semantics relevant to a 
system, developers are forced to rely on misunderstood 
and invalid assumptions about the entities they model, 
often without realizing it [4]. In [5], the authors mention 
that developers, who are non-experts with respect to the 
domain in question, are unable to access the intended 
semantics directly from domain experts because the 
lexicon of the domain expert is partially incompatible 
with that of the developers. 
In domain map, they define two terms: common and 
domain. Common refers to set of terms that developers 
and domain experts share. In contrast, domain refers to all 
terms that are not common. Based on the definition, they 
introduce domain map having the following properties. 
 
1. A specification for a software system includes a 
domain map. 
2. All domain specific terms that are relevant to the 
development of the specified software system are 
associated directly or indirectly with definitions 
consisting of exclusively common terms. 
3. No cycles are permitted in the use of definitions 
within definitions. 
4. The domain map and the documents to which it 
points are the only sources of domain-specific 
definitions to which developers can refer to. 
 
They provide a support toolset to achieve domain map 
as enhancing Zeus1. Figure 2-2 shows the relationship 
between tools in the support toolset in [5]. 
                                                 
1 Zeus is based on the FrameMaker desktop publishing 
system and Z/EVES verification system [6]. 
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Figure 2-2: Support tool set (from [5]) 
 
 
Figure 2-3: Sample output of reference tool (from 
[5]) 
 
The collection tool collects domain-specific terms and 
phrases undertaken by the developers and domain experts. 
FrameMaker formats the list generated by collection tool 
formatted as needed for the domain map. Reference tool 
creates a graphic display of the domain map. Figure 2-3 
shows a sample output of the reference tool. Finally 
symbol tool checks the complete list of symbols used in 
the formal part of a specification and compares it with the 
definitions in the domain map. 
Authors in [5] argue that the domain map can help to 
bridge the gap between the experts’ knowledge of a 
domain and the knowledge of engineers who need to 
develop systems. 
Even though the domain map can provide a middle 
ware of the gab caused from different knowledge between 
domain experts and developers, the structure is 
complicated. The complicated structure might confuse 
developers because developers should have reconsider the 
things shown in the domain map. The different concepts 
between developers and domain experts might not be 
significant and these concepts will be either of nouns or 
verbs. Therefore, just providing noun and verb dictionary 
containing the information on what domain experts think 
of suspect miscommunication part of requirement 
specifications will be enough. Domain map approach 
does not provide a mechanism to prevent the developers 
from being understood the same concepts differently. 
 
2.3. Grammalizer 
 
Grammalizer is a tool developed by [7]. It is designed 
to analyze textual document based on morphosyntactic 
natural language analysis. According to [7], the process 
of Grammalizer consists of five phases as shown in figure 
2-4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-4: Process of Grammalizer (from [7]) 
 
In the phase of text pre-processing, textual documents 
are divided into manageable chunks. In the text tagging 
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phase, tags are used to mark specific words or phrases in 
a text in order to place them in a template frame. In the 
framing phase, noun and verb phases are normalized and 
stored in a template instance for further usage. Table 2-1 
shows an example of frames. 
 
Table 2-1: Example Frames (from [7]) 
 
 
In the model building phase, an automated procedure 
translates the frames into an initial model. In the 
confrontation phase, the resulting model generated in 
model building phase is compared with the original 
frames to find significant differences.  
Grammalizer provides a mechanism that requirement 
specifications are framed based on tagging information. 
Even though the frame information can be compared with 
the initial model, Grammalizer does not provide a 
mechanism to check whether the generated model is 
consistent and correct because the frames are not 
translated into logical expressions. 
 
3. Suggested Approach 
 
In this section, RAST system will be discussed. RAST 
system is software system that supports analysis of 
requirement specifications based on linguistic information. 
The purposes of RAST system are to provide shared 
common notations among system developers and to 
generate logical expressions using the common notations. 
In the following subsections, we will discuss it more 
detail. 
 
3.1. Concept of RAST 
 
The starting point of RAST system was to provide 
common symbols that can be used by developers. Since 
requirement specifications written in natural language 
might contain ambiguities and lead differences in 
understanding the specifications by the developers. 
Common symbols to represent requirement specifications 
should be provided in the early stages during system 
development. Without removing any ambiguities 
contained in the requirement specifications, we cannot 
guarantee the safety of the developed systems. 
Because distinction between nouns and verbs plays the 
most important role in delivering the meaning of the 
requirement specifications, we need to provide common 
symbols for nouns and verbs shown in the requirement 
specifications.  
For instance, let us consider the following sentence: 
 
The door should be closed at high position. 
 
The underlined word-high is adjective. The sentence 
has ambiguity because there are no specific upper and 
lower bounds for the door position. Then, let us consider 
another sentence as follows: 
 
The door should be closed at 10ft . 
 
The underlined word-10ft is noun. The second 
sentence does not have ambiguities. From these examples, 
we can observe that requirement specifications can be 
represented using nouns and verbs. 
Developers can assign symbols to nouns and verbs, 
and these symbols are used to generate logical 
expressions. In RAST system, some terms are redefined 
as shown in table 3-1. 
 
Table 3-1: Terms and meaning 
 
 
3.2. Process of RAST 
 
The process of RAST system consists of 7 phases as 
shown in figure 3-1. The first phase is syntax analysis of 
requirement set (or requirement specifications). In this 
phase, RAST provides part-of-speech information on the 
requirement set. The second phase is to tag2 the result of 
the previous phase. The purpose of tagging the result is to 
generate XML documents. In this step, three basic XML 
documents are generated such as ReqXML containing the 
requirement specifications, LexXML containing the 
information of syntax analysis, and NPXML containing 
the information on noun phases, respectively. The third 
phase is to construct relational tables for the requirement 
set. Relational tables are constructed from parsing the 
XML documents generated in the second phase. These 
tables contain the information such as the requirement 
number, statement number, lexicon, tagging information 
and so on. In the fourth phase, RAST construct noun and 
verb dictionaries as extracting noun and verb information 
from the relational tables constructed in the previous 
phase. In this step, RAST provides a relationship between 
                                                 
2 RAST system uses two taggers: one for XML tagging 
and the other for part-of-speech tagging. 
Terms Description 
Requirement set A requirement set is the set of requirements
Requirement A requirement is set of specifications and 
requirement can be a statement 
(Single) statement Single statement is one requirement 
specification ending with the period 
symbol 
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noun and the statement containing the noun, and the 
relationship between verb and the statement containing 
the verb, respectively. The fifth phase is to assign 
symbols to nouns and verbs. These symbols are used in 
generating logical expressions. In this step, RAST 
provides two different generating methods: automatic 
generation and manual generation.  In the sixth phase, 
logical expressions are assigned to requirement set using 
the generated symbols. RAST provides clustering 
mechanism3 that clusters the statements using common 
nouns or verbs. In this step, developers can specify a 
logical expression for single statement as combining 
symbols and logical symbols such as ∀ (for all), ∃ (there 
exists), → (implication), ∧ (and), ∨ (or), and so on. The 
last phase in RAST is to show requirement specifications 
and their corresponding logical expressions in DVI 4 
format. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-1: Process of RAST 
 
 
 
3.3. Relational Tables 
                                                 
3 At the time of writing, the version of the RAST system 
does not support fully the clustering mechanism, but the 
mechanism was proposed when the RAST system was 
designed. 
4  DVI: device independent. It can be generated using 
LaTex compiler to transform the generated documents 
into pdf or ps files. 
 
 In the RAST system, several relational tables are used 
to extract, modify, and generate information. RAST 
system generates three basic XML documents, and these 
documents are used to generate relational tables. Even 
though we can directly use XML documents to extract or 
modify the information contained in them, there is no 
system that fully supports XQuery of W3C 5 
recommendation. Moreover updates are not supported in 
XQuery yet. But, as generating XML documents 
following flat table structure, RAST system can generate 
the tables from the XML document, and tuples in the 
tables are easily converted into XML documents. 
The tables used in the RAST systems are shown in 
table 3-2. 
 
Table 3-2: Relational tables 
     
                                                 
5 W3C: World Wide Web Consortium 
http://www.w3c.org 
Table Name Attributes Types Description 
REQ_base6 STATID NUMBER Statement id 
 REQNO NUMBER Req. number 
 STATNO NUMBER Stat. Number 
 STAT VARCHAR Statement 
LEX_base REQNO NUMBER Req. number 
 STATNO NUMBER Stat. number 
 WORDNO NUMBER Word number 
 WORD VARCHAR Word 
 LEX VARCHAR Lexicon7 info 
NP_base NPNO NUMBER Noun phr. num
 NOUNPHR VARCHAR Noun phrase 
LEXNP_base NPNO NUMBER Noun phrase 
 REQNO NUMBER Req. number 
 STATNO NUMBER Stat. number 
 NOUNPHR VARCHAR Noun phrase 
NOUN_base REQNO NUMBER Req. number 
 STATNO NUMBER Stat. number 
 NOUN VARCHAR Noun 
VERB_base REQNO NUMBER Req. number 
 STATNO NUMBER Stat. number 
 VERB VARCHAR Verb 
SYM_NOUN_ NOUNID NUMBER Noun id 
base REQNO NUMBER Req. number 
 STATNO NUMBER Stat. number 
 NOUN VARCHAR Noun 
 SYMBOL VARCHAR Symbol 
SYM_VERB_ VERBID NUMBER Verb id 
base REQNO NUMBER Req. number 
 STATNO NUMBER Stat. number 
 VERB VARCHAR Verb 
 SYMBOL VARCHAR Symbol 
LOGIC_base LOGICID NUMBER Logic id 
 REQNO NUMBER Req. number 
 STATNO NUMBER Stat. number 
 STAT VARCHAR Statement 
 LOGIC_EXP VARCHAR Logical expr 
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3.4. Example 
 
In this subsection, an example of RAST processing 
mechanism will be discussed. Suppose that the following 
requirement specification should be analyzed. 
 
By syntax analyzer, RAST generates the following 
analyzed output as shown in figure 3-2. 
 
 
 
 
 
 
Figure 3-2: Output of syntax analysis 
 
Restrictively speaking, the output in figure 3-2 is an 
output of part-of-speech tagging. Since part-of-speech 
and noun phrases are used in RAST system, we use term 
syntax analysis as representing both. 
The tagging information is provided in appendix. From 
the result of syntax analysis, RAST generates the XML 
document as shown in figure 3-3 through figure 3-5. 
These XML documents are inserted into relational 
database tables. Table 3-3 shows the part-of-speech table 
in a relational database. Other information in the XML 
documents is also inserted into tables as described in 
subsection 3.3.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3-3: Example of ReqXML 
 
 
 
 
 
 
                                                                               
6 base: Table base name that user can select. 
7 Lexicon: N: noun, V: verb, J: adjective. See the 
appendix for more information. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-4: Example of LexXML 
 
 
 
 
 
 
 
 
Figure 3-5: Example of NPXML 
 
Table 3-3: Part-of-speech table for the first 
statement 
 
REQNO STATNO WORDNO WORD POS 
1 1 1 open V 
1 1 2 the T 
1 1 3 press N 
1 1 4 in R 
1 1 5 its P 
1 1 6 lower J 
1 1 7 position N 
 
The table shown in table 3-3 contains all part-of-speech 
information. In the constructing dictionaries phase, only 
noun and verb information are extracted from the table as 
shown in table 3-4. 
Open the press in its lower position. Wait
until arm2 has retrieved the metal plate and
left the press. 
Open the press in its lower position. 
V      T    N      R  P   J        N         
 
Wait until arm2 has retrieved the metal plate and left the press. 
V     R      N      X     V           T    N       N     C    V    T    N
<nounphrase> 
    <phrase no=”1”>press</phrase> 
<phrase no=”2”>lower position</phrase> 
<phrase no=”3”>arm2</phrase> 
<phrase no=”4”>metal plate</phrase> 
<phrase no=”5”>press</phrase> 
</nounphrase> 
<requirementset> 
    <requirement no=”1”> 
        <statement no=”1”> 
            Open the press in its lower position 
        </statement> 
<statement no=”2”> 
    Wait until arm2 has retrieved the metal plate and left the 
press 
        </statement> 
    </requirement> 
</requirementset> 
<wordlex> 
    <reqno no=”1”> 
        <stm no=”1”> 
<word lex=”V” no=”1”>Open</word> 
<word lex=”T” no=”2”>the</word> 
<word lex=”N” no=”3”>press</word> 
<word lex=”R” no=”4”>in</word> 
<word lex=”P” no=”5”>its</word> 
<word lex=”J” no=”6”>lower</word> 
<word lex=”N” no=”7”>position</word> 
        </stm> 
<stm no=”2”> 
<word lex=”V” no=”1”>Wait</word> 
<word lex=”R” no=”2”>until</word> 
<word lex=”N” no=”3”>arm2</word> 
<word lex=”X” no=”4”>has</word> 
<word lex=”V” no=”5”>retrieved</word> 
<word lex=”T” no=”6”>the</word> 
<word lex=”N” no=”7”>metal</word> 
<word lex=”N” no=”8”>plate</word> 
<word lex=”C” no=”9”>and</word> 
<word lex=”V” no=”10”>left</word> 
<word lex=”T” no=”11”>the</word> 
<word lex=”N” no=”12”>press</word> 
        </stm> 
</reqno> 
</wordlex> 
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Table 3-4: Noun dictionary table 
 
REQNO STATNO NOUN 
1 1 press 
1 1 position 
1 2 arm2 
1 2 metal 
1 2 plate 
1 2 press 
 
Then we may assign symbols to nouns and verb. Table 
3-5 shows a possible symbol assignment example. 
 
Table 3-5: Symbol table 
 
NOUNID REQNO STATNO NOUN SYMBOL
1 1 1 press PRS 
2 1 1 position POS 
3 1 2 arm2 ARM2 
4 1 2 metal MTL 
5 1 2 plate PLT 
6 1 2 press PRS 
 
Verb dictionary can be generated as same as noun 
dictionary. Based on the symbol tables, developers can 
assign logical expressions to the requirement 
specifications. Figure 3-6 shows possible logical 
expressions for the requirement specifications. 
 
 
Figure 3-6: Example of logical expressions 
 
4. System Architecture of RAST 
 
RAST system consists of 8 different subsystems. The 
system architecture is shown in figure 4-1. Requirement 
Loader loads a requirement set and it passes the 
requirement set to Syntax Analyzer. Syntax Analyzer 
calls Phraser with the requirement set as a parameter. 
Phraser generates the result of syntax analysis. Syntax 
Analyzer receives the result and passes it to Tagging and 
XML Generator as an input. Then Tagging and XML 
Generator generates three XML documents-ReqXML, 
LexXML, and NPXML. These XML documents are used 
to construct relational database tables by RDB 
Constructor. By RDB Constructor, the elements of the 
XML documents are inserted into the generated RDB 
tables as tuples. The generated tables and inserted tuples 
are used to construct noun and verb dictionaries. By 
Symbol Generator, symbols are assigned to nouns and 
verbs. Once symbols are generated and those symbols are 
inserted into symbol table. Logical Expression Generator 
provides a way to specify a logical expression to single 
requirement statement. Logical expressions are saved as 
LaTex forms and they are shown using DVI viewer. 
 
 
Figure 4-1: Architecture of RAST 
 
5. Implementation 
 
Table 5-1 shows the RAST system development 
environment. 
 
Table 5-1: Development Environment 
 
 
                                                 
8 Phraser and Tagger have been developed by Antonio 
Zamora. Visit the web site for more information 
http://www.scientificpsychic.com/az.html 
 
Platform Description 
Language Java SDK 1.4 
Operating System Windows 2000 
Syntax Analyzer Phraser and Tagger8 
Database Oracle 8i 
XML Parser Apache Xerces XML Parser 1.4.4 
OPEN(PRS ∧ STATUS(LOW(POS))) 
 
WAIT(ARM2 ∧  
RETRIEVE(MTL+PLT) ∧ LEFT(PRS))  
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Figure 5-1 through figure 5-9 shows the subsystems in 
the RAST discussed in the section 4 and table 5-1 through 
table 5-7 gives brief explanations on the subsystems, 
respectively. 
 
 
Figure 5-1: RAST system 
 
Figure 5-1 shows the initial screen shot of RAST 
system. Table 5-2 shows the brief description. 
 
Table 5-2: Description of initial RAST system 
 
No. Name Description 
1 Message Window Shows all working related 
messages including system error 
messages. 
2 Memory Monitor Monitors system memory 
 
 
 
Figure 5-2: Requirement Loader 
 
Figure 5-2 shows Requirement Loader. The loaded 
requirement sets starts with “$op=ddddd9” statement. The 
statement indicates what kinds of options should be 
turned on in Phraser and Tagger. Table 5-3 shows the 
brief description of Requirement Loader 
 
Table 5-3: Description of Requirement Loader 
 
No. Name Description 
1 Requirement Shows the selected requirement set
2 File Info Shows the physical information of 
the selected requirement file 
 
Figure 5-3 shows Tagging and XML Generator. XML 
File Tree in the figure contains three different XML 
documents, and the selected XML document is shown in 
the XML contents text panel. Table 5-4 shows the brief 
description of the Tagging and XML Generator. 
 
 
Figure 5-3: Tagging and XML Generator 
 
Table 5-4: Description of Tagging and XML 
Generator 
 
No. Name Description 
1 XML File Tree Shows three different XML files as 
tree structure 
2 XML File Info Shows the physical information of 
the selected XML file. 
3 XML Contents Shows the selected XML document 
in the XML File Tree 
 
                                                 
9 Opcode consistes of 5 digits and RAST system used 
“$op=10111” as a default opcode. 
1 
2
1 
2
1
2
3
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Figure 5-4: RDB Constructor 
 
Table 5-5: Description of RDB Constructor 
 
No. Name Description 
1 Requirement Tree Shows requirement specification 
as a tree structure 
2 Requirement 
Specification 
Shows single statement 
3 Syntax Analysis 
Table 
Shows syntax analysis of the 
selected statement 
4 Noun Phrase 
Table 
Shows noun phrases in the 
requirement set 
 
 
Figure 5-5: Noun and Verb Dictionaries 
 
    Figure 5-4 shows the RDB Constructor. All 
information generated by RDB Constructor is based on 
the output of Tagging and XML Generator. For each 
statement, syntax analyzed results can be shown as 
relational tables. Table 5-5 shows the brief description of 
RDB Constructor. 
    Figure 5-5 shows the noun and verb dictionaries. The 
noun and verb dictionaries are constructed as a view over 
the relational tables. Table 5-6 provides the brief 
explanation on the noun and verb dictionaries. 
 
Table 5-6: Description of Noun and Verb 
Dictionaries 
 
No. Name Description 
1 Noun Dictionary Noun dictionary tree. The leaf node 
contains the information on single 
requirement statement number and 
noun 
2 Specification Shows the statement including the 
noun 
3 Verb Dictionary Verb dictionary tree. The leaf node 
contains the information on single 
requirement statement number and 
the verb 
4 Specification Shows the statement including the 
verb 
 
Figure 5-6: Symbol Generator with conflicts10 
 
    Figure 5-6 and figure 5-7 show the Symbol Generator 
with conflicts of symbols and without conflicts, 
respectively. Symbol Generator provides two different 
options: automatic generation and manual generation. 
Table 5-7 gives a brief description on Symbol Generator. 
                                                 
10  Figure 5-6 shows that Symbol Generator subsystem 
detects symbol conflicts 
1 2 
3 4 
1
2
3
4
5 
1 
2 
3 
4 
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Table 5-7: Description of Symbol Generator 
 
No. Name Description 
1 Requirement 
Specification 
Requirement specification of 
selected noun in the noun symbol 
table 
2 Noun Symbol 
Table 
Shows all nouns of the 
requirement specifications 
3 Requirement 
Specification 
Requirement specification of 
selected verb in the verb symbol 
table 
4 Verb Symbol 
Table 
Shows all verbs of the 
requirement specifications 
5 Conflicts Symbols Shows all conflicts symbols 
 
 
Figure 5-7: Symbol Generator without conflicts 
 
 
Figure 5-8: Logical Expression Generator 
 
    Figure 5-8 shows the Logical Expression Generator. 
Developers can assign logical expressions to requirement 
set using the assigned symbols. Table 5-8 shows the brief 
description of Logical Expression Generator 
 
Table 5-8: Description of Logical Expression 
Generator 
 
No. Name Description 
1 Requirement Tree Shows all requirement specifications as a tree structure 
2 Statement Shows the single statement selected in the requirement tree 
3 Logical Expression 
Shows the logical expression of the 
statement 
4 Symbol Table Shows assigned symbols for the selected statement 
5 Logic Key Pad Provides a way for users to assign logical notations 
 
Figure 5-9 shows the DVI viewer in the RAST system. 
The generated logical expressions are transformed to 
LaTex forms, and the LaTex forms are transformed into 
div forms in sequence. 
 
 
Figure 5-8: DVI Viewer11 
 
6. Result 
 
In this section, we discuss the result of RAST system. 
Since the RAST system provides a mechanism to 
generate common notations and to generate logical 
expressions for a given requirement specifications, it 
might be impossible to analyze the RAST system using 
quantitatively metric. But we can consider that the RAST 
system can significantly reduce the amount of 
requirement specifications as constructing noun and verb 
                                                 
11 DVI Viewer in the RAST system is YAP (Yet Another 
Previewer 0.98i) developed by Christian Schenk  
The results shown in figure 5-8 are similar to the example 
of figure 3-6. 
3 
5 
1 2
3 
4 5 
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dictionaries containing the meaning of the requirement 
specifications without losing any significant information 
in the requirement specifications. This is based on the 
assumption that noun and verb play most important roles 
in delivering meaning of requirement specifications. 
Table 6-1 shows the analyzed summary of a requirement 
specification test set12. 
 
Table 6-1: Summary of a sample test set 
 
Tag Numbers Tag Number 
N 26 R 9 
V 5 P 1 
T 7 J 12
X 5 D 1 
A 2 i 1 
C 4 Noun Phrase 22
 
Since RAST system constructs noun and verb 
dictionary, we can reduce the size of requirement 
specifications as 31 units over 73 units (unit: word) from 
table 6-1. If RAST system use noun phrase, the size of 
requirement specifications will be reduces into 53 units. 
Furthermore, RAST provides more precise 
representations of the requirement specifications as 
transforming them into logical expressions without losing 
any meaning as well as without having any ambiguities. 
 
7. Evaluation 
 
Generating noun and verb dictionaries were fairly 
straightforward, and assigning symbols to nouns and 
verbs provide a way for developers to share common 
notations to generate logical expressions for the 
requirement specifications. The approach described in 
this paper reduced the requirement specifications to 
logical expressions using symbols assigned to nouns and 
verbs. The most appropriate domains that RAST system 
can be used might be the areas that requirement 
specification describes the behaviors of modules or 
subsystems. Since the descriptions of behaviors of 
modules are described in procedural in general, it might 
be suitable to use the RAST system to generate logical 
expressions for the descriptions. Furthermore, the 
generated logical expressions can be easily adapted to 
other systems to find out any conflicts among the logical 
expressions since one of the purposes of the RAST 
system is to generate logical expressions, and to provide 
them to check whether there are any conflicts among 
them in the early steps during development. On the other 
hand, it might not be appropriate to use RAST system in 
                                                 
12 The sample test data set was excerpted from [8]. Refer 
to the appendix 10.3 
the earliest stage of analyzing requirement specifications 
because the early draft of the requirement specifications 
might not be described precisely enough to apply them to 
RAST system. 
All processes of RAST system are based on the results 
from syntax analysis. Therefore, the accurate results from 
syntax analyzer are very important. Current version of 
RAST system uses Antonio Zamora’s Phraser and Tagger. 
The system was originally developed for processing of 
medical terms. Therefore it might not be used in general 
purpose. During the test, a wrong part-of-speech has been 
found. Phraser and Tagger returns noun tag (N) instead of 
verb tag (V) e.g., when they process a sentence starting 
with “Wait.” This problem might be solved as providing 
additional method for developers to modify the wrong 
tags. 
 
8. Conclusion 
 
In this paper, RAST system has been introduced. The 
RAST system is to support analysis of requirement 
specifications. Without removing any ambiguities in the 
requirement specifications, we cannot achieve safety-
guaranteed system and removing the ambiguities should 
be performed in the early phases in the system 
development. In order to achieve ambiguity free 
requirement specifications, RAST system generates 
logical expressions from the requirement specifications as 
generating noun and verb dictionaries. Since nouns and 
verbs play most important role in delivering the meaning 
of the requirement specifications, generating symbols 
from noun and verbs is reasonable. As we have seen in 
table 6-1, the original requirement specification in the 
sample test case was reduced to 31 units from 73 units.  
Current RAST system does not provide clustering 
mechanism that clusters the requirement specifications 
based on the nouns and verbs. By providing the clustering 
mechanism, RAST can guarantee the more consistency. 
Since we can consider statements of the requirement 
specifications using same verbs and nouns are related 
statements, those statements needs to be processed by 
same developer. Current RAST system does not provide a 
mechanism to check whether there are any conflicts 
among the logical expressions. Therefore, in the future, 
RAST system should provide the mechanism to check 
any conflicts in the generated logical expressions to 
generate the safety system development. Since the 
processing of RAST system is based on the linguistic 
information from syntax analyzer, the more accurate 
results from the analyzer are needed. 
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10. Appendix 
 
10.1. Sample Output (Default format) of Phraser and 
Tagger 
 
 
10.2. Tags and Their Meaning 
 
 
 
10.3. Sample test case 
Tag Description 
T ARTICLE 
X AUXILIARY VERB 
A ADVERB  
C CONJUNCTION 
R PREPOSITION   
P PRONOUN  
N NOUN       
V VERB   
G VERB USED AS GERUND  
L VERB USED AS PARTICIPLE 
J ADJECTIVE   
I INTERJECTION  
D DETERMINER   
# NUMERIC   
inf INFINITIVE FORM OF VERB  
i  "TO" AS AN INFINITIVE MARKER  
ing PRESENT PARTICIPLE  
ed  PAST PARTICIPLE  
pss  POSSESSIVE          
cap  CAPITALIZED WORD  
+ CONTINUATION OF TAG  
pN PLURAL NOUN OR PRONOUN  
sN SINGULAR NOUN OR PRONOUN  
3ps VERB, 3rd PERSON SINGULAR  
----- Noun phrases are underlined with hyphens 
++++ Prepositional phrases are marked with pluses 
==== Verb phrases are marked with equal signs 
  
Albert Einstein was one of the greatest scientists 
 N        N           X     N# R T    J            N          
 ------------------ === --- ++++++++++++++++++ 
 
 of all time.  He is best known for his theory of relativity. 
 R  D  N       P   X  A    V         R   P    N       R  N 
 +++++++   -- =========== ++++ +++++++++++++ 
The video store keeps in stock an extensive library of current and 
popular movie titles. 
A particular movie may be held on video tapes or disks. 
 
Video tapes are in either Beta or VHS format.  
Video disks are in DVD format. 
 
Each move has a particular rental period, with a rental charge for 
that period. 
 
The employees of the video store use a movie code, instead of 
movie title, to identify the movie. 
