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Abstract
This paper discusses the existence and multiplicity of periodic orbits of Hamiltonian systems on
symmetric positive-type hypersurfaces. We prove that each such energy hypersurface carries at least
one symmetric periodic orbit. Under some suitable pinching conditions, we also get an existence
result of multiple symmetric periodic orbits.
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1. Introduction
In [1] we defined a class of hypersurfaces in R2n, called the positive-type hypersurfaces,
and proved that each such hypersurface Σ carries at least n periodic orbits of Hamiltonian
system
x˙ = J∇H(x), x ∈ R2n, (1.1)
under certain conditions, where
J =
(
0 −I
I 0
)
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multiplicity of symmetric periodic orbits of (1.1) on positive-type hypersurfaces with sym-
metry. We firstly introduce some preliminaries.
Denote by 〈·, ·〉 and ‖ · ‖ the usual inner product and norm in R2n. A vector field V
defined on R2n is called positive if 〈V (x), x〉 > 0 for x ∈ R2n \ {0}.
Definition 1.1. Let Σ be a Cr (r  1) compact connected hypersurface in R2n. We call
Σ a linear positive-type hypersurface if there is a linear positive vector field V such that
〈N(x),V (x)〉 > 0 for x ∈ Σ , where N(x) is the unit outward normal vector to Σ at x . We
say Σ is symmetric with respect to the origin if x ∈ Σ implies −x ∈ Σ .
In the following we always assume that Σ is a linear positive-type hypersurface. The
flow of linear vector field V is denoted by {ϕs}. We further assume
(V1) JV = V J ,
(V2) there exists a constant C0 > 0 such that for x ∈ R2n, 〈V (x), x〉 = C0〈x, x〉.
By [1], for every x ∈ R2n \ {0}, there is a unique number q(x) such that ϕq(x)x ∈ Σ .
Define a projection P from R2n \ {0} to Σ by
P(x) = ϕq(x)x, x ∈ R2n \ {0}. (1.2)
Definition 1.2. Define a function ρ : R2n → R1 by
ρ(x) =
{‖x‖/‖P(x)‖ if x = 0,
0 if x = 0. (1.3)
Let H(x)= ρ2(x), we call it the Hamiltonian function of Σ . Obviously, Σ = H−1(1).
Lemma 1.3. If Σ ⊂ R2n is of C2, then
(i) H ∈ C2(R2n \ {0},R1)∩ C1,lip(R2n,R1),
(ii) 〈∇H(x),V (x)〉 = 2C0H(x), H(ϕsx)= e2C0sH (x), ∇H(ϕsx) = ϕs∇H(x),
(iii) if Σ is symmetric with respect to the origin, then H(−x)= H(x) for x ∈ R2n.
Proof. (i), (ii) are from Lemma 2.7 of [1]. For any x ∈ R2n \ {0}, the curve {ϕsx}+∞s=−∞ in-
tersects Σ at P(x) = ϕq(x)x . By symmetry, −P(x) ∈ Σ . On the other hand, −P(x) =
ϕq(x)(−x) is on the curve {ϕs(−x)}+∞s=−∞ and this curve intersects Σ at unique point
P(−x). Hence, P(−x) = −P(x). This proves (iii). 
Let ‖V ‖ be the operator norm of V . Denote
a = 1/‖V−1‖, b = ‖V ‖, (1.4)
R = sup
x∈Σ
‖x‖, r = inf
x∈Σ ‖x‖, (1.5)
r0 = inf 〈V (x),N(x)〉‖x‖ . (1.6)
x∈Σ ‖V (x)‖
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‖x‖2
R2
H(x) ‖x‖
2
r2
, ∀x ∈ R2n, (1.7)
0 < r0  r R, a‖x‖ ‖V x‖ b‖x‖. (1.8)
The main result of this paper is as follows.
Theorem 1.4. Suppose Σ is symmetric with respect to the origin, then it carries a sym-
metric periodic orbit of JN(x). Furthermore, if R2 < 3rr0a/b, then Σ carries at least n
symmetric periodic orbits of JN(x).
Remark 1.5. (i) For the study on the symmetric periodic orbits of (1.1) in the case that Σ
is convex or star-shaped, we refer to [2,4–7] and references therein.
(ii) If Σ is star-shaped, let V (x) = x , then Theorem 1.4 concludes Theorems 1 and 2
of [4]. We point out that the hypersurfaces in Theorem 1.4 are of contact type but not
necessarily star-shaped. See Example 4.2 of [1].
2. The proof of Theorem 1.4
Identify R2n with Cn through the isomorphism x = (p, q) → z = p + iq . Cn has Her-
mitian inner product 〈ξ, η〉Cn = ∑nj=1 ξj η¯ with corresponding norm ‖ · ‖. Let {e1, e2,
. . . , e2n} be the standard basis of R2n, φj = ej + ien+j , j = 1, . . . , n. Then {φ1, . . . , φn} is
the standard basis of Cn.
The function H : R2n → R1 induces a new function H : Cn → R1 defined by H(z) =
H(p,q). Denote ∇H(x) = (Hp(p,q),Hq(p,q)), ∇H(z) = Hp(p,q) + iHq(p, q). The
Hamiltonian system x˙ = J∇H(x) can be rewritten in complex form as follows:
−iz˙ = ∇H(z). (2.1)
Denote S1 = R1/2πZ. Let L = L2(S1,Cn) with the usual inner product
〈
z(t),w(t)
〉
L =
1
2π
2π∫
0
〈
z(t), w¯(t)
〉
Cn dt (2.2)
and norm ‖z‖L = 〈z, z〉1/2. An orthogonal basis of L is given by{
ukj (t) = eiktφj | k ∈ Z, j = 1, . . . , n
}
. (2.3)
Every z ∈ L has form z(t) =∑k∈Z eikt zk , where zk =∑nj=1〈ukj , z〉Lφj ∈ Cn, k ∈ Z.
Denote by E = W1/2,2(S1,Cn) the usual Sobolev space with the inner product
〈z,w〉E =
∑
k∈Z
(
1+ | k |)〈zk,wk〉Cn (2.4)
and corresponding norm ‖z‖E = 〈z, z〉1/2.
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X =
⊕
k is odd
Ek, X+ =
⊕
k>0 is odd
Ek, X− =
⊕
k<0 is odd
Ek.
Then X = X+ ⊕ X−. Note that every z ∈ X is symmetric with respect to the origin of R2n.
That is, z(t) = −z(t + π) for t ∈ S1.
Define the operator A = −i(d/dt) : dom(A) ⊂ L → L with dom(A)= W1,2(S1,Cn). It
is well known that σ(A) = Z, that Ek = span{eiktφj | j = 1, . . . , n} is the eigenspace of A
with eigenvalue k and that kerA = Cn.
The self-adjoint extension A˜ of A on E is defined by
〈A˜z,w〉E =
∑
k∈Z
k〈zk,wk〉Cn . (2.5)
Define functional I on X by
I (z) = 1
2
〈A˜z, z〉E. (2.6)
Let Lr = (L, 〈·, ·〉Lr ) and Xr = (X, 〈·, ·〉Xr ) with inner products 〈·, ·〉Lr = Re〈·, ·〉L and
〈·, ·〉Xr = Re〈·, ·〉E, respectively. Define f : Lr → R1 as
f (z) = 1
2π
2π∫
0
H
(
z(t)
)
dt. (2.7)
Then
〈∇f (z),w〉Lr = 12π
2π∫
0
Re
〈∇H(z),w〉Cn dt. (2.8)
Define the operator F on E by〈
F(z),w
〉
Er =
〈∇f (z),w〉Lr . (2.9)
Let V be the linear positive vector field with properties (V1) and (V2). Since JV = V J ,
V must be of form
V =
(
U1 −U2
U2 U1
)
.
The complexification Vˆ of V is
Vˆ (p + iq) = U1(p) − U2(q)+ i
(
U2(p)+ U1(q)
)
.
Define a linear operator V˜ : L → L by
(V˜ z)(t) = Vˆ z(t). (2.10)
We can easily see that V˜ A = AV˜ and then Ek is an invariant subspace of V˜ for every
k ∈ Z. Denote the flow of V˜ by {ϕ˜s}.
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〈V˜ z, z〉Er = C0〈z, z〉Er , 〈A˜z, V˜ z〉Er = C0〈A˜z, z〉Er , 〈V˜ z, z〉Lr = C0〈z, z〉Lr ,
〈ϕ˜sy, ϕ˜sz〉Er = e2C0s〈y, z〉Er , 〈ϕ˜sy, ϕ˜sz〉Lr = e2C0s〈y, z〉Lr .
Define Σ˜s = {z ∈ X | f (z) = 1}. We use the relative index theory of [3] to find the
critical points of I |Σ˜s with positive critical values. As in [3,4], the S1 action Tθ on E is
defined by Tθz(t) = z(t + θ). Then I, f are invariant functionals, Σ˜s is an invariant set,
linear operators A and V˜ are equivariant. Let
F = {B ⊂ X \ {0} | B is closed and invariant}.
For B ∈F , denote its relative index with respect to X+ by γr(B) = γr(B|X+).
Lemma 2.2. If z ∈ Σ˜s is a critical point of I |Σ˜s with I (z) > 0, then I (z) rr0a/(2b) and
u(t) = z(t/I (z)) is a symmetric periodic solution of (1.1) on Σ with period τ  πrr0a/b.
Proof. Denote by λ be the Lagrange multiplier, we have
〈A˜z, u〉Xr = λ
〈
F(z),u
〉
Xr for u ∈ X.
Since H(z)= H(−z), by Lemma 1 of [4], z satisfies
z˙ = λJ∇H(z).
Note that z ∈ X satisfies z(t + π) = −z(t) for t ∈ S1, hence u(t) = z(t/λ) is a symmetric
periodic of (2.1) with the period τ = 2πλ. Denote u = p + iq . Then the corresponding
real form u = (p, q) is a symmetric periodic solution of (1.1) on Σ with the same period
τ = 2πλ. We prove λ = I (z) rr0a/(2b).
By (ii) of Lemma 1.3, (2.8) and (2.9), every u ∈ Σ˜s satisfies〈
F(u), V˜ u
〉
Xr =
〈∇f (u), V˜ u〉Lr = 2C0. (2.11)
Then 〈A˜z, V˜ z〉Xr = λ〈F(z), V˜ z〉Xr = 2λC0. Since 〈A˜z, V˜ z〉Xr = C0〈A˜z, z〉Xr , we obtain
λ = 1
2
〈A˜z, z〉Xr = I (z).
Let M = supx∈Σ ‖∇H(x)‖. Then
r0 = inf
x∈Σ
〈V (x),N(x)〉‖x‖
‖V (x)‖ = infx∈Σ
〈V (x),∇H(x)〉‖x‖
‖V (x)‖‖∇H(x)‖
= inf
x∈Σ
2C0‖x‖
‖V (x)‖‖∇H(x)‖ 
2b
a
inf
x∈Σ
1
‖∇H(x)‖ =
2b
aM
.
Note that ‖∇H(x)‖ = ‖∇H(z)‖ for x = (p, q), z = p + iq , then
2πr2 
2π∫
0
‖z‖2 
2π∫
0
‖z˙‖2 
2π∫
0
∥∥λ∇H(z)∥∥2  2πλ2M2.
Hence λ r/M  rr0a/(2b). 
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contains a convergent subsequence.
Proof. ∇I |Σ˜s (un) → 0 implies that there exist λn ∈ R1 such that
zn := A˜un − λnF(un) → 0 in Xr . (2.12)
Note that {〈A˜un, V˜ un〉Xr } = {C0〈A˜un,un〉Xr } = {C0I (un)} is bounded and〈
F(un), V˜ un
〉
Xr =
〈∇f (un), V˜ un〉Lr = 2C0, un ∈ Σ˜s . (2.13)
Hence, by 〈zn, V˜ un〉Xr = 〈A˜un, V˜ un〉Xr − λn〈F(un), V˜ un〉Xr , we obtain
|λn| 12C0
(∣∣〈A˜un, V˜ un〉Xr ∣∣+ ‖zn‖Xr · ‖V˜ un‖Xr ) d1 + d2‖un‖Xr . (2.14)
Decompose un as un = u+n + u−n ∈ X+ ⊕ X−. Since {I (un)} is bounded, there exist
constants α, β and d such that
−d + α∥∥u+n ∥∥Xr  ∥∥u−n ∥∥Xr  β∥∥u+n ∥∥Xr + d. (2.15)
The first positive eigenvalue of A˜ is 1/2, then∥∥u+n ∥∥2Xr  2〈A˜u+n ,u+n 〉Xr  2‖zn‖Xr ‖un‖Xr + |λn|∣∣〈∇f (un),u+n 〉Lr ∣∣
 d3 + d4‖un‖Xr ,
where di , i = 1,2,3,4, are constants. Then ‖un‖Xr is bounded and consequently, {λn}
is bounded. Since F is compact and A˜|X± is invertible, by (2.12), {un} has a convergent
subsequence in X. 
Denote Gs = {z ∈ X | ‖z‖2L/2 = 1}, S = {z ∈ X | ‖z‖X = 1}. For every z ∈ Σ˜s ,
there exist q1(z), q2(z) ∈ R1, such that ϕ˜q1(z)z ∈ Gs , ϕ˜q2(z)z ∈ S . Define the projections
P˜1 : Σ˜s → Gs , P˜2 : Σ˜s → S by
P˜1(z) = ϕ˜q1(z)z, P˜2(z) = ϕ˜q2(z)z. (2.16)
Lemma 2.4. P˜1 and P˜2 are equivariant diffeomorphisms.
Proof. The proof follows the same pattern as that of Lemma 3.6 of [1]. The only difference
from Lemma 3.6 of [1] is that, instead of E, here we consider the problem on X. Hence we
omit the details. 
Lemma 2.5. For every closed invariant set B ⊂ Σ˜s , γr(P˜1(B)) = γr(B).
Proof. By (1.7) and (2.7), every z ∈ Σ˜s satisfies
1 〈z, z〉Lr  f (z)
1 〈z, z〉Lr .R2 r2
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1
2
〈ϕ˜q1(z)z, ϕ˜q1(z)z〉L =
1
2
e2C0q1(z)〈z, z〉Lr = 1.
We obtain
2
R2
 e2C0q1(z)  2
r2
. (2.17)
So q1(z) is bounded on Σ˜s . We extend P˜1 to X \ {0} by the way that
P˜1(z) = ϕ˜q1(σ (z))z, z ∈ X \ {0}, (2.18)
where σ(z) is the unique element of Σ˜s ∩{ϕ˜sz | s ∈ R1}. P˜1 : X\{0} → X\{0} is invertible.
By Proposition 3.2 of [1], the conclusion holds. 
Denote
Γk(Σ˜s) =
{
B ∈F | B ⊂ Σ˜s , γr(P˜2B) k
}
,
Kc =
{
z ∈ Σ˜s | ∇IΣ˜s (z) = 0, I (z) = c
}
.
Theorem 2.6. Let
ck = inf
B∈Γk(Σ˜s)
sup
z∈B
I (z), k ∈ N. (2.19)
Then Kck = ∅. Furthermore, if ck = ck+1 = · · · = ck+p−1 := c for some k,p, then
γ (Kc) p.
Proof. We claim that for  > 0 small enough, there exists an equivariant deformation
η : X → X with the following properties:
(i) η(z) = Mz + Kz, where M is an equivariant isomorphism, M(X+)⊥ = (X+)⊥, K is
compact;
(ii) There exists δ > 0, such that
η
({I  c + } \Nδ(Kc))⊂ {I  c − },
where Nδ(Kc) is the δ-neighborhood of Kc;
(iii) For B ∈ Γk(Σ˜s), η(B) ∈ Γk(Σ˜s).
By the method used in the proof of Lemma 3.8 of [1], η can be constructed following
the flow of{
dξ
dt
= −A˜ξ(t) + 〈A˜ξ(t),F (ξ(t))〉Xr‖F(ξ(t))‖2X F(ξ(t)),
ξ(0) = u ∈ X \ {0}.
(2.20)
We omitted the details.
By Lemma 2.3, Kc compact. Suppose γ (Kc)  p − 1. By the definition of c, there
exists A⊂ Γk+p−1(Σ˜) such that
sup I (z) c + .
A
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γr(P˜2B) = γr
(
P˜2
(
η
(A \Nδ(Kc) ))) γr(P˜2(A \ Nδ(Kc) ))
 γr(P˜2A)− γ
(
P˜2
(
Nδ(Kc)
))
 k.
So B ∈ Γk(Σ˜s) and then supB I (z) c. On the other hand, by property (ii) of η, B ⊂ {I 
c − }, this is a contradiction. 
Define an equivariant diffeomorphism P˜3 :Gs → S by
P˜3 = P˜2P˜−11 . (2.21)
Lemma 2.7. Let Γn(Gs) = {B ∈F | B ⊂ Gs, γr (P˜3B) n}. Then
inf
B∈Γn(Gs)
sup
B
I (z) = 1. (2.22)
Proof. It is well known that the eigenvalue problem Az = µz has eigenvalues k with mul-
tiplicity n, where A = −i(d/dt). According to Lemma 3.10 of [1], if k is positive and
odd,
inf
B∈Γnk(Gs)
sup
B
I (z) = k.
Hence, (2.22) is the direct consequence of Lemma 3.10 of [1]. 
Theorem 2.8. There hold
0 <
r2
2
 c1  c2  · · · cn  R
2
2
. (2.23)
Proof. Let z ∈ Σ˜s . If ϕ˜sz ∈ Gs , since A is commutable with V˜ ,
I (ϕ˜sz) = 12
〈
A(ϕ˜sz), ϕ˜sz
〉
L =
1
2
〈ϕ˜sAz, ϕ˜sz〉L = e2C0sI (z).
So (2.17) implies
r2
2
I (P˜1z) I (z)
R2
2
I (P˜1z). (2.24)
By Lemma 2.5, B ∈ Γk(Σ˜s) if and only if P˜1(B) ∈ Γk(Gs). For any set B ∈ Γ1(Σ˜s), by
Corollary 2.9 of [3], P˜1(B)∩ E+ = ∅.
sup
z∈B
I (z) r
2
2
sup
z∈B
I (P˜1z)
r2
2
inf
u∈P˜1(B)∩E+
I (u) r
2
2
.
Then c1  r2/2 > 0. On the other hand,
cn = inf ˜ sup I (z), 1 = µn = infB∈Γn(Gs) sup I (z).B∈Γn(Σ) B B
152 T. An / J. Math. Anal. Appl. 295 (2004) 144–152Hence,
cn  inf
B∈Γn(Σ˜)
sup
B
R2
2
I (P˜1z) = R
2
2
inf
B∈Γn(Gs)
sup
B
I (z) = R
2
2
. 
Now we give the proof of Theorem 1.4.
Proof of Theorem 1.4. By Theorem 2.8,
0 < c1  c2  · · · cn  R
2
2
.
The existence result holds obviously. We prove the multiplicity result. If ci = cj for some
i = j , (1.1) has infinite many periodic orbits on Σ . We need only to consider the case
0 < c1 < c2 < · · ·< cn  R
2
2
<
3
2
rr0a/b. (2.25)
Denote by z1, z2, . . . , zn the critical points corresponding to c1, c2, . . . , cn with Lagrange
multipliers λ1 = c1, λ2 = c2, . . . , λn = cn, respectively. Let ui(t) = zi(t/λi), i = 1, . . . , n.
Then ui are 2πci periodic solutions of (1.1) on Σ . We prove that 2πci is the minimal
period of ui for every i . Otherwise, suppose for some i , ui has minimal period 2πci/m,
where m > 1 is a positive integer.
If m = 2, then zi has minimal period is π . By symmetry of zi , zi(π) = zi(0) = −zi(π).
Hence zi(0) = 0, which is a contradiction.
If m  3, let z∗i (t) = zi(t/m); then I (z∗i ) = I (zi )/m < rr0a/(2b). This contradicts
Lemma 2.2 because z∗i is a critical point of I |Σ˜s .
Hence, ui are distinct periodic solutions of (1.1) on Σ . 
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