The coupling between mountain waves in the free atmosphere and rotors in the boundary layer is investigated using a two-dimensional numerical model and linear wave theory. Uniformly stratified flow past a single mountain is examined.
Introduction
Boundary-layer separation (BLS) may occur when a strong adverse pressure-gradient force in the outer flow acts on the boundary layer and brings the underlying fluid to rest (e.g. Batchelor, 1967; Scorer, 1997) . In the case of flow over topography, BLS can occur in different scenarios. Over very steep obstacles, the boundary-layer flow normally separates directly at the top. This is often observed in flow past sharp mountains, e.g. in the case of banner cloud formation (Wirth et al., 2012) . Over more gently sloped obstacles, strong adverse pressure gradients can also be generated downstream of the obstacle top if the flow is stably stratified and large-amplitude gravity waves are present. BLS is said to be 'post-wave' or 'wave-induced' in this case (Baines, 1995) .
Atmospheric rotors are a potentially hazardous phenomenon, closely related to BLS, which may occur downstream of the location where the boundary layer is lifted off the surface, i.e. the separation point (Doyle and Durran, 2002) . Rotors are zones within the boundary layer with strong turbulence, large values of spanwise vorticity and neutral stability. Their turbulent nature makes atmospheric rotors dangerous for general aviation and road traffic (Förchtgott, 1957; Keller et al., 2015) . A sequence of rotors may form if the mountain wave features multiple wave crests in the horizontal direction. This phenomenon is known as rotor streaming (Förchtgott, 1957) and implies that a fraction of the wave energy released by flow over a mountain has to be trapped in a wave duct. One of the first systematic studies of BLS in stratified flows was reported by Baines and Hoinka (1985) , who characterized the dependence of BLS on the governing flow through a series of water tank experiments. According to their results, a few parameters describing the flow and the obstacle shape appear to be sufficient in order to determine whether BLS occurs or not. These are the buoyancy frequency N, the ambient wind speed U and the mountain height H and half-width L, which can be combined in the non-dimensional groups NH/U (nonlinearity parameter), NL/U (hydrostaticity parameter) and H/L (vertical aspect ratio of the obstacle). Depending on NH/U and NL/U, the flow regime can range from linear to nonlinear and from nonhydrostatic to hydrostatic. A detailed discussion on the impact of these parameters on flow over mountains is provided by Smith (1979) and Nappo (2012) .
The results of the experiments by Baines and Hoinka (1985) are summarized in Figure 1 (adapted from Baines, 1995) , where three distinct regimes are indicated: (i) bluff-body BLS, (ii) wave-induced BLS and (iii) no BLS. Bluff-body BLS occurs in near-neutral non-hydrostatic flows over relatively narrow peaks. Wave-induced BLS, conversely, occurs more easily when the flow is closer to the hydrostatic limit. Also, a certain degree of nonlinearity is necessary for the mountain wave to impose a sufficiently strong adverse pressure-gradient force at the surface. Ambaum and Marshall (2005) explained the transitions between the three separation regimes with a simple linear analytical model.
Early studies on wave-induced BLS only considered scenarios with constant N and U. However, considerably higher complexity can result from variations of these parameters with height, an issue that has been studied mostly by means of numerical simulations. Doyle and Durran (2002) confirmed that surface friction and a sufficiently large pressure gradient are necessary conditions for rotor formation beneath trapped lee waves. Hertenstein and Kuettner (2005) investigated the impact of elevated inversions and shear layers on atmospheric rotors and found that, depending on the dynamics of vorticity along the inversion, either lee-wave type or hydraulic-jump type rotors may occur, the latter being more severe than the former. Vosper (2004) used numerical simulations to assess the impact of the strength and height of an inversion on the downstream flow. Considering a constant upstream wind profile, he showed that the leeside flow can feature either a hydraulic jump or trapped lee waves (depending on the Froude number of the incoming flow), with or without rotor formation (depending on the height of the inversion relative to the mountain height). Jiang et al. (2007) focused on the hydraulic-jump regime and categorized different types of flow adjustment depending on the shallow-water Froude number and on NH/U.
Other studies explored BLS and rotor formation under realcase conditions, e.g. over the Sierra Nevada (USA; Grubišić and Billings, 2007; Sheridan and Vosper, 2012; Strauss et al., 2015a) , the Dinaric Alps (Croatia; Gohm et al., 2008) and the Medicine Bow Mountains (USA; French et al., 2015; Strauss et al., 2015b) . All these investigations show that rotor formation and cessation is very complex in reality, due to the interaction between diabatic processes, turbulence, transient atmospheric conditions and orography. They also show that the amplitude of mountain waves is among the most important factors in determining the severity of BLS and rotor formation.
Only a few numerical studies to date have focused on BLS in the seemingly simple case of uniformly stratified flow (i.e. with N and U constant with height) over mountains. These include the contributions by Zängl (2003) on BLS in flows close to the non-hydrostatic limit, by Smith and Skyllingstad (2009) on the rotor formation process in conjunction with surface heating and cooling and by Jiang et al. (2007) on BLS caused by large-amplitude hydrostatic mountain waves.
In this work, we explore rotor formation in a uniformly stratified atmosphere with a constant upstream wind profile to identify the flow regimes that lead to the highest (largest vertical extent) and strongest (largest reversed flow) rotors. To our knowledge, this issue has not been addressed systematically so far. We concentrate on the same parameter space explored by Baines (1995) and study in detail the ranges 0.5 < NH/U < 1.5 and 0.04 < H/L < 0.4, where relatively small variations in the governing parameters can generate considerably different flow responses. In our analysis, we make use of two-dimensional nonlinear numerical simulations and a linear semi-analytical model based on the Taylor-Goldstein equation (Nappo, 2012) .
The article is organized as follows. Section 2 gives a brief overview of the numerical model and the set-up of simulations. Numerical results are presented in section 3. The discussion in section 4 relies on linear theory and describes the impact of NH/U and H/L on the rotor height and strength. The occurrence of rotor streaming in near-hydrostatic and highly nonlinear flows is also discussed. Conclusions are drawn in section 5.
Numerical model and experimental design
Numerical experiments are carried out using the Bryan Cloud Model (CM1: Bryan and Fritsch, 2002; Doyle et al., 2011) . CM1 is a fully compressible, nonlinear and non-hydrostatic large-eddy simulation model. Turbulent stresses and turbulent scalar fluxes are parametrized after Deardorff (1980) . The model equations are integrated with a third-order Runge-Kutta time-split scheme and a fifth-order advection scheme in both the horizontal and vertical directions. In addition to the numerical diffusion implicitly provided by the advection scheme, sixth-order artificial diffusion in the horizontal and vertical directions is added in our simulations to prevent the onset of nonlinear numerical instability.
The numerical set-up is identical for all simulations. The twodimensional domain consists of 3552 × 123 grid points in the x and z directions respectively (see Figure 2 ). The horizontal grid spacing is constant and equal to x = 50 m and the vertical grid spacing stretches from z = 10 m at the ground to z = 200 m at z = 5 km and remains then constant until the model top. This corresponds to a domain length of 177.6 km and a depth of 20 km. A mountain is located in the centre of the domain. In analogy with Baines and Hoinka (1985) , the topography is specified as
where x 0 = 88.8 km is the location of the mountain top and H = 1000 m is the mountain height. The mountain half-width, L, differs in each run (see below).
A Rayleigh damping layer above z = 10 km minimizes reflections at the upper boundary, where a rigid-lid condition is enforced. Boundary conditions at the inflow and outflow boundaries are open-radiative, with a 40 km wide Rayleigh damping zone at each of the boundaries to prevent the reflection of outward-moving disturbances. The physical domain, i.e. the part of the domain where no damping is applied, extends over the ranges 40 < x < 137.6 km and 0 < z < 10 km, covering a large part of the region downstream of the mountain where rotor formation is expected.
The initial model state is hydrostatically balanced and continuously stratified (with constant N). The surface potential temperature and surface pressure are set, respectively, to θ s = 300 K and p s = 1000 hPa. The incoming flow speed U is constant with height and increases from zero to a nominal value (10 m s −1 ) in the first simulation hour. This procedure minimizes spurious effects triggered by the impulsive start of the model integration. The total integration time is 3.3 h (200 min) for all simulations.
The parameter space covered in this study is spanned by NH/U ∈ {0.5, 0.75, 1, 1.25, 1.5} and H/L ∈ {0.04, 0.05, 0.1, 0.2, 0.33, 0.4}. Accordingly, NL/U varies from 1.25-37.5 ( Figure 3 ). Consequently, the flow regimes under examination range from weakly to moderately nonlinear and from non-hydrostatic to approximately hydrostatic. This parameter space covers the central part of the regime diagram by Baines (1995) , shown in Figure 1 .
Three different sets of simulations were performed, with free-slip conditions at the lower boundary and quasi-no-slip conditions over smooth (z 0 = 0.001 m) and rough (z 0 = 0.1 m) surfaces, respectively. In free-slip simulations, surface stresses are set to zero, whereas in quasi-no-slip runs they are parametrized using a drag relationship. In the latter case, the drag coefficient depends on the roughness length z 0 as prescribed by similarity theory. The majority of the results presented in this article refer to simulations in which z 0 has a value appropriate for most natural surfaces (z 0 = 0.1 m). The set of simulations with z 0 = 0.001 m was performed specifically for the purpose of comparison with laboratory experiments (Baines and Hoinka, 1985; Baines, 1995) that made use of smooth obstacles.
Keeping the mountain height H = 1000 m and the incoming flow speed U = 10 m s −1 fixed for all simulations, the desired values of NH/U and H/L were achieved by setting N ∈ {0.005, 0.0075, 0.01, 0.0125, 0.015} s −1 and L ∈ {25, 20, 10, 5, 3, 2.5} km. Combining five values of N, six of L and three of z 0 results in a total of 90 experiments.
A quasi-steady simulation stage is reached between the end of the model spin-up (1 h) and the onset of nonlinear interactions of the mountain-wave field (Nance and Durran, 1998) . In the set of simulations with z 0 = 0.1 m, the length of this period varies from 20 min (NH/U = 1.5 and H/L = 0.4) to 140 min (NH/U = 0.5 and H/L = 0.4). We determine the quasi-steady phase for each simulation by measuring abrupt changes in the surface wind speed downstream of the mountain, using the rootmean-square deviation (RMSD) between adjacent output times. The first significant peak of RMSD indicates a strong sudden change of the surface wind field and thus the beginning of the non-stationary phase.
The simulations presented in this study consider domains with two spatial dimensions (x and z). Simulating atmospheric flow in 2D has proved very effective in studying the properties of mountain waves and related phenomena in weakly to moderately nonlinear regimes, even when turbulent mixing -an inherently 3D process -may result from boundary effects or from the release of instabilities (e.g. Doyle and Durran, 2002; Hertenstein and Kuettner, 2005) . Doyle and Durran (2007) have shown that, even if the turbulence structure in the interior of atmospheric rotors is largely dependent on vortex tilting and stretching, the defining characteristics of a rotor (e.g. vertical and horizontal extent, surface pressure gradient) remain quantitatively unaltered even if the flow is constrained to 2D. Our preliminary comparisons between runs with two-dimensional and three-dimensional domains in a limited number of cases showed differences only in regions where mixing occurs; most distinctively in the rotor region; see the example presented in Figure 4 . In the threedimensional simulation (Figure 4(b) ), the reversed flows are weaker (spanwise vorticity in the surface layer is largely positive), while the vortex structure of the rotors is more turbulent (less coherent) compared with the corresponding two-dimensional simulation (Figure 4(a) ). This suggests that large parts of the kinetic energy (KE) of the reversed flow within the rotor are converted into turbulent kinetic energy (TKE) when 3D turbulence is allowed to develop. This conversion of energy happens through vortex tilting and stretching (Doyle and Durran, 2007) , significantly weakening the reversed flow. Flow regimes that lead to the strongest rotors in two-dimensional flow can, therefore, be expected to lead to the most turbulent rotors in three-dimensional flow.
Results

Free-slip simulations: flow regimes
We begin by investigating how mountain-wave activity responds to changes in nonlinearity and mountain width when free-slip conditions are imposed at the ground. Such flows are less prone to flow separation than those over a rough surface, because the wave-induced deceleration has to overcome stronger nearsurface winds. In fact, in none of our free-slip experiments is the wave activity strong enough to trigger lee-side flow (a) Two-dimensional (b) Three-dimensional separation. Therefore, the results of this section are expected to be more easily comparable with those from well-known analytical mountain-wave models, where similar lower boundary conditions are adopted. In Figure 5 , vertical cross-sections of non-dimensional horizontal wind speed, u/U, are shown for all combinations of NH/U and H/L. In the bottom row (H/L = 0.04), the effect of increasing nonlinearity is clearly evident in the increase of the horizontal wind-speed perturbation, u /U = u/U − 1. Isentropes at the height of the first wave crest start to overturn for values of NH/U 0.75, leading to wave breaking (i.e. overturning isentropes and u/U < 0), with a downslope windstorm developing underneath. This is consistent with the results of Miles and Huppert (1969) , who used Long's (1953) model to estimate a critical value of NH/U = 0.85 for wave breaking over bell-shaped topography.
For NH/U = 0.5, increasing H/L (and consequently decreasing NL/U) shifts the wind-speed maximum upstream towards the mountain top, while non-hydrostatic wave modes become dominant in the wave structure. For H/L = 0.4, the pressure disturbance becomes almost symmetric around the mountain and near-surface flow is nearly irrotational, with maximum speed at the mountain top (potential flow).
Strong downslope windstorms, with u/U > 3 in the strongest events, are evident in wave-breaking cases. The fronts of the windstorms adjust abruptly to the unperturbed environment and resemble a propagating internal jump, the propagation speed of which is consistent with hydraulic theory estimates (not shown; see Houghton and Kasahara, 1968) . At the same time, an upstream-propagating bore on the windward side of the mountain is observed.
When NH/U = 0.75, overturning isentropes and reversed flows appear to occur only for H/L = 0.1. Also, for larger values of NH/U the wave amplitude appears to be greatest for intermediate values of H/L, ranging between 0.1 and 0.2.
Quasi no-slip simulations: flow regimes
When the flow is subject to friction along the lower boundary, the near-surface wind speed decreases everywhere. The additional deceleration caused by the horizontal pressure gradient induced by the mountain wave can now force the flow to separate from the lower boundary. Figure 6 presents a set of simulations in which a quasi-no-slip boundary condition (z 0 = 0.1 m) was applied. The largest differences between the free-slip ( Figure 5 ) and no-slip ( Figure 6 ) simulation results are found downstream of the mountain.
The evidence of BLS is present in all simulations of Figure 6 (see also Figure 7 ). The reversed flow (u/U < 0) strengthens in general with increasing nonlinearity of the flow. In fact, the strength of the reversed flow (downstream of the negative pressure perturbation in the lee of the mountain) is known to depend on the waveinduced pressure-gradient force in the x direction, PGF x , at the surface (Doyle and Durran, 2002) .
The laboratory experiments by Baines and Hoinka (1985) and the linear model by Ambaum and Marshall (2005) suggest that wave-induced BLS occurs for NH/U 0.8 for any H/L. In contrast, our corresponding numerical simulations (smooth surface with z 0 = 0.001 m) show that BLS is possible even for lower values of NH/U, at least when H/L ≈ 0.1 (see the grey dots in Figure 1 ). This is consistent with the findings reported above concerning free-slip simulations, namely that the maximum mountain-wave amplitude for a given value of NH/U is found for
The flow conditions most favourable for BLS and intense rotor formation are identified in section 3.3 below. Evidence from numerical experiments is then interpreted in view of the linear theory of mountain waves in section 4.1.
A unique aspect of no-slip simulations of strongly nonlinear flows is the formation of multiple recirculation regions (atmospheric rotors, Figure 6 ). As in the free-slip simulations, downslope windstorms develop under strongly nonlinear conditions in response to mountain-wave breaking aloft. However, unlike the windstorms in free-slip simulations, which extend far downstream of the mountain, the windstorms in no-slip simulations separate from the surface and give rise to a sequence of rotors. This process has been referred to as rotor streaming (Förchtgott, 1957) and is discussed in depth in section 4.2.
In Figure 7 , which presents Hovmöller diagrams of the 10 m horizontal wind speed of our simulations, rotor streaming is evident as a repeating pattern of separation and reattachment (visible as blue streaks downstream of the mountain) in simulations with NH/U 0.75. It is apparent that this separation pattern is remarkably persistent over time, even after the onset of nonlinear wave interactions.
Rotor height and strength
In order to understand what flow conditions are conducive to the most intense rotors, we evaluate the height and the strength of recirculation regions related to BLS in all our noslip simulations (z 0 = 0.1 m). We only consider the quasi-steady phase of simulations and identify rotors with an objective method based on their thermal structure.
Due to vigorous parametrized turbulent mixing, the interior of atmospheric rotors is nearly neutrally stratified. The vertical extent of a rotor can therefore be determined from the altitude of the interface between the neutrally stratified rotor and the stably stratified free atmosphere aloft. This transition region is located at the first significant peak in the curvature of the vertical potential temperature profile, proceeding upwards from the ground. The first maximum in the height of the interface, proceeding downstream from the first separation point, identifies the rotor height. The rotor strength is defined as the minimum (largest negative) horizontal wind speed component u in the interior of the rotor, i.e. the strength of the reversed flow. Since the rotor height and strength are time-dependent, in what follows we refer to them as their extreme values within the quasi-steady phase. Non-dimensional rotor heights h r /H and strengths u min /U for the whole set of model runs are reported in Figure 8(a) and (b) . Clearly, the most severe rotors in terms of height and strength are found in nonlinear and non-hydrostatic flows. Some of the rotors reach higher than the mountain height, with non-dimensional heights up to h r /H = 1.7, and are more than twice as strong as the incoming flow speed, with non-dimensional reversed flows up to u min /U = −2.5. If 3D turbulence were allowed to develop, the strongest rotors would feature large values of TKE, instead of strong reversed flow. This happens because a large part of the KE in the reversed flow would be converted to TKE in this case (Doyle and Durran, 2007) . The severity of the rotors is then related to turbulence and not to the strength of the reversed flow.
In what follows, we demonstrate that the dependence of rotor height and strength on the governing parameters is determined mostly by the mountain-wave field above the boundary layer. In particular, we note that the highest rotors are associated with maxima in the wave-induced vertical velocities and the strongest rotors are closely correlated with the largest flow-opposing horizontal pressure gradient force PGF x (induced by the wave). The conditions for maxima in w and PGF x are explained by means of linear mountain-wave theory in section 4.1 below. 
Discussion
Rotor-wave coupling
The properties of mountain waves have an important influence on the vertical extent and strength of boundary-layer rotors. By comparing the rotor height and strength diagnosed from simulations (z 0 = 0.1 m) with linear-theory estimates of the wave amplitude w and PGF x , we identify the flow regimes in which the rotor properties are most tightly linked to the mountain wave aloft.
In general, linear theory is expected to provide useful predictions only if wave perturbations are small compared with the mean flow speed (u /U 1 or equivalently NH/U 1). However, it has been shown in the literature (e.g. Smith (1989) on flow splitting and Ambaum and Marshall (2005) on boundarylayer separation) that linear theory can provide useful guidance for determining orographic flow responses even if the flow regime is nonlinear, at least as long as no irreversible processes such as wave breaking occur. For that reason, we investigate rotor properties only during a time period before the onset of nonlinear interactions in the wave field (see section 2). Therefore, we expect linear theory to provide useful guidance in our context as in the above-mentioned studies.
The linear model we use is based on the solution of the Taylor-Goldstein equation in spectral space (e.g. Nappo, 2012) and is semi-analytical, because it does not require the topography profile to have an exact (closed-form) Fourier transform. Since the transformation to spectral space is performed numerically, any arbitrary topography can be used. Here we adopt the same profile as in the numerical simulations of section 3. A detailed description of the linear model is presented in Appendix A1.
Nondimensional linear estimates of the maximum amplitude of vertical wind-speed perturbations w max /U are shown in Figure 9(a) . Values refer to the maximum perturbations found at altitudes below the (hydrostatic) vertical wavelength, 2π U/N. Figure 9 (a) should be compared with Figure 8 (a), which shows rotor heights diagnosed from numerical simulations. The highest rotors occur in flows where updraughts in the first wave crest are strongest according to linear mountain-wave theory, i.e. in nonhydrostatic flows past relatively steep mountains. Linear theory also suggests that, for a given value of NH/U, the largest vertical wind-speed perturbations do not occur leeward of the steepest mountains, but rather of those with an intermediate value of H/L (Figure 9(a) ). The rotor heights diagnosed from numerical simulations generally display the same behaviour (Figure 8(a) ). This aspect is discussed more in detail in the Appendix (see section A2).
The linear estimates of the minimum (most negative) values of the non-dimensional surface pressure gradient force, PGF x /(NU), occurring on the lee side of the mountain (indicating the strongest deceleration, Figure 9 (b)) should be compared with the simulated rotor strengths in Figure 8(b) . The largest values of PGF x /(NU) appear in non-hydrostatic and nonlinear flows (high NH/U and low NL/U, Figure 9(b) ). Simulated rotor strengths have a similar behaviour, at least in cases where NL/U 5 (see also Figure 10(b) ). Therefore, in this regime, rotors in the boundary layer seem to adjust to pressure perturbations tightly linked to the wave field aloft.
Similar results apply to the horizontal scale of atmospheric rotors. According to linear theory, the dominant non-hydrostatic wave mode corresponds to k = N/U and λ nh = 2π U/N. For the values of NH/U in our parameter space, the corresponding values are λ nh = {12.5, 8.4, 6.3, 5.0, 4.2} km. In the case of hydrostatic conditions instead, k N/U and thus much longer horizontal wavelengths should be expected (see the Appendix for details).
The rotor widths diagnosed from numerical simulations (e.g. from Figure 7 ) are shown in Figure 8(c) . As expected, they match λ nh very well in non-hydrostatic regimes (NL/U 5). Contrary to expectations, they have similar values (and not much larger ones) in near-hydrostatic conditions (NL/U ≥ 15). Atmospheric rotors are not closely related to the wave-induced pressure field in these cases, as shown by the correlation between rotor properties (Figure 8 ) and the related mountain-wave perturbations (Figure 9 ) becoming rather poor for NL/U ≥ 15. The coupling between the primary mountain wave and the underlying rotors is further elucidated in Figure 10 . Nonhydrostatic (NL/U < 5) and near-hydrostatic (NL/U ≥ 15) flow regimes are denoted with black and white circles respectively. A strong coupling of the primary mountain wave with underlying rotors is found for non-hydrostatic flows (black circles). In fact, there are approximately linear relationships between w max /U and rotor height (Figure 10(a) ) and between PGF x /(NU) and rotor strength (Figure 10(b) ). In contrast, near-hydrostatic flows (white circles) show a weak coupling between rotors and the mountain wave, since the rotor height and strength are essentially independent of the linear-theory estimates of w max and PGF x (Figure 10(a) and (b) ). Results for intermediate regimes (5 ≤ NL/U < 15, grey circles) are less immediate to interpret, but generally represent a smooth transition from non-hydrostatic to hydrostatic flow features.
All of these pieces of information, taken together, suggest that low-level atmospheric rotors are essentially decoupled from the wave field aloft for large values of NH/U and NL/U, i.e. when large-amplitude hydrostatic waves are expected to develop. In other words, the formation of atmospheric rotors in conjunction with near-hydrostatic waves (NL/U ≥ 15) must be a manifestation of nonlinear processes (e.g. wave breaking). This conclusion agrees with a previous study by Jiang et al. (2007) and its implications are discussed in greater detail below.
Rotor streaming
Evidence of the occurrence of rotor streaming (i.e. a series of adjacent rotors: Förchtgott, 1957) in our simulations is provided by Figure 7 , where Hovmöller diagrams of the near-surface horizontal wind speed for all simulations with z 0 = 0.1 m are presented. Pronounced and persistent rotor trains, visible as blue streaks in this figure, develop in simulations where wave breaking occurs (NH/U 0.75). This particular flow pattern develops in nonlinear conditions in which the vertically propagating internal gravity waves have large amplitudes and break.
As we show in the following material, the undulations that form below the wave-breaking region can be described reasonably well with a linear model. In other words, we describe rotor streaming as a horizontally propagating secondary wave motion that can develop only when a primary vertically propagating wave motion reaches critical amplitude.
To investigate the mechanisms of rotor streaming in detail, we focus on the most hydrostatic simulation of the set, corresponding to NH/U = 1.5 and H/L = 0.04. We show that, while the primary wave motion is essentially hydrostatic, the secondary wave motion giving rise to rotor streaming is inherently nonhydrostatic.
A vertical cross-section of the horizontal wind speed and the thermal structure of the flow is presented in Figure 11(a) . The elevated jet has a limited vertical extent (< 1 km) and is strongly stratified (N = 0.03 s −1 ). The atmosphere in the wave-breaking layer aloft and in the layer of separated air below the jet is neutrally stratified. To a first approximation, this situation can be modelled as a two-layer flow with an inversion of strength θ at the interface between the layers. A wave disturbance rides along this interface and creates undulations in the jet, as made evident by the shape of the isentropes at low level. Except for the initial phase, the wave field is quasi-stationary (Figure 11(b) ).
The properties of wave motions along interfaces can be concisely described with a frequency dispersion relationship (FDR) between the wavenumber k and the intrinsic frequency . The FDR of waves on an interface of strength θ between two neutrally stratified layers (with finite depth H d below and infinite depth above) is (Sachsperger et al., 2015) 
where g = g θ/θ 0 is the reduced gravity. Non-hydrostatic effects are retained in Eq.
(1) because no assumptions on the wavenumber have been made. Assuming that the fluid depth is small compared with the wavelength (kH d 1, so that the motion is hydrostatic) would imply coth(kH d ) ≈ (kH d ) −1 and therefore the shallow-water FDR 2 = g H d k 2 . Equation (1) can be derived assuming that the motion is irrotational in both layers of fluid, vorticity being concentrated along the interface (Turner, 1973) .
The phase speed of interfacial waves in a fluid moving with speed u, c p = u ± /k, is
Unlike in the special case of shallow water, these waves are dispersive.
The generation of interfacial waves in the rotor-streaming cases can be conceptualized as follows. The lift-off of the downslope flow from the surface, during the BLS process, provides the initial buoyancy perturbation. After detaching from the ground, the head of the jet is subject to free oscillations around its level of neutral buoyancy and consequently generates gravity waves. While the jet head moves downstream, interfacial waves propagate upstream of it; see Figure 11 (b) . No interfacial waves propagate downstream because the atmospheric structure in that region cannot support this type of motion, given the absence of a density discontinuity. A similar sequence of events might also be important for the development of surface waves on cold pools (Soontiens et al., 2013) . In this case, the initial buoyancy perturbation is generated when the downslope flow impinges on the surface of the denser air in the cold pool basin.
Equation (2) suggests that, of all possible wave modes that propagate against the flow, one will be stationary (i.e. such that c p = 0). This corresponds to the root of the transcendental equation:
(3)
This particular wave mode, continuously excited by the stationary forcing provided by BLS at the bottom of the slope, eventually dominates the flow field between the mountain and the head of the jet. As a result, a sequence of undulations develops, giving rise to rotor formation underneath the wave crests. A rough estimate of the flow properties for the most hydrostatic case in the region downstream of the mountain yields θ = 9 K (g = 0.29 m s −2 ) and H d = 700 m. Hence, the solution of Eq.
(3) with a flow speed u = U gives a wavelength of 5.3 km, in fairly good agreement with the numerical result (5.7 km). The close agreement between theory and numerical simulations shows that linear theory is sufficiently accurate in describing rotor streaming. Further support for this idea is provided by the shape of the undulations along the interface. If finite-amplitude effects were important, the shape of the wave disturbance would approach that of a Stokes wave (with wide troughs and narrow crests) due to a superposition of higher harmonics (Turner, 1973) . In all rotor-streaming cases, instead, the disturbance remains almost exactly sinusoidal, indicating that finite-amplitude effects are of negligible importance. However, a slight decrease of wave amplitude and wavelength along the interface, from the mountain towards the jet head, is apparent in our simulations. This feature can be attributed either to wave-energy absorption in the boundary layer (Smith et al., 2006) , or to wave-energy leakage through the wave-breaking region, as is explained in what follows.
The strongly stratified jet constitutes a wave duct, where wave energy is forced to propagate horizontally. However, as a close inspection of Figures 6 and 11 reveals, vertically propagating wave modes do exist above the interface even in the presence of rotor streaming. This happens because the neutrally stratified wavebreaking layer is not thick enough to damp the amplitude of the interfacial wave perturbation completely. Leakage of wave energy through the neutral wave-breaking layer triggers secondary nonhydrostatic waves in the overlying stably stratified atmosphere (compare the lower right diagrams in Figures 5 and 6) . These secondary waves have amplitude comparable to that of the primary mountain wave, in terms of w. The extent to which they affect the large-scale flow in terms of energy and momentum fluxes will be the subject of future investigations.
Overall, these results suggest that atmospheric rotors arise primarily as a consequence of strong vertical accelerations caused by non-hydrostatic wave modes. This conclusion is valid even when the flow upstream of the mountain generates an essentially hydrostatic large-amplitude wave. In this case, rotors arise from non-hydrostatic secondary wave motion on the density interface between the boundary layer and the overlying wave-breaking region.
Summary and conclusions
Several aspects of boundary-layer separation induced by mountain waves in vertically uniform stratified flow have been investigated systematically using numerical simulations and linear theory. Flows ranging from weakly to strongly nonlinear and from non-hydrostatic to hydrostatic were considered. Results from numerical simulations are in good overall agreement with previous laboratory experiments (Baines, 1995) and confirm that wave-induced BLS, leading to the formation of atmospheric rotors, is a likely occurrence for NH/U 0.8, even if strong inversions or other wave ducts are absent in the ambient flow upstream of the mountain.
The analysis of numerical results also brought a few novel elements to the fore. Firstly, the strongest and highest rotors occur in non-hydrostatic and nonlinear flow conditions. In this flow regime, boundary-layer rotors are strongly coupled with the mountain wave aloft. Linear relationships were found between wave amplitudes (provided by linear theory) and rotor properties (determined from numerical simulations). In fact, the amplitude of the vertical velocity perturbation was shown to be linked with the rotor height and the surface pressure gradient force with the rotor strength. These results are consistent with findings by Doyle and Durran (2002) , who used numerical model simulations instead of linear theory to quantify the wave forcing. Generally, the strongest rotors tend to occur in nonlinear flow (NH/U > 1) over mountains with vertical aspect ratios between 0.1 and 0.325. These are the conditions where linear mountain-wave theory predicts the largest perturbations to occur.
Secondly, atmospheric rotors may also develop in nearhydrostatic flows (Jiang et al., 2007) , but their features cannot be explained by the theory of linear mountain waves in a continuously stratified atmosphere. As is well known, when the mountain-wave amplitude exceeds the limits of linear theory in the hydrostatic regime, a broad wave-breaking region develops right above supercritical flow in the lee of the mountain. We demonstrated that, in these conditions, linear non-hydrostatic hydraulic theory is appropriate to describe the undulations that form along the stably stratified jet underneath the breaking wave. Closed circulations develop in the boundary layer below the crests of this steady secondary wave disturbance, leading to rotor streaming. In analogy to trapped lee waves, rotor streaming is described reasonably well by a linear and non-hydrostatic model of flow in a layered atmosphere. In this case, the key wave-ducting mechanism is related to the presence of a sharp density discontinuity collocated with the jet. These findings are consistent with recent real-case observations of rotor formation in conjunction with a hydrostatic wave-breaking event Grubišić et al., 2015) .
Finally, rotor streaming near the surface has a distinctive impact on the atmosphere aloft. Namely, even when the wind speed, stratification and mountain width imply that only a hydrostatic wave would develop right above the mountain, rotor streaming in the lee launches vertically propagating, shortwavelength (non-hydrostatic) wave modes that perturb the flow in the free atmosphere. This process cannot be captured by simple analytical mountain-wave models, where frictional effects, including the possible development of rotors, are typically ignored. Its implications towards wave energy and momentum fluxes still have to be quantified. Here, k is the horizontal wavenumber andŵ k is an auxiliary variable defined asŵ k = [ρ s /ρ 0 (z)] −1/2w k , wherew k is a generic Fourier mode of the vertical velocity and ρ s and ρ 0 denote the air density at the surface and the unperturbed density profile, respectively.
The term in brackets in Eq. (A1) represents a vertical wavenumber to the second power, m 2 . Both k and m = − N 2 /U 2 − k 2 1/2 are assumed to be negative, as required by the radiation condition appropriate in the case of mountain waves. While k is a real number, m can be imaginary. Equation (A1) describes the propagation of a single internal gravity wave mode that is excited at the bottom boundary. It is valid if the wind speed U and stratification N are uniform in the background flow and the amplitude of the wave disturbance is small. The assumption of small vertical displacements implicitly admits that the Boussinesq and incompressibility approximations are valid and implies that u /U 1. The resulting wave field of flow over an arbitrary topography profile h(x), with Fourier transformĥ k , can be determined by evaluating the monochromatic solutions of Eq. (A1) for all k,
over a domain of n horizontal grid points and length D = n x. The full solution is recovered by summing up over all Fourier components:
where we have usedŵ k = |ŵ k |e iφ w and
Similarly, the horizontal surface pressure gradient force,
can be determined from Eq. (A2) using the polarization relation p k = (m/k)Uρ 0ŵk (Nappo, 2012) :
where we have dropped the density term because ρ s /ρ 0 | z=0 = 1.
A2. Optimal mountain aspect ratio for intense mountain-wave development
The linear model described above can be used to identify the flow conditions under which mountain waves have the largest amplitude, in terms of vertical and horizontal wind-speed perturbations.
For convenience, we definê
It follows from Eq. (A2) thatŵ k =ĥ kŵak . Similarly, the power spectrum |ŵ k | 2 becomes |ŵ k | 2 = |ĥ k | 2 |ŵ ak | 2 .
We refer toĥ k andŵ ak respectively as the topographic forcing and the atmospheric response for vertical velocity, while |ĥ k | 2 and |ŵ ak | 2 = k 2 U 2 |e −imz | 2 denote the respective power spectra. Depending on k and m, the atmospheric response spectrum for the vertical velocity corresponds to |ŵ ak | 2 = k 2 U 2 if N 2 /U 2 > k 2 (m 2 > 0, propagating) k 2 U 2 |e mz | 2 if N 2 /U 2 < k 2 (m 2 < 0, evanescent).
Since m is defined as a negative wave number, evanescent solutions vanish with increasing height, as expected.
In analogy, the power spectrum of horizontal velocity perturbations can be expressed as |û k | 2 = |ĥ k | 2 |û ak | 2 , ( A 8 ) where u ak is derived from Eq. (A2) and the incompressibility constraint and corresponds to |û ak | 2 = N 2 − k 2 U 2 if N 2 /U 2 > k 2 (m 2 > 0, propagating) (k 2 U 2 − N 2 )|e mz | 2 if N 2 /U 2 < k 2 (m 2 < 0, evanescent).
Equations (A6) and (A8) show that vertical and horizontal velocity perturbations induced by flow over an obstacle are the result of the modulation of the topography wave spectrum by the atmospheric response function. Since |ŵ ak | 2 and |û ak | 2 are not equal (see Eqs (A7) and (A9)), vertical and horizontal velocity perturbations induced by identical topographic forcing will have a different power spectrum. The concept is clarified in Figure A1 , where plots of |ĥ k | 2 , |ŵ ak | 2 , |û ak | 2 ,ŵ k andû k are shown for three mountains of different width.
For the widest of the three mountains ( Figure A1(a) ), most of the spectral power |ĥ k | 2 ( Figure A1(b) ) is concentrated at low wavenumbers (large wavelengths). In the narrowest mountain, instead, it is almost evenly distributed over a wide range of wavenumbers, but with significantly lower magnitude.
The atmospheric response function for vertical velocity (Eq. (A7)) has a sharp maximum at k = N/U = 5 × 10 −4 m −1 (solid line in Figure A1(c) ). In the case of the wide mountain, there is limited overlap between the spectral powers of the terrain and the atmospheric response (black line in Figure A1 (b) and solid line in Figure A1(c) ) and the wave mode that gives the largest contribution to the wave amplitude |w| corresponds to k = 1.3 × 10 −4 m −1 , i.e. to λ = 47 km (black line in Figure A1(d) ).
For the narrow mountain, instead, there is a broad region of overlap between the spectra of the terrain and the atmospheric response, but the former has a very low magnitude. The wave amplitude spectrum consequently has a peak at k = 5 × 10 −4 m −1 , i.e. λ = 12 km (light grey line in Figure A1(d) ).
The mountain with intermediate width (dark grey line in Figure A1(d) ) corresponds to a condition where the atmospheric response selects a relatively broad range of wavenumbers from relatively strong topographic forcing, with a spectral peak at k = 2.6 × 10 −4 m −1 (λ = 23 km). This condition maximizes the wave amplitude |w| compared with the two other mountains ( Figure A1(e) ).
When individual contributions to w from different modes are summed according to Eq. (A3), they may partially compensate each other and cause destructive interference. In all three cases, an evaluation of the phase vectors revealed that the modes have similar phase; hence their interference pattern is mostly constructive (not shown). Therefore, the length of the mountain wave in Figure A1 (e) matches approximately the wavenumber of the maximum in the power spectrum in Figure A1(d) .
Similar considerations apply to the horizontal wind-speed perturbations. In this case, the atmospheric response is described by Eq. (A9). The maximum response now lies at k = 0 m −1 (dashed line in Figure A1(c) ). Consequently, the largest values of |u | tend to occur over wide mountains ( Figure A1(f) ), for which the topographic spectrum has greater power density at low wavenumbers ( Figure A1(b) ). Even for u , individual wave modes mostly interfere constructively (not shown).
