Abstract-In this paper, a general robust gain scheduling synchronization method is proposed for quadratic chaotic systems with parametric uncertainty and unknown channel time delay. Quadratic systems contain nonlinearity of quadratic form of the systems' states and can always be transformed into linear parameter-varying (LPV) forms. Based on the LPV forms, our approach provides two different gain scheduling structures to achieve global synchronization under the case of having parametric uncertainty and time delay. The convergence of synchronization errors is demonstrated using Lyapunov stability theory.
proposed a method for observer-based synchronization of "quadratic" chaotic systems, using gain scheduling. The technique proposed in [10] presents the advantages of being easy to design and applicable to a large class of chaotic systems, since several well-known chaotic systems fall under the definition of quadratic systems, as will be shown later.
The two problems that severely constrain the efficacy of synchronization methods in practical applications are as follows: 1) model mismatch between the parameters of the response and drive systems and 2) channel delay affecting the measured signal from the drive system. The first problem arises from the fact that system parameters are always affected by errors, thus prompting the need for robustness considerations, understood as the ability of the synchronization scheme to perform in the presence of mismatch between the parameters of the response and drive systems, in any scheme based on synchronization of identical systems. The second problem originates from engineering applications, where there typically exists signal propagation delay in a communication channel. Moreover, the value of the delay is usually unknown.
Several authors have studied conditions under which synchronization can be guaranteed despite parameter mismatch. Adaptive synchronization methods have been proposed by Suzuki [19] , Lian [9] , and Lu [12] . Yan [22] gave a sliding-mode control method for robust synchronization of unified chaotic systems. Time delay problems were also considered by several authors. In [21] , Yalcin studied the synchronization of Luré-type systems, i.e., the feedback combination of a linear subsystem and a memoryless nonlinearity, with time delay and proposed that the synchronization can be obtained only if the delay time is a known value less than a small threshold. Xiang [20] gave an improved condition for synchronization based on Yalcin's method. In [7] , Jiang proposed a synchronization scheme from the approach of unidirectional linear error feedback coupling for chaotic systems with time delay. Although Jiang's method can achieve synchronization without any knowledge of the delay time value, a limitation of this method is that a much complex bounded matrix is required from the drive chaotic system to form the design inequality condition. Recently, for three typical chaotic systems with parametric uncertainty and time delay, Ma [13] proposed an impulsive synchronization method. Other than Ma's work, few have been done for the synchronization problem with both parametric uncertainty and time delay.
In this paper, we consider the synchronization problem for quadratic chaotic systems with both parametric uncertainty and channel time delay. Following the approach introduced in [10] , we propose a gain scheduling technique that ensures robust synchronization with respect to parameter uncertainties and unknown time delay. The convergence of the synchronization method is proven via Lyapunov methods.
The rest of this paper is organized as follows. In Section II, we introduce the quadratic chaotic systems to be considered and define the synchronization problem to be solved. In Section III, based on the gain scheduling technique, two different robust gain scheduling synchronization structures are proposed to achieve global synchronization for the quadratic chaotic systems with both parametric uncertainty and unknown channel time delay. Section IV contains two illustrative examples using the well-known chaotic Chen system and Lorenz system. Finally, Section V contains conclusions and final remarks.
II. PRELIMINARIES
In this section, we introduce the class of quadratic chaotic systems to be considered and define the main problem to be solved.
A. Quadratic Chaotic Systems
We will consider the quadratic chaotic system of the following form: (1) where represents the state; is an output to be transmitted through a communication channel; and are constant matrices; and is a nonlinear function, which contains quadratic terms of systems' states, i.e., and . Several well-known chaotic systems can be accommodated into this class, including the Genesio-Tesi system [4] , the generalized Lorenz system [3] , and the chaotic Chen and Lorenz systems considered in Section IV.
B. Robust Chaos Synchronization With Time Delay
In general, chaos synchronization consists of using a scalar signal taken from a chaotic system, the drive system, to control another chaotic system, the response system, so that the state trajectories of the response system asymptotically converge to those of the drive system. We will make the following assumptions.
1) Parametric uncertainty: We will assume that the drive and response systems have the same dynamics. However, to compensate for the effect of uncertainties in the system parameters, we will assume that the state equation of the drive system is affected by parameter uncertainties of the form 2) Communication delay: To compensate for delays in the communication channel, we will assume that the synchronization signal available to the response system is delayed by " " seconds, where is not assumed to be known. Fig . 1 shows the synchronization scheme proposed here. In this figure, the drive system is the original chaotic system with parametric uncertainty, and is a finite time delay which is an unknown constant. The response system consists of a copy of the original chaotic system and a filter term to be designed to achieve the synchronization of the response system with the drive system.
Let and be the states of the drive and response systems, respectively. Then, we will say that the state trajectory of the response system robustly synchronizes with that of the drive system if the state of the response system at time asymptotically approaches the state of the drive system at time , i.e.,
In [10] , the authors considered synchronization of quadratic chaotic systems of the form (1) without model uncertainty and time delay by first transforming the system (1) into linear parameter-varying (LPV) form. Then, based on the gain scheduling technique, two different synchronization structures were proposed to achieve the asymptotical convergence of synchronization errors. In this paper, we extend our work to the case of robust synchronization of quadratic chaotic systems with both parametric uncertainty and unknown channel time delay.
III. ROBUST GAIN SCHEDULING SYNCHRONIZATION METHOD
From the definition of robust chaos synchronization with time delay, the final objective is to make the synchronization error dynamics asymptotically stable at the origin. As mentioned in Section I, we pursue this objective extending the gain scheduling technique introduced in [10] to include delay and parameter uncertainty.
We begin by transforming the system (1) into LPV form, following the approach in [10] . Denoting the maximum value of state by and the minimum value by , we obtain the time-varying parameters and as It is clear that and . Then, the quadratic chaotic system (1) can be identically transformed into LPV form (3) where matrices and are all constant matrices and parameters and are used as scheduling variables.
Considering now the parametric uncertainty and the unknown channel time delay , we replace with in the original chaotic system (1) and its LPV form (3) to obtain the drive system in Fig. 1 at time as
in which Assumption 1: There are parameters, , in matrix . Then, for each parameter , the parametric uncertainty is denoted by . From Assumption 1, it is evident that we can obtain the following transformation:
in which is a linear combination of state and . To solve the robust synchronization problem of the quadratic system(4) or (5) with time delay, the response system in Fig. 1 is given a general form (6) in which , , , and are varying matrices to be designed.
Let
denote the synchronization error. Deriving from the drive system (5) and the response system (6), the synchronization error dynamics is (7) From condition (2), the robust synchronization problem with time delay is then equivalent to the problem of setting the error dynamics (7) asymptotically stable at the origin. Based on the gain scheduling technique, we propose two different response systems to achieve global synchronization for the quadratic chaotic systems with both parametric uncertainty and channel time delay.
A. First Synchronization Structure
In this section, we present the first synchronization scheme. From the error dynamics (7), we define matrices , , and as follows:
where , , , , and are constant matrices to be designed. Considering now the uncertain quadratic chaotic system (5) at time , we propose the first gain scheduling synchronization structure of the following form: (8) With this definition, the synchronization error dynamics is (9) The convergence of the synchronization error can then be guaranteed by the following theorem. 
then the synchronization structure (8) robustly synchronizes with the drive system (4) or(5) globally. Proof: Assuming that(10)- (13) are satisfied for every pair of and , it is straightforward to see that Substituting these identities in (9), we obtain the following error dynamics:
To prove the stability of the error dynamics, we consider the Lyapunov function . For this function, we have By construction, the parameters are always greater than or equal to zero and . Moreover, all of them cannot be zero at the same time. Then, with the inequality condition in (13) satisfied, it is easy to see that It follows from the second Lyapunov stability theorem (see, for example, [14] ) that the synchronization error dynamics is globally asymptotically stable at the origin. Thus, from the definition of robust chaos synchronization with time delay, the gain scheduling structure (8) and the quadratic chaotic system (4) or (5) are globally asymptotically synchronized.
Remark 1: In most cases, after transforming the original system(1) into LPV form, there is only one or two pairs of parameter and appearing in (3). The design procedure is easy to complete as conditions (10)- (13) can be easily solved by using linear matrix inequality (LMI) tools. This point will be illustrated in the example section.
We conclude this section emphasizing that the proposed robust gain scheduling structure(8) achieves global synchronization for the quadratic chaotic system, even in the presence of parametric uncertainty and unknown time delay .
B. Alternative Synchronization Structure
A shortcoming of the synchronization structure (8) proposed in the previous section is that it requires knowledge of the varying parameters 's at time . This means that, in addition to the transmitted signal , some or all thestates of the drive chaotic system are also needed, thus restricting the application value of the result. In this section, we modify the previous scheme using an alternative structure.
Assuming that only the output signal is available at the received end, we define The alternative gain scheduling synchronization structure is proposed as follows: (14) where It is immediate that the definition of these varying parameters has the same form as that of parameters and . Then, the synchronization error dynamics in this case is (15) From the definition of parameters and , it is obvious that Using straightforward algebraic manipulations, we obtain where each and is a constant matrix obtained from direct algebraic transformation. Thus, the error dynamics (15) where then the synchronization structure (14) robustly synchronizes with the drive system (4) or (5) globally. Proof: The proof follows by direct application of the second Lyapunov stability theory with Lyapunov function as . Remark 2: As mentioned earlier, there are only one or two pairs of parameters shown in the inequality condition (19) . With simple algebraic transformations, we can still rewrite the inequality condition such that the effect of the varying parameters and is taken off, and then solve the condition easily by using the LMI technique. The detailed transformation and procedure will be shown in Section 4.
Remark 3: In general, the alternative synchronization structure (14) is suitable for practical applications and thus preferable over (8) . In the special case in which the specific state needed to construct the varying parameters 's is the same as the output signal , the first synchronization structure will be more direct and much easier to design and has much better performance. This point will be shown in Example 2 in the next section.
IV. EXAMPLES
In this section, we consider two examples to illustrate the efficiency of the proposed gain scheduling synchronization methods, using well-known chaotic systems.
A. Chen System
The chaotic Chen system [3] is described by (20) in which is the state vector. When , and , the system (20) displays chaotic behavior. Assuming that the bounded value for state is , we obtain the varying parameters 's as It is apparent that and and that . Then, the Chen system(20) can be rewritten as follows: (21) where Defining an output signal , and assuming that there is uncertainty on parameter , the Chen system (20) or (21) with output and parametric uncertainty at time is (22) or, equivalently (23) where, accordingly
Then, the first gain scheduling synchronization structure proposed in this paper is (24) Subtracting (24) from (23), we obtain the following error dynamics: (25) where is the synchronization error. Since the parameters 's are nonnegative, conditions (10)- (13) in Theorem 1 for the synchronization errors are
The bounded values used in this example are chosen to be and . These values were selected by simulating the system (20) with the indicated parameters for different initial conditions, and noticing that each state trajectory falls in a bounded section, which are defined approximately as follows:
, and . Using the LMI technique, we obtain Then, with the aforementioned chosen parameters, the two systems (22) or (23) and (24) are globally asymptotically synchronized under the existence of parametric uncertainty and a constant time delay . Assuming that s, , and the initial conditions are and , Fig. 2 shows the synchronization errors. The aforesaid inequalities can also be easily solved using LMIs. The resulting matrices are Thus, with the alternative synchronization structure, the two systems (22) and (26) are also globally asymptotically synchronized. With and s also, the simulation result is shown in Fig. 3 .
To further illustrate our results, the next simulations shown in Figs. 4 and 5 consider a randomly selected time delay for the two synchronization structures presented earlier. The results show that the proposed structures achieve synchronization despite random delay.
To illustrate the significance of the robust synthesis proposed here, we consider the same system with small uncertainty on the parameter (not considered in the design). The simulation results with on are shown in Fig. 6 for the first synchronization method and Fig. 7 for the second one.
The figures clearly show that, unless uncertainty is incorporated as part of the design, even a small disturbance on a parameter can cause loss of convergence.
B. Lorenz System
In this example, we consider the well-known Lorenz system, which is described by (29) in which is the state vector. When , and , the system (29) presents chaotic behavior. By simulating the Lorenz system with different initial conditions, we see that each state trajectory stays in a bounded region with state bounds that can be approximated as follows: , , and . Because the exact values will not affect the internal convergence of the proposed methods, it is enough to choose values which contain the corresponding sections. Here, we choose the following state bounds: , , and . In order to satisfy the conditions in the proposed theorems, the output signal is introduced. The transformation process and synchronization structures are similar to those used in the previous example. For the first synchronization structure, using conditions (10)- (13), we obtain Assuming that initial conditions and , and assuming that parametric uncertainty on the parameter , simulation results under the first synchronization structure are shown in Fig. 8 .
For the second synchronization structure, solving the conditions (16)-(19) using LMIs, we obtain Fig. 8 . Three synchronization errors of e(t; ) = x(t0 )0x(t) of the Lorenz system under the first structure. Fig. 9 . Three synchronization errors of e(t; ) = x(t0 )0x(t) of the Lorenz system under the second structure. With the same initial conditions, the simulation results are shown in Fig. 9 .
As in the previous example, we test the efficacy of uncertainty in a parameter that is not included in our original design. Assuming that uncertainty in parameter , we obtain the simulations shown in Figs. 10 and 11 . The simulations show the efficiency of the synchronization structures, as well as the need to consider robustness in the design.
In this example, the state needed for varying parameters 's is , which is the same as the output signal . In this case, the first synchronization structure is also suitable for practical application. In this case, the design of the first structure is simpler, and performance is much better than using the second scheme.
V. CONCLUSION
In this paper, we have extended the synchronization method proposed in [10] to the important case of quadratic chaotic systems with parametric uncertainty and unknown time delay. Our method consists of transforming the original system into LPV form, a transformation that always exists for quadratic chaotic systems, and then using LMIs and the gain scheduling approach to ensure synchronization. Our approach is easy to apply and can benefit from readily available software tools to solve LMI problems.
