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The time series [ ...,~-lY-l,~oYo,~1Yl,.~. ] which is the product of two stationary time series 
xt and yI is studied. Such sequences arise in the study of nonlinear time series, censored time series, 
amplitude modulated time series, time series with random parameters, and time series with missing 
observations. T’ne mean and autocovariance function of the product sequence are derived. 
I time series product nonlinear I 
1. Introduction 
Let [. . . , x-1, ~0, ~1,. . 4 and [. . . 9 Y-I, YO, ~1,. . .] be jointly stationary time series. 
By “stationary” we mean that the means pu, and pY are constant, and that the 
autocovariance functions E(x, - p&_, - px) = ‘y&) and E(y,, - ~,,)(y,_~ - p,,) = 
yy(T), 7 = 0, *l, *2,. . . , and crossvarance funtion E(x, - ~~)(y~_~ - pY) = C(T) are 
functions of the “lag” r only and not of the time t. 
Consider the time series [. . . , x_ly-1, xoyo, xlyl, . . .] formed by taking the pro- 
duct of xI and y,, These product sequences arise in the study of nonlinear time-series 
models which have been investiated by Masani and Wiener [8], Nelson and Van Ness 
[9] and Anderson and Granger [ 11. Censored time series, amplitude modulated time 
series, time series with random parameters, and time series with missing observations 
can also he treated as product sequences. In this paper we derive the mean and 
autocovariance function of such product sequences. The most general result is 
derived first (eq. 3.1). Then follows a succession of increasingly special results which 
require a normality assumption (eq. 3.2), an independence assumption (eq. 3.3), and 
finally an assumption that the means of xI and y, are each equal to zero (eq. 3.4). 
43, [S] and aso Bohrnstedt and Goldberger [3] consider the product of 
two random variables. Parzen [lo] analyzes the product &)x(t) sf a time series x(t) 
with a particular deterministic function g(t). 
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2. l’he mean of the product sequence 
Denote by p,,, the expected value of the product sequence xly,. Then the mean of 
the product sequence is given by 
luxy = W,yt) 
=E{[(x,-~x)+~xl[(YI-ELy)tCLyl) 
= SW+ PxE.c,* 
If xt and y, are independent, t(O) = 0 and 
@xy = PxPy- 
(2J 1 
(2.2) 
3. The autocovariance function of the product sequence 
Denote by y&), r = 0, f 1, *2, . . . the autocovariance function of the product 
sequence xlyt. Then the autocovariance function of the product sequence is given by 
~xyW = WGY, - ~xy;;xr-ryr--r - pxy)) 
= Ebryrxr-Tyr- T - P ‘x,1 
~~~I~~~~~x~+i~xlC~Y~~CCy~+CLylI~~~-~~~x~+CLxl[lY~-~~CLy~+CLyl 
-5*(o) - P :cL; - 2cLxPy5(0)) 
=~2xYY(~)+CC2yry(~)+JILxr*y[5(7)+5(-7)1 
+ wxt - Px NYt - Py )(x,-r - CL, )(yt-7 - 1uy )I 
+44x ENYt - @Y h-7 - ccx )(Yl-l- cc, )I 
+PY wxt - fix KL - CLx MYt--7 - Pe, )l 
+px wt - Px i(Yl - Py )CYt -T - py )I 
+cLy wt - rux XYl - bcy KG-* - Px )I - r”(o). 
In deriving (3.1) we use the resuh 
(3.1) 
Before proceeding, we pause to interpret (3.1). We see from (3.1) that the second 
moments of the product sequence depend on the first, second, third, and fourth 
moments of the component sequences. Thus, for the product sequence to have a 
stationary autocovariance function (i.e., a function of the lag r ar’!d not of t), it is 
necessary that the component series be stationary up to the fourth moments. 
The result (3.1) is greatly sim~lifieti if we assume for any 7 that x1, .c+~, yr, y,-, have 
the multivariate normal distributio Then the third order moments in (3.1) vanish 
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and the fourth order moment can be written in terms of lower moments as (see [2] or 
cm 
KG - rux MYr - P, k-T - Px h-Y - CCY )I = 
= s*m+ YxmY(~)+5IM-~) 
which simplifies (3.1) to 
The assumption that the two sequences xt and yt are independent (though not 
necessarily normal) simplifies (3.1) to 
Notice that in this case (3.3) and in the previous case (3.2) stationarity of the first two 
moments of the component series insures stationarity of the first ttwo moments of the 
product. 
Finally, if we assume that two independent sequences xt and y, have zero means, so 
that EL, = 0, cc, = 0, we get ths result that the autocovariance of the product is the 
product of the autocovariances 
YXY (4 = Yx (dry cd* (3.4) 
4. Applications 
To illustrate the above results we first derive (and extend) a result due to Granger 
and Newbold. Granger and Newbold [6] analyze transformed time series: 
yt = Wt ) 
under the assumptions that the underlying time series xt is a stationary Gaussian 
sequence, and that the (instantaneous) transformation T(e) can be expanded in a 
series of Hermite polynomials. Using *this approach, they anal,lze the square of a first 
order autoregressive process (their Example 3). 
Denote the first order autoregressive time series by xt where: 
(xt --CL)= 4(X,-l -p)+Et. (4.1) 
In (4.1) p is the expected value of x1, C#J isa fixed parameter, and Ed is a sequence of 
independent normal random variables with zero mean and variance (T:. The auto- 
covariance function of xt, denoted yx(r), is well known to be: 
r*(O) = &(l - 4*19 
(4.2) 
yx(r)=&y(0) 7=*1,*2,.... 
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Using the approach involving Hermite polynomials, Granger and Newbold derive 
the mean and autocovariance function of nz which we denote by JU~Z and Y,~(T): 
yx2(7) = a: (4&’ f 2a:42’). 
(4-3) 
The same result (4.3) can be deduced directly from (2.1) and (3.2) in this paper. 
Moreover, by using (2.1) and (3.1) in this paper, the mean and autocovasiance 
function of xf can be established unLr weaker conditions. Recall that the approach 
using Hermite polynomials requires that the sequence xt be Gaussian. When using 
(2.1) and (3.1) in this paper we require only that the first two moments of xI be 
stationary. 
For a second application we consider the sequence L& which is the &mund for a 
retail item. We do not observe d, directly. Instead we observe sales sI. Ordinarily, 
sales and demand are equal, but from time to time the item is not available for sale 
and then the amount sold is less than the amount demanded. One way to analyze this 
situation is to let sales equal a random proportion of demand: 
St = w,dt (4.4) 
where wI is a random variable taking values in the range [0, 11. When the product is 
available for sale wt = 1. When the product is not available wI -: 1. For simplicity, 
suppose that demand follows a stationary process with mean @d and autocovariance 
function yd(?). And suppose that the sequence wI is serially independent, indepen- 
dent of dl, and distributed according to the probability law shown in Fig. 1. Then 
Fig. 1. Probability distribution of the random variable W,. 
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Ew, = I -p/2 and Var (wl)=p/3-p*/4. Using Equations (2.2) and (3.3) in this 
paper we can write down the mean and autocovariance of sales st: 
(FLS = (1 --pi&d, 
~~(o)=(1-2/3p)~d(~)+(p/3-p2/4)~2d, (W 
y&)= (1 -p/2)*yd(r) 7 = fl, *2,. . . . 
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