Asymptotic behavior and oscillation of functional differential equations  by Pituk, Mihály
J. Math. Anal. Appl. 322 (2006) 1140–1158
www.elsevier.com/locate/jmaa
Asymptotic behavior and oscillation of functional
differential equations ✩
Mihály Pituk ∗
Department of Mathematics and Computing, University of Veszprém, PO Box 158, 8201 Veszprém, Hungary
Received 17 January 2005
Available online 9 November 2005
Submitted by William F. Ames
Abstract
Asymptotic relations between the solutions of a linear autonomous functional differential equation and
the solutions of the corresponding perturbed equation are established. In the scalar case, it is shown that
the existence of a nonoscillatory solution of the perturbed equation often implies the existence of a real
eigenvalue of the limiting equation. The proofs are based on a recent Perron type theorem for functional
differential equations.
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1. Introduction
Given r > 0, let C = C([−r,0],Cn) denote the Banach space of continuous functions from
[−r,0] into Cn with the supremum norm |φ| = sup−rθ0 |φ(θ)| for φ ∈ C. Let L :C → Cn
be a bounded linear functional represented by a matrix function η : [−r,0] → Cn×n of bounded
variation normalized so that η is left continuous on (−r,0) and η(0) = 0. Thus,
Lφ =
0∫
−r
d
[
η(θ)
]
φ(θ), φ ∈ C.
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differential equation
x′(t) = Lxt (1.1)
and the perturbed equation
x′(t) = Lxt + f (t, xt ), (1.2)
where f : [σ0,∞)×C → Cn is a continuous function and xt ∈ C is defined by xt (θ) = x(t + θ)
for −r  θ  0.
The present paper is a continuation of our study [17]. The main results of [17] are the fol-
lowing two theorems. The first theorem is a generalization of a classical Perron type theorem for
ordinary differential equations (see [2, Chapter IV, Theorem 5]) to Eq. (1.2).
Theorem 1.1. [17, Theorem 3.1] Let x be a solution of (1.2) on [σ0 − r,∞) such that∣∣f (t, xt )∣∣ γ (t)|xt |, t  σ0, (1.3)
where γ : [σ0,∞) → [0,∞) is a continuous function satisfying
t+1∫
t
γ (s) ds → 0 as t → ∞. (1.4)
Then either
(i) the limit
μ = μ(x) = lim
t→∞
log |xt |
t
(1.5)
exists and is equal to the real part of one of the eigenvalues of (1.1), or
(ii) for each b ∈ R, we have that limt→∞ ebtx(t) = 0.
By an eigenvalue of (1.1), we mean a root of the characteristic equation
detΔ(λ) = 0, Δ(λ) = λI −
0∫
−r
eλθ dη(θ). (1.6)
The quantity μ = μ(x) defined by the limit (1.5) (if it exists) is called the strict Lyapunov
exponent of the solution x. Solutions x which satisfy conclusion (ii) of Theorem 1.1 are known
as small solutions.
Before we formulate the second theorem, we need some notations from the decomposition
theory of linear autonomous functional differential equations (see [8, Chapter 7]). If Λ is a fi-
nite set of eigenvalues of (1.1), then PΛ and QΛ denote the generalized eigenspace associated
with Λ and the corresponding complementary subspace of C, respectively. The phase space C is
decomposed by Λ into the direct sum C = PΛ ⊕ QΛ. The projections of an element φ ∈ C onto
the above subspaces are denoted by φPΛ and φQΛ , respectively.
Theorem 1.2. [17, Theorem 3.4 and Proposition 3.5] Let x be a solution of (1.2) satisfying
the hypotheses of Theorem 1.1 with a finite strict Lyapunov exponent μ(x) = μ. Let P0 = PΛ0 ,
P1 = PΛ1 and Q = QΛ, where the spectral sets Λ0, Λ1 and Λ are defined by
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{
λ | detΔ(λ) = 0, Reλ = μ}, (1.7)
Λ1 = Λ1(μ) =
{
λ | detΔ(λ) = 0, Reλ > μ}, (1.8)
and
Λ = Λ(μ) = {λ | detΔ(λ) = 0, Reλ μ}, (1.9)
respectively. Then
xt = xP0t + xP1t + xQt , t  σ0, (1.10)
x
P1
t = o
(∣∣xP0t ∣∣) as t → ∞ (1.11)
and
x
Q
t = o
(∣∣xP0t ∣∣) as t → ∞. (1.12)
Furthermore, there exists δ > 0 such that
|xt+r |
|xt |  δ, t  σ0. (1.13)
The last theorem says that, for t → ∞, the solutions of the perturbed system (1.2) with a given
strict Lyapunov exponent μ are tangential to the generalized eigenspace of (1.1) associated with
the set of eigenvalues Λ0(μ) defined by (1.7).
As noted in [17], Theorem 1.1 applies to all solutions of (1.2) provided∣∣f (t,φ)∣∣ γ (t)|φ|, t  σ0, φ ∈ C, (1.14)
where γ : [σ0,∞) → [0,∞) is a continuous function satisfying (1.4). In particular, it applies to
the solutions of the linear equation
x′(t) = Lxt + M(t)xt , (1.15)
where each M(t) :C → Cn, t  σ0, is a bounded linear functional such that
t+1∫
t
∥∥M(s)∥∥ds → 0 as t → ∞, (1.16)
‖ · ‖ being the operator norm. If
f (t,φ) = o(|φ|) as t → ∞ and |φ| → 0, (1.17)
then Theorem 1.1 applies to all solutions of (1.2) which tend to zero as t → ∞.
Our aim in this paper is to present some corollaries of Theorems 1.1 and 1.2 and further related
results on the asymptotic behavior and the oscillation of the solutions of the perturbed Eq. (1.2).
Both problems have received much attention in the literature. Some concrete results which are
relevant to our study will be mentioned in the remarks below the theorems.
The paper is organized as follows. In Section 2, we summarize some facts from the theory
of linear functional differential equations which will be used in our proofs. In Section 3, we
study the asymptotic behavior of the solutions of (1.2) with a given finite strict Lyapunov expo-
nent μ. We shall show that an appropriate strengthening of the smallness condition (1.4) on the
function γ in Theorem 1.1 implies that all solutions of (1.2) with a strict Lyapunov exponent μ
are asymptotic to certain special solutions of the unperturbed Eq. (1.1). Namely, to those which
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nonempty set of eigenvalues Λ0(μ) given by (1.7) (see Theorems 3.1 and 3.2 below). Finally, in
Section 4, we consider a scalar asymptotically autonomous linear equation with discrete delays.
The main result (Theorem 4.1) relates very broadly the Lyapunov exponents of the nonoscilla-
tory (eventually positive or eventually negative) solutions to the eigenvalues of the corresponding
limiting equation. Roughly, it says that the existence of a nonoscillatory solution often implies
the existence of a real eigenvalue of the limiting equation. As a consequence, we obtain a new
linearized oscillation criterion (Corollary 4.4).
2. Preliminaries
We shall use the following notations and facts from the decomposition theory of linear au-
tonomous functional differential equations and perturbed linear systems (see [8, Chapters 6
and 7] for details).
Let (T (t))t0 be the solution semigroup of the linear autonomous equation (1.1) defined by
T (t)φ = xt (φ) for t  0 and φ ∈ C, where xt (φ) is the unique solution of (1.1) with initial value
φ at zero. The infinitesimal generator A of this semigroup is given by Aφ = φ′ for φ ∈ D(A) =
{φ ∈ C | φ′ ∈ C, φ′(0) = Lφ}.
The transposed equation associated with (1.1) has the form
y′(t) = −
0∫
−r
y(t − θ) d[η(θ)], (2.1)
where y(t) is an n-dimensional row vector. The phase space for (2.1) is C′ = C([0, r],Cn∗),
where Cn∗ is the space of row n-vectors. For ψ ∈ C′, φ ∈ C, we define the bilinear form
(ψ,φ) = ψ(0)φ(0) −
0∫
−r
θ∫
0
ψ(θ − τ) d[η(τ)]φ(θ) dθ. (2.2)
Let Λ be a finite set of eigenvalues of (1.1). If ΦΛ is a basis for the generalized eigenspace PΛ
(see [8, Section 7.5] for the definition), then there exists a square matrix BΛ such that AΦΛ =
ΦΛBΛ, the spectrum of BΛ coincides with Λ and the relations
ΦΛ(θ) = ΦΛ(0)eBΛθ , −r  θ  0, (2.3)
and
T (t)ΦΛ = ΦΛeBΛt , t  0, (2.4)
hold. The solutions on PΛ can be extended to all t ∈ R by
T (t)ΦΛa = ΦΛeBΛta,
where a is a vector of the same dimension as ΦΛ. Further, if
φ = φPΛ + φQΛ, φPΛ ∈ PΛ, φQΛ ∈ QΛ, (2.5)
is the decomposition of φ ∈ C in PΛ ⊕ QΛ, then
φPΛ = ΦΛ(ΨΛ,φ), φQΛ = φ − φPΛ,
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ciated with Λ (see [8, Section 7.5] for the definition) normalized so that (ΨΛ,ΦΛ) = I .
Let x be a solution of (1.2) on [σ − r,∞), σ  σ0, with initial value xσ = φ ∈ C. By the
variation-of-constants formula, we have
xt = T (t − σ)φ +
t∫
σ
d
[
K(t, s)
]
f (s, xs), t  σ, (2.6)
where the kernel K(t, ·) : [σ, t] → C is given by
K(t, s)(θ) =
s∫
σ
X(t + θ − α)dα, −r  θ  0,
and X is the fundamental matrix of (1.1), the unique matrix solution of (1.1) with initial values
X0(0) = I and X0(θ) = 0 for −r  θ < 0. If we make the decomposition (2.5) in (2.6), we obtain
an equivalent system
xt = xPΛt + xQΛt , (2.7)
x
PΛ
t = T (t − σ)φPΛ +
t∫
σ
T (t − s)XPΛ0 f (s, xs) ds, (2.8)
x
QΛ
t = T (t − σ)φQΛ +
t∫
σ
d
[
K(t, s)QΛ
]
f (s, xs) (2.9)
for t  σ , where
X
PΛ
0 = ΦΛΨΛ(0) and K(t, s)QΛ = K(t, s) − ΦΛ
(
ΨΛ,K(t, s)
)
. (2.10)
Further, if xPΛt = ΦΛu(t), t  σ , then u is a solution of the ordinary differential equation
u′(t) = BΛu(t) + ΨΛ(0)f (t, xt ), t  σ, (2.11)
with initial value u(σ ) = (ΨΛ,φ).
Suppose that Λ = Λ(μ) is defined by (1.9). Then for every sufficiently small  > 0 there
exists M1 = M1() > 0 such that∣∣T (t)φQΛ ∣∣M1e(μ−)t ∣∣φQΛ ∣∣, t  0, φ ∈ C, (2.12)∣∣T (t)φPΛ ∣∣M1e(μ−)t ∣∣φPΛ ∣∣, t  0, φ ∈ C, (2.13)
and ∣∣T (t)XPΛ0 ∣∣M1e(μ−)t , t  0. (2.14)
Finally, (2.12) and the above representation of K(t, s)QΛ imply that, for t  σ  σ0, the integral
in (2.9) can be estimated as∣∣∣∣∣
t∫
σ
d
[
K(t, s)QΛ
]
f (s, xs)
∣∣∣∣∣M2
t∫
σ
e(μ−)(t−s)
∣∣f (s, xs)∣∣ds, (2.15)
where M2 = M2() is a suitable positive constant independent of the solution x.
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In this section, we study the asymptotic behavior of those solutions of (1.2) which satisfy con-
clusion (i) of Theorem 1.1. We shall show that if in Theorem 1.1 we impose stronger conditions
on the function γ , then the solutions of (1.2) satisfying (1.5) are asymptotic to the eigensolutions
of the autonomous equation (1.1) corresponding to the set of eigenvalues Λ0(μ) defined by (1.7).
By an eigensolution of (1.1) corresponding to the set Λ0(μ), we mean a finite sum of solutions
of (1.1) of the form p(t)eλt , where p is a Cn-valued polynomial and λ ∈ Λ0(μ). The first theo-
rem is inspired by a recent result on linear functional differential equations of mixed type due to
Mallet-Paret [14, Proposition 7.2].
Theorem 3.1. Suppose at least one eigenvalue of (1.1) has real part μ and let x be a solution
of (1.2) on [σ0 − r,∞) satisfying (1.5). Suppose also that (1.3) holds with a continuous function
γ : [σ0,∞) → [0,∞) which tends to zero exponentially as t → ∞, i.e.,
γ (t) = O(e−at) for some a > 0 as t → ∞. (3.1)
Then there exist  > 0 and a nontrivial eigensolution y of (1.1) corresponding to the set Λ0(μ)
such that
x(t) = y(t) + O(e(μ−)t) as t → ∞. (3.2)
Proof. Let Λ = Λ(μ) be defined by (1.9) and consider the decomposition of C by Λ, C =
P ⊕ Q, where P = PΛ and Q = QΛ. Choose  > 0 so small that
 < a/2 (3.3)
and estimates (2.12)–(2.14) hold. Define z : [σ0,∞) → C by (using the notation zt instead of
z(t))
zt = xt −
t∫
σ0
d
[
K(t, s)Q
]
f (s, xs) +
∞∫
t
T (t − s)XP0 f (s, xs) ds (3.4)
for t  σ0. By virtue of (1.5), we have that |xt | = O(e(μ+)t ) as t → ∞. This, together with (1.3),
(2.14), (2.15), (3.1) and (3.3), implies for t  σ0,
∣∣∣∣∣
t∫
σ0
d
[
K(t, s)Q
]
f (s, xs)
∣∣∣∣∣M2
t∫
σ0
e(μ−)(t−s)γ (s)|xs |ds
M3e(μ−)t
t∫
σ0
e−(μ−)se−ase(μ+)s ds
M3e(μ−)t
∞∫
σ0
e(2−a)s ds
and
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∞∫
t
T (t − s)XP0 f (s, xs) ds
∣∣∣∣∣M1
∞∫
t
e(μ−)(t−s)γ (s)|xs |ds
M4e(μ−)t
∞∫
t
e−(μ−)se−ase(μ+)s ds
M4e(μ−)t
∞∫
σ0
e(2−a)s ds
with suitable positive constants M3 and M4. Hence
xt = zt + O
(
e(μ−)t
)
as t → ∞. (3.5)
It follows from (2.7)–(2.9) that the function z˜ : [σ0 − r,∞) → Cn defined by z˜(t) = zt (0) for
t  σ0 and z˜(σ0 + θ) = zσ0(θ) for −r  θ  0 is a solution of (1.1) with initial value
z˜σ0 = xσ0 +
∞∫
σ0
T (σ0 − s)XP0 f (s, xs) ds
and such that z˜t = zt for t  σ0. Furthermore, by virtue of (3.5), we have that z˜ like x satis-
fies (1.5). From this and the asymptotic expansion of the solutions of the linear autonomous
equation (1.1) (see [3, Chapter I, Theorem 5.4]), it follows that there exists a nontrivial eigenso-
lution y of (1.1) corresponding to the set of eigenvalues Λ0(μ) such that
z˜(t) = y(t) + O(e(μ−)t) as t → ∞ (3.6)
provided  > 0 is sufficiently small. This, together with (3.5), implies (3.2). 
Theorem 3.1 applies to all solutions x of (1.2) with a finite strict Lyapunov exponent μ(x) = μ
provided (1.14) holds with a continuous function γ : [σ0,∞) → [0,∞) satisfying (3.1). In the
linear case (1.15), these hypotheses reduce to∥∥M(t)∥∥= O(e−at) for some a > 0 as t → ∞. (3.7)
If there exists p > 0 such that
f (t,φ) = O(|φ|1+p) uniformly for t  σ0 as |φ| → 0, (3.8)
then Theorem 3.1 applies to all solutions of (1.2) with a finite and negative strict Lyapunov
exponent μ(x) = μ. Indeed, if η > 0 is chosen such that μ + η < 0, then (1.5) and (3.8) imply
that the hypotheses of Theorem 3.1 are satisfied with γ (t) = K|xt |p = O(e−at ) as t → ∞,
where K is a suitable positive constant and a = −(μ + η)p.
The conclusion of the next theorem is not as strong as conclusion (3.2) of Theorem 3.1. On the
other hand, the theorem is true under a substantially weaker hypothesis on the function γ . The
hypothesis is formulated in terms of the ascents of the eigenvalues of (1.1) belonging to the set
Λ0(μ). Recall that the ascent kλ of an eigenvalue λ of (1.1) is defined to be the smallest positive
integer k such that the kernels N ((λI − A)k) and N ((λI − A)k+1) coincide, where A is the
infinitesimal generator of the solution semigroup (T (t))t0 of (1.1). Note that in [8, Chapter 7,
Theorem 4.2] it is shown that the ascent kλ of any eigenvalue λ of (1.1) is equal to the order of λ
as a pole of Δ−1.
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of (1.2) on [σ0 − r,∞) satisfying (1.5). Suppose also that (1.3) holds with a continuous function
γ : [σ0,∞) → [0,∞) such that
∞∫
σ0
t2(m−1)γ (t) dt < ∞, (3.9)
where
m = max{kλ | λ ∈ Λ0(μ)}, (3.10)
kλ being the ascent of λ ∈ Λ0(μ). Then there exists a nontrivial eigensolution y of (1.1) corre-
sponding to the set Λ0(μ) such that
x(t) = y(t) + o(eμt) as t → ∞. (3.11)
In the proof of the above theorem, we need the following lemma.
Lemma 3.3. Under the hypotheses of Theorem 3.2, the solution x of (1.2) is of order
x(t) = O(tm−1eμt) as t → ∞. (3.12)
More precisely, there exists an integer h, 0 hm − 1, such that
0 < lim inf
t→∞ t
−he−μt |xt | lim sup
t→∞
t−he−μt |xt | < ∞. (3.13)
The result is true even if hypothesis (3.9) of Theorem 3.2 is replaced with the weaker condition
∞∫
σ0
tm−1γ (t) dt < ∞. (3.14)
Proof. We shall use the decomposition C = P ⊕ Q from the proof of Theorem 3.1. The sub-
space P can be further decomposed as P = P0 ⊕ P1, where P0 = PΛ0 and P1 = PΛ1 with
Λ0 = Λ0(μ) and Λ1 = Λ1(μ) defined by (1.7) and (1.8), respectively. The set Λ0 consists of
finitely many eigenvalues λ1, . . . , λp of (1.1) such that Reλj = μ for j = 1, . . . , p. The basis
Φ0 = ΦΛ0 for P0 can be written as Φ0 = {Φλ1, . . . ,Φλp }, where Φλj is the basis for the general-
ized eigenspaceMλj (A) corresponding to λj , j = 1, . . . , p. For each j = 1, . . . , p, there exists a
square matrix Bλj such that AΦλj = Φλj Bλj and the only eigenvalue of Bλj is λj . Furthermore,
as shown in [9], the basis Φλj forMλj (A) can be chosen such that Bλj is in Jordan canonical
form and the ascent kλj equals the maximum order of the Jordan blocks of Bλj (see [9, Lemma 6
and Theorem 4]). From this and the representation of eBλj t (see, e.g., [2, Chapter II, Section 3]),
it follows that there exist positive constants Lj such that for each j = 1, . . . , p,∣∣eBλj t ∣∣ Lj (1 + |t |kλj −1)eμt , −∞ < t < ∞. (3.15)
If we let B0 = diag{Bλ1, . . . ,Bλp }, then AΦ0 = Φ0B0 and
T (t)Φ0 = Φ0eB0t , −∞ < t < ∞. (3.16)
Moreover, by virtue of (3.15), we have that∣∣eB0t ∣∣ L0(1 + |t |m−1)eμt , −∞ < t < ∞, (3.17)
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As noted in Section 2, if xP0t = Φ0u(t), t  σ0, then u is a solution of the ordinary differential
equation
u′(t) = B0u(t) + g
(
t, u(t)
)
, (3.18)
where
g
(
t, u(t)
)= Ψ0(0)f (t, xt ) = Ψ0(0)f (t,Φ0u(t) + xP1t + xQt )
and Ψ0 = ΨΛ0 is the basis for the generalized eigenspace of the transposed equation (2.1) such
that (Ψ0,Φ0) = I . According to Theorem 1.2, we have that
|xt | = O
(∣∣xP0t ∣∣)= O(∣∣u(t)∣∣) as t → ∞. (3.19)
This, together with (1.3), implies that∣∣g(t, u(t))∣∣Mγ(t)∣∣u(t)∣∣, t  σ0, (3.20)
for some M > 0. Clearly, |xt | > 0 and hence u(t) 	= 0 for all large t (see (3.19)). By the applica-
tion of [2, Chapter IV, Theorem 5] to the solution u of (3.18), we conclude that
lim
t→∞
log |u(t)|
t
= μ. (3.21)
As noted before, for each j = 1, . . . , p, the maximum order of the Jordan blocks of the ma-
trix Bλj equals kλj . Consequently, the maximum order of the Jordan blocks of B0 is equal to m.
This and relations (3.14), (3.20) and (3.21) show that we can apply [2, Chapter IV, Theorem 7]
to the solution u of Eq. (3.18) and we obtain the existence of a solution v of the autonomous
equation
v′ = B0v (3.22)
such that
u(t) = v(t) + o(∣∣v(t)∣∣). (3.23)
This, together with (3.17) and (3.19), already implies (3.12), but we prove the stronger conclu-
sion (3.13). Since v is a nontrivial solution of (3.22), there exists an integer h, 0  h  m − 1,
such that v is of exact order theμt as t → ∞ in the sense that
0 < lim inf
t→∞ t
−he−μt
∣∣v(t)∣∣ lim sup
t→∞
t−he−μt
∣∣v(t)∣∣< ∞.
By virtue of (3.23), the same is true for u, i.e.,
0 < lim inf
t→∞ t
−he−μt
∣∣u(t)∣∣ lim sup
t→∞
t−he−μt
∣∣u(t)∣∣< ∞. (3.24)
In view of the inequalities
∣∣xP0t ∣∣
[
1 − |x
P1
t |
|xP0t |
− |x
Q
t |
|xP0t |
]
 |xt |
∣∣xP0t ∣∣
[
1 + |x
P1
t |
|xP0t |
+ |x
Q
t |
|xP0t |
]
,
conclusions (1.11) and (1.12) of Theorem 1.2 imply that
|xt |
P0
→ 1 as t → ∞. (3.25)|xt |
M. Pituk / J. Math. Anal. Appl. 322 (2006) 1140–1158 1149We claim that there exist positive constants α1, α2 such that for t  σ0,
α1
∣∣u(t)∣∣ ∣∣xP0t ∣∣ α2∣∣u(t)∣∣. (3.26)
Indeed, if d = dimP0 and Φ˜0 :Cd → P0 is the isomorphism defined by Φ˜0(w) = Φ0w for
w ∈ Cd , then for t  σ0,∣∣xP0t ∣∣= ∣∣Φ˜0(u(t))∣∣ ‖Φ˜‖∣∣u(t)∣∣
and ∣∣u(t)∣∣= ∣∣Φ˜−10 (Φ0u(t))∣∣= ∣∣Φ˜−10 (xP0t )∣∣ ∥∥Φ˜−10 ∥∥∣∣xP0t ∣∣,
where ‖ · ‖ denotes the operator norm. Thus, (3.26) holds with α1 = 1/‖Φ˜−10 ‖ and α2 = ‖Φ˜0‖.
Relations (3.25) and (3.26) imply that if 0 < β1 < α1 and β2 > α2, then for all large t , we have
that
β1
∣∣u(t)∣∣ |xt | β2∣∣u(t)∣∣. (3.27)
This, together with (3.24), implies the desired conclusion (3.13). 
We now give the proof of Theorem 3.2.
Proof of Theorem 3.2. Adopt the notation from the proofs of Theorem 3.1 and Lemma 3.3.
Choose  > 0 so small that the eigenvalues λ of (1.1) with Reλ < μ and Reλ > μ satisfy Reλ <
μ −  and Reλ > μ + , respectively. On the subspaces Q and P1, the solutions of (1.1) satisfy
the growth conditions∣∣T (t)φQ∣∣ L1e(μ−)t ∣∣φQ∣∣, t  0, φ ∈ Q,∣∣T (t)φP1 ∣∣L1e(μ+)t ∣∣φP1 ∣∣, t  0, φ ∈ P1,
and ∣∣T (t)XP10 ∣∣ L1e(μ+)t , t  0, (3.28)
for some L1 = L1() > 0. By virtue of (2.10), (3.16) and (3.17), we have that∣∣T (t)XP00 ∣∣= ∣∣T (t)Φ0Ψ0(0)∣∣L2(1 + |t |m−1)eμt , −∞ < t < ∞, (3.29)
for some L2 > 0. This, combined with (3.28), yields∣∣T (t)XP0 ∣∣= ∣∣T (t)XP0+P10 ∣∣ L3(1 + |t |m−1)eμt , t  0, (3.30)
for some L3 > 0. Without loss of generality, we assume that σ0  1. Let z : [σ0,∞) → C be
defined by (3.4). We know from Lemma 3.3 that |xt | = O(tm−1eμt ) as t → ∞. Consequently,
for t  σ0, the integrals in (3.4) can be estimated as follows:∣∣∣∣∣
t∫
σ0
d
[
K(t, s)Q
]
f (s, xs)
∣∣∣∣∣ L4
t∫
σ0
e(μ−)(t−s)γ (s)sm−1eμs ds L4eμtϕ(t)
and ∣∣∣∣∣
∞∫
t
T (t − s)XP0 f (s, xs) ds
∣∣∣∣∣ L5
∞∫
t
(
1 + (s − t)m−1)eμ(t−s)γ (s)sm−1eμs ds
 2L5eμtψ(t),
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ϕ(t) =
t∫
σ0
e−(t−s)γ (s)s2(m−1) ds and ψ(t) =
∞∫
t
γ (s)s2(m−1) ds.
Clearly, ψ(t) → 0 as t → ∞. Also, according to [16, Lemma 3(iii)] (p = 1), (3.9) implies that
ϕ(t) → 0 as t → ∞. This, combined with the last two estimates, implies
xt = zt + o
(
eμt
)
as t → ∞. (3.31)
As shown in the proof of Theorem 3.1, z yields a solution z˜ of (1.1) on [σ0 − r,∞) such that
z˜t = zt for t  σ0. Moreover, conclusion (3.12) of Lemma 3.3 and (3.31) imply that z˜ is of order
z˜(t) = O(tm−1eμt ) as t → ∞. From this and the asymptotic expansion of the solutions of the
autonomous equation (1.1) (see [3, Chapter I, Theorem 5.4]), it follows that there exist  > 0
and an eigensolution y of (1.1) corresponding to Λ0(μ) such that (3.6) holds. The asymptotic
relation (3.11) now follows from (3.6) and (3.31). It remains to show that y is a nontrivial solution
of (1.1). If y were identically zero, then (3.11) would imply that x(t) = o(eμt ) as t → ∞ which
contradicts the first inequality in conclusion (3.13) of Lemma 3.3. 
Theorem 3.2 applies to all solutions x of (1.2) with a finite strict Lyapunov exponent μ(x) = μ
provided (1.14) holds with a continuous function γ : [σ0,∞) → [0,∞) satisfying (3.9) with m
as in (3.10). In the linear case (1.15) the above hypotheses reduce to
∞∫
σ0
t2(m−1)
∥∥M(t)∥∥dt < ∞.
If there exists α > 0 such that
f (t,φ) = O(|φ|∣∣log |φ|∣∣1−2m−α) uniformly for t  σ0 as |φ| → 0, (3.32)
where m is given by (3.10), then Theorem 3.2 applies to all solutions of (1.2) with a finite and
negative strict Lyapunov exponent μ(x) = μ. Indeed, if μ < 0, then (1.5) and (3.32) imply
that hypotheses (1.3) and (3.9) of Theorem 3.2 are satisfied with γ (t) = K| log |xt ||1−2m−α =
O(t1−2m−α) as t → ∞, where K is a suitable positive constant.
Remark. The eigensolutions of (1.1) corresponding to the set Λ0(μ) can be given explicitly in
terms of the Jordan chains corresponding to the eigenvalues λ ∈ Λ0(μ) (see [8, Section 7.4], [3,
Chapter IV] or [9]). Therefore Theorems 3.1 and 3.2 and their corollaries yield asymptotic ex-
pansions of the solutions of (1.2) with finite Lyapunov exponents. Besides the already mentioned
paper by Mallet-Paret [14], asymptotic expansions of this type were obtained for some classes of
solutions of certain scalar differential delay equations by Mallet-Paret [13, Theorem 7.4], Cao [1,
Theorem 3.2] and Krisztin and Arino [10, Proposition 6.1].
4. Oscillation
Consider the scalar asymptotically autonomous linear equation with discrete delays
x′(t) =
N∑(
pj + qj (t)
)
x(t − rj ), (4.1)j=1
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qj (t) → 0 as t → ∞, 1 j N, (4.2)
and
0 r1 < r2 < · · · < rN. (4.3)
A well-known result in the oscillation theory says that the existence of a nonoscillatory solution
of the limiting equation
x′(t) =
N∑
j=1
pjx(t − rj ) (4.4)
implies the existence of a real root of the characteristic equation
Δ(λ) = 0, Δ(λ) = λ −
N∑
j=1
pje
−λrj (4.5)
(see, e.g., [6, Theorem 2.1.1]). Recall that a solution x is nonoscillatory if either x(t) > 0 for all
large t or x(t) < 0 for all large t . Otherwise, the solution x is called oscillatory. In this section,
we show that under a mild additional assumption (see condition (4.6) below) the same result is
true for the asymptotically autonomous equation (4.1). In fact, we establish a more precise result
in the following theorem.
Theorem 4.1. In addition to hypotheses (4.2) and (4.3), suppose that
pN 	= 0. (4.6)
Let x be a nonoscillatory solution of (4.1) on [σ0 − rN ,∞) of order
x(t) = O(eat) for some a ∈ R as t → ∞. (4.7)
Then there exists ν ∈ (−∞, a] such that Δ(ν) = 0.
The proof of Theorem 4.1 will be based on Theorems 1.1 and 1.2. We shall also need the
following proposition which precludes the existence of small solutions in the class of eventually
positive solutions of a nonautonomous linear equation.
Proposition 4.2. Consider the equation
x′(t) =
N∑
j=1
aj (t)x(t − rj ), (4.8)
where the coefficients aj : [σ1,∞) → R, 1 j N , are continuous functions and the delays rj ,
1  j  N , satisfy condition (4.3). Suppose that there exist positive constants βj , 1  j  N ,
and α such that∣∣aj (t)∣∣ βj , t  σ1, 1 j N, (4.9)
and ∣∣aN(t)∣∣ α, t  σ1 + rN . (4.10)
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lim
t→∞ e
btx(t) = 0 (4.11)
cannot hold for all b ∈ R unless x(t) = 0 identically for t  σ1.
Remark. In [15, Proposition 4.5], Mallet-Paret proved a similar conclusion for Eq. (4.8) in the
more general case when the quantities rj in (4.8) are arbitrary real numbers. Note however that
the hypotheses of [15, Proposition 4.5] on the coefficients aj are stronger than those of Proposi-
tion 4.2.
Proof. Without loss of generality, we may assume that σ1 = 0. Suppose by the way of contra-
diction that (4.11) holds for all b ∈ R and
x(τ) > 0 for some τ > 0. (4.12)
Then the Laplace transform of x,
x˜(s) =
∞∫
0
e−st x(t) dt,
exists and is positive for all s ∈ R. Taking the Laplace transform of (4.8), it follows in a standard
manner for s ∈ R,
sx˜(s) − x(0) =
N∑
j=1
0∫
−rj
e−s(t+rj )aj (t + rj )x(t) dt +
N∑
j=1
∞∫
0
e−s(t+rj )aj (t + rj )x(t) dt.
Hence
N∑
j=1
∞∫
0
e−s(t+rj )aj (t + rj )x(t) dt − sx˜(s) = f (s), (4.13)
where
f (s) = −x(0) −
N∑
j=1
0∫
−rj
e−s(t+rj )aj (t + rj )x(t) dt.
For s ∈ R, we have that∣∣∣∣∣
N∑
j=1
∞∫
0
e−s(t+rj )aj (t + rj )x(t) dt − sx˜(s)
∣∣∣∣∣

∣∣∣∣∣
∞∫
0
e−s(t+rN )aN(t + rN)x(t) dt
∣∣∣∣∣
−
∣∣∣∣∣
N−1∑
j=1
∞∫
e−s(t+rj )aj (t + rj )x(t) dt
∣∣∣∣∣− ∣∣sx˜(s)∣∣.
0
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N∑
j=1
∞∫
0
e−s(t+rj )aj (t + rj )x(t) dt − sx˜(s)
∣∣∣∣∣ g(s)x˜(s), (4.14)
where
g(s) = αe−srN −
N−1∑
j=1
βj e
−srj − |s|.
From this and (4.13), we obtain for s ∈ R,
g(s)x˜(s)
∣∣f (s)∣∣ x(0) + N∑
j=1
βj e
−srj
0∫
−rj
e−st
∣∣x(t)∣∣dt,
the last inequality being a consequence of (4.9). Consequently, for s < 0, we have that
g(s)x˜(s) h(s), (4.15)
where
h(s) = x(0) +
N∑
j=1
βj e
−srj
0∫
−rj
∣∣x(t)∣∣dt.
By virtue of (4.3), g(s)esrN → α > 0 as s → −∞. Consequently, there exists s0 < 0 such that
g(s) > 0 for s  s0. From this and (4.15), we obtain
0 < x˜(s) h(s)
g(s)
, s  s0.
An easy calculation shows that
lim
s→−∞
h(s)
g(s)
= βN
α
0∫
−rN
∣∣x(t)∣∣dt.
Consequently, x˜(s) is bounded for s → −∞. On the other hand, the nonnegativity of x on [0,∞)
and (4.12) imply for s < 0,
x˜(s)
∞∫
τ
e−st x(t) dt  e−sτ
∞∫
τ
x(t) dt → ∞ as s → −∞,
a contradiction. 
We now give the proof of Theorem 4.1.
Proof of Theorem 4.1. Without loss of generality, we may assume that x(t) > 0 for all large t .
(Otherwise, we consider the solution −x of (4.1).) Choose α ∈ (0, |pN |). Find then σ1  σ0 so
large that |pN + qN(t)| α and x(t) > 0 for t  σ1 − rN . In view of (4.2) and (4.6) such a σ1
certainly exists. By the application of Proposition 4.2 to the solution x of (4.1) on the interval
[σ1 − rN ,∞), we conclude that x cannot be a small solution.
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Lφ =
N∑
j=1
pjφ(−rj ) and f (t,φ) =
N∑
j=1
qj (t)φ(−rj )
for t  σ0, φ ∈ C. By virtue of (4.2), hypotheses (1.3) and (1.4) of Theorem 1.1 are satisfied with
γ (t) =
N∑
j=1
∣∣qj (t)∣∣, t  σ0.
Thus, Theorem 1.1 applies to the solution x and we conclude that the strict Lyapunov exponent
μ(x) = μ exists and is equal to the real part of one of the roots of (4.5). Moreover, by virtue
of (4.7), we have that μ a.
For any integer k  σ1/r , choose tk ∈ [kr, (k + 1)r] such that x(tk) = |x(k+1)r | and, using
Mallet-Paret’s idea [15], define
yk(t) = x(tk + t)
x(tk)
, t −r.
For −r  t  0 and k  σ1/r , we have that x(tk + t) |xkr | + |x(k+1)r | and hence
0 < yk(t)
|xkr | + |x(k+1)r |
|x(k+1)r | = 1 +
|xkr |
|x(k+1)r | . (4.16)
By conclusion (1.13) of Theorem 1.2, there exists δ > 0 such that
|x(k+1)r |
|xkr |  δ, k  σ1/r. (4.17)
The last two inequalities yield
0 < yk(t) 1 + δ−1, −r  t  0, k  σ1/r. (4.18)
Let Λ0 = Λ0(μ) be the spectral set defined by (1.7). If P0 = PΛ0 is the generalized eigenspace
associated with Λ0 and Φ0 is the basis for P0, then the projection of the solution xt onto P0 has
the form xP0t = Φ0u(t), t  σ0. As noted in Section 2, there exists a square matrix B0 whose
spectrum coincides with Λ0 such that u is a solution of the ordinary differential equation
u′(t) = B0u(t) + h(t), t  σ0, (4.19)
where
h(t) = Ψ0(0)
N∑
j=1
qj (t)x(t − rj )
and Ψ0 is an appropriate basis for the generalized eigenspace of the associated transposed equa-
tion. In the proof of Lemma 3.3, we have shown that Theorem 1.2 implies the existence of
positive constants β1, β2 such that (3.27) holds for all large t . By virtue of (3.27), there exist
σ2  σ1 and K1 > 0 such that∣∣h(t)∣∣K1γ (t)∣∣u(t)∣∣, t  σ2. (4.20)
Since the real parts of the eigenvalues of B0 are equal to μ, for every  > 0 there exists K2 =
K2() such that∣∣eB0t ∣∣K2e(μ+)t , t  0. (4.21)
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K1K2γ (t) < , t  σ3. (4.22)
By the variation-of-constants formula, we have for τ  σ  σ3,
u(τ) = eB0(τ−σ)u(σ ) +
τ∫
σ
eB0(τ−s)h(s) ds.
From this, using (4.20) and (4.21), we obtain for τ  σ  σ3,
∣∣u(τ)∣∣K2e(μ+)(τ−σ)∣∣u(σ )∣∣+ K1K2
τ∫
σ
e(μ+)(τ−s)γ (s)
∣∣u(s)∣∣ds
and hence (by (4.22))
∣∣u(τ)∣∣e−(μ+)τ K2e−(μ+)σ ∣∣u(σ )∣∣+ 
τ∫
σ
e−(μ+)s
∣∣u(s)∣∣ds.
By Gronwall’s inequality, this implies∣∣u(τ)∣∣ ∣∣u(σ )∣∣K2e(μ+2)(τ−σ), τ  σ  σ3.
This, together with (3.27), implies the existence of σ4  σ3 such that
|xτ | |xσ |K3e(μ+2)(τ−σ), τ  σ  σ4,
where K3 = β−11 β2K2. Taking τ = tk + t and σ = tk in the last inequality, we find for t  0 and
all large k,
x(tk + t) |xtk+t | |xtk |K3e(μ+2)t . (4.23)
By virtue of (4.17), we have for k  σ1/r ,
|xtk | |xkr | + |x(k+1)r | = |x(k+1)r |
[
1 + |xkr ||x(k+1)r |
]
 |x(k+1)r |
(
1 + δ−1)= x(tk)(1 + δ−1).
Using the last inequality in (4.23), we obtain for t  0 and all large k,
x(tk + t) x(tk)
(
1 + δ−1)K3e(μ+2)t .
Hence for all large k, we have that
0 < yk(t)
(
1 + δ−1)K3e(μ+2)t , t  0. (4.24)
From (4.1) and the definition of yk , it follows that
y′k(t) =
N∑
j=1
(
pj + qj (tk + t)
)
yk(t − rj ), t  0. (4.25)
Consequently, (4.2), (4.18) and (4.24) imply that the functions yk and their derivatives are uni-
formly bounded on any compact subset of [0,∞). By the application of the Arzèla–Ascoli
theorem and the Cantor diagonalization process, we conclude that an appropriate subsequence
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continuous limit function y : [0,∞) → [0,∞). Integrating (4.25) from r to t , we obtain
yk(t) = yk(r) +
N∑
j=1
t∫
r
(
pj + qj (tk + s)
)
yk(s − rj ) ds, t  r.
Letting k → ∞ and using (4.2), we find that
y(t) = y(r) +
N∑
j=1
t∫
r
pj y(s − rj ) ds, t  r.
Hence y is a solution of the limiting equation (4.4) on [0,∞).
Using hypotheses (4.3) and (4.6) again, we conclude that the exponential type E(Δ) of
the characteristic function Δ (see [8, Chapter 3, Section 3.3] or [3, Chapter V, Section V.2]
for the definition) equals rN = r . According to [8, Chapter 7, Corollary 8.1] (see also [3,
Chapter V, Theorem 4.3]), this implies that Eq. (4.4) has no nontrivial small solutions. Since
y(0) = limk→∞ yk(0) = 1, y cannot be a small solution. Therefore, the strict Lyapunov exponent
μ(y) is equal to the real part ν of one the roots of (4.5) (see Theorem 1.1). The asymptotic ex-
pansion of the solutions of (4.4) (see [3, Chapter I, Theorem 5.4] or Theorem 3.1) implies that
there exist η > 0 and a nontrivial eigensolution z of (4.4) corresponding to the set
Λ0(ν) =
{
λ | Δ(λ) = 0, Reλ = ν}
such that
y(t) = z(t) + O(e(ν−η)t) as t → ∞. (4.26)
Letting k → ∞ in (4.24), we find that
0 y(t) (1 + δ−1)K3e(μ+2)t , t  0. (4.27)
Hence ν = μ(y)  μ + 2. Since  > 0 was arbitrary, we have that ν  μ  a. It remains to
show that Δ(ν) = 0. Suppose by the way of contradiction that Δ(ν) 	= 0. Then Imλ 	= 0 for all
λ ∈ Λ0(ν). According to [15, Lemma 3.4], this and (4.26) imply that there exist arbitrarily large t
for which y(t) < 0, contradicting the nonnegativity of y (see (4.27)). Thus, Δ(ν) = 0. 
Taking into account that under the hypotheses of Theorem 4.1 the solutions of (4.1) are expo-
nentially bounded (see [17, Lemma 3.2]), we have the following corollary of Theorem 4.1.
Corollary 4.3. Suppose that (4.2), (4.3) and (4.6) hold. If the characteristic equation (4.5) has
no real roots, then all solutions of (4.1) are oscillatory.
Remark. Under additional sign conditions on the coefficients of (4.1), the conclusion of the
corollary was obtained by Kulenovic et al. [11] (see also [5, Theorem 1.5.1] or [6, Theo-
rem 2.4.1]).
Remark. In contrast to the autonomous case (4.4), the converse of Corollary 4.3 in general is
not true. Under the hypotheses of the corollary, it may happen that all solutions of (4.1) are
oscillatory and the characteristic equation (4.5) of the limiting equation (4.4) has a real root (see
the example in [12, p. 320] or [4, Remark 3]).
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in a neighbourhood of the zero equilibrium of a nonlinear differential delay equation.
Corollary 4.4. Consider the equation
x′(t) = f (x(t − r1), x(t − r2), . . . , x(t − rN)), (4.28)
where f :RN → R is a continuously differentiable function with f (0,0, . . . ,0) = 0 and the de-
lays rj , 1 j N , satisfy (4.3). Suppose that
DNf (0,0, . . . ,0) 	= 0 (4.29)
and the equation
λ =
N∑
j=1
Djf (0,0, . . . ,0)e−λrj (4.30)
has no root in (−∞,0], where Djf denotes the partial derivative of f with respect to its j th
variable, 1 j N . Then all solutions of (4.28) which tend to zero as t → ∞ are oscillatory.
Proof. Suppose by the way of contradiction that the hypotheses of the corollary hold and
Eq. (4.28) has a nonoscillatory solution x on some interval [σ0 − rN ,∞) such that
x(t) → 0 as t → ∞. (4.31)
For t  σ0, we have that
f
(
x(t − r1), . . . , x(t − rN)
)
= f (x(t − r1), . . . , x(t − rN))− f (0, . . . ,0)
=
1∫
0
df (sx(t − r1), . . . , sx(t − rN))
ds
ds
=
N∑
j=1
( 1∫
0
Djf
(
sx(t − r1), . . . , sx(t − rN)
)
ds
)
x(t − rj ).
Consequently, x is a solution of Eq. (4.1) with pj = Djf (0, . . . ,0) and
qj (t) =
1∫
0
Djf
(
sx(t − r1), . . . , sx(t − rN)
)
ds − Djf (0, . . . ,0)
for t  σ0 and 1  j  N . Conditions (4.29) and (4.31) imply that hypotheses (4.2) and (4.6)
of Theorem 4.1 are satisfied. Furthermore, x is of order (4.7) with a = 0. By the application
of Theorem 4.1, we conclude that the associated characteristic equation (4.30) has a root in the
interval (−∞,0], a contradiction. 
Remark. Under the additional hypotheses that f is twice differentiable and zero is a hyperbolic
equilibrium of (4.28), a similar result have recently been obtained by Gyo˝ri and Trofimchuk
(see [7, Theorem 4.1]).
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