The totally asymmetric exclusion process (TASEP) with periodic boundaries is considered as traffic flow model. The large-L approximation of the stationary state is used for the derivation of the time-headway distribution (an important microscopic characteristics of traffic flow) for the model with generalized update (genTASEP) in both, forward-and backward-sequential representation. The usually used updates, fully-parallel and regular forward-and backward-sequential, are analysed as special cases of the genTASEP.
Introduction
Despite its simplicity, the TASEP exhibits some essential aspects of collective motion, and therefore can be considered as one of the simplest models of traffic flow [1, 2] . Dynamics of the model is however highly influenced by the used updating procedure.
More complicated updates are investigated in order to capture some features of pedestrian dynamics or traffic flow [3, 4, 5, 6, 7] . The influence of the updates on model dynamics is a motivation for detailed investigation of microscopic traffic-flow characteristics as the time-headway distribution and its dependence on considered updates. The time-headway distribution is a generic characteristics influenced mainly by the density of vehicles or • The time-headway modus is always less than the median, which is less then the mean. With increasing flow, these statistics converge towards each other.
• With increasing flow, the mean value and the variance of the time-headway is decreasing.
• The modus of the distribution corresponding to densities higher then maximalflow density is shifted towards higher values in comparison with the distribution corresponding to lower density and similar flow.
• The variance of the scaled-headway distribution is decreasing with respect to ̺ (similarly as in the case of distance-headways [24] and multiheadways [27] ).
TASEP and Considered Updates
Let L = {0, 1, . . . , L − 1} be a linear lattice consisting of L equivalent sites. The periodicity of the lattice is expressed in the sense that for each x, y ∈ L it holds x + y := (x + y mod L). There are N indistinguishable particles moving along the lattice L by hopping from one site to the neighbouring site. Particles follow the exclusion rule, i.e, every site can be occupied by at most one particle. In the following we understand by the density ̺ the average occupation of a site given by ̺ = N/L. As the density ̺ ∈ [0, 1] will often be used as the system parameter, it is implicitly supposed that the number of particles is given by N = ⌊̺L⌋. 3
In TASEP a particle sitting in the site x hops to the neighbouring site x + 1 with probability p ∈ (0, 1], if the target site is empty. Those hops are driven by updates listed below. In this article we consider fully-parallel, forward-sequential, and backwardsequential update according to the nomenclature in [3] as special cases of the generalized update [7] .
Fully-parallel update: All sites are updated simultaneously during one algorithm step. If convenient, this update will be indicated by the parallel sign . In the case of fullyparallel update the jump of a particle can be considered as an exchange of the particle and the neighbouring empty site (hole). Therefore, the motion of particles in the system with density ̺ corresponds to the motion of holes with density σ = 1 − ̺ in opposite direction. This is referred to as the particle-hole symmetry. Similarly evinces the particle-hole symmetry the random-sequential and continuous-time update.
Ordered-sequential update:
The sites are updated sequentially according to given order, i.e., we consider site-oriented definition of the updates. We focus on the backward and forward update, i.e., sites are updated in the decreasing or increasing order respectively. If convenient, these updates will be indicated by the left (←) or right (→) arrows sign respectively. The backward-sequential update can (and should) be understand in the way that exactly k particles from a block of n particles will move by one site forward with probabilities
Analogically, in the forward-sequential case a particle having exactly n empty sites in front of it hops k sites forward with probability p(k|n) defined by (1).
Generalized update:
This update has been introduced in [7] and further investigated in [28] . Originally, the sites are updated in backward order. The first particle in a block hops to the neighbouring site with probability p as usual, but further particles in the block hop with a modified probability pγ, where γ ∈ [0, 1/p] is a parameter influencing the repulsion (γ < 1) or attraction (γ > 1) of particles. Here we note that in the original article, the parameter of the generalized order is
This update can again be understood in the way that exactly k particles from a block of n particles will move by one site forward with probabilities
Similarly, we can define a forward variant of such update enabling a particle to hop k sites forward with probability (2).
It is worth noting that the forward-and backward-sequential updates evinces a dualism in motion of particles and holes, i.e., the motion of particles with density ̺ in forward update corresponds to the backward-update-driven motion of holes with density 1 − ̺ in opposite direction and vice versa. From the dynamics it is obvious that the fully parallel update is a special case of the generalized update with γ = 0. Similarly, the backward-sequential update is a generalized update with γ = 1. From these reasons it is sufficient to consider only the generalized update.
For readability reasons we use the notation q = 1 − p and σ = 1 − ̺.
Stationary State
The TASEP driven by above mentioned updates can be considered as Markov process (for more detail about Markov processes see e.g. [29] ) with finite state space
Every state τ ∈ X is a vector τ = (τ 0 , . . . , τ L−1 ), where τ x = 0 if the site is empty and τ x = 1 if the site is occupied. Let the process τ (t), t ∈ T be defined on the canonical trajectory probability space (
discrete-time set , B denotes the Borel sigma field, and Pr is the canonical probability measure. Let us denote by
the transition rates from state τ to state τ ′ . The particle preserving dynamics and the periodic lattice imply that the number of particles N is constant for each trajectory, therefore the state space X L decomposes into N + 1 irreducible subspaces
On each subspace X L,N we define the stationary measure P L,N as the solution of the equation set
Let us further define the cluster probability measure P
where x is an arbitrary site from L, and P L,N is the stationary measure on X L,N . Note that the cluster probability is well defined since the periodic lattice consists of equivalent sites and therefore the measure P L,N is translation invariant. Furthermore, in relation
As common we will use the large L approximation of the stationary measure. By the large L approximation we understand the approximation of cluster probabilities by their limits
for all n ∈ N, if the limits exist. The large L approximation measures P n ̺ can be considered as measures of the process defined on the infinite line. For details concerning the convergence of the large L approximation to the infinite line measure see book [30] , article [31] and references therein.
In further text we will use following notation for the conditional probabilities:
In this notation we can express the probability that there are exactly d empty cells between two consecutive particles as
The distribution ℘(·; ̺) is referred to as the distance-headway distribution. Let us in the following consider the lattice to be sufficiently large and let us use the large L approximations P ̺ for ̺ ∈ (0, 1). In such case it holds
To obtain the stationary measure P ̺ , it is convenient to map the generalized TASEP on the mass transport process [19, 20] , for which the stationary distribution is known. The derivation can be found in the Appendix A. For the backward sequential update then follows that
where
is one of the roots of the quadratic equation
For the flow J then holds
Time-Headway Distribution for Parallel Updates
This section extends the derivation of the time-headway distribution for fully-parallel update [8, 9] by the derivation of the time-headway distribution for generalized update.
In the following we will use the duality of forward and backward update procedure. For technical reasons, the derivation is performed for the forward variant of the update. The transformation to the backward variant is straightforward by switching the symbols ̺ and σ.
Let us denote by k α in (x) the time (in steps of the algorithm) at which the particle α enters the site x and by k α out (x) the time at which the particle α hops out of the site x. Let site x = 0 be the reference site for time-headway measurement. Let us further consider two consecutive particles, which will be referred to as the leading particle (abbr. LP) and the following particle (abbr. FP). The aim of following calculations is to derive the distribution of the time interval ∆k = k 
where ω = ω(̺, p, γ) = 1 − pγ(1 − z/σ) and
The time-headway distribution for backward variant of the genTASEP is then
Putting γ = 0 we obtain the known formula for parallel update
where y = y(̺, p) = z(̺, p, 0).
Similarly we can obtain the distribution for forward-sequential update with γ = 1 resulting to
The convergence of the time-headway distribution corresponding to finite lattice size L << ∞ to the large L approximation (20) is demonstrated in Figure 2 . The histogram estimationf sim → of the probability density function f → based on the computer simulation of the model with finite lattice size L is displayed. We can observe that the formula (20) fits sufficiently the simulation data for L = 50.
Let us for completeness present the time-headway distribution f ct (t; ̺) for continuous time dynamics, which can be obtained from the fully-parallel update distribution by the limit p → 0 + with the appropriate time scaling t = pk. The distribution function is which leads to probability density function
Mutual relations and correspondence
A typical characteristics of the fully-parallel update is the particle-hole symmetry mentioned above. In processes with particle-hole symmetry the holes behave exactly like particles in system with complementary density σ = 1 − ̺. This projects to the stationary distribution in the way that ∀n ∈ N and ∀(s 1 , . . . , s n ) ∈ {0, 1} n it holds
Furthermore, the symmetry in the hopping probabilities implies that the flow and timeheadway distribution are symmetrical with respect to ̺ as well, i.e.,
There is a dualism between forward and backward dynamics (both regular and generalized) similar to the particle-hole symmetry. The motion of holes in forward update corresponds to the motion of particles in the backward update and vice versa. Therefore it holds
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The particle-hole symmetry for fully-parallel update can be illustrated by the fact that
In this section we discuss under which conditions there can be found similar relation to (23) for γ = 0, namely for which γ it holds that ∀̺ 1 , ̺ 2 (0 < ̺ 1 < ̺ max < ̺ 2 < 1)
Here we note that the opposite implication is always fulfilled since
where E f stands for the expectation value with respect to distribution f . The property (27) means that the time-headway distribution is fully determined by the flow regardless to the density.
The flow J defined by the equation (15) is a continuous function with respect to density ̺ with one maximum J max at ̺ max and with J(0) = 0 = J(1). Therefore Figure 3 shows eight sub-plots of the probability density f ← (·; ̺, p, γ) for different values of γ. Each sub-plot contains the probability density for ̺ = ̺ max and ̺ 1 , ̺ 2 corresponding to the flow J max /2. From these graphs we may conclude that the implication (27) holds only for the fully parallel update γ = 0 and regular backward-(or forward-) sequential update γ = 1.
Nevertheless, the difference of the distributions for repulsive dynamics, i.e., γ ∈ (0, 1), is very small. For the attractive dynamics with γ > 1, the time-headway distribution is not even closely determined by the flow J, which is an interesting property in comparison to the real traffic data.
Let us now focus on the cases, for which the implication (27) holds. In the case of fully-parallel update γ = 0 the implication holds due to the particle hole symmetry.
To prove the case of regular froward-or backward-sequential update we show a relation between the fully-parallel and ordered-sequential updates. We claim that for p ∈ (0 , 1) there is a one-to-one mapping b : (0, 1) → (0, 1) such that for each k = {1, 2, . . . } it holds
The first equality is fulfilled due to the dualism between forward and backward update.
To prove the second equality it is sufficient to compare the formulas (19) and (20) . Then we obtain that
Then for each
can be then found as b(1 − ̺ ). All together we get
This proves that in case of the sequential update the time-headway distribution is determined by the flow regardless to the density.
Furthermore, the relation (29) implies that the regular backward-and forward-sequential update changes the behaviour of the fully parallel TASEP only by the scaling of the density via the bijection b : ̺ → → ̺ . Due to (29) it is possible to relate the exact value of the flow J for these updates with corresponding densities, since
and therefore
This is analogical result as in [32, Section 5] for open boundaries.
Conclusions
This paper provides analytical derivation of the time-headway distribution for TASEP with generalized update (genTASEP) in both, backward-and forward-sequential representation. We provide formulas (16) and (18) for the probability density function f (k; ̺, p, γ) for p ∈ (0, 1), ̺ ∈ (0, 1), and γ ∈ [0, 1/p). The limiting cases, i.e., p = 1 and γ = 1/p can be obtained using the appropriate limit.
Comparing the results for the fully-parallel (γ = 0) and regular ordered-sequential update (γ = 1), we have found out that there is a density-scaling bijection b : ̺ → → ̺ , which relates the fully-parallel and regular ordered-sequential update via the relation (29) . The reason for this correspondence lies in the fact that the hopping probability in sequential update does not depend on the position of the particle in the block, therefore the dynamics is the same even if we look at the state in the middle of the update.
A consequence of this correspondence is the fact that in the cases γ ∈ {0, 1} the timeheadway distribution is determined by the flow regardless, whether the system density is above or below the maximal flow density ̺ max .
This determination breaks down for other values of the parameter γ / ∈ {0, 1}. Never-theless, the Figure 4 demonstrates that for repulsive values of γ ∈ (0, 1), the difference between the corresponding distributions is very low. Such a difference significantly increases with the attractive values of γ ∈ (1, 1/p). We can observe qualitatively similar behaviour to the traffic sample for the generalized backward-sequential update, originally introduced in [7] . For the steady state derivation we use the result of [19] by mapping the TASEP with generalized update to appropriate mass transport process (abbr. MTP). Consider a mass transport process ofÑ particles on a lattice ofL sites with periodic boundaries and parallel dynamics. In every time step from each site j containing n j particles hops k j ≤ n j particles to the neighbouring site with probability ϕ(k j |n j ). The stationary distribution Φ(n) of such process can be written in a factorized form
if and only if the cross ratio
for 0 ≤ k ≤ n with ϕ(0|0) = 1 does not depend on k, i.e., R(n) := R(k, n). The one-site factors φ(n) are then in the form
Let us assume for simplicity that the one site factors φ(n) fulfil ∞ n=0 φ(n) = 1 and
This means that φ(n) are one site marginals of the product measure in the largeL approximation.
The TASEP with generalized update can be mapped to the MTP with chipping function
for n ≥ 1 and ϕ(0|0) = 1. Hence the factors φ(n) are
Using (A.4) and little computational effort we obtain
The mass transport process can be transformed to a process following the exclusion rule, if we associate the piles of the MTP with the clusters of particles, i.e., the pile of n particles corresponds to a cluster of n particles followed by an empty site as suggested e.g. in [33] . Then we haveL = L − N ,Ñ = N and
The stationary measure P ̺ is then related to the one-site factors via
To express any probability P n ̺ in the terms of φ(n) it is sufficient to use repeatedly the Kolmogorov consitency conditions (mentioned e.g. in [17, 18] )
Hence we get the distance-headway distribution
Another needed quantity is the Minimal-gap-length probability
which is calculated as
possible sequences is then
where we use the convention
Using preceding lemma we obtain
For the calculation of f (k | τ 1 = 1) it is convenient to decompose the time interval ∆k as ∆k = k stands for the probability that a particle hops to the neighbouring site within next step.
Let us denote B 2 = (1 − pψ). The probability v(k 1 ) that the site 1 will be emptied by where
Here we notice that from the equation (14) it follows
Then obtaining the result (16) is a question of technical computation.
