Abstract-Optical wireless networks often require more than one transmitter to maintain consistent connection with a single receiver. Accordingly, an efficient control mechanism is required to address challenges associated with multiple access to the receiver. This paper proposes a receiver access control (RAC) mechanism for optical wireless mesh networks that focuses on the optimization of classical RTS/CTS technique and is applicable for indoor communications, as well. The novel algorithm was established for terminals and is optimized to enhance throughput of high speed optical links with a small number of terminals. It is based on a multi-slot channel reservation (MSCR) concept, and founded on terminal buffering in, which delays collided terminals for a limited period of time. The protocol performance is analytically characterized. Analytical simulation is shown to exhibit channel throughput.
user randomly picks a timeslot regardless whether or not it is used by other users. Infrared Link Access Protocol (IrLAP) has previously been used for short-range (<1m) communications designed on the basis of sense strategy.
Carrier sense-based techniques, e.g., CSMA and IrLAP, are not efficient for FSO applications, having a considerable number of hidden terminals. When using a slotted-ALOHA based protocol, a significant amount of the medium is wasted. Even newer optimization techniques for slotted ALOHA [6, 7] have been unable to completely resolve the aforementioned problems. Available non-sense based protocols, e.g., conventional RTS/CTS, however, contribute to poor throughput performance. Using acknowledgment and handshaking, RTS/CTS provides a solution to overcome the hidden terminal problem.
In this paper the authors propose a modified RTS/CTS mechanism as the receiver access control (RAC) protocol for FSO systems toward the goal of throughput enhancement. The protocol objective is efficient exploitation of multiple access to the receiver, i.e., photodetector, in a multi-transmitting FSO mesh network. Although the functionality of the protocol is equivalent to that of MAC, accessibility challenges to receiver are the focus. Hence, the concept is referred to as RAC.
Based on the proposed protocol, data of any type is comprised of several slots-the number of which are dynamically set, as explained below. Empty slots will be shared among existing users, i.e., all timeslots of a given transmission frame are equally shared among contending users, referring to MSCR approach. Using this algorithm, the channel will be assigned to a user, even if only one active user is present in the network. Under the observation range of our simulation, the maximum system throughput is approximately 95%, sans overhead and RTS messages. The proposed algorithm provides significant throughput enhancement, particularly when the number of terminals is small-a highly probable phenomenon in FSO networks. We employ a Markovian chain model to characterize performance. To the best of the authors' knowledge, this paper is the first of its kind to address data link layer issues for FSO mesh networks.
The remainder of this paper is organized as follows. In Section II the system model is presented. Section III describes the proposed RTS/CTS algorithm for RAC protocol. A Markovian system model is demonstrated in Section IV, and the analytical model of throughput evaluation is presented in Section V. Brief simulation results are presented in Section VI. Section VII concludes the paper.
II. SYSTEM MODEL AND PROBLEM STATEMENT An FSO-based wireless network diagram is shown in Fig. 1 (or at least one with the capability of partial wide-area reception) employing a direct detection (DD) mechanism. Terminals are user data transmitters aligned and located at different distances and locations relative to AP. The channel is assumed to be an error-free communication medium. Hence, there is no packet loss due to bit error, although the channel is susceptible to collision. In Fig. 1 terminals A, B, and C are in active mode, i.e. with data to transmit, while D is temporarily in a silent status. In such a wireless network, a receiver access protocol is needed to judiciously assign channel resources to all nodes while minimizing channel waste.
Signal coverage of optical wireless nodes has been a major challenge toward the realization of optical wireless links. As demonstrated in Fig. 1 , node coverage is significantly limited due to directional antennas, i.e., FSO transmitters/receivers. As mentioned earlier, CSMA does not work well in such environments since many terminals are hidden from each other. ALOHA-based and RTS/CTS protocols are potential solutions to hidden terminal problem; however, ALOHA-based mechanisms-even those indicative of newer optimization techniques, e.g. [6, 7, 9] , cannot prevent packet collision. These provide poor throughput for networks with a small number of terminals, which is a significant deficiency in FSO applications, particularly mesh networks, where the number of nodes is small. Thus techniques currently available are not adequately efficient for FSO applications requiring continuous access and high data rates.
By contrast, a centralized access control mechanism, e.g., RTS/CTS, can increase channel throughput by partially avoiding collisions. Even though RTS/CTS may still degrade the channel capacity due to packet overhead, collision among RTS, and slot assignment procedure, modifications can be applied to optimize the technique. Many important factors exist on the throughput of the protocol. For instance, given that the protocol is flexible and nodes can access the channel at any time, e.g. pure ALOHA, the collision probability is critically high. On the other hand, if the protocol has many access restrictions, it contributes to channel waste. Specific users may become locked to the AP while others are blocked, both resulting in lack of fairness.
III. THE PROPOSED ALGORITHM
The statistical behavior of each user in the system is assumed identical. It is also assumed that there are M terminals in the network and that all terminals are within the transmission range of AP. Only one uplink channel within the system is presupposed to be shared among users in time domain. Only one timeslot per frame is assigned for RTS. The proposed RAC protocol is, however, flexible to employ more than one timeslot for RTS, resulting in a lower collision probability and, thus, higher average throughput. The protocol works independently for individual frequencies such that co-channel interference can be ignored. This assumption is merely made for computational simplicity. The following analysis can be easily extended to account for the effect of co-channel interference [10] . When observing these assumptions, the proposed algorithm can be summarized in the following steps:
Algorithm: Assume that we specify a special timeslot for RTS/CTS at the beginning of each packet frame. Also assume that the remainder of the packet can be divided into N time slots. The procedure of assigning a channel to each node by AP is described as follows: 1-All nodes are synchronized by the AP. An efficient synchronization method, i.e., downlink periodic beacon frames used in 802.11 [4] , can also be used for our purposes. 2-New nodes may request the channel at the beginning of each frame. A node, e.g., node A, is able to send an RTS at the beginning of the frame and will be listening for the CTS. 3-If node A is the first and only node to communicate, AP will assign all N timeslots to A based on MSCR. 4-At the end of each data timeslot, a flag is sent to AP indicating the remaining amount of user data. 5-If there are no new nodes requesting the channel or no active nodes leaving the channel, slot assignment will remain unchanged. 6-If other nodes, e.g., B and C, desire to use the channel, each will send an RTS to AP at the beginning of the following frame and wait for a response. 7-If more than one node simultaneously sends RTS, a collision will occur and nodes will not receive CTS from AP. 8-If a collision between RTS occurs, each node will select a random delay, wait for delay termination, and then resend the RTS. 9-Given that a node successfully sends its RTS to the AP, the AP will divide timeslots equally among new and old users. Information relative to the assignment of slots is periodically sent, i.e., at the beginning of each frame, via CTS messages to terminals. 10-If an equal division is not possible, the AP randomly assigns a maximum of one additional slot per user to the remaining slots. 11-"Fairness" can be solved by limiting the user engaged in lengthy communication so that others will then be allowed to use the channel. 12-Because the channel is assumed noise free, collision among RTSs gives single cause for unsuccessful transmission.
The message sequence chart (MSC) for the successful assignment and reservation of a new terminal timeslot is shown in Fig. 2 . A similar diagram can be demonstrated for an unsuccessful occurrence resulting from RTS message collision.
The frame structure is shown in Fig. 3 . All frames are the same length with a fixed number of N timeslots. Given that there may be headers for synchronization, it should be noted that frame sequencing, channel estimation, and other issues in the multiframe structure are not within the scope of this work.
IV. MARKOVIAN CHAIN MODEL
To evaluate the performance of the proposed RTS/CTS protocol, a multidimensional Markov chain can be employed. This section This section briefly highlights Markovian modeling for characterization of the proposed RAC protocol. Additional information and general details can be found in [6, 9, 10] .
A. Markov Model for Terminal Activity
Without loss of generality, it is assumed that there are M burst terminals in the network and that the length of each message from each terminal is exponentially distributed. Let's assume ߛ is the probability that a message, i.e., talkspurt, ends in a frame, and ‫ݑ‬ is the probability that a message ends in a time slot. Considering N slots per frame, these are expressed by [10] 
where is the duration of a slot and t m is the average length of the message. Each terminal in the proposed protocol can be in any of the following three states: 1.) silence (S); 2.) reservation (R); and 3.) contention (C). The Markovian model of the terminal activity can be defined as a three-state Markov chain ܺ at any given time ݊
where ݉, ͳ ݉ ‫,ܯ‬ is the index of the terminal and ݊ is a discrete time defined as the factors of frame duration ݊ ൌ ݇ܰ߬ (3) where ݇ is an integer. Throughout the analysis we assume that the state of each terminal is evaluated at the beginning of the frames. If M is the number of terminals within the coverage, then N R + N S + N C =M, where N R , N S , and N C are the number of terminals in reservation, silence, and contention, respectively. N c is the total number of users in the contention, including those silent and those delayed due to collision. Active users are either in reservation or contention, i.e. N R +N C . Furthermore, we assume that the time distances between adjacent messages are independent and exponentially distributed with mean ‫ݐ‬ , namely silence gap.
B. Markov Model for Number of Terminals
Let's construct a one-dimensional birth-death Markov chain to describe the process to simplify analysis and provide closedform performance indices. With regard to a silent point of view, the state variable for the continuous time Markov chain is defined as the number of terminals in silence, i.e., ܰ ௦ . Given ߣ ൌ ͳȀ‫ݐ‬ as the arrival rate of messages and ߤ ൌ ͳȀ‫ݐ‬ as the message completion rate, then we define ߩ ‫‬ ߣ ߤ Τ , denoting message generation rate. Assuming ‫ݏ‬ as the number of silent terminals at time ݊, we have . In this case, each state represents the number of terminals in reservation. However, this number is limited by ܰ ƍ , where ܰ ƍ ൌ ሼܰǡ ‫ܯ‬ െ ܰ ௌ ሽ, [10] . Using Eq. 8 in [10] , birth rate is the probability that the state of one terminal in silent state is changed to reservation. Due to collision of RTS signals between more than one user, merely one birth can be added to the system at any given observation time, i.e., beginning of the frame. Hence, probability is given by
where ‫‬ ௧ is the permission probability to transmit and ܰ =M-ܰ -ܰ ௦ , is the number of terminals in contention state. Note that capture effect as the probability is merely that one of ܰ terminals captures the receiver is not included. Interested reader may refer to [6] for more detail about capture effect modeling in throughput analysis. Death rate is defined as the probability that the state of one ܰ terminals in reservation changes to silent. This is logically expressed by
V. THROUGHPUT ANALYSIS In this section analytical discussion on throughput analysis is provided. As previously emphasized, terminal status during the throughput analysis is evaluated at the beginning of each frame.
W

A. Throughput Description
Based on the proposed MSCR protocol, channel waste occurs under following conditions: Case 1-No data to transmit. In fact, no terminal is either in contention or reservation state, i.e., no user has data to transmit. This occurs if all terminals have moved to silent state during the previous packet frame(s) and are not transiting to reservation or contention states, i.e., ܰ ோ ൌ ܰ ൌ Ͳ), indicating ܰ ௦ ൌ ‫ܯ‬ and ܾሺ‫ݎ‬ǡ ‫ݏ‬ሻ ൌ Ͳ.
In examining case 1, we discover that the probability of waste will be equal to the probability that all terminals are in silent mode. Thus, the probability of wastage for case 1 is defined as ܲ ௪ ሺଵሻ ൌ ܲሺܰ ௌ ൌ ‫ܯ‬ሻ (7) Note that the probability of terminals in silent mode is a data source parameter and not influenced by ܰ ோ and ܰ . Using [10, Eq. 6] and [11, Eq. 3 .50], the probability that all terminals are in silent mode is calculated by
Case 2-RTS collision with empty frame. In this instance, no terminal is in a reservation state; however, two or more terminals are in contention given that RTS messages are sent at the same time. Accordingly, collision among RTS messages occurs, resulting in unsuccessful channel usage. In this case, the number of reservation terminals is zero-ܰ ோ ൌ Ͳ; although some terminals are in contention. Based on the protocol, contention terminals at time ݊ are randomly delayed, i.e., buffered, over a contention window beginning at time ݊. A random variable, namely contention delay, ܶ ሺ݉ሻ is defined as the time interval a given contention user ݉ has been delayed. The number of terminals in contention state at time ݊ is expressed by ܰ ǡ . The probability that ܰ ǡ ʹ, i.e., the probability that no one takes the channel, is highly dependent on the distribution of delay ܶ ሺ݉ሻ with a PDF of ݂ ் ሺሻ ሺ݊ሻ. We may assume a uniform distribution for ݂ ் ሺሻ ሺ݊ሻ as
where ܶ , ܶ ܰ߬, having factors of ܰ߬ (frame length), is the maximum contention delay (window) and ݊ is a discrete time variable defined in (3). Considering the probability of wastage for Case 2, no terminal is in reservation, thus ܰ ǡ ܰ ௌǡ ൌ ‫.ܯ‬ Without loss of generality, let's evaluate the situation at time ݊. The probability of channel wastage is equal to ܲ ௪ ሺଶሻ ൌ ܲ൫ܰ ǡ ʹǡ ܰ ோǡ ൌ Ͳ൯ ൌ ܲ൫ܰ ǡ ʹȁܰ ோǡ ൌ Ͳ൯ܲ൫ܰ ோǡ ൌ Ͳ൯ (10) ൌ ൛ͳ െ ܲ൫ܰ ǡ ൌ ͳȁܰ ோǡ ൌ Ͳ൯ െ ܲ൫ܰ ǡ ൌ Ͳȁܰ ோǡ ൌ Ͳ൯ൟܲ൫ܰ ோǡ ൌ Ͳሻ The overall throughput will ultimately be defined by
B. Evaluating ܲ൫ܰ ǡ ൌ ͳȁܰ ோǡ ൌ Ͳ൯ and ܲ൫ܰ ǡ ൌ Ͳȁܰ ோǡ ൌ Ͳ൯ The probability ܲ൫ܰ ǡ ൌ ͳȁܰ ோǡ ൌ Ͳ൯ in (10) can be analytically characterized. We focus on time ݊, indicating analyses are provided at an arbitrary discrete point of the delay period, as shown in Fig. 4 . There are no reserved terminals at time ݊. Having ܰ ǡ ൌ ͳ at this time indicates two possible cases:
1. only one new terminal is moved from silent state to contention, and no previous contention user-derived from ‫ݐ‬ ݊ െ ͳ -is located at time ݊, i.e., ܰ ෙ ǡ ൌ Ͳ, or 2. no terminal is moved from silent state to contention, although there is one previously delayed contention user at time ݊, (i.e. ܰ ෙ ǡ ൌ ͳሻ. Equivalently, ܲ൫ܰ ǡ ൌ ͳȁܰ ோǡ ൌ Ͳ൯ ൌ ܲ൫ܰ ෙ ǡ ൌ Ͳ൯ܲ൫ܰ ǡ ൌ ͳ൯ ܲሺܰ ෙ ǡ ൌ ͳሻܲሺܰ ǡ ൌ Ͳሻ (12) where ܰ ǡ is the number of new terminals in contention state at time ݊. In both cases, ܰ ǡ ൌ ܰ ෙ ǡ ܰ ǡ ൌ ͳ, at ‫ݐ‬ ൌ ݊. Hence, the number of delayed terminals within ݊ ൏ ‫ݐ‬ ܶ , plus the number of silent terminals at ݊ is equal to ‫ܯ‬ െ ͳ. By assuming ܰ is the total number of delayed terminals, the equivalent expressions for the probabilities in (12) include:
where ܰ ோǡ ൌ Ͳ and ܲ ௌ is the probability that a silence gap ends during a frame, expressed by ܲ ௌ ൌ ͳ െ ሺെ ܰ߬Ȁ‫ݐ‬ ሻ ሺͳͶሻ Note that for probability ܲ൫ܰ ǡ ൌ ͳȁܰ ൌ ‫ܯ‬ െ ݇൯ is influenced by the delay assigning process and based on the described protocol, calculated by
and similarly
Analogous to (14), the expression for ܲ൫ܰ ǡ ൌ Ͳȁܰ ோǡ ൌ Ͳ൯ will be given by: ܲ൫ܰ ǡ ൌ Ͳȁܰ ோǡ ൌ Ͳ൯ ൌ ܲ൫ܰ ෙ ǡ ൌ Ͳ൯ܲ൫ܰ ǡ ൌ Ͳ൯ ሺͳሻ which is computable using expressions in (13). C. Evaluating ܲ൫ܰ ோǡ ൌ Ͳ൯ The probability of having ܰ ோǡ ൌ Ͳ is equal to the stationary probability of the Markovian ߨ ൫ܰ ோǡ ൌ Ͳ൯ ൌ ܲ൫ܰ ோǡ ൌ Ͳ൯ ൌ ܲ൫ܰ ோǡ ൌ Ͳȁܰ ௌǡ ൌ ݇൯ܲ൫ܰ ௌǡ ൌ ݇൯ ሺͳͺሻ ெ ୀ By applying change to [11, Eq. 3 .12], the conditional probability in (18) becomes
VI. SIMULATION RESULTS This section briefly focuses on overall uplink channel throughput ܵ መ under the proposed RAC protocol to demonstrate protocol performance. Overhead and RTS messages, e.g., packet headers and flags, are not included for throughput consideration. Parameter values for data transmission are chosen as follows: slot duration ߬ ൌ ͳms; number of slots per frame ܰ ൌ Ͷ; permission probability ‫‬ ௧ ൌ ͳ; average length of a message ‫ݐ‬ ൌ ʹͲms; and average time distances between adjacent messages ‫ݐ‬ ൌ ͳͷms, thus, ߩ ൌ ͲǤͷ. The contention window ܶ and the number of terminals ‫ܯ‬ are chosen variables. Fig. 5 exhibits throughput for a various number of terminals. As expected, by increasing the size of the contention window from ܶ ൌ ͳͲ frames to ܶ ൌ ʹͲ frames, the maximum overall throughput was enhanced from approximately 78% provided at ‫11=ܯ‬ to 95% provided at ‫.41=ܯ‬ The achieved throughput was observed not to drop below 70% for ൏ ‫ܯ‬ ൏ ͳͺ. The contention window was observed to affect the optimum number of terminals. Fig. 6 shows the effect of transmission permission probability on the throughput vs. active terminals, i.e., terminals in reservation and contention. It can also be observed that MSCR provides a throughput of approximately 70% with only three active users at ܶ ൌ ʹͲ frames. Mapping occurs between the number of terminals in Fig. 5 and active users in Fig. 6 . For example, a number of terminals ‫02=ܯ‬ corresponds, on average, to an average of 11.6 active users. Fig. 7 exhibits throughput for low values of ߩ. A smaller value for ߩ indicates users have more data to transmit. We alter ‫ݐ‬ ൌ ʹͲ and change the gap between messages by varying ‫ݐ‬ . Fig. 7 demonstrates that the proposed RAC protocol validates high traffic load, which is exceptionally common in FSO mesh networks.
VII. CONCLUSIONS This paper investigates an optimized RTS/CTS-based protocol for optical wireless communications, where multiple transmitting hidden terminals compete for access to a single receiver. Receiver access control (RAC) protocol is founded on the modified RTS/CTS technique to efficiently implement receiver accessibility. Based on the proposed protocol, given that an RTS message collision occurs, users are randomly delayed over a contention window. Additionally, the associated frame timeslots are equally shared among previous users to implement a multislot channel reservation (MSCR). Thus for instance, if only one uncollided user is active at any given time, all the timeslots will be assigned to that user. Under simulation conditions with very limited number of terminals-common in FSO applications-a high throughput, e.g., more than 94%, is observed by the employed protocol. 
