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Abstract
We propose an empirical likelihood-based estimation method for conditional estimating equations con-
taining unknown functions, which can be applied for various semiparametric models. The proposed method
is based on the methods of conditional empirical likelihood and penalization. Thus, our estimator is called
the penalized empirical likelihood (PEL) estimator. For the whole parameter including inﬁnite-dimensional
unknown functions, we derive the consistency and a convergence rate of the PEL estimator. Furthermore,
for the ﬁnite-dimensional parametric component, we show the asymptotic normality and efﬁciency of the
PEL estimator. We illustrate the theory by three examples. Simulation results show reasonable ﬁnite sample
properties of our estimator.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In statistical analysis, there aremany situations in which researchers do not have enough knowl-
edge to construct a parametric likelihood function. For example, to estimate a (mean) regression
model for E[y|x], we may not have external information about the distributional form of y|x
nor the functional form of the regression function. Misspeciﬁcation of the distributional or func-
tional form may give us biased estimates for the regression model. To avoid the misspeciﬁcation
bias for the distribution form, it is common to use estimating equations, which allow us to esti-
mate unknown parameters without using parametric likelihood functions. On the other hand, to
avoid the misspeciﬁcation bias for the functional form, it is common to use semi/nonparametric
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modelling.Although nonparametricmodelling generally admits themost ﬂexible functional forms
for regression functions, the convergence rate of the obtained estimator typically depends on the
dimension of explanatory variables (i.e., the curse of dimensionality). Semiparametric modelling
is a useful compromise between parametric and nonparametric modelling to mitigate the curse of
dimensionality but still allow reasonable ﬂexibility to specify regression functions.
As a general setup that accommodates these modelling strategies, this paper considers the
conditional estimating equations containing unknown functions:
E
[
g(z, 0, h0(xz))|x
] = 0, (1)
where z = (y′, x′)′, y is a vector of response variables, x is a vector of conditioning variables, xz
is a subvector of x, g is a vector of known functions, 0 is a vector of ﬁnite-dimensional unknown
parameters (i.e., parametric component), and h0 is a vector of inﬁnite-dimensional unknown
functions (i.e., nonparametric component). This setup is semiparametric in two ways. First, apart
from the conditional estimating equations, the distribution form of z is unspeciﬁed. Second, the
estimating functions g explicitly include the unknown functions h0. Setup (1) includes various
existing semiparametric speciﬁcations, such as the partially linear regression g(z, 0, h0(xz)) =
y − x′10 − h0(x2) with x = (x′1, x′2)′, single index regression g(z, 0, h0(xz)) = y − h0(x′0),
and partially linear varying-coefﬁcient regression g(z, 0, h0(xz)) = y − x′10 − h0(x3)′x2 with
x = (x′1, x2′, x′3)′. Another important feature of (1) is that this ﬁnite number of conditional esti-
mating equations implies an inﬁnite number of unconditional estimating equations, i.e., under (1),
E
[
(x)g(z, 0, h0(xz))
] = 0 holds for anymeasurable function . Suppose the ﬁnite-dimensional
parameters 0 (or some function of 0) are of interest and the inﬁnite-dimensional parameters h0
are nuisance.Although we may arbitrarily choose some ﬁnite number of unconditional estimating
equations to estimate 0, the resulting estimator for 0 is not necessarily asymptotically efﬁcient.
The purpose of this paper is to extend the empirical likelihood approach [23] to the semi-
parametric setup in (1) and propose an asymptotically efﬁcient estimation method for 0. Our
method is based on the method of conditional empirical likelihood (CEL) by Zhang and Gijbels
[37] and Kitamura et al. [14], 1 and the method of penalization (see, e.g., [34,27,28] and refer-
ences therein). Thus, the proposed estimator is called the penalized empirical likelihood (PEL)
estimator. We introduce CEL to construct a nonparametric likelihood function from conditional
estimating equations. Using the joint multinomial probabilities, Qin and Lawless [24] derived the
empirical likelihood function from unconditional estimating equations. To deal with conditional
estimating equations, CEL employs the conditional multinomial probabilities and constructs a
nonparametric likelihood function satisfying (1). Speciﬁcally, by applying a kernel smoothing
technique, we construct a localized version of empirical likelihood at each observed point of the
conditioning variables xi (i = 1, . . . , n), and then CEL is deﬁned as the summation of the local
likelihoods. 2 If the estimating equations (1) do not contain unknown functions h0, maximizing
CEL with respect to  yields an asymptotically efﬁcient estimator for 0 [37,14]. However, if the
estimating functionsg contain unknown functionsh0, thisCELapproach is not directly applicable.
Typically, maximizing CEL with respect to (, h)may yield not only an asymptotically inefﬁcient
1 Zhang and Gijbels’ [37] “sieve’’ empirical likelihood and Kitamura et al.’s [14] “smoothed” empirical likelihood are
quite similar concepts. In this paper, we introduce a new terminology, “conditional’’ empirical likelihood to deﬁne their
concepts.
2 The notion of local likelihood was proposed by Tibshirani and Hastie [31] and LeBlanc and Crowley [15].
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(or even inconsistent) estimator for0, but also a slowly converging (or even inconsistent) estimator
for h0. To overcome this difﬁculty of the CEL approach, we introduce the method of penalization.
Speciﬁcally, we add a penalty term to CELwhich penalizes undesirable properties of the functions
h (e.g., the second-order derivatives of h to penalize the roughness of h). This penalized objective
function is called PEL and a maximizer of the PEL function with respect to (0, h0) is called
the PEL estimator. In the present paper, we show that: (i) for the whole parameter (0, h0), the
PEL estimator is consistent and converges faster than n−1/4 under a suitably chosen norm, and
(ii) for the parametric component 0 of our interest, the PEL estimator is asymptotically normal
and efﬁcient. Also we show that the PEL estimation problem can be interpreted as a constrained
optimization problem in a compact subset of the parameter space. These theoretical results are
illustrated by three examples: partially linear, generalized additive, and single index models. We
also present simulation results for a partially linear model.
We now brieﬂy review the most relevant literature. As already mentioned, for conditional es-
timating equations without unknown functions (i.e., E[g(z, 0)|x] = 0), Zhang and Gijbels [37]
and Kitamura et al. [14] developed empirical likelihood-based estimators. Zhang and Gijbels [37]
also applied their estimator to a nonparametric regression model and derived a convergence rate
for the estimator. This paper extends the empirical likelihood approach to deal with the case where
ﬁnite- and inﬁnite-dimensional parameters coexist. Hjort et al. [10] considered unconditional es-
timating equations with unknown functions (i.e., E[(x)g(z, 0, h0(xz))] = 0 for some ), and
proposed the empirical likelihood ratio test for 0 with a plug-in preliminary estimator for h0. 3
This paper considers the conditional estimating equations (1) and focuses on joint estimation of
(0, h0) and asymptotically efﬁcient estimation of 0. Zhang and Liu [38] considered conditional
estimating equations with unknown functions but without ﬁnite-dimensional parameters (i.e.,
E[g(z, h0(xz))|x] = 0) and developed an empirical likelihood-based local polynomial estima-
tor for h0 at a given point of x. This local polynomial approach is further extended by Fan and
Zhang [6] to test nonparametric hypotheses in conditional moment restrictions. For (1), Ai and
Chen [2] proposed the sieve minimum distance (SMD) estimator, which is a natural extension of
the generalized method of moments estimator [8]. Ai and Chen [2] applied Shen’s [27] general
theory of semiparametric efﬁciency to sieve-based estimators. This paper extends the empirical
likelihood approach and applies Shen’s [27,28] general theory for penalization-based estimators.
Although our PEL estimator is asymptotically (ﬁrst order) equivalent to Ai and Chen’s [2] opti-
mally weighted SMD estimator under certain conditions, Ai and Chen’s [2] setup and our setup
are different in general. Particularly, Ai and Chen [2] allow for unknown functions h0 to have
endogenous variables (i.e., subvector of y) as their arguments. To estimate such models, Otsu [22]
proposed the sieve-based CEL estimator. However, both Ai and Chen [2] and Otsu [22] assume
that the parameter space of h0 is compact. This assumption is rather restrictive in statistical anal-
ysis. For example, Sobolev spaces are typically non-compact. On the other hand, although we
focus on the case where the arguments of h0 are a subvector of conditioning variables, our setup
allows non-compact parameter spaces for h0. Also, our simulation results indicate that the PEL
estimator has competitive ﬁnite sample properties to the SMD estimator.
This paper is organized as follows. Section 2 introduces the PEL estimator. Section 3 derives the
asymptotic properties of the PEL estimator. Section 4 presents three illustrative examples. Section
5 discusses simulation results. Section 6 concludes. Appendix A contains proofs and lemmas.
3 In a partially linear model, Shi and Lau [29] proposed the empirical likelihood ratio test for the parametric component.
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2. Estimator
Let {zi}ni=1 = {(y′i , x′i )′}ni=1 be a random sample from the distribution of z ∈ Z , where z =
(y′, x′)′ andZ = Y × X ⊂ Rdy × Rdx . Deﬁne 0 = (0, h0) ∈ A =  × H as the whole
parameters, where  ⊂ Rd and H = H(1) × · · · × H(dh) are parameter spaces of 0 and h0,
respectively. The conditional estimating equations in (1) are written as
E [g(z, 0)|x] = 0, (2)
where g : Z × A → Rdg is a vector of known functions up to 0.
Weﬁrst introduceCELbyZhang andGijbels [37] andKitamura et al. [14].To obtain an intuition
for CEL, consider discrete random variables (z˜, x˜) with support {z1, . . . , zn} × {x1, . . . , xn}. 4
Let pji be the conditional probability mass of Pr{z˜ = zj |x˜ = xi}. The local empirical likeli-
hood at x˜ = xi is constructed so that the (log-)likelihood contribution from logpji is higher if
xj is closer to xi . To control the likelihood contribution, we put the Nadaraya–Watson kernel
weight wji = K
(
xj−xi
bn
)
/
∑n
j=1 K
(
xj−xi
bn
)
, where K : Rdx → R is a kernel function and
bn is a bandwidth parameter. Therefore, the local empirical likelihood at x˜ = xi is deﬁned as∑n
j=1 wji logpji . By using pji , the conditional moment restriction E
[
g(z˜, )|x˜ = xi
] = 0 is
written as
∑n
j=1 pjig(zj , ) = 0. The maximization problem for the local empirical likelihood
at x˜ = xi is written as
max
{pji }nj=1
n∑
j=1
wji logpji s.t. pji0,
n∑
j=1
pji = 1,
n∑
j=1
pjig(zj , ) = 0 (3)
for each  ∈ A. By the Lagrange multiplier method, the solution of this problem is obtained as
pˆj i = wji1 + i ()′g(zj , ) , (4)
where the Lagrange multiplier i () solves
n∑
j=1
wjig(zj , )
1 + i ()′g(zj , ) = 0. (5)
Based on the ﬁrst-order condition (5), the Lagrangian i () can be also deﬁned as
i () = arg max
∈Rdg
n∑
j=1
wji log
(
1 + ′g (zj , )) . (6)
If we solve the maximization problem (3) without imposing the conditional moment restriction∑n
j=1 pjig(zj , ) = 0, the solution is obtained as p˜j i = wji . By using the constrained (pˆj i) and
unconstrained (p˜j i) solutions, the local CEL ratio at x˜ = xi is deﬁned as
in() =
n∑
j=1
wji log pˆj i −
n∑
j=1
wji log p˜j i = −
n∑
j=1
wji log(1 + i ()′g(zj , )). (7)
4 To construct CEL, we treat (z˜, x˜) as if there is no overlapping variable between z˜ and x˜.
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Based on the local CEL ratio, the CEL ratio for the whole sample is deﬁned as
n() = 1
n
n∑
i=1
Iinin(), (8)
for each  ∈ A, where Iin = I{xi ∈ Xn} is a trimming term to avoid the boundary bias of kernel
estimators, I{·} is the indicator function, and the trimming set Xn ⊂ X is deﬁned in Assumption
3.1(i). 5
We next introduce PEL. If  is ﬁnite dimensional, the CEL estimator (i.e., arg max∈A n()) is
asymptotically normal and efﬁcient [37,14]. However, if  contains inﬁnite-dimensional nonpara-
metric components, the parameter space A is generally too large to obtain reasonable estimates.
Typically, the estimates for unknown functions are non-smooth and may be inconsistent. To over-
come this difﬁculty, we add a penalty term to the CEL ratio, which forces us to maximize CEL
within a reasonably small subset of the parameter space. Let J (h) be a penalty function to control
some physical plausibility of h. A popular example for the penalty function is the second-order
derivatives of h, which penalize the roughness of functions. Also deﬁne n as a penalty coefﬁ-
cient to control the weight of J (h), which satisﬁes n → 0 and plays the same role as bandwidth
parameters in kernel estimation. The PEL ratio and PEL estimator are deﬁned as
n() − nJ (h) = −
1
n
n∑
i=1
Iin
n∑
j=1
wji log(1 + i ()′g(zj , )) − nJ (h), (9)
ˆ = (ˆ, hˆ) = arg max
∈A
{
n() − nJ (h)
}
. (10)
Note that our PEL method can be interpreted as an extension of the smoothing spline method to
estimate the conditional estimating equations (1). Instead of penalizing the least squares objective
function, the PEL estimator penalizes the CEL ratio.
3. Asymptotic properties
3.1. Consistency and convergence rate
We ﬁrst derive the consistency and a convergence rate of the PEL estimator ˆ = (ˆ, hˆ). In
particular, we show that ˆ converges to the true parameter 0 faster than n−1/4 under some
suitably chosen norm. This convergence rate is sufﬁcient to obtain the limiting distribution of ˆ.
Further analysis on the convergence rate, such as the Op(·)-rate and the optimal rate, is beyond
the scope of this paper. 6 In addition to the convergence rate, we show that the PEL estimation
problem is asymptotically equivalent to a constrained optimization problem over a compact subset
of the parameter space.
5 The trimming term Iin is required to obtain uniform convergence results (over x ∈ Xn) in Lemma A.2. The main
reason for trimming is that the bias of the kernel density estimator 1
nbsn
∑n
j=1 K
(
xj−x
bn
)
converges slowly at x ∈ X \Xn.
The empirical likelihood-based local polynomial estimator by Zhang and Liu [38] does not require such a trimming term.
Although it is not pursued in this paper, we expect that the trimming term can be dropped by applying a boundary kernel
method (e.g., [7]).
6 For a nonparametric regression model, Zhang and Gijbels [37] derived an optimal convergence rate of the CEL
estimator.
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We introduce some notation. Let |·| be the absolute value for a scalar, ‖·‖ be the Euclidean
norm for a vector or matrix, ‖·‖sup be the sup-norm for a function, and ‖·‖s be a sup-type norm
for  = (, h) ∈ A =  × H, which needs to be speciﬁed for each setup. For example, we set
as ‖‖s = ‖‖+ ‖h‖sup for the partially linear regression model considered in Section 4. Denote
N (,A, ‖·‖s) as the minimum number of radius  covering balls of A without bracketing under
the norm ‖·‖s . The covering number without bracketing N (,A, ‖·‖s) is used as a notion of the
size (or complexity) of the parameter space A. Also, logN (,A, ‖·‖s) is called the ‖·‖s metric
entropy without bracketing. Let V (x, ) = E[g(z, )g(z, )′|x] and ‖− 0‖∗ be a Fisher-type
norm for  ∈ A deﬁned as
‖− 0‖∗ =
√
E
[
E[g(z, )|x]′V (x, )−1E[g(z, )|x]].
This norm can be interpreted as a quadratic approximation to (the squared root of) the population
objective function √E[n(0) − n()]. Note that E[n(0) − n()] is the Kullback–Leibler
information when n() is a usual log-likelihood function. Following Shen [27,28], we analyze
the convergence rate of ˆ under this norm. Also, deﬁne
A(k1, k2) = { ∈ A : k1 ‖− 0‖∗ 2k1, J (h)k2}
for k1, k2 ∈ (0,∞) as subsets for the parameter space A indexed by the norm ‖·‖∗ and penalty
function J (h). To control the size ofA, we impose entropy conditions on these subsets, which also
restrict the choice of the penalty function. We introduce the following terminologies suggested
by Ai and Chen [2].
Deﬁnition 3.1. (i) Envelope condition: A real-valued measurable function f (z, ) satisﬁes an
envelope condition over  ∈ A with order  ∈ (0,∞) if (a) E[f (z, )|x] is second-order differ-
entiable with respect to x onX and the second derivative is uniformly bounded on (x, ) ∈ X ×A,
and (b) there exists a measurable function c1(z) with |f (z, )|c1(z) for all z ∈ Z and  ∈ A,
and E[c1(z)] < ∞.
(ii)Hölder continuity:A real-valuedmeasurable function f (z, ) is Hölder continuous in  ∈ A
if there exists a measurable function c2(z) such that |f (z, 1) − f (z, 2)|c2(z)‖1 − 2‖s for
all z ∈ Z and 1, 2 ∈ A, and E[c2(z)2|x] < ∞ for all x ∈ X .
The envelope condition and Hölder continuity are used to control the boundedness and smooth-
ness of functions, respectively. Note that the Hölder continuity is deﬁned by the sup-type norm
‖·‖s instead of ‖·‖∗, which is relatively easy to verify. Assumptions to derive the consistency and
a convergence rate are as follows.
Assumption 3.1. (i) {zi}ni=1 = {(y′i , xi ′)′}ni=1 is iid; (ii) the supportX =
∏dx
d=1[x
¯
(d), x¯(d)] ⊂ Rdx
is compactwith non-empty interior andXn = ∏dxd=1[x
¯
(d)+b−1n , x¯(d)−b−1n ] for some 1 ∈ (0, 1);
(iii) the density function of x is ﬁnite and bounded away from zero on X and is second-order
differentiable on X .
Assumption 3.2. (i) 0 is the only  ∈ A satisfying E [g (z, ) |x] = 0; (ii) 0 < n = o(n−1/2),
J (h0) < ∞, and J (h)0 for allh ∈ H; (iii) is compact and sup∈A(k1,k2) ‖− 0‖s const.×
(k21 + k2)2 for each k1, k2 ∈ (0,∞) and some 2 ∈ [0, 1); (iv) for U = 1/2n (k21 + k2)(1+2)/2
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and L = n(k21 + k2),
sup
k11,k21
∫ U
L
{
logN (u,A(k1, k2), ‖·‖s)
}1/2
du/Lconst. × n1/2.
Assumption 3.3. (i) Each element of g(z, ) satisﬁes an envelope condition over  ∈ A with
orderm ∈ (8,∞) and is Hölder continuous in  ∈ A; (ii) each element of V (x, ) is second-order
differentiable on X and the second derivative is uniformly bounded on (x, ) ∈ X × A; (iii) the
smallest eigenvalue of V (x, ) is positive and the largest eigenvalue of V (x, ) is ﬁnite uniformly
on (x, ) ∈ X × A.
Assumption 3.4. (i)K(x) is a bounded and Lipschitz continuous function with bounded support,
and is symmetric around the origin; (ii) K(x) is an rth-order kernel function with r2; (iii) as
n → ∞, nb4rn → 0 and
inf
k11,k21
⎧⎨
⎩ n
1/2(k21 + k2)2bdxn
max
{
1, n−1/4+1/2m(k21 + k2)1−2/mb−2(dx+1)/mn
}
− log
⎛
⎜⎝N (n−1/4(k21 + k2),A(n−1/8k1, k2), ‖·‖s)(
n−1/4(k21 + k2)bdx+1n
)dx
⎞
⎟⎠
⎫⎪⎬
⎪⎭
→ +∞. (11)
The following results are proved in Appendix A.1.
Theorem 3.1. Suppose that Assumptions 3.1–3.4 hold. Then
(i) ‖ˆ− 0‖∗ = op(n−1/4),
(ii) Pr
{
J (hˆ)(1 + 	)max {J (h0), 1}
}
→ 0 for some 	 ∈ (0, 1).
Assumption 3.1(i) excludes time series data.Although this assumption can be relaxed to weakly
dependent data for the consistency, convergence rate, and asymptotic normality, it is required to
obtain the asymptotic efﬁciency. Assumption 3.1(ii) and (iii) rule out unbounded or discrete
support for the conditioning variables. Although the proof becomes signiﬁcantly longer, these
assumptions can be relaxed by a trimming argument of Kitamura et al. [14], i.e., replace the
trimming term Iin = I {xi ∈ Xn} in the PEL ratio (9) with the one based on the kernel density
estimator I
{
n−1b−dxn
∑n
j=1 K
(
xj−xi
bn
)
b1n
}
, which trims observations with lower density. To
incorporate discrete conditioning variables, the kernelweight in the PEL ratio needs to bemodiﬁed
to wji = K
(
xcj−xci
bn
)
I{xdi = xdj }/
(∑n
j=1 K
(
xcj−xci
bn
)
I{xdi = xdj }
)
, where xci are continuous
variables and xdi are discrete ones.
Assumption 3.2(i) says that the estimating function is correctly speciﬁed and the true parameter
0 is point-identiﬁed. Identiﬁcation of 0 should be veriﬁed in each setup. See Section 4 for
speciﬁc examples. Assumption 3.2(ii) is a set of conditions on the penalty term. All conditions
are very mild. Assumption 3.2(iii) and (iv), which are similar to Shen [28, Assumptions C and
D], control the size of the subsets of the parameter space A(k1, k2) under the norms ‖·‖s and ‖·‖∗
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(note that ‖·‖∗ appears in the deﬁnition of A(k1, k2)). Since A(k1, k2) depends on the penalty
function J (h) and penalty coefﬁcient n as well, Assumption 3.2(iii) and (iv) also restrict the
choices of J (h) and n. If the penalty function fails to control the complexity of A(k1, k2)
sufﬁciently small (e.g., J (h) is a constant), thenAssumption 3.2(iii) and (iv) are typically violated.
Note that we assume the compactness of , but H and A can be non-compact in our setup. The
Sobolev spaces discussed in Section 4 are generally non-compact. Ai and Chen [2] and Otsu [22]
assumed the compactness ofH andA under some L2-type norm. On the other hand, in contrast to
Ai and Chen [2] andOtsu [22], we do not consider the case where h0 contains endogenous variable
in its argument becauseAssumption 3.2(iii) and (iv) are typically violated for such situations. See
Section 4 for a detailed discussion.
Assumption 3.3 contains the boundedness and smoothness conditions for g(z, ) and V (x, ),
which control the global shape of the CEL criterion function. These assumptions are standard
and usually easy to verify. Note that we do not need the (pathwise) differentiability of g(z, )
(with respect to ) to derive the convergence rate. For example, the above assumptions allow
some quantile regression models. However, the differentiability of g(z, ) is required to obtain
the limiting distribution of ˆ.
Assumption 3.4 restricts the kernel function K and the bandwidth bn. Assumption 3.4(i) and
(ii) are standard and are satisﬁed by popular kernel functions, such as the Epanechinikov ker-
nel. Assumption 3.4(iii) is required for a uniform convergence rate for kernel estimators. This
assumption restricts not only the bandwidth bn but also the penalty coefﬁcient n and the penalty
function through the covering number of A(k1, k2). When H is the Sobolev space, the ﬁrst term
in (11) typically dominates and this assumption is signiﬁcantly simpliﬁed. So far, there is no
general theoretical guidance for the choices of bn and n in our setup. Since bn is related to the
conditional mean functions E[g(z, )|x] and V (x, ), we may use the optimal or cross-validation
bandwidth to estimate those mean functions. For the penalty coefﬁcient n, we can apply the
existing choice rules for the smoothing spline method, such as the generalized cross-validation
(GCV) [34]. However, it is an open question whether these choices are optimal for estimating our
parameter of interest 0.
Theorem 3.1(i) says that under the Fisher-type norm ‖·‖∗, the PEL estimator ˆ is consis-
tent and converges to the true parameter 0 faster than n−1/4. This result can be regarded as
an extension of Shen’s [28] general result on convergence rates of penalized estimators to con-
ditional estimating equations. Theorem 3.1(ii) provides an intuition to understand the effect of
penalization. This result says that the PEL estimation problem in (10) can be interpreted as a
constrained optimization problem of CEL (i.e., PEL without penalty) in a subset of the parame-
ter space { ∈ A : J (h)(1 + 	)max {J (h0), 1}}. If we consider a shrinking subset Bn = { ∈
A : ‖ − 0‖∗cn, J (h)(1 + 	)max {J (h0), 1}} with cn = o(n−1/4), this theorem implies
Pr
{
ˆ ∈ Bn
} → 0. Thus, to analyze the asymptotic distribution of ˆ, we can focus on the behavior
of the CEL criterion function in the subset Bn. We will see that the CEL criterion function has a
quadratic approximation in this subset, which is similar to that of a usual parametric likelihood.
3.2. Asymptotic normality and efﬁciency
We now derive the limiting distribution of ˆ, the parametric component of the PEL estimator.
If the dimension of  is ﬁnite, we can apply a standard approach based on the score equation for ˆ
to derive the limiting distribution. However, since  contains the nonparametric component h, the
score equation for ˆmaynot be close to zero, and ˆ is not necessarily in the interior of the parameter
T. Otsu / Journal of Multivariate Analysis 98 (2007) 1923–1954 1931
space A. To overcome this difﬁculty, we adopt the Riesz representation approach by Shen [27].
Let 
′ be our parameter of interest for any non-zero constant 
 ∈ Rd . The basic strategy of Shen
[27] is: (i) deﬁne a Hilbert space associated with A, (ii) apply the Riesz representation theorem
to obtain a representation for 
′(ˆ− 0), (iii) approximate the Riesz representation for 
′(ˆ− 0)
using the ﬁrst-order directional derivative of the PEL criterion function and derive the asymptotic
linear form for 
′(ˆ− 0), and (iv) apply a central limit theorem to the asymptotic linear form.
First, we need to introduce aHilbert space associatedwithA. If it exists, we denote the pathwise
ﬁrst-order derivative of g (z, ) at the direction v evaluated at  as
g [z, ] = lim
t→0
g(z, + tv) − g(z, )
t
a.s. z.
Deﬁne the Hilbert norm ‖·‖H for the space A − {0} as
‖− 0‖H =
√
E
[
E[g0 [z, − 0] |x]′V (x, 0)−1E[g0 [z, − 0] |x]
]
. (12)
LetA−{0} be the closure of the linear span ofA−{0} under the norm ‖·‖H.Now (A−{0}, ‖·‖H)
is considered as a Hilbert space with the inner product
〈1 − 0, 2 − 0〉H = E
[
E[g0 [z, 1 − 0] |x]′V (x, 0)−1E[g0 [z, 2 − 0] |x]
]
.
Next, since the parameter of interest 
′( − 0) is a linear functional on A − {0}, the Riesz
representation theorem implies that for each  ∈  and non-zero constant 
 ∈ Rd , there exists
the Riesz representer v0 ∈ A − {0}, which depends on 
 but not on  and satisﬁes

′(− 0) = 〈− 0, v0〉H.
Ai and Chen [2, p. 1809] derived the expression for v0 in this setup. To deﬁne v0, we need
additional notation. Deﬁne Dh(l) (x, 0) = E
[
dg(z,0)
d(l)
∣∣∣ x]− E [ dg(z,0)dh [h(l) − h0]
∣∣∣ x] and
h∗(l) = argmin
h(l)∈H¯
E
[
Dh(l) (x, 0)
′V (x, 0)−1Dh(l) (x, 0)
]
,
for l = 1, . . . , d, where H¯ is the closure of the linear span of H. Denote h∗ = (h∗(1), . . . , h∗(d))
and D(x, 0) =
(
Dh∗
(1)
(x, 0), . . . , Dh∗
(d)
(x, 0)
)
. Then the Riesz representer is written as
v0 = (v0, v0h) =
(
E
[
D(x, 0)
′V (x, 0)−1D(x, 0)
]−1

,−(h∗ − h0)v0
)
. (13)
Finally, we approximate the Riesz representation (13) by the ﬁrst-order derivative of the PEL
function. The main effort of the proof is devoted to this part. From (29) in Appendix A.2, the
asymptotic linear form for ˆ is obtained as√
n
′(ˆ− 0) = √n
〈
ˆ− 0, v0
〉
H
= − 1√
n
n∑
i=1
E
[
g0 [zi, v0] |xi
]′
V (xi, 0) g (zi, 0) + op(1). (14)
Therefore, a central limit theorem yields the limiting distribution of ˆ. To obtain this result, we
impose the following assumption. Recall that Bn = { ∈ A : ‖ − 0‖∗cn, J (h)(1 +
	)max {J (h0), 1}} with cn = o(n−1/4).
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Assumption 3.5. (i) 0 is an interior point of; (ii)E
[
D(x, 0)′V (x, 0)−1D(x, 0)
]
is positive
deﬁnite; (iii) J (v0h) < ∞ and J (h + nv0h) − J (h)const. × 3n J (v0h) for some 3 ∈ [1,∞)
and all h ∈ H being a subvector of  ∈ Bn and n = o(n−1/2); (iv) there exist a measurable
function c(x) and a constant 4 ∈ [ 12 ,∞) such that ‖E[g(z, )|x]‖ c(x)‖−0‖4∗ for all x ∈ X
and  ∈ Bn with c(x) < ∞ for all x ∈ X ; (v) + tv0 ∈ A for all small t ∈ [0, 1] and all  ∈ Bn,
g(z, + tv0) is second-order differentiable a.s. at t = 0 for all  ∈ Bn, each element of g[z, v0]
satisﬁes an envelope condition over  ∈ Bn with order 2 and is Hölder continuous in  ∈ Bn, and
each element of d2g(z,  + tv0)/dt2|t=0 satisﬁes an envelope condition over  ∈ Bn with order
2; (vi) E [E[g0 [z, v0]|x]′V (x, 0)−1 {E[g¯[z, − 0]|x] − E[g0 [z, − 0]|x]}] = o(n−1/2)
uniformly on , ¯ ∈ Bn, and E
[∥∥E[g[z, v0]|x]′V (x, )−1 − E[g0 [z, v0]|x]′V (x, 0)−1∥∥2] =
o(n−1/2) uniformly on  ∈ Bn.
Our main result is presented as follows.
Theorem 3.2. Suppose that Assumptions 3.1–3.5 hold. Then
√
n(ˆ− 0) d→N(0,−1),  = E
[
D(x, 0)
′V (x, 0)−1D(x, 0)
]
.
Assumption 3.5(i) is standard. Note that h0 can be on the boundary of H. Assumption 3.5(ii)
is a local identiﬁcation condition of 0, which guarantees that the asymptotic variance −1 is
non-degenerate. Assumption 3.5(iii) contains additional conditions on the penalty function. The
second condition assumes the local convexity of the penalty function. If the penalty function
is related to a norm on H (e.g., the Lp-norm), this condition is typically satisﬁed. Assumption
3.5(iv) is a smoothness condition onE[g(z, )|x] associated with the Fisher-type norm ‖−0‖∗.
Assumption 3.5(v) is on the existence, boundedness, and smoothness of the derivatives g[z, v0]
and d2g(z,  + tv0)/dt2|t=0. This assumption rules out non-smooth estimating functions, such
as partially linear quantile regression. An empirical process approach by Zhang and Gijbels [37]
allows non-smooth estimating functions without unknown functions. Thus, it may be possible
to extend their approach to our semiparametric setup. Assumption 3.5(iv) and (v) are used to
control the approximation error in (14). Assumption 3.5(vi) controls asymptotic bias terms when
the estimating function g is nonlinear in . If g is linear in , this assumption is trivially satisﬁed.
Theorem 3.2 says that the parametric component of the PEL estimator ˆ is
√
n-consistent and
asymptotically normal. Also, from Ai and Chen [2, Theorem 6.1], we can see that under certain
regularity conditions the asymptotic linear form in (14) is the efﬁcient score function for the
conditional estimating equations (1) and thus the PEL estimator ˆ is asymptotically efﬁcient for
estimating 0. This result implies that the PEL estimator is asymptotically ﬁrst-order equivalent
to Ai and Chen’s [2] optimal weight SMD estimator. The equivalence between the optimally
weighted SMD estimator and the PEL estimator is analogous to that of the generalized method of
moments estimator [8] and the empirical likelihood estimator [24] for unconditional estimating
equations without unknown functions. Compared to the optimally weighted SMD estimator, our
PEL estimator does not need preliminary weight estimation. It is interesting to note that for
unconditional estimating equations (without unknown functions), Newey and Smith [20] showed
better higher-order properties of the empirical likelihood estimator compared to the generalized
method of moments estimator. Although it is beyond the scope of this paper, we can expect that
higher-order properties of the SMD and PEL estimators are different.
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By using sample analogs, the asymptotic covariance matrix −1 is estimated as
ˆ
−1 =
(
1
n
n∑
i=1
IinDˆ(xi, ˆ)
′Vˆ (xi, ˆ)−1Dˆ(xi, ˆ)
)−1
,
where Vˆ (xi, ˆ) = ∑nj=1 wjig (zj , ˆ) g (zj , ˆ)′, Dˆh(l) (xi, ˆ) = ∑nj=1 wji ( dg(zj ,ˆ)d(l) − dg(zj ,ˆ)dh
[h(l) − hˆ]
)
, hˆ∗(l) = argmaxh(l)∈H¯ −n−1
∑n
i=1 IinDˆh(l) (xi, ˆ)′Vˆ (xi, ˆ)−1Dˆh(l) (xi, ˆ)−nJ (h(l)),
and Dˆ(xi, ˆ) = (Dˆhˆ∗
(1)
(xi, ˆ), . . . , Dˆhˆ∗
(d)
(xi, ˆ)). Similar to the proof ofTheorem3.1,we can show
the consistency of ˆ−1 for −1.
4. Examples
This section presents illustrative examples for the theory obtained in the last section. Let h(q) be
the qth-order derivative ofh and ‖f ‖Lp =
(∫ |f (w)|p dw)1/p be theLp-norm. For the parameter
space of h0 and the penalty function, we set as H = Wq,p[a, b] and J (h) =
∥∥h(q)∥∥
Lp
, where
Wq,p[a, b] =
{
h ∈ Lp[a, b] : ∑qk=1 ∥∥h(k)∥∥Lp < ∞
}
is the Sobolev space with the degree of
smoothness q measured by the Lp-norm for −∞ < a < b < ∞, q ∈ N, and p ∈ (0,∞)
satisfying min {p, 2} q > 1. 7 Similar results are available for H = Wq,p[a, b]dx with dx2
and J (h) = ∥∥h(q)∥∥p
Lp
. These choices are very common in the literature (e.g., [30,4,27,28,33,34]).
However, except for Shen [27,28], most of the previous results focus on the case of q = 2. We
impose the following conditions.
Condition. (i) is compact, 0 is an interior point of, ‖h(q)0 ‖Lp < ∞, and ‖v(q)0h ‖Lp < ∞; (ii)
n = const. × n−1 with 1 ∈
(
1
2 ,
2q
2q+1
)
and bn = const. × n−2 with 2 ∈(
1
4r ,min
{
1
2dx ,
3m−2
4(mdx+2dx+2)
})
; (iii) E |y|m < ∞ for some m ∈ (8,∞), E [y2|x] is second-
order differentiable on X and the second derivative is uniformly bounded on x ∈ X , and 0 <
inf(x,)∈X×A V (x, ) sup(x,)∈X×A V (x, ) < ∞.
All conditions are primitive and easy to verify. Condition (i) is standard. The third and fourth
requirements appear in Assumptions 3.2(ii) and 3.5(iii), respectively. Condition (ii) contains re-
quirements for the penalty coefﬁcientn and the bandwidth bn in the CEL function. If we consider
a smoother Sobolev space with higher q, we can choose a faster convergence rate to zero (i.e.,
higher 1) for the penalty coefﬁcient. The bandwidth bn depends on the dimension of the condi-
tioning variables dx , order of the envelope condition m, and order of the kernel function r . This
requirement for bn is very simple because the ﬁrst term of (11) dominates in our setup. Condition
(iii) collects primitive assumptions on the boundedness and smoothness of some moments.
Example 1 (Partially linear regression). The conditional estimating equation is
E[g(z, 0)|x] = E[y − x′10 − h0(x2)|x] = 0, (15)
7 For simplicity, we assume that q is a natural number. By using the Sobolev space with a fraction order (see [1]), our
result can be extended to the case where q is a fraction.
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where z = (y, x′)′ = (y, x′1, x2)′ ∈ R×X1 × [a, b]. See, e.g., Engle et al. [5] and Robinson [25]
for details. Note that this setup allows the conditional error variance E[(y−x′10 −h0(x2))2|x] to
be non-constant (i.e., heteroskedastic error). Thus, the standard smoothing spline estimator with
the least square criterion function is asymptotically inefﬁcient in general. We set as ‖− 0‖s =
‖− 0‖+‖h − h0‖sup, andH = Wq,p[a, b] with q2, min {p, 2} q > 1, and q1/p+ 12 . Let
h∗(l) be the solution to minh(l)∈H¯ E
[
V (x, 0)−1
(
x1l − h(l)(x2) + h0(x2)
)2] for l = 1, . . . , d.
Condition 1. (iv-1) h0(x2) does not belong to the linear span of x1, E
[
x1x
′
1
]
is positive deﬁnite,
h∗(l) ∈ Wq,p[a, b] for k = 1, . . . , d, and 1 = E
[
V (x, 0)−1 {x1 − h∗(x2) + h0(x2)} {x1−
h∗(x2) + h0(x2)}′
]
is positive deﬁnite.
Condition (iv-1) contains global and local identiﬁcation conditions (Assumptions 3.2(i) and
3.5(ii)) in this setup. The general results in the last section are applied as follows.
Proposition 4.1. Suppose Assumptions 3.1 and 3.4(i) and (ii) and Conditions (i)–(iii) and (iv-1)
hold. Then
∥∥ˆ− 0∥∥∗ = op(n−1/4) and √n(ˆ− 0) d→N (0,−11 ).
It is interesting to note that this limiting distribution is equivalent to that of Ma et al.’s [18]
semiparametric efﬁcient estimator for partially linear models. They focus on the efﬁcient score
function in the right-hand side of (14), and proposed efﬁcient unconditional estimating equations
by replacing E
[
g0 [zi, v0] |xi
]
and V (xi, 0) in (14) with local linear kernel estimators. This
asymptotic equivalence of the PEL estimator and Ma et al.’s [18] estimator is analogous to that
of the CEL estimator [37,14] and the efﬁciently weighted estimating equations estimator [19]
for conditional estimating equations without unknown functions. Compared to Ma et al.’s [18]
approach which explicitly estimates the efﬁcient score function, the CEL approach implicitly
incorporates the construction of the efﬁcient score function. Also, Ma et al. [18] conjectured the
asymptotic equivalence between their estimator and a weighted version of the smoothing spline
estimator [26,16]. Although we impose stronger assumptions than Ma et al. [18] such as the
entropy conditions, our result provides an afﬁrmative answer to this conjecture.
Example 2 (Additive model with known link function). The conditional estimating equation is
E [g(z, 0)|x] = E
[
y − F (x′10 + h0(x2)) |x] = 0,
where z = (y, x′)′ = (y, x′1, x2)′ ∈ R × X1 × [a, b] and F is a known link function, such as the
logistic function. See, e.g., Linton and Härdle [17] and Horowitz and Mammen [11] for details.
In this case, the estimating function g(z, ) is nonlinear in . We set as ‖− 0‖s = ‖− 0‖ +
‖h − h0‖sup, and H = Wq,p[a, b] with q2, min {p, 2} q > 1, and q1/p + 12 . Let h∗(l) be
the solution to minh(l)∈H¯ E
[
V (x, 0)−1F (1)
(
x1′0 + h0(x2)
)2 (
x1l − h(l)(x2) + h0(x2)
)2] for
l = 1, . . . , d.
Condition 2. (iv-2) F is three times differentiable, h0(x˜) = 0 for some ﬁxed point x˜ ∈ [a, b],
|F (1) (x′10 + h0(x2)) | is bounded away from zero for all x ∈ X ,E [F (1) (x′10 + h0(x2))2 x1x′1]
is positive deﬁnite, h∗(l) ∈ Wq,p[a, b] for k = 1, . . . , d, and 2 = E
[
V (x, 0)−1F (1)
(
x1′0
+h0(x2)
)2 {x1 − h∗(x2) + h0(x2)} {x1 − h∗(x2) + h0(x2)}′] is positive deﬁnite.
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Condition (iv-2) guarantees global and local identiﬁcation in this setup. The general results in
the last section are applied as follows.
Proposition 4.2. Suppose Assumptions 3.1 and 3.4(i) and (ii) and Conditions (i)–(iii) and (iv-2)
hold. Then
∥∥ˆ− 0∥∥∗ = op(n−1/4) and √n(ˆ− 0) d→N (0,−12 ).
Example 3 (Single index model). The conditional estimating equation is
E [g(z, 0)|x] = E
[
y − h0(x′0)|x
] = 0,
where z = (y, x′)′ ∈ R × X . See, e.g., Ichimura [12] and Härdle et al. [9] for details. We set as
‖− 0‖s =
∥∥h(x′) − h0(x′)∥∥sup+‖h(1)(x′)−h(1)0 (x′)‖sup, andH = Wq,p[a, b]withq3,
min {p, 2} q > 1, q1/p+5/2. Let h∗(l) be the solution tominhl∈H¯ E
[
V (x, 0)−1
{
−h(1)0 (x′0)
xl − (hl(x′0) − h0(x′0))
}2]
for l = 1, . . . , d.
Condition 3. (iv-3)The ﬁrst element of 0 is 1,h(2)0 (u) = 0 on an open subinterval of
{
u = x′0 :
x ∈ X }, and 3 = E [V (x, 0)−1 {−h(1)0 (x′0)x − (h∗(x′0) − h0(x′0))} {−h(1)0 (x′0)x−
(h∗(x′0) − h0(x′0))
}′]
is positive deﬁnite.
These identiﬁcation conditions are based on Xia et al. [35]. The limiting distribution of the PEL
estimator is obtained as follows.
Proposition 4.3. Suppose Assumptions 3.1 and 3.4 (i) and (ii) and Conditions (i)–(iii) and (iv-3)
hold. Then
∥∥ˆ− 0∥∥∗ = op(n−1/4) and √n(ˆ− 0) d→N (0,−13 ).
Note that this limiting distribution is equivalent to that of Ichimura’s [12] optimally weighted
semiparametric least squares estimator.
We ﬁnally discuss the case of nonparametric endogeneity. Consider an estimating equation for
a partially linear model:E
[
y1 − x′10 − h0(y2)|x1, x2
] = 0, where y2 does not appear in the con-
ditioning variables (i.e., y2 is a endogenous variable). From (30) in the proof of Proposition 4.1, we
can see that Assumption 3.2(iii) typically requires ∥∥x′1(0 − ) + h0(y2) − h(y2)∥∥sup const.×∥∥x′1(0 − ) + E[h0(y2) − h(y2)|x1, x2]∥∥aL2 k1−a2 for all  ∈ A˜(k1, k2) and some a ∈ (0,∞).
However, this inequality usually does not hold unless h0(y2) is a function of (x1, x2).
5. Simulation
To investigate ﬁnite sample properties of the PEL estimator, we consider the partially linear
regression in (15) with q = p = 2, i.e., H = W2,2[0, 1] and J (h) = ∥∥h(2)∥∥2
L2
. This penalty
function, which penalizes the roughness of h, is particularly useful as it relates to a reproducing
kernel Hilbert space, i.e., a Hilbert space where all evaluation functionals are bounded [13].
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In this case, the PEL estimation problem is written as
max
(,h)∈×W2,2[0,1]
−1
n
n∑
i=1
Iin
n∑
j=1
wji log{1 + i (, h)′(yj − x′1j− h(x2j ))}
−n
∫ 1
0
(h(2)(x2))
2 dx2. (16)
Note that W2,2[0, 1] can be decomposed as W2,2[0, 1] = W0 ⊕W1 ⊕W2, where W0 is a space
of constants with square norm (
∫
h)2, W1 is a space of linear functions satisfying
∫
h = 0 with
square norm (
∫
h(1))2, and W2 is a functional space where h(2) is square integrable and satisﬁes∫
h() = 0 with square norm ∫ (h(2))2. From Wahba [34, Chapter 2], the reproducing kernel for
W2 is R(s, t) = k2(s)k2(t) − k4(|s − t |), where k(t) = B(t)! and B(t) is the th Bernoulli
polynomial, i.e., B0(t) = 1, B1(t) = t − 12 , B2(t) = t2 − t + 16 , B3(t) = t3 − 3t
2
2 + t2m, B4(t) =
t4−2t3+t2− 130 , . . . . Thus, the basis functions forW2,2[0, 1] are written asR(s, ·) for s ∈ [0, 1].
Applying the representation theorem by Kimeldorf andWahba [13] and O’Sullivan et al. [21], the
solution of (16) for h is represented as hˆ(x2j ) = ∑2=1 d(x2j ) +∑nk=1 rkR(x2k, x2j ), where
1(x) = 1, 2(x) = x − 12 , and d = (d1, d2)′ and r = (r1, . . . , rn)′ are unknown constant vec-
tors. Moreover, the penalty term in (16) can be written as n
∫ 1
0 (h
(2)(x))2 dx = nr′R(x2, x2)r
[34, Chapter 1]. Therefore, the maximization problem (16) reduces to the following ﬁnite-
dimensional maximization problem:
max
(,d,r)
−1
n
n∑
i=1
Iin
n∑
j=1
wji log
{
1 + i (, r)′
(
yj − x′1j−
2∑
=1
d(x2j )
−
n∑
k=1
rkR(x2k, x2j )
)}
− nr′R(x2, x2)r. (17)
For PEL estimation, we need to choose the penalty coefﬁcient n, trimming term Iin, kernel
function K(·), and CEL bandwidth bn in (17). To compare with the smoothing spline method, we
ﬁx n at the value chosen by the GCV method for smoothing spline estimation. 8 We set Iin = 1
(i.e., no trimming) and K(·) as the truncated normal density function kernel (i.e., the second-
order kernel), and choose bn based on a suggestion of Kitamura et al. [14], i.e., choose a
reasonable bandwidth to estimate the optimal instrumental variables for the conditional estimating
equations (1).
We employ the simulation setups of Xiang and Wahba [36]:
Design I: yi = 0x1i + 2 sin(10x2i ) + x2ii ;
Design II: yi = 0x1i + (3 − (5x2i − 2.5)2) + x2ii ;
where 0 = 1 is our parameter of interest, x1i ∼ Uniform[0, 1], x2i ∼ Uniform[1, 2], i ∼
N(0, 1), and x1i , x2i , and i are mutually independent. Note that these setups satisfy the assump-
tions of Proposition 4.1. The sample sizes are n = 50 and 100. The number of replication is
1000.
As competitors to the PEL estimator, we consider the “oracle”estimator (the infeasible general-
ized least squares estimator for (yi −h0(x2i )) = 0x1i + x2ii , where h0 is known), misspeciﬁed
8 In the literature of the smoothing spline method, there are several choice rules for n, such as the GCV, unbiased risk,
and generalized maximum likelihood method (see [34, Chapter 4]). These methods are also applicable to PEL estimation.
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Table 1
y = x1 + 2 sin(10x2) + x2, n = 50
Estimator Ratio-RMSE RMSE Bias StDev Ratio-MAE MAE
Oracle 1.0000 0.0298 0.0003 0.0298 1.0000 0.0140
Linear OLS 24.4173 0.7273 0.0124 0.7272 35.6282 0.5001
Spline 9.9926 0.2977 0.0077 0.2976 15.2982 0.2147
Kernel 10.5714 0.3149 −0.0626 0.3086 16.2754 0.2285
Series 10.1903 0.3035 0.0074 0.3035 14.3121 0.2009
MCW 7.5337 0.2244 0.0052 0.2243 9.5656 0.1343
SMD 8.8395 0.2633 0.0135 0.2630 11.6545 0.1636
PEL 7.7019 0.2294 0.0008 0.2294 9.4378 0.1325
Table 2
y = x1 + (3 − (5x2 − 2.5)2) + x2, n = 50
Estimator Ratio-RMSE RMSE Bias StDev Ratio-MAE MAE
Oracle 1.0000 0.0302 0.0000 0.0302 1.0000 0.0108
Linear OLS 33.4605 1.0092 0.0995 1.0043 62.9524 0.6814
Spline 9.4927 0.2863 0.0196 0.2856 18.0834 0.1957
Kernel 10.1862 0.3072 −0.0187 0.3067 18.2960 0.1980
Series 10.1561 0.3063 0.0163 0.3059 18.5896 0.2012
MCW 7.6946 0.2321 0.0134 0.2317 11.9886 0.1298
SMD 8.1601 0.2461 0.0169 0.2455 14.6020 0.1581
PEL 7.7678 0.2343 0.0160 0.2337 11.6724 0.1263
Table 3
y = x1 + 2 sin(10x2) + x2, n = 100
Estimator Ratio-RMSE RMSE Bias StDev Ratio-MAE MAE
Oracle 1.0000 0.0158 −0.0008 0.0158 1.0000 0.0059
Linear OLS 32.6721 0.5164 −0.0096 0.5163 57.2312 0.3376
Spline 13.2620 0.2096 −0.0042 0.2096 25.6142 0.1511
Kernel 13.5349 0.2139 −0.0515 0.2076 22.5662 0.1331
Series 14.2687 0.2255 −0.0030 0.2255 24.4164 0.1440
MCW 8.7845 0.1388 −0.0027 0.1388 13.5288 0.0798
SMD 9.5979 0.1517 0.0003 0.1517 14.2188 0.0839
PEL 9.0178 0.1425 −0.0067 0.1424 12.7110 0.0750
linear ordinary least squares (OLS), smoothing spline, kernel, series approximation with a ﬂex-
ible Fourier series. We also consider Ma et al.’s [18] efﬁcient score estimator using local linear
regression (called MCW hereafter) and Ai and Chen’s [2] SMD estimator with a ﬂexible Fourier
series. The PEL and SMD estimators are asymptotically efﬁcient in this setup. The smoothing
spline, kernel, and series approximation estimators are consistent but inefﬁcient because of the
heteroskedastic error V (xi, 0) = x22i .
Tables 1–5 present the ﬁnite sample bias (Bias), standard deviation (StDev), root mean square
error (RMSE), median absolute error (MAE), ratio of the RMSE to the oracle estimator (Ratio-
RMSE), and ratio of the MAE to the oracle estimator (Ratio-MAE) for estimates of 0. Tables 1
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Table 4
y = x1 + (3 − (5x2 − 2.5)2) + x2, n = 100
Estimator Ratio-RMSE RMSE Bias StDev Ratio-MAE MAE
Oracle 1.0000 0.0164 0.0014 0.0163 1.0000 0.0073
Linear OLS 39.0171 0.6382 0.0043 0.6382 62.7066 0.4562
Spline 13.2666 0.2170 −0.0144 0.2165 21.2517 0.1546
Kernel 12.6786 0.2074 −0.0334 0.2047 19.7032 0.1433
Series 12.6538 0.2070 −0.0123 0.2066 19.8013 0.1441
MCW 8.8584 0.1449 −0.0087 0.1446 12.2672 0.0892
SMD 9.9469 0.1627 −0.0024 0.1627 12.2532 0.0891
PEL 8.7705 0.1435 −0.0073 0.1433 12.3823 0.0901
Table 5
PEL estimator with different bandwidths: bn = b3n−1/6 for b = 1, 2, . . . , 10 (y = x1 + 2 sin(10x2) + x2, n = 50)
PEL Ratio-RMSE RMSE Bias StDev Ratio-MAE MAE
b 1 8.8491 0.2636 −0.0093 0.2634 11.4903 0.1613
2 7.6619 0.2282 −0.0080 0.2281 8.9933 0.1262
3 7.3489 0.2189 −0.0094 0.2187 8.4928 0.1192
4 6.8430 0.2038 −0.0100 0.2036 8.1225 0.1140
5 6.7556 0.2012 −0.0122 0.2009 8.4008 0.1179
6 6.5701 0.1957 −0.0104 0.1954 8.7434 0.1227
7 7.2894 0.2171 −0.0106 0.2169 9.4673 0.1329
8 8.0791 0.2407 −0.0060 0.2406 9.9032 0.1390
9 8.1346 0.2423 −0.0061 0.2422 10.6672 0.1497
10 8.9811 0.2675 −0.0063 0.2674 11.1576 0.1566
and 2 present results of Designs I and II with n = 50, respectively. We focus on Ratio-RMSE and
Ratio-MAE. Both designs show similar results. The misspeciﬁed linear OLS estimator is clearly
bad.Among consistent estimators, theMCW, SMD, and PEL estimators, which are asymptotically
efﬁcient, demonstrate better performance than other estimators. Although the MCW, SMD, and
PEL estimators are asymptotically equivalent, the MCW and PEL estimators perform better than
the SMD estimator in all cases. This suggests that the kernel-based methods work better than the
sieve-based method in our simulation. The MCW and PEL estimators show similar performances.
Interestingly, although the differences are very small, MCW generally works better in terms of
the MSE but PEL generally works better in terms of the MAE. Tables 3 and 4 present results
of Designs I and II with n = 100, respectively. Although the levels of the RMSE and MAE
decrease, the results are similar to the case of n = 50. Table 5 presents results for the PEL
estimator under Design I (n = 50) with different values of the bandwidth: bn = b3n−1/6 for
b = 1, 2, . . . , 10. 9 Ratio-RMSE and Ratio-MAE show U-shapes against b. Note that for almost
all b the PEL estimator has smaller RMSE than the SMD estimator.
In summary, our simulation results show that the PEL estimator is competitive with the MCW
estimator and works better than the other existing estimators, and the performance of the PEL
estimator is insensitive to the choice of the bandwidth bn.
9 From Condition (ii), the bandwidth bn should satisfy bn = const. × n−2 with 18 < 2 < 14 in this case.
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6. Conclusion
In this paper, we propose an empirical likelihood-based estimation procedure for conditional
estimating equations containing unknown functions. This setup includes several semiparametric
setups as special cases. The proposed estimator, the PEL estimator, is an extension of CEL by
adding a penalty term to deal with unknown functions. We show that our estimator is consistent,
asymptotically normal, and asymptotically efﬁcient. These results are applied to three illustrative
examples. A simulation study for a partially linear model demonstrates that the PEL estimator
works better than the existing estimators.
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Appendix A. Mathematical proofs
Notation. Hereafter, let ci ∈ (0,∞) (i = 1, 2, . . .) be a generic positive constant, gˆ (xi, ) =∑n
j=1 wjig
(
zj , 
)
, Vˆ (xi, )=∑nj=1 wjig (zj , ) g (zj , )′, and gˆ[xi, v]=∑nj=1 wjig[zj , v].
A.1. Proof of Theorem 3.1
Proof of (i). Let 0 < 	n = o(n−1/8). First, we show ‖ˆ−0‖∗ = op(	n) = op(n−1/8). LetBc1 ={ ∈ A : ‖−0‖∗	n}. The optimality of i () in (6) implies L1n() = −n−1∑ni=1 Iin∑nj=1
wji log(1 + n−1/4E [g (zi, ) |xi]′ V (xi, )−1 g(zj , ))n() for each  ∈ A. Observe that
max
1 in
sup
∈A
∥∥∥E [g (zi, ) |xi]′ V (xi, )−1∥∥∥ is bounded a.s.,
max
1 jn
sup
∈A
∥∥g(zj , )∥∥ = oas(n1/m), (18)
where the ﬁrst statement follows from Assumption 3.3(i) and (iii), and the second statement
is obtained from Kitamura et al. [14, Lemma D.2] with Assumption 3.3(i). Since m > 8, the
arguments in the logs of L1n() are positive a.s. for all n large enough. On the other hand, an
expansion of n(0) around i (0) = 0 yields
n(0) = −1
n
n∑
i=1
Iini (0)
′ gˆ (xi, 0) + 1
n
n∑
i=1
Iin
n∑
j=1
wji
(
i (0)′ g
(
zj , 0
))2
2
(
1 − t0i (0)′ g
(
zj , 0
))2
 −1
n
n∑
i=1
Iini (0)
′ gˆ (xi, 0) = Gn(0)
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for some t0 ∈ (0, 1). Using L1n() and Gn(0),
Pr{ˆ ∈ Bc1}  Pr
{
sup
∈Bc1
{n() − nJ (h)}n(0) − nJ (h0)
}
 Pr
{
sup
∈Bc1
{L1n() − nJ (h)}Gn(0) − nJ (h0)
}
(19)
for all n large enough. An expansion of L1n () yields
L1n() = −n−1−1/4
n∑
i=1
IinE [g (zi, ) |xi]′ V (xi, )−1 gˆ (xi, )
+n−1−1/2
n∑
i=1
Iin
n∑
j=1
wji1(xi, zj , ), (20)
at each  ∈ A, where 1(xi, zj , ) =
(
E[g(zi ,)|xi ]′V (xi ,)−1g(zj ,)
)2
2
(
1−t1n−1/4E[g(zi ,)|xi ]′V (xi ,)−1g(zj ,)
)2 for some t1 ∈ (0, 1).
Let L¯n() = −n−1∑ni=1 E [g (zi, ) |xi]′ V (xi, )−1 E[g(zi, )|xi]. Note that L¯n(0) = 0 from
Assumption 3.2(i). Deﬁne a partition Bc1 =
⋃∞
k1=1
⋃∞
k2=0 Ak1,k2(	n), that is,
Ak1,k2(	n)
=
{
∈A : 2k1−1	n ‖− 0‖∗ < 2k1	n, 2k2−1 max{J (h0), 1}
J (h)<2k2 max{J (h0), 1}
}
,
for k1 = 1, 2, . . . and k2 = 1, 2, . . ., and
Ak1,0(	n) =
{
 ∈ A : 2k1−1	n ‖− 0‖∗ < 2k1	n, J (h) < max{J (h0), 1}
}
for k1 = 1, 2, . . . . Without loss of generality, we assume n1/4n	2n for all n large enough.
Otherwise, we replace 	2n by n1/4n hereafter. Observe that
inf
∈Ak1,k2 (	n)
E
[
E [g (zi, ) |xi]′ V (xi, )−1 E[g(zi, )|xi]
]
+ n1/4n {J (h) − J (h0)}
c	2nMk1,k2 , (21)
for some c ∈ (0,∞), where Mk1,k2 =
(
2k1−1
)2 if k2 = 0 and Mk1,k2 = (2k1−1)2 + (2k2−1 − 1)
otherwise. Combining (19)–(21), and Gn(0) = op(n−1/2) (by applying LemmaA.2(iv) and (vi)
with  = 0), set inclusion relations imply
Pr
{
sup
∈Bc1
{L1n() − nJ (h)}Gn(0) − nJ (h0)
}

∞∑
k1=1
∞∑
k2=0
Pr
{
sup
∈Ak1,k2 (	n)
∥∥∥∥∥n−1
n∑
i=1
IinE [g (zi, ) |xi]′ V (xi, )−1
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× {gˆ (xi, ) − E[g(zi, )|xi]}
∥∥∥∥∥ c	2nMk1,k2/3
}
+
∞∑
k1=1
∞∑
k2=0
Pr
⎧⎨
⎩ sup∈Ak1,k2 (	n)
∥∥∥∥∥∥n−1−1/4
n∑
i=1
Iin
n∑
j=1
wji1(xi, zj , )
∥∥∥∥∥∥ c	2nMk1,k2/3
⎫⎬
⎭
+
∞∑
k1=1
∞∑
k2=0
Pr
{
sup
∈Ak1,k2 (	n)
{
L¯n() − L¯n(0) − E
[
L¯n() − L¯n(0)
]}
c	2nMk1,k2/3
}
+ o(1)
=
∞∑
k1=1
∞∑
k2=0
P
(1)
k1,k2
+
∞∑
k1=1
∞∑
k2=0
P
(2)
k1,k2
+
∞∑
k1=1
∞∑
k2=0
P
(3)
k1,k2
+ o(1). (22)
For P (1)k1,k2 , (18) and Lemma A.1 (with f (z, ) = g(z, ), S = Ak1,k2(	n), an = c	2nMk1,k2/3,
and  = m) yield
P
(1)
k1,k2
 Pr
{
c1 sup
(xi ,)∈Xn×Ak1,k2 (	n)
∥∥gˆ (xi, ) − E[g(zi, )|xi]∥∥ c	2nMk1,k2/3
}
 c2
N (	2nMk1,k2 ,Ak1,k2(	n), ‖·‖s)(
	2nMk1,k2b
dx+1
n
)dx exp
⎛
⎝− n	4nM2k1,k2bdxn
max
{
1, 	2−4/mn M
1−2/m
k1,k2
b
−2(dx+1)/m
n
}
⎞
⎠
+o(1). (23)
Therefore, Assumption 3.4(iii) guarantees that∑∞k1=1∑∞k2=0 P (1)k1,k2 → 0 as n → ∞. For P (2)k1,k2 ,(18) implies
P
(2)
k1,k2
 Pr
{
c3 sup
(xi ,)∈Xn×Ak1,k2 (	n)
∥∥∥Vˆ (xi, )∥∥∥ cn1/4	nMk1,k2/3
}
. (24)
Thus, a similar argument to derive (23) and Assumption 3.3(iii) yield∑∞k1=1∑∞k2=0 P (2)k1,k2 → 0.
For P (3)k1,k2 , we apply Shen [28, Theorem 2]. First, the deﬁnition of A(k1, k2) implies
sup
∈A(k1,k2)
Var
(
E [g (zi, ) |xi]′ V (xi, )−1 E[g(zi, )|xi]
)
c4k21,
i.e., Shen [28, Assumption B] is veriﬁed. Second, Assumptions 3.2(iii) and 3.3 guarantee Shen
[28, Assumption C]. Finally, Shen [28, Assumption D] is veriﬁed by Assumptions 3.2(iv) and
3.3. Therefore, applying the proof of Shen [28, Theorem 2] yields ∑∞k1=1∑∞k2=0 P (3)k1,k2 → 0.
Combining these results, we have ‖ˆ− 0‖∗ = op(	n) = op(n−1/8).
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Next, we derive an improved convergence rate ‖ˆ − 0‖∗ = op(	3/2n ) = op(n−1/8−1/16). Let
Bc2 = { ∈ A : 	n ‖− 0‖∗ 	3/2n }. Note that
L2n () = −n−1
n∑
i=1
Iin
n∑
j=1
wji log
(
1+n−1/8E [g (zi, ) |xi]′ V (xi, )−1 g
(
zj , 
))
 n ()
for each  ∈ Bc2. Similar to (19), we have
Pr{ˆ ∈ Bc2}  Pr
{
sup
∈Bc2
{
n () − nJ (h)
}
n(0) − nJ (h0)
}
 Pr
{
sup
∈Bc2
{L2n() − nJ (h)}Gn(0) − nJ (h0)
}
.
An expansion of L2n () yields that for some t2 ∈ (0, 1),
L2n() = −n−1
n∑
i=1
IinE [g (zi, ) |xi]′ V (xi, )−1 gˆ (xi, )
+n−1
n∑
i=1
Iin
n∑
j=1
wji2(xi, zj , ),
at each  ∈ A, where 2(xi, zj , ) =
(
E[g(zi ,)|xi ]′V (xi ,)−1g(zj ,)
)2
2
(
1−t2n−1/8E[g(zi ,)|xi ]′V (xi ,)−1g(zj ,)
)2 . A similar argument
to (22) yields
Pr
{
sup
∈Bc2
{L2n() − nJ (h)}Gn(0) − nJ (h0)
}

∞∑
k1=1
∞∑
k2=0
Pr
⎧⎨
⎩ sup
∈Ak1,k2 (	3/2n )
∥∥∥∥∥n−1
n∑
i=1
IinE [g (zi, ) |xi]′ V (xi, )−1
× {gˆ (xi, ) − E[g(zi, )|xi]}
∥∥∥∥∥∥ c	3nMk1,k2/3
⎫⎬
⎭
+
∞∑
k1=1
∞∑
k2=0
Pr
⎧⎨
⎩ sup
∈Ak1,k2 (	3/2n )
∥∥∥∥∥∥n−1−1/8
n∑
i=1
Iin
n∑
j=1
wji2(xi, zj , )
∥∥∥∥∥∥ c	3nMk1,k2/3
⎫⎬
⎭
+
∞∑
k1=1
∞∑
k2=0
Pr
⎧⎨
⎩ sup
∈Ak1,k2 (	3/2n )
{
L¯n() − L¯n(0)
− E [L¯n() − L¯n(0)]
⎫⎬
⎭ c	3nMk1,k2/3
⎫⎬
⎭+ o(1)
=
∞∑
k1=1
∞∑
k2=0
P
(4)
k1,k2
+
∞∑
k1=1
∞∑
k2=0
P
(5)
k1,k2
+
∞∑
k1=1
∞∑
k2=0
P
(6)
k1,k2
+ o(1)
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for some c ∈ (0,∞). For P (4)k1,k2 , Assumption 3.3(iii) and the Cauchy–Schwarz inequality imply
P
(4)
k1,k2
 Pr
⎧⎨
⎩ sup
(xi ,)∈Xn×Ak1,k2 (	3/2n )
∥∥gˆ (xi, ) − E[g(zi, )|xi]∥∥
× sup
∈Ak1,k2 (	3/2n )
n−1
n∑
i=1
‖E [g (zi, ) |xi]‖ c5	3nMk1,k2/3
⎫⎬
⎭
 Pr
⎧⎨
⎩ sup
(xi ,)∈Xn×Ak1,k2 (	3/2n )
∥∥gˆ (xi, ) − E[g(zi, )|xi]∥∥ c5	2nM1/2k1,k2/3
⎫⎬
⎭
+Pr
⎧⎨
⎩ sup
∈Ak1,k2 (	3/2n )
n−1
n∑
i=1
{‖E [g (zi, ) |xi]‖ − E [‖E [g (zi, ) |xi]‖]}
 	nM1/2k1,k2/2
⎫⎬
⎭
+Pr
⎧⎨
⎩ sup
∈Ak1,k2 (	3/2n )
E [‖E [g (zi, ) |xi]‖] 	nM1/2k1,k2/2
⎫⎬
⎭
= P (4a)k1,k2 + P
(4b)
k1,k2
+ P (4c)k1,k2 .
For P (4a)k1,k2 , (23) implies
∑∞
k1=1
∑∞
k2=0 P
(4a)
k1,k2
→ 0. For P (4b)k1,k2 , we can apply Lemma A.1 (set
as f (zj , ) =
∥∥E [g (zj , ) |xj ]∥∥, E[f (zi, )|xi] = E[‖E [g (zi, ) |xi]‖], wji = n−1, bn = 1,
S = Ak1,k2(	3/2n ), an = 	nM1/2k1,k2/2, and  = 2). Then Assumption 3.4(iii) implies∑∞
k1=1
∑∞
k2=0 P
(4b)
k1,k2
→ 0. For P (4c)k1,k2 , Jensen’s inequality and the deﬁnition of ‖·‖∗ yield
sup∈Ak1,k2 (	3/2n ) E [‖E [g (zi, ) |xi]‖]  c6 sup∈Ak1,k2 (	3/2n ) ‖− 0‖∗ c62
k1	3/2n . Thus, we
have
∑∞
k1=1
∑∞
k2=0 P
(4c)
k1,k2
→ 0. Combining these results,∑∞k1=1∑∞k2=0 P (4)k1,k2 → 0 as n → ∞.
For P (5)k1,k2 , we have
P
(5)
k1,k2
 Pr
⎧⎨
⎩ sup
(xi ,)∈Xn×Ak1,k2 (	3/2n )
∥∥∥Vˆ (xi, )∥∥∥ sup
∈Ak1,k2 (	3/2n )
n−1
n∑
i=1
‖E [g (zi, ) |xi]‖2
 c7n1/8	3nMk1,k2/3
⎫⎬
⎭ .
Thus, a similar argument to P (4)k1,k2 implies
∑∞
k1=1
∑∞
k2=0 P
(5)
k1,k2
→ 0 (we apply LemmaA.1 with
f (zj , ) =
∥∥E [g (zj , ) |xj ]∥∥2, E[f (zi, )|xi] = E[‖E [g (zi, ) |xi]‖2], wji = n−1, bn = 1,
S = Ak1,k2(	3/2n ), an = 	nM1/2k1,k2/2, and  = 2). For P
(6)
k1,k2
, applying Shen [28, Theorem 2]
again yields
∑∞
k1=1
∑∞
k2=0 P
(6)
k1,k2
→ 0. Therefore, ‖ˆ− 0‖∗ = op(n−1/8−1/16) is obtained.
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Finally, by repeating the above reﬁnement inﬁnitely many times, we have ‖ˆ − 0‖∗ =
op(n
−(1/8)(1+1/2+1/4+···)) = op(n−1/4). 
Proof of (ii). Since the proof is similar to that of Shen [28, Theorem 4], we only sketch the proof.
Without loss of generality, assume J (h0)1. Let 0 < n = o(n−1/2), Ak =
{
 ∈ A : ‖− 0‖∗
1/2n , 2k−1J (h0)J (h) < 2kJ (h0)
}
for k = 1, 2, . . ., and A0 =
{
 ∈ A : ‖− 0‖∗ 1/2n ,
J (h) < J(h0)
}
. Observe that
Pr
{
J (hˆ)(1 + 	)J (h0)
}
 Pr
{
J (hˆ)J (h0)
n + 	n
n − 	n
}
= Pr
{
n(J (hˆ) − J (h0))	n(J (hˆ) + J (h0))
}
 Pr
{
n
(
ˆ
)−n(0)	n(J (hˆ)+J (h0)), ∥∥ˆ−0∥∥∗ 1/2n }+Pr {∥∥ˆ−0∥∥∗ > 1/2n }

∞∑
k=0
Pr
{
sup
∈Ak
{
L¯n() − L¯n(0) − E
[
L¯n() − L¯n(0)
]}
n
(
	2k−1J (h0) + J (h0) + 1
)}
+ o(1),
for some 	 ∈ (0, 1) and all n large enough, where the second inequality follows from the deﬁnition
of ˆ and set inclusion relations, the third inequality follows from Theorem 3.1(i) and a similar
argument to derive (22). Therefore, applying Shen [28, Theorem 2] implies the conclusion. 
A.2. Proof of Theorem 3.2
Let 0 < n = o(n−1/2) and u0 = ±v0, where v0 is the Riesz representer deﬁned in (13).
Let (t) = ˆ + tnu0 for t ∈ [0, 1]. Note that (0) = ˆ, (1) = ˆ + nu0, and Theorem 3.1
and Assumption 3.5(v) guarantee the existence of (t) at each t ∈ [0, 1] for all n w.p.a.1. From
(5), i ((t)) solves the ﬁrst-order condition F(t, i ) = ∑nj=1 wjig(zj ,(t))1+i ′g(zj ,(t)) = 0 for i . Observe
that F(t, i ) is continuously differentiable in t a.s. (from Assumption 3.5(v)) and that the matrix
F(t,i ((t)))
′i
= −∑nj=1 wjig(zj ,(t))g(zj ,(t))(1+i ((t))′g(zj ,(t)))2 is invertible w.p.a.1, which is implied from Lemma
A.2(ii), Assumption 3.3(iii), and
max
1 jn
sup
(xi ,)∈Xn×Bn
∣∣i ()′g(zj , )∣∣ = op(1) (25)
(by LemmaA.2(vi) and (18)). Thus, the implicit function theorem implies that i ((t)) is continu-
ously differentiable in t w.p.a.1, and the derivative is given by di ((t))
d [u0] = −
(
F(t,i ((t)))
′i
)−1
dF(t,i ((t)))
dt
w.p.a.1. Since the derivative di ((t))
d [u0] is written by a function of g(zj , (t)),
i ((t)), and dg(zj , (t))/dt , Assumption 3.5(v) and the differentiability of i ((t)) imply that
di ((t))
d [u0] is differentiable in t w.p.a.1, i.e., i ((t)) is second-order differentiable in t w.p.a.1.
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Since g(zj , (t)) is also second-order differentiable in t (by Assumption 3.5(v)), we can apply a
second-order expansion to n((t)) around t = 0, i.e., for some s ∈ (0, 1),
0 
{
n(ˆ) − nJ (hˆ)
}
−
{
n(ˆ+ nu0) − nJ (hˆ + nu0h)
}
= n((0)) − n((1)) + o(n−1)
= − dn((t))
dt
∣∣∣∣
t=0
− 1
2
d2n((t))
dt2
∣∣∣∣
t=s
+ o(n−1), (26)
where the inequality follows from the deﬁnition of ˆ, and the ﬁrst equality follows fromAssump-
tion 3.5(iii).
First, consider the ﬁrst term of (26). From (5),
− dn((t))
dt
∣∣∣∣
t=0
= 1
n
n∑
i=1
Iin
n∑
j=1
wjii (ˆ)′gˆ[zj , nu0]
1 + i (ˆ)′g(zj , ˆ)
= n
n
n∑
i=1
Iini (ˆ)
′gˆˆ[xi, u0] − n
n
n∑
i=1
Iini (ˆ)
′
⎛
⎝ n∑
j=1
wjigˆ[zj , u0]g(zj , ˆ)′
1 + i (ˆ)′g(zj , ˆ)
⎞
⎠ i (ˆ)
= A1 + A2.
For A2, observe that
|A2|Op(n) sup
(xi ,)∈Xn×Bn
∥∥∥∥∥∥
n∑
j=1
wjig[zj , u0]g(zj , )′
∥∥∥∥∥∥ sup∈Bn
1
n
n∑
i=1
Iin ‖i ()‖2
= op(n−1),
where the inequality follows from (25), and the equality follows from Assumptions 3.3(i) and
3.5(v) and Lemma A.3(iii). For A1, observe that
A1 = n
n
n∑
i=1
Iingˆ
(
xi, ˆ
)′
Vˆ
(
xi, ˆ
)−1
gˆˆ[xi, u0] + op(n−1)
= n
n
n∑
i=1
Iingˆ
(
xi, ˆ
)′ {
Vˆ
(
xi, ˆ
)−1
gˆˆ[xi, u0] − V (xi, 0)−1 E[g0 [zi, u0]|xi]
}
+n
n
n∑
i=1
Iin
{
gˆ
(
xi, ˆ
)− gˆ (xi, 0)}′ V (xi, 0)−1 E[g0 [zi, u0]|xi]
+n
n
n∑
i=1
Iingˆ (xi, 0)
′ V (xi, 0)−1 E[g0 [zi, u0]|xi] + op(n−1)
= A11 + A12 + A13 + op(n−1),
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where the ﬁrst equality follows from Lemmas A.2(v) and A.3(iii). For A11, observe that
A11 = n
n
n∑
i=1
Iingˆ
(
xi, ˆ
)′ {
Vˆ
(
xi, ˆ
)−1
gˆˆ[xi, u0] − V
(
xi, ˆ
)−1
gˆ[xi, u0]
}
+n
n
n∑
i=1
Iingˆ
(
xi, ˆ
)′ {
V
(
xi, ˆ
)−1
gˆ[xi, u0] − V (xi, 0)−1 E[g0 [zi, u0]|xi]
}
= Aa11 + Ab11. (27)
Lemmas A.2(ii) and (iii) and A.3(i) imply that Aa11 = op(n−1). For Ab11, the Cauchy–Schwarz
inequality yields
|Ab11|  op(nn−1/4)
× sup
∈Bn
√√√√1
n
n∑
i=1
∥∥V (xi, )−1 E[g[zi, u0]|xi] − V (xi, 0)−1 E[g0 [zi, u0]|xi]∥∥2
= op(n−1),
where the inequality follows from Lemma A.3(ii), and the equality follows from an application
of Lemma A.1 with Assumption 3.5(vi). Thus, we have A11 = op(n−1). For A12, a lengthy but
similar argument to Ai and Chen [2, Corollary C.3(ii)] yields
A12 = n
n
n∑
i=1
Iin
{
gˆ
(
xi, ˆ
)− gˆ (xi, 0)}′ V (xi, 0)−1 E[g0 [zi, u0]|xi]
= nE
[{
E[g (zi, ˆ) |xi]−E[g (zi, 0) |xi]}′ V (xi, 0)−1 E[g0 [zi, u0]|xi]]+op(n−1)
= nE
[
E[g¯[zi, ˆ− 0]|xi]′V (xi, 0)−1 E[g0 [zi, u0]|xi]
]
+ op(n−1)
= nE
[{
E[g¯[zi, ˆ−0]|xi]−E[g0 [zi, ˆ−0]|xi]
}′
V (xi, 0)
−1 E[g0 [zi, u0]|xi]
]
+n
〈
ˆ− 0, u0
〉
H + op(n−1)
= n
〈
ˆ− 0, u0
〉
H + op(n−1),
where the third equality follows from a Taylor expansion (¯ is a point on the line joining ˆ and
0), and the last equality follows fromAssumption 3.5(vi). ForA13,Ai and Chen (1999, Corollary
A.7) implies
A13 = n
n
n∑
i=1
g (zi, 0)
′ V (xi, 0)−1 E[g0 [zi, u0]|xi] + op(n−1).
Combining these results, the ﬁrst term of (26) satisﬁes
− dn((t))
dt
∣∣∣∣
t=0
= n
n
n∑
i=1
g (zi, 0)
′ V (xi, 0)−1 E
[
g0 [z, u0] |xi
]+ n 〈ˆ− 0, u0〉
+op(n−1). (28)
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Next, consider the second term of (26). If it exists, let d((s))
d [nu0] = d(ˆ+tnu0)dt
∣∣∣
t=s and
d2((s))
d d [nu0, nu0] = d
2(ˆ+tnu0)
dt2
∣∣∣
t=s be the pathwise derivatives for a function . Similar to
Kitamura et al. [14, p. 1706], the chain rule implies that d2n((t))
dt2
∣∣∣
t=s = T1 + T2 + T3, where
T1 = 
2
n
n
n∑
i=1
Iin
n∑
j=1
wji
{
di ( (s))′ g
(
zj ,  (s)
)
d
[u0]
}
i ( (s))′ g(s)
[
zj , u0
]
(
1 + i ( (s))′ g
(
zj ,  (s)
))2 ,
T2 = −
2
n
n
n∑
i=1
Iin
n∑
j=1
wji
di ( (s))
d
[u0]′ g(s)
[
zj , u0
]
1 + i ( (s))′ g
(
zj ,  (s)
) ,
T3 = −
2
n
n
n∑
i=1
Iin
n∑
j=1
wji
1 + i ( (s))′ g
(
zj ,  (s)
)
×
dg∑
k=1
{
d2g(k)
(
zj ,  (s)
)
d d
[u0, u0]
}
(k)i ( (s)) .
Note that all derivatives in the above deﬁnitions exist w.p.a.1 under our assumptions. For T1,
observe that
T1 = 
2
n
n
n∑
i=1
Iin
n∑
j=1
wjig(s)
[
zj , u0
]′ i ( (s)) i ( (s))′ g(s) [zj , u0](
1 + i ( (s))′ g
(
zj ,  (s)
))2
+
2
n
n
n∑
i=1
Iin
n∑
j=1
wji
di ( (s))
d
[u0]′ g
(
zj ,  (s)
)
i ( (s)) ′g(s)
[
zj , u0
]
(
1 + i ( (s))′ g
(
zj ,  (s)
))2
= T11 + T12.
From (25), Assumption 3.5(v), and Lemma A.2(vi), we have
|T11| Op(1)
{
max
1 in
Iin ‖i ( (s))‖2E
}
2n
n
n∑
i=1
Iin
∣∣∣∣∣∣
n∑
j=1
wjic1
(
zj
)2∣∣∣∣∣∣ = op(2nn−1/4).
By a similar but lengthy argument as Kitamura et al. [14, Lemma C.5], we can show that
‖ di ((s))
d [u0] ‖ = Op(1) uniformly on xi ∈ Xn. From (25), Assumptions 3.3(i) and 3.5(v),
and Lemma A.2(vi), we also have
|T12|  Op(1)
{
max
1 in
Iin ‖i ( (s))‖
}{
max
1 in
Iin
∥∥∥∥di ( (s))d [u0]
∥∥∥∥
}
2n
n
×
n∑
i=1
Iin
∣∣∣∣∣∣
n∑
j=1
wji c˜1(zj )c¯1
(
zj
)∣∣∣∣∣∣
= op(2nn−1/8).
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Therefore, |T1| = op(n−1). Similarly, (25) and Assumption 3.5(v) imply that
|T2| Op(1)
{
max
1 in
Iin
∥∥∥∥di ( (s))d [u0]
∥∥∥∥
}
2n
n
n∑
i=1
Iin
∣∣∣∣∣∣
n∑
j=1
wjic1
(
zj
)∣∣∣∣∣∣ = op(n−1).
Also note that (25), Assumption 3.5(v), and Lemma A.2(vi) imply
|T3| Op(1)
{
max
1 in
Iin ‖i ( (s))‖
}
2n
n
n∑
i=1
Iin
∣∣∣∣∣∣
n∑
j=1
wjic1
(
zj
)∣∣∣∣∣∣ = op(2nn−1/8).
By combining the results for T1, T2, and T3, we have d
2n((t))
dt2
∣∣∣
t=s = op(n
−1).
Finally, since u0 = ±v0, (26) and (28) imply that for any non-zero 
 ∈ Rd ,√
n
′(ˆ− 0) = √n
〈
ˆ− 0, v0
〉
= − 1√
n
n∑
i=1
E
[
g0 [zi, v0] |xi
] ′V (xi, 0) g (zi, 0) + op(1). (29)
Therefore, a central limit theorem implies the conclusion.
A.3. Proof of Proposition 4.1
Assumption 3.1 is directly assumed. Condition (iv-1) guaranteesAssumption 3.2(i). Conditions
(i) and (ii) imply Assumption 3.2(ii). For all  ∈ A(k1, k2), we have
‖− 0‖s  c1
∥∥x′1 (0 − ) + h0(x2) − h(x2)∥∥sup
 c2
∥∥x′1 (0 − ) + h0(x2) − h(x2)∥∥aL2 k1−a2
 c3 ‖− 0‖a∗ k1−a2 , (30)
where a = q−1/p
q−1/p+1/2 , the second inequality follows from Shen [28, Lemma 2], and the third
inequality follows from Assumption 3.1 and Condition (iii). Thus, a binomial expansion yields
sup∈A(k1,k2) ‖− 0‖s c4ka1k1−a2 c5(k21 + k2)1−a/2, i.e., Assumption 3.2(iii) is satisﬁed with
2 = 1 − a/2. From Birman and Solomjak [3, Theorem 5.2], we have N (u,A(k1, k2), ‖·‖s)
c6u−1/q (k1 + k2)1/q . Therefore, a lengthy but straightforward calculation and Condition (ii)
imply
sup
k11,k21
∫ U
L
{
logN (u,A(k1, k2), ‖·‖s)
}1/2
du/L
c7−1/2−1/4qn sup
k11,k21
(k21 + k2)(2−p/2)(1−1/2q)(k1 + k2)1/2q
k21 + k2
c8n1/2,
i.e., Assumption 3.2(iv) is satisﬁed.
Now, observe that (a) E [g(z, )|x] = x′1 (0 − ) + h0(x2) − h(x2) is second-order
differentiable in x (from H = Wq,p[a, b] with q2); (b) sup∈A |g(z, )| |y| +
sup∈ |x′1| + suph∈H ‖h‖Wq,p[a,b] = c1(z), and E
[
c1(z)m
]
< ∞ from Condition (iii) and
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Assumption 3.1; and (c) |g(z, 1)−g(z, 2)|  ‖x1‖ ‖1−2‖+‖h1−h2‖sup c2(z)‖1 − 2‖s .
Therefore,Assumption 3.3(i) is veriﬁed. For each  ∈ A,V (x, ) = E [y2|x]+(x′1)2+h(x2)2−
2E [y|x] (x′1)− 2E [y|x]h(x2)− 2 (x′1)h(x2). Since each term is second-order differentiable,
Assumption 3.3(ii) holds. Also, Condition (iii) guarantees Assumption 3.3(iii).
Assumption 3.4(i) and (ii) are directly assumed. By applying Birman and Solomjak
[3, Theorem 5.2] again, we haveN (n−1/4(k21 +k2),A(n−1/8k1, k2), ‖·‖s)c9n1/4q(k21 +k2)−1/q
(n−1/8k1 + k2)1/q . Thus, the inﬁmum in (11) is attained by k1 = k2 = 1, and Condition (ii) guar-
antees Assumption 3.4(iii).
WenowcheckAssumption3.5.Condition (i) guaranteesAssumption3.5(i). Condition (iv-1) im-
pliesAssumption 3.5(ii). From Condition (i) and the deﬁnition of J (h),Assumption 3.5(iii) is sat-
isﬁed with 3 = 1. By applying (30) with k2 = (1+	)max {J (h0), 1}, we have |E[g(z, )|x]| ∥∥x′1 (0 − ) + h0(x2) − h(x2)∥∥sup c10 ‖− 0‖a∗. Since a 12 (from q1/p+ 12 ),Assumption
3.5(iv) is satisﬁed with 4 = a. Observe that (a) g [z, v0] = −x′1v0 − vh0(x2) satisﬁes the enve-
lope condition fromAssumption 3.1 and vh0 ∈ Wq,p[a, b]; (b) from g1 [z, v0]−g2 [z, v0] = 0,
the Hölder continuity of g [z, v0] is trivially satisﬁed; and (c) d2g(z,  + tv0)/dt2|t=0 = 0
trivially satisﬁes the envelope condition. Thus, Assumption 3.3(v) is satisﬁed. Since E[g¯[z, −
0]|x] −E[g0 [z, − 0]|x] = 0 for all ¯,  ∈ Bn, the ﬁrst part of Assumption 3.3(vi) is trivially
satisﬁed. Observe that
E
[∥∥∥E[g[z, v0]|x]′V (x, )−1 − E[g0 [z, v0]|x]′V (x, 0)−1∥∥∥2
]
c11E
[
|V (x, ) − V (x, 0)|2
]
c12E
[∣∣x′1(0 − ) + h0(x2) − h(x2)∣∣2]
c13 ‖− 0‖2∗ = o(n−1/2),
for all  ∈ Bn, where the ﬁrst inequality follows from Assumption 3.1 and Condition (iii), and
the second inequality follows from a direct calculation. Therefore, all assumptions for Theorems
3.1 and 3.2 are veriﬁed.
A.4. Proof of Proposition 4.2
Similar to Proposition 4.1, Assumptions 3.1, 3.2(ii), 3.3(iii), 3.4(i) and (ii), and 3.5(i) and (iii)
are satisﬁed. Condition (iv-2) guarantees Assumption 3.2(i). Similar to (30), we have
‖− 0‖a∗ k1−a2  c1
∥∥F (x′10 + h0(x2))− F (x′1+ h(x2))∥∥aL2 k1−a2
= c2
∥∥∥F (1) (x′1¯+ h¯(x2)) {x′1 (0 − ) + h0(x2) − h(x2)}∥∥∥a
L2
k1−a2
 c3
∥∥x′1 (0 − ) + h0(x2) − h(x2)∥∥aL2 k1−a2
 c4
∥∥x′1 (0 − ) + h0(x2) − h(x2)∥∥sup
 ‖− 0‖s , (31)
for all  ∈ A(k1, k2), where a = q−1/pq−1/p+1/2 , the equality follows from a Taylor expansion
(x′1¯ + h¯(x2) is a point on the line joining x1′0 + h0(x2) and x′1 + h(x2)), and the second
inequality follows fromCondition (iv-2). Thus,Assumption 3.2 (iii) is satisﬁedwith 2 = 1−a/2.
Also, similar to Proposition 4.1, Assumption 3.2(iv) is veriﬁed.
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Now, observe that (a) E [g(z, )|x] = F (x1′0 + h0(x2))− F (x′1+ h(x2)) is second-order
differentiable in x (from Condition (iv-2) and H = Wq,p[a, b] with q2); (b) sup∈A |g(z, )|
 |y| + sup∈A |F
(
x1′+ h(x2)
) | = c1(z), and E [c1(z)m] < ∞ from Conditions (iii) and
(vi-2),Assumption 3.1, andH = Wq,p[a, b]; and (c) an expansion yields |g(z, 1) − g(z, 2)| 
sup
(¯,h¯)∈×H |F (1)
(
x′1¯+ h¯(x2)
)
|{‖x1‖ ‖1−2‖+‖h1−h2‖sup}c2(z) ‖1 − 2‖s .Therefore,
Assumption 3.3(i) is veriﬁed. For each  ∈ A, we have V (x, ) = E [y2|x] − 2F(x′10 +
h0(x2))F (x′1 + h(x2)) + F(x′1 + h(x2))2. Since each term is second-order differentiable (by
Conditions (iii) and (iv-2) andH = Wq,p[a, b] with q2),Assumption 3.3(ii) holds. From (31),
the same argument to the proof of Proposition 4.1 implies Assumption 3.4(iii).
We now checkAssumption 3.5. Condition (iv-2) implies Assumption 3.5(ii). By applying (31)
with k2 = (1+	)max {J (h0), 1},wehave |E[g(z, )|x]| c5
∥∥x′1 (0 − ) + h0(x2) − h(x2)∥∥sup
c6 ‖− 0‖a∗. Since a 12 (from q1/p + 12 ), Assumption 3.5(iv) is satisﬁed with 4 =
a. Observe that (a) g [z, v0] = −F (1)
(
x′1+ h(x2)
) (
x′1v0 + vh0(x2)
)
satisﬁes the envelope
condition from Assumption 3.1, Condition (vi-2), and vh0 ∈ Wq,p[a, b]; (b) since
∣∣g1 [z, v0]
−g2 [z, v0]
∣∣ c7|F (2) (x′1˙+ h˙(x2)) {x1′ (2 − 1) + h2(x2) − h1(x2)} |c3(z) ‖1 − 2‖s
(x′1˙+ h˙(x2) is a point on the line joining x′10 + h0(x2) and x′1+ h(x2)), the Hölder continuity
of g [z, v0] is satisﬁed; and (c)Assumption 3.1 and Condition (vi-2) guarantee the envelope con-
dition of d2g(z, + tv0)/dt2|t=0 = −F (2)
(
x′1+ h(x2)
) (
x′1v0 + vh0(x2)
)2
. Thus,Assumption
3.5(v) is satisﬁed. Observe that∣∣∣E [E[g0 [z, v0]|x]′V (x, 0)−1 {E[g¯ [z, − 0] |x] − E[g0 [z, − 0] |x]}]∣∣∣
c8
∣∣E [E[g¯ [z, − 0] |x] − E[g0 [z, − 0] |x]]∣∣
= c8
∣∣∣E [F (2) (x′1˙+h˙(x2)) {x′1 (¯−0)+ (h¯(x2)−h0(x2))}
× {x′1 (−0)+ (h(x2)−h0(x2))} ]∣∣∣
c9
∥∥∥x′1 (¯− 0)+ (h¯(x2) − h0(x2))∥∥∥
L2
∥∥x′1 (− 0) + (h(x2) − h0(x2))∥∥L2
c10 ‖¯− 0‖∗ ‖− 0‖∗ = o(n−1/2),
for all , ¯ ∈ Bn, where the ﬁrst equality follows from a Taylor expansion, and the second
inequality follows from the Cauchy–Schwarz inequality and Condition (iv-2). Thus, the ﬁrst part
of Assumption 3.5(vi) is satisﬁed. Also, the second part of Assumption 3.5(vi) is veriﬁed as
E
[∥∥∥E[g[z, v0]|x]′V (x, )−1 − E[g0 [z, v0]|x]′V (x, 0)−1∥∥∥2
]
c11E
[
|V (x, ) − V (x, 0)|2
]
= c11E
[{
F(x′1+ h(x2)) − F(x′10 + h0(x2))
}4]
c12E
[∣∣(x′10 + h0(x2))− (x′1+ h(x2))∣∣4]
c13
∥∥x′1 (− 0) + (h(x2) − h0(x2))∥∥2L2 c14 ‖− 0‖2∗ = o(n−1/2),
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for all  ∈ Bn, where the ﬁrst inequality follows from Assumption 3.1 and Conditions (iii)
and (iv-2), and the third inequality follows from the Cauchy–Schwarz inequality. Therefore, all
assumptions for Theorems 3.1 and 3.2 are veriﬁed.
A.5. Proof of Proposition 4.3
Similar to Proposition 4.1, Assumptions 3.1, 3.2(ii), 3.3(iii), 3.4(i) and (ii), and 3.5(i) and (iii)
are satisﬁed. From Xia et al. [35], Condition (iv-3) guaranteesAssumption 3.2(i). Similar to (30),
Shen [28, Lemma 2] implies
‖− 0‖s  c1
∥∥h(x′) − h0(x′0)∥∥a1L2 k1−a12 + c2 ∥∥h(x′) − h0(x′0)∥∥a2L2 k1−a22
 c3 ‖− 0‖a1∗ k1−a12 + c4 ‖− 0‖a2∗ k1−a22 , (32)
for all  ∈ A(k1, k2), where a1 = q−1/pq−1/p+1/2 , a2 = q−1−1/pq−1/p+1/2 . Thus, Assumption 3.2(iii) is
satisﬁed with 2 = 1 − a2/2. Also, similar to Proposition 4.1, Assumption 3.2(iv) is veriﬁed.
Now, observe that (a) E [g(z, )|x] = h0(x′0) − h(x′) is second-order differentiable in
x (from H = Wq,p[a, b] with q3); (b) sup∈A |g(z, )| c1(z) = |y| + sup(,h)∈×H∥∥h(x′)∥∥Wq,p and E [c1(z)m] < ∞ from Condition (iii), Assumption 3.1, and H = Wq,p[a, b];
and (c) |g(z, 1) − g(z, 2)| 
∥∥h2(x′2) − h1(x′1)∥∥sup  ‖1 − 2‖s . Therefore, Assumption
3.3(i) is veriﬁed. For each  ∈ A, we have V (x, ) = E [y2|x] + h(x′)2 − 2h0(x′0)h(x′).
Since each term is second-order differentiable in x, Assumption 3.3(ii) holds. Also, a similar
argument to the proof of Proposition 4.1 guarantees Assumption 3.4(iii).
We now checkAssumption 3.5. Condition (iv-3) implies Assumption 3.5(ii). By applying (32)
with k2 = (1 + 	)max {J (h0), 1}, we have |E[g(z, )|x]| = c5
∥∥h0(x′0) − h(x′)∥∥sup c6 ‖
−0‖a2∗ . Since a2 12 (from q1/p + 52 ), Assumption 3.5(iv) is satisﬁed with 4 = a2. Observe
that (a) g [z, v0] = −h(1)(x′)x′v0−vh0(x′) satisﬁes the envelope condition fromAssumption
3.1 and h, vh0 ∈ Wq,p[a, b]; (b) since |g1 [z, v0]−g2 [z, v0] |c7
∥∥∥h(1)2 (x′2) − h(1)1 (x′1)∥∥∥
sup
c8 ‖1 − 2‖s , the Hölder continuity of g [z, v0] is satisﬁed; and (c) d2g(z, +tv0)/dt2|t=0 =
−h(2)(x′)v0′xx′v0−2v(1)h0 (x′)x′v0 satisﬁes the envelope condition fromAssumption 3.1 and
H = Wq,p[a, b]. Thus, Assumption 3.3(v) is satisﬁed. Observe that∣∣∣E [E[g0 [z, v0]|x]′V (x, 0)−1 {E[g¯ [z, − 0] |x] − E[g0 [z, − 0] |x]}]∣∣∣
c9
∣∣∣E [{h(1)0 (x′0)−h¯(1)(x′¯)} x′ (−0)+h(x′0)−h(x′¯)−h0(x′0)+h0(x′¯)]∣∣∣
c10
∣∣∣(˙− 0) ′E[xx′] (¨− 0)∣∣∣ c11 ‖˙− 0‖∗ ‖¨− 0‖∗ = o(n−1/2),
for all , ˜ ∈ Bn and some ˙, ¨ ∈ Bn, where the ﬁrst inequality follows from second-order expan-
sions. Thus, the ﬁrst part of Assumption 3.5(vi) is satisﬁed. Also, the second part of Assumption
3.5(vi) is veriﬁed as
E
[∥∥∥E[g[z, v0]|x]′V (x, )−1 − E[g0 [z, v0]|x]′V (x, 0)−1∥∥∥2
]
c12E
[
‖V (x, ) − V (x, 0)‖2
]
= c13E
[∣∣h(x′) − h0(x′0)∣∣2]
c14 ‖− 0‖2∗ = o(n−1/2)
for all  ∈ Bn. Therefore, all assumptions for Theorems 3.1 and 3.2 are veriﬁed.
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A.6. Lemmas
Lemma A.1 (Application of Ai and Chen (1999, Lemma A.1)). Suppose that Assumptions 3.1
and 3.4(i) and (ii) hold. For some vector of measurable functions f (z, ) and a subset S ⊂ A,
assume that (i) each element of f (z, ) satisﬁes an envelope condition over  ∈ S with order ,
and (ii) each element of f (z, ) is Hölder continuous in  ∈ S. Then for any 0 < an = o(n−1/4)
satisfying a−1n brn → 0, we have
Pr
⎧⎨
⎩ sup(xi ,)∈Xn×S
∥∥∥∥∥∥
n∑
j=1
wjif (zj , ) − E[f (zi, )|xi]
∥∥∥∥∥∥ an
⎫⎬
⎭
c1
N (an,S, ‖·‖s)(
anb
dx+1
n
)dx exp
⎛
⎝− na2nbdxn
max
{
1, c2a1−2/n b−2(dx+1)/n
}
⎞
⎠+ o(1)
for some c1, c2 ∈ (0,∞) and all n enough large.
Lemma A.2. Suppose that Assumptions 3.1–3.5 hold. Then uniformly on (xi, ) ∈ Xn × Bn (i)
gˆ(xi, ) = E[g(zi, )|xi] + op(n−1/4); (ii) Vˆ (xi, ) = E
[
g (zi, ) g (zi, )′ |xi
] + op(n−1/4);
(iii) gˆ [xi, v0] = E [g [zi, v0] |xi] + op(n−1/4); (iv) ‖gˆ (xi, ) ‖ = op(n−1/8); (v) i () =
Vˆ (xi, )−1gˆ (xi, ) + Vˆ (xi, )−1 Ri with Ri = ∑nj=1 wjig(zj ,)(i ()′g(zj ,))21+i ()′g(zj ,) ; (vi) ‖i () ‖ =
op(n
−1/8).
Parts (i)–(iii) are applications of Lemma A.1.
Proof of (iv). Part (i) of this lemma and Assumption 3.5(iv) imply sup(xi ,)∈Xn×Bn ‖gˆ (xi, ) ‖
 sup(xi ,)∈Xn×Bn ‖gˆ (xi, ) − E [g(zi, )|xi] ‖ + sup(xi ,)∈Xn×Bn ‖E [g(zi, )|xi] ‖ = op
(n−1/4) + oas(n−1/8).
Proof of (v). From (5), i () satisﬁes
0 =
n∑
j=1
wjig
(
zj , 
) {
1 − i ()′g(zj , ) + (i ()
′g
(
zj , 
)
)2
1 + i ()′ g
(
zj , 
)
}
= gˆ(xi, ) − i ()′Vˆ (xi, ) + Ri
for each (x, ) ∈ Xn × Bn. Since Vˆ (xi, ) is invertible w.p.a.1 uniformly on (xi, ) ∈ Xn × Bn
(from Part (ii) of this lemma and Assumption 3.3(iii)), the conclusion is obtained.
Proof of (vi). Obtained from Parts (iv) and (v) of this lemma.
Lemma A.3. Suppose that Assumptions 3.1–3.5 hold. Then uniformly on  ∈ Bn (i) 1n
∑n
i=1 Iin∥∥gˆ (xi, )∥∥ = op(n−1/4); (ii) 1n ∑ni=1 Iin ∥∥gˆ (xi, )∥∥2 = op(n−1/2); (iii) 1n ∑ni=1 Iin ‖i ()‖2 =
op(n
−1/2).
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Proof of (i). Observe that
sup
∈Bn
1
n
n∑
i=1
Iin
∥∥gˆ (xi, )∥∥
 sup
∈Bn
1
n
n∑
i=1
Iin
∥∥gˆ (xi, ) − E[g(zi, )|xi]∥∥+ sup
∈Bn
1
n
n∑
i=1
‖E[g(zi, )|xi]‖
op(n−1/4) + sup
∈Bn
{
1
n
n∑
i=1
‖E[g(zi, )|xi]‖ − E [‖E[g(zi, )|xi]‖]
}
+ sup
∈Bn
E [‖E[g(zi, )|xi]‖] , (33)
where the second inequality follows fromLemmaA.2(i).ByapplyingLemmaA.1 (withf (zj , ) =∥∥E [g (zj , ) |xj ]∥∥, E[f (zi, )|xi] = E[‖E [g (zi, ) |xi]‖], wji = n−1, bn = 1, S = Bn, an =
n−1/2, and  = m), we can show that the second term of (33) is op(n−1/2). For the third term of
(33), Jensen’s inequality yields sup∈Bn E [‖E[g(zi, )|xi]‖]  sup∈Bn
√
E
[‖E[g(zi, )|xi]‖2]
c sup∈Bn ‖− 0‖∗ o(n−1/4). Thus, the conclusion is obtained. 
Proof of (ii). The proof is similar to that of Part (i) of this lemma. 
Proof of (iii). It is obtained from Lemma A.2(v) and (vi) and Parts (i) and (ii) of this lemma.
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