We present a simple method based on computational-geometry for extracting contours from digital images. Unlike traditional image processing methods, our proposed method first extracts a set of oriented feature points from the input images, then applies a sequence of geometric techniques, including clustering, linking, and simplification, to find contours among these points. Extensive experimental results on synthetic and natural images show that our method can effectively extract contours from both clean and noisy images. Experiments on the Berkeley Segmentation Dataset also show that our proposed computationalgeometry method can be linked with any state-of-the-art pixel-based contour extraction algorithm to remove noise and close gaps without severely dropping the contour accuracy. Moreover, contours extracted by our method have a much more compact representation than contours obtained by traditional pixel-based methods. Such a compact representation allows more efficient extraction of shape features in subsequent computer vision and pattern recognition tasks.
Introduction
Image contours refer to lines and boundaries of interesting regions within digital images, including object boundaries and boundaries of regions defined by sudden changes of brightness, color or texture. Image contour extraction is crucial for analyzing the contents of an image and is therefore paramount in many computer vision and pattern recognition applications [18] , including image segmentation [1, 35] , object detection [3] , and object recognition [3, 50] . Arbeláez et al. [1] proposed an image segmentation method for transforming the output of any contour detector into a hierarchical region tree, thus reducing the problem of image segmentation to that of finding contours. Shotton et al. [50] proposed a method for recognizing objects from several contour fragments. Bai et al. [3] proposed to detect and recognize contour parts using shape similarity. However, highly accurate image contour extraction algorithms are typically computationally intensive. Furthermore, extracting contours from images with Supported in part by NSF grant DBI-0743670 and an ADVANCE grant from Utah State University. A preliminary version of this paper appeared in the Proceedings of the 21st Canadian Conference on Computational Geometry (CCCG'09) [53] . complex shapes, with textures, or with substantial amount of noise is especially difficult due to discontinuities in lines and region boundaries. In this paper, we present a simple contour extraction method based on computational-geometry techniques.
Image contour extraction is an active research area, as suggested by recent papers [1, 8, 16, 38, 45, 60] . In general, contour extraction techniques can be classified into two main categories: region-based, and line-based. Region-based techniques use similar brightness, color or texture properties to segment the image into regions and extract contours directly from the segmented region boundaries. Line-based techniques use high contrast of luminance, color, or texture to find lines or boundaries. Region-based techniques include three kinds of segmentation techniques [23] (e.g., region-growingbased, region-splitting-based, and region-merging-based segmentation techniques), and techniques based on graph theory and cuts [15, 57] . Line-based techniques include active contour techniques [29] , edge detection-based techniques [6, 38, 49] , and edge groupingbased techniques. Active contour techniques adapt an initial estimate of a closed contour until the sum of some external and internal energy functions are minimized. Edge grouping-based methods use line approximation algorithms to connect noise-removed edge pixels into segments and further group these segments to obtain object boundaries [12, 51] . Interested readers may refer to the survey by Papari and Petkov [42] for more details on line-based contour extraction methods.
Our work is closely related to the edge grouping-based contour extraction techniques [12, 13, 22, 47, 48, 51, 52, 56, 59] . These edge grouping-based contour extraction techniques can be further classified into three categories: local, regional, and globalbased [20, pp. 725-738] . Local methods (e.g., gradient-based methods [26, 40] and statistical-based methods [36] ) analyze a small neighborhood around each pixel and link adjacent pixels which satisfy some criteria. Regional methods (e.g., edge linkingbased algorithms [41, 46] ) connect pixels that are previously known to be part of the same region or contour. They further apply polygonal fitting to find contour approximations. Global methods (e.g., Hough transform [9] ) find sets of pixels lying on curves of specific shape without using any prior knowledge. However, all these three categories of methods have their own shortcomings.
Specifically, local methods ignore valuable global information about the geometric proximity of pixels and tend to find locally optimal solutions; regional methods require prior knowledge about the regional membership of each pixel to find closed boundaries; and global methods work well to find certain types of shapes but fail to generalize to any arbitrary shape. In addition, most edge grouping-based methods find either closed or open boundaries but not both. Furthermore, most edge grouping-based methods are sensitive to noise resulting from the edge detectors since they mainly consider boundary information such as proximity, closure, and continuity and disregard region information such as homogeneity and appearance of structures.
To address the noise issues, two kinds of solutions have been proposed. The first kind [22, 25, 47, 48, 58, 59] is to apply measures such as length, gaps, smoothness, and closure to assign a saliency value to each edge pixel, and apply a thresholding approach to filter out noisy pixels and keep contour pixels. The second kind [51] is to combine both boundary and region information to remove noisy pixels and find closed boundaries.
Recently, researchers have begun to use computational-geometry techniques to solve problems of digital-geometry 1 [2, 30] . It is well known that computational-geometry techniques work in a continuous domain and digital-geometry techniques work with discrete points or pixels on the integer coordinates. As a result, computational-geometry techniques are more general than digital-geometry techniques and they are sometimes more efficient than methods that check all the pixels in the region. For example, finding all the edge pixels in a region could be done more efficiently with computationalgeometry range searching than by checking all the pixels in it. Furthermore, even though image pixels are on a grid, natural image features have a much larger scale; thus, considering the position and orientation of edges as continuous values is a better model than using discrete values. In view of the advantages of computational-geometry, we present a simple method based on computational-geometry for extracting contours from digital images with complex shapes and with substantial amount of noise.
Our computational-geometry method is simpler than digital-geometry methods, because it is based on simple general rules instead of many special cases considered by digital-geometry methods. In addition, our proposed technique is unique and different from traditional image processing techniques from the following perspectives: (i) It works with a set of oriented feature points instead of edge pixels from the input images.
(ii) It works with geometric primitives (points and line segments) at each step instead of obtaining a geometric representation of the contours as a post-processing step. (iii) It finds contours in the presence of substantial amount of noise and gets rid of all the points that are not part of any contour. Our major contributions are as follows:
1. Proposing a simple computational-geometry method for contour extraction, which requires no prior knowledge about the regional membership of pixels and is not restricted to any particular shapes. 2. Developing a suite of simple and general geometric algorithms that can work on any set of oriented points obtained from digital images and other sources, where each geometric algorithm can be independently applied to achieve desired goals in other tasks. 3. Predetermining default parameter values that work well for extracting contours from digital images based on the valid assumption that the closest pair of edge pixels is likely separated by a small distance (one or two pixels).
To evaluate the performance of our proposed method, we compared it with some methods evaluated by Williams and Thornber [59] and also performed various tests on a large set of synthetic and natural images, and measured the accuracy, connectivity, and level of compression of the extracted contours. Experiments show that our method can effectively extract contours from noisy images and it can achieve a high level of compression for the extracted contours. The remainder of the paper is organized as follows: Section 2 presents the proposed computational-geometry method for contour extraction. Section 3 explains our choice of default parameter values and the performance measures used to evaluate our results. Section 4 quantitatively evaluates the performance of the proposed method with extensive experiments that show its effectiveness. Section 5 draws the conclusion and presents the direction for future work.
Computational Geometric Algorithms for Contour Extraction
In this section, we explain the steps of our proposed method. It consists of two stages, as shown in Fig. 1(a) : input conversion and geometric algorithms. In the first stage, we extract a set of oriented points from the input image, and in the second stage, we find contours among these points using geometric algorithms. The second stage is the most important and has three steps, as shown in Fig. 1(b) : for point clustering, we filter points using a clustering technique; for point linking, we link points, based on proximity and orientation, into paths representing the contours; and for path simplification, we simplify paths by reducing their number of points. In the following subsections, we explain each stage in detail. 
Input Conversion
In this paper, we focus on the geometric algorithms of the second stage, which are independent of the method used by the input conversion stage. We use the Sobel edge detector [20] in the input conversion stage, to extract a set of edge pixels, due to its simplicity. Other edge detectors (e.g., the Canny edge detector [6] ) or methods to detect edges based on brightness and texture [38] could also be used, as long as they can extract a set of edge pixels along with their orientations.
The input conversion stage transforms the problem of finding contours into a geometric problem, and it is very simple. First, we use the Sobel edge detector [49] to find a set of edge pixels, which correspond to possible contour pixels. Here, each edge pixel has a magnitude indicating the edge strength at the pixel location, and a direction indicating the edge angle relative to the horizontal line. Then, we transform each edge pixel into an oriented point p i located at the center (x i , y i ) of the edge pixel, whose orientation α i is given by the edge direction, and whose weight w i is initialized with the edge magnitude. Finally, we normalize both spatial coordinates and orientation angles to [0, 1], invert the y-axis to have the origin at the lower left corner, and center the area of the original image inside the unit square. Specifically, we convert any angle α greater than π to α mod π and map the angle α = π to 1. To ease discussion, we use angles in radians or degrees when describing the geometric algorithms later on.
Geometric Algorithms: Point Clustering
Clustering techniques have been widely used in image processing, where they are among the most powerful approaches to image segmentation [54] , and they are also used as preprocessing steps for pattern recognition tasks. We use a clustering-based algorithm to reduce the number of points obtained from the input conversion stage. This algorithm keeps the distribution and orientations of the reduced point set close to those of the original set, and it is used to achieve the following goals: (1) reduce the processing time of the following steps; (2) improve the results of the next step (point linking), which can find cleaner contours if the number of very close points is reduced.
Algorithm. We reduce the number of oriented points using a simple iterative greedy algorithm. This greedy algorithm repeatedly merges the closest pair of points into a new point until the distance between the closest pair reaches a threshold d c-max . Fig. 2 illustrates a typical arrangement of points before clustering and the result after clustering, where the distance between the closest pair of points is at least d c-max . When a pair of points is merged into one, the values of the new point are weighted averages of the values of the original points. Specifically, merging points p i and p j into a new point p k is done as follows:
where
are chosen so that the orientation of p k is close to the orientations of both p i and p j . Note that we merge points based only on their distance, but the orientation of the new point is the weighted average of the orientations of the merged points. We did experiments with other functions that used both the spatial distance and the orientations of the points and got similar results. Therefore, we decided to use only the distance to be able to find points that could be merged faster, for example, by finding the closest pair or by using range searching.
Implementation. We use a simple array-based implementation of the clustering algorithm to show that the proposed geometric techniques work well to achieve the aforementioned goals. However, we also describe an alternative faster implementation. We base our analysis on the following observation:
Observation 1. Let d min be the closest pair distance between points in a set S, and let d max be a distance such that d max ≥ d min . Given a point p in S, if d max = c · d min for a small constant c, the number of points k in S within distance d max to p is bounded by a constant.
Since d min is the closest pair distance, the circles of radius d min /2 centered at every point are non-overlapping. Therefore, the number of points k within distance d max of a point p is limited by the maximum number of circles of radius d min /2 that can fit inside a circle of radius d max + d min /2. Based on the areas of these two circles, we find that k ≤ (2c + 1) 2 .
Array-based implementation. Our array-based implementation works as follows. The total number of merging steps can be at most n− 1 because the number of points is reduced by one after each merge. Therefore, the total running time is O(n 2 + nm), which can be O(n 3 ) if m is O(n 2 ). However, Observation 1 implies that if d c-max is small, m is O(n), and the algorithm runs in O(n 2 ) time. Improved running time. The array-based implementation must traverse the pairs array to find the closest pair, and traverse the points array to find all candidate pairs for a given point. However, finding the closest pair or all candidate pairs for a given point could be done faster by using a variety of range searching techniques which consider only nearby points. The algorithm can be implemented to run in O(n 2 log n) time by finding the closest pair in O(n log n) time [4] at every merging step, or in O(n log n) time by using a data structure that maintains the closest pair in O(log n) time per insertion and deletion [5] . Proposition 2. The clustering algorithm can be implemented to run in O(n 2 log n) time, or in O(n log n) time using more complex data structures.
Geometric Algorithms: Point Linking
Two categories of algorithms have been widely used to find contours from a set of edge or region boundary pixels. The first category uses contour tracing algorithms [39, 44] to trace the contours by starting from a known contour pixel and repeatedly moving to adjacent contour pixels until a stopping condition is met (usually returning to the starting pixel). Contours extracted by these algorithms are stored as a sequence of pixels encoded as a chain-code [17] . However, algorithms under this category work relatively well only on clean boundaries without gaps and the encoding can take a lot of space. The second category uses edge linking algorithms [41, 46] which link edge pixels if they are within a small neighborhood and have a similar magnitude or direction. Contours extracted by these algorithms are sometimes stored using a geometric representation, and an additional step is needed to obtain this representation. However, algorithms under this category have to examine all the edge pixels within a chosen neighborhood window to find the best pixels to link, which is not efficient if the window is large. Alternatively, they can use a small window, but only if they use an additional step to fill edge gaps before linking.
To address the shortcomings of the above two categories of algorithms, we propose a simple point linking algorithm to find contours as a set of paths represented as polylines, i.e., sequences of line segments between the given points. Similar to edge linking algorithms, our point linking algorithm links points based on proximity and orientation. However, it is based on simple rules, it does not require the boundaries to be clean or connected, and it yields equivalent results of multiple steps required by other pixel-based linking algorithms, e.g., filling gaps between edges, linking pixels, and approximating the contours with line segments.
Algorithm. Our algorithm is in spirit similar to Prim's algorithm for minimum spanning tree (MST) [19, pp. 366-369] in the sense that it extends a path (grows a cluster) until it cannot be extended anymore. However, our algorithm does not find a MST. Instead, it finds multiple paths based on simple rules for choosing appropriate segments. A path is obtained by starting from a single segment and then greedily extending it in both directions.
The initial segment of a new path is a between a pair of isolated points (p i , p j ), whose distance is within the threshold distance d -max and whose weight w(p i , p j ) is the maximum among the weights of all the candidate pairs. In our algorithm, the weight of a pair of points (p i , p j ) measures how good is the line segment between p i and p j for representing contours. That is, a higher weight indicates a better choice of segment to represent contours. Specifically, the weight of a pair of points (p i , p j ) depends on the following values: the distance between the points p i and p j (i.e., |p i p j |), the difference between the orientation of point p i and the orientation of segment p i p j (i.e., a i ij ), the difference between the orientation of point p j and the orientation of segment p i p j (i.e., a j ij ), the threshold distance d -max , and the threshold orientation difference α -max . It is computed as follows:
It is clear that the weight of the distance w d (p i , p j ) and the weight of the two orientation differences, i.e., w αi (p i , p j ) and w αj (p i , p j ), are in the range [0, 1], and their values are determined by the linear and monotonically decreasing functions shown in Fig. 3 . Note that this function returns the value of the worst part of the segment between two points, which can be the distance or the difference between the orientation of the segment and the orientation of one of the points. Therefore, if the points are too far away, they will not be linked even if the orientations are very similar; and if the orientations are very different, they will not be linked even if they are very close. After the initial segment is chosen, the path is extended at both ends by repeatedly adding the most appropriate point. For example, when extending a path P = (. . . , p i−2 , p i−1 , p i ) from the end point p i , the algorithm takes the point p x that satisfies the following conditions: (1) the distance from p i to p x is at most d -max ; distance weight Fig. 4 . Extending the path P = (. . . , pi−2, pi−1, pi) at the end point pi. Only the three candidate points in the gray area can be linked when the maximum allowable linking distance is set to be d -max .
(2) the turn angle from p i to p x , relative to the orientation of p i , is at most π/2; and (3) the weight of the pair (p i , p x ) is the maximum among all pairs satisfying the first two conditions. Fig. 4 shows an example where the point with the best weight would be selected from among p a , p b , and p c , since p d and p e do not satisfy the first two conditions. The algorithm stops extending a path when there are no more candidate points or the added point is already part of an existing path (i.e., the path intersects another path).
Implementation. We use a simple array-based implementation of the linking algorithm to show that the proposed geometric techniques work well. However, we also describe an alternative faster implementation.
Array-based implementation. Our array-based implementation works as follows. First, find all m possible pairs that can be linked in O(n 2 ) time, put them in a pairs array, and sort them by weight in O(m log m) time. Then, find the paths by repeating the following steps: First, find the initial segment for the next path by traversing the pairs array until a pair of isolated point is found. To determine if points are part of a path, we store the degree of each point (i.e., the number of linked segments connected to a point) in a separate array. Then, extend the path in one direction until it cannot be extended any more, and repeat the same process of extending the path in the other direction. When extending a path, we find the next point in O(m) time by checking all pairs in the pairs array, and adding as the new end point, the other point of a pair that includes the current end point and satisfies the three linking conditions.
Since at most two segments are added for each point, the total number of segments for all paths output by the point linking algorithm is O(n). Therefore, the total running Improved running time. The running time of the algorithm can be improved by using a range searching technique, such as bucketing or range trees. We choose d -max = c · d -min for a small constant c, where d -min is the closest pair distance. As a result, the number of points within distance d -max of a point p i is a constant, and the total number of pairs that may be linked is O(n). By using a range searching technique, all of these pairs can be found in linear time and sorted in O(n log n) time. Similarly, by using range searching, it takes constant time to find the initial pair for a path and the best point to extend it. Therefore, the algorithm can be implemented to run in O(n log n) time.
Proposition 4. Given a set of n points with closest pair distance d -min , and d -max = c · d -min for a small constant c, the linking algorithm can be implemented to run in O(n log n) time by using a range searching technique.
Geometric Algorithms: Path Simplification
The paths obtained by the linking step are often more complex than necessary and thus it is desirable to simplify them by reducing the number of points they have without introducing any perceivable visual distortion. This reduction is reasonable and feasible based on the observation that many consecutive points of the same contour are either collinear or close to the same straight line. For example, given a path P = (p 1 , p 2 , . . . , p n ), it is clear that any sub-path of consecutive collinear points (p i , p i+1 , . . . , p j−1 , p j ) can always be replaced by the segment p i p j . On the other hand, in the case of points that are close to a straight line, it might still be acceptable to remove the intermediate points and keep a straight line approximation. In most cases, if the simplified paths are allowed to differ slightly from the originals, it is possible to have a significant reduction of the number of points. Moreover, if the allowed difference is small, the visual difference is hardly perceivable. By reducing the number of points, the simplification algorithm achieves the following goals: (1) reduce the space required to store contours, (2) reduce small inconsistencies resulting from noise, and (3) improve the efficiency of any post-processing techniques on the contours.
Since paths are represented by polylines, the problem of simplifying paths is the same as the geometric problem of polygonal chain approximation or simplification, defined as follows [18] : Given a polygonal chain P = (p 1 , p 2 , . . . , p n ), find another chain Q = (q 1 , q 2 , . . . , q m ) such that (1) m ≤ n (ideally m n); (2) the q j are selected from among the p i , with q 1 = p 1 and q m = p n ; and (3) any segment q j q j+1 that replaces the sub-chain q j = p r . . . p s = q j+1 is such that the distance ε(r, s) between q j q j+1 and each p k , r ≤ k ≤ s, is smaller than some predetermined error tolerance ε. Several error criteria have been used for the approximation problem, each with its own algorithmic issues. We use the segment criterion, which defines the error ε(r, s) of a segment as the maximum of the distances from the vertices p k to the segment q j q j+1 , and consider the error of chain Q as the maximum of the errors of each of its segments: ε(P, Q) = max 1≤j<m {ε(q j , q j+1 )}. Fig. 5 shows a polygonal chain and an approximation.
Algorithm. Several algorithms [7, 14, 24] have been proposed for approximating polygonal chains, with most optimal algorithms taking Ω(n 2 ) time to find approximations in R 2 . We propose a dynamic programming algorithm to simplify polygonal chains based on the segment criterion. To simplify contours, we run this algorithm on every path and then remove isolated points (i.e., the points do not belong to any path) and paths under a certain length that might exist due to noise in the original image.
The detour [10] of a chain P on the pair of points (p i , p j ) is defined as the total length |p i . . . p j | of the sub-chain p i . . . p j divided by the length of the segment p i p j . That is,
Our algorithm uses the following property of the detour to determine whether a segment of the approximation has an error within the desired tolerance: Given a segment p i p j and an error tolerance ε, there is a bound
The derivation of this property is illustrated in Fig. 6 . The sub-chain p i . . . p k . . . p j (solid line) is approximated by the segment p i p j , with p k being the farthest point of the sub-chain to the segment. For an error tolerance ε, all points of the sub-chain p i . . . p j must be inside the tolerance region (dashed line), which is a combination of a rectangle with sides of lengths |p i p j | and 2ε, and two semicircles of radii ε with centers at p i and p j . For a detour, all points of the sub-chain p i . . . p j are inside an ellipse with foci p i and p j . Clearly, the maximum detour that ensures the error is within the tolerance Fig. 6 . Maximum detour for a specified error tolerance ε ε is determined by the ellipse (solid line) with foci p i and p j that is tangent to the boundary of the tolerance region. Otherwise, if the detour is larger, some points of the sub-chain p i . . . p j could be outside of the tolerance region. Specifically, this ellipse is tangent to the tolerance region when the sub-chains p i . . . p k and p k . . . p j are equal to the segments p i p k and p k p j , respectively, and |p i p k | = |p k p j |. Therefore, the maximum detour is
Dynamic programming. Let K(i) denote the minimum number of points of the best known approximation of the sub-chain p 1 . . . p i . Our proposed dynamic programming algorithm works as follows:
Base case: For all i,
Recurrence: For all i and j such that 1 ≤ j < i and d(j, i) ≤ d T (j, i),
The base case initializes K(i) to use all points. That is, the best known approximation of each sub-chain p 1 . . . p i is initially the same chain with no points removed. Then, to determine K(i), the recurrence step finds the minimum number of points required by any of the best known approximations having p j as the next to last vertex, and takes the minimum of those plus one as the best approximation for the sub-chain p 1 . . . p i . The condition d(j, i) ≤ d T (j, i) ensures that only valid segments p j p i , i.e., those with an error within the specified tolerance, are considered. However, the algorithm may not find the the minimum number of points possible for the specified tolerance because some segments with an error within the tolerance may be discarded by the detour test. Nevertheless, experiments show that it produces good approximations with considerable reduction in the number of points.
To recover the simplified chain, we use a table P (i) to store the point choices for the best approximation. The choice table P (i) stores the index of the next to last point p j of the best approximation of the sub-chain p 1 , . . . , p j , p i . We initialize P (i) to i − 1 and set P (i) to j every time K(i) is updated to K(j) + 1 during the computation of K(i). After the computation of K(i) and P (i), we recover the best approximation from P (i). We start with the last point p n and backtrack from P (n) until the first vertex p 1 is reached. Every time P (i) is visited, we add point k = P (i) to the approximation chain and move to P (k).
Implementation. The implementation of the dynamic programming algorithm is straightforward, and with a constant time to compute the detour, it clearly runs in O(n 2 ) time. To compute the detour in constant time, we first compute the lengths L(i) of all sub-chains p 1 . . . p i by L(i − 1) + |p i−1 p i |, as a preprocessing step. Then the detour for segment p i p j is simply
Since the backtracking procedure takes linear time to recover the best approximation, the overall running time of the algorithm is O(n 2 ). After simplification, the filtering steps to remove isolated points and short paths take linear time on the total number of points.
Proposition 5. Given a polygonal chain P with n vertices, the dynamic programming algorithm finds an approximation chain Q in O(n 2 ) time, for the segment criterion.
Default Parameters and Performance Measures
In this section, we explain our choices of default parameter values and the rational for these choices. We also explain the three performance measures, namely, accuracy, connectivity, and compression, which are used to quantitatively evaluate the performance of the proposed algorithm.
Default Parameter Values
Since every step of the process requires some parameters, it is useful to have good default parameter values that can achieve decent contour extraction results for a majority of images. We use the closest pair distance d min and a range parameter r to automatically select appropriate values for some of the parameters. Below, we describe the choice of each parameter in detail.
Input Conversion (magnitude threshold). We use μ + 1−μ 3 as the magnitude threshold for the Sobel edge detector, where μ is the normalized average magnitude. This choice ensures that a relatively large number of strong edge pixels is extracted.
Point Clustering (maximum distance to merge points). We use d c-max = r c · d c-min as the maximum distance to merge points, where the clustering range r c is set to be 2. Since the closest pair distance is most likely the distance between two points corresponding to adjacent edge pixels, this choice ensures that any two points corresponding to adjacent pixels in the eight neighborhood window centered at one of the pixels can be merged. We do not set d c-max to be large in order to avoid losing small details.
Point Linking (maximum distance and orientation difference to link points). We use d -max = r · d -min as the maximum distance to link points, where the linking range r is set to be 3. The rational for this choice is that small values of d -max can cause breaks in the contours because points are not linked, and large values of d -max can cause false contours to be detected. Our choice is a compromise between these two extremes and allows the linking algorithm to find contours when there are small discontinuities or some intermediate points have inconsistent orientations resulting from noise. We use α -max = 35 • as the maximum orientation difference to link points because it is important to use a value that is not too small, to link points of curved contours, yet not too large, to prevent linking nearby points of different contours.
Path Simplification (error tolerance and filtering thresholds). We use ε = 1 2 d min as the error tolerance. This value ensures that the visual difference between the original and the simplified contours is hardly perceivable for most images, because the distance between oriented points is small before simplification. After simplification, the filtering steps can remove isolated points and paths under a certain length that might exist due to noise in the original image. By default, we remove any isolated points and keep all paths.
Performance Measures
Evaluating accuracy. Most methods for evaluating contour extraction algorithms use ground truths [21, 37, 55] , which correspond to the real contours, and count the number of true positives (TP) as the contour pixels correctly detected, false negatives (FN) as the contour pixels missed, and false positives (FP) as the contour pixels detected incorrectly. Then they use traditional statistical measures such as precision and recall to evaluate the results. 2 However, these measures work with discrete binary data and cannot be applied directly to evaluate the performance of our method, which works with continuous lines. For this reason, we use the Hausdorff distance [27, 28] as the performance measure to evaluate the accuracy (i.e., quality) of our results. Given two sets of points X and Y , the Hausdorff distance is defined as follows:
where h(X, Y ) is the directed Hausdorff distance between the two sets of points X and Y , and is defined as
where |xy| is the distance between x and y. The directed Hausdorff distance is the maximum distance from a point in X to the nearest point in Y . A small directed Hausdorff distance indicates that all points in X are close to some point in Y . The Hausdorff distance is the maximum distance from any point in one of the sets, X or Y , to a point in the other set. A small Hausdorff distance indicates a high degree of similarity between two sets of points.
In the context of evaluating the quality of extracted contours, we let G be the ground truth of an image and C be a set of extracted contours of the same image. Then h(C, G), h(G, C), and H(C, G), can be used as alternative measures to the selectivity, sensitivity, and accuracy, as used in other methods, respectively. If h(C, G) is small, all parts of extracted contours are close to the ground truth, which means that all detected contours are real; if h(G, C) is small, all parts of the ground truth are close to some extracted contour, which means that all detected contours are complete; and if H(C, G) is small, the extracted contours are both real and complete.
Evaluating connectivity. Most segmentation and contour extraction algorithms produce pixel-based output. Therefore, evaluation methods are also pixel-based [21, 37] and disregard information related to pixel connectivity. However, we believe that connectivity of extracted contours is important since contours are not useful if they are accurate but not well connected. In other words, it is difficult to obtain shape information if the extracted contours are broken into many small parts (i.e., they have low connectivity). As a result, we evaluate the connectivity of the extracted contours by counting the number of paths. In general, the number of paths used to represent a shape can vary and the connectivity required is application dependent. For example, a rectangle could be represented by a single path covering the whole perimeter, or by four paths corresponding to each side. However, a small number of paths likely indicates a better connectivity.
Evaluating compression. Most methods for evaluating contour extraction do not evaluate the amount of compression. We believe that a compact contour representation not only saves storage space but also facilitates computer vision and pattern recognition tasks. As a result, it is important to evaluate the compactness of the extracted contours. We determine the amount of compression as the ratio of the number of edge pixels extracted by the edge detector to the number of points after the clustering and simplification steps. This ratio gives a measure of the level of compression at each step. A larger ratio means a better compression and a more compact contour representation.
Experimental Results
To evaluate the performance of our method, we performed tests with a variety of synthetic and natural images. First, we compared our system with other peer systems under the same settings. Second, we conducted extensive experiments on synthetic images, including the binary images from the MPEG7 CE Shape-1 Part B database, whose contours are known as ground truth, to measure accuracy and connectivity of the extracted contours. Third, we conducted experiments on natural images to measure the compression level attained by our method. Fourth, we evaluated our method using different parameter values, to show the effectiveness of our default parameters values. Finally, we conducted experiments on the Berkeley Segmentation Dataset [37] using two of the top pixel-based contour extraction algorithms as the input conversion stage of our proposed computational-geometry method. These experiments were used to evaluate the accuracy of the contours after using our proposed algorithms to postprocess the contours from any pixel-based contour extraction algorithm.
Most experiments were performed on two Dell OptiPlex GX620 computers with 2. 
Comparison with Peer Systems
Williams and Thornber [59] evaluated several measures of perceptual saliency [22, 25, 47, 48, 58, 59] and compared their ability to segment contour pixels from a set of oriented edge pixels with noise. These methods determine the saliency of an edge based on properties of the contours going through it, such as length, gaps, smoothness, or closure, and then segment the edges using a threshold for the saliency value. Unlike these methods, our method does not assign a saliency value to each edge. Instead, it finds contours with the best segments between points and gets rid of all the points that are not part of any contour. We compare the results of our algorithms with some of the results published by Williams and Thornber. To ensure fair comparison, we generated point sets with the same specifications used in their experiments and used them as input for our point linking algorithm. That is, we generated three circles with evenly spaced sample points (10, 20, and 30 points), diameter equal to half of the size of the image, and 100 random noise points. We did not use the point clustering algorithm in this experiment because of the low sampling rate. Also, because the input is not an image, we could not use our assumptions to determine default parameter values. In this case, we used empirically determined values for the maximum link distance.
The results show that our method can obtain good contour extraction results. Fig. 7 shows the results of our algorithm for all three circles. The thirty-point circle (Fig. 7(c) ) is detected correctly, and the twenty-point circle ( Fig. 7(b) ) is detected with small inaccuracies. This is better than the results obtained by several of the methods evaluated by Williams and Thornber. On the other hand, our result for the ten-point circle ( Fig. 7(a) ) is not very good, while the best method they evaluated can segment it. However, it is hard for a human subject to see the ten-point circle due to the substantial amount of noise and the low sampling rate. Furthermore, our method can successfully detect contours for the thirty-point circle ( Fig. 7(d) ) with additional 300 random noise edge points. In this regard, we believe that our algorithm achieves decent contour extraction results, since we can detect the contours in all but the hardest case, but we can detect contours with significantly higher amount of noise in other cases. Our results are consistent with human observations after removing small detected paths.
Experimental Results on Images with Ground Truth
We used two data sets, whose expected results were known, to evaluate the accuracy and connectivity of the contours extracted by our method. The first data set is a set of 
Noise points h(C, G) h(G, C) H(C, G)
Number of paths 0 0.0012 ± 0.0002 0.0020 ± 0.0036 0.0020 ± 0.0036 14.72 ± 22.62 5000 0.4822 ± 0.2216 0.0021 ± 0.0034 0.4822 ± 0.2216 192.66 ± 19.12 10000 0.4942 ± 0.2211 0.0020 ± 0.0027 0.4942 ± 0.2211 629.60 ± 11.62 0 0.0012 ± 0.0002 0.0148 ± 0.0323 0.0148 ± 0.0322 12.01 ± 16.20 5000 0.0018 ± 0.0013 0.0167 ± 0.0324 0.0169 ± 0.0324 12.38 ± 16.22 10000 0.0023 ± 0.0018 0.0179 ± 0.0328 0.0182 ± 0.0326 12.68 ± 16.30 300 pictures, evenly divided into 15 groups of 20 pictures, with the pictures of each group containing a different combination of randomly generated shapes (line segments and ellipses). These pictures are formed by point sets and are not pixel images. However, we consider them to be 512 × 512 and choose parameter values accordingly. The second data set includes the 1400 binary images from the MPEG7 CE Shape-1 Part B database 3 , which is a collection of images of simple to moderately complex shapes commonly used for the evaluation of shape descriptors and object recognition and classification algorithms [33] . These binary images have a size ranging from about 50 × 50 to 1100 × 500. We added different amounts of noise to the images in each data set and tested our method on these noisy images.
Random shapes. For the random shapes data set, we added 5000 and 10000 noise points to the original clean pictures, which are approximately 2% and 4% of the number of pixels in a 512 × 512 image. Because the points are not equally spaced in a grid, we set the maximum distance to merge points (e.g. d c-max ) to be 0.002 (approximately one pixel away for a 512 × 512 image). The top part of Table 1 shows the results for the 300 pictures with random shapes, without removing short segments: the average and standard deviation of the directed Hausdorff distance from the extracted contours to the expected results h(C, G), the directed Hausdorff distance from the expected results to the extracted contours h(G, C), the Hausdorff distance H(C, G), and the number of paths. It clearly indicates the effects of noise on the output. Due to the Hausdorff distance's sensitivity, there is a significant increase in the Hausdorff distance even for the least amount of noise. That is because, if a single segment far away from the ground truth is detected, the Hausdorff distance becomes large. However, we observe that h(C, G) is high and H(G, C) is low. This indicates that we detect correct contours without missing any parts, but also detect other false contours (corresponding to short segments) resulting from noise. Consequently, the number of paths gradually increases as the amount of noise increases.
To remove false contours, we removed segments with length less than 0.05. The final accuracy and connectivity results are summarized in the bottom part of Table 1 . It clearly shows that noise has little effects on the output after removing short segments. That is, both the Hausdorff distance and the number of paths increase very little when the amount of noise increases. Furthermore, the small Hausdorff distance values 
Noise density h(C, G) h(G, C) H(C, G)
Number of paths 0 % 0.0050 ± 0.0053 0.0200 ± 0.0366 0.0201 ± 0.0368 20.42 ± 41.96 2 % 0.3032 ± 0.1530 0.0164 ± 0.0226 0.3044 ± 0.1509 57.01 ± 52.62 5 % 0.3422 ± 0.1593 0.0147 ± 0.0189 0.3429 ± 0.1580 127.18 ± 93.56 0 % 0.0049 ± 0.0053 0.0338 ± 0.0507 0.0339 ± 0.0508 9.57 ± 11.19 2 % 0.0079 ± 0.0172 0.0347 ± 0.0550 0.0362 ± 0.0566 10.05 ± 11.38 5 % 0.0163 ± 0.0432 0.0349 ± 0.0512 0.0431 ± 0.0631 10.83 ± 11.66 indicate that most contours are detected correctly and false contours are no longer present. The small number of paths is an indication of good connectivity. Specifically, we have an average of 5.6 shapes per picture for all test cases, which leads to about 2 paths per extracted contour. Based on all these observations, we can safely conclude that our method is resilient to noise. Fig. 8 demonstrates contour extraction results for two sample pictures with 10000 noise points. To show the noise effects, we respectively display contour extraction results without removing segments and with segments shorter than 0.05 removed. The cleaned contour extraction results confirm that most contours are extracted correctly. However, the connectivity is affected at intersections since lines are sometimes broken at intersection points. Binary images. For the binary images data set, the amount of noise was determined by a noise density: the number of noise pixels is equal to the noise density multiplied by the total number of pixels in an image. In this case, the contour extraction results are similar to those obtained with the first data set. Table 2 summarizes the results for the 1400 binary images having different amounts of noise without removing short segments (top), and with segments shorter than 0.05 removed (bottom). The small Hausdorff distance values obtained after removing short segments indicate that most contours are detected correctly even with a high amount of noise. The Hausdorff distance values are larger than the ones obtained for the first data set mainly due to the removal of small segments or isolated points that are sometimes part of the ground truth of the images. Specifically, at the noise density of 5%, approximately 1000 images have H(C, G) ≤ 0.05, 1200 images have H(C, G) ≤ 0.10, and 1300 images have H(C, G) ≤ 0.15. For many of the images with H(C, G) > 0.15, we detect most contours but miss small segments or points in the ground truth. Again, the small number of paths shown in the bottom part of Table 2 is an indication of good connectivity. Fig. 9 demonstrates contour extraction results for two sample binary images with 0% and 5% noise density. For clean binary images, the figure displays contour extraction results without removing short segments. For noisy binary images, the figure displays contour extraction results after removing segments shorter than 0.05. To facilitate viewing different paths, we also display paths in different colors for both results. This figure clearly confirms that most contours are correctly extracted. However, it can be seen that some sharp corners are not detected and contours are broken at such corners. This is mainly because the orientation change is large at such corners and our point linking algorithm does not connect points with very dissimilar orientations. These broken corners also make the number of paths higher.
Experimental Results on Natural Images without Ground Truth
We used natural images from three sources to evaluate the performance of our method in terms of compression. These three sources include the USC-SIPI Image Database 4 , the ImageProcessingPlace.com 5 , and our own image database. The data sets from the USC-SIPI Image Database and the ImageProcessingPlace.com have 44 and 17 images, respectively. Some of these images have several versions, both in color and gray scale, or in different resolutions. We chose 18 images of size 512 × 512 and two images of our own for our experiments. We further classified these 20 images into two groups: 10 highly textured images and 10 low to medium textured images. For each image, we determined the number of points after the clustering and simplification steps. Table 3 statistically summarizes the compression results for the chosen 20 images. Specifically, it summarizes the average number of points adding and subtracting its standard deviation for 10 highly textured images and 10 low or medium textured images when using a Sobel threshold of 0.2 with non-maxima suppression to thin the edges and after applying our three computational-geometry steps. It also summarizes the point reduction ratios (compression ratios) in parenthesis after the three computational geometrical steps. The average of the number of final paths adding and subtracting its standard deviation for 10 highly textured images and 10 low or medium textured images is listed in the last column of the table. We can clearly see that the amount of compression is considerable. The number of points is always reduced at least 5 times, for both groups of textured images. Fig. 10 illustrates some example results.
Experimental Results Using Different Parameters Values
We used default parameter values for most experiments. However, a range of values could also give good and comparable results on average, but no values will give much better results. We illustrate this by evaluating the changes of the contour extraction results using different parameter values for the clustering range r c , the linking range r , and the linking angle (i.e., the maximum orientation difference to link oriented points)
α -max . We evaluated the results of our method when each parameter value is varied and the other parameters are set to default values. For each test, we used the 1400 clean images from the binary image data set to compute the Hausdorff distance and the number of paths. The average values are plotted in Fig. 11 and the results are discussed below.
Clustering Range. The Hausdorff distance increases when the clustering range increases, because a larger clustering range makes the point clustering algorithm merge more points. Consequently, the original point set is approximated by a smaller point set and the extracted paths are less accurate. On the other hand, the number of paths decreases from a very large value to a relatively small value once the clustering range is slightly greater than 1, since no points are merged if the range is less than 1. As a result, when there is no clustering, many points are close together and multiple lines are detected for a single contour. Fig. 11(a) and (b) clearly demonstrates that our default value of 2, slightly after the big reduction in the number of paths, is a good choice. Larger values reduce the accuracy without improving the connectivity.
Linking Range. When the linking range is less than or equal to 1, no paths are extracted. When the linking range is slightly larger than 1, a few paths are extracted. Therefore, contours are not complete and the Hausdorff distance is large. When the linking range is slightly increased, more paths are detected and the Hausdorff distance is reduced. However, the number of paths remains high because many points cannot be linked. That is, only multiple short paths are detected (broken paths). When the linking range is further increased, more points are linked and both the Hausdorff distance and the number of paths decrease considerably. This trend continues until the linking range is too large and the number of paths starts to increase due to detected false contours. Fig. 11 (c) and (d) clearly demonstrate that our default value of 3, slightly after the big reduction in the Hausdorff distance and the number of paths, is a good choice. A range of values gives similar results, but no significant improvement is obtained with other values.
Linking Angle. When the linking angle is too small (e.g. close to zero), no paths are extracted. When the linking angle is slightly increased, a few points are linked and many other points remain isolated. That is, only very straight parts of contours are detected. As a result, the Hausdorff distance and the number of paths remain relatively large. However, when the linking angle is further increased, more points are linked and both the Hausdorff distance and the number of paths decrease considerably. Fig. 11(e ) and (f) clearly demonstrates that our default value of 35 • , slightly after the big reduction in the Hausdorff distance and the number of paths, is a good choice. Both performance measures continue to decrease after 35 • . This is expected because more paths are linked. However, we do not use a larger angle value in order to avoid linking close paths that are not part of the same contour, such as close parallel lines. In these cases, the Hausdorff distance would not increase considerably since the paths are close to each other. In summary, the point clustering algorithm is necessary to ensure that a reasonable number of paths (not too many) are extracted. The point linking algorithm needs to use a sufficiently long distance and a sufficiently large angle to be able to link most points. However, these two values cannot be too large, which may lead to more linked points and more false contours. Nevertheless, there is a wide range of values for the parameters that seem to give good results after their corresponding minimum values, and our default values are in that range.
Experimental Results on Berkeley Segmentation Dataset
We performed tests on the Berkeley Segmentation Dataset and Benchmark [37] , which is widely used to evaluate the accuracy of contour extraction algorithms (we used the 100 test images in the gray scale dataset). Other datasets include the South Florida and the Sowerby datasets [32] . We used the same F-measure determined by the Berkeley benchmark to evaluate the accuracy of the contours. This F-measure is computed by 2P R P +R where P means precision and R means recall.
For each image in the dataset, the benchmark requires a gray scale image where the intensity of each pixel represents the likelihood (or probability) that the pixel is a contour pixel in the dataset image. This image is thresholded to obtain a binary image that is compared with the ground truth, and precision and recall are computed for several threshold values to obtain a precision-recall curve. In our case, to generate this image, one possibility is to find contours for different threshold values of the Sobel edge detector, discretize the contours into pixels, and assign to each pixel the maximum threshold value for which it is output by the algorithms. However, the results for this benchmark will depend on the method used for preprocessing, and the Sobel edge detector is not the best method.
Suppose that we get some input points, using a Sobel edge detector or some other preprocessing method. Then we can only improve the results by (i) filling gaps and (ii) filtering noise. Our algorithms can fill small gaps and they can get rid of some noise, but we cannot expect a considerable improvement with this, especially if the preprocessing is already quite good. Furthermore, other properties of our algorithms could affect the result in a negative way. For example, simplifying the paths introduces localization errors since simplified contours are close to the extracted contours, but not exactly in the same place.
Nevertheless, we show that if we use different pixel-based algorithms as preprocessing to obtain a set of input points for our geometric algorithms, we obtain results similar to the output of the pixel-based algorithms without postprocessing. This means that our algorithms are able to link most contours and our geometric algorithms do not affect the accuracy of the detected contours very much.
In our experiments, we used two of the top pixel-based contour extraction algorithms, namely, Global Probability of Boundary (gPb) [38] and Boosted Edge Learning (BEL) [8] , as our input conversion step to produce the input for our proposed computational-geometry algorithms. Since the output of gPb or BEL is a gray scale image, we applied thirty evenly spaced threshold values on the output image to obtain thirty thresholded binary images containing edge pixels at different strength. The orientations of the edge pixels in each thresholded binary image were obtained by applying the Sobel mask on the corresponding pixels of the original image. For each of the two top pixel-based contour algorithms, we performed the following variations of our proposed computational-geometry algorithms on each of the thirty resultant thresholded binary images: -Variation 1 (V1): clustering, and linking; without removing short segments or isolated points. -Variation 2 (V2): clustering, and linking; without removing short segments but removing isolated points.
-Variation 3 (V3): clustering, and linking and simplification; without removing short segments but removing isolated points. -Variation 4 (V4): clustering, and linking and simplification; removing short segments (length less than 1% of the image size) and isolated points. -Variation 5 (V5): clustering, and linking and simplification; removing short segments (length less than 2% of the image size) and isolated points. Fig. 12(a) and Fig. 12(b) show the precision-recall curves of these five variations of our proposed computational-geometry algorithms applied on the output from gPb and BEL, respectively. To facilitate comparison, we also plot the precision-recall curve of gPb and BEL in Fig. 12(a) and Fig. 12(b) , respectively. Fig. 12(a) shows the contour accuracy of the five variations of our computational-geometry algorithms is slightly lower than the accuracy of the gPb algorithm. This is expected since our algorithms can get rid of some pixels that cannot be linked. The contour accuracy of the five variations also decreases a bit since more filtering is applied on the subsequent variations. Fig. 12(b) shows the contour accuracy of the five variations of our computational-geometry algorithms is comparable with the accuracy of the BEL algorithm. This is mainly due to the thick edges in the output of the BEL algorithm, which makes it harder to miss contours. Fig. 13 shows four sets of sample results on three Berkeley benchmark images, together with their ground truths. We observe that the output after applying our proposed computational-geometry algorithms (V3) on the gPb output has less noise than the output directly from gPb. For the left and the center images, the thresholded outputs after applying our proposed computational-geometry algorithms (V3) on the gPb output are very similar to the thresholded output directly from gPb. However, the thresholded output after applying our proposed computational-geometry algorithms (V3) on the gPb output of the right image has broken contours (e.g. around the tree). This is caused by our linking algorithm, which cannot link points that do not have similar orientations, as is the case around some textured regions. Fig. 14 shows another two sets of sample results on three Berkeley benchmark images. Fig. 14(b) illustrates the output from our proposed computational-geometry algorithms (V3) on the gPb output obtained with the best global threshold determined by the benchmark. Fig. 14(c) shows the geometric contours obtained by connecting all paths. Here, all the final contour points are marked in red color and all the paths are connected by blue lines. The pixel output in Fig. 14(b) is obtained by converting these paths to pixels, but it is clear that the connected paths are simpler.
Our experiments demonstrate that our proposed computational-geometry algorithms can be linked with any state-of-the-art pixel-based contour extraction algorithm (e.g., gPb and BEL) to remove noise and close gaps without severely dropping the contour accuracy. That is, our algorithm maintains a comparable contour accuracy as the linked pixel-based contour extraction algorithm, but using a more natural and compact representation. Since contours do not have to be complete for successful object recognition, as supported by the findings of Shotton et al. [50] and Bai et al. [3] , the effectiveness of our contour representation should be further validated with experiments on real applications. 
Conclusion and Future Work
The extensive experimental results show that our proposed method can effectively extract contours even from images with considerable noise. The contours extracted by our method are more compact than the ones obtained by a pixel-based representation due to our usage of a geometric representation. Our method is also more general than traditional pixel-based image processing methods. As a result, it can be used with any set of points, not necessarily with integer coordinates. It requires no prior knowledge about the regional membership of pixels, and it is not restricted to any particular type of shapes. However, our method has some disadvantages. First, it cannot detect small details because the spacing between points is increased after the point clustering step. Second, it does not detect sharp corners because the point linking algorithm connects points with similar orientations. Consequently, the connectivity is slightly affected.
More sophisticated methods can produce better results for specific applications. However, we show how simple geometric algorithms can be used to extract contours from digital images. Our results are promising and we expect that extensions to these simple algorithms can make them more effective and useful for specific applications such as detecting closed contours or junctions. Our future work includes evaluating the efficiency of the fastest implementations of the algorithms, detecting sharp corners, using arcs, circles, or splines to represent contours, and reducing the sensitivity to noise by exploiting better weight functions.
Availability and Supplemental Material
Our programs have been tested on three major platforms: Microsoft Windows (Cygwin), Linux, and Mac OS X. The complete source code, documentation, data set, and experimental results can be downloaded from the companion website of this paper at http://www.cs.usu.edu/∼mjiang/contour/.
