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Abstract—Surface defect detection aims to accurately 
recognize and distinguish types of defects and plays a key 
role in many applications. However, most of the recent 
studies focus on specific scenario detection and do not 
fairly consider the balance between the speed and 
accuracy. In the paper, we propose a key pixel points 
location-oriented method to identify multiscale defects, 
with several important properties: 1) A real-time template 
matching-based model is designed to speed up the 
process by introducing the Gaussian operator; 2) An 
improved Hough-based model is used to achieve a higher 
detection precision by deep mining both incremental 
properties and parallel properties; 3) An adaptive 
filtering-based image preprocessing method is proposed 
to eliminate the interference of multiple types of clutters 
and noises. In the experiments, a mean average rate of 96% 
was achieved to detect and classify four types of common 
defects and the average time was reduced to 0.149s. 
Furthermore, we fully evaluate the proposed method on 
two public datasets collected in real production lines and 
compare the results with other state-of-the-art methods. 
The results show that the proposed method achieved 
better balanced performance in many real application 
scenarios. 
 
Index Terms—defects detection, pixel detector, Gaussian 
operator, incremental Hough transform, imaging denoising  
 
I. Introduction 
URFACE defect detection is a key process for the assembly 
in many industrial applications, such as circuit assembly, 
PCB detection, steel production, and semiconductor industry [1] 
[2]. With the development of surface measurement techniques 
in machine vision, surface defect detection has gained impetus 
over the last ten years [3]. The low efficiency and high cost of 
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conventional manual inspection cannot meet the requirements 
of high-quality inspection. For automatic and accurate 
detection, machine vision systems have been widely applied in 
many studies that have achieved excellent results. In general, 
surface defects detection methods consist of four types, that is, 
spectra, statistical, model-based methods, and deep 
learning-based methods. A new spectra-based system was 
designed for fabric defect detection by applying the thermal 
camera, which achieved excellent results [4]. The key of these 
methods is to select the ideal filter. Wang et al. proposed a new 
statistical-based model for bolt connection, which extended 
Hough-based transform line detection [5]. Similarly, these 
types of methods are widely studied, such as co-occurrence 
matrix and histogram methods [6] [7]. For model-based 
methods, more complex data and intensive calculation are 
required [8]. However, these studies have four main limitations: 
1) strongly affected by light; 2) sensitive to data noise; 3) large 
amount of calculation and slow matching speed; 4) deviation of 
matching accuracy. Noted that most existing computer 
vision-based methods are proposed for special surface defect 
detection. Defect detection is usually aimed at certain types of 
products, detecting product defects caused by production errors 
and mistakes in the production process. The product material, 
production environment, and its own parameters are different, 
so the defect detection system focuses on address the particular 
problem rather than widespread problems. 
In recent years, motivated by the success of neural networks, 
such as Convolutional Neural Networks (CNNs) and Recurrent 
Neural Networks (RNNs), many deep learning-based systems 
have emerged and been the powerful technology for surface 
defect detection.  Most state-of-the-art deep models aim to 
improve feature extraction. A high-level feature learning model 
was proposed by Zou et al. for cracks detection, known as 
DeepCrack, which achieved end-to-end detection [9]. An 
effective BP-based feature learning network was proposed for 
robust and discriminative representation extraction [10]. For 
defective feature extraction, a gray level co-occurrence matrix 
was proposed by extending the k-nearest neighbor algorithm 
[11]. In many studies, model input and parameter training are 
also the key research directions. Sun et al. proposed a 
CNN-based network for adaptive multiscale image extraction, 
known as AMIC, which introduced pre-adoptive training on 
ImageNet [12]. Besides, Chang et al. proposed a new deep 
model and extended an optimization signal design algorithm, 
which used reflected signals as model input instead of images 
[13]. However, deep learning-based methods still face many 
challenges. First, considerable samples must be collected and 
labeled for training deep models. In this process, special 
expensive equipment and a lot of time and effort usually be 
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required, which increases system designed costs. Furthermore, 
the specially trained model would be far from satisfactory on 
other datasets. 
To solve the problems mentioned above, we propose a more 
general computer vision-based system for metal surface defect 
detection. The proposed method can achieve excellent and 
balanced results on four types of general defects in many action 
applications, including scratch, crack, missing, and needling. 
For discriminative feature extraction, we design targeted 
discretize the Hough parameter space feature extractor. From 
the perspective of model construction, both the incremental 
property and the parallel property are deeper mined to obtain a 
compact model. The main contributions are summarized as 
follows. 
1) A Gaussian operator is introduced into the pyramid-based 
model to achieve a real-time defect detection. 
2) An effective image preprocessing method for eliminating 
four types of common image noise is proposed with a 
strong generalization ability. 
3) A powerful edge detection method is proposed enable the 
model to resist noise interference and retain clearer edge 
features. 
4) We propose to locate surface defect points at the pixel 
level, namely, the coordinates of each point in circles and 
lines, rather than the entity level, to better characterize 
defects. 
The remainder of this paper is organized as follows. Section 
II briefly reviews related work about the hardware system 
choices. Section III describes the proposed defect detection 
model in detail. Section IV reports the dataset collection and 
results analysis. Section V concludes the paper and gives the 
future work. 
II. RELATED WORK 
A. Feature extraction 
Surface defect detection is a great challenge in the real 
application. The main reason is that most defect detection 
problems need to be resolved by the custom-made solutions. 
For extracting the discriminative features, in recent years, 
hand-crafted features methods and deep learning-based 
methods have emerged and achieved state-of-the-art results [14] 
[15]. For hand-crafted features methods, Li et al. proposed an 
X-ray-based detection system that extended 2D wavelet 
transform methods [16]. Yazdchi et al. proposed a new 
multifractal-based machine vision system by combining the 
hand-fractal method and the neural network [17]. Besides, With 
the development of machine learning, neural networks, such as 
CNNs and RNNs, have been greatly advanced. Many excellent 
new architectures and strategies that achieve a wide range of 
industrial applications are shown as follows. Cai et al. proposed 
a novel deep learning-based method for SMT (surface-mount 
technology) solder joint detection by introducing a cascaded 
CNN [18]. A novel local binary pattern-based feature 
extraction method was proposed by Yildiz et al. for fine fibers 
detection, which achieved the objective, easy, rapid, time, and 
cost-effective results [19]. Liu et al. proposed a structured 
multi-feature extraction method for spatiotemporal activity 
recognition, which is an inspiration for defect detection [20]. 
B. Computer vision system 
In many studies, such as [21] and [22], the selection and 
calibration of multiple types of sensors are considered to be key 
issues. The key sensors consist of industrial camera, lens, light 
source and image acquisition card. In [23], a light source-based 
system was proposed that consisted of red and blue light and a 
line scan camera. The basic idea is to analyze the differences 
between both light and introduce texture and morphology 
attributes-based feature extraction model. Both light source 
calibration method and multilayer perceptron model are the key 
technology for the study. Similarly, in [24], a deep learning 
system consists of an underwater camera, and a robotic arm 
scanner was proposed for the crack and non-crack surface 
detection. Many novel technologies, including four 
convolutional layers, a Naive Bayes classifier, and a data fusion 
scheme were extended in the study. Besides, in [25], a new 
bionic system based on phase deflectometry method was 
proposed which consisted of a flexible robotic arm and a 
structured light projector.  
In addition, stereoscopic vision systems (SVS) and 
laser-based methods have been developed in recent years. First, 
SVS-based methods can reconstruct digital scenes for target 
image recognition and match by using a group of 
cameras/sensors [26]. For example, a novel SVS-based system 
was proposed to improve the accuracy of three-dimensional 
distance measurement, in which a neural network was used to 
train optimal parameters [27]. Next, the camera-based vision 
system can be replaced by laser coordinates measurement and 
surface reconstruction techniques. For example, a novel robot 
vision system was designed to compute the average 
three-dimensional coordinates of the target, in which the laser 
dynamic triangulation technique was used effectively [28]. 
Similar, Artificial Neural Network (ANN) was also an effective 
method for triangulation [29]. 
C. Problems and challenges 
Surface defects detection aims to analyze many types of 
defects that are defined by human experience in real 
applications. Normally, most of the studies focus on three 
problems, that is, the specific type of defects, the location of 
defects, and the size of defects. The effective system should 
achieve excellent results in these three areas. The following 
challenges need to be addressed: 
1) In the industrialized world, very few defect images can be 
collected which is challenging to develop the computer 
vision system, including deep learning-based methods and 
traditional algorithm-based methods. Although the data 
synthesis method, such as mirroring, rotation, translation, 
and distortion, can be used to increase the number of 
defect samples, it is a large gap between the real data and 
the synthesized data. 
2) Most defect detection methods focus on improving the 
recognition rate and classification accuracy, but the 
recognition speed receives little attention in many studies. 
It is challenging to analyze defects in real-time under the 
premise of ensuring detection accuracy. To solve this 
problem, both speed up model algorithms and hardware 
needs to be improved. 
3) The causes of defects are complex. For example, defect 
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features are difficult to extract from complex backgrounds, 
the defect scale changes greatly and the types are various, 
illumination changes are complex, and irregular surface 
reflections usually occur [30] [31] [32]. It is challenging to 
develop generalization systems to identify different 
defects. To solve this problem, data preprocessing  
 
 
Fig.2. Flow chart of the proposed method 
 
methods and defect detection and recognition algorithms need 
to be improved. 
III. PROPOSED FRAMEWORK 
In the paper, the machine vision system consists of a CMOS 
(Complementary Metal-Oxide Semiconductor) camera, two 
light sources, a trigger system, and an image acquisition card, 
as shown in Fig. 1. Specifically, the procedure followed is the 
next: 1) The CMOS camera consists of four parameters, that is, 
the pixel size matrix is 3072*2048, framerate is 17 fps , 
exposure time is in the [27 2.5 ]s s ， , and the pixel size is 2.4 m ; 
2) The lens model is MVL-HF1628M-6MP; 3) Considering the 
illumination uniformity, LED (Light-Emitting Diode) is best 
for our study and the placement angle is 45° (Note that the dark 
field illumination technique can also be applied effectively, 
such as the 3D laminar flow-based method in [33]); 4) The 
image acquisition card model is MV-8808 because of its 
excellent compatibility; 5) The external trigger system includes 
I / O (Input/Output), motion control, level conversion unit, etc. 
A Flow-chart of the proposed system is shown in Fig.2, this 
framework is described as follows: 1) The framework consists 
of five parts, that is, input defect images, data preprocessing, 
edge detection, defects location, and output results; 2) The raw 
images with different defects are as the input; 3) For data 
preprocessing, four types of noises can be eliminated 
effectively, including common noises and special noises; 4) To 
detect the edge of metal components, both Laplacian-based 
edge detector and Gaussian-based Laplacian method are proven 
to perform well; 5) Surface defects location is the key 
technology in this proposed system, and its basic idea is to mine 
incremental properties and parallel properties; 6) Finally, 
detection results can be outputted, including the types of 
defects, recognition accuracy, the size of defects, and the 
coordinates of defects. Additionally, our main goal is to detect 
two types of metal components which consist of five areas, 
these detection areas are shown in Fig. 3 and the design 
dimensions diagram of metal components is shown in Fig. 4. 
 
Fig.1. Block diagram of the machine vision system 
 
 
Fig.3. Two types of metal components with five detection areas. 
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When the position of the camera is fixed, we conduct the 
camera calibration for optimizing image clarity. Accuracy is 
the key index in the image acquisition, as shown in (1). Where 
the working distance WD is 8.7cm, the size of lens s is 9mm, the 
back focal distance FL is 16mm, and the depth of field is 
ignored. After the calibration process, the accuracy   is 0.016.  
 






 = =    (1) 
 
Fig.4. Design  dimensions diagram of metal components. 
 
A. Edge detection 
Edge data with discriminative features is crucial in terms of 
online surface defect detection. To detect the edge of the object 
more accurately, edge-finding based methods and 
zero-crossing based methods have been proposed for keeping 
more representative edge data, in which the former detects the 
edge position by calculating the maximum value of the 
first-order differential and the latter finishes it by calculating 
the zero point of the second-order differential. Compared to the 
first-order differentiation based methods, the latter has more 
advantages: 1) More sensitive to grey value mutation so that 
can position the image edge more accurately and steadily; 2) 
Rotation-invariant so that can eliminate the influence of edge 
gradient changes. However, simply using the second-order 
differential based method might have a negative influence on 
sharpening and edge detection. More importantly, the edge data 
reduction may result in excessive noise. To alleviate this issue, 
we utilize the following edge detection method. 
First, we customize a kind of Laplacian-based edge detector, 
which is tailored for metal surface inspection scene. To make it 
clear, we briefly review the concept of Laplacian. As an edge 
detector, Laplacian has a stronger ability to localize image edge, 
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The Laplacian has the same detection results for the image 
rotated in all directions. Therefore, the Laplacian is extremely 
reductive to the edges of the data. Additionally, the application 
of Laplacian shortens the time required for edge detection. This 
is because, compared with the first-order-based method, it 
avoids the multiple calculation steps of convolution before 
summing. 
Furthermore, to reduce the impact of edge data noise and 
keep more detailed data after image edge sharpening, we 
propose a Gaussian-based Laplacian model which is more 
robustness for discrete noise data analysis, as shown in (4). 
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We can obtain the Gauss-Laplace convolution kernel by 
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As shown in Fig. 5, the edge results of two types of metal 
components by applying the proposed method and other 
state-of-the-art methods. Compared with other methods, the 
proposed model can get less noise and clearer data. 
 
Fig. 5. Edge detection. From left to right is the Sobel-operator-based 
method, Prewitt-based method, our proposed method. For visualization, 
the rail image is not preprocessed. 
 
B. Surface defects location 
After image edge detection, defects location in the image 
should be measured more accurately. Although the shape of the 
defects is complex, their areas consist of circles and lines. 
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Sub-pixel-based method is one of the most well-known tools 
for surface defect area detection. Despite the progress in the 
development of measurement accuracy, the time of 
measurement remains in the major limit. Therefore, in the paper, 
while improving the accuracy of point location, we reduce the 
delay and achieve real-time detection. To improve the detection 
accuracy, we proposed two sub-pixel-based methods for 
circular and line location, respectively (as shown in Fig. 7). 
For line location (as shown in the left part of Fig. 7), we 
proposed the improved Hough linear transformation by 
introducing the iterative step and removing each iteration 
points, which consists of the following steps: 1) Discretize the 
points in all lines on the surface of the metal component, as 
shown in (7); 2) Perform Hough transform on all discretized 
points; 3) Finding the most representative points (these points 
make up set X) in the line by using 2D accumulator; 4) Finding 
the set Y from the set X so that the distance to the line is less 
than the unit distance, as shown in (8); 5) The points in the set Y 
are combined into the optimal line by using the least square 
method; 6) Finding the points in the set X near the optimal line, 
and then remove them from the accumulator; 7) Iterating the 
above steps until the number of points in set X is less than the 
set value; 8) The return value after the termination of the 
algorithm is the line distance. In the proposed method, all the 
points are subjected to Hough transform only twice, including 
constructing the array by using the 2D accumulator and 
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Fig.6. Flow chart of the iterative process, including the line location (left 
part) and the circular location (right part).  
 
For circular location (as shown in the right part of Fig. 7), we 
introduced the incremental property and the parallel property to 
improve the Hough transform method. Specifically, the former 
can save the resources required for calculation to reduce the 
cost of hardware, and the latter can directly reduce the time 
required for calculation that can achieve the real-time detection. 
The equation of the circle is shown in (9) and the parametric 
representation of the circle is shown in (10), where (a,b) is the 
center and r is the radius. When using the traditional method to 
calculate circle size, more cost of operation can be greatly 
increased because of involving a large number of mathematical 
conversion and trigonometric functions. For simplicity, we 
proposed a new voting process by reducing the use of 
trigonometric functions in the Hough transform method, the 
detailed process was shown as follows. 












The basic idea of the incremental property is to reuse the 
previous center points to obtain the next points, as shown in 
(11). Specifically, the value 1 1( , )n na b+ +  at the iteration n+1 can 
be obtained from the previous value ( , )n na b  at the iteration n. 
Discretized values are shown in (12), where n is the angle index, 
n  is the angle resolution,   is the number of angle values. 
First, the sin  and cos  are approximated, and then the angle 
values are rearranged to obtain the incremental property, as 
shown in (13). The advantages of the proposed method are 
summarized as follows: 1) No trigonometric function for 
operating simply; 2) Linear incremental function for reducing 
approximation errors; 3) The basis of the parallel property 
because na  and nb  can be calculated independently. 
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0 0
cos , 0 2
= sin
,
n n n n
n n
a a r n and
b b r
a a r b b
   













a a b b n n n
b b a a
a a r b b









Fig.7. Defects location. From left to right are the original image, line 
location, and circular location. It is clear that the proposed method can 
accurately detect complicated lines and circles of various shapes. 
 
The basic idea of the parallel property is to reduce the errors 
in the incremental calculation because the error has a great 
influence on the accuracy of the small size circular 
measurement in our study. As above, we introduced 
sub-intervals of the   axis to obtain the parallel operation, as 
shown in (14), to make the same parameters as before.  
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The results of the two types of metal components by 
applying the proposed method are shown in Fig. 7. 
 
C. Surface Defect Detection and Classification 
In the section, we proposed a new template-matching-based 
method by building a similarity measure function and 
introducing the improved pyramid search algorithm for online 
surface defect detection and classification. The advantages of 
the proposed method are summarized as follows: 1) The 
similarity measure is unchanged for non-linear illumination 
changes; 2) Segmentation without edge filtering; 3) When 
objects are partially visible or mixed with each other, the 
similarity measure is still accurate. 
In the paper, the basic idea of the similarity measure function 
is to determine the similarity of the two objects, as shown in Fig. 
8. Where arrows represent the gradient direction of objects 
d ( , )Ti i it u= and template edge points p ( , )
T
i i ix y= , 
1,2,3...,i n= .The edge value is selected as the matching feature 
which can determine the final matching degree, the processing 
time, and final accuracy. The gradient direction values between 
the template and the edge of the object can be obtained by the 
edge extraction. 
 
Fig.8. Similarity measure function 
 
At the edge points of the object, the similarity measure 
function is shown as in (15). Where ' ( )i id R d= is transform the 
edge gradient vector in the template, (x,y) is the edge point and 
x y , ,e ( , )
T
x y x yv w=，  is the edge point direction vector. 
 ' ' ' ' '
' ' '
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1 1
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When the average value of the gradient vector dot product of 
the edge points is the largest, the gradient direction is the same 
direction; when the value is 0, the gradient direction is vertical 
and orthogonal; when the negative value is the largest, the 
gradient direction is opposite. To determine the matching result 
more accurately, the above formula is normalized as follows. 
The function return value of 1 means a perfect matching, and 
that of 0 means no matching. The normalized similarity 
measure function is invariant to illumination.  
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We set a threshold to remove the invalid similarity points for 
speeding up the search process, which is also a key parameter to 
terminate the similarity measure function operation. First, when 
the average value of the similarity measure is less than the 
minimum threshold, the search is stopped, the discriminant is 
shown in (17). In the process, parts of data points in template 
matching would be evaluated. 
 min
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Additionally, the value of any point in the dataset is greater 
than the minimum threshold, namely, mins /m s m n . When the 
previous data points are defective parts in the image, the 
average value would be very low, and the model would 
mistakenly consider it as an invalid matching. To solve this 
issue, we proposed a new discriminant by setting the coefficient 
g in advance, as shown in (18). If g=1, strict termination 
conditions are adopted; if g=0, loose termination conditions are 
adopted. Through a large number of comparative tests, we 
usually set g to 0.9.  
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Considering the characteristics of the metal component, in 
our model, we proposed an improved pyramid-based algorithm 
to effectively speed up the model operation. Specifically, layer 
image base on Gaussian pyramid model to reduce complexity 
parameter ( )O whNn , where w is width, h is height, N is the 
number of edge point of the template, and n is the number of 
rotations of the template. The Gaussian pyramid can also be 
used to detect the structure of the image and obtain data more 
accurately by using Gaussian smoothing and subsampling. For 
example, the Gaussian data of the latter layer can be obtained 
from f the previous layer by using our model. The Gaussian 
pyramid can span a large frequency range. This is because the 
Gaussian pyramid contains a series of low-pass filters that 
cut-off frequency gradually increases from the previous layer to 
the next layer by the difference 2. 
IV. EXPERIMENTS 
A. Dataset collection 
Since most of the metal components in the real application 
are free of defects (industrial quality inspection must be 
conducted before products enter the market), it is difficult to 
obtain a large amount of experimental data. Currently, defect 
detection is aimed at specific production requirements without 
any established industry guidelines. In our study, we collected a 
dataset in the production line with the help of many researchers. 
Our dataset includes the following characteristics: 1) Two 
kinds of metal components, each containing 4 types of defect 
data, namely, scratch data, crack data, missing data, and 
needling data, as shown in Fig. 9; 2) The diameter of the defect 
data range from 0.2mm to 2mm; 3) Each type of defect metal 
components has 150 images, so a total of images is 
2 4 150 =1200 （ ） ; 4)  Considering the complex environmental 
conditions of the production line, including the different 
positions of the metal component and the non-uniform 
reflection properties of the surface.  
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Fig.9. Defect data: each row is a metal component, and the red area is 
the defective part. From left to right are scratch data, crack data, missing 
data, and needling data. 
 
B. Dataset preprocessing 
Most of metal surface defect dataset are raw data with many 
types of noise, such as additive noise, multiplicative noise, 
quantization noise, and salt-and-pepper noise, which leads to 
many problems for detection model. To solve these problems, 
we proposed an adaptive-filtering-based data preprocessing 
method, which is mainly aimed at data noise caused by metal 
surface reflection and background impurities. Comparing with 
other popular methods, such as median-filtering-based methods, 
the proposed method has the following advantages: 1) Keeping 
more details or edge information in the image; 2) Correcting for 
the distortion in the data preprocessing; 3) Optimized for 
complex alt-and-pepper noise and quantization noise 
processing; 4) Speed up the processing operation.  
The adaptive median filter window ,i jS  gives judging 
conditions by considering the changes in the median filter value 
medO , the maximum filter value maxO  and the minimum filter 
value minO . If the result of judging conditions is “yes”, the 
current pixel value is replaced by the median value. Otherwise, 
the pixel value is not a noise point which can be retained. 
Specifically, following the steps: 1) if min maxmedO O O  , take 
the step 4); 2) if min maxmedO O O  , increase the size of filter 
window ,i jS ; 3) If the size of ,m nS  is smaller than the size of 
maxS , repeat step 1, otherwise, output medO ; 4) If 
min , maxi jO O O  , output ,i jO ; otherwise, output medO . We 
selected the minimum filter window 3 3  and the maximum 
filter window 5 5 . 
As shown in Fig. 10, we show the results of data 
preprocessing by applying the proposed method. It is clear that 
data processed by the proposed method retains more detailed 
data and the edges are clearer. 
 
Fig.10. Data preprocessing. Each row is a metal component. From left to 
right are original image, the image with salt-and-pepper noise, 
median-filtering-based method, and the proposed method. 
 
After removing the noise, we extracted the object from the 
complex background by using threshold segmentation. The 
basic idea is to divide the object and background into multiple 
areas by selecting multiple thresholds. To select the threshold 
accurately, we proposed a particle swarm-based method, as 
shown in equation (19). Where Vid  is the velocity of the id  
particle, and its range is max max[ , ]d dV V− ; 1 2,c c  is the learning 
parameter; ()rand  is the random number between 0 and 1; w  is 
the inertia factor; p ( )id t  is the most valuable value found by the 
t-th particle; idx  is the current position of the i-th particle; pgd  
is the optimal value found by the entire cluster; the range of the 
(1 )d d D   position is max max[ , ]d dX X− . Both optimal rang of 
the threshold are 1 [131,154]T   and 2 [175,790]T  . After many 
comparative experiments, when 1 2136, 182T T= = , we achieved 
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   
 (19) 
The proposed method requires only a few parameters and can 
accelerate convergence. First, we constructed a 2D model by 
combining the gray value of the current image and the gray in 
the pixels and calculates the mean and variance. Additionally, 
we found the optimal gray value by calculating the optimal 
threshold. As shown in Fig. 11, we show the results of threshold 
segmentation by applying the proposed method. 
 
Fig. 11. Threshold segmentation. From left to right are original images, 
processed images. 
 
C. System design 
We built a defect detection system based on Opencv and 
Halcon library, the system structure is shown as in fig. 12. Each 
function of our system are shown as follow: 1) Device 
initialization, including device query and switch device; 2) 
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Image acquisition, including continuous acquisition, trigger 
acquisition, start acquisition, stop acquisition, and soft trigger 
acquisition; 3) Image preservation, including BMP format and 
JPG format; 4) Parameter settings, including exposure, gain, 
frame rate, parameter acquisition; 5) Image preprocessing, as 
shown in Fig. 13, including image filtering, image 
enhancement, threshold segmentation, morphology, edge 
detection; 6) Measurement, as shown in Fig. 14, including the 
selection of different metal components and the display of 
measured data; 7) Defect detection, including defect location, 
defect area(pixel), defect type; 8) Results in display, including 
original images, template images, final results, as shown in Fig. 
15. 
 
Fig. 12. System structure 
 
 
Fig. 13. Measurement and detection 
 
 
Fig.14. Image preprocessing 
 
 
Fig.15. Final results 
 
D. Evaluation Metrics  
Motivated by the recent contribution evaluation methods of 
surface defect detection, in this paper we used the following 
evaluation metrics, as shown in (20): 1) False positive rate 
(FPR), namely, the proportion of pixels falsely detected as 
defects; 2) False negative rate (FNR), namely, the proportion of 
pixels falsely detected as non-defects; 3) Mean absolute error 
(MAE), namely, the difference between the detection result 
(DR) and ground truth (GT). Where FP is the number of pixels 
that are falsely detected as defects, TN is the number of 
non-defects pixels, FN is the number of undetected defective 
pixels, TP is the number of correctly detected defective pixels, 
RN is the row number, and CN is the column number. It is clear 
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E. Results and Analysis 
In this section, we conduct numerous experiments and 
evaluate the proposed method on two tasks, namely, detection 
rate and detection time. First, two sets of experiments were 
performed using our dataset, namely, testing the proposed 
method and deep learning-based models. Next, we used the 
public datasets to test the proposed method and compared it 
with other state-of-the-art results.  
The proposed dataset: Four defects, including scratch, crack, 
missing, and needling. Five results are randomly selected from 
each type of defect. Detection results can be obtained, including 
the coordinates of the defect location, defect areas, running 
time, as shown in Table 1. The results show that the recognition 
rate of the proposed method on our dataset is 96.6%, in which 
the deviation rate is less than 4%, and the average detection 
time is 0.149. After analyzing, we find that the main reason for 
the detection deviation is poor image preprocessing. 
TABLE 1 
RESULTS ON THE PROPOSED DATASET 





































































































However, the difference between the proposed method and 
deep learning-based models is unknown. Therefore, using our 
dataset to test several public deep learning-based models, the 
experimental results are shown in Table 2. We consider the 
following state-of-the-art methods: 1) A Fast R-CNN was 
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developed by introducing a Region Proposal Network which 
can reduce the running time [34]; 2) A Retina net was proposed 
for addressing the class imbalance, and the main idea is to 
reshape the cross-entropy loss [35]; 3) A new neural network 
named YOLO was proposed by dividing the detection 
framework into related class probabilities and spatially 
separated bounding boxes [36]. The results prove the 
effectiveness and superiority of the proposed method, 
especially in detection rate and detection time. This is because 
deep learning-based models cannot achieve excellent results 
with the insufficient training samples. In addition, due to a large 
number of parameters in most deep models, more running time 
must be required, which is a challenge for real-time detection. 
However, in most applications, since the products with defects 
cannot enter the market, a large amount of defect data would be 
difficult to collect.  
TABLE 2 
RESULTS ON DEEP LEARNING-BASED METHODS 
Method Detection rate(%) Time(s) 
R-CNN 83.8% 0.163 
Retina Net 91.7% 0.179 
YOLO 89.5% 0.171 
The proposed model 96.6% 0.149 
The public dataset: We tested the proposed method on two 
popular public datasets, namely, Rail Surface Discrete Defect 
(RSDD) Dataset [37] and Magnetic Tile (MT) Blowhole 
Dataset [38]. Additionally, we consider the following 
state-of-the-art methods: 1) A contrast-adjusting method(CA) 
was extended by median-based Otsu's method for 
titanium-coated aluminum surface defect detection [39]; 2) A 
novel effective POFT-based model (SBD) was proposed by 
adjusting the input, that is, using the collection of multiple 
defective images as the input [40]; 3) A new method (SSD) for 
noisy image detection in the smooth background was proposed, 
which is aimed at image denoising and anomaly detection [41]. 
For fair comparisons, we use the popular evaluation metrics, 
namely, FPR, FNR and MAE. 
Rail Surface Discrete Defect (RSDD) Dataset consists of two 
sub-datasets, and each has its own characteristics. Type 1 
includes 67 defective images with more complicated 
background, which is used to test the ability of image 
preprocessing and edge detection. Type 2 includes 128 
defective images with clear background, but the defects are 
more complicated, which can comprehensively test the 
performance of the proposed model.  
TABLE 3 
RESULTS ON THE RSDD DATASET 
Type Method FPR  FNR  MAE 
1 CAT 0.010 0.379 0.012 
SBD 0.004 0.312 0.007 
SSD 0.016 0.200 0.017 
The proposed model 0.007 0.297 0.010 
2 CAT 0.006 0.470 0.010 
SBD 0.003 0.444 0.008 
SSD 0.005 0.266 0.007 
The proposed model 0.004 0.237 0.007 
The quantitative comparisons are listed in Table 3. It is clear 
that all the methods can successfully finish defect detection, 
and their low MAE means that the result is close to the real 
situation. For CAT, the key idea is to enhance the contrast of 
the image. Therefore, CAT has a higher missed detection when 
detects the images with a more complicated background, like 
the RSDD dataset. Similarly, for SBD, due to the effective 
phase filtering method, it can find the defect location more 
accurately. But SBD would filter out part of important features 
which can also lead to a higher missed detection. In contrast, 
SSD tends to detect defects more aggressively. Although it can 
finish defect detection in complex conditions, it has a higher 
false rate of detection. Considering the real applications, the 
proposed method achieves a more balanced performance and is 
more suitable for real applications. Specifically, for type 1 
(images with more complicated background), all three 
evaluation metrics are lower than most other methods because 
of more effective edge detection and image preprocessing. For 
type 2 (image with more complicated defects), both FNR and 
MAE are the lowest that proves the correctness of each part in 
the proposed model. 
MT Surface Defect Database consists of 115 defective 
images what is collected in different illumination. Especially, 
due to the randomness of the defective image collection, the 
dataset has a different size of defects, obvious noise, and severe 
vignette effect. Therefore, the MT dataset is a challenge for 
surface defect detection. 
The quantitative comparisons are listed in Table 4. It is clear 
that the proposed method achieves state-of-the-art detection 
results. The main reason is that our improved image 
preprocessing method can eliminate multiple noises, which 
greatly reduces FPR and FNR. In contrast, CA and SSD falsely 
detected the unclear area of the edge that can increase FPR. Due 
to the effective edge detection method, SBD achieved a strong 
ability to detect defects in changing image size. But SSD cannot 
retain features in detail, which would result in a higher rate of 
missed detection. 
TABLE 4 
RESULTS ON THE MT DATASET 
Method FPR FNR MAE 
CAT 0.022 0.304 0.023 
SBD 0.007 0.487 0.009 
SSD 0.017 0.445 0.018 
The proposed model 0.005 0.231 0.006 
V. CONCLUSION 
In the paper, we proposed a novel model for automatic 
surface defects detection, which introduces the Gaussian 
operator and the improved Hough-based method. The model 
has a strong defect pixel point location performance and can 
classify defects with a faster speed. We achieved a mean 
precision of 96% to detect defects that are commonly presented 
in many applications and reduced the average time to 0.149s. 
Our results are superior to other deep learning-based models in 
terms of the recognition rate and the detection speed. To fully 
evaluate the proposed model, we tested our method on the 
public datasets and evaluated it by using three popular 
experiment metrics. The results showed that our method 
achieved a more balanced performance, which means that our 
method can well balance missed detection, false detection, and 
average error detection. Specifically, considering that complex 
defects are critical and need detection quickly, they may cause a 
more serious impact on product quality. Although our method 
achieved a lower recognition rate for defects detection in 
complex backgrounds, it can avoid misdiagnose.  
In future work, we will improve the feature extraction by 
introducing the multiscale features segmentation method and 
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the bionic mechanism, such as [42], [43] and [44]. Besides, we 
will collect more dataset with data preprocessing, which is 
expected to be a benchmark dataset for the metal surface 
defects detection. 
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