Introduction
In this short note, we collect some results regarding the Remmert reduction of holomorphically convex space and its application to a variation of the usual union problem. Classically, the union problem asks the following question: is a complex space, which is an increasing union of Stein subspaces X 1 ⋐ X 2 ⋐ · · · , a Stein space itself?
Many partial results were obtained. Many results give positive answers, for instance
• when X is contained in C n ([1]) • when X is contained in an unramified Riemann domain over C n ( [6] ) • when X is a reduced complex space and every pari (X j , X j+1 ) is Runge ( [12] ) • when X is a reduced complex space and H 1 (X, O) = 0 ( [9, 11] ) • when X ⊂ S, with S Stein, each X j is open in S and dim H 1 (X, O) < +∞ ( [13] )
• when X ⊂ S, with S a Stein manifold and each X j is open in S ( [3] , where actually more is proved). We have also negative answers, as shown by the famous construction by Fornaess in [4] .
The variation we are interested in is the following: is a complex space, which is an increasing union of holomorphically convex subspaces X 1 ⋐ X 2 ⋐ · · · , holomorphically convex itself? The results presented here are close analogues of (some of) those listed above; our aim is only to collect such material for reference, as we consider it well known.
Remmert reduction
Let (X, O X ) be a complex analytic space (given as a locally ringed space); we recall that a function f : X → Y is holomorphic if and only if the induced map In what follows, if we write an equality between sheaves, we always mean that there exists an isomorphism in the correct category (usually the one of sheaves of rings). Definition 2.1. Suppose that X is holomorphically convex, then we call a Remmert reduction of X a pair (φ, Y ) where Y is a Stein space and φ : X → Y is a proper holomorphic map such that φ * O X = O Y (as sheaves).
We can construct, following Cartan [2] , a Remmert reduction of X as follows: we say that x, y ∈ X are equivalent if f (x) = f (y) for all f ∈ O X (X) and we call this relation ∼, then, by a theorem of Cartan, Y = X/ ∼ is a complex analytic space and, if we call φ : X → Y the quotient map, we have that
as sheaves, which implies that φ is a morphism of locally ringed spaces, hence, in this case, a holomorphic map. Proposition 2.2. Suppose Z is a complex analytic space and ψ : X → Z is holomorphic and proper, then ψ * O X = O Z if and only if ψ is surjective and has connected fibers.
Proof. If ψ is proper, surjective and has connected fibers, then every function f ∈ O X (X) is constant on each fiber of ψ, which means that f can be pushed forward to a holomorphic function on Z, hence
On the other hand, if ψ * O X = O Z , consider the Stein factorization of ψ : X → Z, by f : X → W and g : W → Z, where W is an analytic space, f, g are holomorphic maps, f * O X = O W and has connected fibers and g is finite. As Indeed, consider a point x ∈ X and the sets φ −1 (φ(x)) = A x and (φ ′ ) −1 (φ ′ (x)) = B x ; both sets are compact (by properness) and connected (by Proposition 2.2); therefore, every holomorphic function f ∈ O X (X) will be constant on B x , hence B x ⊆ A x . Take x 1 ∈ X \ B x and consider y 0 = φ ′ (x) and
Hence, we can define a : showing it is holomorphic as well.
We have constructed a map a : Y → Y ′ which is biholomorphic; to conclude it is enough to show that, by construction φ
Given X holomorphically convex and x ∈ X, define S x as the union of all the compact connected complex analytic subspaces of X that contain x. Lemma 2.4. If X ia holomorphically convex, S x is compact for every x.
Proof. If S x is non compact for some x ∈ X, then there is a sequence of points x n ∈ S x which escape every compact. Therefore, by holomorphic convexity, there exists a function f ∈ O X (X) such that f (x n ) = n.
On the other hand
where Z i is a compact connected analytic subspace of X and x ∈ Z i . Therefore, f | Zi is constant and equal to f (x), so f is constant on S x , a contradiction. Therefore S x is compact.
Lemma 2.5. R is a proper relation.
Proof. Take K ⋐ X and consider
As X is holomorphically convex, if every holomorphic function is bounded on
Proposition 2.6. Define π : X → X/R and O X/R in the usual way, then the global sections of O X/R separate points in X/R.
Proof. Take z 1 , z 2 ∈ X/R and x 1 , x 2 ∈ X such that π(
where (φ, Y ) is the Remmert reduction of X, so x 1 and x 2 are contained in the same fiber of φ, which is a compact connected analytic space, so S x1 ∩ S x2 = ∅, so
By Lemma 2.5 and Proposition 2.6, we can apply Cartan's result on quotients by analytic relations (see [2] ) and obtain that (X/R, O X/R ) is a complex analytic space. Moreover, π * O X = O X/R by definition, so π : X → X/R is a proper, surjective, holomorphic map. Also, X/R is holomorphically convex, as X is, and elements of O X/R (X/R) separate points, so X/R is Stein. Therefore, (π, X/R) is the Remmert reduction of X, so it is isomorphic to (φ, Y ). Proof. There is a proper holomorphic embedding F : S → C N , so we consider the map F • f = (h 1 , . . . , h N ) with h j ∈ O(X). Therefore, we have g j ∈ O(Y ) such that h j = g j • π, for j = 1, . . . , N . Let G : F (S) → S be the inverse of F on F (S), then g = G • (g 1 , . . . , g N ) is the required map.
Runge pairs
Let X 1 ⊂ X 2 ⊂ X 3 ⊂ . . . ⊂ X n ⊂ X n+1 ⊂ . . . ⊂ X be a sequence of increasing domains in a complex space X and suppose that X j is relatively compact and Runge in X j+1 for every j, i.e. the restriction map r : O Xj+1 (X j+1 ) → O Xj (X j ) has dense image, i.e. for every K ⋐ X j and every f : X j → C holomorphic, we can find a sequence {f k } k∈N of holomorphic functions on X j+1 such that Proof. Let j : X ′ → X be the inclusion and consider the map f : X ′ → Y given by f = π • j. By the universal property of the Remmert reduction, as Y is Stein, we can factor f as σ • π ′ , with σ : Y ′ → Y holomorphic. Now, suppose that we have two points u, v ∈ Y ′ such that σ(u) = σ(v), then we have two points z, w ∈ X ′ such that π
is a holomorphic function on X ′ which has different values in z, w. By the Runge property, we can find a holomorphic function h : X → C which approximates ψ as well as we want on X ′ , therefore, we can find such an h with different values in a, b, but this contraddicts the fact that π(a) = π(b).
Therefore σ is injective. Moreover, let K be a compact subset of Y which is contained in σ(Y ′ ); if σ −1 (K) is not compact, we can find a sequence {y n } ⊂ σ −1 (K) that escapes every compact of Y ′ , so, as Y ′ is Stein, we have a holomorphic function f :
is compact in X and is contained in j(X ′ ). By the Runge property, we can approximate Proof. Let π : S → T be the Remmert reduction of S; it is easy to see that K is O(S)-convex if and only if K = π −1 (π(K)) and π(K) is O(T )-convex. Given U a neighborhood of K, we can find an open set V ⊂ U such that K ⋐ V and π −1 (π(V )) = V , so, given f ∈ O S (U ), we can restrict it to V and notice that, by the alternative description we gave of the Remmert reduction, f = g • p for some g ∈ O T (π(V )). Now, we can apply the usual Oka-Weil theorem to the compact set π(K) in the Stein space T , for the holomorphic function g; we obtain a sequence of functions g j ∈ O(T ) such that g j → g uniformly on K. Define f j = g j • π, then it is easy to show that f j ∈ O(S) and f j → f uniformly on K. Theorem 3.3. If each X j is holomorphically convex, then Y = X j is holomorphically convex.
Proof. Take a sequence {x k } ⊂ Y such that for every compact set L ⊂ Y , there are infinitely many elements of the sequence outside L; it is not restrictive to suppose that x j ∈ X j \ X j−1 , where X −1 = ∅. Let π j : X j → Y j be the Remmert reduction, by hypothesis and by Lemma 3.1, for every j, the points
to be the constant function 1; suppose we have defined f 1 , . . . , f j , then we apply Theorem 3.2 to obtain f j+1 :
) is one of its connected components). Therefore, we have a sequence of holomorphic functions f j : X j → C such that
and, if j > k, then
Now, choose k > 0 integer and consider the sequence {f j | X k } j>k ; we have that
therefore the sequence converges uniformly on X k . Then, we can define f = lim f j as a holomorphic function f : Y → C.
As an application, we have the following.
Theorem 3.4. Suppose M is a manifold, endowed with a plurisubharmonic exhaustion φ : M → R, and suppose there exists a sequence of real numbers c j → +∞ such that X j = {x ∈ M : φ(x) ≤ c j } has a smooth, strictly pseudoconvex boundary (i.e. φ is smooth and strictly plurisubharmonic in a neighborhood of bX j ) for each j. Then M is a modification of a Stein space along at most countably many points.
Proof. Each X j is holomorphically convex and, actually, a modification of a Stein space, by [5, Theorem 1] .
Let us now consider the Remmert reduction π j : X j → Y j . As we saw, Y j is obtained as a quotient with respect to the relation R defined in the first section, so π −1 j (y) is a compact complex subspace of X j for every y ∈ Y j , therefore φ is constant on π −1 j (y) for every y ∈ Y j . We define ψ j : Y j → R by setting ψ j (y) = φ(π −1 j (y)). This functions is clearly continuous; set
This implies that ψ j is plurisubharmonic on Y j \ S j ; we know that S j is a proper complex subspace of Y j (because X j is a modification of Y j ) and that ψ j is bounded near every point of S j , then by [7, Satz 3] ψ j | Yj \Sj extends uniquely to a plurisubharmonic function on Y j . Let us call such extensionψ j .
Let y ∈ S j and let S y = π −1 j (y). We know that φ andψ j • π j are both constant on S y ; let j : ∆ → M be a complex disc intersecting S y at a single regular point p ∈ S y , such that j(0) = p. The functions φ • j andψ j • π j • j are both subharmonic on ∆ and coincide in ∆ \ {0}, but theñ Moreover, let S = {y ∈ Y : dim π −1 (y) > 0} .
Then S cannot intersect any bY j , for j > 0, because every Y j is strictly pseudoconvex; therefore the sets S j = S ∩ {y ∈ Y : c j−1 < φ(π −1 (y)) < c j } are connected components of S and S j ⋐ Y j . As Y j is Stein, S j consists a finite number of points, so M is the modification of the Stein space Y along S, a collection of at most countably many points.
