In this work, we present a formal study on optimizing the energy consumption of energy harvesting embedded systems. To deal with the uncertainty inherent in solar energy harvesting systems, we propose the Stochastic Power Management (SPM) scheme, which builds statistical models of harvested energy based on historical data. The proposed stochastic scheme maximizes the lowest energy consumption across all time intervals while giving strict probabilistic guarantees on not encountering battery depletion. For situations where historical data is not available, we propose the use of (i) a Finite Horizon Control (FHC) scheme and (ii) a non-uniformly scaled energy estimator based on an astronomical model, which is used by FHC. Under certain realistic assumptions, the FHC scheme can provide guarantees on minimum energy usage that can be supported over all times. We further propose and evaluate a piece-wise linear approximation of FHC for efficient implementation in resource-constrained embedded systems. With extensive experimental evaluation for eight publicly available datasets and two datasets collected with our own deployments, we quantitatively establish that the proposed solutions are highly effective at providing a guaranteed minimum service level and significantly outperform existing solutions.
INTRODUCTION
Motivation. Advances in Wireless Sensor Network (WSN) research have enabled many new application scenarios in diverse scientific fields, e.g., geology [5] , ecology [10] , and zoology [27, 31] .
Optimal Power Management for Solar Energy Harvesting Systems 30:3 function (u (t )) such that υ is maximized. To identify an efficient algorithm to compute the optimal use function, we establish a relation between our harvesting problem and the shortest Euclidean path problem [21] . This relation allows the use of well-studied and efficient algorithms for the clairvoyant harvesting problem.
Then, we study the more general and realistic problem, wherein the harvested energy is not known exactly; instead, only a conservative estimate is available. With this assumption, we show that an FHC scheme can be used to adaptively update u (t ) at runtime. We further prove that, under certain assumptions of the estimate, such an FHC scheme is guaranteed to provide a minimum energy usage that is better than a non-adaptive scheme.
Last, we present a Stochastic Power Management (SPM) approach that uses historical data of harvested energy to build statistical models. The motivation behind SPM is that in many settings, the conservative estimate of harvested energy is either not available or is overly pessimistic (e.g., ≈0). Therefore, FHC is not expected to function well. SPM uses the statistical models to maximize υ such that the probability of power outage (battery level reaching 0) is ≤λ. For a given system, λ is a design parameter. A low value of λ corresponds to a more conservative minimum power level and vice versa.
A natural concern is whether the presented algorithms can be implemented on resourceconstrained low-power embedded devices typically used in WSNs. To demonstrate the applicability SPM, the scheme is implemented and its operation is validated on an energy harvesting testbed. SPM is shown to have negligible runtime computation overhead, since all computations are done offline; and at runtime, only one look-up and compare operation is required. For the FHC scheme, we present an approximate scheme where the use function is computed offline and represented in a look-up table. At runtime, only a few simple arithmetic operations with the values in the look-up table are required to obtain the use function u (t ).
We experimentally validate the different proposed theoretical ideas on datasets available in a public database and raw data collected with our own deployment [5] . While the theoretical analysis is presented without taking conversion and storage inefficiencies into account, the experiments consider battery-charging efficiency to evaluate the proposed approaches in a realistic setting.
With the experiments, we show the following key results:
(1) Clairvoyant (CV) algorithm computes optimal use functions that satisfy certain necessary conditions, as required by the connection to the Euclidean shortest path problem. (2) FHC relying on harvested energy estimation scheme in Reference [8] leads to failure states. To mitigate this, we propose a non-uniformly scaled estimator. Using the new estimator, the algorithm computes sustainable use functions for datasets from diverse locations. (3) FHC improves the minimum use function value (υ) compared to baseline approaches. FHC υ is on average 14.9% less than CV υ. (4) Look-up Table ( LUT)-based scheme results in only a marginal loss in performance with respect to the FHC scheme. LUT υ is on average 17.5% less than CV υ (5) SPM outperforms FHC and LUT while providing strict guarantee on failure probability.
SPM υ is on average 6.3% less than CV υ with probability of encountering failure state within a calendar year set to 0.01. (6) SPM is implemented on an energy harvesting test-bed and is shown to have negligible runtime computation and memory overhead. Measurements of energy consumption and battery level from the implementation closely match their corresponding expected values acquired from simulation, with Mean Square Error (MSE) of 0.317J 2 in energy consumption and MSE of 0.071J 2 in battery energy level.
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RELATED WORK
We discuss related work in two areas: optimal energy allocation and dynamic power management. In this work, we extend the former and use the latter as baselines for evaluation.
Optimal Energy Utility. A closely related problem is studied in Reference [11] . The authors consider throughput maximization of a network of energy harvesting sensor motes. They study the problem for a single mote and then as a distributed algorithm for multiple motes. They establish a relation to the shortest path problem in a simply connected space for a single mote with known harvested energy. For multiple nodes they propose a heuristic that is optimal under the assumption that each mote receives homogeneous harvesting energy. In contrast, we study the objective of maximizing the minimum used energy (υ) over all time steps for a single mote. Interestingly, we also establish a relation between this problem and a Euclidean path minimization problem. Further, we study how to model and factor the variability in the harvested energy and, in contrast to Reference [11] , we extensively validate our approach with data from our own deployments and from public databases.
Dynamic Power Management. The first dynamic power-management scheme for solar energy harvesting WSN was proposed within a theoretical framework that defines Energy Neutral Operation (ENO) as the fundamental limit of energy harvesting systems [16] . ENO is achieved if the system consumes only as much energy as is harvested over a given time period. The day is discretized into equal duration slots, and the expected energy input for each slot is learned with an Exponentialy Weighted Moving Average (EWMA) filter. The energy use for each slot is then computed by considering the mismatch between expected and actual energy input. Weather Conditioned Moving Average (WCMA) [24] improves upon EWMA's prediction accuracy. This scheme not only considers the harvested energy in the same time slot during previous days, but also incorporates current weather conditions to obtain the expected energy input for a particular time slot. While achieving almost three-fold improvements in prediction accuracy over EWMA, it is not clear if and how this improvement translates into increased system performance.
In Reference [29] , a model-free approach to dynamic performance scaling is presented. We refer to this scheme as Energy Neutral Operation with Maximal energy efficiency (ENO-Max). LinearQuadratic Tracking is used to dynamically adapt the system's duty-cycle based on the battery State of Charge (SoC) to attempt ensuring ENO while maximizing the energy efficiency. For the datasets evaluated, the authors report between 6% and 32% improvement in mean duty-cycle, and between 6% and 69% reduction in duty-cycle variance over EWMA. While presenting a low-complexity solution, ENO-Max suffers from relatively high duty-cycle variance and relies on an accurate battery SoC approximation algorithm.
Finally, a new and promising approach that takes uninterrupted long-term operation as the ultimate goal is presented in Reference [7] . We refer to this approach as Long-Term Dynamic Power Management (LT-DPM). LT-DPM relies on an astronomical model to provision the battery and panel and leverages the same model at runtime to adjust the utilization such that longterm ENO may be maintained. The authors show that the approach can adjust to deviations from the design time model while maintaining a higher minimum service level than the above approaches.
PROBLEM DEFINITION
This section introduces a formal system model including the corresponding power-management problem. We will also discuss the reasoning behind the model abstractions and show that they are feasible for a large class of energy harvesting systems. Adaptations that are necessary for application to realistic scenarios are described in Section 5.5 and 7.
System Model
A control algorithm that influences the energy consumption and service of an application will usually perform its function not continuously but at multiples of a fixed time interval. Therefore, we will use a discrete time system model, i.e., time t ∈ N. The time difference of one is named a unit time interval, and it could represent a minute, a day, a week, or even a month. The horizon of interest is some known interval [0,T ).
The energy storage element (in our case a battery) has stored energy b (t ) at time t and a maximum capacity B. For the formal discussion, we suppose a loss-free model, i.e., there are no leakage and store-consume inefficiencies. However, for the experimental validation, we consider batterycharging efficiency (see Section 7). The harvested and used energy during the time interval [t, t + 1) are denoted as p(t ) and u (t ), respectively. While p(t ) is provided by the environment, u (t ) is under the influence of the controller. We suppose that the controller can change parameters and modes of the running applications and the underlying hardware such that the used energy matches u (t ). As typical examples, the controller may change the duty-cycle of sensing, communication, or computation activities, and/or switch certain components on or off to adjust the consumed energy. The battery level can be calculated by the following equation:
If b (t ) + p(t ) − u (t ) < 0, then the system is in a failure state at time t, due to battery depletion. We call a use function u (t ) feasible only if there are no failure states in [0,T ). In practical scenarios, a battery may not be allowed to drop to a zero energy level. This can be considered by assuming a virtually smaller battery than B as input for the proposed algorithm. We assume that a lower value of u (t ) leads to a lower service in interval [t, t + 1), e.g., a lower sampling rate or lower data resolution. This fact will be modeled by defining the utility U (t 1 , t 2 ) of the use function in time interval [t 1 , t 2 ) as follows:
for some strictly concave 1 utility function μ : R ≥0 → R >0 . The concavity constraint leads to a diminishing utility if the application consumes more energy, i.e., additional energy is more important in case of a low energy level than in case of an already high energy level. With μ, one can also model that there is almost no additional utility beyond a certain consumed energy.
Optimality Criteria of the Controller
Based on the above system model, we can now define reasonable optimality criteria for the controller. Given the stored energy at time t = 0, the required stored energy at the end of the timehorizon T , and the harvesting function p(t ) for all 0 ≤ t < T , we are interested in an optimal use function u * (t ) that satisfies the following conditions:
• C1: The system never enters a failure state, i.e., we have b * (t ) + p(t ) − u * (t ) ≥ 0 for all 0 ≤ t < T , where b * (t ) denotes the stored energy with harvesting function p(t ) and use function u * (t ).
• C2: There is no feasible use function u (t ) with a larger minimal energy, i.e., min 0≤t <T {u (t )} ≤ min 0≤t <T {u * (t )} for all feasible u (t ). This condition is important, as we aim to maximize the lowest service level.
There may be multiple use functions that satisfy the conditions defined above. In this case, we want to choose a use function u * (t ) that maximizes a secondary objective function:
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• C3: Among all use functions u (t ) that satisfy C1 and C2, we choose one that maximizes the total utility, i.e., maximizes U (0,T ).
It is by no means obvious how u * (t ) can be computed. At every unit-step, the controller needs to decide whether to use more energy, which would increase the use function for that unit time interval. However, it removes available energy from the battery, which may cause battery depletion or a lower use function at a future time interval. Furthermore, it is not clear if there exists an efficient online algorithm to determine u * (t ), if it indeed exists.
OPTIMAL CONTROL
Here, we will study the problem of computing u * (t ) when p(t ) is known in advance. In other words, we consider a clairvoyant algorithm that has perfect knowledge of the harvesting energy to be expected on the interval [0,T ). Though not practical, this simplified setting allows us to identify the main theoretical ideas that characterize this problem. In Section 5, we will consider the problem where only an estimate of the harvesting energy is known.
Necessary Conditions for Optimality
The main result of this section can be formulated by the following theorem: In other words, if we are able to construct a use function that satisfies (3), never leads to a failure state, and never wastes energy, then the minimal used energy as well as the total utility is maximized. We refer to this use function u * (t ) as the optimal use function. This result defines a necessary and sufficient condition on u * to satisfy criteria C1, C2, and C3. We now show the sequence of two Lemmata that lead to the above fundamental result. All proofs are given in Reference [1] . Lemma 4.2. Any optimal use function u * (t ) satisfies (4) and (5) .
This Lemma states that the used energy is constant over a given interval as long as the battery is neither full nor empty. In addition, if an optimal use function grows (shrinks), then the corresponding battery level must be empty (full). Interestingly the above condition applies to all possible harvesting functions p(t ). Next, we show that u * (t ) is unique. The above result is quite surprising but an example may help to interpret it. To this end, we use a data trace of harvested solar energy with a time granularity of one week. Figure 1 shows 100 weeks of an optimal use function u * (t ), and Figure 2 shows the corresponding battery state b * (t ). As is evident, when the battery is neither full nor empty, u * (t ) is constant. Further, if u * (t ) decreases, then the battery is full; and if u * (t ) increases, then the battery is empty. This seems highly counterintuitive, as one would expect that in case of a full battery it is reasonable to increase the energy consumption, and in case of an empty battery one would decrease the energy consumption. However, considering that the algorithm seeks to fully leverage the available energy (including the energy that is stored in the battery), an empty battery marks the end of a period of deficit, i.e., the period during which the battery is being fully discharged (see Figure 2) . Therefore, it makes sense to increase the energy use upon entering such a period, as now there is more harvesting energy available. Conversely, a full battery marks the end of a surplus period, and therefore the energy use needs to be reduced.
We now focus on the algorithm for determining u * (t ) for any given p(t ).
Algorithm
In this section, we show that there is an unexpected relation between the optimal powermanagement problem for harvesting systems and the shortest Euclidean path in simple polygons problem in computational geometry. The latter has been widely studied, and efficient algorithms are available. In Reference [14] an O (n) algorithm is described where n denotes the number of polygon vertices. It can be expected that the optimal control problem can also be solved efficiently. Similar to Reference [11] , we first establish a connection between the two seemingly unrelated problems. To this end, we define a (harvesting) polygon by all points (t, σ ) with integer time t ∈ [0,T ] and σ l (t ) ≤ σ ≤ σ u (t ) where
and σ l (0) = 0. In other words, σ l (t ) denotes the harvested energy in the time interval [0, t]. Therefore, the polygon contains all points (t, σ ) where σ is between the energy harvested in [0, t] and this value shifted up by the battery capacity B. Now, a feasible path f (t ) in the (harvesting) polygon starts at
, is monotonically increasing, and never leaves the polygon, i.e., σ l (t ) ≤ f (t ) ≤ σ u (t ) for all t ∈ [0,T ]. Furthermore, as we consider a discrete time model, f is assumed to be piecewiselinear with discontinuities only at integral time steps.
As has been shown in Reference [11] , there is a one-to-one correspondence between any feasible path f (t ) in the harvesting polygon and a feasible use function u (t ) with no waste, where
Moreover, the shortest feasible path f * (t ) in the harvesting polygon yields the optimal use function u * (t ) that maximizes the throughput in the network [11] . The runtime optimal algorithm from Reference [14] is difficult to implement due to the use of advanced data structures and complex operations. In Section 5.4, we will propose a strategy to determine explicit solutions to the optimal power-management problem that can be easily stored and used on resource-constrained platforms. In Algorithm 1, we describe a very efficient iterative algorithm that can be used on resource-rich platforms or server-controlled devices. This algorithm has guaranteed convergence in terms of precision vs. runtime and is based on the ideas presented in References [20, 21] . Algorithm 1 uses the parameter ϵ as a stopping criterion, i.e., the maximal change in any path coordinate from one iteration to the next.
ALGORITHM 1:
Iterative algorithm for optimal control.
The first lines in Algorithm 1 define the harvesting polygon as described in (6) , as well as the initial and final points of a feasible path. Then, the initial path is chosen to be in the middle between the upper and lower boundaries of the harvesting polygon. The main iteration attempts to make a path as straight as possible within the polygon, i.e., it puts a point in the middle between its neighbors unless it touches the upper or lower boundary. Experimental results are described in Section 7.
FINITE HORIZON CONTROL
The previous section provided conditions and an algorithm for optimal clairvoyant control: If the battery's initial state b (0), its final state b (T ), and the harvested energy p(t ) for all time intervals in [0,T ) are given, then the optimal and unique use function u * (t ) can be determined.
In this section, we revert to a realistic setting where harvesting energy in the future is not known. Instead, we can estimate future harvesting energy. We present FHC for power management that attempts to maximize utility based on energy estimates. We also formulate bounds on the achieved optimality of FHC. A LUT-based scheme is also proposed in this section, for efficient deployment of FHC on a resource-limited hardware platform.
In the initial part of this section, we suppose that an estimate of harvesting energy is given for all t ≥ 0, denoted byp(t ). We will discuss later in Section 5.5 how this estimate can be obtained. In addition, FHC/LUT will make use of the fact that in usual solar harvesting scenarios the harvested energy shows some pattern that repeats yearly, e.g., the yearly repeating summer/winter pattern.
In particular, we may assume that the unit time interval is one week. Therefore, it is assumed that p(t ) is periodic with period P = T = 52, the number of weeks in one year. Due to this periodicity, we findp(t ) =p(t + k × 52) for all k ∈ N. We will make use of this fact by setting the finite control horizon in FHC scheme to one year. The derivation of FHC and its performance bounds involves four steps that will be described in the following subsections:
(1) Derive an optimal periodic control scheme by assuming p(t ) =p(t ) for all time instances t. (2) Use the scheme derived in step (1) to construct an adaptive finite horizon scheme. (3) Provide theoretical bounds on the performance of FHC scheme constructed in step (2) . (4) Parameterize the above FHC scheme to improve its performance.
Optimal Periodic Control
As stated earlier, we suppose a periodic estimated harvesting energyp(t ). By assuming that the state of battery at the end of periodb (P ) equals that at the beginningb (0), we can conclude that all essential quantities are periodic, i.e., the optimal use function, the energy harvesting function, and the battery state:
Furthermore, the time horizon is assumed to be equal to the period of harvesting energy, i.e., T = P.
In this setting, the optimized use function can be determined using a periodic variant of Algorithm 1 where we assumeb (0) =b (P ), and we iterate the path update in a circular way with Algorithm 2) . In summary, Algorithm 2 computes an optimal periodic battery stateb * and use functionũ * given a periodic energy harvesting functionp, its period P, and the battery capacity B. Based on this result, we will next define the FHC scheme.
Finite Horizon Scheme
Following the ideas of receding horizon control, e.g., Reference [17] , we replace the unknown harvesting energy function with its estimate and optimize the future use function with the current ALGORITHM 2: Iterative algorithm for periodic optimal control.
; end for battery state. For example, let us suppose that we are currently in week t = 0 and b (0) = b. In FHC, we will computeũ (t ) using Algorithm 1. However, we will only execute the trace ofũ (t ) for the first time step. At t = 1, we will recomputeũ (t ) with the actually measured battery level at this point in time. This process is repeated indefinitely.
Algorithm 3 implements this strategy, i.e., at each time step t, it uses the current battery state b and provides the optimized use function value u. The algorithm requires the following static input data: the estimated energy functionp(t ), the target battery valueb * (t + T ) at the end of the finite horizon from Algorithm 2, and the time horizon T . Note thatp andb are periodic in P.
The performance of the finite horizon scheme crucially depends onp(t ). If the actual harvested energy is overestimated, then it is possible that Algorithm 3 computes an aggressive use function that may lead to a failure state, i.e., the battery drains out. To avoid this, a conservative estimate is required, where p(t ) ≥p(t ) ∀t (see also Section 5.5).
ALGORITHM 3:
Finite horizon scheme for optimal control
; end for execute Algorithm 1 with the above inputs and the result (∀0 ≤ t < T : u (t )) ; u ← u (0) ;
Guarantees
FHC scheme, as described in the previous section, replaced the unrealistic optimal clairvoyant control algorithm by an adaptive runtime algorithm. Following important guarantees that can be provided: Theorem 5.1. Given an initial and final battery state b (0) and b (T ), respectively, the battery capacity B, and the harvested energy function p(t ) for all 0 ≤ t < T . Then, according to Theorem 4.1, all values u * (t ) for 0 ≤ t < T of the optimal use function u * (t ) are monotonically increasing with increasing
and with decreasing b (T ).
Based on the above property, we can now prove the main guarantee for the FHC scheme. Theorem 5.2. Given a periodic estimated energy harvesting functionp(t ) with period P, a battery with capacity B, the corresponding optimal periodic use functionũ * (t ), and the corresponding periodic battery stateb * (t ). Further given an energy harvesting system with the same capacity B but with an initial battery b (0) ≥b (0) and an actual energy harvesting function p(t ) ≥p(t ) for all t ≥ 0. Then the following holds: If we execute the finite horizon control according to Algorithm 3 for each time step t, then the resulting use function satisfies u (t ) ≥ũ * (t ) for all t ≥ 0.
In other words, the use function when executing the finite horizon control algorithm is never smaller than the optimal periodic one as computed using Algorithm 2. Therefore, the minimal value of the use function as well as its utility are lower bounds for the online finite horizon control. Under the assumptions of Theorem 5.2, we can provide the following guarantees: The system will never enter a failure state, and the minimal use function and the utility are no smaller than those obtained with Algorithm 2. For a detailed explanation and proofs of the stated theorems, please refer to Reference [1] .
Efficient Implementation
A natural concern with the proposed FHC scheme is high runtime overhead. In this section, we mitigate this by using a simple algorithm based on a LUT. Under the assumption of a static estimate of the harvested energy, we can use the finite horizon scheme to identify the current u (t ) as an explicit function F of the current time step t (with respect to the period) and the current battery state b (t ). With this, we can pre-compute the function F at design time and obtain the use function from F with the current battery state.
For a given time step, F (t, ·) is a function of only the battery state. We approximate F (t, ·) by a piecewise linear function F t , which can be computed offline for a finite number of battery levels. In our experiments, we discretize the battery by steps of 1%. For each battery state, we explicitly use Algorithm 1 to compute the optimal clairvoyant use function. These linear functions can then be represented concisely in a LUT. As a result, the online algorithm is reduced to very few arithmetic operations. Evaluations shown in Section 7 validate that the performance of a LUT-based algorithm is comparable to that of the original FHC scheme with a repeated execution of Algorithm 1 in every time step.
Algorithm Parameterization and Adaptation
The control scheme introduced requires an estimation of the harvesting energy for each unit time interval to compute the optimal use function. With long-term operation in mind, we opted to use an astronomical model [13] as the basis for the energy estimator. We first briefly review this model and discuss parameter selection for the proposed control scheme. Afterwards, other parameterization details of the finite horizon scheme are discussed shortly.
To estimate the total solar energy available at a particular geographical location without the need for historical harvesting data, we leverage an astronomical model adapted for power subsystem planning of solar energy harvesting embedded systems [8] . It can accurately approximate the average harvesting energy for a given geographical location and time of year [7, 8, 28] .
Design-Time Energy Estimation.
The total estimated solar energy incident on a flat, tilted surface depends on the following known quantities: latitude L of the deployment location, panel orientation, and inclination angles ϕ p , and θ p , respectively, and the solar panel surface area A pv . It further depends on the unknown environmental parameter Ω, which incorporates weather and shading effects. To obtain reasonable values for Ω, we follow the guidelines in Reference [8] and profile the first year for each of the datasets used for evaluation in Section 7.
Runtime Energy Estimation. The design-time energy-estimation model relies on appropriate parameterization to be representative of the true conditions. It is assumed that A pv , L, ϕ p , and θ p can be defined with sufficient accuracy, but Ω can only be approximated. This means that the designtime model may deviate from the true average energy input if the weather conditions and/or shading effects at the deployment location are poorly estimated. Therefore, to adapt the design-time model to reflect true conditions at runtime, we follow the approach in Reference [7] and dynamically scale the design-time model by a factor α. The scaling factor α is computed as the ratio of the sums of true and estimated energy observed over a history window of length W weeks. To achieve duty-cycle stability, W = 52 was chosen.
Horizon of Control. With the objective of achieving long-term minimum performance guarantees, it is reasonable to consider the annual, rather than diurnal solar cycle for the control horizon. This means that at any time instance τ , the algorithm from Section 5.2 is givenp(t ) ∀t ∈ [τ , τ + T ) as estimation input, where T = 1 year.
Frequency of Control.
For determining frequency of control, it is generally desirable to keep the update intervals long to reduce the algorithm's computation overhead and keep a stable service level. In this work, frequency of control was chosen equal to unit time (one week).
STOCHASTIC POWER MANAGEMENT
The FHC scheme in Section 5 assumes that a lower bound on the harvested energy is known. However, such a conservative lower bound may be difficult to determine or be too conservative.
To address this limitation, we propose SPM, which utilizes a statistical model of harvested energy such that there is a stochastic guarantee of not encountering a failure state during operation. The stochastic guarantee we are interested in is the long-term probability of encountering a failure state within the horizon of interest. Its lower bound λ is a parameterizable constant. Without loss of generality, we assume that the horizon of interest is one calendar year and unit time is one week, i.e., T = 52.
SPM uses historical data of harvested energy to construct its statistical model. Detailed statistical analysis is then performed to derive the use function while conforming to the stochastic guarantee. The statistical analysis performed in this section has the following sub-components: (1) Given historical data, determining a statistical model of the harvested energy, (2) determining a statistical model of battery charge, (3) determining the probability of failure, (4) determining steady state statistical models, and (5) determining safe battery charges that can be used to dynamically exploit energy surplus. We will now explain these sub-components.
Statistical Model of Harvested Energy
Given historical data, we use maximum likelihood estimation [30] to fit the data to a statistical distribution. It is assumed that data is normally distributed. We empirically observed that normal distribution provides a close match with the historical dataset. However, other fitting methods/ distributions may be employed, and the problem of fitting statistical models is orthogonal to the SPM scheme proposed in this section. The fitted distribution is discretized and normalized to determine a discrete statistical model: h t (x ) denotes the probability mass function (p.m.f.) of energy harvested in time interval [t, t + 1).
Statistical Model of Battery Charge
By using h t (x ) and use function u (t ), we can determine a statistical model of the battery charge. Suppose that the battery has a fixed charge b (t ) at time t. Ignoring constraints on minimum and maximum battery level, the battery charge p.m.f. at time t + 1 can be computed using the following equation:
, where * is the convolution operator and δ is the Dirac delta function. Note that l * t +1 (x ) does not take into account the minimum and maximum battery level constraints. We now construct the truncated battery charge p.m.f. to take these constraints into account:
In general, for computing the battery charge p.m.f. at time t, we use the following equation to first find the non-truncated battery charge p.m.f.:
l * t is then truncated using Equation (8) to get l t .
Optimal Another important statistical model is the p.m.f. of battery charge assuming no failure in the previous interval. This function will be important for determining the probability of failure in the next subsection. We call this the success-conditional battery charge p.m.f., and it is computed using the following equation:
(10) P (S t ) is the probability of success (no failure) in interval [t, t + 1) and can be computed as:
Computation of the non-truncated, truncated, and success-conditional battery charge p.m.f.s is illustrated using an example in Figure 3 . The p.m.f.s of the battery charge and harvested energy are shown in the first two plots of Figure 3 . It is assumed that energy consumption during interval [t, t + 1) is 800Wh and battery capacity is 1,000Wh. First, the non-truncated battery charge p.m.f. is determined by computing l t (x ) * h t (x ) * δ (x + 800). The resulting battery charge p.m.f. has a non-zero probability at battery charge >1,000 (B) and at battery charge <0. Therefore, the battery is truncated using Equation (8) . The success-conditional battery charge p.m.f. is determined using Equation (10).
Determining Probability of Failure within One Year
In the previous subsection, we identified that the probability of failure within a given interval (one week) can be determined by means of Equation (11) . We will now explain how to determine the probability of failure within the horizon of interest. If failures in all intervals were independent, then we could compute the probability of failure as λ * = 1 − Π i ∈{0,1, ...,51} P (S i ). However, the failures are not independent. For instance, if a failure occurs in interval [t, t + 1), then b (t + 1) = 0. Due to zero battery charge, the likelihood of failure in interval [t + 1, t + 2) increases. To take this chained interdependence into account, we define P (S t |S ) as the probability of success in interval [t, t + 1) given that no failure has occurred in any previous time interval. Based on this definition, we can now determine the probability of failure using the following equation:
To compute P (S t |S ), we make all battery charge p.m.f.s success-conditional. Specifically, we use the following Equation (13) to compute l * t +1 :
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Note the use of the success-conditional battery charge p.m.f. l t (x |S t −1 ). Subsequently, l t +1 (x |S t ) is computed using l * t +1 (x ) and Equation (10) . After making the battery charge p.m.f. successconditional, P (S i |S ) is computed as:
Finally, λ * is computed using Equation (12).
Steady State Probability
Due to the annual solar cycle, the statistical model for harvesting energy is periodic, i.e., h t +k ·T (x ) = h t (x ) ∀k ∈ N. If we now assume that the use function is also periodic with period T , i.e., u (t + k · T ) = u (t ) ∀k ∈ N, then we can construct a notion of steady-state battery charge p.m.f. Specifically, the battery charge p.m.f.s for all time intervals will evolve across years until they reach a steady state where l t +k ·52 (x ) = l t +(k+1) ·52 (x ) ∀x ∈ Z, k ∈ N, t ∈ {0, 1, . . . 51}. We use l * ∞ τ (x ) and l ∞ τ (x |S ) to denote the steady state non-truncated and steady-state success-conditional battery charge p.m.f.s, respectively, for week τ = t mod 52. The steady state annual failure probability can be computed using the following equation:
At this point, we can compute the long-term probability of failure given a periodic use function, historical data of harvested energy, and the battery capacity B. For long-term operation of the system, it is required that λ ∞ ≤ λ. From this point on, we will assume that all statistical models and use functions are periodic with period T = 52. τ will denote the week of the current year, i.e., τ = t mod 52.
Safe Charges
An important aspect of the power-management scheme is the capability to dynamically use/exploit surplus energy. To enable this, we will now define safe charges. Informally, a safe charge vector C contains battery levels for the 52 weeks, such that if battery charge in week τ is higher than C τ , then the additional battery charge can be dissipated in addition to the use function (u (t mod 52)) without increasing the steady state failure probability beyond λ. We can account for the additional energy consumption by truncating the success-conditional battery charge p.m.f. at the start of week τ at C τ instead of the battery capacity B. This is because any battery charge beyond C τ is dissipated in addition to u (t mod 52). Specifically, we can use the following equation to compute success-conditional battery charge p.m.f.:
where τ = t mod 52. Steady state probabiliy of failure can be computed (as explained in Section 6.3 and Section 6.4) by changing Equation (13) in the following manner:
The safe charge vector C is not unique, and multiple safe charge vectors could satisfy the failure constraint. In general, elements of this vector should be minimized so higher energy consumption can be supported without violating the failure constraint.
Stochastic Power Management
Based on the defined stochastic models, we can now explain the SPM scheme. SPM attempts to maximize the minimum value (υ) of use function (u (t )) such that the steady state probability of encountering a failure state is ≤λ. As a secondary objective, SPM also tries to dynamically exploit periods of energy surplus without adversely effecting the failure probability.
ALGORITHM 4: SPM offline phase
Require: h τ (x ) ∀τ ∈ {0, 1 . . . , 51}; λ; B; Ensure: υ; C τ ∀τ ∈ {0, 1 . . . , 51};
C τ = B ∀τ ∈ {0, 1, . . . , 51} Assume u (τ ) = υ ∀τ ∈ {0, 1 . . . , 51} Use binary search to find value of υ such that λ ∞ ≤ λ, where λ ∞ is calculated using Equation (14) for all i ∈ {0, 1 . . . , 51} do Use binary search to find value of C i such that λ ∞ ≤ λ, where λ ∞ is calculated using Equation (14) end for
The first goal of SPM is to maximize the minimum level of service. The minimum service level is computed offline and its evaluation steps are detailed in Algorithm 4. We assume that the use function u (τ ) = υ ∀τ . We use binary search to find the largest feasible value of υ such that λ ∞ ≤ λ. For this computation, all elements of safe charge vector C are set of battery capacity B. The computed value of υ is then used to compute safe charges. We use an iterative procedure where we first search for minimum safe charge at the start of week 0 (C 0 ) such that λ ∞ ≤ λ. Next, this value of safe charge is fixed and the safe charge for remaining weeks is computed. The choice of an iterative procedure to compute safe charges is arbitrary, and more advanced search techniques could be employed.
The runtime algorithm is presented in Algorithm 5. This algorithm takes as an input the current battery level b (t ), υ, a spread parameter w that specifies how energy surplus is utilized, and S (t ), which defines the system state when the online algorithm is called. Failure state indicates that, due to battery depletion, the use function was smaller than υ recently. Nominal state indicates that a failure has either never occurred or has been recovered from.
Whenever b (t ) is greater than C τ , we have energy surplus equal to b (t ) − C τ . This surplus can be used either entirely in the current interval or partially so there are more chances of having surplus in future intervals. This spread of excess energy is determined by w. Note that in case of non-negative excess, the use function value is agnostic to the system state, and the system state ALGORITHM 5: SPM online phase in the next interval is set to Nominal, which corresponds to failure recovery if S (t ) = Failure. If b (t ) < C τ , then SPM checks the system state. If it is Nominal, then we set u (t ) = υ; otherwise, u (t ) = 0. This is done to avoid consecutive failures. Once a failure is encountered, SPM waits for the battery to reach a safe charge before consuming any power. During runtime, if battery is fully depleted, then the system state is set to Failure.
EXPERIMENTAL EVALUATION
In this section, we compare the proposed algorithms with state-of-the-art power-management algorithms.
Input Data. We leverage the publicly available 2 National Solar Radiation Database (NSRD), from where we acquire trace data for eight different geographical locations. Each trace spans a time period of 12 years. Additionally, we use 2 years of energy traces collected at two different locations with our own long-term WSN deployment [5] . Details for the datasets and harvesting node parameters are given in Table 1 .
Baseline Algorithms. We compare our approaches against four state-of-the-art implementations of energy-predictive and battery-reactive power-management approaches. Specifically, we compare against LT-DPM [7] , which is a system-dimensioning and power-management scheme geared towards providing uninterrupted operation with low service-level variability. We further implement the predictive duty-cycling scheme from Reference [16] with two different energy predictors, EWMA [16] and Weather Conditioned Moving Average (WCMA) [24] . The duty cycling scheme in Reference [16] attempts to continually correct mis-predictions by increasing or decreasing the energy usage in future slots. EWMA and WCMA are designed to predict energy on a horizon of a few minutes to hours. Therefore, it is expected that they will not be able to make full use of the allocated battery capacity. We also evaluate a battery-reactive scheme ENO-Max [29] . ENO-Max uses well-established control theory to determine the utilization that results in maximum energy efficiency while ensuring ENO. This algorithm adjusts the utilization such that a pre-defined battery threshold may be maintained. While it is very effective in achieving its maximization objective, the ENO objective causes the algorithm to aggressively adjust the utilization when target battery level cannot be maintained, which results in high variability in the energy consumption.
For each of the baseline implementations, we use the authors' recommended parameters, i.e., K = 3, D = 4, α = 0.3 for WCMA [24] , and α = 0.5 for EWMA [16] . For ENO-MAX [29] , we use Harvesting Node Model. To get solar panel size, we apply the system-dimensioning approach proposed in Reference [8] with a target duty cycle of 40% and nominal battery capacity of 100W h. The solar-panel sizes for different datasets are given in Table 1 . It is assumed that battery has a charging efficiency of 0.9. All other efficiency parameters are ignored. Battery degradation is not considered, and it is assumed that the battery would outlast other system components.
Performance Metrics. Since we aim at maximizing the minimum service level, we report the minimum daily energy consumption (υ) for each of the approaches. Note that outages due to a depleted battery cause the minimum to be 0. We also report total system utility (U ) and use Equation (2) with μ (u (t )) = u (t ).
Preliminary Evaluation
In this section, we compare the performance of three proposed schemes (CV, FHC, and SPM) for years six and seven of the MI dataset. Figure 4 and Figure 5 compare the use functions and battery levels of FHC with CV. We notice the FHC scheme encounters failures (battery fully drains) at several points in time. The reason behind failures is that a small overestimation in energy can be fatal, particularly at times when the battery reserves are low. We notice that the battery is critically low towards the end of winter. Therefore, to avoid failures, the runtime estimator from Reference [7] (reviewed in Section 5.5) is scaled by the scaling function shown in Figure 6 . As shown in Figure 6 , the value of scaling function is dependent on the week of the year. This scaling ensures that the energy estimate is pessimistic in the winter months to avoid failure states. From this point on, all results of FHC will make use of this dynamically scaled energy-estimation model. The scaling function in Figure 6 was carefully chosen so FHC has no failures for datasets enumerated in Table 1 . We use the same scaling function for all datasets. However, there is no guarantee that this scaling function works for all geographical locations. In fact, we will see later in this section that FHC may fail for other datasets/geographical locations. Figure 7 shows the use function of the FHC with the scaling function implemented. There are now no failures. Furthermore, Figure 7 also shows results for the LUT scheme. As shown in the figure, u FHC (t ) and u LUT (t ) are almost overlapping. However, the LUT scheme tends to suffer a small penalty in υ by being too conservative early in winter. Now, we compare all three schemes (CV, Fig. 6 . Scaling function applied on the use function to avoid failure state in FHC scheme. Fig. 7 . Finite Horizon Scheme use function u FHC (t ) for a given harvesting function p(t ) and its estimate p(t ). We see that SPM does not encounter a failure state. Furthermore, SPM does not require scaling function or other adaptations to avoid failure states. It inherently becomes more conservative in winter months due to the statistical models. The minimum value υ of use function is also higher compared to FHC (20.0 vs 19.087). CV has the maximum minimum use function value of 21.31 but assumes full knowledge of the future harvesting energy. The battery levels for the three schemes are shown in Figure 9 . As shown in the figure, battery levels for SPM and FHC scheme never reach zero. Furthermore, SPM and FHC have similar minimum battery levels (14.39 and 14.67 for SPM and FHC, respectively).
These initial evaluations make a strong case for SPM. This is because SPM can give statistical guarantees, without requiring adaptations, while having better performance compared to FHC. However, the weak point of SPM is that it needs the availability of historical data to construct the statistical models, while FHC does not have this requirement. We now show that SPM is also more robust. Figure 10 shows the use function of the three schemes for harvesting data of Adelaide, Australia, acquired from WRDC 3 for years 1983-1992. 4 As Figure 10 shows, FHC encounters several failures (points in Figure 10 where u FHC = 0), while SPM does not encounter any failure. The reason why FHC scheme encounters failures for this dataset is that the summer and winter months are shifted for the Adelaide dataset compared to other datasets in Table 1 . Due to this season shift, the scaling function in Figure 6 no longer ensures that FHC is conservative in the winter months when the battery is low. Instead, FHC ends up being unnecessarily conservative in the summer months when there is energy surplus. SPM accounts for this season inversion explicitly by creating appropriate statistical models. Furthermore, the minimum use function of SPM is close to the minimum use function of CV (16.0 vs 17.79).
Dynamic Adaptation
In this section, we present initial ideas on how SPM can be augmented to adapt to changes in the environment. To this point, the presented strategy is static in nature and assumes that the stochastic model of the energy harvesting source does not change. However, in practice, the model can change if the solar panel degrades or is occluded. We apply change-detection theory to detect change in the model. Several approaches such as Shewhat Control Charts, CUSUM, and Bayestype algorithms exist [3] . In this work, we evaluate the CUSUM algorithm due to its simplicity and low runtime overhead. In this section, we first provide a brief overview of this algorithm. We then explain how SPM is augmented to detect changes and adapt to them. For a more detailed description of the CUSUM algorithm, please refer to Reference [3] . Finally, we demonstrate the functioning of the proposed adaptation scheme.
Let p(t ) be the harvested energy in week t. CUSUM algorithm uses two hypotheses. The null hypothesis (Θ 0 ) assumes no change in the harvesting model. The one hypothesis (Θ 1 ) signifies a change in a statistical model. A change is detected when the difference between the log-likelihoodratio under the two hypotheses, and its current minimum value, exceeds a pre-set threshold. Specifically, suppose that we observe energy y i in week i. The log-likelihood-ratio under two hypotheses is given by:
is the probability of y under hypothesis X . Furthermore, we define the following decision function д k = S k − min 1≤j ≤k S k . A change is detected when the decision function exceeds a certain threshold h. Choice of the threshold h presents a tradeoff between the speed of change detection and the number of false detections. Following recursive formulation of the decision function also exists:
where д 0 = 0. After detection of the change, SPM can adapt its service to the precomputed optimal service under θ 1 stochastic models. To demonstrate this, we again take the MI dataset and artificially introduce three change points. The first change occurs at week 290, when the node starts getting 20% surplus energy. This surplus ends at week 320. At week 345, the energy harvesting node starts getting 20% less energy. The SPM algorithm is adapted such that it decides between the three stochastic models where {80, 100, 120}% of the nominal energy is harvested. Two decision functions (17) are used for deciding between the neighboring pairs of stochastic models, i.e., (100, 120) and (100, 80). Figure 11 shows that the scheme adapts to the changes. For this evaluation, the decision function threshold was empirically chosen to be 6. The two decision functions are plotted in Figure 12 . As shown in Figure 11 , SPM detects change in the stochastic models (indicated by the dotted blue line) after a variable delay. After this detection, SPM starts operating at the precomputed optimal setting for the detected stochastic model. This is evidenced by higher value of υ = 22Wh between weeks 300-320 and a lower υ = 18Wh after week 345. The nominal value of υ is 20Wh. In the presented example, battery depletion is not encountered. However, it should be noted that change in the stochastic model can increase probability of failure. However, after recovering from failure resulting from a change in stochastic model, the stochastic guarantee will again become valid. Making SPM adaptive to changes while maintaining its stochastic guarantee is part of future work.
REAL-WORLD IMPLEMENTATION AND EVALUATION
In this section, we present our sample implementation. This is done to demonstrate that SPM can be implemented with negligible runtime overhead. In addition, aspects of the real system that are not explicitly considered in our simplified model, such as maximum power point tracking and storage/power conversion inefficiencies, can also be taken into account.
System Implementation
Our sample system consists of photovoltaic energy harvester, a supercapacitor for energy storage, a power-management unit, and a microcontroller unit consuming the energy. The photovoltaic panel used is a Panasonic AM-5412 of 50 × 33mm size, rated for 39mW at 100mWcm −2 . A 5F supercapacitor was used as energy storage, and its charge ranges between 3.5V and 4.2V during operation. This small energy storage was chosen to allow for real-world energy storage dynamics during the sped-up experiments, where one week corresponds to 120s. In an actual deployment, the storage would accordingly be 5,040 times larger, corresponding to a 18.9Wh battery. We rely on a bq25570 harvesting management chip that performs passive Maximum Power Point Tracking (MPPT) for maximum energy transfer and supplies the consumer with 3.3V. Finally, an MPS432P401R board is used as consumer, which is a good representation of microcontrollers used in embedded applications.
For the input energy trace, we consider a scaled version of the MI dataset. The scaling factor is chosen such that a maximum of 3.6J are harvested in the 120s interval by the solar panel. Using the scaled data, we compute the minimum use function υ and safe charge vector C as explained in Algorithm 4. These two values are stored on the node and determine the runtime power dissipation. On the microcontroller, two tasks run on bare metal: the adaptive consumer and the power manager. The adaptive consumer varies the energy consumption by duty cycling a light emitting diode (LED). The maximum and minimum power dissipation (LED on and off) are measured to be 64.04mW and 2.3mW, respectively.
In our experimental evaluation, the power-manager task runs periodically each 120s; corresponding to one week in a given real-world scenario. The power manager samples the voltage in the supercapacitor and computes the stored energy. We call the usable energy in the capacitor at the start of the i th interval E cap i . If the energy is lower than the safe charge C i , then the adaptive load is configured such that the energy consumption over the next period is υ. If the energy is higher than the safe charge, then the adaptive load is configured such that it consumes υ + E cap i − C i . The SPM algorithm has a minimal runtime overhead of less than 1ms, resulting in a negligible energy overhead compared to the consumer energy consumption.
Setup and Results
For real-world evaluation, we deploy the described system in a solar illuminates emulator. We use this to emulate the weekly average solar radiance of the MI dataset from year 1965 over a two-year time interval, corresponding to the experiment length of 208mins. The deployment was instrumented using a RocketLogger [26] to monitor harvesting power, storage voltage, and the system's power dissipation. Parallel monitoring of digital state pins of the implemented system allows tracking the state of the adaptive consumer and power-manager tasks.
We processed the collected data on energy consumption and energy stored in the capacitor and compared it to simulation results. Figure 13 shows the energy consumption, and Figure 14 shows the energy stored in the capacitor at the start of each 120s interval. As shown in the figures, our measurements closely match the expected values that are acquired through simulating SPM and assuming the empirically observed efficiency of the power conversion circuit (92%). The error in the energy consumption can likely be decreased further by a variable, operating-point-based, efficiency characterization. The error in capacitor energy is less compared to the error in energy consumption, because the safe charges provide an energy correction mechanism.
The presented implementation clearly demonstrates that non-linearities caused by power conversion circuit and MPPT can be accounted for in our model. Furthermore, SPM is shown to have negligible runtime computation overhead (less than 1ms). The memory overhead is also small (52 integer constants). Therefore, the implementation of SPM on a resource-constrained embedded system is viable. Fig. 15 . Normalized minimum use function. Fig. 16 . Normalized utility.
Experimental Results
We now compare the proposed schemes for all datasets given in Table 1 . We also compare the proposed schemes with the baseline algorithms. For SPM, we always exclude the year that is being simulated from the statistical models. The minimum use function (υ) and the total utility (U ) values are reported for all datasets and all algorithms in Table 1 . Note that the values of υ reported in Table 1 are daily minimum energy consumption values (as opposed to weekly values reported in earlier examples). The first year of all datasets is excluded from the analysis and metrics reported are for the remaining 11 years. Figure 15 and Figure 16 show box-whisker plots of the normalized υ and U values, respectively. All values are normalized with respect to corresponding CV values. All of the baseline algorithms are parameterized with the authors' recommended, and arguably best, parameters. Furthermore, all algorithms utilize the same adequately provisioned power subsystem, which is designed with an expected duty-cycle of 40%). However, due to limited prediction accuracy, EWMA and WCMA are required to operate at a relatively high control frequency to achieve acceptable performance. While ENO-Max is theoretically able to run at much lower control frequencies, the original parameterization was done for half-hour update periods. Since the datasets used are given in hourly values, we use t = 1 hour for simulation of these baseline algorithms. For EWMA, WCMA, and ENO-Max, we report the result for both a pessimistic dutycycle ρ min = 1% (as is done in, e.g., References [16, 29] ) and, listed in parentheses in Table 2 , a more realistic (for our scenario) value of duty-cycle ρ min = 30%.
Comparison of the Proposed Schemes (CV, SPM, FHC, and LUT).
It is very promising to note that the minimum use function υ values for SPM are close to the optimal υ values returned by CV. We observe a minimum, average, and maximum percentage difference of 1.2%, 6.3%, and 11.3%, respectively. The utility values show a similar behavior. FHC also performs fairly well for these datasets. However, the observed value of υ is lower for all datasets compared to the corresponding values given by the SPM scheme. The utility U does not degrade as much, though; and for MI, OR, ON, and AK, the utility values for FHC are actually higher compared to the corresponding SPM values. This is because SPM may, on occasion, waste energy by not utilizing available energy even when the battery is full. This leads to an overall loss in utility. A promising result is that LUT performs very close to FHC. Therefore, implementation of the scheme on a sensor mote is feasible by employing LUT without a significant loss in performance. As stated before, the FHC scheme does not require long-term historical data, which is a fundamental requirement of SPM. Consequently, if long-term data is not available, then FHC/LUT would be a choice for implementation. 
Comparison of the Baseline Schemes (LT-DPM, ENO-MAX, WCMA, EWMA).
In terms of the minimum use function υ, LT-DPM performs fairly well, with performance comparable to FHC and LUT. However, LT-DPM demonstrates a considerable loss in utility. The reason for this is that LT-DPM takes a long-term approach to compute energy consumption by considering both the period of deficit, i.e., when the generation is below consumption, and the period of surplus, i.e., generation exceeds consumption. This approach tries to fully leverage the battery to bridge periods of deficit while simultaneously ensuring that the employed panel can actually recharge the battery during periods of surplus. This conservative approach has a detrimental effect on the total achievable system utility, since surplus energy is not used to aggressively increase system energy consumption in periods of energy surplus. In comparison, the FHC and SPM algorithms are able to leverage the surplus energy during summer while ensuring that the battery is full/adequate at the appropriate time to ensure continuous operation. Moving on to other baseline schemes, EWMA and WCMA perform comparably, as expected. This is not surprising, as the same energy-allocation scheme is used. Hence, the difference stems from their prediction accuracies. In fact, WCMA achieves a better υ only for two datasets (ON, AK) but improves over EWMA by up to 20.5% in system utility for ρ min = 1% and 6.5% for ρ min = 30%. Both of these algorithms are unable to leverage the battery, causing the υ to follow the user expected ρ min , even when the battery is full. As has been shown in Reference [7] , if the power subsystem is not adequately provisioned, then achieving even ρ min may not be possible.
The ENO-Max algorithm has a similar limitation. Although achieving the highest U of all nonclairvoyant algorithms, υ varies greatly and tends to be the lowest of all evaluated algorithms when using ρ min = 1%. For ρ min = 30%, the minimum performance is equivalent to that achieved of EWMA and WCMA. This is to be expected, as the range of acceptable utilization to choose from is significantly reduced. In fact, with ρ min = 30%, the utilization computed by these algorithms is overridden by ρ min most of the time. We attribute the pessimistic υ obtained with these three algorithms to their battery-agnostic nature.
LIMITATIONS AND REQUIREMENTS
Historical Data. The SPM scheme requires availability of long-term historical data. Empirically, SPM performs well if data is available for 10 years. However, in many scenarios, this data may not be available, leading to low performance due to imprecise statistical models.
Energy Estimation. FHC and LUT schemes rely on accurate energy estimates. Finding an appropriate energy-estimation model that is neither too conservative nor too optimistic has been shown to be difficult, as the weather patterns that affect the solar energy incident are hard to model [9] and difficult to predict [15] . Even though the energy model used in this work functions well for all datasets in Table 1 , its performance is not always guaranteed (e.g., Figure 10 ).
Measurement Support. The proposed scheme requires that the system can measure or approximate the total harvested energy over a given time period t. This can be accomplished by measuring the output power of the panel or inferring the harvested energy through battery State-of-Charge information. The former is the preferred choice but incurs additional overhead in terms of measurement circuitry and continual processing. The advantage of the latter, e.g., Reference [6] , is that it may not require special-purpose hardware. However, obtaining an accurate SoC indication is non-trivial [4] .
Battery Inefficiencies. Batteries are non-ideal storage elements, which suffer from a variety of inefficiencies that are dependent on the specific battery chemistry and load behavior [4] . In our simulation, charging efficiency is taken into account and discharging efficiency is ignored. However, it is straightforward to account for discharging efficiency by scaling the use function values. Leakage power is ignored in this discussion. Considering the periodically recurring recharging opportunities, accounting for leakage is not as crucial as it is for purely battery-operated devices. Temperature may impact the battery's apparent capacity [4] . Thus, for deployments that are exposed to high temperature variations, it may be necessary to account for the temporary change in apparent battery capacity imposed by temperature effects. Finally, battery aging is not likely to be a problem, since our approach causes the battery to experience only one deep discharge cycle per year and is therefore expected to outlast the lifetime of other system components, e.g., electronics, mechanical parts, and so on. Solar panel degradation has been shown to generally be aesthetic in nature and not significantly affect the panel's efficiency [12] .
CONCLUSION
We have shown that the proposed SPM approach successfully satisfies the objective of providing a guaranteed minimum energy utilization and therefore minimum service level. To the best of our knowledge, we are the first to provide an analytic solution for solar energy harvesting embedded systems, which ensures uninterrupted operation at a maximized minimum energy consumption. We propose two different power-management approaches. The first approach relies on energy estimates and is applicable to any energy harvesting source, presuming an appropriate energy estimator is available. The second approach exploits stochastic harvesting energy models and can give strict probabilistic guarantees on not encountering failure state. We extensively evaluate these schemes using eight synthetic and two real-world datasets. Our approaches significantly outperform four baseline implementations in terms of minimum energy consumption and total utility. Finally, the stochastic scheme performs very well and has performance that is comparable to that of an optimal clairvoyant algorithm. The implementation of the stochastic scheme validates the presented model and shows that the scheme has minimal runtime overhead.
