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Human functional Magnetic Resonance Imaging (fMRI) data are acquired
while participants engage in diverse perceptual, motor, cognitive, and emotional
tasks. Although data are acquired temporally, they are most often treated in a
quasi-static manner. Yet, a fuller understanding of the mechanisms that support
mental functions necessitates the characterization of dynamic properties. Firstly,
we describe an approach employing a class of recurrent neural networks called reser-
voir computing, and show their feasibility and potential for the analysis of temporal
properties of brain data. We show that reservoirs can be used effectively both
for condition classification and for characterizing lower-dimensional “trajectories”
of temporal data. Classification accuracy was approximately 90% for short clips of
“social interactions” and around 70% for clips extracted from movie segments. Data
representations with 12 or fewer dimensions (from an original space with over 300)
attained classification accuracy within 5% of the full data. We hypothesize that such
low-dimensional trajectories may provide “signatures” that can be associated with
tasks and/or mental states. The approach was applied across participants (that is,
training in one set of participants, and testing in a separate group), showing that
representations generalized well to unseen participants.
In the second part, we use fully-trained recurrent neural networks to capture
and characterize spatiotemporal properties of brain events. We propose an architec-
ture based on long short-term memory (LSTM) networks to uncover distributed spa-
tiotemporal signatures during dynamic experimental conditions. We demonstrate
the potential of the approach using naturalistic movie-watching fMRI data. We show
that movie clips result in complex but distinct spatiotemporal patterns in brain data
that can be classified using LSTMs (≈ 90% for 15-way classification), demonstrat-
ing that learned representations generalized to unseen participants. LSTMs were
also superior to existing methods in predicting behavior and personality traits of
individuals. We propose a dimensionality reduction approach that uncovers low-
dimensional trajectories and captures essential informational properties of brain
dynamics. Finally, we employed saliency maps to characterize spatiotemporally-
varying brain-region importance. The spatiotemporal saliency maps revealed dy-
namic but consistent changes in fMRI activation data. Taken together, we believe
the above approaches provide a powerful framework for visualizing, analyzing, and
discovering dynamic spatially distributed brain representations during naturalistic
conditions.
Finally, we address the problem of comparing functional connectivity matri-
ces obtained from temporal fMRI data. Understanding the correlation structure
associated with multiple brain measurements informs about potential “functional
groupings” and network organization. The correlation structure can be conve-
niently captured in a matrix format that summarizes the relationships among a
set of brain measurements involving two regions, for example. Such functional con-
nectivity matrix is an important component of many types of investigation focusing
on network-level properties of the brain, including clustering brain states, charac-
terizing dynamic functional states, performing participant identification (so-called
“fingerprinting”), understanding how tasks reconfigure brain networks, and inter-
subject correlation analysis. In these investigations, some notion of proximity or
similarity of functional connectivity matrices is employed, such as their Euclidean
distance or Pearson correlation (by correlating the matrix entries). We propose the
use of a geodesic distance metric that reflects the underlying non-Euclidean geom-
etry of functional correlation matrices. The approach is evaluated in the context of
participant identification (fingerprinting): given a participant’s functional connec-
tivity matrix based on resting-state or task data, how effectively can the participant
be identified? Using geodesic distance, identification accuracy was over 95% on
resting-state data, and exceeded the Pearson correlation approach by 20%. For
whole-cortex regions, accuracy improved on a range of tasks by between 2% and as
much as 20%. We also investigated identification using pairs of subnetworks (say,
dorsal attention plus default mode), and particular combinations improved accuracy
over whole-cortex participant identification by over 10%. The geodesic distance also
outperformed Pearson correlation when the former employed a fourth of the data
as the latter. Finally, we suggest that low-dimensional distance visualizations based
on the geodesic approach help uncover the geometry of task functional connectivity
in relation to that during resting-state. We propose that the use of the geodesic
distance is an effective way to compare the correlation structure of the brain across
a broad range of studies.
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Chapter 1: Introduction
Humans engage in diverse perceptual, motor, cognitive, and emotional tasks.
For over a century, neuroscience researchers have investigated how the human brain
receives multiple inputs, integrates new information with the past, and performs
functions to generate behavior. Efforts to understand brain function based on lesion
studies date back to the second half of the 1800s. For example, Broca, in one of the
most important works on brain function localization, observed and concluded that
a lesion of the left frontal lobe resulted in a loss of speech [1].
Recent technological developments have allowed for the acquisition of spa-
tiotemporal neural data through invasive modalities such as electrocorticogra-
phy (ECoG) and calcium imaging, and non-invasive modalities such as Mag-
neto/Electroencephalography (M/EEG) and functional Magnetic Resonance Imag-
ing (fMRI). They have provided further insights into the mapping from brain struc-
ture to function and suggest that brain regions are richly connected and participate
in diverse functions [2].
Despite several advances, most experiments in fMRI are tightly controlled
and often analyzed using univariate approaches that explain how various regions
are linked to behavior. Whereas such experiments have provided valuable insights
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into how the brain functions, more “naturalistic” stimuli likely engage the brain
in other ways. The brain is a complex dynamic system; its ability to assimilate
and process spatial and temporal features of stimuli is indispensable for naturalistic
tasks. Given the rich spatially-and-temporally varying nature of neuronal responses,
brain dynamics must be addressed head-on. Yet, a general computational framework
for processing such data remains elusive [3].
Despite the potential of fMRI to be used to investigate temporal properties
of brain data, most techniques are employed in a largely “static” fashion. That is,
inputs to models are patterns of activation that are averaged across time [4]. Some
studies have represented temporal information using an additional spatial dimension
by considering a temporal data segment instead of the average signal during that
period [5, 6]. Despite some progress, how temporal information is integrated across
time, and questions regarding the dimensionality of temporal information remain
unanswered.
In this thesis, we propose the use of “trajectories” to encode spatiotemporal
information in fMRI data (Figure 1.1). The observation space of natural stimuli is
multimodal and contains important spatial and temporal structure. For example,
movie clips involve actors interacting socially and expressing various emotions. They
contain dynamic sequences tied together with a unifying narrative. Such clips are
likely to engage cognitive, social, and emotional networks of the brain in a time-
varying manner. Thus, when individuals perceive such stimuli, they give rise to
complex spatially-and-temporally varying brain responses. How do we characterize
spatiotemporal information in these responses? Recurrent neural networks (RNNs)
2
Figure 1.1: Computing with trajectories. When humans engage in diverse tasks,
the observation space contains important spatial and temporal structure. Naturally,
they result in neural responses that also have rich spatiotemporal dynamics. Recur-
rent neural networks offer a powerful framework for characterizing such dynamics.
While latent representations learned by such models may be high-dimensional, im-
portant predictive information is often contained in low-dimensional representations,
which we refer to as “trajectories”. We hypothesize that such trajectories carry im-
portant information not only about the stimuli but also about the individual. For
example, trajectory A and B could correspond to two different stimuli in the obser-
vation space perceived by the same individual, or to two individuals who perceive
the same stimuli but have different behavioral characteristics (say, high and low
working memory capacity).
have attracted considerable attention for processing temporal data [7–9]. They learn
latent representations of time series data in a supervised or unsupervised manner.
The latent representation at a time point is not only a function of the input at that
time but also dependent on past inputs.
Although the latent space may be high-dimensional, often, low-dimensional
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representations contain important predictive information. In neuroscience, research
with multi-unit neuronal data has suggested that low-dimensional trajectories can
be extracted from high-dimensional noisy data [3, 10]. As Yu and colleagues pro-
posed [10], a neural trajectory potentially provides a compact representation of the
high-dimensional recorded activity as it evolves over time, thereby facilitating data
visualization and the study of neural dynamics under different experimental condi-
tions (see also [11]). In this thesis, we hypothesized that low-dimensional trajecto-
ries could serve as “signatures” for task conditions or stimuli. We also hypothesized
that differences in temporal evolution could be related to behavior or personality
characteristics of participants.
What is the nature of explanations offered by models based on fMRI data?
Firstly, the relationship between fMRI responses and neural activity has been ex-
tensively studied [12,13]. Simultaneous recordings of fMRI and electrophysiological
data in monkeys as well as fMRI and calcium imaging recordings in mice reveal that
BOLD responses reflect neural activity. A key advantage of fMRI is the ability to
study every region in the brain using a single cohesive model. A disadvantage is that
local information at finer spatial resolution that occurs at structures within voxels
are not captured. However, fMRI activity at the scale of a region or network have
shown correlation with individual differences in behavior [14], and are predictive of
mental illnesses [15, 16].
We also acknowledge that the low-pass nature of the blood-oxygenation re-
sponse in fMRI is such that dynamics should be understood at a commensurate
temporal scale (on the order of a few seconds or typically longer). Indeed, several
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mental process unfold at time scales that can be captured by fMRI, such as the pro-
cessing of event boundaries [17], a gradually approaching threatening stimulus [18],
listening to a narrative [19], or watching a movie [20]. In summary, the spatial and
temporal resolution of brain activity measured using fMRI is useful for understand-
ing the brain [21], can provide evidence of underlying mechanisms [22], and have
potential to aid clinical practice [23–25].
Part 1: Recurrent Neural Network approaches to characterizing spa-
tiotemporal fMRI responses
In Chapter 2, we employed “reservoir computing”, a class of recurrent neural
networks, to classify fMRI data into task conditions. An input time series is fed
to the reservoir, whose state changes at every time point. Reservoirs are capable
of integrating current information with the past in a dynamic manner, and thus
each reservoir state is a characterization of the dynamics in the data. The output
layer predicts the task condition based on the reservoir state. Although reservoirs
include recurrent connections similar to other RNNs, the learning component is only
present in the output layer (Figure 1.2A). The reservoir weights are semi-randomly
initialized. Intuitively, reservoirs are capable of separating complex stimuli because
of their ability to “project” the inputs to a higher dimensional space in a context-
based manner, where they are easier to classify. That is, the projection is a function
of the past inputs as well as the current input.
We investigated this framework on dynamic fMRI data obtained when par-
5
Figure 1.2: Recurrent Neural Networks (RNN). (A) In reservoir computing, re-
current weights are not learned. They are semi-randomly initialized. Only the
readout layer (shown in red) is trained. (B) Depiction of a long short-term memory
(LSTM) unit. The weights of this network (W ) are learned during training. The
gating mechanisms depicted by i, f, g, o allow for learning long-term dependencies.
(C) Unrolling of an RNN [26]. Connections arriving at layers are viewed as coming
from a previous time step. Fully-trained RNNs are trained using Backpropogation
Through Time (BPTT). The total loss is computed by forward passing the entire
time series and accumulating the loss at each time step. The gradients are then
computed by passing the total loss backward through entire sequence.
ticipants observed objects interacting in either a social or random manner (in the
“social” condition the objects appear to play together, for example). Initially, par-
ticipants are unaware of the type of interaction. But these interactions build up
after a few seconds and evolve throughout the clip.
Using reservoirs, we obtained low-dimensional representations or trajectories
by a supervised selection of components that carry the most discriminative infor-
mation. When examined visually, trajectories were close together at the beginning
of the clips but moved further apart as the social interactions become more clear.
Classification results based on the reservoir states revealed the same: accuracy was
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at chance levels at the beginning of the block but increased towards the end of
the clip. Although fMRI data is very high-dimensional (greater than 100,000 if
we consider voxels across the whole brain), close to 12 dimensions achieved similar
classification performance to the full data. Thus, trajectories captured important
temporal information in the data.
Using recurrent connections, reservoirs generate a random, non-linear, high-
dimensional projection of the data. To understand what aspects of the reservoir
drove classification accuracy, we compared it to several approaches.
1. What if the high-dimensional projection was obtained without using random
connections or non-linear units? We considered a simple concatenated model.
2. What if we build a simple autoregressive model (without the high-dimensional
expansion)?
The reservoir approach outperformed the alternatives emphasizing the complexity
of spatiotemporal patterns in dynamic task paradigms.
We also tested our method on data acquired when participants watched movie
clips that were either “funny” or “scary”, and observed similar results in terms of
achieving good classification accuracy and low-dimensional representations. Finally,
we identified brain regions that contributed the most to low-dimensional represen-
tations. Several regions known in the literature to be important for social cognition
(in the case of classifying “social” clips) were found to contribute most to task dis-
crimination as well. However, when data were limited to only such important brain
regions, classification accuracy decreased. The results suggest that correlates of so-
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cial cognition are more distributed across the brain. In conclusion, the proposed
approach in Chapter 2 may provide a flexible and powerful framework to character-
ize dynamic fMRI information, which can be readily applied to other types of brain
data, including high-density electrophysiological recordings and calcium imaging.
This study has been published in Neuroimage [27].
“Naturalistic” stimuli such as film clips and spoken narratives resemble the
complexity and dynamics of behavior and stimuli in everyday life. Neuroscience
researchers are increasingly using such stimuli to complement and extend tightly
controlled task paradigms [28]. The time-locked nature of these stimuli leads to a
natural question: Are brain signals generated by such dynamic stimuli consistent
across individuals? That is, are spatiotemporal patterns in these signals consistent
and generalizable? In Chapter 3, we employed Long Short-Term Memory (LSTM)
networks, another class of recurrent neural networks, to uncover distributed spa-
tiotemporal patterns during movie-watching. Given the large temporal lengths of
movie clips, the gating mechanisms in LSTMs offer a powerful framework to learn
long-term dependencies (Figure 1.2B).
Unlike reservoir computing, the recurrent weights in LSTMs are learned during
training using the Backpropagation Through Time (BPTT) algorithm. An LSTM
can be visualized as a connected series of units, each passing data to the successor
(Figure 1.2C). During training, the total loss is computed by forward passing the
entire time series and accumulating the loss at each unit. The total loss is then
passed backwards through the entire sequence and gradients are computed to up-
date the weights. The availability of larger datasets enabled efficient training using
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BPTT.
To understand whether watching movie clips result in spatiotemporal brain
patterns that are generalizable across individuals, we trained LSTMs to predict
clips. Classification accuracy exceeded 87% for 15-way classification (15 unique
clips were used). But is temporal information necessary for classifying movie clips?
To understand this, we systematically compared our approach to other classifiers
that had varying levels of temporal modeling capability. We show that capturing
short-term relationships do not suffice, and that it is crucial to capture long-term
dependencies for accurate clip prediction. The results revealed that spatiotemporal
patterns were distributed across time and were most effectively captured by LSTMs.
To extract trajectories associated with clips, we proposed a non-linear su-
pervised dimensionality reduction technique. In Chapter 2, low-dimensional repre-
sentations were obtained by selecting components from the reservoir latent space.
However, the generation of reservoir outputs and the selection of low-dimensional
components were independent of each other. Here, we employed a unified frame-
work that simultaneously learns the best latent space for clip classification as well
as the optimal low-dimensional projection. Using this technique, classification accu-
racy was comparable to full data revealing that important temporal properties were
captured in lower dimensions.
We further investigated whether differences in temporal evolution could be
linked to behavior and personality of individuals. In recent years, researchers have
shifted focus from group-level inferences to characterizing single subjects [29]. A
number of works have employed brain data to predict a participant’s behavioral
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capabilities as well as personality-based measures [30–34]. Typically, these works
use a static characterization of the temporal data for prediction. Here, we predicted
behavior and personality-related scores based on the learned latent representations
of LSTMs. Prediction accuracy was consistently and robustly higher than existing
methods on a range of behavior/personality measures.
We employed saliency maps to characterize spatiotemporally-varying brain
region importance. The contribution of various regions and networks fluctuated
across time but were consistent across participants. Notably, several regions with
high saliency at the beginning of clips were not captured by time-averaged saliency
maps. Further, brain regions that were important for predicting a particular clip
were different from those important for predicting a behavioral measure using the
same clip. In conclusion, our work in Chapter 3 provides further evidence that brain
dynamics must be embraced for a fuller characterization of underlying processes. We
believe the approach provides a powerful framework for visualizing, analyzing, and
discovering dynamic spatially distributed brain representations during naturalistic
conditions. This work is currently under review.
In addition, a general goal of this dissertation was to understand the benefit of
techniques that can characterize temporal information in fMRI responses. Thus, we
employed well-defined architecture components, such as reservoirs and LSTMs. In
recent years, a number of RNN variants have emerged. For example, reservoirs have
been modified to include feedback from the readout layer [35]. However, training
such networks is more complicated due to stability issues [36, 37]. Among fully-
trained RNNs, Gated Recurrent Units (GRU) have shown comparable performance
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to LSTMs [38,39]. GRUs combine multiple LSTM gates into a single gate resulting
in a simpler model. We view the framework described in Figure 1.1 as a flexible
approach in which the RNN component can be exchanged as long as they prove
effective in capturing spatiotemporal low-dimensional latent subspaces.
Part 2: A geometry-aware approach to comparing functional connec-
tivity matrices
Another central goal in neuroscience is to understand the correlation struc-
ture associated with multiple brain measurements acquired across spatial locations.
These correlation structures are often summarized using functional connectivity
(FC) matrices. Such matrices have been used to understand recurring brain states,
characterize dynamic functional states, perform participant identification, and for
understanding how tasks modulate connectivity. In these applications, some notion
of proximity or similarity between FC matrices is employed.
For example, dynamic FC analysis involves computing a time course of func-
tional networks using limited time windows [40]. Such FCs are clustered into what
are known as “states” based on k-means clustering (Figure 1.3A). The proximity
measure used for clustering is the L1 distance. The hypothesis is that the brain
transitions between these well-defined states. Another application is in participant
identification [41]. Given a database of FC matrices, participant identification in-
volves labeling an unknown participant in the test database to the closest participant
in the training data (Figure 1.3B). The most common technique in the literature is
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Figure 1.3: Applications of functional connectivity (FC) matrices. (A) Clustering
brain networks: A time course of FC matrices is obtained using overlapping time
windows. A small number of brain “states” are obtained by clustering these high-
dimensional matrices using the k-means technique [40]. An L1 distance function was
employed. (B) Participant identification: A participant in the test data is labeled
to the “closest” participant in the training data [41]. Pearson dissimilarity was used
as the closeness measure.
to use the Pearson correlation between the upper triangular entries of the matrices
themselves as the proximity measure.
However, FC matrices computed by Pearson correlating time series data are
covariance matrices that lie on the positive semidefinite cone. Their distances must
be measured along this manifold. Because of the high dimensionality of FC matri-
ces, the choice of distance measure is particularly crucial. In Chapter 4, we show
advantages of using a geodesic distance measure on the problem of participant iden-
tification [41]. Given fMRI data (task or resting-state), is it possible to identify a
participant from her FC matrix? We observed robust improvements in both task
and resting-state data. The geodesic distance measure outperformed Pearson dis-
similarity even when a fourth of the data was employed to estimate the FC matrix.
Further, connectivity patterns in particular subnetworks were substantially more
unique than others.
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We also used dimensionality reduction techniques to aid visualization of high-
dimensional FC matrices. Distance information was preserved, to the extent possi-
ble, in the low-dimensional representations, and their visualizations reflected accu-
racy in the full-dimensional data. Such visualizations help understand the geometry
of task FC structure with respect to resting-state FC. We propose that the use of
the geodesic distance is an effective way to compare correlation structures of the
brain across a broad range of studies including the clustering of brain states, how
tasks potentially reconfigure brain networks, and to characterize inter-subject cor-
relations. This study was presented at the Society for Neuroscience conference in
2019. It is also published in Neuroimage [42].
13
Chapter 2: Brain dynamics and temporal trajectories during task
and naturalistic processing
Functional Magnetic Resonance Imaging (fMRI) data are acquired while par-
ticipants engage in diverse perceptual, motor, cognitive, and emotional tasks. Three-
dimensional images are acquired every 1-2 seconds and reflect the state of blood oxy-
genation in the brain, which serves as a proxy for neuronal activation. Although data
are acquired temporally, they are most often treated in a quasi-static manner [43].
In blocked design experiments, fairly constant mental states are maintained for 15-
30 seconds, and data are essentially averaged across multiple repetitions of a given
block type, such as performing a working memory task. In event-related designs,
short trials typically 1-5 seconds long are employed and the responses evoked are
estimated with multiple regression.
Many fMRI studies also are constrained spatially, in the sense that activation
is analyzed independently at every location in space. However, so-called multivariate
pattern analysis techniques capitalize on information that is potentially distributed
across space to characterize and classify brain activation [44–46]. For example, in
an early study, Cox and Savoy [47] investigated the performance of a linear dis-
criminant classifier, a polynomial classifier, and a linear support vector machine
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to classify objects presented to participants from voxel activations (i.e., features)
across visual cortex. Since then the field has matured and developed a wealth of ap-
proaches, including the investigation of “representational” content carried by brain
signals [48]. However, given the relatively low signal-to-noise ratio of fMRI data
(which necessitates a large number of repetitions of data segments of interest), the
vast majority of multivariate methods for investigating brain data are “static,” that
is, the inputs to classification are patterns of activation that are averaged across
time (“snapshots”) [4]. Some studies have proposed using temporal information as
well as spatial data [5, 6, 49–51]. One of the goals in such cases has been to extend
the features provided for classification by considering a temporal data segment in-
stead of, for example, the average signal during the acquisition period of interest.
Despite some progress, key issues remain largely unexplored, including understand-
ing the integration of temporal information across time, and questions about the
dimensionality of temporal information (see below).
In all, despite the potential of fMRI to be used to investigate temporal struc-
ture in task data, the technique is employed in a largely static fashion. However, a
fuller understanding of the mechanisms that support mental functions necessitates
the characterization of dynamic properties. In this chapter, we describe an approach
that aims to address this gap. At the outset, we acknowledge that the low-pass na-
ture of the blood-oxygenation response is such that dynamics should be understood
at a commensurate temporal scale (on the order of a few seconds or typically longer).
Yet, many mental processes unfold at such time scales, such as the processing of
event boundaries [17], a gradually approaching threatening stimulus [18], listening
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to a narrative [19], or watching a movie [20].
Several machine learning techniques exist that are sensitive to temporal infor-
mation. Among them, recurrent neural networks (RNNs) have attracted consider-
able attention [7–9]. However, effectively training RNNs is very challenging, partic-
ularly without large amounts of data ( [52]; but for recent developments see [53,54]).
Here, we propose to use reservoir computing to study temporal properties of fMRI
data. This class of algorithms, which includes liquid-state machines [55], echo-state
networks [56,57], and related formalisms [58,59], includes recurrence (like RNNs) but
the learning component is only present in the read-out, or output, layer. Because of
the feedback connections in the reservoir, the architecture has memory properties,
that is, its state depends on the current input and past reservoir states. The read-out
stage can be one of many simple classifiers, including linear discrimination or logis-
tic regression, thus providing considerable flexibility to the framework. Intuitively,
reservoir computing is capable of separating complex stimuli because the reservoir
“projects” the input into a higher-dimensional space, making it easier to classify
them. Of course, this is related to the well-known difficulty of attaining separability
in low dimensions, as was recognized early on with the use of Perceptrons [60].
Reservoir computing has been effectively used for time series prediction [61],
temporal signal classification [62], as well as applications in several other domains
[63, 64]. Here, we show the feasibility and potential of using it for the analysis
of temporal properties of brain data. The central objectives of our study were as
follows. First, to investigate reservoir computing for the purposes of classifying fMRI
data, in particular when temporal structure might be relevant, including both task
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data and data acquired during movie watching. The latter illustrates the potential
of the technique for the analysis of naturalistic conditions, which are an increasing
focus of research. Here, classification was attempted on task condition (for example,
theory of mind versus random motion) or movie category (“scary” versus “funny”).
Our second goal was to characterize the dimensionality of the temporal in-
formation useful for classification. Many systems can be characterized by a lower-
dimensional description that captures many important system properties. In neuro-
science, research with multi-unit neuronal data has suggested that low-dimensional
“trajectories” can be extracted from high-dimensional noisy data [3, 10]. As Yu
and colleagues proposed [10], a neural trajectory potentially provides a compact
representation of the high-dimensional recorded activity as it evolves over time,
thereby facilitating data visualization and the study of neural dynamics under dif-
ferent experimental conditions (see also [11]). Here, we hypothesized that reservoir
computing could be used to extract low-dimensional fMRI trajectories that would
provide “signatures” for task conditions and/or states (Figure 2.1B). For both of our
objectives, we sought to investigate them at the between-participant level (in con-
trast to within-participant) to ascertain the generalizability of the representations
created by the proposed framework.
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2.1 Methods
2.1.1 Human Connectome Project Data
We employed working memory and theory of mind data collected as part of
the Human Connectome Project (HCP; [65]). Data were collected with a TR of
720 ms. We employed data from N = 200 participants. This included N = 100
unrelated participants, and a separate, non-overlapping set of N = 100 participants
randomly selected from the N = 1200 data release.
2.1.1.1 Working memory dataset
Participants performed a “2-back” working memory task, where they indicated
if the current stimulus matched the one presented two stimuli before, or a control
condition called “0-back” (without a memory component). Data for two runs were
available, each containing four 27.5-second blocks of each kind. Stimuli consisted of
faces, places, tools, and body parts. To account for the cue response at the start of
the block and the hemodynamic lag, data from 12-30 seconds after block onset were
used (25 data points per block).
2.1.1.2 Theory of mind dataset
Participants performed a theory of mind task, where they indicated whether
short video clips displayed a potential social interaction, no meaningful interaction
(“random”), or they were unsure. Stimuli consisted of 20-second video clips in which
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geometric objects (squares, circles, triangles) appeared to interact either meaning-
fully, or randomly. Data for two runs were available, each containing five video
clips; thus, five social interaction and five random clips were available in total. To
account for hemodynamic lag (no cue was employed), data from 3-21 seconds after
block onset were used (25 data points per block).
2.1.2 Participants (movie watching)
Sixteen participants with normal or corrected-to-normal vision and no reported
neurological or psychiatric disease were recruited from the University of Maryland
community. Data from 12 participants (5 males and 7 females, ages 18-22 years;
mean: 20.6, SD: 1.5) were employed for data analysis (two participants voluntarily
quit the study before completion, and data from three participants were discarded
due to head motion exceeding 4 mm). The project was approved by the University
of Maryland College Park Institutional Review Board and all participants provided
written informed consent before participation.
2.1.3 Movie data acquisition
Functional and structural MRI data were acquired using a 3T Siemens TRIO
scanner with a 32-channel head coil. First, a high-resolution T1-weighted MPRAGE
anatomical scan (0.9 mm isotropic) was collected. Subsequently, we collected six
functional runs of 384 EPI volumes each using a multiband scanning sequence [66].
For 3/12 participants, the following imaging parameters were used: TR = 1.25 sec,
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TE = 42.8 ms, FOV = 210 mm, voxel size: 2.0 mm isotropic, number of slices
= 72, and multiband factor = 6. For the remaining 9 participants, slightly altered
parameters used were: TR = 1.25 sec, TE = 39.4 ms, FOV = 210 mm, voxel size: 2.2
mm isotropic, number of slices = 66, and multiband factor = 6. For all participants,
non-overlapping oblique slices were oriented approximately 20-30 clockwise relative
to the AC-PC axis (2.0 mm isotropic) helping to decrease susceptibility artifacts at
regions such as the orbitofrontal cortex and amygdala.
2.1.4 Movie data
We employed fMRI data collected from 12 usable participants while viewing
short movie segments (duration between 1-3 minutes) with content that was either
“scary,” “funny,” or “neutral” (neutral segments were not utilized here) (see Ta-
ble A.1 for a list of the movies employed). Participants viewed one movie clip of
each kind per run for a total of six runs. A total of 30 movie clips (15 of each
kind) were extracted from the movie segments such that at least one clip originated
from each of the movies viewed. Clips contained 25 data points (like the HCP data
above), which lasted 31.25 seconds (data were acquired with a TR of 1.25 seconds).
All video clips focused on parts of the movie segments that were deemed by one of




Data were part of the “minimally preprocessed” release, which included
fieldmap based distortion correction, functional to structural alignment, and in-
tensity normalization. Data were collected with a TR of 720 ms. We investigated
cortical data which are directly provided in surface representation. In addition to
the preprocessing above, we regressed out 12 motion-related variables (6 transla-
tion parameters and their derivatives) using the 3dDeconvolve routine of the AFNI
package [67] (with the “ortvec” option). Low frequency signal changes were also re-
gressed out with the same routine by using the “polort” option (with the polynomial
order set automatically).
2.1.5.2 Movie data
A combination of packages and in-house scripts were used to preprocess
both the functional and anatomical MRI data. The first five volumes of each func-
tional run were discarded to account for equilibration effects. Slice-timing correction
(with AFNI’s 3dTshift) used Fourier interpolation to align the onset times of every
slice in a volume to the first acquisition slice, and then a six-parameter rigid body
transformation (with AFNI’s 3dvolreg) corrected head motion within and between
runs by spatially registering each volume to the first volume.
To skull strip the T1 high-resolution anatomical image (which was rotated to
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match the oblique plane of the functional data with AFNI’s 3dWarp), the ROBEX
package [68] was used. Then, FSL’s epi-reg was used to apply boundary-based co-
registration in order to align the first EPI volume image with the skull-stripped T1
anatomical image [69]. Next, ANTS [70] was used to estimate a nonlinear trans-
formation that mapped the skull-stripped anatomical image to the skull-stripped
MNI152 template (interpolated to 1-mm isotropic voxels). Finally, ANTS com-
bined the transformations from co-registration (from mapping the first functional
EPI volume to the anatomical T1) and normalization (from mapping T1 to the
MNI template) into a single transformation that was applied to map volume regis-
tered functional volumes to standard space (interpolated to 2-mm isotropic voxels).
The overall approach described in this paragraph was based on [71] and used pre-
viously by our group [18]. The resulting spatially normalized functional data were
smoothed using a 6 mm full-width half-maximum Gaussian filter. Spatial smoothing
was restricted to gray-matter mask voxels (with AFNI’s 3dBlurInMask). Finally,
the average intensity at each voxel (per run) was scaled to 100.
2.1.6 Regions of Interest
2.1.6.1 HCP data
Because our goal was to evaluate the general framework described here, and
not test specific hypotheses tied to particular brain regions, we considered cortical
data only. Because for cortical data the HCP processing pipeline is oriented to-
ward a surface representation, we employed the cortical parcellation developed by
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their research group [72]. The parcellation includes 360 cortical regions of interest
(ROIs), and is based on a semi-automated approach that delineates areas based on
architecture, function, connectivity, and topography (see Figure A.1A).
2.1.6.2 Movie data
ROIs were determined in a volumetric fashion. To do so, we employed a
simple k -means clustering algorithm that generated 500 cortical ROIs. Specifically,
clustering was based on the {x, y, z} spatial coordinates of voxels in cortex (not
their time series), and an L2 distance metric was employed to favor the grouping
of nearby voxels (see Figure A.1B). We also performed our analysis with 400 and
600 ROIs and observed essentially the same results; thus, the precise choice of the
number of ROIs does not appear to be critical. In addition to the cortical ROIs,
given the importance of the amygdala for emotional processing in general, we also
included two amygdala ROIs (one per hemisphere). Each ROI was generated by
combining the lateral and the central/medial amygala (as defined in [73]) into a
single region.
For both HCP and movie data, a summary ROI-level time series was obtained
by averaging signals within the region.
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Figure 2.1: Reservoir computing and temporal trajectories. (A) Brain data are
provided to a three-layer neural network. The input layer registers the input; in
the present case, activation at time t across a set of regions of interest (ROIs).
The reservoir layer contains units with random connections, and provides a memory
mechanism such that activation at time t is influenced by past time points. The
readout (output) layer indicates the category of the input; in the present case, the
binary labels “0” or “1” corresponding to task/condition. Only the connections
between the reservoir and the readout layer (shown in red) are adaptable. (B) Time
series data can be represented as a temporal “trajectory.” In the case of data from
three ROIs (left), activation can be plotted along axes “1,” “2,” and“3” at each
time point t (right). In this manner, activation during a hypothetical task exhibits
a particular trajectory, whereas activation during a second task exhibits a different
trajectory (blue and green lines for Task A and B, respectively). Note that the
trajectories might overlap at several time points (the activation at those time points
is the same for both tasks), but the entire trajectory provides a potentially unique
“signature” for the task/condition in question.
2.1.7 Reservoir computing
For temporal data analysis, we adopted the reservoir formulation used in echo-
state networks [56,57]. The general reservoir computing architecture includes three
main elements: an input layer, a reservoir, and a read-out (or output) layer (Fig-
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ure 2.1A). The input layer registers the input and is connected with the reservoir.
The reservoir contains units that are randomly interconnected within the reservoir,
as well as connected to units in the read-out layer. Only connections to the read-out
layer undergo learning. Here, the input layer activations, u(t), represented activa-
tion for the condition of interest at time t. The number of input units corresponded
to the number of ROIs, and one value was input with every data sample (every
time t). The output layer contained a single unit with activation corresponding to
a category label (0 or 1, coding the task condition). At every time step, the acti-
vations of the reservoir units were updated, determining a reservoir state, x(t), and
the readout, z(t), was instantiated. Thus, the input time series data generated an
output time series (one per time point) corresponding to category labels.
The state of the reservoir was determined by [74]
x̃(t) = tanh(Win[1;u(t)] + Wx(t− 1)), (2.1)
x(t) = (1− α)x(t− 1) + αx̃(t), (2.2)
where x̃(t) is an intermediate state. The function tanh(x) was applied element-
wise and implemented a sigmoidal activation function. The notation [·; ·] stands for
vertical vector concatenation. Both x̃(t) and x(t) ∈ RNx , where the dimensionality
of the reservoir Nx = τ × Nu is determined by the number of input units, Nu,
and the parameter τ . The dimensionality of the reservoir, Nx, is related to the
memory of the reservoir, namely, the number of past data points that can influence
the current output. A general rule of thumb is that for an input of size Nu, to
remember τ time points in the past, the reservoir should have size at least τ × Nu
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[74]. The weight matrices Win ∈ RNx×(1+Nu) and W ∈ RNx×Nx are the input-to-
reservoir and within-reservoir matrices, respectively. The parameter α ∈ (0, 1] is the
leakage (or “forgetting”) rate. Interpreting the equations above, x̃(t) is a function
of a weighted contribution of the input plus a weighted contribution of the prior
reservoir state (passed through a sigmoidal function) (Equation 1). The reservoir
state, x(t), is a weighted average of the previous reservoir state x(t − 1) and x̃(t)
based on weights (1 − α) and α, respectively (Equation 2). Overall, this reservoir
formulation allows it to encode temporal information in a spatial manner, that
is, across the reservoir units. The present reservoir implementation utilized code
from the Modeling Intelligent Dynamical Systems research group (http://minds.
jacobs-university.de/research/esnresearch/).
A key idea in reservoir computing is that the weight matrices Win and W are
not trained, but instead generated randomly (unlike RNNs which include adaptable
weights in all layers). The non-symmetric matrix W is typically sparse with nonzero
elements obtained from a standard normal distribution, N (0, 1); here, of the Nx×Nx
matrix entries, 10Nx were randomly chosen to be non-zero. The input matrix W
in
is generated according to the same distribution, but typically is dense. It is crucial
to ensure that the largest absolute value of the eigenvalues of the reservoir weight
matrix W be less than 1, as this ensures the “echo state” property [56]: the state




The reservoir state, x(t), can be viewed as a random non-linear high-
dimensional expansion of the input signal, u(t). If the inputs are not linearly separa-
ble in the original space RNu , they often become separable in the higher dimensional
space, RNx , of the reservoir. Such so-called “kernel tricks” are common in machine
learning algorithms [75, 76], and reservoirs embed that property within a temporal
processing context.
The read-out layer of a reservoir architecture can employ one of multiple sim-
ple components, including linear or logistic regression, or support vector machines.
Here, we employed `2-regularized logistic regression with a constant inverse regular-
ization parameter, C = 1 [77], for two-class classification. Given a set of data points
and category labels, a logistic regression classifier learns the weights of the output
layer, Wout, by maximizing the conditional likelihood of the labels given the data.
A gradient descent algorithm searches for optimal weights such that the probability
P [z(t) = 1|x(t)] = σ(Woutx(t)) is large when x(t) belongs to class “1” and small
otherwise; σ(s) = 1
1+exp(−s) is a logistic function. The classes considered here were
“2-back” vs. “0-back” for working memory, “social” vs. “random” for theory of
mind, and “scary” vs. “funny” for movie clips.
Because we were interested in temporal properties, classification was performed
at every time t, with a single classifier. Thus, as stated above, the input time series
data generated an output time series corresponding to category labels, z(t).
Finally, note that our objective was to characterize the capabilities of the
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reservoir framework to capture temporal information for classification as a function
of time. Accordingly, we employed the “minimal” classification machinery at the
output end of our algorithm. Had the objective been to maximize classification
values, we could have included, for example, a “second classifier” (that is, one after
the readout layer) that considered simultaneously all classification values z(t) during
the block, for example.
2.1.9 Dimensionality reduction
Functional MRI data are very high-dimensional if one considers all the voxels
or surface coordinates acquired with standard imaging parameters. Typical anatom-
ical parcellations considerably reduce the dimensionality as 100 to 1,000 ROIs are
usually employed (and one time series is commonly employed per ROI). Whereas
this represents a major reduction in dimensionality, it is important to understand
if lower-dimensional characterizations of the data are informative. Here, we sought
to determine classification accuracy of temporal fMRI data of lower-dimensional
representations. In particular, what is the lowest dimensionality that provides per-
formance comparable to that obtained with the “full” dimensionality? Recall that
because reservoir states, x(t), are non-linear high-dimensional expansions of the in-
put signals, u(t), their dimensionality is higher than the number of ROIs (by the
factor τ ; see above).
For dimensionality reduction, we employed principal component analysis
(PCA) to the reservoir states, x(t) (Figure 2.2A). In brief, PCA provides a coordi-
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Figure 2.2: Dimensionality reduction and brain activation. (A) Reservoir activation
provides a high-dimensional “expansion” of the input vectors at every time t. In
this manner, the reservoir is associated with a reservoir time series of dimensionality
Nx = τ × Nu, where τ is a parameter and Nu is the size of the input vector (here,
the number of ROIs employed). The first step of dimensionality reduction employed
principal component analysis (PCA). Subsequently, the dimensions were ordered
based on the weights of the logistic regression classifier (the larger the absolute
value of the weight, the more important the dimension for classification). We refer
to the data along these dimensions as “top” (indicative of one output category)
and “bottom” (indicative of the alternative category) time series. (B) To indicate
brain regions expressing top time series information, each top time series (at left,
only one is shown for simplicity) was correlated with the original fMRI time series
of each ROI. The correlations along with the weights associated with the top time
series are indicative of the importance of an ROI to classifying a condition (as the
active condition). A set of ROIs can then be indicated on the brain (right) that
express the k top time series based on the importance values, IROI. For example,
the l ROIs with largest importance values can be shown, or those ROIs such that
the importance exceeds a specific threshold. Taken together, although the reservoir
time series representation is a high-dimensional expansion of the input data, it is
possible to map the brain regions that most express the top time series, which are
the ones providing the greatest contribution to classification.
nate transformation such that the dimensions are orthogonal. In the new coordinate
system, the transformed reservoir state, y(t), has the same dimensionality as the
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original representation. It is possible to reduce the dimensionality of the input by
retaining a subset of the dimensions that capture the most variance of the original
signals. Our goal, however, was to perform dimensionality reduction while consid-
ering dimensions that were useful for classification, and not necessarily capturing
the most variance. To do so, we performed logistic regression analysis using PCA-
transformed states, y(t), and used the weights of the resulting classifier to select the
principal components that best distinguished the task conditions (somewhat akin to
partial least squares; see [78]). Components associated with large positive weights
encourage the decision toward one of the classes, whereas those associated with large
negative weights encourage the decision toward the other class. We can then select
the k dimensions with largest positive weights and the k dimensions with the largest
negative weights, which we called the “top” and “bottom” principal components;
we called time series data along the k dimensions “top and bottom time series.”
For example, the dimension with the largest positive weight (call it dimension 1) is
associated with time series y1(t). See (Figure 2.2A) for a schematic of the sequence
of data transformations. Importantly, since these components were determined by
using classifier weights, which were based solely on training data, test data were
unseen and could be used to assess classification performance (see Section 2.2.2).
2.1.9.1 Region importance
The high-dimensional representation of the reservoir, or the lower-
dimensional representation of the k top/bottom components, is considerably re-
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moved from the original fMRI time series. However, it is important to determine
which original ROI time series express the most information about them, what we
call region importance. To do so, we first computed the Pearson correlation between
each original ROI fMRI time series and each of a number of top time series. To
facilitate interpretation of importance, we employed only top time series because
they contributed positively to classification performance, that is, they had positive
classification weights (Figure 2.2A); recall that positive weights provided evidence
for the “active class” and negative weights for the control condition.
The contribution of an ROI to classification was not only dependent on its
correlation with a top time series but also the logistic regression weight associated
with the time series. Specifically, the weight wi from the PCA-transformed reservoir
dimension, yi(t). Thus, the “importance value” of an ROI to a particular task condi-
tion was based on the correlation value times the classification weight (Figure 2.2B).
Finally, an importance index for an ROI was obtained by adding the extent to which
an ROI time series “loaded” (correlated with) onto k top time series corresponding
to the task (k was 5 for working memory data, 6 for theory of mind data, and 6
for movie data; see Results for explanation of how k was determined). Importance
values were then shown on brain maps (for illustration, we display the 25 highest
importance values/ROIs on the brain). For display of importance across tasks, val-
ues were rescaled into the range [0, 1]: I ′ROI =
IROI−min
max−min , where IROI is the importance
value prior to rescaling.
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2.1.10 Additional temporal analyses
To understand the ability of reservoirs to integrate information across time,
temporal information was also used in a straightforward manner. Here, the
activations across a block were concatenated into a single long vector of size
number-of-ROIs× number-of-time-points. The resulting vector was then used as
input to a logistic regression classifier (instead of data at each time step separately)
and performance determined.
To assess the role of the non-linear expansion in the reservoir, we compared the
results with those obtained with a linear autoregressive model, a standard technique
used to model time series data. Activations at time t for each ROI k, uk(t), were
predicted based on the previous p time points, such that the predicted value at time
t was given by




where p is the so-called model order. The estimated coefficients, βi, that minimize
the squared error between uk(t) and ûk(t) can be obtained via least squares. As
routinely done, the first p time points in the block were ignored in this AR(p)
model. The activations predicted based on this model were used to train a logistic
classifier, as done with reservoirs.
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2.1.11 Statistical approach and tests
2.1.11.1 Studying reservoir parameters
Our initial goal was to investigate the ability of reservoirs to capture tempo-
ral information in fMRI data. Accordingly, we varied the parameters α (forgetting
rate) and τ (ratio of the number of reservoir to input units), which together deter-
mine the memory properties of the reservoir. To determine classification accuracy,
we employed a between-subject cross-validation approach. For HCP data, N = 100
unrelated participants were used (for reference, we will call this the “first” dataset).
Five-fold cross-validation was employed by randomly splitting the data into 80-20
train-validation sets: in each fold, 80 participants were used to train the reservoir,
and 20 participants for validation (that is, to determine classification accuracy in
unseen data). This procedure was applied for each of the α × τ parameter combi-
nations.
Because we were interested in temporal properties, classification was performed
at every time t. Classification accuracy for a block was defined on the time point
with the best classification accuracy, tbest, during the block. We did not employ the
average accuracy across the entire block, because for temporally varying data some
segments of the block would not be expected to contain distinguishing information;
for instance, the beginning of a block (see Figure 2.6). To improve robustness,
we considered tbest and its two adjacent time points, tbest − 1 and tbest + 1, such
that accuracy was the average across these three time points. Note that tbest was
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defined on training data only and applied on test data that was not used to define
it. Overall, the “first” dataset served to investigate reservoir parameters and define
the best-performing α, τ , and tbest.
To evaluate the classification accuracy of reservoirs, we employed permuta-
tion testing [79]. Given the computational demands of permutation testing in our
framework, p-values were based on 1000 iterations (with the exception of the test
of randomizing temporal information; see below). The best-performing reservoir
parameters were used to train a logistic classifier (see Section‘2.1.8) by utilizing the
entire N = 100 participants of the “first” dataset, but accuracy was determined
entirely based on a separate N = 100 dataset (for reference, the “second” dataset).
This ensured that classification information generalized to completely unseen data.
The observed accuracy was then compared to a null distribution of accuracy that
was obtained by repeating this procedure 1000 times but with class labels randomly
permuted; for each iteration, training with permuted labels was performed on the
“first” dataset and testing was based on the “second” dataset. If m is the number of
iterations where the classification accuracy on data with permuted labels exceeded
the accuracy on data with true labels, and k is the total number of iterations, the
p-value was obtained as p = m+1
k+1
.
2.1.11.2 Comparison with other methods
We compared the performance observed with reservoirs to three other methods.
The first was to simply test classification on raw activation signals. In this case, the
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logistic classifier was directly fed the inputs u(t); everything else was identical to
the classification with reservoirs. In other words, the inputs to classification were
directly from the input layer and not the reservoir (see Figure 2.1A). Thus, identical
to the case of reservoirs, classification on activation signals generated a time series of
corresponding labels z(t). The other two methods employed temporal information
as outlined previously: concatenating data across time points in a block, and using
autoregressive modeling. The reservoir used the best-performing α, τ , and tbest
obtained using the “first” dataset. Likewise, the order of the autoregressive model
(p = 10) was the best performing one obtained with the “first” dataset; the model
orders investigated were p = {2, 5, 10}, which were comparable to the reservoir
parameter τ values, but for results as a function of p, see Figure A.2). The actual
comparison between methods was established based on the “second” dataset. To
compare accuracy values, a Wilcoxon signed-rank test was utilized.
2.1.11.3 Randomizing temporal information
To test whether the temporal order within a block is informative, data points
within a block were randomly shuffled. For fMRI data, simply reshuffling breaks the
serial dependency in the data, and so a “wavestrapping” approach was used [80].
In this manner, the autocorrelation structure is preserved by shuffling the wavelet
coefficients at each level (which are whitened and therefore exchangeable). Given
the computational demands of the procedure, the associated permutation testing
was based on 100 iterations.
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2.1.11.4 Movie data
For movie data, we only had a limited amount of data. Accordingly, all classi-
fication accuracy results were based on 6-fold cross-validation by randomly splitting
the data into 10-2 train-validation sets (10 participants for training, 2 participants
for testing).
2.2 Results
Initially, we employed Human Connectome Project (HCP) data from two
tasks: working memory and theory of mind. Working memory was chosen to repre-
sent a task with a relatively stable “cognitive set” (at the time scale of fMRI). For
this case, the active condition comprised 25-second blocks of the so-called 2-back
memory task, where participants were asked to indicate if the current item matched
the one before the immediately preceding one. We employed the 0-back condition
as a comparison condition (no working memory requirement). In contrast to work-
ing memory, theory of mind data were expected to exhibit some form of dynamics.
During the active condition, participants watched 20-second clips containing sim-
ple geometrical objects (including squares, rectangles, triangles, and circles) that
engaged in a socially relevant interaction (for example, they appeared to initially
fight and then make up) that unfolded throughout the duration of the clip. When
watching such clips, one has the impression that the potential meaning of the inter-
actions gradually becomes clearer. The baseline condition in this case consisted of
same-duration clips of the same geometrical objects following random motion.
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Figure 2.3: Classification accuracy for working memory (A) and theory of mind (B)
tasks. Parameters varied included α (which determines the forgetting rate) and τ
(which determines reservoir size), both of which influence the memory properties
of the reservoir. Performance did not vary substantially as a function of reservoir
memory for the working memory task (A) but improved as memory increased for
the theory of mind task (B). Error bars show the standard error of the mean across
validation folds.
To investigate the ability of the reservoir to capture temporal information in
fMRI data, we varied the parameters α (forgetting rate) and τ (ratio of the number
of reservoir to input units), which together determine the memory properties of
the reservoir. Accuracy in classifying theory of mind task increased as the size of
the reservoir increased, and exceeded 90% (Figure 2.3B), which robustly differed
from chance (permutation test, p < 10−3). In contrast, for the working memory
task, accuracy differed from chance (permutation test, p < 10−3) but remained
essentially the same, showing that enhanced performance was not always simply
due to an increase in reservoir size (Figure 2.3A).
We reasoned that if temporal information and context are important, classi-
fication should be affected by temporal order, especially in the case of theory of
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mind data. To evaluate this claim, we trained the classifier without temporal infor-
mation, namely, by randomly shuffling the data points in a block prior to training
(while preserving autocorrelation structure; see Methods); testing was performed
with blocks that were temporally ordered. In this case, mean classification ac-
curacy was drastically reduced to 67.1% correct (using the same best-performing
parameters) compared to 91.9% correct (permutation test, p < 0.01). This further
indicates that it was not simply the high-dimensional expansion of the reservoir but
also its memory that helped improve classification. For completeness, we also tested
classification of working memory data in the same manner. In this case, mean classi-
fication accuracy was 74.4%, which was a relatively small (but robust; permutation
test, p < 0.01) decline in performance relative to the best mean accuracy of 86.3%
on the unshuffled working memory data.
2.2.1 Comparisons with other approaches
To better characterize the classification performance of reservoirs, we per-
formed a series of comparisons with simpler schemes. All results in the present
section were obtained by evaluating the “second” dataset and are summarized in
Table 2.1. Classification accuracy using raw activation data (no reservoir, that is,
u(t) signals) was 77.6% for working memory and 84.2% for theory of mind. For
theory of mind, when the reservoir size was small (τ = {1, 2}), accuracy was com-
parable to that with raw activation (see Figure 2.3B). It appears that when the
number of reservoir units is relatively small, the reservoir representation of the data
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Working memory: “2-back” vs. “0-back”
Accuracy Accuracy p-value Signed-rank
Reservoirs 86.3%
Raw activation 77.6% < 10−8 821
Concatenation 82.8% < 10−3 761
Autoregressive model 81.1% < 10−3 1432
Theory of mind: “social” vs. “random”
Accuracy Accuracy p-value Signed-rank
Reservoirs 91.9%
Raw activation 84.2% < 10−8 2062
Concatenation 86.6% < 10−3 1370.5
Autoregressive model 87.8% < 10−3 1172
Movie data: “scary” vs. “funny”
Accuracy Accuracy p-value Signed-rank
Reservoirs 70.9%
Raw activation 60.2% < 10−3 77
Concatenation 65.3% 0.0151 69.5
Autoregressive model 64.6% 0.0107 70
Table 2.1: Classification accuracy for reservoirs and additional processing ap-
proaches. The p-values were determined via Wilcoxon signed-rank tests comparing
classification accuracy of reservoirs to each method.
is poor, particularly when the forgetting rate is high, possibly due to the inability of
the reservoir to generate a satisfactory representation of dynamically changing data
with fewer dimensions.
The next two approaches explicitly considered temporal properties of the data.
First, we concatenated activation signals from multiple time steps, and performed
logistic classification on the concatenated data. Classification accuracy of working
memory data was 82.8% correct and of theory of mind data was 86.6% correct. Next,
we sought classification with an autoregressive model, which yielded accuracy of
81.1% correct (working memory) and 87.8% correct (theory of mind) (both of which
were obtained with a model of order p = 10). Although performance with these
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Figure 2.4: Lower-dimensional representation of reservoir signals and classification
accuracy. Accuracy is shown as a function of the number of top plus bottom com-
ponents. The magenta line indicates the highest performance using all components.
Classification accuracy with a lower-dimensional representation reached within 95%
of the the full data with 10 and 12 dimensions for working memory (A) and theory
of mind (B), respectively. Error bars show the standard error of the mean across
validation folds.
two methods was relatively close to that with reservoirs, the latter was consistently
superior (see Table 2.1). Finally, note that the classification values across methods
used in the present study were rather stable, as illustrated by the comparison of
the estimates based on cross-validation (“first” dataset) and those of the “second”
dataset (Table A.2); recall that all statistical results were based entirely on the
“second” dataset which was never used for parameter selection.
2.2.2 Low-dimensional representation
We sought to investigate the dimensionality of the reservoir representation
capable of classifying fMRI data. To do so, we performed PCA on reservoir data and
determined the number of principal components required to achieve classification
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performance similar to that on the full data. Instead of considering components
in terms of the variance explained, we considered “top” and “bottom” components
based on how they improved classification (see Methods; Figure 2.2A). Figure 2.4
shows classification accuracy as the number of components was increased from 2 to
20 in steps of 2 (one top and one bottom component were added together at a time).
For working memory, 10 principal components (5 top and 5 bottom) were required
to attain classification at 95% of the level of the full dimensionality; for theory of
mind, 12 principal components (6 top and 6 bottom) were required. Note that these
components captured only 7% and 8% of the total variance of the working memory
and theory of mind datasets, respectively, which should be compared to 72% and
71% captured by first 10 and 12 components when they were selected based on
the amount of variance explained (and not classification), consistent with the idea
that a relatively small percentage of the original signal variance was informative for
classification.
Figure 2.4 also shows that classification with only the top/bottom 2-4 compo-
nents attained accuracy at approximately 90% of that obtained with the full dimen-
sionality. We could thus capitalize on this property and select three components
so as to visualize their trajectories as a function of time (Figure 2.5). For work-
ing memory data, the trajectories indicated that the two conditions should exhibit
better-than-chance classification even at the beginning of the block. In contrast,
for theory of mind data, the trajectories of the social and random conditions ini-
tially overlapped, but later became quite distinct. To qualify these observations, we
plotted classification accuracy as a function of time during task blocks (for various
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Figure 2.5: Temporal trajectories for task fMRI data. Mean trajectories are dis-
played in (A) for working memory and (C) for theory of mind. Variability (standard
error across participants) is displayed in (B) and (D), respectively. For working
memory data (A-B), the trajectories were well separated throughout the block. For
theory of mind data (C-D), the trajectories initially overlapped but diverged after
6-7 points. Trajectories were based on the top three principal components.
reservoir configurations). Figure 2.6 shows the results for the full dimensionality;
results for the top/bottom components are displayed in Figure A.3. For working
memory, accuracy was initially around 70% correct, and increased gradually up to
85% for the best reservoir configuration. For theory of mind, accuracy was initially
at chance, and increased more abruptly between time points 5-8 (3.5-5.5 seconds),
42
Figure 2.6: Classification accuracy as a function of time. Results for working mem-
ory (A) and theory of mind (B). Accuracy is shown as a function of time point
within a task block. Different curves show results for different forgetting rates ,
α. The values of τ were based on the parameters exhibiting highest accuracy in
Figure 2.3. Error bars show the standard error of the mean across validation folds.
Figure 2.7: Classification accuracy for theory of mind data with regions involved in
“social animation” (based on a meta-analysis of fMRI studies). Performance largely
leveled off with a parameter τ = 5 or larger . Because the meta-analysis only
included 22 regions of interest, we increased τ so as to match the reservoir size with
that used with the full dimensionality (τ = 165). Note that accuracy was limited to
around 80% even when the reservoir was large, indicating that the limiting factor
was not the size of the reservoir. Error bars show the standard error of the mean
across validation folds.
eventually attaining classification over 90%.
How does classification performance based on a lower-dimensionality represen-
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tation compare to that obtained with regions previously reported to be engaged by
theory of mind? To investigate this issue, we used ROIs from a meta-analysis of
prior fMRI studies [81], and selected those found to be engaged during social ani-
mation tasks. The results based on the 22 ROIs from the meta-analysis are shown
in Figure 2.7. Performance mostly leveled off with τ = 5 at around 80% correct.
Note that this performance was lower than that observed with the top/bottom 10
dimensions by about 5%. It is also instructive to compare the results obtained
with the meta-analysis ROIs to those with the full data, with the latter exhibiting
classification accuracy about 10% higher. The results with the the meta-analysis
ROIs did not change appreciably even when the size of the reservoir was increased
to match the much larger reservoir size used with the full dimensionality (this was
the case when τ = 165; recall that the size of the reservoir is given by τ times the
size of the input vector). Thus, inferior performance with meta-analysis ROIs was
not simply due to the size of the reservoir.
Finally, we also investigated the low-dimensional representation obtained using
principal components directly based on activation signals (Figure 2.8). For working
memory, a small number of components (3 top and 3 bottom) attained classifica-
tion at 95% of the level of full activation data. However, for theory of mind, 28
components (14 top and 14 bottom) were required. This was more than twice of
what was required for the reservoir data indicating that they captured more infor-
mation required for classification in fewer dimensions. For completeness, Figure A.4
shows temporal trajectories when principal components were based on activation
data; it appears that these do not provide temporal signatures as informative as
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Figure 2.8: Lower-dimensional representation of activation data (no reservoir) and
classification accuracy. Accuracy is shown as a function of the number of top plus
bottom components. The magenta line indicates the highest performance using the
full-dimensional activation data. For working memory (A), classification accuracy
with the lower-dimensional representation reaches 95% of the full data with 6 di-
mensions. However, for the theory of mind (B), 28 dimensions (as opposed to 12
when using reservoir data) of the lower-dimensional representation. Error bars show
the standard error of the mean across validation folds.
with reservoirs.
2.2.3 Mapping low-dimensional representations to the brain
We sought to determine the brain regions providing the greatest contributions
to classification (see also [82]). To do so, we computed an importance index for each
ROI based on time series data (see Figure 2.2B). Figure 2.9 illustrates some of the
ROIs supporting classification for the working memory and theory of mind tasks
selected based on the highest importance values. For this analysis, we used the top
5 time series for working memory and top 6 for theory of mind (the top components
that were part of the those attaining 95% classification accuracy relative to the full
dimensionality, as discussed in the previous section).
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Figure 2.9: Importance maps for task data. Lower-dimensional time series repre-
sentation expressed on the brain. The colored ROIs are those with original fMRI
time series expressing (“loading on”) “top” time series the most (see Figure 2.2 for
details).(A) Regions supporting “2-back” in the classification of working memory
data. (B) Regions supporting “social” in the classification of theory of mind data.
2.2.4 Movie clips
We further investigated our framework by attempting to classify data segments
extracted from movies (31.25 seconds long). Twelve usable participants viewed short
movie clips (between 1-3 minutes long; see Methods) of scary or funny content.
Given the emotional content of the clips, we added left and right amygdala ROIs to
the set of cortical ones. Classification accuracy (“scary” vs. “funny” clips) is dis-
played in Figure 2.10A and reached around 70% correct for larger reservoirs (which
was robustly above chance levels; permutation test, p < 10−3). Like in the case of
theory of mind data, performance improved with larger reservoirs. The accuracy for
individual movies was between 60% and 80%, showing that classifier performance
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Figure 2.10: Classification for movie clips. Participants viewed short movie clips
that were either scary or funny. (A) Accuracy as a function of the parameters α
(which determines the forgetting rate) and τ (which determines reservoir size). (B)
Lower-dimensional representation and classification accuracy. Accuracy is shown as
a function of the number of “top” plus “bottom” components. The magenta line
indicates the highest performance using all components. Classification accuracy
with a lower-dimensional representation reached that of the full data with around
20 dimensions, and reached within 95% of the the full data with 12 dimensions.
Error bars show the standard error of the mean across validation folds.
was not driven by one or a few of the movies watched. In addition, we compared
classification with reservoirs with that obtained with activation signals (no reservoir;
60.2%), concatenated data (65.3%), and an autoregressive model (64.6%). As in the
case of task data, reservoirs performed best, although the numerical difference was
relatively modest (Table 2.1).
We also investigated lower-dimensional representations of movie data (Fig-
ure 2.10B). Classification accuracy with 20 dimensions (out of 502) performed at
the same level as with the full dimensionality, and with 12 dimensions within 95% of
that with all dimensions. In a more exploratory fashion, we investigated temporal
trajectories during movie watching. We compared trajectories generated from indi-
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Figure 2.11: Temporal trajectories for sample clips in the movie data. The red
trajectories are for particular “scary” movie clips whereas the blue trajectories are
averaged across all “funny clips”. Mean trajectories are displayed in (A) and (C)
for two particular scary movie clips. Variability (standard error across participants)
is displayed in (B) and (D), respectively. For the movie clip in (A), the trajectories
started to separate later than they do for the movie clip in (C). An analysis of the
accuracy of these clips as a function of time revealed similar properties. Trajectories
were based on the “top” three principal components.
vidual scary clips with the average trajectory observed for funny movie segments.
Some scary clips exhibited trajectories that diverged from the mean trajectory for
funny clips earlier on, whereas some diverged later in time (Figure 2.11), proper-
ties that were also apparent in the time course of classification accuracy values. To
determine brain regions that most contributed to classification, we computed the
importance index for each ROI as with task data. Figure 2.12 illustrates some of
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Figure 2.12: Importance maps for movie data. Lower-dimensional time series rep-
resentation expressed on the brain. The colored ROIs are those with original fMRI
time series expressing (“loading on”) “top” time series the most (see Figure 2.2 for
details). Regions supporting “scary” included the left amygdala (A) and the insula
(B).
the brain regions involved when we used the top 6 time series, which attained 95%
classification accuracy relative to the full dimensionality (see Figure 2.10).
2.3 Discussion
In this chapter, we sought to analyze fMRI data with reservoir computing
which, like recurrent neural networks, is a technique developed to process temporal
data. We show that reservoirs can be used effectively for temporal fMRI data, both
for classification and for characterizing lower-dimensional trajectories of temporal
data. Importantly, the approach was performed in an out-of-sample fashion, namely,
performance was only evaluated in participants whose data were not included for
training, demonstrating that the representations of reservoirs generalized well across
participants.
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2.3.1 Investigating temporal structure of brain data
To date, most analyses of fMRI brain data focus on understanding relatively
static information (but see Introduction for further discussion). Neuronal data ac-
quired with physiology is also most often analyzed in terms of averaged responses
during certain response epochs that are believed to be behaviorally relevant. Yet,
brain processes are highly dynamic and current understanding would benefit from
frameworks that focus on understanding temporal processing (see [3]). Here, we em-
ployed reservoir computing to investigate and characterize temporal information in
fMRI data. But the framework is sufficiently general that it can be employed with
other types of brain data time series, including those from cell electrophysiology,
calcium imaging, EEG, and MEG (for the use of reservoirs in other neuroscience
applications, see for example [83]).
We selected two tasks from the HCP dataset to evaluate the model. The
working memory task was selected as it was thought to not have a noteworthy
temporal component; in the context of classification, the working memory condition
was presumed to involve a relatively stable“cognitive set” (in fact, during scanning
participants were informed which condition they were performing at the beginning
of a block). In contrast, the theory of mind condition was expected to rely more on
temporal integration of information (for every trial, participants actively attempted
to discern the meaning of the vignettes so as to classify stimuli between meaningful
and random).
Although classification of working memory data was a little better than ob-
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tained with activation signals alone, classification did not improve with the size
of the reservoir, consistent with the notion that temporal information during the
block did not play a notable role in performance. In contrast, classification of data
segments with meaningful social interactions (vs. random; theory of mind data) ben-
efited from increased reservoir size. With larger memory size, accuracy improved
close to 10% in some cases. As stated, the social interactions displayed in the clips
build up after a few seconds and evolve throughout the block (for example, two
objects “invite” a third to participate in an activity, and all three engage in it).
Neuroimaging studies of theory of mind and social cognition have employed such
dynamic stimuli to probe the brain correlates supporting this type of processing (for
a review, see [81]). Classification between social and random clips was initially at
chance levels, and increased sharply within the first 5 seconds of the clip. In future
applications of the approach described here, it would be valuable to investigate how
individual-level classification performance is potentially associated with behavioral
performance and individual differences in social-cognitive skills (see [84]).
Whereas increases in reservoir size did not benefit working memory classifica-
tion, theory of mind classification improved for theory of mind data, consistent with
integration of information across time being useful for classification. Larger reservoir
sizes allow signals at the same time t to interact in richer ways, too (for example,
higher-dimensional signal interactions are possible). Therefore, it is possible that
processing theory of mind benefited from this aspect as well (more so than working
memory data), and that the correlates of theory of mind data are more distributed
in the brain, and of higher inherent dimensionality (see below).
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To help understand the behavior of reservoirs for classification of fMRI data,
we compared the method to other temporal schemes. Although classification based
on both concatenated time series data and autoregressive models performed well
for working memory and theory of mind tasks, performance with reservoirs was
superior to both approaches. It should be said, however, that quantitatively the
improvement was relatively modest. Nevertheless, our results suggest that the non-
linear expansion of the reservoir, in addition to its temporal properties, contribute
to classification performance. It should be stressed that reservoirs are straightfor-
ward to train, unlike other recurrent neural networks with fully adaptable weights.
Finally, our general framework also suggests that reservoir computing provides an
effective methodology to study lower-dimensional representations of the data, which
may provide useful dynamic “signatures” of temporal information of fMRI data (see
below).
We also investigated our proposal with naturalistic stimuli, specifically, short
clips obtained from movies with either scary or funny content. Classification ac-
curacy increased with larger reservoirs, consistent with the notion that temporal
information was useful for distinguishing between the two types of clip. In the con-
text of fMRI data which originate from hemodynamic processes with relatively slow
dynamics, we suggest that the reservoir framework developed here might be partic-
ularly useful in characterizing temporal processing of naturalistic stimuli, including
movies and narratives [20, 85].
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2.3.2 Low-dimensional trajectories
Brain data collected with multiple techniques, including cell-activity record-
ings and fMRI, are often of high dimensionality. For example, calcium imaging
records neuronal activation across hundreds of neurons simultaneously (for exam-
ple, [86]). In fMRI, signals from tens or even hundreds of thousands of spatial
locations are acquired if whole-brain imaging is considered. Even in the case where
only a set of regions is of central interest, hundreds of spatial locations may be
involved. Therefore, understanding lower-dimensional representations of signals is
important. An important working hypothesis in cell data is that low-dimensional
neural trajectories provide compact descriptions of underlying processes [3, 10].
Here, we investigated lower-dimensionality representations of reservoir states
by determining classification accuracy as a function of the number of dimensions
employed. For both working memory and theory of mind data, considerable reduc-
tion was attained and 12 or fewer dimensions were needed to attain classification at
95% of that obtained with the full data. Furthermore, as illustrated in Figure 2.5,
even maintaining only three dimensions captured important characteristics of the
ability to distinguish task conditions. More generally, we hypothesize that such
low-dimensional trajectories may provide “signatures” that can be associated with
tasks and/or mental states. We propose that investigating how trajectories differ
across different groups of individuals (for example, low vs. high anxiety, autism vs.
typically developing, etc.) is a fruitful avenue for future research. Notably, the low-
dimensional trajectories captured important temporal properties of the data. For
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example, for theory of mind data, trajectories were very close initially and diverged
subsequently, paralleling the increase from lower to higher classification levels. These
results are consistent with the idea that reservoirs provide a mechanism for the ac-
cumulation of information over time, and hence result in better accuracy in the later
periods of the block.
We investigated how the dimensions with the highest contributions to distin-
guishing conditions were expressed in the brain by generating importance maps. In
the case of working memory, several regions in lateral prefrontal cortex, parietal
cortex, and anterior insula contributed to classification. These results are consis-
tent with a large literature showing the participation of these regions in effortful
cognitive functions, including working memory [87, 88]. In the case of the theory
of mind task, we observed regions in the vicinity of the temporal-parietal junction
and associated regions that have been implicated in theory of mind more generally,
and the interpretation of social animations in particular [81]. Of interest, regions
in the cuneus/pre-cuneous, which are engaged in theory of mind tasks [81,89], were
observed, too. Together, these results show that the framework developed here cap-
tures information from brain regions known to participate in the tasks investigated.
For the theory of mind data, we further compared classification accuracy ob-
tained with the whole brain ROI partition (360 ROIs) and the lower-dimensional
representations, separately, with those obtained by selecting regions from a meta-
analysis across studies using social animations [81]. Intriguingly, classification with
22 targeted ROIs performed around 10% lower than obtained with the full data; it
also performed more poorly than a lower-dimensional representation with only the
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top/bottom 4 time series. These results raise the intriguing possibility that regions
not detected in the meta-analysis carry useful information about the type of theory
of mind investigated here. Therefore, to the extent that classification accuracy re-
lies on features that are “representational,” these results indicate that the correlates
of theory of mind are more distributed across the brain. However, given that the
present work did not determine the precise features contributing to classification,
further work is needed to establish this possibility (see [4] for discussion of related
issues). At the same time, we should note that lower-dimensional representations
performed rather well in classifying the stimuli; therefore, representations based on
a relatively low number of dimensions (for example, around 10) are feasible. For a
related approach to understand the dimensionality of temporal representations in
the brain, see [82].
We also studied lower-dimensional representations and temporal trajectories
obtained from naturalistic movie watching. Whereas this component of our work was
more exploratory, our findings revealed that the framework proposed here has the
potential to be useful in these scenarios. We not only found that lower-dimensional
representations could capture most of the information required for classification,
but that temporal trajectories were also informative. Future work should evaluate
more systematically the use of our proposal when heterogeneous stimulus sets are
employed, such as the movie data investigated here.
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Chapter 3: Capturing Brain Dynamics: Latent Spatiotemporal Pat-
terns Predict Stimuli and Individual Differences
As brain data become increasingly spatiotemporal, there is a great need to de-
velop methods that can effectively capture how information across space and time
combine to form representations of mental events supporting behavior. Although
fMRI data are acquired temporally, they are most often treated in a quasi-static
manner. However, a fuller understanding of the mechanisms that support mental
functions necessitates the characterization of dynamic properties. To address this
gap we describe methods to characterize both high- and low-dimensional trajectories
that provide “signatures” for experimental conditions (Fig. 3.1B). We investigated
them at the between-participant level (in contrast to within-participant) to ascer-
tain the generalizability of the representations created by the approach. Although
our methods can be applied to any kind of fMRI data, we focused here on data ac-
quired during movie-watching given its inherent dynamics. We address the following
questions:
1. Can brain signals generated by dynamic stimuli be characterized in terms
of generalizable spatiotemporal patterns? How are such patterns distributed
across space and time?
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Run 1 Run 2
Clip Length Clip Length
TwoMen 245 Inception 227
Bridgeville 222 SocialNet 260
Pockets 189 Oceans11 250
Overcome 65 test-retest 84
test-retest 84
Run 3 Run 4
Clip Length Clip Length
Flower 181 HomeAlone 233
Hotel 186 Brokovich 231
Garden 205 StarWars 256
Dreary 143 test-retest 84
test-retest 84
Table 3.1: Clips in HCP movie data. Length of each clip is indicated in seconds.
2. Understanding the dimensionality of brain representations has become an im-
portant research question in recent years ( [3,10,11]). Accordingly, we sought
to investigate the prediction accuracy of both high- and low-dimensional tra-
jectories.
3. If spatiotemporal patterns capture important properties of brain dynamics, do
they capture information about individual differences that are predictive of an
individual’s behavioral capabilities and/or personality?
3.1 Methods
We employed Human Connectome Project (HCP; [90]) movie-watching data.
Participants were scanned while they watched movie excerpts (Hollywood and in-
dependent films) and other short clips (see Table 3.1 for details), which we call
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“clips”. Data were sampled every 1 second. All 15 clips contained some degree of
social and affective content. Participants viewed clips once, except for the test-retest
clip that was viewed 4 times. We used all movie-watching HCP data, except for
8 participants with runs missing; thus we used N = 176. The preprocessed HCP
data included FIX-denoising, motion correction, and surface registration (details
in [91,92]). We analyzed data at the region of interest (ROI) level, with one time se-
ries per ROI (average time series across spatial locations within ROI). We employed
a 300-ROI cortical parcellation [93]. ROIs were also grouped based on large-scale
network definitions ( [94]; see Figure 3.4).
3.1.1 Long Short-Term Memory for classification of brain data
Deep neural networks (DNNs) can be used for limited temporal modeling by
means of sliding windows. Recurrent NN (RNN) architectures contain feedback
cycles that allow signals at the current time step to be influenced by long-term
information. However, training traditional RNNs is challenging give, for exam-
ple, the problem of vanishing/exploding gradients that prevent them from learning
relationships beyond 5-10 time steps [95]. The gating mechanisms in Long Short-
Term Memory (LSTM) networks overcome these problems [96]. Here, we employ an
LSTM-based architecture to characterize spatiotemporal structure in fMRI movie
data.
Brain activation at time step, xt, was fed sequentially to an LSTM (Fig-

































ct = ft  ct−1 + it  ĉt, (3.2)
ht = ot  tanh(ct). (3.3)
where the input gate, i, controls the extent to which the current input is exposed
to the cell state; the forget gate, f , discards prior history; and the output gate, o,
controls how the cell state affects gate activations during the next time step [97]. We
represent the input size (number of ROIs) by Nx and the hidden state size by Nh;
other gates also have size Nh. The W matrices contain the weights. For example,
Wix is Nh×Nx and represents the connections between the inputs, x, and the input
gate, i. The bias weights are indicated by b, and σ represents the sigmoid activation
function. The operator  represents element-wise multiplication. Each output of
the LSTM, ht, was input to a fully-connected (FC) layer used to predict the input
label (here, movie clip), yt as
yt = tanh(Wyhht + by). (3.4)
The dimensionality of yt was 15 to implement 15-way classification based on the
number of clips. Note that the output of the network, based on max yt, corresponds
to a time series of label predictions. We analyzed classification accuracy as a func-
tion of time to identify when clips became separable in the latent space of hidden
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Figure 3.1: (A) The classifier consisted of Long Short-Term Memory (LSTM) units
with a fully-connected (FC) dense layer for label prediction at each time step. (B)
For dimensionality reduction, the LSTM outputs were first linearly projected to a
lower dimensional space using a fully-connected layer (DR-FC). Classification was
then performed on the low-dimensional representations, ĥt. (C) LSTM decoder used
to reconstruct the original time series from the low-dimensional representation.
states. We refer to the LSTM together with the FC layer as the LSTM classi-
fier. The classifier was trained using the Backpropagation Through Time algorithm
minimizing the cross-entropy loss between the predictions and the true labels with
PyTorch [98].
Data from 100 participants were used for training, and the remaining 76 par-
ticipants were used for testing. To determine optimal hyperparameters for clip
prediction, we employed a 10-fold cross-validation approach on the training data.
In each fold, participants in the training set were not included in the validation set
and vice versa.
60
3.1.2 LSTM-based dimensionality reduction
Unsupervised dimensionality reduction (DR) techniques such as Principal
Component Analysis (PCA) project data onto a lower dimensional space such that
variance is maximized. Since they do not account for class labels, representations
may not be separable in the lower dimensional space. Supervised techniques such as
Linear Discriminant Analysis ensure that in the projected space, data are most sepa-
rable using a linear decision boundary. In most DR settings, samples are assumed to
be statistically independent and thus do not account for the temporal relationships
in time series data. Further, unless kernel methods are used, only linear mappings
of the original high-dimensional data are possible. Here, we propose a non-linear
supervised dimensionality reduction technique for temporal data.
LSTM outputs are typically high-dimensional (Nh). Several researchers have
proposed “probing” into intermediate layers for increased interpretability [99, 100].
Whereas these techniques have improved understanding of how representations are
learned, here we probe into LSTM hidden states to visualize dynamics. LSTM
outputs, ht, were linearly projected onto a lower dimensional space, ĥt, using an FC
layer. We refer to this weight matrix of sizeNĥ×Nh(Nĥ  Nh) as the Dimensionality
Reduction Fully-Connected (DR-FC) layer, and to this model as the LSTM encoder.
Since ĥt is a low-dimensional representation of the history of xt, the inputs are not
treated independently, thus effectively leading to non-linear temporal dimensionality
reduction. A final FC layer was used to predict labels based on ĥt.
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3.1.3 LSTM decoder
Can low-dimensional representations obtained for classification be used to re-
construct the original data? We used an LSTM decoder to reconstruct xt from
ĥt (Figure 3.1C). The decoder was trained separately from the LSTM encoder, and
minimized the mean squared error (MSE) loss between the LSTM decoder output x̂t
and the input xt. Note that the approach is different from autoencoders where latent
representations are obtained such that the reconstruction loss is minimized. Here,
the encoder training was independent from the decoder. To assess performance,
we computed the fraction of the variance in the original data captured after recon-
struction from low-dimensional representations and compared it to that captured
by reconstruction from the same number of principal components.
3.1.4 Saliency maps for spatiotemporal importance
To understand the importance of each ROI at a given time step to clip pre-
diction, we used saliency maps [101]. For each participant’s clip data, the gradient
of the class score with respect to the input was computed by backpropagation. To
determine ROIs that were consistently important across participants, we obtained
mean saliency maps for each clip by averaging across test participants.
3.1.5 Baseline models
Feed-forward network We also trained a deep feed-forward (FF classifier) network
consisting of fully-connected layers. Each time step in the input time series was
62
classified independently, and thus no temporal structure was modeled. The opti-
mal number of layers was chosen based on cross-validation following a grid search
between 2 and 10 layers. The number of units in each layer was the same as the
hidden state size of the LSTM.
Temporal Convolutional Network LSTMs model temporal dependency using a dy-
namically changing contextual window over the input time series. Are static fixed-
sized windows sufficient for modeling dynamics in brain data? Thus, we employed
a Temporal Convolutional Network (TCN ; [102]), which maps an input time series
of a given temporal length to an output time series of the same length (similar to
LSTMs). However, convolutions are causal, such that the output at time t is based
on convolutions only with inputs from time t and earlier. A fully-connected layer
was used to predict clip labels based on TCN outputs, which we call TCN Classifier.
To investigate different temporal windows, we varied the kernel width from 10 to 50
in steps of 10. By fixing the kernel height to the number of ROIs, we ensured that
convolutions were only along the temporal dimension, and each kernel resulted in a
1D time series. For comparisons with LSTMs, the number of kernels was set to the
optimal hidden state size of the LSTM, so that the output of the TCN was also of
size Nh.
3.1.6 Predicting behavior and personality traits
LSTMs were also trained to predict behavior and personality-related scores:
fluid intelligence, verbal IQ, and personality measures [65]. Using clip data as input,
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Figure 3.2: LSTMs and competing models. (A) Mean clip prediction accuracy
(15-way classification) using feed-forward (FF, 5 layers) classifiers, temporal convo-
lutional networks (TCN, kernel widths of 10 and 50), and LSTMs. (B) Since our
framework predicted labels at each time step, true positive rate for each clip was
determined as a function of time (illustrated for Home Alone). Error bars show the
standard error of the mean across test participants.
an LSTM model was trained to predict behavioral scores at each time step by
minimizing the MSE loss between the predictions yt (a single unit with a continuous-
valued output) and the true scores.
3.2 Results
3.2.1 Generalizability of spatiotemporal patterns in naturalistic
fMRI data
To understand whether watching specific clips result in spatiotemporal brain
patterns that are generalizable across participants, we employed the LSTM classifier
to predict clip labels. The optimal hidden state size was set to Nh = 150 based on
cross-validation (we did not find improvements using larger sizes). Classification
accuracy was 87.35% for 15-way classification (Figure 3.2A). Since the outputs of
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the classifier were clip predictions at each time step, we also analyzed true positive
rate (TPR) as a function of time for each clip (Figure 3.2B). For most clips, TPR was
poor at the beginning of the clip but increased sharply for the first 30 seconds, and
then gradually reached over 90% (see Supplemental Figure B.1 for TPR of other
clips). A formal evaluation of chance performance based on the null distribution
obtained through permutation testing (1000 iterations; [79]) resulted in a mean null
accuracy of 6.67%.
3.2.2 Is temporal information necessary for clip prediction?
We determined the extent to which distributed patterns across space (ROIs)
and time contribute to clip prediction by benchmarking the LSTM classifier against
competing alternatives. First, we classified based on inputs at each time step, xt,
using a feed-forward network consisting of several fully-connected layers (FF classi-
fier). They were able to classify at no more than 51.03% accuracy (5 layers).
As FF classifiers do not capture short-term temporal relationships, we next em-
ployed temporal convolutional networks (TCN classifier). We used a kernel width
(W ) of 10 time steps, such that the number of parameters of the TCN classifier
closely matched that of the LSTM (see Section 3.1.5 for kernel details). Classifi-
cation accuracy was only 65.04%. Only with 5 times the number of parameters of
the LSTM did the TCN classifier (W = 50) even approach LSTM performance at
83.26%. Together, the results reveal that spatiotemporal patterns are distributed
across time and are most effectively captured by LSTMs capable of capturing long-
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term dependencies.
Finally, if capturing temporal information and long-term dependencies are
important for classification, we reasoned that performance should be affected by
temporal order. To test this, we shuffled the temporal order of each clip and then
trained an LSTM classifier. To preserve autocorrelation structure in fMRI data while
shuffling, we used a wavestrapping approach [80]. Classification accuracy reduced
drastically to 64.29%.
3.2.3 Low-dimensional trajectories as spatiotemporal signatures
We sought to characterize the intrinsic dimensionality of the data required for
clip prediction. High-dimensional LSTM outputs were projected to a lower dimen-
sional space via the DR-FC layer (Figure 3.1B). For visualization purposes, we pro-
jected to 3 dimensions. Despite the drastic dimensionality reduction of the LSTM
outputs, classification accuracy was 77.30% (compared to 87.35% for 150 dimen-
sions). In Figure 3.3A, the low-dimensional outputs are shown for each clip, which
we refer to as trajectories (consecutive low-dimensional ĥt states, (x(t), y(t), z(t)),
describe the trajectory in ”state space”). Emphasizing that high-dimensional LSTM
states are important to capture temporal properties, note that the size of the hidden
state layer was kept at Nh = 150 (Figure 3.1B); e.g., setting Nh = 3 reduced the
classification performance drastically to less than 50%.
To visualize a notion of proximity between trajectories, we computed Eu-
clidean distance between them as a function of time (Figure 3.3B). To compute
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Figure 3.3: Low-dimensional trajectories. (A) Trajectories for all clips. The inset
illustrates how to interpret the main result: for each clip time flows outward until
the end of the clip. Solid line: mean trajectory averaged across participants; scat-
tered points: projections for each participant at a given point in time. Trajectory
associated with rest periods between clips are shown in black. (B) Distance be-
tween trajectories. The distance between the clip trajectory while watching Home
Alone and the mean trajectory across participants for a second clip was computed.
Thicker line corresponds to the distance of participants’ Home Alone trajectories to
the mean of this clip. (C) Clip prediction accuracy and fraction of variance captured
after reconstruction using low-dimensional models.
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the distance of clip A from B, we first computed the mean trajectory of B averaged
across participants. For each participant’s clip A trajectory, we computed Euclidean
distance from the mean trajectory of B at every time step. Note that the proximity
of a clip from itself is not zero (indicated by a thicker line), and is a measure of the
consistency of participant trajectories around the clip’s mean. The evolution of tra-
jectories closely matched the temporal accuracy obtained using the original LSTM
classifier. Clip trajectories were initially close-by, but slowly separated during the
first minute of the clip. Plots for all other clips are shown in the supplemental
material (Figure B.2).
Performance with low-dimensional encoding was surprisingly high; 3 dimen-
sions yielded 77.30% accuracy. We further investigated low-dimensional projections
with 4, 5, and 10 dimensions, at which point performance (87.23%) was very similar
to that of full dimensionality. These results reveal that latent representations with
as few as 10 dimensions capture essential discriminative information. However, the
dimensionality-reduction fully-connected (DRFC) layer was essential in capturing
this information. For reference, application of standard PCA on the input data
yielded prediction accuracy at substantially lower values (Figure 3.3C). Note that
the latent space uncovered by the LSTM encoder, which was successful at movie
prediction even with as few as 10 dimensions, captured informational content of
the fMRI time series that was substantially distinct from the fMRI signal itself. To
appreciate this, consider that using the LSTM decoder (Figure 3.1C), to reconstruct
the input time series, x̂t, from the projections of LSTM states, ĥt, only captured a
very modest amount of signal variance (less than 10%). Again, for comparison the
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Figure 3.4: Saliency maps. (A) Top-30 most salient brain regions for predicting
Inception. On the left, saliency was averaged across time. The right two sets of maps
show mean saliency in two 10-second windows. (B) Top-30 most salient regions for
predicting openness to experience scores (NEOFAC O). Brain maps were again based
on Inception, the best clip for predicting the trait. The normalized contributions of 7
networks to saliency are shown alongside brain maps (colors correspond to networks
and height to %).
same was done with PCA; not surprisingly, reconstructed signals recovered up to
60%.
3.2.4 Spatiotemporal saliency maps
The representations that support classification lie in an abstract space that is
disconnected from the original brain activation signals. However, it is important to
uncover how brain regions contribute to classification as a function of time. To do
so, we used saliency maps (see Section 3.1.4). The majority of salient inputs oc-
curred within the first 90 seconds of the clip, paralleling the increase in classification
accuracy. After this period, changes at the input did not cause sizeable changes to
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the class score.
To assess the contribution of different brain networks (see legend in Figure 3.4)
to saliency, we averaged ROI saliency within each subnetwork to compute “network
saliency”, as shown in Figure 3.4A (left) for the Inception clip. To evaluate the evo-
lution of saliency across time, we time-averaged ROI and network saliency for each
10-second non-overlapping window. We observed fluctuations in relative network
contributions across time during the initial segment of the clip (illustrated here up
to 40 s). At the level of brain regions, it is noteworthy that several ROIs with high
saliency at the beginning of the clip were not captured by the time-averaged saliency
map.
3.2.5 Predicting behavior and personality
In recent years, researchers have attempted to employ brain data to predict a
participant’s behavioral capabilities, as well as personality-based measures [30–34].
We hypothesized that spatiotemporal information captured by the LSTM architec-
ture would provide valuable predictive information. The HCP dataset includes an
extensive evaluation of each participant conducted outside the scanner. Here, we
targeted available scores for fluid intelligence, verbal IQ, as well as scores associated
with the NEO Five-Factor Inventory (with dimensions openness to experience (O),
conscientiousness (C), extraversion (E), agreeableness (A), and neuroticism (N)).
Recent work has shown that participants with high scores along particular be-
havior/personality dimensions have similar brain responses to naturalistic stimuli; in
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Figure 3.5: Prediction of behavior and personality. (A) Behavior prediction accu-
racy using LSTMs (best clip with green box). (B) Temporal accuracy for Verbal IQ
while watching Bridgeville (best clip) along with mean null accuracy obtained by
randomly shuffling behavioral measures across participants. (C) Correlation (r) be-
tween predicted and true verbal IQ scores (rescaled between 0 and 1) while watching
Bridgeville. (D) Comparison of LSTM prediction accuracy with connectome-based
predictive modeling (CPM) using top/bottom 10% of the scorers. Connecting lines
indicate accuracy for the same clip. (E) Same as (D) but using top/bottom 30% of
the scorers.
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contrast, low scorers had more idiosyncratic responses that were less similar to both
high scorers and other low scorers [103]. Accordingly, here we focused on data from
participants with scores at the top and bottom 10% of scores. Based on this crite-
rion, models were trained for each behavior/personality (approx. 40 participants)
separately, and generalizability was assessed using a 10-fold nested cross-validation
instead of a held-out test set due to limited data. We hypothesized that participants
with particular traits would generate brain states that emphasize their personality
during brief clip segments, given specific stimuli during those segments (e.g., nega-
tive or positive scenes). Accordingly, we anticipated that prediction accuracy would
vary across time. We thus determined optimal hyperparameters as well as the time
step when prediction accuracy was highest, tbest, for each clip based on the inner
cross-validation. We report accuracy at tbest based on the outer cross-validation
(Figure 3.5).
Existing techniques for predicting behavior and personality traits use what is
termed functional connectivity as inputs to regression models [30, 32]. Functional
connectivity refers to the correlation between brain regions, typically the Pearson
correlation between their time series. We compared our approach to connectome-
based predictive modeling (CPM; [104]), possibly the state-of-the-art in this regard.
In this approach, a functional connectivity matrix is initially formed for each clip
based on all ROIs. Subsequently, the entries in the matrix (or edges) that correlate
with the behavioral measure beyond a set threshold (here, 0.2) are retained and a
linear model is fit to predict behavioral or personality scores based on these edge
weights (i.e., the functional connectivity). Unlike LSTMs, predictions are made
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based on the entire clip, and not at each time step.
We used all clips for training (rather than training a separate model based on
each clip) to promote learning representations that are not idiosyncratic to a par-
ticular clip, and thus generalizable across clips. Nevertheless, model performance,
measured as Spearman’s rank correlation between predicted and measured scores,
was computed for each clip to understand how behavior/traits were captured bet-
ter by certain stimuli. LSTM accuracy varied across behavior/personality measures
and clips, but was consistently and robustly higher than CPM (Figure 3.5A and
D). Note that chance performance for each measure based on permutation testing
(1000 iterations; [104]) resulted in correlations of less than 0.1. We illustrate the
correlation between predicted and true scores in the case of verbal IQ (Figure 3.5C).
For other participant cutoffs, see Figure B.3. To ascertain that the improved perfor-
mance of LSTM was not driven by the selection of the 10% cutoff, we increased the
number of participants to include the top/bottom 30% of the scorers. Again, LSTMs
performed considerably better than CPM, although prediction accuracy decreased
for both models (Figure 3.5E). Comparisons between LSTMs and CPM for other
participant cutoffs are shown in Figure B.4. To illustrate the temporal dimension
of performance, we used the Bridgeville clip to predict Verbal IQ (Figure 3.5B).
As observed with most clips (not shown), accuracy increased at the beginning of
the clip but continued to fluctuate. The results support the idea that behavior and
personality traits are best captured during specific clip segments.
Finally, we sought to determine the importance of brain regions and brain
networks to prediction via saliency maps (Figure 3.4B). For prediction of openness to
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experience scores based on the Inception clip, the time-averaged saliency map across
the entire clip (left) did not capture several salient regions at other time windows,
again illustrating the temporal dimension of saliency maps. Finally, it is noteworthy
that brain regions involved in classification of the Inception clip (Figure 3.4A) were
quite different from those involved in predicting the openness personality trait.
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Chapter 4: Comparing Functional Connectivity Matrices: A
Geometry-Aware Approach applied to Participant Iden-
tification
Understanding the correlation structure associated with multiple brain mea-
surements (acquired across multiple sensors or spatial locations) is a central goal
in neuroscience, as it informs about potential “functional groupings” and network
structure [2, 105]. The correlation structure can be conveniently captured in a ma-
trix format that captures the relationships among a set of brain measurements. For
example, in the case of fMRI, each entry of the matrix might contain an estimate
of the functional connectivity (FC) between regions i and j, typically computed as
the correlation between the time series data of the two regions in question.
In recent years, the FC matrix has become an important component of many
types of investigation focusing on network-level properties of the brain, particularly
in fMRI. For example, it has been used to cluster brain states [40], characterize
dynamic functional states [106], perform participant identification [41], and under-
stand how tasks reconfigure brain networks [107]. In these applications, some notion
of proximity or similarity of FC matrices is employed (Figure 4.1A). How should
similarity be gauged? An intuitive approach is to “unroll” the FC matrix into a
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vector and compute the Pearson correlation between the matrices themselves. Thus
if, say, two brain states captured by FC matrices are similar (for example, dur-
ing two similar perceptual conditions), their matrices would be (relatively) highly
correlated. Indeed, the correlation approach has yielded impressive results, such
as successfully identifying a participant out of a large group of participants based
on FC matrix similarity, a process dubbed fingerprinting [41, 108, 109]. Related
approaches include computing the Euclidean (L2) distance between the vectorized
matrices [110], or using the so-called Manhattan (L1) distance [40].
FC matrices computed by Pearson correlating time series data are objects
that lie on a non-linear surface (technically known as a manifold) called the positive
semidefinite cone: their geometry is non-Euclidean. Accordingly, distances between
Pearson FC matrices must be measured along the surface of the cone. In addition,
FC matrices are often high dimensional, and the proximity measure adopted is
critical since noisy dimensions can contribute substantially to the measure [111].
In this chapter, we characterize the advantages of using a geodesic proximity
measure between FC matrices. We apply the approach to the problem of partici-
pant identification: Given resting-state or task data, is it possible to determine a
participant from her FC matrix [41]? We show that using the geodesic distance,
a non-Euclidean distance metric that considers the manifold on which the data
lies, improves participant identification compared to a similarity measure based on
Pearson correlation (Figure 4.1C). The improvement is shown to be non-trivial and
consistent across resting-state and task conditions.
We also investigate how distances between high-dimensional FC matrices can
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be effectively visualized in low-dimensional spaces. Such visualization reflected iden-
tification accuracy based on the full-dimensional data, and thus retained important
distance information. We suggest that visualization in lower dimensions aids in
understanding the geometry of task FC structure in relation to resting-state FC.
4.1 Methods
4.1.1 Human Connectome Project Data
We utilized data from N = 100 unrelated participants from the Human Con-
nectome Project (HCP) of the 1200-participant release [112]. Data from resting-
state and seven tasks were employed: emotion processing (EM), gambling (GB),
language (LG), motor (MT), relational processing (RL), social cognition (SO), and
working memory (WM). Throughout the paper, we refer to resting-state plus the
tasks as conditions. For a description of the tasks and scan parameters, see [113].
Data were collected with a repetition time (TR) of 720 ms.
During each run, stimuli were presented in separate blocks often interleaved
with fixation blocks. Some task runs also contained cues. To retain only task-related
segments of the run, extraneous segments were trimmed. To account for hemody-
namic lag, the first four TRs of the block were not used, and the first four TRs
following the end of the block were used [114]. Emotional processing, working mem-
ory, and motor tasks contained 3-second cues at block onset. Accordingly, to account
for the cue response and the hemodynamic lag, data from 12 seconds after the cue
onset to 3 seconds after the end of the block were used. Time course length for
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each condition before and after trimming is provided in Table 4.1. Note that trim-
ming the fixation periods is important in characterizing participant identification
from task data, because fixation periods behave much like “mini resting periods”
that can potentially provide information regarding the participant. Analysis of data
without trimming is included in supplemental material (Section C.1).
Condition REST EM GB LG MT RL SO WM
Frames per full run 1200 176 253 316 284 232 274 405
Frames per trimmed run 1200 141 156 295-305 170 138 160 312
Table 4.1: Number of frames per run (in samples) before and after trimming fixation
periods.
4.1.2 Preprocessing
Task data were part of the “minimally preprocessed” release, which included
gradient unwarping, fieldmap-based EPI distortion correction, brain-boundary-
based registration of EPI to structural T1-weighted scan, non-linear registration,
and intensity normalization [115]. Cortical data were mapped to a surface represen-
tation and utilized here. In addition, we regressed out 12 motion-related variables
(6 translation parameters and their derivatives) and low frequency signal changes
using the 3dDeconvolve program of the AFNI package [67] with the ortvec and
polort options (the latter removed linear, quadratic, and cubic trends over the
duration of individual runs. Resting-state also followed the so-called minimal pre-
processing pipeline, in addition to denoising using ICA-FIX [116] and regressing out
12 motion-related variables, as provided with the data distribution. Cortical data
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were mapped to a surface representation. Preprocessing included minimal temporal
filtering that essentially removed linear trends in the data. The ICA-FIX procedure
removed ”bad” components such as high frequency noise from the data. No further
preprocessing was performed for resting-state data in the main text. In particular,
band pass filtering is not included in HCP’s preprocessing because they believe it
can potentially eliminate relevant information in resting-state data [117].
For the results in the main text, the global mean was not regressed from the
data. In the supplemental material (Section C.2), we repeated some analyses on
resting-state data that included global signal regression as part of the preprocessing
pipeline. Although there is no consensus in the field whether or not the global
mean should be eliminated, some work has reported that removal strengthens the
association between resting-state functional connectivity and behavior [118,119].
4.1.3 Regions of interest and organization into subnetworks
For simplicity, we focused on cortical regions of interest (ROIs) only. We
used the local-global Schaefer cortical parcellations that divide the cortex into
300 ROIs [120] (throughout the text, we refer to it as “whole-cortex”). A sum-
mary ROI-level time series was obtained by averaging signals within the re-
gion. We then used the Yeo 7-network parcellation to group the ROIs into
7 subnetworks known as visual, somatomotor, dorsal attention, ventral
attention, limbic, frontoparietal, and default mode [94]. The number of
ROIs within each of the subnetworks is provided in Table 4.2. The ROIs and the
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grouping into 7 networks is shown in Figure C.4. Some of the effects of varying the
number of ROIs are described in the supplemental material (Section C.3).








Table 4.2: Number of ROIs in each subnetwork. We used local-global Schaefer
cortical parcellations that divide the cortex into 300 ROIs [120].
4.1.4 Functional connectivity
Functional connectivity was computed by Pearson correlating time series data
between every pair of ROIs, resulting in 300×300 FC matrices. A symmetric matrix
S that satisfies y′Sy ≥ 0 (where y′ is the transpose of y) for any non-zero vector y
is said to be positive semidefinite and has eigenvalues greater than or equal to zero.
Though it is well known that covariance matrices are positive semidefinite [121],
we illustrate the proof here. After normalizing the time series of each ROI to unit
variance, let xt = (xt,1, xt,2, . . . , xt,300) be the vector of activations of all ROIs at
time t for t = 1, 2, . . . , T . If we denote the mean across time as x̄, the covariance






(xt − x̄)(xt − x̄)′. (4.1)
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Note that the (i, j) entry of Q is simply the Pearson correlation coefficient between





















((xt − x̄)′y)2 ≥ 0. (4.2)
Thus, covariance matrices are positive semidefinite.
If Q1 and Q2 are two FC matrices, it can be easily shown following the steps
above that αQ1 + βQ2 is also positive semidefinite for α, β > 0. Thus, the set of all
positive semidefinite matrices lie on a cone referred to as the positive semidefinite
cone [121].
4.1.5 Geometry of functional connectivity matrices
Pearson correlation is often used to characterize the similarity of FC matrices.
However, as correlation matrices lie on a non-linear space, a natural approach is to
compute geodesic distances between FC matrices to quantify their distance. The
geodesic distance between two points on the positive semidefinite cone, and thus
between two FC matrices Q1 and Q2, is the shortest path between them along the
manifold [122]. There exists only one geodesic path joining two such points.
For two functional connectivity matrices, their geodesic distance can be com-











Figure 4.1: Functional connectivity matrices and their underlying geometry. (A)
Similarity of functional connectivity (FC) matrices. Is the FC matrix X more similar
to A or B? This question arises when the goal is to determine the task being being
performed, the mental state, or the participant. (B) Illustration of geodesic distance
(red) and Euclidean distance (green) on the so-called positive semidefinite cone. The
geodesic and Euclidean distances between two points can differ substantially. (C)
Is X, Alice or Bob? Equivalently, is the FC X more similar to that of Alice or
Bob? Identification involves mapping an unknown participant’s data to one of the
participants in the database (only two in this case). In this example, X is correctly
labeled as Alice using geodesic distance, but incorrectly labeled as Bob using Pearson
dissimilarity.
where the matrix log operator is used here. Note that this definition assumes that
the matrix Q1 is invertible; when this was not the case the identity matrix, I, was
added as a perturbation matrix to both Q1 and Q2 to ensure that all eigenvalues were
greater than 0 (see Section C.4). For matrices Q1 and Q2 of size n×n (here, n = 300






1 , and λi for i = 1 to n are the n eigenvalues ≥ 0 of Q, the







From (4.4), it is clear that dG ≥ 0. In addition, dG = 0 implies λi = 1 (i.e,
Q1 = Q2), and vice versa. To verify that the geodesic distance is symmetric, note
that dG(Q1, Q2) = dG(Q, I) (using Eq. 4.3). By the property of the log operator,
dG(Q, I) = dG(I,Q) since log
2(Q−1) = log2(Q). We refer the interested reader
to [123] for a proof of the triangular inequality for 2×2 matrices. Thus, the geodesic
distance applied to matrices meets the criteria of a metric.
If q1 and q2 are vectors obtained by stacking the columns of Q1 and Q2, re-
spectively, Pearson dissimilarity between the two matrices is defined as




where the corr function is the Pearson correlation coefficient. Pearson dissimilarity
ranges between 0 and 1 and is not a formal metric because it does not satisfy the
triangular inequality [124]. The units for geodesic distance and Pearson dissimilarity
are arbitrary and thus not comparable across these measures.
4.1.6 Participant identification
Identification involves mapping an unknown participant’s data to one of the
participants in the database. Since each task in the HCP data contains 2 runs for ev-
ery participant, we used one run as training data (that is, to form the database) and
the other run for testing. Identification was performed on each condition (resting-
state or task) separately.
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Participant identification is equivalent to N -class classification where the ob-
jective is to label an individual’s FC matrix in the test data to one of the N partic-
ipants in the training data. To do so, we used a 1-Nearest Neighbor approach [41]:
An FC matrix in the test data is labeled with the participant identity of the FC that









where Qtraini is the ith participant’s FC matrix in the training data and d(·, ·) is
a distance or similarity measure. Here we compare the use of a geodesic distance
metric to a Pearson dissimilarity measure.
4.1.6.1 Identification accuracy
Participant identification was performed using the first run as training data
and the second run as testing data. For the N participants in the testing data,
accuracy was defined as
Accuracy =
Number of correctly labeled participants
Total number of participants
. (4.7)
Then, the roles of the training and testing data were reversed and accuracy was




For participant identification statistics, one must confront the non-
independence between participants in the sample. Consider the following case. If
two participants’ FC matrices QA and QB are close to each other, B might be misla-
beled as A. However, if A was not in the training database, it is conceivable that B
would have been labeled correctly. Therefore, the entire group must be considered
as the unit of interest; it is the group that determines if identification performance
will be poor or good. In our study, we used data from N = 100 participants in the
age range of 22− 35 years, but demographic factors such as age and mental health
status can potentially play an important role in identification performance.
A convenient procedure to assess variability in identification performance is
to use bootstrap resamples, with each resample comprising random draws with
replacement of the urn containing the group of participants. Thus, a bootstrap
resample is a proxy for a group of participants, and variability can be quantified by
resampling it a large number of times.
More precisely, suppose a dataset of size N for a run is denoted by D. Let 0 ≤
fP (D) ≤ 1 and 0 ≤ fG(D) ≤ 1 be the participant identification accuracy obtained
using Pearson dissimilarity and the geodesic distance, respectively. Let Rj be a
dataset also of size N obtained by resampling D, with replacement, N times. Thus,
Rj is a bootstrap resample of D and may contain duplicate entries. The accuracy
difference on this bootstrap resample is given by δ(Rj) = fG(Rj) − fP (Rj). Such
difference score is computed for M = 1000 bootstrap resamples R1,R2, . . . ,RM and
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the mean difference score, δ̄, is computed. This process (based on M resamples)
provides exactly one mean difference score. The question of interest is as follows:
How are mean difference scores distributed? Note that this parallels the question
of the distribution of the sample mean in the setting of the standard Central Limit
Theorem. In our case, the distribution of mean difference scores is of interest. Since
the object of interest is the mean difference score, the procedure to determine a
specific δ̄ is repeated B = 1000 times, resulting in {δ̄1, δ̄2, . . . , δ̄B} (that is, B mean
differences). Although the number of resamples, M×B, is large, the distance matrix
of size N×N (between each subject’s test-FC to all subjects’ train-FC) is calculated
only once making the bootstrapping procedure computationally feasible.
Reported p-values were computed as follows. Because accuracy differ-
ences are percentages, we initially applied a standard Fischer-z transformation to
{δ̄1, δ̄2, . . . , δ̄B} so that their distribution would be approximately normal. To test
the null hypothesis H0 : δ̄ = 0, a one-sample t-test was then used.
4.1.7.1 Evaluating shorter data segments
To understand the effect of the length (or the number of frames) of the run, we
truncated runs to smaller segments. For a particular segment length, 50 segments
were obtained each of which had a unique, randomly-chosen starting point in the
run. The objective was to pick several segments of the same length without favoring
those that started at the beginning of the scan. For each segment, 1000 bootstrap
iterations were used to obtain a mean accuracy score.
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4.1.8 Multidimensional scaling
Naturally, visualizing distances between FC matrices is not straightforward
given their high dimensionality. Here, we used non-metric multidimensional scaling
to visualize distances in three dimensions [125]. Whereas standard multidimensional
scaling computes the Euclidean distance between the high-dimensional vectors of
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(4.8)
where di,j is the “dissimilarity” between the FC matrices i and j (the dimensionality
of the matrix is 200 since we consider a test-FC and a train-FC for each of the
N = 100 participants). Here, either geodesic distance or Pearson dissimilarity was
used. Given D, non-metric multidimensional scaling finds a set of R3 vectors such
that the Euclidean distance between these vectors preserves, to the extent possible,
the high-dimensional distances:
d̂i,j = ||xi − xj||22 ≈ di,j (4.9)
where the vectors x are low dimensional. Thus, if di,j = d(Qi, Qj) is the distance be-
tween two FC matrices Qi and Qj, and d̂i,j is the distance in the lower-dimensional











The optimal distances, d̂i,j, are obtained using a gradient descent approach that
minimizes the stress. The MATLAB 2018a [126] implementation of mdscale with
1000 gradient descent iterations was used. Multidimensional scaling produces low
dimensional representatives, x’s, for high dimensional FCs such that the Euclidean
distances between x’s approximate the measured relationships (Pearson dissimilarity
or geodesic distance) between their high-dimensional counterparts. Given that the
two measures have arbitrary units, so do their estimates in low dimensions.
Note that the objective of using non-metric multidimensional scaling was to
represent in a more intuitive manner the relationships between high-dimensional
functional connectivity matrices. Thus, points in the lower-dimensional represen-
tation no longer lie on the positive semidefinite cone and closeness should be in-
terpreted in the Euclidean sense (two points are close if their Euclidean distance is
small). The visualizations, approximate as they are, are only provided to aid un-
derstanding, and are not part of the procedure to determine identification accuracy.
4.1.9 Note on p-values
As discussed by many others recently, we do not view “statistical significance”
dichotomous thresholds (for example, p < 0.05) as the ultimate criterion in deciding
whether a result is “real” or not [127, 128]. In any case, understanding variability
and the unlikeliness of a result provides some information. Given that we compare
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geodesic distance to Pearson dissimilarity across conditions and other parameters,
some form of correction for multiple comparisons is opportune. Accordingly, we
provide the uncorrected p-value as well as the Bonferroni-corrected α level (which
we call the “reference α”) so that the reader can further gauge the “strength”
of the finding. Again, we do not advocate using the Bonferroni-corrected α in
a dichotomous fashion, but provide it as an additional “reference” point for the
reader.
4.2 Results
4.2.1 Motivation behind geodesic distance
We motivate the geodesic distance with simple examples from the space of






and satisfy x ≥ 0, y ≥ 0 and xy− z2 ≥ 0. Since the matrices have only three unique
entries, all points that satisfy these equations can be plotted in three dimensions in
Euclidean space, and form a positive semidefinite cone (Figure 4.1B).
In the first example, we considered three points on the cone (i.e., three 2× 2
FC matrices) ‘a’, ‘b’ and ‘c’ such that ‘b’ and ‘c’ are equidistant from ‘a’ in terms of
the Euclidean distance (Figure 4.2A). If a tangent surface to the cone is drawn at
‘a’, the point ‘c’ is much closer to the tangent surface than ‘b’. Thus, the geodesic
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Figure 4.2: Motivating functional connectivity geometry. (A) Identical Euclidean
distance does not imply identical geodesic distance. (C) Identical geodesic dis-
tance can yield very different Pearson dissimilarity. (B, D) Comparison of dis-
tances/dissimilarity ab and ac in (A) and (C), respectively. Distances/dissimilarity
cannot be compared across measures because their units are arbitrary.
distance between ‘a’ and ‘b’ is larger than that between ‘a’ and ‘c’ (Figure 4.2B). In
this case, Pearson dissimilarity is capable of distinguishing the two distances.
To motivate why Pearson dissimilarity is problematic, consider that the Pear-
son correlation between two vectors is equivalent to the cosine of the angle between
them after they have been “centered” individually (that is, the mean of each vector
is subtracted from it) and normalized. Indeed, the computation of Pearson corre-










where x and y are vectors. For FC matrices, such centering which is implicit in
Pearson correlation alters the eigenvalues and the positive semidefiniteness of the
matrix. Since the eigenvalues are the basis for computing geodesic distances, we
see that Pearson correlation in fact distorts the evaluation of similarity between
connectivity matrices (relative to what is estimated with the geodesic distance).
However, while estimating an individual’s FC matrix, mean centering does not affect
positive semidefiniteness, as shown in Eq. (4.2).
In a second illustrative example (Figure 4.2C), we consider three points ‘a’, ‘b’
and ‘c’ on the cone such that ‘b’ and ‘c’ are symmetrically on either side of ‘a’. By
symmetry, ‘a’ is equidistant from ‘b’ and ‘c’ in terms of both the Euclidean distance
and geodesic distance. However, Pearson dissimilarity between the two sets of points
can be quite distinct. Suppose O is the origin and ∠aOb = ∠aOc (where ∠ is the
angle subtended between ‘a’ and ‘b’). Since Pearson correlation mean centers the
vectors ‘a’ and ‘b’, the correlation is related to mean-centered vector angles that can
be quite different from the original ones (Figure 4.2d). In other words, if ‘a’, ‘b’, and
‘c’ are vectors obtained by centering ‘a’, ‘b’ and ‘c’, in most cases ∠aOb 6= ∠aOc. The
upshot is that measures of similarity based on Pearson correlation do not correspond
to actual distances between functional connectivity matrices.
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Figure 4.3: Participant identification for the eight conditions using the geodesic
distance and Pearson dissimilarity. Training and testing data were from the same
condition. Accuracy improved using the geodesic distance on each condition. Error
bars indicate standard error of the mean across bootstrap iterations. Abbreviations:
EM, emotion processing; GB, gambling; LG, language; MT, motor; RL, relational
processing; RS, resting-state; SO, social cognition; WM, working memory.
4.2.2 Geodesic distance and participant identification
Participant identification (N = 100) was performed on each condition (resting-
state and tasks) using two measures: geodesic distance and Pearson dissimilarity
(Methods 4.1.6). FC matrices obtained from one run were used as training data
and matrices from the second run as testing data. Identification accuracy for each
condition is shown in Figure 4.3 (accuracy based on chance would be 1%).
To assess the robustness of the results and for statistical comparisons be-
tween the two measures, identification was performed on bootstrap resamples. For
each bootstrap resample, the difference between accuracy using geodesic distance
and Pearson dissimilarity was computed. A one-sample two-tailed t-test was then
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used to assess the null hypothesis that the difference distribution had zero mean
(Methods 4.1.7). For each condition, using the geodesic distance improved identi-
fication accuracy over Pearson dissimilarity (p < 10−6 for all conditions; reference
α = 0.05/8 = 0.00625 given 8 conditions; Figure C.6). The mean improvement
using geodesic distance was around 8%, ranging from 2% (relational processing) to
as much as 19% (resting-state). For resting-state and the language conditions, the
accuracy obtained using the geodesic distance was very hight and close to 95%.
Finn et al. [41] reported a mean accuracy of 93.65% on resting-state data using
Pearson dissimilarity, which is considerably higher than the 77.5% we obtained.
Given that in the HCP dataset four runs of resting-state data are available per
participant (collected over separate days), they averaged the FC matrices obtained
obtained during the same day into a single FC matrix. By including this averaging
procedure, we replicated their findings more closely and obtained an accuracy of
91% using Pearson dissimilarity. Using geodesic distance, accuracy increased to
98%. However, since conditions other than resting-state contained only two runs,
we did not use the averaging procedure on the four runs of resting-state data in the
remainder of our work.
4.2.3 Low-dimensional visualization of functional connectivity ma-
trices
Since FC matrices are high dimensional, multidimensional scaling was used
to visualize the distances between them in three dimensions (Figure 4.4). The goal
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Figure 4.4: Visualization of geodesic distance and Pearson dissimilarity. Dis-
tance/similarity between high-dimensional functional connectivity matrices (300 ×
300) was visualized in three dimensions using non-metric multi-dimensional scaling.
Training data (blue) and testing data (pink) were selected from five random par-
ticipants (numbers 1-5). Mislabeled participants are encircled in red. (A) Resting-
state. (B) Emotional processing task. For resting-state, within-participant geodesic
distances were very small relative to between-participant distances in the lower-
dimensional representation (when numbers labeling the participants overlapped,
only one of them is visible). Online figures are available [129].
of using multidimensional scaling was to represent in a more intuitive manner the
relationships between high-dimensional FC matrices. Accordingly, points in the
lower-dimensional representation should be interpreted in the Euclidean sense (two
points are close if their Euclidean distance is small). But note that the visualizations
are approximate only, and provided to aid understanding (they are not part of the
procedure to determine identification accuracy).
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Within- and between-participant distances estimated in three dimensions
were indicative of varying identification accuracy (obtained using high dimensional
FC matrices) across conditions. For resting-state, FC matrices within-participant
geodesic distances between training and testing were very small, whereas distances
between different participants were considerably larger, consistent with the high
identification accuracy. Visualization of Pearson dissimilarity revealed similar char-
acteristics, but the ratios of within- to between-participant distances were not as
large. In fact, using Pearson dissimilarity resulted in participant 5 being mislabeled
as participant 2, for example.
For the emotional processing task, within-participant distances were not much
smaller than between-participant distances even for the geodesic distance consistent
with the lower accuracy on this task. However, all participants in the randomly cho-
sen subset were still labeled correctly. Using Pearson dissimilarity, two participants
were mislabeled. In general, using the geodesic distance resulted in more favorable
ratios of within- to between-participant FC distances.
4.2.4 Identification accuracy and time course length: resting-state
data
Since the length of the time course plays a key role in the quality of the esti-
mate of the FC matrix [130,131], we sought to characterize its effect on participant
identification. Because resting-state data had the longest time course (1200 TRs),
shorter segments varying from 100 to 1100 TRs (in steps of 100) were extracted.
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Figure 4.5: Participant identification accuracy as a function of segment length for
resting-state data. Accuracy using geodesic distance exceeded Pearson dissimilarity
at each segment length (see text). Error bars indicate standard error of the mean
across bootstrap iterations.
Accuracy improved with length for both measures (Figure 4.5). Accuracy using the
geodesic distance was higher than Pearson dissimilarity for segment lengths greater
than 200 TRs (p < 10−4; reference α = 0.05/11 = 0.0045 given 11 segment lengths;
Figure C.7). For segment length of 100 TRs, accuracy using geodesic distance was
still higher than Pearson dissimilarity (but p = 0.051). Notably, the geodesic dis-
tance, with segment lengths as short as 300 TRs, outperformed the best accuracy
using Pearson dissimilarity which was obtained with the full time course (four times
more data; p < 10−4; reference α = 0.05/11 = 0.0045 given 11 segment lengths).
4.2.5 Identification accuracy and time course length: task data
Although accuracy increased with segment length for resting state, length did
not predict performance straightforwardly (Figure 4.6A). In particular, working
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Figure 4.6: Participant identification and time course length. (A) Accuracy based
on geodesic distance for resting-state and task conditions (time course length in TRs
in the inset). The red curve shows the accuracy for resting-state data trimmed to
segment lengths shorter and longer than those of task data (lengths from left to
right: 100, 125, 145, 170, 200, 300, 600, 900, and 1200 TRs). (B) Accuracy when
data was trimmed such that all conditions had the same time course length (138
TRs). Error bars indicate standard error of the mean across bootstrap iterations.
Abbreviations: EM, emotion processing; GB, gambling; LG, language; MT, motor;
RL, relational processing; RS, resting-state; SO, social cognition; WM, working
memory.
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memory and language tasks had comparable time course lengths, but identifica-
tion accuracy differed by as much as 10%. To probe this issue further, runs were
trimmed so that they all had the same duration (138 TRs, which was the length of
the shortest task; for conditions with more data, this target length was obtained by
deleting time points at the beginning and end of the data segment, thereby retaining
the middle part).
With time course length equated, accuracy still varied considerably across
tasks (Figure 4.6B). Accuracy obtained using the geodesic distance exceeded that of
Pearson dissimilarity for all conditions except the gambling task (p = 1 for gambling,
p < 10−4 for all other tasks; reference α = 0.05/8 = 0.00625 given 8 conditions;
Fig C.8). Notably, although resting-state had the highest identification accuracy
when the entire time course was used, it had the lowest identification accuracy
when length was equated across conditions.
4.2.6 Brain subnetworks and participant identification
Particular brain subnetworks are known to be engaged more prominently, as
well as exhibit enhanced functional connectivity, during particular tasks [2]. To
evaluate performance based on subsets of regions, ROIs were grouped into seven
subnetworks (Methods 4.1.3). Was the best subnetwork for identification dependent
on condition? Data for all conditions were trimmed so that they had the same length
(138 TRs; the limbic subnetwork was excluded because identification accuracy was
less than 10% across conditions).
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Figure 4.7: (A) Participant identification accuracy using subnetworks. Runs were
trimmed such that all conditions had the same time course length. Some subnet-
works were more suitable than others for identifying individual differences. The
use of geodesic distance showed considerable improvements in accuracy for most
subnetworks. (B) Across subnetworks, average participant identification accuracy is
displayed. The geodesic distance substantially improved identification accuracy. Er-
ror bars indicate standard error of mean across bootstrap iterations. Abbreviations:
EM, emotion processing; GB, gambling; LG, language; MT, motor; RL, relational
processing; RS, resting-state; SO, social cognition; WM, working memory.
Using geodesic distance improved the accuracy across most conditions for most
subnetworks (Figure 4.7A). In particular, for the visual, dorsal attention,
frontoparietal and default mode subnetworks, accuracy was comparable to that
obtained with the whole cortex. For example, the default mode subnetwork pro-
duced accuracy over 90% for the language task. The frontoparietal performance
on resting-state and emotion processing was close to 80%. Further inspection of
Figure 4.7A revealed additional features of condition/subnetwork combinations. For
example, the visual subnetwork was not very suitable for identification based on
resting-state data. Not surprisingly, the default mode subnetwork performed well
with resting-state data. Interestingly, the frontoparietal subnetwork performed
nearly as well with resting-state data, too. These two subnetworks obtained even
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higher identification accuracy during the language task.
To further evaluate performance of subnetworks, identification accuracy was
averaged across conditions (Figure 4.7B). By using the geodesic distance, accuracy
improved substantially, with several subnetworks improving by over 20%. Except
for the somatomotor subnetwork, using the geodesic distance resulted in improved
performance (p = 0.996 for somatomotor, p < 10−5 for all other subnetworks;
reference α = 0.05/7 = 0.0071 given 7 subnetworks; see Figure C.9 for bootstrap
distributions). The highest mean accuracies were observed in the visual, dorsal
attention, frontoparietal, and default mode networks for both geodesic and
Pearson measures, indicating that some subnetworks are more suitable than others
for participant identification.
Figure 4.8 displays geodesic identification accuracy for each condition as a
function of subnetwork size. Whereas the smallest subnetwork (limbic) performed
poorly for all conditions, accuracy did not always increase with size. For example,
the dorsal attention and ventral attention subnetworks have the same size,
but the former produced considerably higher accuracy on each condition (p < 10−12
for all conditions; reference α = 0.05/8 = 0.00625 given the 8 conditions; see Fig-
ure C.10 for bootstrap distributions). Across conditions, the dorsal attention
improved over the same-sized ventral attention by over 20%. Of note, the
somatomotor subnetwork was larger than all but the default mode subnetwork,
but it produced relatively low identification accuracy; at the same time, the largest
subnetwork (default mode), was associated with consistently high accuracy across
conditions. Finally, no single subnetwork exhibited the highest accuracy for all con-
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Figure 4.8: Participant identification accuracy plotted against subnetwork size for
each condition (geodesic distance). The size of the subnetwork (the number of ROIs)
is also indicated in the inset. The error bars represent standard error of the mean
across bootstrap iterations.
ditions. In fact, performance varied across conditions, but also varied in particular
ways across subnetworks for each condition. Notably, the visual, textttdorsal at-
tention, frontoparietal, and default mode subnetworks performed consistently
well. Similar trends were observed for the Pearson dissimilarity measure but overall
accuracy levels were lower (Figure C.11).
4.2.7 Combining subnetworks improved identification accuracy
As described, subnetworks had comparable (and sometimes higher) identifi-
cation accuracy than whole-cortex performance, although subnetworks were associ-
ated with much smaller matrices, of course. Could particular subnetworks be com-
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Figure 4.9: Participant identification accuracy by combining subnetworks. For the
geodesic distance, the frontoparietal (subnet1) and default mode (subnet2)
subnetworks were combined. For the Pearson dissimilarity measure, the dorsal
attention (subnet1) and default mode (subnet2) subnetworks were combined
(the top two subnetworks based on mean accuracy across conditions for this mea-
sure). Abbreviations: EM, emotion processing; GB, gambling; LG, language; MT,
motor; RL, relational processing; RS, resting-state; SO, social cognition; WM, work-
ing memory.
bined to further improve identification? We tested this possibility by targeting two
subnetworks that exhibited high performance overall, namely frontoparietal and
default mode (see Figure 4.7B). The combined network included all within-network
functional connections of course, but also all between-network links (for example, a
functional connection between a region of the frontoparietal network and a region
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Figure 4.10: Combining up to seven subnetworks. (A) Participant identification
accuracy using geodesic distance as a function of the number of subnetworks for each
condition. For a particular condition and number of combined subnetworks, the
maximum identification accuracy across all combinations of subnetworks is shown
with the red bar (the minimum is indicated by the yellow line). Accuracy initially
increased with the number of subnetworks but then decreased, and was lowest using
whole-cortex FCs (i.e, number of combined subnetworks = 7). (B) Participant
identification accuracy averaged across conditions is displayed against number of
combined subnetworks.
of the default mode network). Time course length was equated for all conditions
as in Section 4.2.5. Accuracy using geodesic distance was superior to Pearson dis-
similarity (Figure 4.9; p < 10−15 for all conditions; reference α = 0.05/8 = 0.00625
given 8 conditions; Figure C.12).
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Using geodesic distance, the combined subnetwork also outperformed both
the individual subnetworks on all conditions except the language task (p = 0.24
for the language task, p < 10−12 for all other conditions; α = 0.05/16 = 0.003125
given 8 conditions and comparisons with two subnetworks; see Figure C.13-C.14
for bootstrap distributions). In addition, for the geodesic distance, the combined
subnetworks exhibited higher accuracy than whole-cortex FC matrices (p < 10−12
for all conditions; α = 0.05/8 = 0.00625 given 8 conditions; see Figure C.15 for
bootstrap distributions) although the number of ROIs in the combined subnetwork
(108) was nearly a third as those in the cortex (300). Clearly, the improvement in
accuracy was not a simple consequence of increased size, but resulted from improved
identity characterization.
To understand whether addition of other subnetworks to the combined net-
work further improved accuracy, we performed identification using combinations of
the seven networks taken two, three, four, five, or six at a time. The maximum
identification accuracy across all combinations of subnetworks is displayed against
the number of combined subnetworks in Figure 4.10A. The minimum identification
accuracy across the combinations of subnetworks is also indicated. For all condi-
tions, accuracy initially increased as more subnetworks were considered but then
decreased. Performance peaked at 2 or 3 subnetworks for all conditions. Accuracy
varied across the combinations of subnetworks (when the number of subnetworks
was held constant), and the minimum value (shown in yellow) was less than half
the maximum when less than four subnetworks were combined. In Figure 4.10B,
identification accuracy was averaged across conditions and displayed as a function
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Figure 4.11: Participant identification accuracy when the training and testing
data were based on different conditions. The combined network containing the
frontoparietal and default mode subnetworks was employed. The mean accu-
racy for each train and test condition is also indicated. For example, when resting-
state is used as training data, the column mean is computed as the accuracy across
all other conditions (i.e., except resting-state itself). The row means are computed
in a similar fashion by excluding the diagonal term. Abbreviations: EM, emotion
processing; GB, gambling; LG, language; MT, motor; RL, relational processing; RS,
resting-state; SO, social cognition; WM, working memory.
of the number of combined subnetworks.
4.2.8 Transfer of identifiability between conditions
In the previous sections, training and testing data were based on the same
condition. Here, we sought to understand if participants could be identified if the
training and testing data were obtained from different conditions; for example, iden-
tifying a participant performing a working memory task when the training used
resting-state data. Time series length was not equated across conditions because
our goal was to evaluate how transferable identity-related information was between
pairs of conditions. Accordingly, we did not want to potentially degrade FC informa-
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tion by using shorter data segments. Identification was performed on the combined
default-plus-frontoparietal network, which as discussed performed well across
conditions (Figure 4.9).
Results for both geodesic distance and Pearson dissimilary are displayed in
Figure 4.11. Whereas Pearson dissimilarity was useful in identifying participants
when they performed the same task (within-conditions, diagonal entries), perfor-
mance deteriorated when the training and test data originated from different tasks.
Notably, across-condition identification was considerably higher with the geodesic
distance, and this enhancement was rather striking when the training data was from
resting-state, and to some extent based on the language and working memory tasks.
For example, testing working memory data based on training with resting-state data
yielded 94.6% accuracy, which intriguingly was even better than when training with
working memory itself (accuracy: 92.9%, p < 10−4). On average, training with
resting-state yielded 83.4% accuracy when testing on other conditions (see the “col-
umn mean” in Figure 4.11). The present results indicate that the geometry of FC
is especially important for across-task identification (see Discussion).
Because in this section time course length was not equated across conditions,
we note that those with longer lengths aided across-task identification. Accordingly,
transfer might particularly benefit from employing training sets with longer data
segments. Nevertheless, future research should also evaluate transfer effects when
longer data segments are available for a wider range of tasks (for example, ≥ 300
TRs) so as to characterize their transfer potential.
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Figure 4.12: Visualization of task and resting-state functional connectivity dis-
tances/dissimilarities in a three-dimensional space using multidimensioanl scaling.
The numbers indicate participant IDs. (A) Distances/dissimilarities between the
functional connectivity matrices of resting-state (RS, used for training) and working
memory (WM, used for testing) for a set of 10 randomly chosen participants. On-
line figures are available [129]. (B) Participant-level distances/similarities between
training and testing data. Correct identification is marked in green and incorrect
in red. For example, when using geodesic distance, the best candidate for WM
participant 1 (call it WM1) was RS participant 1 (RS1), and the best candidate for
WM2 was RS2. However, incorrect classifications were also observed, such as RS4
(not RS7) being closest to WM7. For Pearson dissimilarity most classifications were
incorrect, such as RS1 (not RS10) being most similar to WM10. Distances based
on the two measures have arbitrary units, and are not comparable across them.
4.2.9 FC geometry of task and resting-state data
As some conditions yielded high identification accuracy when training and test-
ing were based on different conditions, we sought to visualize distance/dissimilarity
in a lower dimensional space via multidimensional scaling. Figure 4.12A displays the
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Figure 4.13: Functional connectivity geometry of resting-state and task conditions
(online figures are available [129]). Training data for 10 random participants were
employed (indicated by the numbers). Distances/dissimilarities in low dimensions
were obtained via multidimensional scaling. Note that the geometry in low di-
mensions differed considerably for geodesic and Pearson, suggesting that condition
categorization (not participant identification) should capitalize on such geometry for
better performance. Abbreviations: MT, motor; LG, language; RS, resting-state.
low-dimensional representation of the distances/dissimilarities for a set of randomly
chosen participants when resting-state was employed for training data and working
memory for testing (untrimmed data). Based on the geodesic distance, resting-state
FC matrices were relatively close together to one another; in contrast, working mem-
ory FC matrices were further “spread out”. Intriguingly, such geometry allowed for
the separation of FCs based on participant identity. To see this, consider the panels
in Figure 4.12B, which show participant-level distances. In contrast, using Pear-
son dissimilarity, the geometry did not allow accurate participant identity. In fact,
nearly all participants in this illustrative sample were misidentified.
The results in Figure 4.12A prompted us to investigate, in an exploratory
fashion, distance/dissimilarity between conditions, specifically, resting-state, motor,
and language (Figure 4.13). Intriguingly, the geometry of distances was quite dif-
ferent when geodesic distances were used compared to Pearson dissimilarity. These
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observations suggest that when FC matrices are used for task classification (not
identification as done here), different algorithms may be more suited for this aim.
For example, non-linear radial basis functions might function better for the geodesic
case, and linear classifiers for Pearson dissimilarity. Although a fuller investigation
of this issue is beyond the scope of the present paper, we believe this is a fruit-
ful direction. Furthermore, the analysis of functional connectivity of mental states
should take into account participant-related information since it plays a potentially
dominant contribution in the identification of mental states [132].
4.3 Discussion
In this paper, we investigated participant identification based on FC matri-
ces from fMRI data by employing geometry-aware methods. Correlation matrices
are objects that lie on non-linear surfaces, and thereby benefit from non-Euclidean
distance measures. Indeed, we show that using the geodesic distance improved par-
ticipant identification, at times by as much as 20%. Further, low-dimensional visu-
alization based on geodesic distance contributes to understanding how FC geometry
affects identification.
4.3.1 Factors influencing participant identification
Scan duration determines the amount of data used to estimate FC matrices,
and played a key role in identification accuracy (see Figure 4.5). For resting-state
data, accuracy improved with time course length and was close to 95% when the
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entire data were employed (1200 TRs), but fell to under 50% when trimmed to
under 150 TRs. The steep drop is possibly due to the underlying dynamics of
resting-state data [40], and reveals that longer data segments are required to more
robustly identify functional connectivity patterns that are unique to individuals.
Notably, inspection of Figure 4.5 indicates that accuracy using Pearson dissimilarity
increased very modestly despite substantial increases in data length. If such trends
can be extrapolated, it would suggest that it is unlikely that accuracy with Pearson
dissimilarity would reach that obtained using geodesic distance. Conversely, using
the geodesic distance resulted in higher accuracy than Pearson dissimilarity even
when, say, only a fourth of the data were employed for FC estimation. Thus, a
more suitable geometry is particularly appealing when data-limited scenarios are
envisioned.
When time course length was trimmed to the same duration, identification
accuracy still varied across scanning conditions. The resting-state condition resulted
in the lowest accuracy. With the data trimmed to the minimum amount of data,
the language task exhibited over 80% accuracy. Accuracy of all task conditions
exceeded 50%, with four of them exceeding 60%. Thus, even with rather limited
amounts of data identifying the participant was considerably better than the chance
level of 1%. In addition, we observed considerable variability is performance across
conditions, consistent with previous literature suggesting that brain states can be
manipulated to emphasize individual differences in FC [108].
Thus far, we have discussed findings based on whole-cortex FC matrices (300
ROIs were employed). We reasoned that particular subsets of regions potentially
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might be more informative than others. To evaluate this possibility identification
was applied to resting-state and task conditions separately for each individual sub-
network of the Yeo parcellation [94]. The FC matrices employed were therefore rel-
atively small (the number of ROIs ranged from 20-68). Four subnetworks (vision,
dorsal-attention, frontoparietal, default) stood out as consistently exhibit-
ing the highest levels of performance. The average accuracy across conditions ap-
proach 70% for the four networks. Intriguingly, accuracy for the language task based
on the frontoparietal and default subnetworks exceeded that observed with the
whole cortex. Whereas subnetwork size might contribute to its ability to identify
participants, it is clearly not the driving factor. For example, the dorsal-attention
and the ventral-attention networks had the same number of ROIs, but the former
outperformed the latter consistently (on average by over 30%).
To further explore subnetwork contributions we also combined the two that
displayed the highest individual accuracy (frontoparietal and default) into a sin-
gle network. Remarkably, the combined network always numerically outperformed
the individual subnetworks, and indeed the entire cortex. When additional sub-
networks were combined, accuracy initially increased but then decreased. Accuracy
peaked at two or three subnetworks, with whole-cortex FCs having the worst perfor-
mance across conditions. Accuracy also varied across combinations of subnetworks,
with the minimum value less than half that of the maximum when less than four
subnetworks were combined. These results are related to the non-uniformity of
within-subject test-retest reliability of connectivity profiles, and might inform how
individual differences are associated with heritability and cognitive ability [133].
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Thus, future work on individual differences using connectomes should not only con-
sider tasks but also choose appropriate measures and subnetworks that emphasize
these differences.
Although it was beyond the scope of the present study, it would be valuable
to investigate in future studies factors contributing to the performance of individual
subnetworks, and their combinations. For example, subnetworks may contribute
highly to identification because their individual-specific functional connectivity in-
formation capitalizes on the contributions of these subnetworks to task performance.
Alternatively, but not mutually exclusively, subnetworks that do not participate as
much during a task may contain diagnostic information with respect to participant
identity.
To what extent does participant identification transfer between experimental
conditions? We found that training with one condition and testing with another pro-
duced good levels of identification accuracy. Certain combinations that on the sur-
face were not obvious produced particularly impressive results; for example, training
with gambling and testing with working-memory, or training with working-memory
and testing with language. Training with motor produced the least transfer to other
tasks, perhaps due to the low-level specificity of this task. Notably, training with
resting-state produced very high transfer, such that testing with each task attained
accuracy over 75% (with the exception of relational processing), and in some in-
stances over 90%. The choice of measure was particularly important for transfer
of identifiability and accuracy, with working-memory attaining nearly 95% using
geodesic distance but less than 42% using Pearson dissimilarity.
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Figure 4.14: Visual comparison of functional connectivity (FC) matrices can be
unintuitive. (A) Example FCs from resting-state data where the geodesic distance
correctly labeled the test participant but Pearson dissimilarity did not. Pearson
dissimilarities and geodesic distances between the test-FC and each of the FCs in
the training data are shown in (B) and (C). The green bar indicates the distance
between the test-FC to the correct training set FC; the red bar indicates an incor-
rectly labeled training set FC. For the geodesic distance, the labeled participant had
indeed the smallest value; not so in the case of Pearson dissimilarity. This example
also questions the common practice of informally evaluating functional connectivity
similarity via simple visual inspection. At the very least, it is not immediate that
participant X is more similar to Alice than Bob.
4.3.2 Low-dimensional distance visualizations
Relationships between high-dimensional FC matrices (300 × 300) were visu-
alized in three Euclidean-space dimensions using multidimensional scaling. Both
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the Pearson dissimilarity measure and geodesic distance were used. Note that com-
puting geodesic distances takes into account the non-linear geometry of correlation
matrices. Once their distances are computed, and the space nonlinearity taken
into account, they can be illustrated in Euclidean space (naturally, some distortion
ensues due to dimensionality reduction).
In our explorations, low-dimensional visualizations reflected identification ac-
curacy on the full data, and thus preserved important distance information. In
particular, the higher identification accuracy using the geodesic distance resulted in
relatively low within- and high between-participant distances. Visualization of FC
from task data revealed insights into the geometry of task correlation matrices in
relation to resting-state. Identification accuracy is related to the ratio of within-
to between-participant distances. Surprisingly, with geodesic distances, tasks as-
sociated with higher identification accuracy exhibited smaller between-participant
distances. Still, the more favorable ratio of within- to between-participant distances
led to favorable identification accuracy. Thus, the underlying geometry of functional
connectivity may provide further insights into our finding that high identification
accuracy was attained when training and testing were based on different scanning
conditions.
In the visualizations based on geodesic distance, distances between task FCs
did not appear to form convex sets (if A and B are two points in a convex set, any
point on the line joining them also belongs to the set), and were instead in clustered
arrangements. Of note, previous work performing clustering of FCs [40, 134] have
used k-means which are not well suited to finding non-convex clusters [135]. Instead,
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methods such as spectral clustering [136] and non-linear support-vector kernels [137]
are capable of capturing very general structures, and are potentially more suitable
for classifying functional connectivity.
Pearson correlation is a common approach to compare FC matrices. The
present study demonstrates that non-linear measures are better suited to character-
ize functional connectivity relationships. The low-dimensional visualization briefly
explored here hints at the different geometries associated with the geodesic non-
linear metric and the Pearson approach. Surprisingly, we noted in our investigations
that simple visual inspection of the correlation matrices as commonly done in the
field to highlight similarities between conditions can also be problematic, and in fact
can lead to unintuitive scenarios (Fig 4.14).
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Chapter 5: Concluding Remarks
In this dissertation, we characterized dynamic spatiotemporal patterns and
connectivity in resting-state, task, and naturalistic fMRI data.
In Chapter 2, we developed an approach employing reservoir computing, a
type of recurrent neural network, and show the feasibility and potential of us-
ing it for the analysis of temporal properties of brain data. The framework was
applied to both Human Connectome Data and data acquired while participants
viewed naturalistic movie segments. We show that reservoirs can be used ef-
fectively for temporal fMRI data, both for classification and for characterizing
lower-dimensional “trajectories” of temporal data. Importantly, robust classifica-
tion was performed across participants (in contrast to within-participant classi-
fication). We hypothesize that low-dimensional trajectories may provide “signa-
tures” that can be associated with tasks and/or mental states. Code is available at
http://github.com/makto-toruk/brain-esn.
In Chapter 3, we employed an LSTM-based architecture to characterize dis-
tributed spatiotemporal patterns of dynamic movie-watching fMRI data. The latent
space of reservoirs contained rich characterizations of the spatiotemporal data uti-
lizing a large reservoir matrix that satisfies the “echo state property”. LSTMs are
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known to achieve similar or superior performance with fewer recurrent units, but un-
like reservoirs, the recurrent weights are optimized during training. The proposed
LSTM framework was applied to movie-watching data from the Human Connec-
tome Project where 176 participants watched 15 unique clips. The availability of
this larger dataset enabled efficient training of LSTM networks. Representations
associated with clips required capturing long-term dependencies, were consistent
across participants, and generalized to previously unseen participants.
We obtained low-dimensional representations using a unified framework that
simultaneously learned the best latent space for clip classification as well as the
low-dimensional space to project on to. Low-dimensional trajectories obtained us-
ing LSTMs captured important temporal properties in few dimensions and served
as “signatures” for movie clips. Saliency maps uncovered brain regions and their
time-varying importance to prediction. Recent work has utilized relatively static
characterizations of fMRI data (e.g., functional connectivity) to predict individ-
ual differences in behavior and personality. Based on our hypothesis in Chap-
ter 2 that trajectories may be associated with mental states, we used LSTMs
to relate spatiotemporal patterns to the behavior and personality of individuals.
Across a range of behavioral and personality measures, LSTMs outperformed the
state-of-the-art. The results hint that neural responses are composed of stimuli-
and individual-related components. Understanding their interaction and intrin-
sic dimensionality is a fruitful avenue for future research. Code is available at
https://github.com/makto-toruk/lstm-fmri-dynamics.
The results in Chapters 2 and 3 provide evidence that brain dynamics must
117
be embraced for a fuller characterization of underlying processes. More specifically,
our work shows that to relate neural responses to the stimuli that evoke them, it
is essential to characterize distributed spatiotemporal patterns in these responses.
We show promising results that suggest the existence of complex but consistent
spatiotemporal structure in brain data obtained with fMRI. Application of these
techniques to fMRI and other types of brain data obtained during naturalistic and
dynamic experimental paradigms can advance our understanding of how the brain
integrates diverse processes to support mental functions.
In recent years, time-series correlation matrices or functional connectivity ma-
trices have been widely used to characterize spatiotemporal patterns in fMRI data.
For example, they have been used to cluster brain states [40], characterize dynamic
functional states [106], perform participant identification [41], and understand how
tasks reconfigure brain networks [107]. However, in most of these studies, the ge-
ometry of functional connectivity matrices has not been appropriately handled. In
Chapter 4, we propose the use of a geodesic distance metric that reflects the un-
derlying non-Euclidean geometry of functional connectivity matrices. We compared
identification performance (also called “fingerprinting”; that is, assigning a partic-
ipant label to novel functional connectivity data) obtained with standard Pearson
correlation and the proposed geodesic distance. The latter not only improved iden-
tification accuracy but also provided insights into the geometry of task and resting-
state conditions. Importantly, the approach advocated we employed is general and
can be utilized to study the clustering of brain states, how tasks potentially reconfig-
ure brain networks, and to characterize intersubject correlations. Code is available
118
at https://github.com/makto-toruk/FC_geodesic.
The contents of Chapter 2 and Chapter 4 are published in Neuroimage [27,42].
At the time of writing this dissertation, the contents of Chapter 3 were under review.
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Chapter A: Supplemental Material for Chapter 2
Type Run Name (Year) Length
1 Step Brothers (2008) 2:09
2 Wedding Crashers (2005) 2:03
Funny 3 Night at the Museum: 2 (2009) 3:01
4 Patch Adams (1998) 1:40
5 The Elevator (2010) 3:02
6 Bruno (2009) 2:21
1 The Eye (2002) 3:01
2 Paranormal Activity 3 (2011) 2:05
Scary 3 Entry 18 (2009) 2:24
4 The Blair Witch Project (1999) 3:02
5 The Others (2001) 2:03
6 Shutter Island (2010) 1:42
Table A.1: Film names and clip duration for the “scary” and “funny” conditions.
Figure A.1: Region of interest (ROI) masks. (A) For Human Connectome Project
data, 360 cortical ROIs as provided by [72] were used. (B) For movie data, 500
cortical ROIs obtained from using k-means clustering on the spatial coordinates
{x, y, z} of cortical voxels were used. Two amygdala regions (one per hemisphere)
were also included but are not show here.
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Working memory: “2-back” vs. “0-back”
Accuracy on “first” set Accuracy on “second” set
Reservoirs 86.5% 86.3%
Raw activation 78.9% 77.6%
Concatenation 82.0% 82.8%
Auto-regressive model 81.2% 81.1%
Theory of mind: “social” vs. “random”
Accuracy on “first” set Accuracy on “second” set
Reservoirs 91.8% 91.9%
Raw activation 83.4% 84.2%
Concatenation 85.9% 87.8%
Auto-regressive model 87.2% 86.6%
Table A.2: Comparison of mean cross-validation accuracy using the “first” dataset
and classification accuracy on the “second” dataset. The similar results on the two
datasets indicate the robustness of the cross-validation scheme.
Figure A.2: Classification accuracy using autoregressive models for working memory
(A) and theory of mind (B). Results are shown as a function of model order, p.
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Figure A.3: Classification accuracy as a function of time using only the low-
dimensional data (10 top/bottom principal components for working memory, and 12
top/bottom principal components for theory of mind). Results for working memory
(A) and theory of mind (B). Accuracy is shown as a function of time point within a
task block. Different curves show results for different forgetting rates, α. The values
of τ were based on the parameters exhibiting highest accuracy in Fig. 2.3. Error
bars show the standard error of the mean.
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Figure A.4: Temporal trajectories based on the “top” three principal components
of the input time series (that is, no reservoir) for fMRI task data. Mean trajectories
are displayed in (A) for working memory and (C) for theory of mind. Variability
(standard error across participants) is displayed in (B) and (D), respectively. For
working memory data (A-B), these trajectories were well separated throughout the
block. However, for theory of mind data (C-D), the trajectory for the social con-
dition did not evolve temporally as seen when using reservoirs; note that the final
states (see point 25) were close to the initial ones (see points 1-2). Therefore, it
appears that a low-dimensional representation based directly on input activations
does not adequately capture the temporal evolution structure associated with the
social condition.
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Chapter B: Supplemental Material for Chapter 3
Figure B.1: LSTMs and competing models: feed-forward (FF, 5 layers) classifiers,
temporal convolutional networks (TCN, kernel widths of 10 and 50). Since our
framework predicted labels at each time step, true positive rate for each clip was
determined as a function of time. Error bars show the standard error of the mean
across test participants.
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Figure B.2: Distance between trajectories. The distance between the clip trajectory
while watching a particular clip (title of each plot) and the mean trajectory across
participants for a second clip was computed. Thicker line in each subplot corre-
sponds to the distance of participants’ movie trajectories (indicated in the title) to
the mean of this clip.
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Figure B.3: Correlation between predicted and true verbal IQ scores (rescaled
between 0 and 1) while watching Bridgeville using (A) top/bottom 20% of the
scorers, (B) top/bottom 40%, (C) top/bottom 60%, (D) top/bottom 100%. For
all participant cutoffs, predictions based on LSTM outperformed connectome-based
predictive modeling (CPM).
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Figure B.4: Comparison of LSTM prediction accuracy with connectome-based pre-
dictive modeling (CPM) using (A) top/bottom 20% of the scorers, (B) top/bottom
40%, (C) top/bottom 60%, (D) top/bottom 100%. Connecting lines indicate accu-
racy for the same clip.
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Chapter C: Supplemental Material for Chapter 4
C.1 Identification accuracy when runs were not trimmed
In the main body of the text, to ensure that only task-related segments of
a run were retained, “mini resting periods” in the form of fixation periods were
removed (see Section 4.1.1). We repeated our analysis without trimming runs of task
data using whole-cortex FCs. Identification accuracy for each condition is shown in
Fig. C.1. Accuracy obtained using the geodesic distance exceeded that of Pearson
dissimilarity for all conditions except the gambling and relational conditions (p = 1
for gambling and relational conditions, p < 10−6 for all other conditions; reference
α = 0.05/8 = 0.00625 given 8 conditions; Fig. C.2). The mean improvement using
geodesic distance was around 8% (as high as 18% on resting-state data). Note
that even with fixation periods trimmed (original analysis), accuracy with geodesic
distance was not clearly favorable for the gambling and relational conditions (see
Figs. 4.3 and 4.6B). In general, the precise geometry of task FCs on the positive
semidefinite cone is a potential reason why geodesic distance improves participant
identification substantially on some tasks but not on others.
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Figure C.1: Identification for the eight conditions using the geodesic distance and
Pearson dissimilarity. Training and testing data were from the same condition. Fix-
ation period or “mini resting periods” were not trimmed from runs of task data (as
done in Fig. 4.3). Abbreviations: EM, emotion processing; GB, gambling; LG, lan-
guage; MT, motor; RL, relational processing; RS, resting-state; SO, social cognition;
WM, working memory.
C.2 Effect of global signal regression on identification
We repeated our analysis by including global signal regression (GSR) in the
preprocessing pipeline for resting-state data [118, 119]. The use of GSR is still
debated [138] and can potentially spread underlying group differences to regions
that may never have had any [139]. We limit our analysis in this section to resting-
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Figure C.2: Whole-cortex FCs without trimming runs: Comparison of identification
accuracy based on geodesic distance and Pearson dissimilarity for each condition.
Identification was based on whole-cortex FCs. Runs were not trimmed as in the main
body of the work (see Section 4.1.1). For each condition, the distributions shown in
orange represent the difference between the mean participant identification accuracy
using the geodesic distance and Pearson dissimilarity across the outer bootstrap
iterations (see Section 4.1.7). The orange line indicates the mean of the difference
distribution and the blue line indicates zero difference.
state data; we did not include GSR in the preprocessing pipeline for results in
the main text. In the data employed (see Acknowledgements), 8 subjects’ data
were removed because they did not not pass quality control check [119]. Thus,
the results reported this section were based on N = 92 participants. We performed
participant identification using whole-cortex FCs. Regardless of the inclusion of GSR
in preprocessing, identification accuracy improved using geodesic distance compared
to Pearson dissimilarity (Fig. C.3A). However, using GSR improved accuracy for
both measures. When segments of smaller lengths were extracted from resting-state
data, accuracy improved using geodesic distance for all segment lengths (Fig. C.3B).
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Figure C.3: A. Participant identification accuracy with global mean regression
(GSR) included in the preprocessing pipeline (gsr) or not (nogsr). Accuracy using
geodesic distance exceeded Pearson dissimilarity for both preprocessing methods.
Participant identification accuracy as a function of segment length for resting-state
data with GSR (in B) and without GSR (in C). In both cases, accuracy using
geodesic distance exceeded Pearson dissimilarity at each segment length. Error bars
indicate standard error of the mean across bootstrap iterations.
Figure C.4: Parcellation of the cortex into 300 ROIs as provided by [120]. ROIs
were grouped into the 7 networks described in [94].
When GSR was used, accuracy using geodesic distance was close to 95% with only
200 time points (compared to 70% without GSR; Fig. C.3C).
C.3 Effect of number of ROIs in the parcellation on identification
To study the effect of the parcellation scheme on participant identification ac-
curacy using the two measures, we employed various parcellations with ROIs ranging
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Figure C.5: Participant identification accuracy as a function of the number of ROIs.
Here, training and testing data are from the same condition. Error bars indicate
standard error of the mean across the bootstrap iterations.
from a 100 to 400. In general, mean participant identification accuracy increased
with increase in ROIs indicating that finer resolution or detail in the FC revealed
more uniqueness. Mean accuracy using the geodesic distance was consistently higher
than the mean accuracy using Pearson dissimilarity. For several conditions (resting-
state, language, motor), accuracy using geodesic distance on FCs obtained with 100
ROIs was greater than accuracy obtained using Pearson dissimilarity with 400 ROIs
(Fig. C.5).
C.4 Computing geodesic distances for matrices without full rank
Computing the geodesic distance between two FC matrices Q1 and Q2 (Equa-
tion 4.3) requires Q1 to be invertible, or equivalently, all the eigenvalues of Q1 must
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be strictly greater than zero. When FC matrices are based on n ROIs and n is larger
than number of frames in the run, the rank of the resulting FC matrix is not full
(i.e., < n), and some of its some eigenvalues are equal to 0. In practice, when the
number of ROIs n < (0.9 × number of frames), we applied the procedure below to
ensure full rankness.
To handle such cases, we adopted a simple approach here: we added the
identity matrix I to both Q1 and Q2, causing the eigenvalues of the correlation
matrices of interest to be increased by 1. Because all eigenvalues are then greater
than 0, the matrices are invertible. In such cases, the geodesic distance, dG(Q1 +
I,Q2 + I), serves as a proxy for the geodesic distance between the two matrices.
Note that the scenario of low-rank FC matrices arises only for whole-cortex analysis,
as for the subnetwork analyses, the number of ROIs in question was always greater
than the number of frames in the run.
For reference, the procedure above was employed in the following cases: whole-
cortex results for all tasks; whole-cortex resting-state results with lengths less than
400 TRs; and whole-cortex results involving trimmed data.
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Figure C.6: Whole-cortex FCs with full time course lengths: Comparison of iden-
tification accuracy based on geodesic distance and Pearson dissimilarity for each
condition. Identification was based on whole-cortex FCs. Here, full time course
lengths were used (see Section 4.1.1). For each condition, the distributions shown in
orange represent the difference between the mean participant identification accuracy
using the geodesic distance and Pearson dissimilarity across the outer bootstrap it-
erations (see Section 4.1.7). The orange line indicates the mean of the difference
distribution and the blue line indicates zero difference.
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Figure C.7: Identification accuracy and time course length: Comparison of identi-
fication accuracy based on geodesic distance and Pearson dissimilarity for various
time course lengths. Since resting-state data had the highest time course length,
smaller segments of various lengths were extracted (see Section 4.1.7.1). Identifi-
cation was based on whole-cortex FCs. For each segment length, the distributions
shown in orange represent the difference between the mean participant identifica-
tion accuracy using the geodesic distance and Pearson dissimilarity across the outer
bootstrap iterations (see Section 4.1.7). The orange line indicates the mean of the
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Figure C.8: Whole-cortex FCs with trimmed time course lengths: Comparison of
identification accuracy based on geodesic distance and Pearson dissimilarity for each
condition. Identification was based on whole-cortex FCs. Data for each condition
were trimmed such that they all had the same time course length (of 138; see Sec-
tion 4.2.5). For each condition, the distributions shown in orange represent the
difference between the mean participant identification accuracy using the geodesic
distance and Pearson dissimilarity across the outer bootstrap iterations (see Sec-
tion 4.1.7). The orange line indicates the mean of the difference distribution and
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Figure C.9: Subnetwork FCs with trimmed time course lengths: Comparison of iden-
tification accuracy based on geodesic distance and Pearson dissimilarity for each sub-
network. Identification was based on subnetwork FCs. Data for each condition were
trimmed such that they had the same time course length (of 138; see Section 4.2.5).
For each subnetwork, difference scores were averaged across all conditions. The dis-
tributions shown in orange represent the difference between the mean participant
identification accuracy using the geodesic distance and Pearson dissimilarity across
the outer bootstrap iterations (see Section 4.1.7). The orange line indicates the
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Figure C.10: Subnetworks of the same size: Comparison of identification accuracy
using dorsal attention and ventral attention subnetwork FCs for each condi-
tion. The geodesic distance measure was used for identification. The two subnet-
works were of identical size for the 300 ROIs parcellation (see Table 4.2. Data for
each condition were trimmed such that they all had the same time course length
(of 138; see Section 4.2.5). For each condition, the distributions shown in orange
represent the difference between the mean participant identification accuracy based
on the two subnetworks across the outer bootstrap iterations (see Section 4.1.7).
The orange line indicates the mean of the difference distribution and the blue line
indicates zero difference.
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Figure C.11: Participant identification accuracy plotted against subnetwork size for
each condition (Pearson dissimilarity). The size of the subnetwork (the number of
ROIs) is also indicated in the inset. The error bars represent standard error of the
mean across bootstrap iterations.
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Figure C.12: Combined subnetwork FCs with trimmed time course lengths: Compar-
ison of identification accuracy based on geodesic distance and Pearson dissimilarity
for each condition. Identification was based on combined subnetwork FCs (see Sec-
tion 4.2.7). Data for each condition were trimmed such that they all had the same
time course length (of 138; see Section 4.2.5). For each condition, the distributions
shown in orange represent the difference between the mean participant identifica-
tion accuracy using the geodesic distance and Pearson dissimilarity across the outer
bootstrap iterations (see Section 4.1.7). The orange line indicates the mean of the
difference distribution and the blue line indicates zero difference.
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Figure C.13: Combined subnetwork vs frontoparietal: Comparison of identifi-
cation accuracy based on combined subnetwork FCs (see Section 4.2.7) and
frontoparietal subnetwork FCs (part of the combined subnetwork) for each con-
dition. The geodesic distance measure was used for identification. Data for each
condition were trimmed such that they all had the same time course length (of
138; see Section 4.2.5). For each condition, the distributions shown in orange rep-
resent the difference between the mean participant identification accuracy based on
combined subnetwork FCs and frontoparietal FCs across the outer bootstrap it-
erations (see Section 4.1.7). The orange line indicates the mean of the difference
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Figure C.14: Combined subnetwork vs default mode: Comparison of identification
accuracy based on combined subnetwork FCs (see Section 4.2.7) and default mode
subnetwork FCs (part of the combined subnetwork) for each condition. The geodesic
distance measure was used for identification. Data for each condition were trimmed
such that they all had the same time course length (of 138; see Section 4.2.5). For
each condition, the distributions shown in orange represent the difference between
the mean participant identification accuracy based on combined subnetwork FCs
and default mode FCs across the outer bootstrap iterations (see Section 4.1.7).
The orange line indicates the mean of the difference distribution and the blue line
indicates zero difference.
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Figure C.15: Combined subnetwork vs whole-cortex FCs: Comparison of identifica-
tion accuracy based on combined subnetwork FCs (see Section 4.2.7) and whole-
cortex FCs for each condition. The geodesic distance measure was used for iden-
tification. Data for each condition were trimmed such that they all had the same
time course length (of 138; see Section 4.2.5). For each condition, the distributions
shown in orange represent the difference between the mean participant identification
accuracy based on combined subnetwork FCs and whole-cortex FCs across the outer
bootstrap iterations (see Section 4.1.7). The orange line indicates the mean of the
difference distribution and the blue line indicates zero difference.
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of mental processes from fmri,” NeuroImage, vol. 57, no. 2, pp. 362–377, 2011.
[51] C. Chu, J. Mourão-Miranda, Y.-C. Chiu, N. Kriegeskorte, G. Tan, and J. Ash-
burner, “Utilizing temporal information in fmri decoding: classifier using ker-
nel regression methods,” NeuroImage, vol. 58, no. 2, pp. 560–571, 2011.
[52] R. Pascanu, T. Mikolov, and Y. Bengio, “On the difficulty of training recurrent
neural networks,” in International Conference on Machine Learning, 2013, pp.
1310–1318.
[53] J. Martens and I. Sutskever, “Learning recurrent neural networks with hessian-
free optimization,” in Proceedings of the 28th International Conference on
Machine Learning (ICML-11). Citeseer, 2011, pp. 1033–1040.
[54] A. Graves, A.-r. Mohamed, and G. Hinton, “Speech recognition with deep re-
current neural networks,” in 2013 IEEE International Conference on Acous-
tics, Speech and Signal Processing. IEEE, 2013, pp. 6645–6649.
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