§ 1. Statement of the Problem. The object of this paper is to discuss conditions for a maximum or minimum of functions of integrals of the type H \ f (x,y,y')dx, g (x, y, y') dx\ employing the methods of the Calculus of Variations.
Let D be a three-dimensional domain consisting of points (x, y, y') , such that (x, y) lies in a given two-dimensional domain d, and y' is such that -oo < y < GO. Let f (x, y, y'), g (x, y, y') be two functions, which are continuous, and possess continuous partial derivatives of the first three orders with respect to the variables x, y, y , in the domain D. Let P\(x u y x ), P 2 (xo,y 2 ) be two fixed points of the domain d, and let the function y = ift (x) have the following properties:
(i) single-valued, continuous in the interval (x lt x 2 ); (ii) continuous derivative <p '(x) in (x 1 , x 2 ); (iii) y x = ^(aa), y* = ^(* 2 ); (iv) the point (x, y), where y = t/j (x), x x ^ x ^ x 2 , lies entirely in the domain d. The class of curves y = i()(x) is called the class of admissible curves, say the class {0}. We now consider the functional = C Jx Let F-L and F 2 , (?, and G 2 be the upper and lower bounds of the functionals F and G respectively, in the class {C}. We now introduce the function </> (p, q) , which is a given continuous function of the variables p and q for the range F 2^p^Fu G 2^q^G1; and possesses continuous partial derivatives, with respect to p and q, of the first two orders, for the same range.
The functional, which it is proposed to discuss, is thus and conditions are found for a maximum or minimum of / (ip) in the class of curves {C}. §2. The Analogue of Euler's Equation.
The neighbourhood (k) of the curve y = tfj o {%) is defined to be that part of the (x, y) plane bounded by the curves
and the straight lines x = x u and x = x-2 . If it is possible to find a number k, such that for all admissible curves tfi, which lie entirely in the neighbourhood (k) of the curve y = ifi o (x), then the curve y = i/i o (x) is said to define a relative minimum of the functional / ((/>). Thus the condition for a relative minimum is that the total variation shall be positive or zero.
Proceeding in the manner usual in the Calculus of Variations, we have
f (x,y + Ay, y' + Ay')dx -^f(x,y, y' )dxj where 0 < 6 < 1.
Let Ay = e-q (x), where rj (x) is any continuous function with a continuous derivative in the interval (x u x 2 ), such that where e^ is a fixed positive number, chosen so that the maximum value of | e-q (x) | in the interval (x u x 2 ) is less than k. With these conditions, it is clear that the curve , e 4 in A/ are all bounded; thus, by choosing e small enough, the sign of A7 is the same as that of
Hence a necessary condition that y = ip 0 (x) should give a relative maximum or minimum is that, for every function i?(a;), such that rj(x) and T]'(X) are continuous in (x u x. 2 ) and ^(a;!) = r)(x s ) = 0, By applying the method of integration by parts to the above equation, we deduce [ dx J { -dx j Thus a first necessary condition to be satisfied by y = </ <o (#), in order that it should give a maximum or minimum of /(i/<), is that it should satisfy the integro-differential equation (a), which is the analogue of Euler's Equation. § 3. The Solution of Equation (a).
If y = y (x), is any solution of equation (a), the expression

4>F\ \ f(x, y, y')dx, y g{x, y, y')dx\
where y = y(x), has a definite value, A! say, independent of x; similarly j> 0 [ ] has t h e value A 2 . Thus y -y (x) satisfies t h e differential equation
and we see, t h a t each solution of equation (a) is also a solution of a certain differential equation of t h e second order. Let the solution of equation (1) 
This gives us two equations t o solve for Ai and A 2 , and remembering y r = y (a;,), y. 2 = y (a; 2 ), we can find a and /S, thus obtaining a solution satisfying all the conditions. This is a complete solution of Equation (a), for it has been shown that every solution can be obtained in this way. It is important to notice that equations (2) may give one or more sets of values of Ai and A 2 , and therefore, a corresponding number of curves joining Pi and P. 2 ; also it has been tacitly assumed that M*y + A 2^/y =# 0 in {x u x 2 ). As an illustration of the method consider the following example.
Amongst the admissible curves joining the points P 1 (-l, 0) and Pz{l, 0), find one which gives a minimum to the functional x _ (Length of P lP P,f
We see that equation (a) for this problem is
A dx Thus the radius of curvature is numerically equal to I/A, and the solution is the arc of a circle. The next step is to find A; if Pi PP 2 be the arc of a circle, radius I/A, then
On solving this equation for A we see that the radius of the circle is either infinity or 1. The first case is obviously not a minimum, and the required curve is therefore the semi-circle on Pi Pi as diameter. § 4. The Analogue of Legendre's Condition.
If Equation (a) is satisfied, the coefficient of e in the expansion of A/ is zero, and it follows, as a necessary condition for a minimum of /, that the coefficient of e 3 in the expansion of A/ must be positive or zero. Denoting this coefficient by J/", we have, from § 2; , tl ; and suppose that at some point c in (x lt x 2 ), R is negative. Since all the functions involved are continuous, we can find a positive number 8, such that R (x) < 0 for values of x in the interval Let TJ (x) have the following special form
We now proceed to find the value of /" for this special variation.
The following results are used:
, where A is a constant such that (this result is obtained by dividing the range of x into two equal parts); 
X [gr, (^)
Since we can take 8 as small as we please, and since all the functions involved are continuous, /" is negative because R{x") is negative; hence a necessary condition that the curve y -tfi 0 (x) should give a minimum value to the functional / is that
<f, F [F, G]f vy [x, ifj' 0 (x), fo(x)-\ + fo[F, G]g y .,,{x, ^(x), f o (a;)]^O, x^x^x 2 ,
where
This is the analogue of Legendre's Condition. § 5. The Problem in the Parametric Notation.
The previous results can be easity extended to the problem in the parametric notation. The functions F (x, y, x', y') , G(x,y,x',y') have the properties defined in Bolza's Vorlesungen uber Variaiionsrechnung, , and the problem is to find a curve joining the points Pi and P 2) which will yield a minimum to the functional
(t), y(t), x'(t), y'{t)}dt, ^ G[x(t), y (t), x' (t), y'
in the class of admissible curves
joining the points Pj and P 2 . We introduce the functions F\ and G u defined in Bolza, p. 196, and by a reasoning similar to that of § 2, we get the analogue of Euler's Equation: [See Tonelli's Fondamenti di Calcolo delle Variazioni, Vol. I., Chaps. VI. and VII., where necessary and sufficient conditions for lower semi-continuity of the integral F (x, y, x', y') 
It is assumed here that such conditions are satisfied as to make the integrals [F (X, y, x', y') With these conditions it will now be shown that
Given a positive number e there exist neighbourhoods (pi) and (p 2 ) of the curve C o , a member of the set, such that for every curve C belonging to them " ordinately " [see Tonelli, Vol. I., p.72],
Thus there exists a neighbourhood of C o , common to (pj) and (p 2 ), in which both these inequalities hold. There are four possible cases to consider. 
here where <f> f and <f> 0 have arguments
Let S be the minimum value of [<f> F + <f> e ] in the given range of values where S > 0; then <f> [[Fdt, [Gdt\><j>\[ Fdt, [ Gdfl-eS. ( where 8' is a positive number, by (ii). Let F {x, y, x', y'), G(x, y, x , y') be two functions, which are positive for every point of a bounded part of the (x, y) plane, and for every (x , y') such that x' and y' are not both zero. It is further assumed that the derived functions F x and G x , of §5, are not negative in the same domain.
With these conditions, it will now be shown that in each complete class of ordinary curves C in the given bounded part of the plane, there always exists an absolute minimum of the functional where <j> (p, q), <f> p (p, q) 
where L denotes the length of the curve C. Now let where i is a positive number. But obviously I c ^ -n cannot be true; hence The curves of the set {C H } are thus of bounded length, since ip(i + 1) is a fixed positive number, and we can deduce that the set {G n } admits of at least one curve of accumulation, C o say, which is rectifiable and continuous, and therefore, belongs to the set {C}. Now I c is lower semi-continuous, and thus / C( < I c -f e. Hence Ic o £== i + e, and, since e is arbitrary, I Cg 5S i. But we have proved that C o belongs to the class {C}, which shows that 7 Co 5: i. Therefore I Ci> = i, thus proving that I C{1 is an absolute minimum of I c in the set {C}, and that G o is a minimising curve.
The following case can also be treated by the same method:
F(x, y, x, y')>0, G {x, y, x', y') < 0 thus L^4> (Ic), and the rest of the proof follows exactly as before.
