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• The NEA (Nuevos Enfoques sobre la Accesibilidad/New Approaches 
to Accessibility) project 
 
• Why this project? 
• Aims 
• Psychophysiological measures 
 
• First steps: audio subtitling (PhD) 
 
• Literature review 





NEA: why this project? 
Underresearched aspects of audio description 
 
• Audio component 
• Audio subtitling 




• Descriptive analyses with a focus on audio subtitling 
• Analyse the impact of audio on user experience 
• Apply new psychophysiological measures to assess it 
 






• Assessment of reception:  
 Going beyond comprehension and preferences into emotional 
 arousal/immersion/presence >  
 
• Psychophysiological measures: 
 
 Electrodermal activity and heart rate  





• Psychophysiological measures 
 
• Kurz, I., 2003 (Interpreting) 
• Baumgartner, Esslen & Jäncke, 2006 (Music and pictures) 
• Sohn, Sokhadze & Watanuki, 2001 (Children)  
• Daltrozzo et al., 2010 (Patients in comma) 
 
• Applied to audiovisual materials 
 
• O’Hagan, 2016 (Videogames) 
• Brumbaugh et al., 2013 (Emotional video scenes) 
• Rooney, Benson & Hannessy (2D and 3D films) 
• Codispoti, Surcinelly & Baldaro, 2008 (Film genres) 
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Previous work in AD 
• AD on HR 
 
• The emotional experience of films: Does audio description make a 
difference? Ramos, 2015. 
 
• AD on EDA and HR 
 
• Putting It Into Words: The Impact of Visual Impairment on Perception, 
Experience and Presence. Fryer, 2013. 
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First step: audio subtitling 
• PhD on audio subtitling by Gonzalo Iturregui-Gallardo 
 
• Aim:  
• Compare reception of audio subtitling depending on voicing strategy:  
dubbing vs. voice-over effect 
 
• Focus:  




• Since February 2016 
 
• Project definition: Audio subtitling when combined with AD 
 
• Literature review 
 
• Automatic AST 
• TTS vs. human voices 
• Dubbing vs. voice-over effect 
 
• Preliminary corpus analysis 
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Stage 1: literature review  
• Aspects discussed in the literature: 
 
• Automatic AST 
• Thrane, 2013; Derbring, Ljunglöf & 
Olsson, 2009; Mihkla et al., 2014; 
Hanzliček, Matoušek & Tihelka, 2008 
 
• TTS vs. human-voiced AST  
• Szarkowska & Jankowska, 2012  
 
• Dubbing vs. voice-over effect 
• Braun & Orero, 2010  
• AST in 
 




• Limited number of works on AST, and often linked to AD 
Stage 1: regulations 
Regulations 
 
• Bulgaria:  
Electronic Communications Act, 2007 
• Flemish Community:  
Decree of 27th March 2009 on the radio and television 
• Poland:  
Act on radio and television, 1992 (amendment) 
• Finland:  
Act on Television and Radio Operations, 2010 
• Sweden:  
Radio and Television Act, 2010; The Broadcasting Authority 








• AENOR, Spain 
• Ofcom, UK 
• ITC Guidance, UK 
 
• ISO/IEC 20071-25: “Information Technology – User 
interface component accessibility” 
 
• Automatic and human-voiced AST 
• Combination with AD 
• Pre-recorded and live AST 
• Use of voice and prosody 








1Including the region of Catalonia, Spain and those belonging to the European Union. 
30 countries1 (Europe and English-speaking countries overseas)  
 
Stage 1: guidelines 
Guidelines and best practices containing 
information on on-screen text 
 
• BAI Guidelines, Ireland 
• ADC Guidelines, USA 
• AFB Guidelines, USA 
• ADB Guidelines, Australia 
• Audio description guidelines for the Greek, Greece 
• MAC Descriptive Video Production and 
Presentation of Best Practices Guide for Digital 
Environments, Canada 
• Described Video Best Practices, Canada 
• Bayerischer Rundfunk Guidelines, Germany 
 
Guidelines with further information on AST 
 
• ACB’s Audio Description Project, USA 
• Netflix, USA 
• ADLAB Project, Europe 
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Stage 2: corpus analysis 
• Scarce literature. Preliminary small-scale study using a qualitative 
approach 
 
• Inspired by previous research  
• Benecke, 2012; Remael, 2012; Orero and Braun, 2010; Matamala, 2014 
 
• Preliminary corpus (to be expanded):  
• Multilingual films 




Stage 2: corpus analysis 
• Materials: 
 
• Everything is Illuminated (L. Schreib, 2005) (English, Ukranian, Russian) 
• Syriana (S. Caghan, 2005) (English, Arabic, Farsi, Urdu, Mandarin, French) 
• The Science of Sleep (M. Gondry, 2006)  (English, French, Spanish) 




• Munich (S. Spielberg, 2005) (English, German, French, Hebrew, Arabic, Italian, 
Greek, Russian) 
• My name is Khan (K. Johar, 2010) (Hindi, Urdu, English) 
• Slumdog Millionaire (D. Boyle & L. Tandan, 2008) (English, Hindi, French) 
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Director   
  
Run time min 
Country   
Main language   
Other languages   
Scenes with AST   
AST time min 
  
Character recognition 
Characters (Sex & Age)   
Voices (Sex & Age)   
Assignation  
Reported / Direct speech   
Combination with AD   
Audibility 
Original audibility   
Dubbing / Voice-over effect   
Prosody (performance)   
Isochrony (delay)   
  
Reading of written subtitles   
Omission / Expansion   
  
Observations: 
Stage 2: Initial results  
Character recognition 
• Number of characters and voice talents 
 
• Trends: 
• Sex of the AD voice and the AST voices 
• Character – voice. Budget constraints 
• Voice talent has more than one character 




Stage 2: Initial results  
Audibility 
•Volumes and combination of the original track 
and the AD/AST track 
 
• Trends: 
• Merging vs. overlapping 
• Voice-over effect 
• Surprise effect 
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Stage 2: initial results  
Assignation 
•Audio describer’s introduction of AST and 
combination with AD content 
 
• Trends: 
• Direct speech 
• When scene could be confusing, AD adds information on 
the conversational situation 
• “she/he says” or “X says” 
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Stage 2: initial results  
Prosody 
• The use of the voice. Differences in prosodic 
features which take distance from neutrality 
 
• Trends: 
• Voices are performed 
• Use of different prosodic characteristics for different 
characters 
• According to film genre and tone 
• AST as a part of the artistic experience (beyond an 
accessibility service) 
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Stage 2: initial results  
Isochrony 
• Synchronisation between the length of the original dialogue and 
the overlapping AST 
 
• Trends: 
• AST comes before the original line 
• No perfect isochrony 
• Depends on time constraints and complexity of the scene 
• Isochrony and character recognition 
• Lack of delay and bad audibility of the original line 
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Future stage: experiments 
• Design  
• Captiv L7000 
• Definition of variables 
 
• Selection of materials 
 
• Preparation of materials 
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