ABSTRACT In response to the rapid change of attitude in complex situations such as sharp turns and camera jitter, visual odometry/visual simultaneous localization and mapping (VO/VSLAM) often requires a high camera frame rate. However, the high frame rate of the camera poses a great challenge to real-time VO/VSLAM, especially when the vehicle travels along a relatively flat trajectory which requires higher realtime performance. Therefore, in this paper, we propose an automatic method for key-frame selection based on the motion state of the vehicle, which can reduce data redundancy and improve the real-time performance and robustness of VO/VSLAM. First, a pyramid-layered Kanade-Lucas-Tomasi (KLT) algorithm is used to track the feature points, and the five-point method and RANSAC are used to calculate the essential matrix. Second, two-step decomposition is used to calculate the change of inter-frame attitude, and then, key-frames are automatically selected based on the motion state of the vehicle predicted by attitude change within a short time interval. To evaluate the method, we conduct extensive experiments on real data and Karlsruhe Institute of Technology and Toyota Technological Institute (KITTI) dataset based on monocular visual odometry. Then, we made qualitative and quantitative evaluations from the comparison with the reference trajectory, relative error (RE), root mean square error (RMSE), and absolute trajectory error (ATE). The results indicate that our method can improve the real-time performance while ensuring accuracy, with the data redundancy reduced by about 40%-60%. In addition, the performance of our method is further verified by comparison with the current representative ORB-SLAM.
I. INTRODUCTION
Autonomous vehicles, high precision localization and mobile mapping in an unknown environment are important, well researched, yet still active fields. Recently, VO/VSLAM, as an effective complement to GNSS-challenged environments, has ushered in unprecedented opportunities for development, and it has become the focus of research due to its advantages of good autonomy, rich visibility, small size and low cost [1] - [3] . However, real-time VO/VSLAM and largescale structure from motion (SFM) pose severe challenges to limited computing resources. In order to overcome the problem and reduce the data redundancy, the usual method is to select some key-frames from sequence images or videos
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instead of all frames for processing, which can greatly reduce the computational pressure under the premise of ensuring accuracy and reliability [4] , [5] . Meanwhile, appropriate keyframe selection strategy can also increase the accuracy and consistency of local motion estimation of VO/VSLAM.
Current scholars have done a lot of research on key-frame selection of VO/VSLAM, and many representative research have emerged [6] - [20] . It can be divided into the following categories:
(1) Insert key-frames at the same time or at the same interval. For example, parallel tracking and mapping (PTAM) [6] needs to satisfy good tracking quality when inserting keyframes. The interval from previous key-frame should exceed a certain translation and rotation angle. The camera has a minimum distance from the nearest key point of the built map, which makes the triangulation of new feature points difficult.
Semi-direct monocular visual odometry (SVO) [7] only uses translation as the strategy to determine new key-frames and without considering rotation changes, which works well in the camera overlook configuration, but not perform well in the camera head-up configuration. Large-scale direct monocular SLAM (LSD-SLAM) [8] creates a key-frame from the latest tracking image when the camera is far from the existing construction map, which can ensure the possibility of stereo comparison of small baselines.
(2) Key-frame selection based on image overlap. For example, key-frame based visual-inertial SLAM using nonlinear optimization (OKVIS) [9] generates a key-frame when the matching point of overlapping region is less than 50%-60% of the detection point, simultaneously, marginalizing the farthest key-frame, thus retaining the latest set of frames and another set of key-frames. For each new frame, robust monocular SLAM in dynamic environments (RD-SLAM) [10] needs to satisfy three conditions at the same time when deciding keyframes: a. the position and pose of the camera is successfully estimated; b. the shared feature points with the existing keyframes are less than a threshold; c. the new feature points generated by current frame are more than a set value.
(3) Key-frame selection based on parallax. For example, VINS-Mono [11] , [12] has two criteria for key-frame selection: a. average parallax, if the average parallax of tracking feature exceeds a certain threshold, the frame will be regarded as the key-frame; b. tracking quality, if the number of tracking features is less than a certain threshold, the frame will be considered as the key-frame. Similar to key-frame selection of VINS-Mono, Eren et al. [13] weights parallax-based metric information, it only requires the minimum expected parallax between two key-frames, without the need for persistence characteristics and motion state discrimination, which can reduce computational complexity and be applied to different motion states, but the global accuracy still needs to be improved.
(4) Key-frame selection based on image content index [14] , [15] . This method first establishes the feature clustering space of the current frame, then calculates the feature distance between the current frame and the next frame, and selects the key-frame through the feature distance threshold. It has high computational efficiency, but its accuracy is difficult to guarantee.
(5) Other types. For example, ORB-SLAM [16] adopts survival of the fittest strategy for key-frame selection, and achieves robustness in difficult scenarios by inserting keyframes as quickly as possible, and removing the later redundant ones, to avoid the extra costs. Similar to ORB-SLAM, direct sparse odometry (DSO) [17] selects about 5-10 keyframes per second at initialization, and then sparse them by marginalizing early redundant key-frames. Kerl et al. [18] proposes to select key-frame based on differential entropy of multivariate normal distribution, that can greatly reduce pose offset, but it needs to estimate the covariance of incremental motion between a series of discontinuous key-frames, which is more complicated. Younes et al. [19] systematically explores the components of key-frame based SLAM system, and emphasizes the differences in their implementation. Strasdat et al. [20] shows that key-frame based method is better than filter-based method when there are more landmarks in 2010. After that, most monocular VO/SLAM published are optimized based on key-frames.
However, in the existing VO/VSLAM, for those methods that select key-frame at equal distances or intervals at the same time, although simple, no additional calculation is required, but the flexibility is not sufficient. Other keyframe selection methods, such as image overlap, parallax, content indexing, marginalization and information entropy, are better, but they are time consuming to repeat feature extraction and matching, parallax and covariance calculations. In order to balance the flexibility and real-time performance of key-frame selection, different to current key-frame selection methods, this paper proposes an automatic keyframe selection method based on the motion state of ground vehicle. In order to verify the feasibility of the method, we use pyramid layered KLT tracking, five-point method and RANSAC algorithm to calculate the inter-frame essential matrix, and then obtains the change of inter-frame attitude by two-step decomposition of essential matrix. Moreover, the motion state of the vehicle is predicted by the change of inter-frame attitude within a certain interval, and then keyframe selection is automatically performed, which enables densely selection of key-frame in the complex situation, and sparsely in the flat area. The effectiveness of the method is verified by extensive experiments. And the proposed method provides a simple and efficient way for key-frame selection of VO/VSLAM and is a supplement but not substitution for the existing methods.
The rest of the paper is organized as follows. In section 2, we elaborate the proposed method of key-frame selection based on the motion state of ground vehicle. Section 3 presents the detail of the experimental results and analysis. Section 4 discusses the key influencing factors on the proposed key-frame selection method. In section 5, we draw the conclusions according to the experiments and discussions, then point out the future work. Finally, the detailed derivation of singular value decomposition (SVD) and pyramid layered KLT tracking algorithm are shown in Appendix A and Appendix B.
II. THE PROPOSED METHOD A. METHOD OVERVIEW
The monocular visual odometry obtains the relative pose information of the vehicle by processing the sequence images or videos. However, it is time consuming to solve the problem of feature point triangulation and pose estimation at the same time due to the limited computing resources of the platform. Therefore, key-frame selection is very important. Taking the moving ground vehicle equipped with a camera as an example, when the attitude of the vehicle changes slightly, the image overlap rate is high, only a sparse frame rate is needed to accurately estimate the pose of the vehicle; but when the vehicle encounters a sharp turn, uphill and downhill, lateral jitter, the attitude of the vehicle changes greatly, a higher frame rate is needed to accurately estimate the motion state of the vehicle at this time. As shown in Figure 1 , generally, the attitude of the vehicle between frames varies in the following situations: a. the change of the yaw (heading) angle around the Y axis when traveling along the horizontal plane; b. the change of the pitch angle around the X axis when uphill and downhill; c. the change of the roll angle around the Z axis when the lateral jitter occurs, d. combination of these three cases.
In this paper, the optical flow constraint equation [21] - [23] , the pyramid layered KLT tracking [24] - [29] , the five-point method and the RANSAC algorithm are used to calculate the inter-frame essential matrix [30] - [33] . And the change of the inter-frame attitude angle is obtained by the two-step decomposition (essential matrix→rotation matrix→attitude angle), then the motion state of the vehicle is predicted within a certain time interval. If the attitude angle changes slightly, the key-frames are selected within a certain interval. If the attitude angle changes greatly, the key-frames are selected sequentially. The flow chart of key-frame selection algorithm is shown in Figure 2 , which mainly includes two parts: visual odometry data processing and key-frame selection.
B. TWO-STEP DECOMPOSITION 1) FROM ESSENTIAL MATRIX TO ROTATION MATRIX
Five-point method [33] and RANSAC [30] are used to calculate the inter-frame essential matrix E of the preprocessed images, then decompose E into a rotation matrix R and a translation vector t by SVD, see Appendix A for details.
2) FROM ROTATION MATRIX TO ATTITUDE ANGLE
If the corresponding two sets of image coordinate points of images J p and J q in a given space are P = {p 1 , p 2 , · · · , p n } and Q = {q 1 , q 2 , · · · , q n }, respectively, and the image J p coincides with the image J q after rotation and translation by the elements of exterior orientation (R,t), which can be expressed as:
where R = 
The rotation matrix can describe the continuous motion of the camera, but there are more parameters and less intuitive. The Euler angle is not only a fewer parameters, but also intuitive and easy to understand. A set of Euler angles describing the vehicle is also known as attitude angles, including pitch angle, heading angle (yaw angle) and roll angle. Let the attitude angles of the vehicle rotating around the three coordinate axes X, Y and Z be the pitch angle α, heading angle β and roll angle γ , then the direction cosine matrix (DCM) R is calculated as follows:
where the trigonometric function is abbreviated as s µ = sin(µ), c µ = cos(µ), (µ = α, β, γ ). We make that: 
Then we can get the attitude angle as follows:
a. Take a minimal positive number ξ , when |r 20 | ≤ 1 − ξ , the attitude angle can be expressed as follows:
b. When r 20 > 1 − ξ , β → π 2, make an approximate cos(β) ≈ 0 and sin(β) ≈ 1, then R(α, β, γ ) can be approximately expressed as:
The attitude angle can be described as:
c. When r 20 < 1 − ξ , β → −π 2, make an approximate cos(β) ≈ 0 and sin(β) ≈ −1, then R(α, β, γ ) can be approximately expressed as:
It can be seen from b. and c. that after the heading angle is determined, the pitch angle and the roll angle cannot be separated separately. It is necessary to assume one of them that can determine the other. Generally, the roll angle is assumed to be zero, then the attitude angle can be expressed as follows:
It is assumed that the local motion of camera is consistent within a short time interval, and then key-frames are selected according to the change of attitude angle. The detailed processing algorithm is as follows:
III. EXPERIMENTS AND ANALYSIS
In order to evaluate the performance of our key-frame selection method proposed in this paper, the real data and KITTI dataset experiments were carried out respectively. The data collection environment includes urban areas and suburbs, the captured images include pedestrians, vehicles, and leaf occlusions and so on, as shown in Figure 3 . And then we made qualitative and quantitative evaluations from the comparison with the reference trajectory, relative error (RE), root mean square error (RMSE) and ORB-SLAM. In terms of threshold preprocessing; 2) Initialize the key-frames sequence F: the first frame image and the second frame image are separately stored into F, and tracking the next frame, if fails, the adjacent two frames are sequentially selected and stored into F; 3) KLT tracking: for new frame f i , i ≥ 3, using FAST algorithm [34] to detect feature points in f i , then track these feature points in f i+1 ; if the number of feature points tracked is less than a certain threshold, re-detect the feature points in f i , and tracking corresponding feature points in f i+1 to obtain corresponding feature point pairs between frames; 4) For the feature point pairs in step 3, Nister's fivepoint method [33] and the RANSAC algorithm are used to calculate the essential matrix E i ; 5) The essential matrix E i is decomposed into a rotation matrix R i and a translation vector t i using the formula (11-12); 6) Determine whether the rotation matrix R i is nonsingular and the translation vector t i is small, if not, return to step 3; 7) Decompose the rotation matrix R i into pitch angle α along the X axis, heading angle β along the Y axis, and roll angle γ along the Z axis, as in formulas (4) and (9)
where m α , m β , m γ are thresholds of attitude angle change, F is the key-frame sequence, k = 1, 2, . . . , m (k is the number of maximum interval frames, less than half of the frame rate in this paper), i = 1, 2, . . . , n (n is the number of frames), go to step 3; otherwise F ← f i ← f k i , where k = 1 and i = 1, 2, . . . , n, go to step 3. 9) Return local motion state estimation of camera and key-frame sequence F.
setting, in order to ensure that the KLT tracking is not lost and the motion state of the vehicle is accurately recovered, the threshold of the inter-frame attitude angle change and the interval step size should not be too large. The change of the inter-frame attitude angle and the interval step size are usually determined by the running speed of the vehicle and the camera frame rate. Therefore, they are used as the basis for selecting the threshold of attitude angle change and the interval step size when performing key-frame selection.
We have carried out all experiments with an Intel(R) Core i7-8550U (4 cores@ 1.80GHz) and 8Gb RAM. To prevent some randomness in the results, we give the average value from several runs.
A. FIELD TEST ANALYSIS
The field test data are two sequences of vehicle image data collected in the suburban environment. The sequences are recorded by a camera at 10fps and a resolution 1961 * 572, and the reference trajectories are provided by GNSS/INS integrated navigation. A set of Line sequence is relatively straight and have a length of about 1.1km. The other set of Curve sequence includes both straight driving and turning, and the length is about 1.3km. Experiments with different thresholds of attitude angle change are performed by selecting individual camera data from the two sequences. The keyframe step changes from 1 to 4, under the premise of ensuring accuracy (the step is set to not exceed one-half of the frame rate).
Step 1 indicates that each frame is selected as the keyframe sequentially.
Step 2 indicates that the key-frames are selected at intervals of one frame, step 3 indicates that the key-frames are selected at intervals of two frames, and so on. We empirically set the threshold of attitude angle change to be 0.5 • , 0.75 • , and 1.0 • respectively in this paper.
1) COMPARISON WITH REFERENCE TRAJECTORY
In order to verify the validity of the key-frame selection method proposed in this paper, taking the threshold of attitude angle change 0.75 • as an example, the key-frame trajectories with different steps and the reference trajectories of Line sequence and Curve sequence are shown in figure 4 and figure 5 (by scale alignment). Figure 4 gives an intuitive comparison between the keyframe trajectories with different steps and the reference trajectory of line sequence. It can be seen from the enlarged window that after key-frame selection proposed in this paper, we achieved sparsely selection of key-frame at the straight line area, where the attitude angle changes slightly. At the same time, the pose of the vehicle can also be accurately recovered. In order to further verify the effectiveness of the key-frame selection method, as shown in Figure 5 , the Curve sequence has both straight lines and turns, and the scene is more complicated. From the comparison of global and local enlargement of the key-frame trajectories with different steps The enlarged window showed that after key-frame selection (step size changed from 2 to 4), we achieved sparsely selection of key-frame at the straight line area.
FIGURE 5.
Comparison of the key-frame trajectories with different steps and the reference trajectory of Curve sequence. The enlarged window showed that after key-frame selection (step size changed from 2 to 4), we achieved sparsely selection of key-frame at the straight line area, and densely at the curve area.
and the reference trajectory of Curve sequence, it can be seen that the proposed method can select key-frame sparsely at the straight line area, and densely at the turning area. Moreover, it can still guarantee high accuracy.
2) STATISTICAL ANALYSIS WITH DIFFERENT STEPS AND THRESHOLDS
In order to verify the effectiveness of the proposed method from a quantitative perspective, the relationship between the number of key-frames (NKF), time consuming and relative error (RE) of the Line sequence and Curve sequence with different steps and thresholds were counted, as shown in Table 1 , where the RE represents the ratio of the endpoint position error to the trajectory length. Table 1 shows the relationship between the number of keyframes, time consuming and relative error of Line sequence and Curve sequence when the threshold of attitude angle changed from 0. time consumption is also reduced with the relative error no more than 5%. Taking the Line sequence as an example, when the step size is 2 and the threshold of attitude angle change is 0.75 • , the number of key-frames reduced by 474 frames, and the time consumption reduced by 56.137 seconds. That means the data redundancy is reduced by 47.5% (the ratio of reduced key-frames to original key-frames) and the running speed increased by 23.3% (the ratio of reduced time to original time-consuming). Then, in terms of step size, as the step increases in a certain range (from 1 to 4), the number of keyframes and time consumption are decreased. However, when the step size exceeds a certain range and the feature points between frames are less than a setting threshold, it needs to re-detect the feature points and calculate the descriptor, and the time consumption will be increased. Taking the Curve sequence as an example, when the threshold of attitude angle change is 0.75 • and the step size is 3, the number of keyframes reduced by 568 frames, and the time consumption reduced by 32.269 seconds, that means the data redundancy is reduced by 59.9% and the running speed improved by 21.2%. Overall, the statistical results of Line and Curve sequences show that while reducing data redundancy, the operation efficiency has been greatly improved, and the accuracy is also within a certain range.
B. EXPERIMENTAL ANALYSIS WITH KITTI DATASET
KITTI dataset is one of the most famous computer vision algorithm evaluation datasets in autopilot scenarios [35] . The collection environment includes highways, urban areas and villages. The precise reference trajectory is obtained by GPS and laser radar scanners. In this experiment, the sequence 03, 05, 07, and 09 are selected. And three of the four groups of data form a closed loop [36] . They all include more flat areas and turning areas, which are challenging. Experiments were carried out on the individual camera sequence of the KITTI dataset with different thresholds of attitude angle change. Under the premise of ensuring the accuracy (the KITTI dataset camera frame rate is 10 fps, the step size is set to not exceed one-half of the frame rate), for sequence 03 and 07, the environment is relatively simple, the step size changes from 1 to 4; for the sequence 05 and 09, the environment is more complicated and the running time is longer, thus the step size changes from 1 to 3 with good results.
Step 1 indicates that each frame is selected as the key-frame sequentially.
Step 2 indicates that the key-frames are selected at intervals of one frame, step 3 indicates that the key-frames are selected at intervals of two frames, and so on. We empirically set the threshold of inter-frame attitude angle change to be 0.5 • , 0.75 • , and 1.0 • respectively.
1) COMPARISON WITH REFERENCE TRAJECTORY
In order to verify the validity of the key-frame selection method proposed in this paper, experiments were carried out on individual camera sequence of 03, 05, 07 and 09 with different thresholds of attitude angle change. Taking the threshold of attitude angle change 0.75 • as an example, the key-frame trajectories with different steps and the reference trajectories of sequence 03, 05, 07, and 09 are shown in figure 6 and figure 7(by monocular scale alignment). Figure 6 gives an intuitive comparison between the keyframe trajectories with different steps and the reference trajectory of sequence 03. It can be seen from the enlarged window that with the automatic key-frame selection method proposed in this paper, we achieved densely selection of the key-frames at the sharp turn where the field of view changes VOLUME 7, 2019 greatly (M area in Figure 6 ) and sparsely at the straight line area where the field of view changes slightly (N area in Figure 6 ). It can also accurately recover the pose of the vehicle. In order to further verify the effectiveness of the proposed method, as shown in Figure 7 , the sequence 05, 07, and 09 are selected, which have closed-loop and more complicated scenes. From the qualitative comparison of the key-frame trajectories with different steps and the reference trajectories of sequence 05, 07, and 09, it can be seen that the proposed method can still guarantee high accuracy.
2) STATISTICAL ANALYSIS WITH DIFFERENT STEPS AND THRESHOLDS
In order to verify the effectiveness of the proposed method from a quantitative perspective, the relationship between the number of key-frames (NKF), time consuming and relative error (RE) of the sequence 03, 05, 07, and 09 with different steps and thresholds were counted, as shown in Table 2 , where the RE represents the ratio of the endpoint position error to the trajectory length. Table 2 shows the relationship between the number of keyframes, time consuming and relative error of sequence 03, 05, 07, and 09 when the threshold of attitude angle changed from 0.5 • , 0.75 • , 1.0 • , and the step changed from 1, 2, 3 and 4. First, from the threshold of attitude angle change, as the threshold increases within a certain range, the number of keyframes decreased, and the overall time consumption is also reduced with the relative error no more than 4%. Taking the sequence 03 as an example, when the step size is 3 and the threshold of attitude angle change is 0.5 • , the number of key-frames reduced by 381 frames, and the time consumption reduced by 33.454 seconds. That means the data redundancy is reduced by 47.7% (the ratio of reduced key-frames to original key-frames) and the running speed increased by 26.4% (the ratio of reduced time to original time-consuming). Then, in terms of step size, as the step increases in a certain range, the number of key-frames and time consumption are decreased. However, when the step size exceeds a certain range and the feature points between frames are less than a setting threshold, it needs to re-detect the feature points and calculate the descriptor, and the time consumption will be increased. Taking the sequence 05 as an example, when the attitude angle change threshold is 0.75 • and the step size is 3, the number of key-frames reduced by 1417 frames, and the time consumption reduced by 90.994 seconds, that means the data redundancy is reduced by 51.4% and the running speed improved by 19.3%. Overall, the statistical results of sequence 03, 05, 07, and 09 show that while reducing data redundancy, the operation efficiency has been improved, and the accuracy is also within a certain range (relative error is less than 4%).
3) COMPARISON OF THE RMSE
In order to further verify the proposed method from a quantitative perspective, we use root mean square error (RMSE) to calculate positioning accuracy, which can be calculated by [37] , [38] :
where n means the number of observation, i denotes the i th observation, t e,i is the calculation result of the i th observation and t g,i is the reference value of the i th observation. Taking the threshold of attitude angle change 0.75 • as an example, calculate the RMSE of sequence 03, 05, 07, and 09 along the X-, Y-, and Z-axes with different steps based on the reference trajectories. As shown in Figure 8 .
From Figure 8 , we can see that the positioning error mainly along the Y-axis direction (heading direction), and the X-axis and Z-axis directions are relatively small. For sequence 03, when the step changes from 1 to 4, the maximum RMSE along the Y-axis direction is 42.72m with step size 2, the minimum RMSE along the Y-axis direction is 35.36m with step size 3, and the RMSE along the X-axis and Z-axis directions does not exceed 5m. For sequence 05, when the step changes from 1 to 4, the maximum RMSE along the Y-axis direction is 46.50m with step size 1 and the minimum RMSE along the Y-axis direction is 10.11m with step size 4, the maximum RMSE along the Z-axis direction is 20.71m with step size 4, and the RMSE along the X-axis is about 10 m. For sequence 07, when the step changes from 1 to 4, the RMSE along the Y-axis direction is relatively stable, both of which are around 25m. Although the RMSE along the X-axis and Z-axis is fluctuating as a whole, but they are all below 16m. For sequence 09, the road condition is more complicated, when the step changes from 1 to 3, the maximum RMSE along the X-axis direction is 11.32m, and the maximum RMSE along the Y-axis direction is 93.27m, the maximum RMSE along the Z-axis is 10.62 m. When the step size reaches 4, the RMSE in each direction is increasing. Overall, the RMSE is relatively small compared to the whole trajectory of the each sequence.
4) COMPARISON WITH OTHER METHODS
In order to further confirm the results of the proposed method, taking the sequence 03 of KITTI dataset as an example, when the threshold of attitude angle change is 0.75 • and step size is 4, the trajectory of key-frame selection (KFS) method proposed in this paper is compared with the trajectory of the method proposed without key-frame selection (KFS), the trajectory of current representative ORB-SLAMMonocular and the reference trajectory (by scale alignment), as shown in Figure 9 . In order to quantitatively analyze the relative error of the trajectories, the trajectories obtained by different methods is divided into six segments, as shown by the five-pointed star marks M1-M6 in the figure 9 .
From Figure 9 , it can be seen that the key-frame selection method can achieve better accuracy both in global and local enlargement. Although ORB-SLAM has a smaller deviation from the end point, there is a large deviation in sharp turn. Correspondingly, Table 3 shows the total frames (TF), the number of key-frames (NKF), time consuming and the segmentation relative error (RE) of the proposed method with key-frame selection (KFS), without KFS, and ORB-SLAM.
As can be seen from Table 3 , the number of keyframes, time consuming, and the segmentation relative error of the proposed method with key-frame selection are greatly reduced compared to the method without keyframe selection. Proper key-frame selection can increase the VOLUME 7, 2019 FIGURE 9. Comparison of the proposed method with other methods. The enlarged window showed that compared with ORB-SLAM-Monocular and the proposed method without KFS, the proposed method with KFS is more accurate in sharp turn and sparser in straight line areas.
accuracy of feature point triangulation, and then improve the local accuracy. Although the key-frame selection method proposed in this paper has 35 frames more than the ORB-SLAM, it takes less time and the average relative error is only 0.61% compared to 1.24% of ORB-SLAM.
IV. DISCUSSION
The monocular visual odometry is time-consuming due to the limited computing resources of the platform and the need to solve the problem of feature triangulation and pose estimation at the same time. In order to balance the flexibility and real-time performance of key-frame selection, different to current key-frame selection methods, this paper proposes an automatic key-frame selection method, and it enables densely selection of key-frame in the complex situation, and sparsely in the flat area, which is very beneficial to the limited computing resources and triangulation of feature points. However, in the implementation process, the following aspects are worth noting.
A. STATIC ENVIRONMENT
The visual odometry method assumes that most of the points in its environment are strictly static. However, in practice, there will always be interference from dynamic objects such as pedestrians, vehicles, and jittery leaves (Figure 3(a, b) ). For this reason, RANSAC is used to remove noise and perform consistency state estimation. On the other hand, when the vehicle is standstill at the intersection, the laterally moving vehicles and pedestrians would lead the method to believe that the vehicle has moved sideways. For this reason, we ignore large movements in directions other than the forward direction [34] .
B. KLT TRACKING
Since optical flow tracking requires the assumption of constraints [24] - [29] : small motion, grayscale invariance and uniform motion in small neighborhoods, which is difficult to meet in practice. When moving fast, the image feature points are difficult to detect or track, resulting in a large optical flow estimation error. To this end, we use pyramid layered KLT tracking algorithm to mitigate the constraints of small motion and evaluate the consistency of feature points between discontinuous inter-frames. The algorithm decomposes the original image into pyramid layers, and then corrects the estimated optical flow velocity from top to bottom, see Appendix B for details.
C. THRESHOLD SETTINGS
The threshold settings in this paper include two aspects, the thresholds of attitude angle change and the interval step size. In order to ensure that the KLT tracking is not lost and the motion state of the vehicle is accurately recovered, the threshold of the inter-frame attitude angle change and the interval step size should not be too large. The change of the inter-frame attitude angle and the interval step size are usually determined by the running speed of the vehicle and the camera frame rate. Therefore, they are used as the basis for selecting the threshold of attitude angle change and the interval step size when performing key-frame selection. The data collection environment of this paper is mainly urban and suburban areas, the speed is relatively slow, and the camera frame rate is 10fps. We empirically found that when the thresholds of inter-frame attitude angle change are selected to be 0.5 • , 0.75 • , 1.0 • , respectively, and the steps are set to be 1, 2, 3, 4 (the interval step size does not exceed one-half of the frame rate) respectively in this paper, the motion state of the vehicle can be accurately recovered by KLT tracking.
In order to compare the global accuracy of the proposed method with different thresholds, taking the sequence 03, 05, 07, and 09 of the KITTI dataset as an example, the thresholds of the attitude angle change are setting to be 0.5 • , 0.75 • , and 1.0 • respectively; the steps are setting to be 1, 2, 3, and 4 respectively.
Step size 1 means without key-frame selection (KFS). The absolute trajectory error (ATE) [39] of the proposed method and ORB-SLAM is shown in Figure 10 . Figure 10 shows the comparison of the ATE between the proposed method and ORB-SLAM for each sequence with different thresholds. It can be seen that when the thresholds of attitude angle change are in the range of 0.5 • −1.0 • , the overall changes of the ATE for each sequence is small. The sequence 03 and 05 are smaller than ORB-SLAM, the sequence 07 is slightly larger than the ORB-SLAM, and the ATE of the sequence 09 is higher than the sequence 03, 05, and 07. When the threshold of attitude angle change is 1.0 • and the step size is 4, the ATE of the sequence 09 exceeds the ORB-SLAM, the main reason is that the road conditions are more complicated and the trajectory is longer. However, the monocular ORB-SLAM is time consuming and easy to fail in poor tracking quality. Overall, the key-frame selection method in this paper has obtained good accuracy.
V. CONCLUSION
This paper proposed an automatic key-frame selection method for monocular visual odometry. In order to verify the proposed method, we conducted extensive experiments with real data and KITTI dataset in complex scenarios. The results showed that we achieved sparsely selection of keyframe at the straight line area and densely at the sharp turn area. To evaluate the proposed method, from qualitative aspects: the effectiveness of the key-frame selection method is intuitively displayed from the comparison of the key-frame trajectories with different steps and reference trajectories in the global and local enlargement. From quantitative aspects: the relationship between the number of key-frames, time consuming and the relative error of the experiment with different thresholds were counted. Then, compared the RMSE of key-frame trajectories along the X-, Y-and Z-axes. We draw the conclusion that the proposed method can greatly reduce data redundancy and improves the real-time performance of VO/VSLAM with relatively high accuracy. Finally, the proposed method is compared with the ORB-SLAM from the relative error and absolute trajectory error, which further verified its effectiveness.
In future studies, we will integrate our key-frame selection method into long-time, high-precision visual SLAM and large-scale SFM, which can greatly reduce data redundancy and improve the operational efficiency.
APPENDIX A
The singular value decomposition (SVD) can be described as follows:
where U and V are orthogonal matrices and is singular value matrices, we assume that = diag (1, 1, 0) . When decomposing the essential matrix E, the correspondence between the rotation matrix R and the translation vector t can be expressed as follows:
where W is the rotation matrix obtained by rotating around a certain coordinate axis. Due to the equivalence of -E and E, there are four possible solutions to the above two sets of corresponding relations. Only when the coordinate points calculated by triangulation are in front of the camera observation, can the correct solution be in line with the actual situation [31] . T is the speed of image motion at the image coordinates. Therefore, the purpose of KLT tracking is to find a translation vector d to minimize the gray residuals in a small area. The residual function is defined as follows:
In the formula, w x and w y set the size of the small area window on the image, usually with a value of 7, 8, 10, 20 pixels. The KLT tracking algorithm has three main steps: building image pyramid, pyramid tracking and iterative process [24] - [29] . The specific process is as follows:
(1) Building image pyramid In this paper, four layers of Gaussian pyramids are built for image I and J respectively. The bottom layer is the original image with the highest resolution, then the resolution is VOLUME 7, 2019 FIGURE 11. Gauss pyramid schematic diagram of two adjacent frames.
reduced by half in turn to the top layer. Assuming that each image size is n x × n y , the number of Gaussian pyramid layer l is: 0, 1, 2, 3, the l − 1 layer and the l layer images are represented as g l−1 and g l , then the l layer image can be obtained by interpolation of neighboring pixels in the l − 1 layer image, as follows:
Let the total displacement of the original image be d, then the displacement of each layer is d l = d 2 l . The Gauss pyramid of two adjacent images are constructed as shown in Figure 11 . 
From formula (18) (19) , we get that: 
Then, residual pixel motion τ k = τ k x τ k y is calculated to minimize the error function ε k (τ ): Calculated by one-step LK optical flow, we get that:
where the spatial gradient matrix G is a constant, and only one image difference δg(x,y) = P(x,y) − Q(x,y) is calculated for each iteration. Once the residual pixel motion τ k is calculated, the new pixel motion estimation value is obtained as follows:
Until τ k is less than a certain threshold or reaches the maximum number of iterations, the iteration is stopped and the optical flow d l =v k is output. According to the point p(x,y) and the optical flow d l on the previous frame image I, the corresponding point p (x,y) in the latter frame image J can be obtained, those are the corresponding matching feature points point.
