We investigate a class of abstract stochastic integrodifferential delay equations dependent upon a family of probability measures in a separable Hilbert space. We establish the existence and uniqueness of a mild solution, along with various continuous dependence estimates and Markov (weak and strong) properties of this solution. This is followed by a convergence result concerning the strong solutions of the Yosida approximations of our equation, from which we deduce the weak convergence of the measures induced by these strong solutions to the measure induced by the mild solution of the primary problem under investigation. Next, we establish the pth moment and almost sure exponential stability of the mild solution. Finally, an analysis of two examples, namely a generalized stochastic heat equation and a Sobolev-type evolution equation, is provided to illustrate the applicability of the general theory.
Introduction
In this paper, we will initiate an investigation of a class of abstract delay integrodifferential stochastic evolution equations of the general form x (t) + Ax(t) = f 1 t,x t ,µ(t) + the probability law of x(t) (i.e., µ(t)(A) = P({ω ∈ Ω : x(t,ω) ∈ A}), for each A ∈ Ꮾ(H)); and φ ∈ L 2 (Ω;C r ) is an Ᏺ 0 -measurable random variable independent of W with almost surely continuous paths. (See Section 2 for notation and spaces.) The second integral in (1.1) is taken in the sense of Itó. A complete discussion of the construction of the Itó integral can be found in [10] .
Stochastic partial functional differential equations with finite delay arise naturally in the mathematical modeling of phenomena in the natural sciences (see [22, 30, 34] ) and have begun to receive a significant amount of attention. Often, a more accurate model of such phenomena can be formulated by allowing the nonlinear perturbations to depend on the probability law of the state process at time t. A prototypical example in the finite-dimensional setting would be an interacting N-particle system in which (1.1) describes the dynamics of the particles x 1 ,...,x N moving in the space H in which the probability measure µ is taken to be the empirical measure µ N (t) = (1/N) N k=1 δ xk (t) , where δ xk(t) denotes the Dirac measure. Researchers have investigated related models concerning diffusion processes in the finite-dimensional case (e.g., see [11, 12, 24] ). The infinitedimensional version of such models in a Hilbert space setting has only recently been examined (see [1, 19] ). The motivation of the present work lies primarily in formulating an extension of the work in [1, 7, 13, 18 ] to a more general class of abstract integrodifferential stochastic evolution equations with finite delay. Since dynamical systems with memory can lead to such random integrodifferential equations (cf. [5, 9, 17, 23] ), the present investigation is warranted.
The following is the outline of the paper. First, we make precise the necessary notation and function spaces, and gather certain preliminary results in Section 2. We then formulate the main results concerning the existence and uniqueness of mild solutions to (1.1), along with their regularity and stochastic properties in Section 3. Next, considering the Yosida approximations of (1.1), two convergence results are established in Section 4, while Section 5 is devoted to a discussion of certain asymptotic behavior results for (1.1). Finally, we conclude the paper with a discussion of two concrete examples (a generalized stochastic heat equation and a Sobolev-type stochastic equation) in Section 6.
Preliminaries
For details of this section, we refer the reader to [4, 6, 10, 14, 25, 26, 29, 34] and the references therein. Throughout this paper, H and K will denote real separable Hilbert spaces with respective norms · and · K . Let (Ω,Ᏺ,P) be a complete probability space equipped with a normal filtration {Ᏺ t } t≥0 (i.e., a right-continuous, increasing family of sub σ-algebras of Ᏺ). For t < 0, Ᏺ t is taken to be Ᏺ 0 . For brevity, we suppress the dependence of all mappings on ω throughout the manuscript. 
and for p ≥ 1, let
2)
It is known that (℘ λ 2 (H),ρ) is a complete metric space. The space of all continuous
is complete when equipped with the metric
Next, let r > 0. We can associate to any continuous, Ᏺ t -adapted, H-valued stochastic process z(t) : Ω → H another C r -valued stochastic process z t : Ω → C r by setting z t (s) = z(t + s), for all t ≥ 0 and −r ≤ s ≤ 0, where we denote by C r ≡ C( [−r,0] ;H) the space of all continuous functions from [−r,0] into H, equipped with the sup norm given by
Subsequently, we can define the space 6) which is a Banach space when equipped with the norm
278 Stochastic delay equations Proposition 1.9 in [16] , and variations thereof (as needed for the delay case), are used throughout the manuscript. We recall it here for convenience.
where
In addition to the familiar Young, Hölder, and Minkowski inequalities, the inequality of the form (
, where a i is a nonnegative constant (i = 1,...,n) and m,n ∈ N, will be used to establish various estimates. Finally, the following integral inequality [25, 
We conclude this section with some comments regarding probability measures. The probability measure P induced by an H-valued random variable X, denoted P X , is defined by
is said to be weakly convergent to P if Ω f dP n → Ω f dP, for every bounded, continuous function f : H → R; in such case, we write P n w → P. Next, a family {P n } is tight if for each ε > 0, there exists a compact set K ε such that P n (K ε ) ≥ 1 − ε, for all n. Prokhorov (see [4] ) established the equivalence of tightness and relative compactness of a family of probability measures. Consequently, the Arzelá-Ascoli theorem can be used to establish tightness. 
Existence, uniqueness, regularity, and Markov properties
We begin by looking at the existence and uniqueness of mild solutions to (1.1). We impose the following conditions on (1.1), which are assumed throughout the manuscript unless otherwise specified: Proof. Let µ ∈ Ꮿ λ 2 be fixed and define the solution map Φ :
To see that Φ is well defined, we first verify the L 2 -continuity of Φ on [0, T]. Let x ∈ X T,2 , 0 < t 1 < T, and |h| be sufficiently small (so that all terms are well defined). Observe that
Since the semigroup property enables us to write
the strong continuity of S(t) implies that the right-hand side of (3.4) goes to 0 as |h| → 0. Next, using the Hölder inequality along with (A2) yields
which clearly goes to 0 as |h| → 0. Also, and subsequently, using
together with the strong continuity of S(t), we can invoke the dominated convergence theorem to conclude that the right-hand side of (3.6) goes to 0 as |h| → 0. Consequently, since E I 2 is dominated by a sum of constant multiples of the right-hand sides of (3.5) and (3.6), we conclude that it goes to 0 as |h| → 0.
Next, an application of the Hölder inequality, together with Itó's formula in conjunction with Lemma 2.2, yields
where L f3 is the constant of Lemma 2.2. Thus, the above reasoning can be used to conclude that the right-hand side of (3.7) goes to 0 as |h| → 0. Similar computations can be used to show that the same is true of E I
For all −r ≤ θ ≤ 0 for which t + θ > 0, standard computations involving the Hölder inequality, (A2)-(A4), and Lemma 2.3 yield the following estimates:
Hence, we conclude that (cf. (3.2))
282 Stochastic delay equations Thus, (3.8) and (3.10) together imply that E (Φx) t 2 Cr < ∞, for all t ∈ [0,T], so that Φ(x) ∈ X T,2 . Since the Ᏺ t -measurability of (Φx)(t) is easily verified, we conclude that Φ is well defined.
Next, we prove that Φ has a unique fixed point. Indeed, for any x, y ∈ X T,2 , (3.2) implies
(3.12)
We proceed in two cases to prove that Φ N is a strict contraction, for some N. First, if T ≤ 1, then T 2 ≤ 1, so that we can continue (3.12) to obtain
) are independent of T. Inductively, it can be shown that for each n ≥ 1, that if α n, j−n+1 is the ( j − n + 1)th term of the quantity (α 1 + α 2 ) n , then 14) and subsequently, after taking the supremum over [0,T],
Clearly, α n, j−n+1 → 0 as n → ∞, for all j ≥ 1, and 2n j=n α n, j−n+1 ≤ 1, for all n ≥ 1, since α 1 + α 2 < 1 by assumption. Since lim j→∞ (T j / j!) = 0, for all T, it follows from [20, Theorem 4, page 74] that z n → 0 as n → ∞. As such, there is an N such that z N < 1, thereby showing that Φ N is a strict contraction (cf. (3.15) ). Regarding the case when T > 1, note that T 2 > T, so that continuing inequality (3.12) yields so that reasoning as above leads to
Thus, we can deduce that there is an N * such that z N * < 1/T 2 , again showing that Φ N * is a strict contraction. Hence, for a given µ ∈ Ꮿ λ 2 and T > 0, Φ has a unique fixed point
2)), we conclude that x µ is a mild solution of (1.1).
To complete the proof, we must show that µ is, in fact, the probability law of x µ . Toward this end, let ᏸ(x µ ) = {ᏸ(x µ (t)) : t ∈ [−r,T]} represent the probability law of x µ and define the map Ψ : 2 and φ ∈ L 2 (Ω;C r ). Now, to verify the continuity of the map t → ᏸ(x µ (t)), first let −r ≤ c ≤ 0 and take |h| > 0 small enough to ensure that −r ≤ c + h ≤ 0. For all such c,
by assumption. Next, for 0 ≤ c ≤ T, observe that for sufficiently small |h| > 0,
An argument similar to the one used to verify the continuity of Φ (cf. (3.7)) can be used to then deduce from (3.19) that
Consequently, since for all c ∈ [−r,T] and ϕ ∈ Ꮿ λ 2 , it is the case that
and so, we can conclude that
for any c ∈ [−r,T]. Hence, t → ᏸ(x µ (t)) is a continuous map, so that ᏸ(x µ ) ∈ Ꮿ λ 2 . This shows the well-definedness of Ψ.
Finally, we show that Ψ has a unique fixed point in Ꮿ λ 2 . Let µ,ν ∈ Ꮿ λ 2 and let x µ , x ν be the corresponding mild solutions of (1.1). Standard computations yield (3.23) where
(3.24)
Hence, applying Lemma 2.3 and then taking the supremum over [0, T] yields 25) where
. We can choose T small enough so that σ T < 1; denote such a T by T 0 . Then, since
we have 
Next, we establish the continuous dependence of mild solutions of (1.1) on the initial data and the boundedness of the pth moments. Specifically, we have the following. 
30)
where M * (t) = [1 + exp(t) · (1 + β 2 t exp((β 2 + β 3 )t))] and x φ and x ψ , respectively, denote the corresponding mild solutions of (1.1). In particular, We now comment on the Markov and strongly Markov properties of the solutions of (3.28). Precisely, in view of Theorem 3.2 and Proposition 3.4, arguments as in [10, pages 248-255] can be used to show the following.
Proposition 3.5. Under the assumptions of Theorem 3.2 and Proposition 3.4 the mild solutions of (3.28) are Markov and strongly Markov.

Convergence results
For each n ≥ 1, consider the Yosida approximation of (1.1) given by x n (t) + Ax n (t) = nR(n;A) f 1 t, x n t ,µ n (t)
where µ n (t) is the probability law of x n (t) and R(n;A) = (I − nA) −1 is the resolvent operator of A. Assuming that (A1)-(A4) hold, one can invoke Theorem 3.2 to deduce that (4.1) has a unique mild solution x n ∈ X T,2 with probability law µ n ∈ Ꮿ λ 2 . Further, since x n (t) ∈ D(A), for all t ∈ [−r,T] (see [10, 26] ), it is not difficult to argue that x n is, in fact, a strong solution of (4.1) in the sense of the following definition. x n (t) = nR(n;A)φ(0)
Moreover, since a strong solution is also a mild solution, x n can be represented using the variation of parameters formula (cf. Definition 3.1(iii)). The following convergence result holds.
Theorem 4.2. Let x denote the unique mild solution of (1.1) as guaranteed by Theorem 3.2. Then, the sequence of strong solutions of (4.1) converges to x in X T,2 as n → ∞.
Proof. Observe that
Standard computations lead to
Further, the triangle inequality and (A2), together, imply
2 f1
(4.5)
The boundedness of f 1 (s,x s ,µ(s)) 2 independent of n (which follows from (A2) and Proposition 3.4), together with the strong convergence of nR(n;A) − I to 0, enable us to infer that the right-hand side of (4.5) goes to 0 as n → ∞. Similar computations lead to
2 f2
The dominated convergence theorem, together with (A3) and (A4) and the strong convergence of nR(n;A) − I to 0, enables us to conclude that the first integrals on the right-hand sides of both (4.6) and (4.7) go to 0 as n → ∞. Hence, using (4.4), (4.6), and (4.7), together with subsequent estimates in the spirit of (4.5) in (4.3), followed by taking the supremum over −r ≤ θ ≤ 0 and subsequently taking expectations, gives rise to an inequality of the form
Cr ds Since the right-hand side of (4.9) goes to 0 as n → ∞, the conclusion of the theorem now follows.
The following corollary is needed to establish the weak convergence of probability measures (cf. Theorem 4.6).
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Corollary 4.3. The sequence of probability laws µ n corresponding to the mild solution x n of (4.1) converges in Ꮿ λ 2 to the probability law µ corresponding to the mild solution of (1.1) as n → ∞.
Proof. This follows from the fact that
for all 0 ≤ t ≤ T.
Remark 4.4.
We observe for later purposes that Corollary 4.3 implies that
In view of Theorem 4.2 and Corollary 4.3, the following continuity-type result can be established as in [1] . The details are omitted.
(ii) there exists a positive continuous function l(t) such that
We now consider the weak convergence of the probability measures induced by the mild solutions of (4.1). Let P x denote the probability measure generated by the mild solution x of (1.1) and P xn the probability measure generated by x n as in (4.1). Also, let φ ∈ L 4 (Ω,C r ) be an Ᏺ 0 -measurable random variable independent of W with almost surely continuous sample paths. Assuming (A1)-(A4), we have the following. Proof. We will show that {P xn } ∞ n=1 is relatively compact by using Arzelá-Ascoli. Throughout the proof, C i will denote a suitable positive constant.
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First, we show that {x n } is uniformly bounded in X T,2 , that is, sup n∈N sup 0≤t≤T E (x n ) t 2 Cr < ∞. The mild solution x n is given by the variation of parameters formula 
since nR(n;A) is contractive for all n. Now, let −r ≤ θ ≤ 0 be such that 0 ≤ t + θ ≤ T. We consider each of the four terms on the right-hand side of (4.16) separately. First
Using routine arguments, taking into account (A2) and Remark 4.4, leads to
In a similar manner, we obtain
Cr dτ ds , (4.20) and using Lemma 2.2,
Cr dτ ds . Cr dτ ds (4.22) which, by using Lemma 2.3, shows the uniform boundedness of {x n } in X T,2 . Next, we show equicontinuity. We will show that for every n ∈ N and −r ≤ s ≤ t ≤ T,
(Ω,C r ) and nR(n;A) is contractive, for all n. Now consider
(4.24)
Also,
(4.25)
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Finally, 27) and hence, as in previous computations, the expression in (4.27) is bounded above by C 9 (t − s) 4 independent of n. Thus, combining the above estimates coming from (4.24)-(4.27), the equicontinuity follows. Therefore, the family {P xn } ∞ n=1 is relatively compact by Arzelá-Ascoli, and therefore tight (cf. Section 2). Hence, by Proposition 2.5, the finite-dimensional joint distributions of P xn converge weakly to that of P x and so, by Theorem 2.6, P xn w → P x , as n → ∞.
Asymptotic stability
We now consider (1.1) on [0,∞) rather than on a finite interval, and denote a global mild solution of (1.1) corresponding to φ ∈ L p (Ω;C r ) by x(t;φ), if one should exist. We formulate results regarding the pth-moment exponential stability and almost sure exponential stability of such solutions in the following sense (see [30, 31] Throughout this section, we will assume that f i (i = 1,2,3), now defined on [0,∞) × C r × ℘ λ 2 (H), satisfy the growth conditions in (A2)-(A4) globally on their respective domains, and that the kernels K 1 (t,s) and K 2 (t,s) are defined for 0 ≤ s ≤ t < ∞ and are globally bounded. In addition, assume that (A5) S(t) ≤ M exp(−αt), for all t ≥ 0, for some constants M ≥ 1 and α > 0.
Examples
Example 6.1. Let Ᏸ be a bounded domain in R N with smooth boundary ∂Ᏸ. Consider the following initial-boundary value problem:
where 
z 1 ,z 2 ∈ R, and some M g > 0. (A13) ξ is an Ᏺ 0 -measurable random variable independent of β with almost surely continuous paths.
We have the following theorem.
) with probability law {µ(t, ·) : 0≤t≤T}.
Proof. Let H = L 2 (Ᏸ) and K = R N , denote ∂x/∂t by x (t), and define the operator A by
It is known that A generates a strongly continuous semigroup {S(t)} on L 2 (Ᏸ) (see [26] ). Define the maps f 1 :
3)
where C r = C r ([−r,0];L 2 (Ᏸ)). Further, identifying K 1 (t,s) with a(t,s) and taking f 2 = K 1 = 0, we observe that (6.1) can be written in the abstract form (1.1). From above, (A1) and (A4) are satisfied. We show that f 1 and f 3 as in (6.3) and (6.4) satisfy (A2) and (A3). To this end, observe that from (A9)(i), we obtain
302 Stochastic delay equations (Here, m denotes Lebesgue measure in R N .) Also, from (A9)(ii), we get is a bounded linear operator on L 2 (0,π) which generates a strongly continuous semigroup {T(t)} on L 2 (0,π) satisfying (A1) with M T = α = 1 (see [26] 2 (0,π)) ). Consequently, x = B −1 v is the corresponding mild solution of (6.14) and hence, of (6.11).
