The aim of the present work is to define a calibration framework to estimate the relative orientation between a camera and an inertial orientation sensor AHRS (Attitude Heading Reference System). Many applications in computer vision and in mixed reality frequently work in cooperation with such class of inertial sensors, in order to increase the accuracy and the reliability of their results. In this context the heterogeneous measurements must be represented in a unique common reference frame (rf.) in order to carry out a joint processing. The basic framework is given by the estimation of the vertical direction, defined by a 3D vector expressed in the camera rf. as well as in the AHRS rf. In this paper a new approach has been adopted to retrieve such direction by using different geometrical entities which may be inferred from the analysis of single axis motion projective geometry. Their performances have been evaluated on simulated data as well as on real data.
INTRODUCTION
Vision based applications are becoming a standard in many industrial fields due to the large availability of low cost hardware and the rapidly increasing computational power of computer processors. Cameras are often used in cooperation with other sensors in order improve the detection capabilities and the reliability of information extracted from images. One class of devices frequently integrated within vision systems, is given by the position and orientation sensors. As matter of fact the group INS/GPS/Vision has become a standard in vision assisted navigation systems for land and aerial vehicles (Templeton et al., 2007; Jang and Liccardo, 2007; Kim and Sukkarieh, 2004; Merino and al, 2006) . In order to integrate inertial sensors and cameras within a unique system, engineers usually count on the accuracy of the manual alignment between sensors. Therefore the geometrical information extracted from camera are assumed to be valid also in the AHRS rf. and vice versa. This means that the transformation between mapping 3D vectors from the AHRS rf. onto the camera rf. is assumed equal to the identity matrix. However in some cases this approach can be very limiting: in mixed reality application for example the overlay of graphics layers on the actual video, requires high accuray. In literature there are very few works addressing such calibration problem. In (Catala et al., 2006 ) the alignment between vehicle and an onboard camera has been tackled in an uncalibrated framework using reference lines detected from the road infrastructure. In Lobo and Dias, 2004) , which are specific works on this topics, the authors use vertical directions measured from differently located camera to estimate the relative orientation between the AHRS and the camera. This approach requires the localization of the vanishing points corresponding to vertical lines in 3D space, which turned out to be a numerically unstable task. In this paper we propose a similar approach where the vertical direction is inferred from different geometrical entities: the planar homography induced by a calibration object and the ellipses projected from horizontal circles drawn in space by rotating objects. Within this framework we have designed two techniques which make use of an a-priori known object and unknown object respectively, undergoing single axis rotation motion under the action of gravity. tion, which means that the internal camera parameters are assumed known. Therefore in the sequel, any vector in the camera rf. will be identified by its normalized metric coordinates.
The set of sensors within the AHRS provides the parameters of the 3D rotation representing its orientation with respect to the local East-North-Up (ENU) rf. In aeronautical notation 3D rotations are usually parameterized using the YXZ Euler-angles representation, which factorizes the attitude rotation as a sequence of three rotations about the coordinate axis:
(γ, β, α) are denoted as Heading, Pitch and Roll respectively (Fig.1 ). Let us assume we are given a camera rigidly attached to an AHRS, so that we can express the camera attitude as a composition of a two rotations:
Our objective is to estimate R AHRS→Cam , which represents the unknown in the previous relation. Such a rotation could be easily estimated from a set of N pairs of corresponding vectors
.N , where any pair represents the same direction in 3D space, expressed as vector in the AHRS and in the camera rf. respectively. Once the set V is known, the rotation R AHRS→Cam is simply given by the solution to the minimization problem:
This is a classical problem of rotation fitting, widely studied in literature, which can be solved using several different methods. In this work we used the approach based on the Singular Value Decomposition (SVD), described in (Kanatani, 1994) . What is needed is a procedure to build the set V, identifying those 3D directions which may be estimated in a reliable way both in the camera and the AHRS rf. The solution proposed in Alves et al., 2003; Lobo and Dias, 2007) and revisited in this paper, involves the exploitation of the vertical direction, denoted for clarity by the vector UP ENU = [0, 0, 1] T . In the original paper the authors used the projection of scene vertical lines, retrieved from a calibration checkerboard placed vertically. We notice that this approach may result in a poor estimation due to the numerical instability of vanishing points measurement and to the difficulty to reach a high accuracy in the positioning of the calibration object. Instead, we observe that the vertical direction can be represented by any object hanging by a thread, only undergoing action of gravity. Therefore, as an alternative solution we propose to use different geometrical entities inferred from the projective geometry of single axis motions, which can be robustly estimated from the tracks left on the image plane during the object revolution motion.
The full procedure is performed into two main steps. In the first one we build the set V by iterating a basic processing unit which is performed with fixed acquisition system and rotating calibration object. Any iteration is performed with different orientation of the acquisition system and provides a pair of corresponding vectors (UP Cam , UP AHRS ). The vector UP Cam is computed from the different geometrical entities inferred by the assumption of single axis motion (two different technique will be presented), while UP AHRS is trivially given by the third column of the AHRS orientation matrix R ENU→AHRS , directly computed from the attitude angles Heading, Pitch and Roll. The second step is the SVD-based estimation of the rotation best describing the transformation between the vectors sets. It is worth to underline that the pose of the camera-AHRS system is not changed during one iteration of the calibration procedure, then the orientation measurement provided by the AHRS is constant up to an additive noise, assumed approximately white zero mean Gaussian. Under this assumption the Maximum Likelihood estimation of R ENU→AHRS is simply obtained by averaging the set of the collected orientation matrices. The averaging operation over the group SO(3) is perfomed by means of the QR decomposition, as described in (Moakher, 2002) . The two frames on the left show the rotation of the calibration planar object about the vertical direction, used as basic calibration step. The plot on the right shows an example of vertical direction estimation in camera reference frame, using the horizontal plane spanned by the vector Z Cam , normal to the calibration object, during one single-axis motion. In blue is drawn the vector UP Cam estimated by linear regression.
CALIBRATION FROM PLANAR HOMOGRAPHY
The first proposed technique uses as calibration tool a planar checkerboard hung down a fixed point through a thread. The object undergoes a rotation around the vertical axis by applying a small twisting to the thread (Fig. 2) . It is well know that the perspective projection of a 3D plane Π onto an image, is described by a homography. If we introduce a rf. Ob j, aligned to Π with the Z-axis parallel to the plane normal, then the equation of Π is given by Z = 0 and the homography from the plane Π to the image plane factorizes as:
where r 1 and r 2 are the first two columns of the matrix R Ob j→Cam which describes the relative orientation between the camera and the rf. Ob j, T Cam is the translation vector expressed in the camera rf. (Zhang, 2000) . Under the camera rigid motion, the Z-axis (normal to Π) transforms as:
where [·] × is the skew symmetric matrix equivalent to the cross product operation. Therefore from the planar homography (3) one can easily determine the vector Z Cam . Since the planar object undergoes rotation motion around the vertical axis, we can gather that during such a motion the vector Z Cam spans the horizontal plane. Therefore the sequence of homographies {H
Ob j→Cam i
} i=1...M computed during the object rotation, will provides by factorization the set of vectors lying on the horizontal plane
where M is the number of images collected during the object revolution. Then the vertical direction UP Cam , assumed fixed during the object motion, is estimated by linear fitting as the solution to the minimization problem ( Fig. 2) :
CALIBRATION FROM CIRCULAR POINTS
In the previous section we proposed a technique to estimate the vector UP Cam from a sequence of planar homographies, obtained during the rotation of a known planar calibration object. We now present a slightly more uncalibrated approach which does not require any a-priori known planar object, but keeps only the assumption of single axis motion around the vertical axis. Let's define a virtual rf. Ob j, aligned with the Z axis parallel to the vertical direction and the X − Y axis spanning the horizontal plane Π. On the projective plane Π the line at infinity l 
By substituting the structure of the planar homography (3) in the relation H Ob j→Cam T H Ob j→Cam −T = I 3×3 , one can deduce that then the third column of H Ob j→Cam −T must be the orthogonal to both r 1 and r 2 . We can then parameterize the line-projectivity as:
Figure 3: Simple 1D calibration tool. Notice that in principle any object with unknown geometry could be used, since the technique relies only on feature tracks. On the right are shown the three ellipses fitted from the tracked features.
for some a, b ∈ R 3 which can be left undetermined for our purposes. By substituting (7) in the equation (6) we obtain: l
Notice that r 3 is the representation of the vertical direction in the camera rf., therefore the identification in the image plane of the vanishing line l Cam ∞ corresponding to the 3D horizontal plane, directly gives the metric measure of the vector UP Cam . We will estimate the homogeneous vector representing the line l Cam ∞ , by searching the images of the Circular Points.
Let P ∈ R 3 be a 3D point undergoing circular motion around the vertical axis: necessarily P will describe a circular trajectory laying on a horizontal plane. To this curve belong two complex points, denoted as Circular Points (CPs) due to the fact that they also lie on any circle in the projective plane (Hartley and Zisserman, 2004) . The CPs are expressed in 2D homogeneous coordinates by J
, where the notation (·) * means complex conjugate. By direct inspection of the circular points coordinates, one can easily see that they also belong to the line at infinity identified by the intersection of Π with the plane at infinity. In 3D projective space they actually represent the intersections of any circle lying on any plane parallel to Π with the plane at infinity. This property holds under any arbitrary projective transformation and therefore the images of all the 3D circles lying in the 3D space in some plane parallel to Π, will have a common pair of complex points, given by the images of the circular points, J Cam 0 and J Cam 1 . As in 3D space, they also belong to the vanishing line l Cam ∞ (our objective), which therefore can be estimated as:
. (9) As we pointed out the circular points lie on all circles in the projective plane, therefore their images
, can be estimated as the intersection of the images of at least three horizontal circles. In our calibration framework these curves are actually ellipses, since we assumed that the 3D circles virtually drawn in the space by the rotating object, are fully contained in the camera semi space z > 0, i.e. they are not (even partially) behind the camera. As stated by the Bezout Theorem any two ellipses in the 2D projective space have four intersection points. Given that the two ellipses are the projection of concentric circles lying on parallel planes in 3D, we can infer that at least two of them are complex conjugate and represent the images of the circular points. An indeterminacy raise when two ellipses do not intersect on real points but on two pairs of complex conjugate points. In this case it not possible to discriminate between the two pairs in order to choose the points J . Such an indeterminacy can be removed simply searching for the common points among three (instead of just two) ellipses in the image plane. This is the reason why we claimed that the images of three parallel circles are actually needed.
A simple tool like the one shown in Fig. 3 is an example of an object which can be used in the calibration procedure to draw horizontal circles in 3D space, in substitution of the planar checkerboard used in the previous section. Notice this is just a possible solution, appealing because the white dots on the rod can be easily tracked in the video sequence, but in principle any unknown object could be used, since the technique is based on conic fitting from any feature track. Once the three conics are estimated the intersection points are pair-wise computed. We expect that a pair of complex conjugate points appear in both the two 
RESULTS
A wide series of tests has been carried out on simulated data in order to evaluate the performance of the algorithms described in section 3 and 4, compared with the technique based on vanishing points (Alves et al., 2003) . In each test the synthetic camera orientation is slightly modified by an additional rotation randomly selected in the neighbourhood of the identity matrix and the image points are corrupted by additive Gaussian noise: the basic block of tests collects five hundreds of these trials. Twenty test-blocks have been carried out with increasing variance of the additive Gaussian noise. This complete sequence has been repeated for four different camera locations, in order to evaluate the capability of algorithms to cope with viewing slant with respect to the calibration object. The estimation error has been defined in terms of angular distance between the real vertical direction, UP Cam and the estimated one, UP Cam :
The results from the three evaluated techniques are presented in Fig.4 . In order to provide a fair comparison the three techniques have been tested in their linear form. The final calibration module implements the technique presenting the best performance as initialization for a non linear refinement step, based on the LevenbergMarquardt iterative algorithm to minimize the corresponding geometric error.
It is evident that the approach based on planar homography guarantees the best performance and therefore has been selected for calibrating real sensors. The employed system is composed by a low cost inertial sensor rigidly attached to a (768 X 576) analog camera (Fig.4.c) . The quality of the estimated relative orientation between the camera and inertial sensors (Fig.5) , is evaluated by computing the mean value of the reprojection error between the two sets of estimated vectors (0.6422 • ) and its variance (0.2217).
CONCLUSIONS
A framework to estimate the relative orientation between an inertial sensor and a camera by using the , obtained by using the estimated rotation, with the indication of the angular error expressed in degrees. The last two rows present an application of the technique for video stabilization: the first three images are raw frames selected from a video sequence, the last row presents the same frames stabilized in Pitch and Roll. projective geometry of revolution motions about the vertical axis, has been presented. The main contribution of this work is provided by the exploitation of conics and planar homographies for the estimation of the vertical direction in the camera rf., which playes a central role for the camera attitude estimation. The choice of these geometrical entities is supported by the stability of the numerical fitting algorithms, which can cope with severe slant between the camera and the calibration structure. In the paper we have been presented results on simulated as well as real data, which showed that among the three compared approaches, the planar homography is the geometrical entity best fitting this sort of problems.
