groups (which in typical cases are related to Kac-Moody Lie groups, or loop groups) carry a natural Poisson structure which is uniquely defined by the specific type of the Riemann-Hilbert problem entering the definition of dressing transformations. (A connection between Poisson structures and Riemann problems is central in the so called r-matrix formalism, see [7] .) This Poisson structure has an important property explicitly stated for the first time in [8] . (Although taking its origin in earlier papers, cf. [7] , [10] .) Definition [8] .
A Lie group G is called a Poisson Lie group* } if a Poisson bracket is fixed on G such that multiplication G X G^>G is a Poisson mapping, the space GxG being equipped with the product Poisson structure,

Let M be a Poisson manifold. An action G X M->M is called Poisson action if it is a Poisson mapping, the space GxM being equipped with the product Poisson structure.
We refer the reader to [9] for the definition and standard properties of Poisson manifolds. In the sequel we shall make an extensive use of various concepts from this paper.
Clearly, a Poisson action whenever non-trivial does not preserve Poisson brackets on M (cf. formulae (15), (22) below). However, the resulting category is quite rich in geometric structures (e. g. for Poisson G-spaces there are analogs of the Hamiltonian reduction technique, cf. n°3 below).
Our main result may be now stated as follows.
Dressing transformation groups define a Poisson group action.
In order to put it more precily, we must have a closer look at the definition of dressing transformations. Usually they are regarded as acting not on the phase space B itself whose points are represented by Lax operators, but rather on the fiber bundle P over B consisting of wave function. Ordinary definition used in [1] , [3] , [4] does not lead to an action on B since dressing transformations do not preserve the normalization of wave functions (cf. formula (45) below). However, there is a clever way around this obstacle: one can combine dressing and gauge transformations in a natural way so as to get a group action on the phase space itself. This use of gauge freedom is in *) I prefer this term to the one originally used in [8] which was 'Hamilton Lie groups '. fact crucial since it changes the composition law of dressing transformations. With the group action on the phase space at hand, a question on its Poisson properties may be correctly posed and solved. In passing we discover a new Poisson structure which is in a sence dual to the one studied in [7] , [8] .
It is precisely this new Poisson structure that is relevant for the Poisson properties of dressing transformations. It also plays an important role in the description of Lax equations (as explained in sections 3-5 below). For technical reasons we shall mainly deal with the difference Lax equations. The results for the continuous case are analogous and are stated at the end of Section 6.
Our result has a clear bearing on the quantization problem. Namely, it indicates that the dressing transformation group itself should be quantized, its matrix elements becoming g-numbers rather than ordinary c-numbers.
An appropriate algebraic notion of a "quantum group" was recently proposed by V. Drinfel'd. I hope to consider these questions more closely in a separate publication.
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The technical background for our study in provided by the rmatrix formalism as developed in [7] , [8] . We begin with a brief review of the relevant facts. An operator R satisfying the conditions above is called a classical r-matrix. We refer the reader to [7] for a discussion of how the present definition links with tensor formalism used in [10] ,
Then ( Note. Our proof followed the general pattern indicated in [8] .
In particular, if (Q,R) is a Baxter Lie algebra and (b, ^b)its square, we get the structure of a Poisson Lie group for both G and D = GxG, We shall refer to the Poisson structure on G ( -RiR^ as the Sklyanin bracket, Let us recall now the basic definition of [8] .
Suppose H is a Poisson Lie group, § its Lie algebra, I)* its dual. For fy^GEl}* choose p,0eC co ( We shall say that ( §> §*) is a Lie bialgebra if there is a Lie bracket on §* satisfying condition (ii) above and refer to (I), §*) as the tangent Lie bialgebra of //.
Example, Let (g,R) be a Baxter Lie algebra. The Lie bracket on g* defined by the Sklyanin bracket on G coincides with (2) under the natural identification g* -g induced by the inner product on g. Thus (g, g R ) is an example of a Lie bialgebra.
Theorem 4. [8]. The structure of a Poisson Lie group is defined uniquely by its tangent Lie bialgebra.
As a corollary we can state the following result,, 
Proposition 2. Let G be a Poisson Lie group. Its subgroup H is a Poisson Lie subgroup if and only if l^-cg* is an ideal. In that case the tangent Lie bialgebra of H is
This is again a direct corollary of Theorem 4 0
We shall give a more direct description of the Poisson structure on G R in the next section. §3«, Classical r-Matrices and Lax Equations
We shall now indicate how the r-matrix formalism is used to produce Lax equations on Lie groups. We start with the most simple theorem of this kind.
Let G be a Lie group, g its Lie algebra, R^ End g. Suppose (Q,R) is a Baxter Lie algebra. We equip G with the Sklyanin bracket defined by R. Let /(G) be the space of central functions on G= Denote by 1 L , p L the differentials of left and right translations by an element Note. The reduction technique (cf. [9] ) is usually applied to Hamiltonian group actions only.
Theorem 5. (i) Functions <p^I(G) commute with each other with respect to the Sklyanin bracket on G. (ii) The equation of motion defined by a Hamiltonian <pe/(G) with respect to the Sklyanin bracket is given by
For such actions the space of invariants is obviously a Lie subalgebra in C°°. However, the converse is not true, and the reduction technique can be easily extended to a more general setting. The necessary tools are provided by the notion of dual Poisson mappings explained in [9] (and going back to Lie). In the present context this technique was first applied by V. Drinfel'd to describe symplectic leaves of Poisson Lie groups (cf. theorem 7 below). Further applications were found by the author.
It is frequently useful to realize Poisson structures as quotients of a symplectic structure. An important tool for that is provided by squaring the group G. As a corollary we get the following theorem, again due to DrinfePd.
Theorem 7. Symplectic leaves of the Sklyanin bracket coincide with projections of double cosets G R xG R /G R .
We shall give a more explicit description of these symplectic leaves in Section 6.
We now turn to the proof of Theorem 5. 9 (n(x,y)) and X' is time independent. Now (25) follows immediately.
Proposition 12. Let n: D->G: (x,yy*-*xy~l be the standard projection, Ei/(G) 5 h 9 =(p°K. The integral curves of the Hamiltonian h 9 on D (R <R
Consider the action G R xD->D defined by (26) h:(x,j>)»(h +X h-\ h + yh~1}.
Notice that the subgroup (G,e)dD is a cross section of (26). Hence we get a canonical projection p:D-*G: (*,jO ^y^xy^ y=y*y-\ whose fibers coincide with G^-orbits in D.
Proposition 13. (i) Invariants of (26) form a Lie subalgebra in G°°(Z)). (ii) The quotient space is canonically isomorphic to G(-RR^,
We shall give the proof of a more general statement (Theorem 9 below) in the Appendix.
To finish the proof of Theorem 5 we observe that for <p^/(G) the Hamiltonian h^ -cpon is invariant with respect to (26). The integral curves (25) proiect down to G to give (21). Moreover, the reduced Hamiltonian is <p since h 9 =(p°p e § 4o Twisted Poisson Structures on the Square of G the Genera! Reduction Theorem
Integrable systems on a lattice give rize to generalized Lax equations of the form (27) -
~, at
Equations of this kind are covered by the general reduction theorem which we shall state in this section,, Applications to integrable systems on a lattice will be considered in Section 5 8 We keep to the notation of previous sections, Let T be an automorphism of the Baxter Lie algebra (g, R) i. e. an orthogonal operator reAut Q which commutes with R. It gives rize to an automorphism of G which we shall denote by g^Tg, Define twisted conjugation GXG-+G by
Let r /(G) be the space of smooth functions invariant with respect to twisted conjugations,,
Theorem 80 (i) Functions <p&I(G) are in involution with respect to the Sklyanin bracket on G, (ii) Equations of motion defined by Hamiltonians <p&I(G~) are of the form (27) with B = ±-R(P 9 ) 9 A=r(B}, (iii) Let g^ (f) 3 g-(0 be the solutions to the factorization problem (6) with the left hand side given by (29)
£(0=exp*F,(Lo).
The integral curves of equation (27) defined by <p&I(G) are given by
The proof of (30) follows the same lines as in Theorem 5 0 However, we shall now twist the Poisson structure on D. Extend T to b = g©g by the formula Proof. To get the symplectic leaves it suffices to compute n(K~l(x}). Clearly,
Corollary. Casimir functions of the quotient Poisson structure on G are invariants of twisted conjugations (28).
We leave it to the reader to write down an explicit formula for the quotient Poisson structure on G.
Proposition 16. Let <p^I(G), h 9 -=(p°-K.
Integral curves of the Hamiltonian h 9 We shall give the proof in the Appendix. The first assertion is proved using Theorem 6. The calculation of the quotient Poisson structure is straightforward and includes some remarkable cancellations. This suggests that there should exist a more geometrical proof, but I did not found one as yet.
Note that the subgroup (G, 0)cZ) is again a cross section of (35).
The canonical projection p: D-+G is now given by (36) p: (x,y) ^^y^xy-, y=y+y~\
Again h (p =<p°p, so (30) follows directly from (34), (36). §5» Difference Lax Equations An important application of Theorem 8 is described as follows. Given a Baxter Lie algebra (g, R) and a corresponding Poisson Lie Clearly, the twisted coniugation L^>gUg~l coincides with the gauge transformation for the linear system (39) induced by the right translation (f) m^$m g7n in its solution space. Obviously, the operator (40) is orthogonal and commutes with R. So we can apply Theorem 8 to our particular situation.
The gauge transformations orbits in G can be easily classified.
Theorem 10 ("Floquet"). (i) Two elements L.L'^G lie on the same gauge orbit in G if and only if their monodromy matrices T(L), T(L'} are conjugate in G. (ii) The algebra T I(G) is generated by the functions
As a corollary of Theorem 8 we get
Theorem 11, (i) Functions h 99 ^?€E/(G), are in involution with respect to the Sklyanin bracket on G* (ii) The Hamiltonian equation of motion with the Hamiltonian h 9 is given by
be the solution to the factorization problem (6) with the left hand side given by
The integral curve of (41) with the origin at L° = (L\, . . . , Zw) is given by
(For simplicity we assumed in (41) that G is a matrix group 0 The generalization is of course straightforward) . § 60 Dressing Transformations
We now turn to the definition of dressing transformations on the group G, Consider again the linear difference system (39). Let (fi k be its solution given by (38) i. e. satisfying the normalization condition <pi=l, (Note that arbitrary solutions of (39) may be obtained from (38) by a left translation 9^.^-»A<^? /z£=G) 0 The dressing action GxG R ->G is defined by
where a: G R -^G : g^-*g+g-1 is the canonical embeddingo
Theorem 12. (i) Formula (43) defines a right Poisson action of G R on G. (ii) This action preserves symplectic leaves in G.
The proof will require some preparations 0 Let us notice first of all that in terms of the wave functions <J) n (i. e. solutions of (39)) (43) takes the form Note that the action (44) preserves the normalization condition ^i=l.
We shall see readily that the normalization factor g+ l in (44) 
It is worth pointing out that the standard definition (45) corresponds to the action of the subgroup (G, e) dD on D/G R . We have preferred the definition (44) for two main reasons: first, (G, 0) CZ) is not a Poisson subgroup. Second, the action (45) does not preserve normalization of the wave functions and so does not lead to an action on the phase space. On the contrary, the Poisson properties of (44), (46) are quite nice. It goes without saying that all formulae of [1] , [3] , [4] relating dressing transformations to quantum field theory remain valid for the action (44) as well. We shall now analyze the Poisson properties of the dressing action (43). Formula (44) is somewhat easier to deal with. However, first the Poisson structure on the space of solutions of difference system (39) should be studied.
Denote by V the space of solutions to system (39) for arbitrary satisfying the normalization condition <fii(L)=l, We fix the Poisson structure on V by demanding that be a Poisson mapping. Clearly, <p is a Poisson isomorphism.
We shall need an explicit formula for the Poisson structure on V, It suffices to compute the Poisson brackets of "cylindrical" function on V depending on the value of <p at one particular site n each. We shall denote such functions <p n (<fi) =^»(^« The proof is standard; we shall give it in the Appendix.
We have seen already that squaring the group G is crucial for the study of Poisson structures on G itself. So a natural way to study the Poisson bracket (48) The proof is again based on a straightforward computation. We give it in the Appendix.
We are able now to finish the proof of Theorem 12. Just observe that diagonal action G R xW->W projects down to the dressing action (44) on V (this is basically the contents of Proposition 17). Since DX W/G\->W/G\ is a Poisson action and G R dD is a Poisson subgroup, our main assertion follows.
We conclude our paper with a few remarks on the continuous case. The definition of dressing transformations in the continuous case is given as follows. Let & =C°°(Ii°,Q) be the current algebra associated with a Baxter Lie algebra (Q,R). We extend R to ^ by RX(x) =R(X(x)) and define scalar product on ^ in the ordinary way The Poisson structure on <& R is the ordinary Lle-Poisson bracket The right hand side of (A. 6) is a total difference ; after cancellations we get (48). 
