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ON THE MAXIMAL CROSS NUMBER OF UNIQUE FACTORIZATION
INDEXED MULTISETS
DANIEL KRIZ
MATHEMATICS DEPARTMENT, PRINCETON UNIVERSITY
Abstract. In this paper, we study a conjecture of Gao and Wang concerning a proposed
formula K∗
1
(G) for the maximal cross number K1(G) taken over all unique factorization
indexed multisets over a given finite abelian group G. As a corollary of our first main result,
we verify the conjecture for abelian groups of the form Cpm ⊕ Cp, Cpm ⊕ Cq, Cpm ⊕ C
2
q
,
Cpm ⊕Cnr where p, q are distinct primes and r ∈ {2, 3}. In our second main result we verify
that K1(G) = K
∗
1
(G) for groups of the form Cr ⊕ Cpm ⊕ Cp, Crpmq and Cr ⊕ Cp ⊕ C2q for
r ∈ {2, 3} given some restrictions on p and q. We also study general techniques for computing
and bounding K1(G), and derive an asymptotic result which shows that K1(G) becomes
arbitrarily close to K∗
1
(G) as the smallest prime dividing |G| goes to infinity, given certain
conditions on the structure of G. We also derive some necessary properties of the structure
of unique factorization indexed multisets which would hypothetically violate k(S) ≤ K∗
1
(G).
1. Introduction and Preliminaries
Throughout let (G,+) be a finite abelian group (written additively). Let S = {g1, . . . , gℓ},
ℓ ∈ N, be a finite indexed multiset of elements of G. In [7], Gao and Wang consider sequences
rather than indexed multisets. However, the notion of indexed multisets seems more natural
in the context of our discussion, as giving an ordering on the elements of our set is unnecessary
and we only need the indexing to distinguish between copies of the same element. To any
subset I ⊆ [ℓ], we associate a submultiset S(I) := {gi ∈ S : i ∈ I} ⊆ S. Let
σ(S) :=
∑
g∈S
g
denote the sum of the elements of S (with multiplicity). By convention σ(∅) = 0. We call
S zero-sum if σ(S) = 0, we call S minimal zero-sum if σ(S) = 0 and for any ∅ ( S ′ ( S
we have σ(S ′) 6= 0 and we call S zero-sum free if for any ∅ ( S ′ ⊆ S we have σ(S ′) 6= 0.
For any indexed multiset S over G, let |S| denote the number of elements of S counted with
multiplicity.
Now for any indexed multiset S = {g1, . . . , gℓ} over G \ {0} (i.e., with elements contained
in G \ {0}), an irreducible factorization of S is a decomposition of the indexing set [ℓ]
[ℓ] =
m⊔
i=1
Ii
where S(Ii) is minimal zero-sum for each 1 ≤ i ≤ m. We often refer to the S(Ii) as irreducible
factors of the irreducible factorization
⊔m
i=1 Ii. We consider two irreducible factorizations⊔m
i=1 Ii and
⊔n
j=1 Jj equivalent if and only if m = n and {I1, . . . , Im} = {J1, . . . , Jn}. A
zero-sum indexed multiset S over G \ {0} with precisely one equivalence class of irreducible
1
factorizations is called a unique factorization indexed multiset (which we will henceforth
denote by “UFIM” for brevity).
The above notions have interpretations in algebraic number theory, see [1].
For an element g ∈ G, let ord(g) denote its order in G, i.e., the smallest positive integer
n such that ng = 0. Now let G =
⊕r
i=1Cni be the unique decomposition of G into a direct
sum of cyclic groups such that ni|ni+1 for each 1 ≤ i ≤ r, and n1 > 1. We call r the rank of
G and nr = Exp(G) the exponent of G. We now define the cross number, the main quantity
we will be studying.
Definition 1 (Cross Number). For any indexed multiset S over G, we define the cross
number of S by
k(S) :=
∑
g∈S
1
ord(g)
(by convention k(∅) = 0) and define
K1(G) := max{k(S) : S is a UFIM over G \ {0}}.
For a finite abelian group G, decompose G into the direct sum of prime-power cyclic
groups: G =
⊕n
i=1
⊕ni
j=1Cpeiji
where the pi are distinct primes. Put
K∗1(G) :=
n∑
i=1
ni∑
j=1
p
eij
i − 1
p
eij
i − p
eij−1
i
=
n∑
i=1
ni∑
j=1
eij∑
k=1
1
pk−1i
.
Again by convention K∗1 (({0},+)) = 0. Note that for any finite abelian groups G and H ,
we have K∗1(G⊕H) = K
∗
1 (G) +K
∗
1 (H).
Gao and Wang gave the following conjecture, which will be the main focus of this paper.
Conjecture 2 (Gao-Wang [7]). For any finite abelian group G, we have the equality
K1(G) = K
∗
1 (G).
Note that Conjecture 2 is equivalent to the statement that both K1(Cpm) =
pm−1
pm−pm−1
for
any prime-power cyclic group Cpm and K1 is additive over direct sums, i.e. for any two finite
abelian groups G,H we have K1(G⊕H) = K1(G) +K1(H).
In [7], Gao and Wang show that Conjecture 2 partially holds.
Proposition 3 ([7]). For any finite abelian group G, we have
K1(G) ≥ K
∗
1 (G).
Remark 4. In [7], Gao and Wang construct the following UFIM whose cross number equals
K∗1 (Cpm), in particular proving Proposition 3. For any x ∈ Cpm \ {0}, let S
k
x denote the
indexed multiset over Cpm \ {0} in which x occurs k times. Let γ be a generator of Cpm and
take the indexed multiset
S =
(
m⊔
i=1
Sp−1
pi−1γ
)
⊔
(
m⊔
i=1
S1(1−p)pi−1γ
)
.
Gao and Wang verified Conjecture 2 in [7] for special families of abelian groups.
Theorem 5 (Gao-Wang [7]). Conjecture 2 holds, i.e., K1(G) = K
∗
1(G), for G of the form:
(1) Cpm, p prime, m ∈ N,
2
(2) Cpq, p, q prime,
(3) Cm2 , m ∈ N,
(4) Cm3 , m ∈ N,
(5) C2p , p prime.
The first main result of this paper, proven in Section 5, is
Theorem 6. Let p, q be distinct primes and m,n ∈ N. Then
(1) K1(Cpm ⊕ C
n
p ) ≤ K1(Cpm) +K1(C
n+1
p )− 1,
(2) K1(Cpm ⊕ C
n
q ) ≤ K1(Cpm) +K1(C
n
q ).
This result in particular verifies Conjecture 2 for more families of abelian groups:
Corollary 7. For p, q distinct (possibly even) primes, and any m,n ∈ N, we have K1(G) =
K∗1 (G) for the following groups G:
(1) Cpm ⊕ Cp,
(2) Cpm ⊕ Cq,
(3) Cpm ⊕ C
2
q ,
(4) Cpm ⊕ C
n
2 ,
(5) Cpm ⊕ C
n
3 .
Our second main result, proven in Section 7, concerns the families for which Conjecture 2
“eventually” holds.
Theorem 8. Fix any c ∈ R≥1 and r ∈ {2, 3}. Suppose G =
⊕n
i=1
⊕ni
j=1Cpeiji
, where pi > r
are distinct primes for 1 ≤ i ≤ n, and p1 < · · · < pn < cp1 if n > 1, is a finite abelian group
with K1(G) = K
∗
1 (G) and k(Cr ⊕G) = k
∗(Cr ⊕G). Then if p1 is large enough so that
1
r
+
1
p1
K∗1
(
n1⊕
j=1
C
p
e1j
1
)
+
n∑
i=2
ni∑
j=1
(cp1)
eij − 1
(cp1)eij+1 − (cp1)eij
≥
log2(rc
(
∑n
i=2
∑ni
j=1 eij)p
(
∑n
i=1
∑ni
j=1 eij)
1 )
p1
(note that as p1 →∞, the left hand side tends to
1
r
while the right hand side tends to 0), we
have
K1(Cr ⊕G) = K
∗
1 (Cr ⊕G).
Furthermore, if equality does not hold in the constraint for p1 above, then any UFIM S
over (Cr ⊕G) \ {0} with k(S) = K1(Cr ⊕G) has a decomposition
S = Sr ⊔ SG
such that Sr is a UFIM over Cr \ {0} and SG is a UFIM over G \ {0}.
Corollary 9. Let c ∈ R>1, m ∈ N, r ∈ {2, 3} where r < p < q are distinct primes with
q ≤ cp.
(1) If G = Cr⊕Cpm ⊕Cp, we have that K1(Cr⊕Cpm ⊕Cp) = K
∗
1(Cr⊕Cpm ⊕Cp) for all
p large enough so that
1
r
+
pm − 1
pm+1 − pm
+
1
p
≥
log2(rp
m+1)
p
.
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(2) If G = Crpmq, we have that K1(Crpmq) = K
∗
1(Crpmq) for all p large enough so that
1
r
+
pm − 1
pm+1 − pm
+
1
cp
≥
log2(rcp
m+1)
p
.
(3) If G = Crpqm, we have that K1(Crpqm) = K
∗
1(Crpqm) for all p large enough so that
1
r
+
1
p
+
(cp)m − 1
(cp)m+1 − (cp)m
≥
log2(rc
mpm+1)
p
.
(4) If G = Cr ⊕ Cpm ⊕ C
2
q , we have that K1(Cr ⊕ Cpm ⊕ C
2
q ) = K
∗
1 (Cr ⊕ Cpm ⊕ C
2
q ) for
all p large enough so that
1
r
+
pm − 1
pm+1 − pm
+
2
cp
≥
log(rc2pm+2)
p
.
(5) If G = Cr ⊕ C
2
p ⊕ Cqm, we have that K1(Cr ⊕ C
2
p ⊕ Cqm) = K
∗
1 (Cr ⊕ C
2
p ⊕ Cqm) for
all p large enough so that
1
r
+
2
p
+
(cp)m − 1
(cp)m+1 − (cp)m
≥
log2(rc
mpm+2)
p
.
Moreover for each of the families Cr⊕G above, if equality in the corresponding constraint
for p does not hold, then any UFIM S over (Cr ⊕ G) \ {0} with k(S) = K1(G) has a
decomposition
S = Sr ⊔ SG
such that Sr is a UFIM over Sr \ {0} and SG is a UFIM over G \ {0}.
This paper is organized as follows. In Section 2, we give a brief survey of other zero-sum
group invariants. We will utilize these invariants in the methods used to prove our main
results in Sections 5 and 7. In Section 3, we give a brief outline of our general method for
proving K1(G) = K
∗
1(G) and bounding K1(G). In Section 4, we prove several fundamental
lemmas which will be used throughout our paper. In Section 5, we prove the first main
results of this paper, Theorem 6 and Corollary 7. In Section 6, we study some properties of
general UFIMs and derive some key results which will be used in the proof of Theorem 8. In
Section 7 we prove our second main result, Theorem 8 and Corollary 9, calculating K1(G)
for certain subsets of the families Cr ⊕ Cpm ⊕ Cp, Crpmq and Cr ⊕ C
2
p ⊕ Cq, showing that
Conjecture 2 “eventually” holds for members of this subsets.
In Section 8, we study the asymptotic behavior of K1(G), in particular showing that
it behaves essentially like k(G) and K∗1(G), and that it becomes arbitrarily close to these
quantities in a certain limit. This gives new information on the behavior of K1(G). We also
give an even sharper bound on K1(G)−K
∗
1(G) in the case of certain classes of finite abelian
groups, including finite abelian p-groups G.
2. A Brief Survey of Related Group Invariants
Group invariants such as the cross number have proven useful in the study of factorization
problems in Krull domains (see [2]), and in the study of block monoids (see [16]). In this
section, we recall other invariants related to zero-sum indexed multisets over finite abelian
groups. We include this brief survey of known results both to serve as a reference for the
reader and because these quantities will appear in the methods we use to study K1(G)
4
throughout the rest of the paper. A reader already familiar with the material below may
safely skip this section.
The following invariants quantify the maximal length of certain types of zero-sum indexed
multisets over G \ {0}:
D(G) := max{|S| : S is a minimal zero-sum indexed multiset over G \ {0}}
N1(G) := max{|S| : S is a UFIM over G \ {0}}.
We refer to D(G) as the Davenport constant of G and N1(G) as the first Narkiewicz constant
(or simply the Narkiewicz constant of G), introduced by Narkiewicz in [17]. Similarly to
K1(G), the Narkiewicz constant N1(G) has a conjectured explicit formula.
Conjecture 10 (Narkiewicz [18]). For a given abelian group G, write it as a sum of invariant
factors: G =
⊕r
i=1Cni where ni|nj if i ≤ j, n1 > 1. Then
N1(G) =
r∑
i=1
ni.
A resolution of Conjecture 10 still seems far away, but it has been verified for the following
special cases.
Theorem 11 ([3], [6], [18]). Conjecture 10 holds for:
(1) Cn where n ∈ N;
(2) Cm2 where m ∈ N;
(3) Cm3 where m ∈ N;
(4) C2p where p is prime.
The Davenport constant D(G) has a similar associated formula
D∗(G) = D∗
(
r⊕
i=1
Cni
)
:= 1 +
r∑
j=1
(ni − 1).
D(G) and D∗(G) are known to be equal for groups of rank at most 2, but have been shown
to differ in certain groups of rank at least 4; they are conjectured to be equal for groups of
rank 3 (see [10]).
We also have an invariant similar to K1(G), by instead taking the maximal cross number
over minimal zero-sum indexed multisets:
K(G) := max{k(S) : S is a minimal zero-sum indexed multiset over G \ {0}}.
The invariant K(G), often simply called the cross number of G, was introduced by Krause
in [15] (for further information, see [4], [8], [9], [11], [12], and [13]). Like D(G) and N1(G),
K(G) has only been fully computed for some families of finite abelian groups, including
p-groups. We have the following conjecture.
Conjecture 12 (Krause-Zahlten [16]). For any finite abelian group
⊕r
i=1
⊕ti
j=1Cpeij
i
, we
have
K(G) = K∗(G) :=
1
Exp(G)
+
r∑
i=1
ti∑
j=1
p
eij
i − 1
p
eij
i
.
Conjecture 12 has been verified for some families, given by the following Theorem.
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Theorem 13. Conjecture 12 holds for the following families of abelian groups G:
(1) (See [9]) Finite abelian p-groups for any prime p.
(2) (See [11]) Groups of the form Cpm⊕Cpn⊕C
s
q for distinct primes p, q and m,n, s ∈ N.
(3) (See [11]) Groups of the form
⊕n
i=1Cpeii ⊕C
s
q where p1, . . . , pn, q are distinct primes,
m,n ∈ N, s ∈ N ∪ {0}, and one of the following conditions holds:
(a) n ≤ 3 and p1 · · · pn 6= 30.
(b) pk ≥ k
3 for every 1 ≤ k ≤ n.
(4) (See [16]) Cyclic groups of the form G = Cpmq where p, q are distinct primes and
m ∈ N.
(5) (See [16]) Cyclic groups of the form G = Cp2q2 where p, q are distinct primes.
(6) (See [16]) Cyclic groups of the form G = Cpqr where p, q, r are distinct primes.
We can also define the little cross number of G:
k(G) := max{k(S) : S is a zero-sum free indexed multiset over G \ {0}}.
Remark 14. Note that any zero-sum free indexed multiset differs by one element from
some minimal zero-sum indexed multiset: If S is zero-sum free, then S⊔{−σ(S)} is minimal
zero-sum. In particular, for any zero-sum free S, we have k(S) + 1
Exp(G)
≤ k(S ⊔ {−σ(S)}),
and so we have the following Proposition.
Proposition 15. For any finite abelian group G =
⊕r
i=1
⊕ti
j=1Cpeiji
, we have
k(G) +
1
Exp(G)
≤ K(G).
We again have a conjectured explicit formula for k(G).
Conjecture 16. For any finite abelian group G =
⊕r
i=1
⊕ti
j=1Cpeiji
written as a direct sum
of prime-power cyclic groups, we have
k(G) = k∗(G) :=
r∑
i=1
ti∑
j=1
p
eij
i − 1
p
eij
i
.
Remark 17. Again, for any given abelian group G one can construct a zero-sum free indexed
multiset S such that k(S) = k∗(G), and hence we have k(G) ≥ k∗(G).
Remark 18. Note that given a finite abelian group G for which we have K(G) = K∗(G),
then Proposition 15 along with k(G) ≥ k∗(G) implies that k(G) = k∗(G). Hence Conjecture
16 holds for the families of abelian groups given in Proposition 13.
We include the following table summarizing the main families of abelian groups for which
D(G), N1(G), K(G), k(G) and K1(G) have been fully computed (including the results shown
in this paper). The values of the invariants for the familes listed below are all consistent
with their corresponding conjectures.
6
Invariant Fully computed for
D(G) p-groups where p is a prime, cyclic groups, Cm ⊕ Cn where m,n ∈
N, m|n
N1(G) cyclic groups, C
m
2 , C
m
3 , C
2
p where p is prime, m ∈ N
K(G) p-groups where p is a prime, Cpm⊕Cpn ⊕C
s
q ,
⊕n
i=1Cpeii ⊕C
s
q where
p1, . . . , pn are distinct primes satisfying certain conditions and n ∈
N, s ∈ Z≥0, Cpmq, Cp2q2, Cpqr where p, q, r are distinct primes
k(G) same as K(G)
K1(G) Cpm, Cpm ⊕ Cp, Cpmq, Cpm ⊕ C
2
q , Cpm ⊕ C
n
r , Cr ⊕ Cpm ⊕ Cp, Crpmq
and Cr⊕C
2
p ⊕Cq (under certain conditions), where p, q are distinct
(possibly even) primes, m,n ∈ N, and r ∈ {2, 3}
3. An Outline of our Method
For a given finite abelian group G, our general stategy will be to find a bound on K1(G)
of the form
K1(G) ≤ K
∗
1(G) + [extra terms].
To do this, we choose a suitable subgroup H ≤ G and using the quotient map G → G/H
derive a bound of the form
K1(G) ≤ K1(H) +K1(G/H) + [extra terms].
If we have G ∼= H⊕G/H and it is known that K1(H) = K
∗
1(H) and K1(G/H) = K
∗
1 (G/H),
so that K∗1 (H) +K
∗
1 (G/H) = K
∗
1 (H ⊕G/H) = K
∗
1 (G), then the above inequality becomes
K1(G) ≤ K
∗
1(G) + [extra terms].
Ideally we would hope to simply get K1(G) ≤ K
∗
1 (G) in this way, which by Proposition 3
would imply that K1(G) = K
∗
1 (G), but in most cases it seems that we can only show that
the “extra terms” are small. In Section 4, we derive a general bound
K1(G) ≤ K1(G/H) +N1(H) ·K(G/H)
but often we wish to obtain a better bound than this. To do so, we will often need to treat
each case using ad hoc methods, as in the proof of our first main result in Section 5.
4. Lemmas
In this section, we develop techniques, inspired by the arguments of Gao and Wang in [7],
which will be used throughout the remainder of this paper.
We first make the following observation.
Remark 19. Given a UFIM S over G \ {0}, for any S ′ ⊆ S with σ(S ′) = 0, we have that
S ′ is a union of irreducible factors of S, and hence must have a unique factorization. Hence
S ′ is also a UFIM.
We have the following useful reformulation of the notion of unique factorization.
Proposition 20 (Equivalent Characterization of Unique Factorization, see [17]). Let G be
a finite abelian group, and let S be a zero-sum indexed multiset over G \ {0}. Then the
following two conditions are equivalent:
(1) S is a UFIM;
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(2) For any two zero-sum submultisets S1 and S2 of S, the intersection S1 ∩ S2 is also a
zero-sum indexed multiset.
Proposition 21. Given a UFIM S over G\{0}, for any submultiset S0 ⊂ S with σ(S0) 6= 0,
(S \ S0) ⊔ {σ(S0)} is also a UFIM over G \ {0}.
Proof. We have a map from irreducible factorizations of (S \ S0) ⊔ {σ(S0)} to irreducible
factorizations of S given by deleting the irreducible factor T containing {σ(S0)} and replacing
it with an irreducible factorization of (T \{σ(S0)})⊔S0. This map has a left inverse given by
replacing the smallest union U of irreducible factors of S containing S0 with an irreducible
factorization of (U \ S0) ⊔ {σ(S0)}. Hence the original map is injective. Thus since S is a
UFIM, so is (S \ S0) ⊔ {σ(S0)}. 
Note that any map of groups φ : G→ G′ induces an action on indexed multisets given by
φ(S) = {φ(g1), . . . , φ(gℓ)} for S = {g1, . . . , gℓ}. Observe that φ(S) is zero-sum if and only if
σ(S) ∈ ker(φ).
Remark 22. If S is zero-sum, then φ(S) is zero-sum, but if S is a UFIM, φ(S) is not
necessarily a UFIM. For example, consider the UFIM over C23 \ {0} = Z
2
3 \ {0}:
S = {(1, 1), (2, 2), (1, 2), (2, 1)} = {(1, 1), (2, 2)} ⊔ {(1, 2), (2, 1)}
and the projection onto the first factor φ : C23 → C3.
We will use the following construction for the rest of our discussion.
Construction 23. Given a group G, suppose we have a surjective group homomorphism
φ : G → G′ and a UFIM S over G \ {0}. Let T (φ) = {x ∈ S : x ∈ ker(φ)} (when the
choice of φ is clear, we will simply write T (φ) = T ), let S ′ = S \ T (φ), and let t ∈ Z≥0 be
maximal such that there exist disjoint zero-sum free submultisets S1, . . . , St of S
′ such that
for each 1 ≤ i ≤ t, σ(Si) ∈ ker(φ) \ {0}. (Note we are slightly abusing notation: when t = 0,
there exists no S0 ⊆ S
′ such that S0 is zero-sum free and σ(S0) ∈ ker(φ) \ {0}. For further
interpretation of the case t = 0, see Remark 24 below.) Let S ′′ = S ′ \
(⊔t
i=1 Si
)
. Note that
for each 1 ≤ i ≤ t, φ(Si) is a minimal zero-sum indexed multiset over G
′\{0}, seen as follows:
for any Ui ( Si with φ(Ui) zero-sum, then since Si is zero-sum free, σ(Ui) ∈ ker(φ) \ {0},
which contradicts the maximality of t.
Now we have
S = T (φ) ⊔ S ′′ ⊔
t⊔
i=1
Si
which implies
k(S) = k(T (φ)) + k(S ′′) +
t∑
i=1
k(Si).
We will seek to bound k(S) (and ultimately K1(G)) by bounding each of the three summands
on the right hand side.
Remark 24. When ker(φ) is a direct factor of G, the zero-sum free submultisets Si in the
construction above represent “cross terms” in S, i.e., elements which do not belong to a
single direct factor of G ∼= ker(φ) ⊕ (G/ ker(φ)). As σ(Si) ∈ ker(φ) \ {0}, the elements of
Si can be thought of as adding together to “cancel out” their G/ ker(φ) components . In
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particular, for any submultiset S with t = 0, each element of S belongs to either ker(φ) or
G/ ker(φ).
Remark 25. Note now that for any group homomorphism φ : G → G′ and any x ∈ G,
ord(φ(x)) ≤ ord(x), and so for any UFIM S over G \ {0}, we have k(S ′) ≤ k(φ(S ′)).
Proposition 26. In the notation of Construction 23, we have that S ′′ is a UFIM over G\{0},
φ(S ′′) is a UFIM over (G/ ker(φ)) \ {0} and T ⊔
⊔
{σ(Si)} is a UFIM over ker(φ) \ {0}. As
a consequence, we have the following:
(1) k(T ) +
∑t
i=1 k({σ(Si)}) = k(T ⊔
⊔t
i=1{σ(Si)}) ≤ K1(ker(φ));
(2) |T |+ t = |T ⊔
⊔t
i=1{σ(Si)}| ≤ N1(ker(φ));
(3) k(S) ≤ K1(ker(φ)) + k(S
′);
(4) k(S) ≤ K1(ker(φ)) + k(φ(S
′));
(5) k(φ(S ′)) ≤ K1(G/ ker(φ)) + t ·K(G/ ker(φ));
(6) K1(G) ≤ K1(G/ ker(φ)) +N1(ker(φ)) ·K(G/ ker(φ));
(7) if t = 0, then k(S) ≤ K1(ker(φ)) +K1(G/ ker(φ)).
Proof. We first show that φ(S ′′) is a UFIM. Since
σ(φ(S \ S ′′)) = σ
(
φ
(
T ⊔
t⊔
i=1
Si
))
= σ(φ(T )) +
t∑
i=1
φ(σ(Si)) = 0,
we have σ(φ(S ′′)) = 0. Now choose any two zero-sum submultisets φ(U1) and φ(U2) of φ(S
′′).
Then σ(U1), σ(U2) ∈ ker(φ). By maximality of t, we must have σ(U1) = σ(U2) = 0. Now
since S is a UFIM, by Proposition 20, we have σ(U1 ∩ U2) = 0, and hence σ(φ(U1 ∩ U2)) =
σ(φ(U1)∩φ(U2)) = 0. Since φ(U1) and φ(U2) were arbitrary zero-sum submultisets of φ(S
′′),
again by Proposition 20, we have that φ(S ′′) is a UFIM.
We now show that S ′′ is a UFIM. Suppose now that S ′′ is not zero-sum, so that we can
choose a zero-sum free submultiset U ⊆ S ′′. Then σ(U) ∈ ker(φ) \ {0} which contradicts
the maximality of t (see Construction 23). Hence S ′′ is zero-sum. Thus, since S is a UFIM
over G \ {0} and S ′′ ⊆ S with σ(S ′′) = 0, then S ′′ is also a UFIM over G \ {0} (see Remark
19). Now since S ′′ is a UFIM, so is S \ S ′′ = T ⊔
⊔t
i=1 S
′
i. By Proposition 21, we have that
T ⊔
⊔t
i=1{σ(Si)} is a UFIM.
Now (1) and (2) follow from the definitions of K1(G) and N1(G). Since k(T ) ≤ k(T ) +∑t
i=1 k({σ(Si)}) = k(T ⊔
⊔t
i=1{σ(Si)}) ≤ K1(ker(φ)), (3) follows. By (3) and Remark 25,
we have k(S) ≤ K1(ker(φ)) + k(S
′) ≤ K1(ker(φ)) + k(φ(S
′)), and this is (4).
Since φ(S ′′) is a UFIM over (G/ker(φ)) \ {0}, we have
k(φ(S ′)) = k(φ(S ′′)) +
t∑
i=1
k(φ(Si)) ≤ K1(G/ ker(φ)) +
t∑
i=1
k(φ(Si)).
By the maximality of t, φ(Si) must be a minimal zero-sum indexed multiset over (G/ ker(φ))\
{0} which implies k(φ(Si)) ≤ K(G/ker(φ)) and thus
∑t
i=1 k(φ(Si)) ≤ t · K(G/ ker(φ)).
Putting this all together, we have k(φ(S ′)) ≤ K1(G/ ker(φ))+ t ·K(G/ ker(φ)), which is (5).
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Now from (26), we have t ≤ N1(ker(φ))− |T |. Furthermore, observe that k(T ) ≤ |T | and
K(G) ≥ 1 for any finite abelian group G. Hence by Remark 25, (3), and (5), we have
k(S) = k(T ) + k(S ′) ≤ k(T ) + k(φ(S ′)) ≤ k(T ) +K1(G/ ker(φ)) + t ·K(G/ ker(φ))
≤ k(T ) +K1(G/ ker(φ)) + (N1(ker(φ))− |T |) ·K(G/ ker(φ))
≤ k(T )− |T |+K1(G/ ker(φ)) +N1(ker(φ)) ·K(G/ ker(φ))
≤ K1(G/ ker(φ)) +N1(ker(φ)) ·K(G/ ker(φ))
and (6) follows. Finally, (7) follows from (4) and taking t = 0 in (5). 
5. First Main Result
In this section we prove our first main results, namely Theorem 6 and Corollary 7. We
first make the following remark.
Remark 27. For any prime p and n ∈ N, we have
N1(C
n
p ) = pK1(C
n
p ),
since each nonzero element of Cnp has order p.
Proof of Theorem 6. We prove (1) and (2) separately.
Proof of (1): Suppose S is a UFIM over (Cpm⊕C
n
p )\{0}. Put Tk = {x ∈ S : ord(x) = p
k},
and put ak = |Tk|. Let φ : Cpm ⊕C
n
p → Cpm−1 be the “multiplication by p” map. Now in the
notation of Construction 23, we have that T = T1 so that S
′ = S \ T1.
We have
k(S) =
a1
p
+
a2
p2
+ · · ·+
am
pm
which implies k(S ′) =
a2
p2
+
a3
p3
+ · · ·+
am
pm
,
and since φ is the “multiplication by p” map,
k(φ(S ′)) = p · k(S ′) =
a2
p
+
a3
p2
+ · · ·+
am
pm−1
.
So now we have
k(S) = k(S ′) + k(T1) =
1
p
· k(φ(S ′)) + k(T1)
and by Proposition 26 (5), we have
k(φ(S ′)) ≤ K1(G/ ker(φ)) + t ·K(G/ ker(φ)) = K1(Cpm−1) + t ·K(Cpm−1).
so we have
k(S) ≤
1
p
· [K1(Cpm−1) + t ·K(Cpm−1)] + k(T1).
Note that T1 = {x ∈ S : x ∈ ker(φ)}, |T1| = a1 and by Proposition 11 and Corollary 26 (2)
and Remark 27 we have
a1+ t = |T1|+ t ≤ N1 (ker(φ)) = N1(C
n+1
p ) = K1(C
n+1
p )p which implies t ≤ K1(C
n+1
p )p−a1.
Note also that k(T1) =
a1
p
. By Proposition 13, we have K(Cpm−1) = 1, and by Theorem 5 we
have K1(Cpm−1) = 1 +
1
p
+ · · ·+ 1
pm−1
, so in all we have
k(S) ≤
1
p
· [K1(Cpm−1) + t ·K(Cpm−1)] +
a1
p
≤
1
p
·
[
1 +
1
p
+ · · ·+
1
pm−2
+
(
K1(C
n+1
p )p− a1
)]
+
a1
p
= K1(Cpm) +K1(C
n+1
p )− 1.

Proof of (2): Suppose S is a UFIM over (Cpm⊕C
n
q )\{0}. Let Tij = {x ∈ S : ord(x) = p
iqj}
for 0 ≤ i ≤ m and 0 ≤ j ≤ 1 (note T00 = ∅), and put aij = |Tij|. Then we have
k(S) =
a10
p
+ · · ·+
am0
pm
+
a11
pq
+ · · ·+
am1
pmq
+
a01
q
.
Let φ1 : Cpm ⊕C
n
q → Cpm and φ2 : Cpm ⊕C
n
q → C
n
q be the canonical projections. Now in the
notation of Construction 23, we have that T (φ1) = T01, so that S
′ = S \ T01. Then we have
k(φ1(S
′)) =
a10
p
+ · · ·+
am0
pm
+
a11
p
+ · · ·+
am1
pm
.
Now note that T01 = {x ∈ S : x ∈ ker(φ1)} and |T01| + t = a01 + t, so by Corollary 26 (2)
and Remark 27 we have that
t ≤ N1(C
n
q )− a01 = qK1(C
n
q )− a01.
From Proposition 13, K(Cpm) = 1, and by Theorem 5, we have K1(Cpm) = 1+
1
p
+ · · ·+ 1
pm−1
.
So now by Proposition 26 (5),
k(φ1(S
′)) ≤ K1(G/ker(φ1)) + t ·K(G/ker(φ1)) = K1(Cpm) + t ·K1(Cpm)
≤ 1 +
1
p
+ · · ·+
1
pm−1
+ (qK1(C
n
q )− a01).
Thus
k(S ′) =
a10
p
+ · · ·+
am0
pm
+
a11
pq
+ · · ·+
am1
pmq
=
1
q
· k(φ1(S
′)) +
q − 1
q
[
a10
p
+ · · ·+
am0
pm
]
≤
1
q
[
1 +
1
p
+ · · ·+
1
pm−1
+ (qK1(C
n
q )− a01)
]
+
q − 1
q
[
a10
p
+ · · ·+
am0
pm
]
.
Now in the notation of Construction 23 with respect to the homomorphism φ2, let T (φ2) =
{x ∈ S : x ∈ ker(φ2)}. Notice that T (φ2) =
⊔m0
i=1 Ti0, so by Corollary 26 (1), we know that
k(T (φ2)) ≤ K1(Cpm), i.e.
a10
p
+ · · ·+
am0
pm
−
(
1 +
1
p
+ · · ·+
1
pm−1
)
≤ 0.
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So now by Remark 25, we have
k(S) = k(S ′) + k(T01) ≤
1
q
[
1 +
1
p
+ · · ·+
1
pm−1
+ (qK1(C
n
q )− a01)
]
+
q − 1
q
[
a10
p
+ · · ·+
am0
pm
]
+
a01
q
= 1 +
1
p
+ · · ·+
1
pm−1
+K1(C
n
q )
+
q − 1
q
[
a10
p
+ · · ·
am0
pm
−
(
1 +
1
p
+ · · ·+
1
pm−1
)]
≤ K1(Cpm) +K1(C
n
q ).

Remark 28. Note that when m = n = 1 in the proof of (2), i.e. when G = Cpq, we may
deduce more about the structure of a UFIM achieving maximal cross number as follows:
From the last chain of inequalities in the proof of (2), we have
k(S) ≤ K1(Cp) +K1(Cq) +
q − 1
q
(
a10
p
− 1
)
≤ K1(Cp) +K1(Cq) = 2 = K
∗
1(Cpq)
with equality holding only if a10
p
= 1. By symmetry, we also have a01
q
= 1. Hence, for a
maximal cross number-achieving UFIM S,
2 =
a10
p
+
a01
q
≤
a10
p
+
a01
q
+
a11
pq
≤ k(S) ≤ K1(Cpq) = 2 which implies a11 = 0,
that is, S has no “cross terms” in the sense of Remark 24, and so we may split S into a
disjoint union Sp ⊔ Sq where Sp is a UFIM over Cp \ {0} and Sq is a UFIM over Cq \ {0}.
Proof of Corollary 7. This follows directly from Proposition 3, Theorem 5 and Theorem 6.

6. Structural Results
We now prove some results which give us information on the structure of UFIMs in relation
to the structure of the ambient group. In particular, Lemma 31 will comprise a key step in
proving our second main result in Section 7 by allowing us to derive a stronger upper bound
for the cross number when there are “few” elements of lowest possible order.
For any n ∈ Z, let P−(n) denote the smallest (positive) prime divisor of n, and let P+(n)
denote the largest prime divisor of n.
Proposition 29 ([18]). Let G be a finite abelian group and let S be a UFIM over G \ {0}.
Then if
⊔m
i=1 Ii is the irreducible factorization of S, we have
m∏
i=1
|Ii| ≤ |G|.
Furthermore we have m ≤ log2 |G|, and for any choice of gi ∈ S(Ii) for each 1 ≤ i ≤ m, we
have
m∑
i=1
k({gi}) ≤
m
P−(|G|)
≤
log2 |G|
P−(|G|)
.
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Proof. For the first statement, see [18]. For each irreducible factor S(Ii), since S(Ii) is zero-
sum over G \ {0}, we have |Ii| = |S(Ii)| ≥ 2, and so 2
m ≤
∏m
i=1 |Ii| ≤ |G| which implies
m ≤ log2 |G|. Now since ord(g) ≥ P
−(|G|) for all g ∈ G \ {0}, the third statement follows.

We now prove a statement that gives a lower bound for the number of irreducible factors
for a hypothetical counterexample to Conjecture 2.
Proposition 30. Let G =
⊕n
i=1
⊕ni
j=1Cpeij
i
be an abelian group (written as a direct sum of
prime-power cyclic groups) such that k(G) = k∗(G). Let S be a UFIM over G \ {0} with
irreducible factorization
⊔m
i=1 Ii. Then if
m ≤
n∑
i=1
ni∑
j=1
P−(|G|)
pi
K∗1(Cpeiji
)
then k(S) ≤ K∗1 (G). In particular, for a p-group G, if m ≤ K
∗
1(G), then k(S) ≤ K
∗
1 (G).
Proof. If n > 1, assume without loss of generality that P−(|G|) = p1 < · · · < pn. For each
1 ≤ i ≤ m choose a gi ∈ S(Ii), and observe that by unique factorization, both
⊔m
i=1 S(Ii)\{gi}
and
⊔m
i=1{gi} are zero-sum free, so that k (
⊔m
i=1 S(Ii) \ {gi}) ≤ k(G). By Proposition 29, we
have
∑m
i=1 k({gi}) ≤
m
p1
. Now note that by our assumption on m,
K∗1(G)− k
∗(G) =
n∑
i=1
ni∑
j=1
p
eij
i − 1
p
eij
i − p
eij−1
i
−
n∑
i=1
ni∑
j=1
p
eij
i − 1
p
eij
i
=
n∑
i=1
ni∑
j=1
1
pi
K∗1(Cpeij
i
) ≥
m
p1
,
and hence
∑m
i=1 k({gi}) ≤
m
p1
≤ K∗1 (G)− k
∗(G) = K∗1(G)− k(G). Thus
k(S) = k
(
m⊔
i=1
S(Ii) \ {gi}
)
+
m∑
i=1
k({gi}) ≤ k(G) +K
∗
1 (G)− k(G) = K
∗
1(G).
The statement for p-groups follows immediately by taking n = 1. 
Intuitively, it would seem that in order for the cross number of a indexed multiset S to
be large, low-order elements should be in some sense “common” in S. The following lemma
studies the effect on k(S) of the distribution of elements of lowest possible order among the
irreducible factors of a UFIM S. In particular, if none of the irreducible factors of S consist
entirely of elements of lowest possible order, then for certain classes of finite abelian groups
we shall be able to prove that k(S) will “eventually” be less than K∗1(G) (see Corollary 34).
Lemma 31. Suppose G =
⊕n
i=1
⊕ni
j=1Cpeiji
is a finite abelian group with p1 < · · · < pn
and which does not satisfy both n = 1 and max1≤j≤n1 e1j = 1 (i.e. G is not an elementary
p1-group). For any UFIM S over G \ {0}, let Sp1 be the union of all irreducible factors of
S whose elements are contained in Cn1p1 , so that Sp1 is a UFIM over C
n1
p1
\ {0} (note that
possibly Sp1 = ∅). Let mp1 be the number of irreducible factors of Sp1. Then
k(S) ≤


k(G) +
(log2 |G|)−mp1
min{p21,p2}
+
mp1
p1
n > 1 and max1≤j≤n1 e1j > 1
k(G) +
(log2 |G|)−mp1
p2
+
mp1
p1
n > 1 and max1≤j≤n1 e1j = 1
k(G) +
(log2 |G|)−mp1
p21
+
mp1
p1
n = 1 and max1≤j≤n1 e1j > 1.
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Proof. Let
⊔m
i=1 Ii be the irreducible factorization of S. For each 1 ≤ i ≤ m, choose some
gi ∈ S(Ii); for each i such that S(Ii) 6⊂ Sp1 , we can choose gi such that ord(gi) > p1, and
note that
∑
gi∈Sp1
k({gi}) =
mp1
p1
. Now
(1) if n > 1 and max1≤j≤n1 e1j > 1, we have ord(gi) ≥ min{p
2
1, p2},
(2) if n > 1 and max1≤j≤n1 e1j = 1, we have ord(gi) ≥ p2, and
(3) if n = 1 and max1≤j≤n1 e1j > 1, we have ord(gi) ≥ p
2
1.
So by Proposition 29, since S \ Sp1 has m−mp1 irreducible factors, we have
∑
gi 6∈Sp1
k({gi}) ≤


(log2 |G|)−mp1
min{p21,p2}
n > 1 and max1≤j≤n1 e1j > 1
(log2 |G|)−mp1
p2
n > 1 and max1≤j≤n1 e1j = 1
(log2 |G|)−mp1
p21
n = 1 and max1≤j≤n1 e1j > 1.
By unique factorization,
⊔m
i=1 S(Ii) \ {gi} is zero-sum free, and so k(
⊔m
i=1 S(Ii) \ {gi}) ≤
k(G). This, combined with the above, gives the desired conclusion. 
For a given c ∈ R≥1, we define the following subset of the set of finite abelian groups G:
Ωc := {G : P
+(|G|) ≤ c · P−(|G|)}.
For a given finite abelian group G =
⊕n
i=1
⊕ni
j=1Cpeiji
, define
SN :=
{
G =
n⊕
i=1
ni⊕
j=1
C
p
eij
i
:
n∑
i=1
ni∑
j=1
eij ≤ N
}
.
Note that SN consists of those finite abelian groups G such that the number of prime divisors
of |G| counted with multiplicity is at most N .
Proposition 32. Suppose c, N ∈ R≥1 and G =
⊕n
i=1
⊕ni
j=1Cpeiji
∈ Ωc ∩ SN with k(G) =
k∗(G), p1 < · · · < pn and p
2
1 < p2 if n > 1, max1≤j≤n1 e1j > 1, and p1 large enough so that
log2 cp1
p1
N ≤ 1
c
K∗1 (G). Then given a UFIM S over G \ {0}, let mpi be as in the statement of
Lemma 31, and we have
k(S) ≤ K∗1 (G) +
mp1
p1
(
1−
1
p1
)
.
In particular, if n = 1 (i.e., G is a p-group), k(G) = k∗(G) by Remark 18, and so taking
c = 1, G satisfies the above inequality.
Proof. By Lemma 31 and since G ∈ Ωc ∩ SN , we have
k(S) ≤ k(G) +
log2 cp1
p21
n∑
i=1
ni∑
j=1
eij −
mp1
p21
+
mp1
p1
≤ k(G) +
log2 cp1
p21
N +
mp1
p1
(
1−
1
p1
)
.
Now since we assume k(G) = k∗(G) and G ∈ SN ,
K∗1 (G)−k(G) = K
∗
1(G)−k
∗(G) =
n∑
i=1
ni∑
j=1
1
pi
K∗1(Cpeiji
) ≥
n∑
i=1
ni∑
j=1
1
cp1
K∗1(Cpeiji
) =
1
cp1
K∗1(G).
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So now for all p1 large enough so that
log2 cp1
p1
N ≤ 1
c
K∗1 (G), by the above we have
k(S) ≤ k(G) +
1
cp1
K∗1 (G) +
mp1
p1
(
1−
1
p1
)
≤ K∗1(G) +
mp1
p1
(
1−
1
p1
)
.

Corollary 33. For any c, N ∈ R≥1 and any finite abelian group G =
⊕n
i=1
⊕ni
j=1Cpeiji
∈
Ωc ∩ SN with k(G) = k
∗(G), p1 < · · · < pn and p
2
1 < p2 if n > 1, max1≤j≤n1 e1j > 1, and p1
large enough so that log2 cp1
p1
N ≤ 1
c
K∗1 (G), we have
K1(G) ≤ K
∗
1(G) + n1
log2 p1
p1
(
1−
1
p1
)
.
In particular, if n = 1, k(G) = k∗(G) by Remark 18, so G satisfies this inequality with c = 1.
Proof. By Proposition 29, we have mp1 ≤ log2 |C
n1
p1
| = n1 log2 p1, and so invoking Proposition
32, we have
k(S) ≤ K∗1 (G) +
mp1
p1
(
1−
1
p1
)
≤ K∗1 (G) + n1
log2 p1
p1
(
1−
1
p1
)
for any UFIM S over G \ {0}, and so the conclusion follows. 
Corollary 34. Suppose c, N ∈ R≥1 and G =
⊕n
i=1
⊕ni
j=1Cpeiji
∈ Ωc ∩ SN with k(G) =
k∗(G), p1 < · · · < pn and p
2
1 < p2 if n > 1, max1≤j≤n1 e1j > 1, and p1 large enough so that
log2 cp1
p1
N ≤ 1
c
K∗1 (G). Then any UFIM S over G \ {0} with irreducible factorization
⊔m
i=1 Ii
such that for all 1 ≤ i ≤ m, S(Ii) contains an element outside of C
n1
p1
, satisfies
k(S) ≤ K∗1(G).
In particular, if n = 1, k(G) = k∗(G) by Remark 18, so G satisfies this inequality with c = 1.
Proof. The conditions imply mp1 = 0; plug this into the inequality provided by Proposition
32. 
We may observe from Corollary 30 and Corollary 34 that to study Conjecture 2 for the
classes of groups specified in Proposition 32, we essentially only need to look at UFIMs S
with strictly greater than K∗1 (G) irreducible factors, and such that some irreducible factor
contains only elements of order P−(|G|). Note also that by Proposition 29 the number
of irreducible factors which contain only elements of order P−(|G|) is bounded above by
log2 |C
r
P−(|G|)| = r log2 P
−(|G|), where r is the rank of G as defined in Section 1.
7. Second Main Result
We can now prove Theorem 8 and Corollary 9.
Lemma 35. Suppose G is a finite abelian group with K1(G) = K
∗
1(G) and r ∈ {2, 3} is such
that r ∤ |G|. Given a UFIM S over G \ {0}, let mr be as in Lemma 31. Then in the notation
of Construction 23 with respect to the projection φ : Cr ⊕G→ G, either
(1) k(S) ≤ K∗1 (Cr ⊕G) and t = 0, or
(2) mr = 0.
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Proof. Suppose r = 2. In the notation of Construction 23 with respect to φ : Cr ⊕G → G,
by Proposition 26 (2) and Theorem 11 we have |T | + t ≤ N1(ker(φ)) = N1(C2) = 2. If
t = 0, then by Proposition 26 (7) and Theorem 5, k(S) ≤ K1(C2) + K1(G) = K
∗
1 (C2) +
K∗1 (G) = K
∗
1(C2 ⊕G), where the first equality follows from Theorem 5 and our assumption
K1(G) = K
∗
1 (G). Hence we may assume that t ≥ 1, which implies, by the above, |T | ≤
N1(ker(φ))− t = 2− t ≤ 1. But any irreducible factor has length at least 2, so m2 = 0.
Suppose r = 3. As above, we have |T | + t ≤ N1(ker(φ)) = N1(C3) = 3. If t = 0, by
Proposition 26 (7), we have k(S) ≤ K1(C3) + K1(G) = K
∗
1(C3) + K
∗
1 (G) = K
∗
1 (C3 ⊕ G)
where the first equality follows from Theorem 5 and our assumption K1(G) = K
∗
1 (G). So
we may assume that t ≥ 1. Hence 1 ≤ t ≤ 3. If t ≥ 2, we have by the above that |T | ≤ 1,
and so since any irreducible factor has length at least 2, so |T | ≤ 1 which implies m2 = 0. If
t = 1, then we have |T | ≤ 2. By Proposition 26, T ⊔ {σ(S1)} is a UFIM and hence zero-sum
over C3 \ {0}. Since the only zero-sum indexed multisets over C3 \ {0} of length at most
3 are {1, 2}, {1, 1, 1} and {2, 2, 2}, we have T = {(1, 0, 0)}, {(2, 0, 0)}, {(1, 0, 0), (1, 0, 0)} or
{(2, 0, 0), (2, 0, 0)}. Thus T is zero-sum free and so is properly contained in an irreducible
factor. Since by definition T contains all order-3 elements in S, we have that m3 = 0. 
Proof of Theorem 8. Take any UFIM S over (Cr ⊕ G) \ {0}. By Lemma 35, if mr 6= 0, we
have k(S) ≥ K∗1 (Cr ⊕G). So now assume mr = 0. By Lemma 31, we have
k(S) ≤ k(Cr ⊕G) +
log2 |Cr ⊕G|
p1
≤ k(Cr ⊕G) +
log2(rc
(
∑n
i=2
∑ni
j=1 eij)p
(
∑n
i=1
∑ni
j=1 eij)
1 )
p1
.
Now since by assumption
k(Cr ⊕G) = k
∗(Cr ⊕G) = 1−
1
r
+
n∑
i=1
ni −
n∑
i=1
ni∑
j=1
1
p
eij
i
,
we have for p1 satisfying the constraint given in our statement
k(S) ≤ 1−
1
r
+
n∑
i=1
ni −
n∑
i=1
ni∑
j=1
1
p
eij
i
+
log2(rc
(
∑n
i=2
∑ni
j=1 eij)p
(
∑n
i=1
∑ni
j=1 eij)
1 )
p1
≤ K∗1(Cr ⊕G)−
1
r
+
log2(rc
(
∑n
i=2
∑ni
j=1 eij)p
(
∑n
i=1
∑ni
j=1 eij)
1 )
p1
−
(
1
p1
K∗1
(
n1⊕
j=1
C
p
e1j
1
)
+
n∑
i=2
ni∑
j=1
(cp1)
eij − 1
(cp1)eij+1 − (cp1)eij
)
≤ K∗1 (Cr ⊕G)
with equality only if we have equality in the constraint for p1. Hence K1(Cr⊕G) ≤ K
∗
1(Cr⊕
G), and so K1(Cr ⊕G) = K
∗
1 (Cr ⊕G) by Proposition 3.
Now consider the case where equality does not hold in the constraint for p1 in our state-
ment. The above argument shows that if mr = 0, then k(S) < K1(Cr ⊕ G). Hence if S is
such that k(S) = K1(Cr⊕G), then mr 6= 0, and so by Lemma 35, t = 0. Thus S, by Remark
24, each element of S must belong to either Cr or Cpq, and we may split S into a disjoint
union Sr ⊔ SG where Sr is a UFIM over Cr \ {0} and SG is a UFIM over G \ {0}. 
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Proof of Corollary 9. All the families described are covered in Proposition 13, so by Remark
18, k(Cr ⊕G) = k
∗(Cr ⊕G) for the above G. Moreover, for the above G we have K1(G) =
K∗1 (G) by Theorem 6. Hence the hypotheses of Theorem 8 are satisfied for these G, and so
the first part of the statement follows. The second part follows directly from Theorem 8. 
Remark 36. Note that for r = 2, 3 for S over Crpq \ {0} for p, q satisfying the conditions on
p and q in the statement of Corollary 9, any UFIM S which achieves maximal cross number
must have a decomposition Sr ⊔ Spq where Sr is a UFIM over Cr \ {0} and Spq is a UFIM
over Cpq \ {0}. Hence S achieves maximal cross number if and only if Sr and Spq achieve
maximal cross number. By Remark 28, if Spq achieves maximal cross number, then it has a
decomposition Sp ⊔ Sq, where Sp is a UFIM over Cp \ {0} and Sq is a UFIM over Cq \ {0},
and so S has a decomposition Sr ⊔ Sp ⊔ Sq.
8. Bounds on K1(G) and Asymptotic Results
In this section, we prove some general bounds on K1(G). As a result, we show that
K1(G), k(G) and K
∗
1 (G) all become arbitrarily close to each other in a certain limit. We
hope these results along with those of Section 6 will be helpful in proving (or disproving)
Conjecture 2 for further families of groups.
Gao and Wang give the following general bound for K1(G).
Proposition 37 ([7]). For any finite abelian group G, let |G| denote the order of G and let
p be the smallest prime dividing G. Then we have
K1(G) ≤ log |G|+
log2 |G|
p
.
This bound can be improved however by refining Gao and Wang’s methods in [7].
Proposition 38 ([14]). For any finite abelian group G, we have
K1(G) ≤ 2k(G).
Proof. For any given UFIM S, let
⊔m
i=1 Ii be its irreducible factorization. Then for each
1 ≤ i ≤ m, pick some gi ∈ S(Ii), and by unique factorization we have that
⊔m
i=1 S(Ii) \ {gi}
and
⊔m
i=1{gi} are zero-sum free. Hence, by the definition of k(G),
k(S) = k
(
m⊔
i=1
S(Ii) \ {gi}
)
+ k
(
m⊔
i=1
{gi}
)
≤ 2k(G).
Since S was an arbitrary UFIM, we have K1(G) ≤ 2k(G). 
The following asymptotic result which more precisely captures the behavior of K1(G), in
particular showing that it approaches the little cross number k(G) in a certain limit. Recall
the definitions of Ωc and SN as defined in Section 6.
Proposition 39. For any c, N ∈ R≥1, we have
K1(G)− k(G) ≤ N
log2 P
+(|G|)
P−(|G|)
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for all G ∈ SN (note for p-groups, P
+(|G|) = P−(|G|)). In particular, this implies that
lim
P−(|G|)→∞, G∈Ωc∩SN
|K1(G)− k(G)| = 0.
Proof. Write G =
⊕n
i=1
⊕ti
j=1Cpeiji
, p1 < · · · < pn. Let S be any UFIM over G \ {0} with
irreducible factorization
⊔m
i=1 Ii. Now for each 1 ≤ i ≤ m, choose any gi ∈ S(Ii), and by
unique factorization
⊔m
i=1 S(Ii) \ {gi} is zero-sum free, so k(
⊔m
i=1 S(Ii) \ {gi}) ≤ k(G). Now
K(s)− k(G) ≤
m∑
i=1
k({gi}) ≤
log2 |G|
P−(|G|)
=
∑n
i=1
∑ti
j=1 eij log2 pi
p1
≤ N
log2 cp1
p1
→ 0,
by Proposition 29 and the assumption G ∈ Ωc ∩ SN , as p1 →∞. 
For any n ∈ N≥1, let ω(n) denote the number of prime divisors of n counted without
multiplicity, and let
E(l1,...,lr) :=
{
r⊕
i=1
Cni , 1 < n1| · · · |nr : ∀1 ≤ i ≤ r, ω(ni) = li, gcd
(
ni,
nr
ni
)
= 1
}
.
Proposition 40 ([13]). For any r, l1, . . . , lr ∈ N≥0, writing G =
⊕r
i=1Cni we have
lim
P−(nr)→∞, G∈E(l1,...,lr)
k
(
r⊕
i=1
Cni
)
=
r∑
i=1
li = lim
P−(nr)→∞, G∈E(l1,...,lr)
k∗
(
r⊕
i=1
Cni
)
.
Lemma 41. We have
lim
P−(|G|)→∞
|k∗(G)−K∗1 (G)| = 0.
Proof. Write G =
⊕n
i=1
⊕ni
j=1Cpeij
i
, p1 < · · · < pn. As p1 → 0,
K∗1 (G)− k
∗(G) =
n∑
i=1
ni∑
j=1
p
eij
i − 1
p
eij
i − p
eij−1
i
−
p
eij
i − 1
p
eij
i
≤
n∑
i=1
ni∑
j=1
p
eij
1 − 1
p
eij
1 − p
eij−1
1
−
p
eij
1 − 1
p
eij
1
→ 0.

Corollary 42. For any fixed c ∈ R≥1 and N, r, l1, . . . , lr ∈ N, we have
lim
P−(|G|)→∞, G∈Ωc∩SN∩E(l1,...,lr)
|K1(G)−K
∗
1 (G)| = 0.
Proof. This follows directly from Proposition 39, Proposition 40 and Lemma 41. 
9. Conclusion
A full resolution of Conjecture 2 still seems far away, though it is hopeful that it could be
verified for larger classes of abelian groups. General p-groups seems to be the most amenable
“next step,” as several of the results in Section 6 seem to suggest. Of course, a resolution
of the conjecture for general p-groups would be, by Remark 27, at least as strong verifying
Conjecture 10 for groups of the form Cnp , and this has only recently been verified for n = 2 by
Gao, Li, and Peng (see [6]). Other directions of pursuit are to extend the asymptotic results
of Section 8, and to study the structure of UFIMs which achieve maximal cross number.
The results of Remark 28 and Theorem 8 perhaps suggest the following conjecture.
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Conjecture 43. Let G be a finite abelian group such that G =
⊕n
i=1Gpi where p1, . . . , pn
are distinct primes and Gpi is the Sylow pi-group of G for each 1 ≤ i ≤ n. If S is a UFIM
over G \ {0} with k(S) = K1(G), then S has a decomposition
S =
n⊔
i=1
Spi
where Spi is a UFIM over Gpi \ {0} for each 1 ≤ i ≤ n.
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