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SUMMARY
A novel microstructure-sensitive extreme value probabilistic framework is intro-
duced to evaluate material performance/variability for damage evolution processes (e.g.,
fatigue, fracture, creep). This framework employs newly developed extreme value marked
correlation functions (EVMCF) to identify the coupled microstructure attributes (e.g.,
phase/grain size, grain orientation, grain misorientation) that have the greatest statistical
relevance to the extreme value response variables (e.g., stress, elastic/plastic strain) that
describe the damage evolution processes of interest. This is an improvement on previ-
ous approaches that account for distributed extreme value response variables that describe
the damage evolution process of interest based only on the extreme value distributions
of a single microstructure attribute; previous approaches have given no consideration of
how coupled microstructure attributes affect the distributions of extreme value response.
This framework also utilizes computational modeling techniques to identify correlations
between microstructure attributes that significantly raise or lower the magnitudes of the
damage response variables of interest through the simulation of multiple statistical volume
elements (SVE). Each SVE for a given response is constructed to be a statistical sample of
the entire microstructure ensemble (i.e., bulk material); therefore, the response of interest
in each SVE is not expected to be the same. This is in contrast to computational simula-
tion of a single representative volume element (RVE), which often is untenably large for
response variables dependent on the extreme value microstructure attributes.
This framework has been demonstrated in the context of characterizing microstructure-
sensitive high cycle fatigue (HCF) variability due to the processes of fatigue crack for-
mation (nucleation and microstructurally small crack growth) in polycrystalline metallic
xxvi
alloys. Specifically, the framework is exercised to estimate the local driving forces for fa-
tigue crack formation, to validate these with limited existing experiments, and to explore
how the extreme value probabilities of certain fatigue indicator parameters (FIPs) affect
overall variability in fatigue life in the HCF regime. Various FIPs have been introduced
and used previously as a means to quantify the potential for fatigue crack formation based
on experimentally observed mechanisms. Distributions of the extreme value FIPs are calcu-
lated for multiple SVEs simulated via the FEM with crystal plasticity constitutive relations.
By using crystal plasticity relations, the FIPs can be computed based on the cyclic plastic
strain on the scale of the individual grains. These simulated SVEs are instantiated such that
they are statistically similar to real microstructures in terms of the crystallographic micro-
structure attributes that are hypothesized to have the most influence on the extreme value
HCF response. The polycrystalline alloys considered here include the Ni-base superalloy
IN100 and the α + β Ti alloy Ti-6Al-4V. In applying this framework to study the micro-
structure dependent variability of HCF in these alloys, the extreme value distributions of the
FIPs and associated extreme value marked correlations of crystallographic microstructure
attributes are characterized. This information can then be used to rank order multiple vari-
ants of the microstructure for a specific material system for relative HCF performance or
to design new microstructures hypothesized to exhibit improved performance. This frame-
work enables limiting the (presently) large number of experiments required to characterize
scatter in HCF and lends quantitative support to designing improved, fatigue-resistant ma-





Failure of engineered components due to repeating or random cycles of applied loading and
unloading (i.e., fatigue) can be catastrophic and associated with the loss of life. Moreover,
fatigue failure of components is costly in terms of loss in productivity and equipment. As
such, extensive resources have been devoted to increase the understanding and mitigation
of such failures. In particular, much effort has been devoted to characterizing the fatigue
response and the scatter in fatigue life for specific material systems. Understanding the
scatter in the number and magnitude of applied stress cycles before component failure
(i.e., fatigue life) is essential to ensure that inspection and/or replacement intervals can be
confidently specified.
Despite the resources expended yearly to prevent fatigue failures, they still occur regu-
larly. For example, on July 2, 2006 a high pressure turbine disk (HPT) failed in a General
Electric CF6-80C2 engine mounted on an American Airlines Boeing 767-223 that was sit-
ting on the ground in Los Angeles, California during a routine engine test [1]. As shown in
Figure 1.1 the HPT turbine split into four pieces due to a rim-to-bore fracture that originated
from an intergranular fatigue crack.
Current methods and models that characterize variability of fatigue response are pre-
dominantly empirical in nature. Such empirical approaches are material-specific and re-
quire extensive experimentation. In addition, little is understood regarding the effects of
randomness of the underlying microstructure on the overall variability in the fatigue re-
sponse. The ability to estimate variability of fatigue response using physically-based com-




Figure 1.1: Failure of high pressure turbine (HPT) disk in an American Airlines Boeing
767-223. (a) Piece of HPT disk lodged in left engine’s exhaust duct on opposite side of
aircraft from failed engine. (b) Failed engine cut in two at the HPT module with front and
rear sections of the engine hanging from the respective engine mounts [2].
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accelerating insertion of materials and assisting in design of minimum life. In addition,
such tools can aid in the development of materials with improved fatigue resistance and
better determine inspection and replacement intervals to prevent failures.
1.2 Problem statement
In high cycle fatigue (HCF) where stress amplitudes remain below the effective yield point,
fatigue crack formation (i.e., nucleation and early growth) depends on certain extremal at-
tributes of the microstructure. For example, both second phase inclusions with the highest
stress concentration or largest size or the largest grains favorably oriented for slip can serve
as likely nucleation sites for fatigue cracks. The probability of finding these attributes near
the free surface or in a highly stressed volume also influences the variability in fatigue
crack formation [3]. Hence, variability in fatigue life is related largely to the probabilities
of finding extremal attributes that are relevant to the operant mechanisms of fatigue crack
formation in a given material system. Moreover, the critical life limiting microstructure at-
tributes can consist of multiple interacting attributes that together increase the local driving
forces for fatigue crack formation more than any single independent attribute for a given
volume. Therefore, in certain material systems the interactions between microstructure at-
tributes are more important to the processes of fatigue crack formation then is the existence
of any single attribute. This phenomena can also be dependent upon loading/operating
conditions.
The dependence of fatigue crack formation on various microstructure attributes has
been investigated extensively. In many cases, this dependence cannot merely be deduced
from direct quantitative image analysis of various microstructure attributes. Assessment of
the coupling of microstructure attributes with the driving forces for fatigue crack formation
requires a combination of experiments and computational simulation, along with a connec-
tive framework based on extreme value statistics. Such a framework presently exists only
in rudimentary form (e.g., Weibull statistics [4] of fatigue strength and/or microstructure
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attributes). Owing to microstructural stochasticity, HCF is a statistical problem for which
the probability of fatigue crack formation in a particular volume of material is established
by the extreme value (i.e., rare event) probability of a particular existing combination of
microstructure attributes that conspire with applied stress state in such a way to form and
propagate cracks. Coupling of attributes with loading conditions and the resulting fatigue
response is the main source of both scatter and size effects in fatigue. Moreover, multi-
ple specimens or components will exhibit a significant scatter in the fatigue response even
when they are manufactured from identically processed material. Much progress has been
made in understanding the mechanisms of fatigue crack formation in various material sys-
tems in the last few decades [5, 6]; however, much remains to be understood concerning
both the short and long range correlations between microstructure attributes and cyclic in-
elastic stress-strain response in the microstructure and how such correlations play a role in
affecting the variability of fatigue life.
For most applications, large numbers of experiments are necessary to quantify variabil-
ity in fatigue life and to identify any change in the mechanism of fatigue crack formation
as a function of applied loading conditions for a given specimen size. Often, insufficient
experimental data are available to support this quantification. Moreover, the mathemati-
cal form of the tails of the probability distributions for the driving forces for fatigue crack
formation, such as the local distributions of stress/strain, are not well characterized, nor is
the dependence of the character of those tails on single and/or interacting microstructure
attributes well understood.
1.3 Research objective
This dissertation introduces and demonstrates a novel extreme value probabilistic frame-
work to characterize the microstructure-dependent variability for damage evolution pro-
cesses (e.g., fatigue), and identify the important microstructure attributes or coupled micro-
structure attributes that drive the variability of damage evolution processes. Specifically,
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the objectives of the developed probabilistic framework as depicted in Figure 1.2 are to:
1. Identify the shape and character of the tails (i.e., extreme value) of the distribution
of damage response (for a given damage evolution process) for given loading and
boundary conditions.
2. Link extreme value distributions of damage response to the local microstructure at-
tributes that most influence the distribution of that response. Moreover, it is desired
to determine how the shape and character of the extreme value response distributions
change depending on microstructure.
3. Account for the coupling between multiple microstructure attributes relative to their
combined influence on the distributions of extreme value damage response. In other
words, quantify the statistical influence of the interactions between certain key micro-
structure attributes on the extreme value response distributions.
By satisfying these objectives, the developed framework provides a probabilistic descrip-
tion of the microstructure-sensitive extreme value damage evolution processes that can then
be used to estimate microstructure-dependent variability, identify microstructure attributes
that are important to the considered damage evolution process, and compare or rank differ-
ent materials or variants of the same material for a given loading condition or application.
Additionally, this framework is designed to provide a better understanding of the tails of
the probability distributions for various damage evolution processes, including the shape
of the tails of these distributions and the sensitivity to variations in loading history, micro-
structure, and specimen size (critically stressed volume).
The development of this microstructure-sensitive extreme value framework has required
the consideration of several secondary research objectives including:
• The development of new statistical functions that link correlated microstructure at-
tributes to extreme value response.
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Figure 1.2: Schematic of the objectives of the developed microstructure-sensitive extreme
value probabilistic framework for damage evolution processes. Note that the plot of the
inclusion size was reproduced from Atkinson and Shi [3] (Reprinted from [3], with per-
mission, copyright Elsevier).
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• The development of algorithms for the instantiation and simulation of microstructure
volume elements representative of real materials that can be utilized to computation-
ally estimate the distributions of extreme value response via simulation.
• The development of robust and efficient algorithms to exercise constitutive models to
predict material behavior on the scale of the microstructure attributes most important
to the damage response.
Here each one of these secondary research objectives will be outlined in more detail.
1.3.1 Development of statistical functions that link microstructure to extreme value
response
To link the extreme value microstructure-dependent response for damage evolution pro-
cesses to stochastic microstructure, new statistical functions are required. Although various
statistical functions have been used extensively to quantify and describe random heterogen-
eous materials (e.g., [7]) or extreme value distributions of response, they have rarely been
used to link the two. A primary objective here has been to develop new statistical measures
and correlation functions that are able to quantify the coupling between extreme value re-
sponse and the associated microstructure attributes that most influence that response.
1.3.2 Instantiation and simulation of microstructure volume elements
To understand and quantify the influence of various microstructure attributes on the dam-
age response, a knowledge of the stress and strain fields around the microstructure attributes
important to the considered damage evolution processes is required; however, such infor-
mation is not typically available experimentally, especially in three dimensions. Thus, the
developed framework incorporates a strategy where damage response is estimated com-
putationally using experimentally calibrated constitutive models. Simulation of material
microstructure is not trivial and there is much ongoing research on this topic (cf. [8, 9]). In
this work, some of the challenges associated with simulating the microstructure-dependent
response are considered including:
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• The development of simple efficient algorithms for generation of statistically repre-
sentative microstructure volume elements for simulation.
• The evaluation of how boundary conditions and meshing influence the predicted ex-
treme value response of simulated microstructure volume elements.
• The determination of how many simulated microstructure volume elements of a given
size are required to characterize the tails of the distributions of extreme value re-
sponse for a given loading condition.
1.3.3 Robust and efficient constitutive models
Although the developed microstructure-sensitive extreme value probabilistic framework is
broadly applicable for a myriad of material systems and damage evolution processes, here
it is used to characterize the extreme value high cycle fatigue (HCF) response in polycrys-
talline metals. As such, polycrystalline plasticity models implemented in a FEM package
are used to estimate the elastic-plastic response at the scale of the grains for material vol-
umes subjected to cyclic loads. As exercising the developed microstructure-sensitive ex-
treme value probabilistic framework requires the simulation of hundreds of microstructure
volume elements, it is a primary objective to improve the efficiency of these algorithms and
the implementation of these algorithms in an automated fashion. Thus, the computational
efficiency and stability of polycrystal plasticity codes is considered as well as the develop-
ment of pre and post processing algorithms to automate consecutive simulation runs.
1.4 Significance of this research
It is envisioned that the development of this microstructure-sensitive extreme value proba-
bilistic framework will have several primary consequences, namely:
• A first of its kind methodology will be available that links coupled microstructure
attributes to the distributions of extreme value response.
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• A procedure will be identified by which variability of microstructure-dependent dam-
age evolution processes like fatigue can be evaluated computationally and ranked for
different materials and different variants of the same material.
• This methodology will aid in the evaluation of critical damage evolution processes in
complex material systems and be able to quantify the key correlated microstructure
attributes that have the greatest influence on the variability of material response.
• Computational tools and algorithms will be available to generate and simulate vol-
umes of material microstructure. Additional tools will be available to aid in charac-
terizing complex microstructural statistics and correlation functions and automate the
pre and post-processing of hundreds of simulated microstructure volume elements.
• Application of this framework to evaluate the microstructure-sensitive extreme value
fatigue response of the Ni-base superalloy IN100 and the Ti alloy Ti-6Al-4V offers
new insight to the influence that the local microstructure in these material systems
has on the variability of HCF response. In particular, the combinations of crystallo-
graphic attributes that have the most influence on the driving forces for fatigue crack
formation in these material systems are identified.
• An alternative to traditional empirical modeling will be available to evaluate
microstructure-dependent variability for various damage evolution processes like fa-
tigue. However, unlike the empirical models, this framework will offer insight about
the coupled microstructure attributes that most influence the variability of damage
response and direct materials design of new microstructures more resistant to vari-
ability. Additionally, information will be available to help better understand the




Following this introduction, this dissertation will be laid out as follows. Chapter two will
discuss the current understanding of fatigue crack formation in metals with particular em-
phasis the use of certain fatigue indicator parameters to estimate the driving forces for
fatigue crack formation. Chapter three will discuss the current models available to estimate
the influence of extreme value (i.e., rare event) microstructure attributes on the fatigue re-
sponse. Additionally, a novel extreme value marked correlation function will be introduced
that quantifies the coupling between correlated microstructure attributes and the extreme
value response. Chapter four will review large strain based crystal plasticity theory. Sev-
eral continuum scale internal state variable (ISV) models formulated to simulate cyclic
plasticity in polycrystalline aggregates will be considered including the Ni-base superal-
loy IN100 and the Ti alloy Ti-6Al-4V. Implementation of these types of ISV models in
typical commercially available finite element codes along with the integration of the con-
stitutive relations at a material point will be considered. Chapter four will discuss the chal-
lenges addressed in this work regarding the simulation of fatigue response at the microscale
including the instantiation and simulation of microstructure volume elements including
meshing and applying appropriate boundary conditions. Also of interest are the issues con-
cerned with the simulation of representative versus statistical volume elements. Chapters
six and seven will discuss the application of the developed microstructure-sensitive ex-
treme value probabilistic framework in IN100 and Ti-6Al-4V, respectively. In particular,
the relationships between the extreme value distributions of the driving forces for fatigue
crack formation and newly introduced extreme value marked correlation functions will be
considered for the respective material systems. In Chapter eight, the applicability of the
microstructure-sensitive extreme value probabilistic framework to computational materials
design will be discussed. This dissertation will then end with the conclusions and recom-





Chapter 2 reviews the mechanisms of fatigue crack nucleation and growth in metals. Of
particular interest is how microstructure influences the processes of crack formation (i.e.,
nucleation and early growth). The different mechanisms of nucleation and growth will be
classified based on the scales of the microstructure attributes (i.e., phase, grain orienta-
tion/misorientation, etc.) pertinent to these damage evolution processes. The mechanics
of fatigue crack formation will also be addressed including the use of fatigue indicator
parameters (FIP) to estimate the nonlocal driving forces of fatigue crack formation.
2.2 Fatigue Damage Mechanisms in Metals
Different damage processes govern the changing regimes of fatigue crack nucleation and
growth in polycrystals and various classifications have been used to describe them. Forsyth
[10] classified two regimes of crack nucleation and growth. The first, Stage I, describes
the processes of shear-dominated fatigue crack growth, which is typically characterized by
cracks whose size is on the scale of the dominant microstructural barriers (e.g., grain/phase
boundaries); accordingly, cracks form and propagate along the directions of the maximum
shear planes. Subsequent Stage II growth is normal stress-dominated such that cracks
propagate normal to the direction of the maximum principal cyclic stress [11, 12]. Stage
II cracks are typically much larger than the dominant microstructural barriers and are min-
imally affected by these barriers. Various alloys differ according to the extent to which
they exhibit these two stages, with some transitioning to Stage II growth almost immedi-
ately [13, 14].
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Another proposed classification of the various mechanisms of fatigue crack nucleation
and growth defines distinct regimes based on the change of mechanisms as the fatigue
cracks and cyclic plastic zones increase in size relative to the scale of the dominant micro-
structure attributes [11, 12, 15, 16]. Using this microstructure-scale dependent decomposi-
tion, the regimes of nucleation and growth can be categorized as follows:
1. Fatigue crack formation, which includes the processes of fatigue crack nucleation
and microstructurally small crack (MSC) growth for cracks up to the size of one to
three microstructural barrier spacings
2. Physically small crack (PSC) growth for cracks up to the size of three to ten mi-
crostructural barrier spacings
3. PSC and mechanically long crack (MLC) growth with size greater than about ten
microstructural barrier spacings
Accordingly, the total fatigue life NT can be expressed as
NT = NFOR + NPS C + NMLC (2.1)
where NFOR, NPS C, and NMLC correspond to the number of cycles required for formation,
PSC growth, and MLC growth, respectively. Although this classification distinguishes be-
tween distinct mechanisms of fatigue crack nucleation and growth, it is somewhat difficult
to unambiguously define transitions between the various mechanisms and regimes. How-
ever, describing the processes based on the spacing of the dominant microstructural barriers
is logical as the modes of nucleation and growth change based on the size of the developing
cracks relative to these barrier spacings. This classification scheme will be used throughout
the remainder of this dissertation.
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2.2.1 Fatigue Crack Formation
Fatigue crack formation describes the processes of crack nucleation and MSC growth. Fa-
tigue crack nucleation encompasses classical slip band nucleation or other decohesion or
micro-fracture processes. Cracks form within the microstructure as a result of damage ac-
cumulation associated with irreversible dislocation migration under cyclic loading. Such
conditions exist even when the stresses are well below the macroscopic yield strength of
the material due to strain localization. Strain localization might occur, for example, in
grains that are favorably oriented for plastic flow, in grains neighboring harder oriented
grains, or near inhomogeneities such as harder second phase particles or inclusions. Ad-
ditionally, many materials have pre-existing microvoids or aggregated vacancies/voids as
artifacts from processing, which become sites of strain localization.
In metals subjected to cyclic plastic straining, the formation of distinct dislocation struc-
tures like persistent slip bands (PSBs) are associated with fatigue crack nucleation, which
occurs either within PSBs or at interfaces such as grain or phase boundaries [5]. Surface
grains are particularly vulnerable to formation of PSBs or the development of extrusions
and intrusions because of more localized slip activity near the surface, assisted kinemati-
cally by the lack of constraint of the free surface. These extrusions and intrusions are one
mechanism for crack nucleation, particularly in pure metals as can be seen in Figure 2.1.
Once sufficiently developed, these extrusions and intrusions lead to the nucleation of cracks
that will propagate and eventually lead to fracture during subsequent cycling.
Internal damage due to cyclic plastic strain accumulation can also form cracks. In
Figures 2.2-2.3, intragranular slip bands are observed. Cracks form at the boundaries,
as indicated in these figures by the arrows, due to the damage caused by heterogeneous
plastic flow. Figure 2.4 shows the nucleation of a crack at the site of a debonded inclusion.
These and other mechanisms are manifested in various material systems due to differing
phases, impurities, texture, etc. In practical alloy systems, cracks can form at grain/phase
boundaries due to impingement of slip. Often, nonmetallic particles introduced during
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Figure 2.1: Fatigue crack formation at a PSB in a copper crystal fatigued at 60000 cycles
at 0.002 strain at 20◦C (Reprinted from [17], with permission, copyright Elsevier).
processing are sites for fatigue crack formation. Across the spectrum of various alloy
systems used in engineering applications a plethora of mechanisms can drive fatigue crack
nucleation and early growth.
MSCs are defined as cracks having size and/or crack tip cyclic plastic and damage
process zone sizes on the scale of the dominate microstructural barriers such as grain/phase
size or precipitate size/spacing [11, 12]; moreover, MSCs are often surrounded by a zone
of relatively significant cyclic plastic deformation relative to the crack size. However, the
damage process zone of MSCs is relatively small and confined to a crack tip zone that
is increasingly well characterized by singular fields of fracture mechanics as these cracks
lengthen [21]. MSCs interact strongly with local microstructure attributes as they grow,
and their growth rates vary greatly depending on the strength of barriers that they encounter.
MSCs typically have lengths up to three or four grain diameters [11,12] and have a tortuous
front. In many cases, these MSCs may be arrested by a sufficiently strong barrier such as
a grain or phase boundary [11, 12, 22–25]. In contrast, once cracks reach a certain length
(typically on the order of several grain sizes) their growth rate is less sensitive to details of
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Figure 2.2: Fatigue crack formation (indicated by arrows) along a grain boundary in copper
(Reprinted from [18], with permission, copyright Elsevier).
Figure 2.3: Fatigue crack formation along every other twin boundary (indicated by ar-
rows) in polycrystalline Cu at room temperature. (Reprinted from [19], with permission,
copyright Pergamon)
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Figure 2.4: Fatigue crack formation at site of a partially debonded MnO-SiO2- Al2O3
inclusion in matrix of 4340 steel (denoted by M) (Reprinted from [20], with permission,
copyright Springer).
the inhomogeneity field as more microstructure is sampled across the crack front [26], and
the probability of intermittent bypass of microstructural barriers is enhanced. Generally,
MSC growth is considered to be most appropriately modeled by correlation with the cyclic
crack tip displacement range, ∆CT D [6, 23, 27, 28].
Various modeling approaches have been applied to simulate fatigue crack nucleation
and MSC growth. One class of models where the fatigue cracks are represented by con-
tinuously distributed dislocations have been developed to model small cracks in both iso-
tropic materials [29, 30] and in anisotropic crystalline materials [31–34]. Idealized models
of fatigue crack formation in single crystals have also been developed by Mura and Naka-
sone [35], Mura [36], Venkataraman et al. [37, 38], and Repetto and Ortiz [39], but are
not applicable to the scale of analysis of polycrystals (and related multislip characteris-
tics). More recently, Serebrinsky and Ortiz [40] have developed cohesive-laws that account
for the number of cycles required for fatigue crack nucleation with applicability to finite
element simulations of more complex (i.e., realistic) microstructures. Additionally, Brinck-
mann and Van der Giessen [41] introduced a computational framework that uses both dislo-
cation dynamics and cohesive surfaces to model near atomic separation that leads to crack
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nucleation. Although in their infancy, such efforts are helping to shed light on the processes
of fatigue crack nucleation and MSC growth, which are very difficult to detect or observe
experimentally.
2.2.2 Physically Small and Mechanically Long Crack Growth
Mechanically long cracks (MLCs) are sufficiently large relative to the size of the dominant
microstructural features and crack tip plastic zone size such that they can be characterized
via linear elastic fracture mechanics (LEFM) (particularly in the high cycle fatigue or HCF
regime). LEFM was first applied to crack growth by Paris [42], who linked the emerging
field of fracture mechanics to cyclic fatigue through a power law relationship between




where C1 and m are material constants.
Similar to MLCs, physically small cracks (PSCs) are typically larger than the spacing
between dominant microstructural barriers, but are not so large that their growth is unaf-
fected by the crack tip plastic zone that influences crack closure. Thus, although PSCs may
be amenable to LEFM they are often better characterized via elastic-plastic fracture me-
chanics (EPFM), especially at higher amplitudes of applied stress. EPFM as an alternative
to ∆K was first presented by Lamba who applied the ∆J-integral to elastic-plastic fatigue
crack growth [43]. Crack tip opening displacement principles of EPFM can effectively cap-
ture the behavior of PSCs but must be modified to account for the distribution of slip among
the grains which also affects the scale of crack tip plasticity [21]. In the case of the PSC and
MLC growth regimes, fatigue life is modeled in terms of the growth of a single dominant
crack by an appropriate cyclic fracture mechanics parameter (e.g., ∆K or ∆J) along with
the corresponding material constants and loading parameters (e.g., stress/strain ratio, R, of
minimum to maximum loads). These damage tolerant approaches, which only consider the
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growth of a single dominate flaw, have been reviewed in more detail elsewhere [5, 44].
2.2.3 LCF, HCF and VHCF
Damage progression in uniaxial fatigue may be classified into two or three categories de-
pending on the stress amplitude (and R) relative to the material yield strength. Under
completely reversed loading, low cycle fatigue (LCF) is characterized by cyclic stresses
well above the yield point. Plastic flow is uniformly distributed among the grains, and fa-
tigue life is largely determined by the material’s ability to resist propagation of cracks in
the presence of extensive crack tip plasticity. In LCF, small fatigue cracks are uniformly
distributed, resulting in a more homogeneous response, and fatigue life is dominated by
multi-site crack propagation and coalescence. In contrast, completely reversed HCF is
typically categorized by peak cyclic stresses well below the macroscopic yield strength and
fatigue life is dominated by fatigue crack nucleation and MSC growth. In HCF the material
response is dominantly elastic; however, local yielding occurs in grains that are favorably
oriented for slip and in regions near grain boundaries, triple junctions, inclusions or inclu-
sion clusters. Local cyclic slip is highly heterogeneous in HCF and the life is determined
by the weakest link microstructure attribute(s) from which a single dominant flaw forms
and/or propagates.
Traditionally, fatigue lives beyond 106 to 107 cycles were considered run-outs or infinite
life, but many current engineering applications require fatigue lives up to 108 cycles and
beyond. For example, the Engine Structural Integrity handbook [45], which contains the
published standards for the United States Air Force to guide original equipment manufac-
turers, now requires lifetimes of 109 cycles for certain aircraft turbine engine components.
In the past, fatigue lives in this range have been difficult to measure due to experimental
limitations, but ultrasonic fatigue testing has enabled high frequency tests that can be car-
ried out in a reasonable time frame [46]. Recent observations indicate that although some
materials have a plateau around 106 cycles, the S-N curve then continues to decrease at
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Figure 2.5: The concept of infinite fatigue life is questioned when experiments with fa-
tigue lives greater than 106 cycles are considered (Reprinted from [49], with permission,
copyright Elsevier).
higher numbers of cycles [47, 48]; this recently categorized fatigue regime (i.e., above 106
cycles) is sometimes referred to as very high cycle fatigue (VHCF) or gigacycle fatigue
(see Figure 2.5).
In this work, fatigue crack formation is considered in the HCF and VHCF regimes.
The majority of HCF or VHCF lifetime is often spent in the crack formation regime. For
example, in a Ti-6Al-4V alloy, it has been observed that up to 85% of the total HCF life
is spent nucleating and growing a crack up to a detectable flaw size [50]. PSC and MLC
regimes typically comprise a very small fraction of component life, particularly in the HCF
regime. As the focus here will be on on HCF and VHCF, this work will emphasize crack
formation and will not consider PSC and MLC growth.
2.2.4 Fatigue Crack Formation and Polycrystalline Microstructure
In this dissertation, we are primarily concerned with how the crystallographic attributes of
the microstructure (e.g., grain orientation, grain disorientation, grain size, and grain shape
distributions) affect local driving forces for fatigue crack formation and early growth in
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HCF. In general, plastic strain inhomogeneity at the grain level in polycrystals subjected
to cyclic loading is directly linked to crystallographic texture. Winter et al. [51] observed
that plasticity occurs preferentially in grains having slip systems with high Schmid fac-
tors, with slip localized within slip bands. Using crystal plasticity simulations to calculate
distributions of cyclic slip in polycrystals, Bennett and McDowell [52] demonstrated that
distributions of slip could be quite heterogeneous in HCF. This heterogeneity is directly
related to complex interactions between grains of differing orientations. Sauzay and Jour-
dan [53] explored these types of interactions between grains by computationally character-
izing the distributions of elastic stress fields around small grain clusters at the free surface
using elastic FE simulations. They predicted that grain interactions could affect the local
resolved shear stress by as much as 16% in copper and austenitic steels depending on the
local orientations of the neighboring grains. Inhomogeneity of elastic stress fields corre-
sponds to localization of plastic strain in regions of stress concentration associated with the
jump of the elastic stiffness across grain boundaries and compatibility requirements of the
polycrystal. Specifically, the effects of local crystallography (e.g., phase, grain orientation,
grain misorientation, grain topology, etc.) are considered here.
2.3 Mechanics of Fatigue in Polycrystals
Understanding the mechanical response of metallic polycrystals subjected to cyclic loads is
essential for modeling fatigue crack formation and growth. In polycrystals, at low enough
applied strain amplitudes, the stress-strain curve will stabilize after an initial transient pe-
riod to a response for which no additional plastic strain will accumulate after subsequent
cycles. This stabilization of the stress-strain curve is termed elastic or plastic shakedown.
The elastic shakedown limit is the applied stress or strain amplitude below which no con-
tinued accumulation of plastic strain occurs; whereas, the cyclic plastic shakedown limit
is the strain amplitude below which only reversed cyclic plastic straining will occur within
the microstructure. If the plastic shakedown limit is exceeded, ratcheting will occur where
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plastic strains continue to accumulate over subsequent cycles. These shakedown limits de-
pend on R of the applied stress or strain. In terms of the plastic strain tensor, the ratcheting














































Elastic shakedown, cyclic plasticity (plastic shakedown) and ratcheting are all depicted in
Figure 2.6. To correctly model fatigue in polycrystals these phenomena must be accounted
for via polycrystalline numerical simulations. In HCF in particular, the regimes of cyclic
plasticity and ratcheting are of great interest as a function of applied stress state, stress
amplitude and mean stress.
2.3.1 Fatigue Indicator Parameters
Crystallographic fatigue crack formation in ductile polycrystalline metals under multiaxial
loading conditions generally is associated with a critical plane on which the cyclic plastic
shear strain is maximum under proportional loading (i.e., components of principal stress
tensor vary in constant proportion to one another over the stress cycle) [13, 14]. Accord-
ingly, fatigue indicator parameters (FIP) have been established relative to the criteria that
define these critical planes. In the HCF regime, the material is nominally elastic, which has
led to the introduction of stress-based parameters for correlation of fatigue crack initiation.
For example Findley [54] proposed the HCF stress-based parameter
PF = τa + kFσn,max (2.5)
where τa = ∆τmax/2 is the maximum allowable alternating shear stress and σn,max is the
stress normal to the plane of maximum alternating shear stress. The constant kF accounts
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Figure 2.6: Schematic stress-strain curves depicting shakedown, cyclic plasticity and
ratcheting in an arbitrary volume of material.
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for the influence of the range in the stress normal to the plane of maximum shear. The value
of PF is constant for a given fatigue life. Both Dang Van [22] and Papadopoulos [55–57]
have applied versions of the Mohr-Coulomb (MC) parameter at the grain scale, i.e.,
PMC = τa + kMCσhyd (2.6)
which is constant for a given fatigue life. Here, σhyd is the hydrostatic stress and kMC is a
material constant. This parameter originally was used to predict behavior in soils or other
similar granular materials [58], and is assumed to be related to fatigue by the observations
of the influence of normal stress on decohesion of PSBs, or the opening of microstructurally
small stage I cracks in shear. Socie has argued, however, that peak hydrostatic stress likely
does not directly influence crack initiation [14]. Papadopoulos et al. [59] compared several
such stress-based fatigue indicator parameters (FIPs), demonstrating varying degrees of
effectiveness.
Strain-life approaches have been applied mainly in the low cycle and transition fatigue
regimes. However, when one considers microplasticity (distributed plasticity in the micro-
structure), they are attractive from a fundamental perspective even in HCF where localized
plastic flow controls fatigue crack formation and crack propagation [6, 16]. Strain-life
approaches were initiated by Coffin [60] and Manson [61], who independently proposed
characterizing fatigue life based on plastic strain amplitude. A power law relation of av-
erage plastic strain amplitude ∆εp/2, with the number of cycles for fatigue crack initiation





where ε′f is the fatigue ductility coefficient and c is the fatigue ductility exponent [62].
Critical plane plastic strain-based FIPs have also been developed that consider plastic
cyclic straining as the primary driving force for fatigue crack nucleation and early growth.
The simplest of these parameters based on the observation that fatigue cracks initiate on
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planes of maximum plastic shear for multiaxial loading conditions is the maximum cyclic





where ∆γp,max is the maximum change in the plastic shear strain range over a cycle, which

























Fatemi and Socie [63] and Fatemi and Kurath [64] proposed a parameter that also ac-
counts for the maximum plastic shear strain range as well as the affect of the stress normal










where σn,max is the maximum stress normal to the plane of the maximum plastic shear
strain range ∆γp,max. The stress normal to the plane of maximum plastic shear strain range
σn,max promotes slip plane decohesion and subsequent crack nucleation and microstruc-
turally small crack growth. The parameter described by kFS is a material constant. The
reference stress σo used to normalize σn,max is typically the yield strength σy. The larger
magnitudes of Fatemi-Socie (FS) FIP indicate a higher driving force for fatigue crack for-
mation. The FS parameter has been used to correlate fatigue damage formation over a large
number of grains for a range of multiaxial loading conditions for materials with extended
Stage I dominant regions such as IN718 and 1045 steel [14, 65].
Although many of these FIPs were originally applied at the macroscale, several work-
ers have applied these parameters at the microscale using crystal plasticity simulations.
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For example, Bennett et al. [66] correlated microslip and mixed-mode behavior of mi-
crostructurally small crack growth to the MC and FS FIPs and demonstrated that they
distribute differently over the grains; moreover, the FS parameter correlated better with
distributions of microcracks within the grains. Bennett et al. [52] also used the MC and
FS parameters to explore local grain orientation distribution effects on microslip in HCF.
Other workers [67,68] observed good agreement between the locally applied FS parameter
(determined using crystal plasticity calculations) and microstructurally small crack growth
within the first few grains with experiments in structural steel S460N. Additionally, Dunne
et al. [69] used detailed simulations coupled with experiments to show that crystal plastic-
ity can correlate precisely to localized plastic slip (and subsequent fatigue crack initiation)
in realistic microstructures. More recently Findley and Saxena [70] used the FS parameter
to examine the effect microstructure attributes such as grain size have on the local driving
forces for fatigue damage formation. Such work demonstrates the ability of locally ap-
plied FIPs determined via crystal plasticity simulations to correlate microstructural scale
slip with fatigue crack formation and microstructurally small crack growth. As argued by
McDowell [6], these types of critical plane approaches for shear-dominated microcrack-
ing is related to Stage I propagation of MSCs. Early work by Hoshide and Socie [71]
considered the affect of microplastic strain on fatigue damage formation and MSC crack
growth under mixed-mode (I-II) loading via FEM simulations. They correlated ∆J from
EPFM via a Paris type law with fatigue crack growth behavior of small cracks. Moreover,
Hoshide and Socie related ∆J to the ranges of crack opening displacement (COD) and/or
crack sliding displacement (CSD) for mode I and mode II, respectively. Later, McDowell
and Berard [65] using ∆J argued for similarity of ∆CT D with the FS parameter.
2.4 Summary
In polycrystalline metals, the mechanisms that accommodate cyclic straining in fatigue
have been investigated extensively over the past several decades. Different regimes of
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fatigue crack growth are observed depending on the size of the crack relative to the prevail-
ing microstructural barriers (e.g., grain/phase boundaries) within the material. Microstruc-
turally small cracks have size/length on the order of the barrier spacing between dominate
microstructural features; growth of microstructurally small cracks strongly depends on lo-
cal microstructure attributes near the crack tip. Larger cracks are less sensitive to individual
microstructure attributes at the crack tip since they sample considerable numbers of barri-
ers within the zone of crack tip plastic deformation. The formation of distinct dislocation
structures such as persistent slip bands can lead to fatigue damage formation both on ex-
ternal surfaces and/or in subsurface grains depending on the strain amplitudes and material
system being considered; moreover, some material systems exhibit multiple mechanisms
of fatigue damage formation that change depending on the strain amplitude (i.e., the high
cycle fatigue (HCF) regime versus the very high cycle regime (VHCF) fatigue regime).
When there is significant fatigue life associated with the fatigue crack formation regime,
scatter in the overall fatigue life is extremely dependent on how the mechanisms of fatigue
crack formation are influenced by variations in local microstructure.
Stress and strain based fatigue indicator parameters (FIPs) derived based on experi-
mental observations have been developed to capture the mechanics of fatigue response.
Although stress based FIPs have been used with some success, fatigue crack formation is
driven by plasticity on the scale of the dominant microstructural barriers even in HCF. As
such, various plasticity based critical plane FIPs have been demonstrated to capture the
mechanisms of fatigue crack nucleation and microstructurally small crack growth such as
the Fatemi-Socie (FS) FIP. These types of FIPs have been computed over nonlocal vol-
umes at the microscale to study the relative influence of local microstructure attributes like
inclusions, grains, phases, etc. on the local driving forces for fatigue crack formation.
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CHAPTER III
EXTREME VALUE PROBABILITIES OF FATIGUE
3.1 Introduction
Variability of fatigue response is primarily due to the extreme value probabilities of ex-
isting microstructure attributes (i.e., phase, grain orientation/misorientation, inclusions,
etc.) most important to the operant mechanisms of crack formation. Chapter 3 reviews
the microstructure-dependent scatter of fatigue life in metals and the current methods used
to characterize this variability. To offer the appropriate context for some of the extreme
value approaches discussed and used in this dissertation, extreme value probability theory
is first briefly reviewed. Classical statistical models are then considered that characterize
variability of fatigue response. These models tend to be empirical and based on extensive
experimentation; they do not consider microstructure explicitly. More recent approaches
have been introduced that are based on the distributions of a single microstructure attribute;
however, the scatter in fatigue life in many advanced engineering alloys is dependent on
the distributions of multiple coupled interacting microstructure attributes. Moreover, many
of these approaches lack any clear connection between the extreme value response and the
microstructure attributes that most influence that extreme value response. Next, various
methods of characterizing the microstructure of random heterogeneous materials is consid-
ered. The coupling of multiple microstructure attributes is well described by correlation
functions. The use of these correlation functions to characterize material microstructure
is briefly reviewed. Finally, a novel extreme value marked correlation function is intro-
duced to describe the influence of coupled microstructure attributes on extreme value re-
sponse. The newly introduced extreme value marked correlations are based on previously
developed marked correlation functions that link correlated microstructure attributes with
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mean value response. In contrast to these previously introduced marked correlation func-
tions, these extreme value marked correlation functions correlate coupled microstructure
attributes with extreme value response.
3.2 Extreme value statistics
The statistics of extremes or extreme value statistics refers to the class of probability prob-
lems that consider the extreme values (i.e., largest and/or smallest) of multiple sets of ran-
dom variables. Gumbel developed much of the early theory and application of the statistics
of extremes in his seminal work [72]. In what follows, an understanding of the basic terms
of probability theory are assumed (e.g., random variable, population, sample, probability
density, cumulative distribution, etc.) Such terms are readily defined in any standard text
on probability theory (e.g., [73]).
Assuming that X is a random variable that is associated with a known cumulative dis-
tribution function FX (x), the maximum extreme value of a sample from X of size n can be
defined as
Yn (y) = max (X1, X2, . . . , Xn) (3.1)
If it is required that Yn is less than some value y, than all the random variables in the same
sample associated with Yn must also be less than y. The cumulative distribution function of
Yn is defined as the probability that for a sample of size n, Yn is less than or equal to y, i.e.,
FYn (y) ≡ P (Yn ≤ y) = P (X1 ≤ y, X2 ≤ y, . . . , Xn ≤ y) (3.2)
If it is assumed that X1, X2, . . . , Xn are statistically independent and identically distributed,
i.e.,
FX1 (x) = FX2 (x) = · · · = FXn (x) = FX (x) (3.3)






Thus, the maximum extreme value will also be a random variable and have an associated
distribution (cf., [72, 74, 75]). A distribution function for the minimum extreme values can
be constructed in a similar manner. The probability density function corresponding to the







](n−1) fx (y) (3.5)
Extreme value statistics are a subset of the more general discipline of order statis-
tics [72, 74–76]. The rth order statistic can be defined as the rth member of a sequence
of random variables (X1, X2, . . . , Xn) from a sample of size n arranged in order of increas-
ing magnitude, i.e., X1:n ≤ X2:n ≤ Xn:n. Assuming these variables to be independent and
identically distributed, the distribution function of Xr:n, which relates to the probability that
the rth order statistic is smaller than or equal to x, can be expressed as




 [FX (x)]k [1 − FX (x)](n−k) (3.6)





k!(n−k)! if 0 ≤ k ≤ n
0 otherwise
(3.7)
Assuming the population of the initial variate is absolutely continuous, the probability
density function is
fXr:n (x) = r
 nk
 [FX (x)](r−1) [1 − FX (x)](n−r) fx (x) (3.8)
Equations 3.6 and 3.7 reduce to Equations 3.4 and 3.5, respectively, when r = k (i.e.,
Xn:n = Yn). These types of order statics can be used to explore the probabilities of having a
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certain number of exceedances over a specified value or threshold.
The characteristics of extreme value statistics have been explored in some detail. The
extreme value cumulative distribution function and probability density functions shift to
the right (i.e., increasing magnitudes of y) with increasing sample sizes (i.e., increasing
n). This is shown in Figure 3.1 for the exponential cumulative distribution function and
exponential probability density function, i.e.,
FX (x) = 1 − e−λx (3.9)
and
fX (x) = λe−λx, for x ≥ 0 (3.10)
The parameter λ used to plot Equations 3.9 and 3.10 in Figure 3.1 was set to unity. As the
sample size n becomes large, the distributions described by Equations 3.4 and 3.5 above
have been observed in some cases to converge to certain limiting distributions or asymptotic
distributions.
A method to derive analytical forms of the asymptotic extreme value distributions (i.e.,
as n → ∞) was proposed by Cramer [77]. Following his methodology, a transformed
random variable ξn can be defined for the random variable Yn, i.e.,
ξn = n [1 − FX (Yn)] (3.11)
Using this transformed variable, it can be shown that (cf. [74, 77])



















Figure 3.1: The exact and asymptotic extreme value distributions for several different
sample sizes n taken from the exponential distribution function for the (a) cumulative prob-
ability function, and (b) the probability density function.
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or as n→ ∞
Fξn (ξ) = 1 − exp (−ξ) (3.14)
The corresponding asymptotic probability density can be expressed as
fξn (ξ) = exp (−ξ) (3.15)








Therefore for sufficiently large sample sizes n, the asymptotic distribution of Yn may be de-
termined from that of ξn as given in Equations 3.14 and 3.15 for the cumulative distribution
function and probability density function, respectively, based on the relationship given in
Equation 3.16. In this manner, it can be observed that ξn decreases as Yn increases, i.e.,
P (Yn ≤ y) = P {ξn < n [1 − FX (Yn)]} (3.17)
Therefore, the cumulative distribution function of Yn can be determined from that of ξn
according to
FYn (y) = 1 − Fξn {n [1 − FX (Yn)]} = exp {−n [1 − FX (Yn)]} (3.18)
The associated probability density function is given as
fYn (y) = −
d {n [1 − FX (Yn)]}
dy
exp {−n [1 − FX (Yn)]} (3.19)
For example, Cramer’s method can be applied to derive the analytical form of the
asymptotic extreme value distribution for the previously introduced exponential distribu-






1 − exp (−λYn)
]}
= n exp (−λYn) (3.20)
Therefore, the asymptotic extreme value cumulative probability function and probability
density are given by











respectively. These asymptotic forms for the exponential distribution are also plotted in
Figure 3.1 for several different sample sizes n.
For distributions of a single variable, it has been shown that there are only three types
of non-degenerated distributions to which the extreme value distributions can converge
for large n [75, 78]. The three possible non-degenerated asymptotic distributions for the
maximum extreme value distributions can be expressed as:
1. Gumbel (Type I):





2. Fréchet (Type II):
F IIYn (y) = exp
− (vny
)k (3.24)
3. Weibull (Type III):
F IIIYn (y) = exp
− ( ω − y
ω − wn
)k for z ≤ ω (3.25)
For the Gumbel distribution, un is the characteristic largest value of the initial variate X and
αn is an inverse measure of dispersion of Yn. The number of samples of the initial variate X
in the set of distributions of X from which Yn is sampled is n. For the Fréchet distribution,
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vn is the characteristic largest value of the underlying variable X and k is a shape parameter
or inverse measure of the dispersion. In the Weibull distribution, ω is the upper bound of
the initial variate X (i.e., FX (ω) = 1), wn is the characteristic largest value and k is the shape
parameter. The extreme value asymptotic distribution for the maxima of the exponential
distribution derived previously and given in Equation 3.21 was of Type I. The desire is
to characterize a dataset as belonging to one of these three types of distributions so that
mathematical properties can be used to better understand the data.
There are similar forms of these asymptotic distributions to which the minimum ex-
treme value distributions can converge. The important implications of these limiting
asymptotic distributions, as summarized by Castillo [75], are as follows:
• Only these three distributions can occur as asymptotic distributions for maxima of
independent trials for distributions of a single random variable.
• There are specific mathematical tests that can be applied to the distribution of the
initial variate (i.e., FX (x)) to determine if the distribution of the extremes associated
with the distribution of the initial variate FYn (y) will converge onto one of the three
known asymptotic distributions.
• There exists certain distributions that will not converge onto one of these three
asymptotic distributions or which degenerate as the sample size n goes to infinity;
however, such distributions rarely occur in practice.
• A distribution of the initial variate with a non-finite end-point in the tail in the direc-
tion of the desired extreme cannot converge to a Weibull type asymptotic distribution.
• A distribution of the initial variate with a finite end-point in the tail in the direction
of the desired extreme cannot converge to a Fréchet type asymptotic distribution.
Defining the limiting or asymptotic character of the distribution of the initial variate is
not always trivial, especially when the distribution of the initial variate itself is unknown.
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Strategies to estimate the character of the extreme value distributions when the distribu-
tion of the initial variate is unknown using probability papers and various least-squares
methods have been described [75]. Additionally, the tails of distributions that converge in
a specific manner are known to be fit by specific asymptotic extreme value distributions.
The tails of distributions that converge exponentially are described by the Gumbel or Type
I extreme value distributions. Both the maximum and minimum tails of the normal (i.e.,
Gaussian) distribution that has an exponential term converge exponentially. Distributions
with a polynomial tail in the direction of the extremes are described by the Fréchet or Type
II distribution. A log-normal distribution is an example of a distribution whose maximum
tail converges to a Type II maximum extreme value distribution. The Weibull or Type III
distributions describe the tails of distributions that are bounded. Thus, if the convergence
of the tails of a distribution is known, then in some cases the asymptotic extreme value
distribution that describes those tails can be inferred.
In this work, the focus is on the extreme value statistics of various material response pa-
rameters and correlations between the microstructure attributes associated with the regions
of extreme value response. Thus, some type of multivariate extreme value framework is
required. Work has also been done to mathematically define multivariate extreme value
statistics [75, 79]. However, due to the increased complexity, the application of multivari-
ate extreme value statistics has been limited. A method will be proposed in Section 3.5
that utilizes importance sampling to selectively sample the microstructure correlation func-
tions at regions of observed extreme value behavior to couple single variate extreme value
statistics with special marked correlation functions with minimum added complexity.
3.3 Microstructure-dependent scatter of fatigue life
In most advanced metallic polycrystalline alloys, significant scatter is observed in the over-
all fatigue life. Much of this scatter is directly related to the stochastic microstructure. For
example, Marines et al. observed a transition in fatigue mechanisms between 106 and 107
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Figure 3.2: S-N curve for Al 2024-T3 (R=0.1), exhibiting two distinct failure modes de-
pending on the number of cycles at failure (Reprinted from [49], with permission, copyright
Elsevier).
cycles in aluminum alloys [49]. In the Al 2024-T3, life limiting cracks in samples that
exhibited fatigue lives with fewer numbers of cycles were observed to form at broken in-
clusions, but in samples with longer fatigue lives, the life limiting crack were observed to
form at PSBs near the surface (see Figure 3.2). The transition region in this material sys-
tem where these competing mechanisms were observed, appears to exhibit a much higher
scatter in the overall fatigue life than either the LCF or VHCF regimes. A transition from
surface to subsurface fatigue crack initiation between 106 and 109 cycles has also been ob-
served in titanium alloys [80]. Ravi Chandran and Jha [81] reported that two competing
mechanisms of fatigue damage formation were observed in Ti-10V-2Fe-3Al. The probabil-
ity of ultimate failure was shown to relate to the probably of clusters of primary α existing
at the surface. Shorter lives were observed if these primary α clusters exist at the specimen
surface than if they did not. Monte-Carlo simulations based on Poisson defect statistics
supported these observations. Jha et al. [82] observed a dramatic increase in the overall
scatter in fatigue life as lives increased from LCF to VHCF in Ti-6246 as can be seen in
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Figure 3.3: The fatigue variability of Ti-6246 characterized from repeated testing at several
stress magnitudes showing mean versus life limiting behavior (Reprinted from [82], with
permission, copyright Elsevier).
Figure 3.3. Similar observations were made in Ni-base superalloys and are given in Figure
3.4 [82, 83].
There is significant scatter in experimentally measured HCF life because attributes that
govern failure lie in the tails (i.e., extreme values) of joint distributions of attributes and
responses. For example, if the key feature of the fatigue life in a particular material is
determined by the largest inclusion of a certain type, an understanding of the distribution of
inclusion sizes in the critically stressed regions would be essential to modeling the fatigue
life for that particular material. Additional scatter can also be attributed to competing
mechanisms that change depending upon the applied loading conditions.
3.3.1 Empirical probabilistic approaches to estimate fatigue variability
Classical statistical treatments of fatigue variability have primarily been based on large
numbers of experiments. The variability of fatigue life is assessed by extensive experimen-




Figure 3.4: Competing failure mechanisms in a Ni-based superalloy: (a) surface vs. sub-
surface initiated failures and (b) non-metallic particle vs. void related failures (Reprinted
from [82], with permission, copyright Elsevier)
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component life with an acceptable level of risk. Such data collection requires significant
time and resources and does not necessarily provide understanding of the mechanism(s)
involved in dictating variability. In addition, the resulting predictions often change with
varying sample sizes. A widely used probability of failure in fracture and fatigue was
established by Weibull [4], i.e.,








whereσ f is the failure strength normalized by a reference strengthσo and mW is the Weibull
modulus. The probability of failure P tends to zero if σ f is small or to unity for high values
of σ f . Thus, P describes the the fraction of samples that will fail below σ f . This model
relies on fitting parameters to experimental data and does not explicitly link variations in
the microstructure to variations in component life. Newer microstructure-sensitive prob-
abilistic models have been developed that offer a better description of the variability of
fatigue response that are based on the underlying distributions of microstructure attributes
important to the processes of fatigue crack formation.
3.3.2 Single variate microstructure-sensitive probabilistic approaches to estimate fa-
tigue variability
There are existing probabilistic methods that utilize single variate distributions of certain
microstructure attributes to describe scatter in the fatigue response of metals. For example,
in clean steels fatigue strength has been linked to the size of the largest inclusions within
a given component or specimen [84]; moreover, various distribution functions describing
inclusion size have been utilized to predict the resulting variability of fatigue response.
Atkinson and Shi [3] reviewed some of these probabilistic methods.
The first class of models considered are based on the log-normal distribution (or any
standard distribution) of the initial variate such as inclusion size (see Figure 3.5). Accuracy
of these types of models, however, is limited by the experimental difficulty of correctly
capturing the tails of the distribution for inclusion size because of the paucity of extreme
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Figure 3.5: Distribution of inclusion diameter in clean steels with extreme value statistics
indicated (Reprinted from [3], with permission, copyright Elsevier).
value data. In other words, a good fit of a standard distribution (including the tails) to
measurements of the distribution of inclusion size requires measurement of rare events
within the tail of the distribution, which is simply not practical in most applications.
The second class of models considered by Atkinson and Shi [3] are based on the ex-
treme value Gumbel distribution. For example, Murakami and coworkers [85, 86] used
classical Gumbel extreme value statistics to estimate the size of the largest inclusion based
on specimen volume, which was subsequently used to estimate fatigue strength. The lower
limit of fatigue strength of high strength steels was estimated as
σw =
ds (Hv + 120)(√
Amax
)( 16 ) (3.27)
where Hv is the Vickers hardness of the steel and Amax is the size of the maximum inclusion
in the test volume. The experimentally determined parameter ds accounts for the location
of the inclusion relative to the surface and is 1.43, 1.41, or 1.56 depending on whether
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the inclusion is on the surface, just below the surface or in the interior, respectively. This
class of models has also been used to correlate fatigue crack formation in Al 7050-T7451
based on the maximum pore size and to investigate the fatigue limit of surfaced hardened
1.05Cr-0.23Mo steel alloy based on the maximum flaw size, respectively [87, 88].
The third class of models discussed by Atkinson and Shi [3] are based on the gener-
alized Pareto distribution. The generalized Pareto distribution encompasses the standard
family of distributions used to model data expressed in terms of exceedances over some
threshold. To apply the generalized Pareto distribution, a predetermined threshold (e.g.,
maximum inclusion size in this case) must be chosen; making this choice is not trivial.
Atkinson and Shi argue that this class of models is more effective than models based on
the extreme value Gumbel distribution because it incorporates a limit on the maximum in-
clusion size. In contrast, the extreme value Gumbel distribution predicts a monotonically
increasing inclusion size for increasingly larger volumes.
Although these types of models have been shown to correlate with some experiments,
consideration of purely geometric attributes such as largest inclusion size, grain size, or
even correlations of nearest neighbor type between attributes is in general insufficient to
quantify the scatter in HCF life. The additional attribute(s) of material response (e.g.,
FIPs as defined Section 2.3.1) coupled with geometric attributes of microstructure provide
the coupling necessary to pursue joint statistics of extreme value type that are relevant to
minimum life design. Little work has been done to correlate individual microstructure
attributes to response.
3.4 Statistical representations of random heterogeneous materials
A random heterogeneous material or random medium is defined based on the assumption
that any sample of the medium is a realization of a specific random or stochastic process
(i.e., random field) [7]. The collection of all possible realizations of the random medium is
defined as an ensemble. Most materials used in engineering applications can be classified
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as random heterogeneous materials including polycrystalline metals. This is particularly
true when one considers variations in the material structure of polycrystalline metals on the
length scale of microns such as the phases, grains, grain/phase boundaries, inclusions, etc.
In this dissertation, the attributes on this scale are considered collectively as the material
microstructure.
Let Ω be defined as a particular realization (i.e., sample) of the ensemble or point in
the sample space represented in three dimensional real space (i.e., Ω ∈ <3). Let the local





of the material point defined by the position ~x [89–91]. In other words, the local





. The concept of a neighborhood is introduced because certain material
structure variables can only be resolved to some volume about a given material point. For
example, to consider the local state described in part by the orientation of the ordered
lattice of a crystal, a volume containing a sufficient number of atoms is required to define
the ordering of the lattice. The local state is a subset of H or the complete space of all
possible local states (i.e., h ∈ H). An example of a local state might consist of a description




including the phase φ and the local lattice orientation of the phase




















Each of the parameters describing the various attributes of the local state (i.e., micro-
structure attributes) resides in a fundamental set or fundamental zone depending on whether
the parameter belongs to a discrete set, or a continuous one. The fundamental set for
a two phase medium would be described by φ ∈ {1, 2} = Φ. The fundamental zone
for the respective phases are distinguished by the symmetry subgroup of the phase (i.e.,
g ∈ S O (3) /Gφ = Γφ where S O (3) is the special orthogonal group in three-dimensions and
Gφ is the point symmetry subgroup of the lattice for phase φ [92]).
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The main goal here is to briefly consider some of the various statistical measures that
can be used to describe the distribution of certain local states or attributes of the local state
for a given material microstructure. A common description of the local state h is given
by the local state distribution function f (h) which here is represented as the probability
density of local state h. Thus,




describes the volume fraction of h in Ω. The total volume of Ω is defined by VΩ and
dVh|Ω is the volume of Ω occupied by the local state h. The invariant measure of the local
state space is dh ensures each increment of the local state space is weighted equally. The
invariant measure has been discussed in more detail by others [91, 93].
Up to this point, no assumptions have been made regarding the size of Ω. If the size
of Ω is sufficiently large or if f (h) is averaged over a sufficient number of samples Ω, the
local state distribution function will tend to describe the volume fraction of the the local
state h for the entire ensemble. The size of Ω will be considered in more detail in Chapter
5.
Although the local state distribution function describes the density of the local state in
the material, it does not give any description of the relative locations of any given local state
to another. In contrast, various correlation functions have been constructed that describe
statistical coupling between various local states or individual attributes of the local state.
3.4.1 Correlation functions
Correlation statistics have been used extensively to characterize random heterogeneous ma-
terials. The advantage of correlation statistics over classical single point descriptors like the
local state distribution function is that correlation statistics provide information about cou-
pling between local states. A few examples of various correlation functions that have been
used to characterize the stochastic microstructure of random heterogeneous materials are
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introduced here assuming a discrete tessellation of the local states h and h′ for simplicity,
i.e.,
• The radial distribution probability function can be expressed in terms of its probabil-
ity density as R (h, h′|r) such that R (h, h′|r) dr and is associated with the probability
of finding a local state h′ within a distance of r to r + dr of local state h in any di-
rection. A schematic of the radial distribution function is given in Figure 3.6 for the
arbitrary microstructure attributes β and β′ associated with the local states h and h′,
respectively (i.e., β ∈ h and β′ ∈ h′) [7].





(a subset of n-point correlation functions [7, 94, 95]) and is associated
with the probability of finding a randomly positioned vector ~r whose tail lies within
the local state h and head lies within local state h′ [7, 96, 97]. A schematic of the
2-point correlation function and its description is given in Figure 3.7 for the arbitrary
microstructure attributes β and β′.





as shown schematically in Figure 3.8 for the arbitrary micro-
structure attributes β and β′. The lineal path correlation function is associated with
the probability of finding a vector ~r completely within the local state h if h = h′ or
the probability that the vector ~r crosses the boundary between the local states h and
h′ only once if h , h′ [7, 98, 99].
• The nearest neighbor correlation function can be expressed in terms of its probability
density function as Nn (h|r) such that Nn (h|r) dr is the probability of finding the nth
nearest-neighbor of the local state h that is also associated with the local state h at an
arbitrary material point in the range r to r + dr [100–102]. In Figure 3.9 the nearest-
neighbor correlation function is depicted for the arbitrary microstructure attributes β
and β′.
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Using these statistical constructs, the local states or specific attributes of the local states and
their interrelationships can be described in great detail. The choice of which correlation
function to use to describe the microstructure depends on the local state of interest for
the considered material system. Consideration should be given as to the zone of influence
and/or anisotropy in the correlation between local states. For example, some correlation
functions are better at describing short range interactions between coupled attributes and
vice versa (e.g. lineal path correlation function versus the 2-point correlation function,
respectively). Other correlation functions are directionally independent and insensitive to
local anisotropy (e.g., radial correlation function, nearest-neighbor correlation function) or
directionally dependent (e.g., 2-point correlation function, lineal path correlation function).
Collection of these types of correlation statistics in real microstructures has tradition-
ally been difficult because of material opacity. In most cases, to completely characterize
the microstructure of engineering alloy systems, destructive serial sectioning has been re-
quired (e.g., [103–108]). More recent methods based on the use of a synchrotron light
source have been able to characterize small volumes of polycrystalline microstructure non-
destructively, but such methods are presently possible in only a few locations throughout
the world [109–112]. Others have used a synchrotron x-ray source to characterize stress/s-
train response in situ in three-dimensions in a polycrystal [113, 114]. Additional meth-
ods have been developed to characterize microstructures, statistically based on a limited
set of planes sectioned at particular orientations. For example, Gao et al. [115] demon-
strated that multiple oblique section planes cut around a fixed axis could be used to obtain
a complete 2-point orientation correlation function in three-dimensions. Thus, the collec-
tion of correlation statistics in three-dimensions does not necessarily require a complete
three-dimensional dataset. Automation of the measurement of lattice orientation has been
particularly helpful in collecting statistical data of the crystallography in polycrystalline
materials [116–118].
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• Such that R (β, β′|r) dr Is the probability of finding an attribute β and
another attribute β′ within a distance of r to r + dr in any direction
from the first attribute β.











where δ (β − β′) is the Dirac delta function.
Figure 3.6: Radial correlation function for the arbitrary microstructure attributes β and β′.
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• Is the probability of finding a randomly placed vector ~r whose tail
falls withing a microstructure attribute β and whose head falls within
the microstructure attribute β′.

















β′, β| − ~r
)
where δ (β − β′) is the Dirac delta function.
Figure 3.7: 2-point correlation function for the arbitrary microstructure attributes β and β′.
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• The lineal path correlation function is associated with the probability
of finding a vector ~r completely within the microstructure attribute
β if β = β′ or the probability that the vector ~r crosses the boundary
between the microstructure attributes β and β′ only once if β , β′.

















β′, β| − ~r
)
where δ (β − β′) is the Dirac delta function.
Figure 3.8: Lineal path correlation function for the arbitrary microstructure attributes β
and β′.
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• Nearest neighbor correlation function:
Nn (β|r)
• Is associated with the probability of finding the nth nearest-neighbor
of the same microstructure attribute to the microstructure attribute β
located at an arbitrary material point in the range r to r + dr.
Figure 3.9: Nearest neighbor correlation function for the arbitrary microstructure attribute
β.
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3.4.2 Marked correlation functions
Recent work has attempted to link spatial correlations between geometrical attributes that
describe the previously defined local state with various response parameters (e.g., stress,
strain). Based on concepts from marked point processes, Pyrz [119] constructed what
he called marked correlation functions (MCF) that are expressed as the ratio between the





This MCF M (r) measures correlations between geometrical attributes and the marks at-
tached to those attributes. The mark on each attribute can be derived from a variety of
different numerical tags that represent specific response parameters or state variables such
as stress, elastic strain, and plastic strain. Pyrz describes the correlations between structural
attributes using the a pair distribution probability density function g (r), such that g (r) dr is
the probability of finding a point whose center lies between two concentric spheres of radii
r and r + dr about another point. The pair distribution function can be expressed as















and Ii (r) is the number of additional points that lie inside a circle of radius r about an
arbitrarily selected point. N is the total number of points in the observation area A. The












Figure 3.10: Point patterns and corresponding Dirichlet tessellations. On the the patterns
for a triple and single cluster on the left and right, respectively. On the bottom are the hard-
core and regular patterns on the left and right, respectively (Reprinted from [119], with
permission, copyright Elsevier).
where m̄ is the mean value of the marks on all of the marked attributes in the observation
area A. Note that H (r) reduces to K (r) if the marked attributes all have the same mark.







Pyrz applied this MCF to understand the relationship between the distribution of com-
posite fibers aligned along a common axis with the components of stress for different clus-
tering patterns of the fibers as shown in Figure 3.10. If the mark on each of the geometrical
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Figure 3.11: Marked correlation function M (r) for maximal radial stresses around com-
posite fibers for a transversely loaded unidirectional composite material (Reprinted from
[119], with permission, copyright Elsevier).
Figure 3.12: Marked correlation function M (r) for maximal tangential stresses around
composite fibers for a transversely loaded unidirectional composite material (Reprinted
from [119], with permission, copyright Elsevier).
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attributes in the volume are identical, then h (r) reduces to g (r) and M (r) is unity. Values
of M (r) greater than unity indicate positive correlation between the marked attributes and
values less than unity indicate repulsion. In Figures 3.11 and 3.12, are shown the MCF
for the radial and tangential stresses around the composite fibers in the transversely loaded
unidirectional composite material, respectively. Higher radial and tangential stresses corre-
late with fibers that are closer together as would be expected. Similar correlation functions
could conceivably be constructed to examine correlations between response parameters and
geometrical attributes for an infinite number of scenarios.
3.5 Extreme value marked correlation functions
The extreme value marked correlation function (EVMCF) describes the probability of find-
ing correlated local states or attributes of the local state (i.e., microstructure attributes)
coincident with the extreme value response for a given volume. This EVMCF is based
in part on the concept of the MCF as introduced by [119, 120]. In contrast to the MCF,
which describes correlation of mean value response coupled microstructure attributes, the
EVMCF describes how coupled microstructure attributes correlate with the extreme value
response. Although, the concept of the EVMCF can be applied to a myriad of different
types of correlation functions including the radial correlation function, n-point correlation
function, lineal path correlation function, nearest neighbor distribution function etc., it is
demonstrated here in terms of the radial correlation function.
Given a response of interest parameterized by α, the EVMCF defined in terms of a
radial distribution probability density function can be expressed as Rmax (α) (h, h′|r,Ω) such
that Rmax (α) (h, h′|r,Ω) dr is the probability of finding a local state h coincident with the
maximum response max (α) and a second local state h′ within a distance of r to r + dr of
the first local state h for a given volume of microstructure Ω. Here a discrete tessellation
the local states h and h′ is assumed. The estimation of Rmax (α) (h, h′|r,Ω) dr is depicted for







Figure 3.13: Extreme value marked radial correlation function for the extreme value re-
sponse parameterized by α and the arbitrary microstructure attributes β and β′.
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in Figure 3.13 and can be carried out as follows:
1. Instantiate a statistically significant number of samples N of volumes sampled from
the ensemble or bulk material (i.e., Ωi for i = 1, 2, . . . ,N). The determination of N
will be discussed later in Chapter 6.
2. In each sampled volume Ωi the extreme value response max (α) must be determined.
The extreme value response is simply the maximum value of α observed/estimated
in Ωi.
3. The extreme value marked radial correlation function of attributes β and β′,
Rmax (α) (β, β′|r,Ω), is selectively sampled at the locations where β is coincident with
the extreme value response max (α) in each sample Ωi.
In the process of determining Rmax (α) (h, h′|r,Ω), the distribution of the extreme value re-
sponse is also characterized, which can be expressed as the probability density fmax (α) (α|Ω).
In other words, fmax (α) (α|Ω) is the probability that the response parameter of value α is the
maximum extreme value for a sampled volume Ω. The extreme value distribution of the
response fmax (α) (α|Ω) is related to the probability density of the extreme value distribution
function described by Gumbel [72, 75].
The EVMCF described by Rmax (α) (h, h′|r,Ω) coupled with the extreme value distribu-
tion of response fmax (α) (α|Ω) together describes both the extreme value response of the
microstructure as represented by the response parameter and the probabilities of existing
correlated local states h and h′ (or microstructure attributes β and β′ associated with the
local states h and h′ such that β ∈ h and β′ ∈ h′) relative to the observed extreme values of
α in a microstructure window Ω. Moreover, the EVMCF directly identifies the correlated
local states that have a high probability of existing in the neighborhood of an extreme value
response parameter. By comparing Rmax (α) (h, h′|r,Ω) with the correlation function for the
same local states sampled from the ensemble or R (h, h′|r), the correlated local states most
unique to the locations of extreme value response can be identified.
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This sampling is limited to a prespecified microstructure volume Ω and is expected to
change with varying sizes of Ω. The expected challenge of estimating Rmax (α) (h, h′|r,Ω) is
that multiple samples of Ω are required. Such sampling performed experimentally can be
extremely time intensive or even infeasible. Estimation of Rmax (α) (h, h′|r,Ω) is most acces-
sible computationally because of the experimental difficultly of measuring response in situ
in three dimensions. However, computational calculations can be time intensive depending
on the complexity of the models and material system being analyzed. Additionally, it is
noted that the number of samples required could be different depending on the response
and material being analyzed.
The introduction of the EVMCF achieves the primary objective of linking the extreme
value distributions of damage response to the coupled microstructure attributes of the local
states that are associated with that response. Specifically, the extreme value distribution of
response fmaxα (α|Ω) coupled with the EVMCF Rmax (α) (h, h′|r,Ω) achieves three primary
objectives, namely:
1. A description is given of both the distributions of microstructure attributes and po-
tential interactions or correlations between multiple microstructure attributes.
2. The distributions of microstructure attributes and correlations between various
microstructure attributes are quantifiably linked to the distributions of the damage
response.
3. The extreme value nature of damage type scenarios (e.g., fatigue) that depends on
variations in the local microstructure can be characterized.
3.6 Summary
The mathematical framework for extreme value statistics is well defined for both single
random variables and multiple random variables and has been applied across a wide range
of disciplines. Classical extreme value probability theory describes the distributions of the
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maxima or minima of finite sized samples or sets taken from the distribution of the initial
variate. As the size of the sample sets becomes large, there are three known asymptotic
distributions to which the distributions of the maxima or minima can converge. These
asymptotic distributions are described by the Gumbel (Type I) distribution, the Fréchet
(Type II) distribution, and Weibull (Type III) distribution. If the distribution of extremes
can be classified as being associated with one of these types of asymptotic extreme value
distributions, then the mathematical properties of that asymptotic distribution can be used
to describe the data.
Although fatigue has been studied extensively, much remains to be understood about
how statistical variation of microstructure affect scatter in fatigue lives. This scatter in
fatigue life in HCF is primarily a function of the probability of finding regions within
the microstructure that exhibit a high driving force for and/or weak resistance to fatigue
damage formation. These regions can depend on multiple microstructure attributes that
may or may not be coupled in terms of their effects on the mechanisms of fatigue damage
formation such as grain size, grain orientation/misorientation, phase distribution, etc. Little
work has been reported in the literature concerning how the interactions between slip bands
and/or small cracks and microstructure attributes alter the local driving forces for fatigue
damage formation.
Statistical variability in fatigue life has traditionally been determined experimentally.
Simple models such as the Weibull distribution account for probability of failure, but are
empirical in nature and do not explicitly account for microstructure. Others have consid-
ered the effect that single parameter extreme value statistical distributions such as inclusion
size can have on fatigue life in clean steels. It is likely, however, that the necessary statistics
will be of multivariate character, given the likely effect of coupling between microstructure
attributes, but very little work has been reported in the literature on multivariate extreme
value statistics either for fatigue or any other subject. The shapes of the tails of the dis-
tribution of the various fatigue response parameters (e.g., cyclic plastic strain, FIPs) are
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not well understood, nor is it clear how coupling between various microstructure attributes
influences the extreme value distributions of the fatigue response parameters computed on
the scale of the dominant microstructure attributes.
Various correlation functions have been used to describe random heterogeneous materi-
als. Experimental methods have been developed to estimate the correlation statistics of real
microstructures in three dimensions. Marked correlation functions have been introduced
which describe how coupled microstructure attributes correlate with mean value response.
In this work, extreme value marked correlation functions are introduced to describe how
coupled microstructure attributes correlate with extreme value response. EVMCF describe
the correlations between coupled microstructure attributes and extreme value response.
These EVMCF are best estimated computationally due to the experimental difficulty of




CYCLIC POLYCRYSTAL PLASTICITY MODELS FOR
ENGINEERING ALLOYS
4.1 Introduction
This dissertation will apply the EVMCF introduced in Chapter 3 to study the influence of
the crystallographic attributes of polycrystalline metals on the distribution of the extreme
value FIPs. Specifically, the sensitivity of the extreme value FIPs to the crystallographic
attributes in the Ni-base superalloy IN100 and the Ti alloy Ti-6Al-4V will be considered in
Chapters 6 and 7, respectively. As noted in Chapter 2, fatigue crack formation in metals is
most often associated with localized plasticity which occurs at the predominant microstruc-
tural barriers. In lieu of extensive experimentation, the approach taken here is to estimate
the distribution of the extreme value driving forces for fatigue crack formation via compu-
tational simulation with experimental validation. To simulate distributed cyclic plasticity
in metals, specially derived constitutive relations for cyclic plasticity are implemented into
the commercially available FE package ABAQUS [121] via a user material subroutine
(UMAT).
Effective predictive models of cyclic stress-strain response must be able to mimic the
underlying mechanisms affecting that response, either explicitly or implicitly. Predicting
the cyclic stress-strain response in metallic crystalline materials has been very challenging
because the overall material response depends on various complex mechanisms at multiple
scales. Macroscopically, the response is often best visualized in terms of the cyclic stress
strain curve which describes the relationship between the saturated resolved shear stress
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amplitude and resolved shear strain amplitude. Initial cyclic loading is typically accompa-
nied by either cyclic hardening or softening which occurs when the maximum stress am-
plitudes increase or decrease during subsequent cycling, respectively. The point at which
the curve becomes stable (repeatable) has been termed saturation. At low enough applied
stress or strain amplitudes, the stress-strain response will stabilize after an initial transient
or elastic shakedown period after which no additional plastic strain will accumulate after
subsequent cycles. The cyclic plastic shakedown limit is the strain amplitude below which
only reversed cyclic plastic straining will occur within the microstructure. If the plastic
shakedown limit is exceeded, ratcheting will occur (i.e., plastic strains will continue to ac-
cumulate over subsequent cycles). These shakedown limits depend on the R-ratios of the
applied stress or strain. Shakedown, cyclic plasticity (plastic shakedown) and ratcheting
were formally defined in Section 2.3 in terms of the cyclic plastic strain tensor and are













































Macroscopically it is also observed that in some materials subject to cyclic loading after
a certain amount of forward plastic flow (tension or compression), the material yields at
a lower stress when the direction of loading is reversed. This phenomenon is called the
Bauschinger effect.
To understand these experimentally observed macroscopic trends, the mechanisms op-
erating on the scale of dominant microstructure attributes must be considered. Many of
these mechanisms were briefly reviewed in Chapter 2. Although exact mechanisms vary
from one material system to the next, when metallic crystalline materials are subjected
to cyclic loads, the microstructure evolves due to the generation, motion and interactions
of dislocations with themselves and other microstructure attributes such as second phase
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inclusions or grain boundaries. Suresh [5] reviewed the various microscopic structural
changes which can occur in many metallic material systems due to the motion and inter-
actions of dislocations. For example, in metals under cyclic loads dislocations have been
observed to arrange into bands of ladder like arrays of dislocations called persistent slip
bands (PSBs) or distributed cellular structures called dislocation cells. Different disloca-
tion structures develop and evolve depending on the amplitude of applied cyclic stress to
minimize internal energy while still allowing the accommodation of the cyclic plastic flow.
Dislocation generation and motion typically occur when the magnitudes of stress are suffi-
cient to induce flow. Generally, plasticity is considered only when externally applied loads
exceed the effective yield strength, but in polycrystalline materials local plasticity is pos-
sible in grains favorably oriented for slip even when the external loads are well below the
effective yield strength of a material. This is the case with elastic shakedown. After initial
cycling at low to moderate amplitudes of loading (relative to the materials macroscopic
yield strength), hardening occurs in regions of localized flow which prevents further plas-
ticity. Subsequent cycling after elastic shakedown is primarily elastic. Plastic shakedown
at sufficient magnitudes of loading and R-ratios occurs until the dislocations organize into
stable arrangements such as PSBs or dislocations cells that are able to accommodate the
cyclic straining with minimal continued microstructural rearrangement. The Bauschinger
effect is microstructurally due to changes in the structural arrangement of dislocations and
localized stress fields which occur upon load reversal which decrease a materials inherent
resistance to flow in the reverse direction. Certain dislocation structures like walls form
upon forward loading, but can be dissolved upon stress reversals [122]. In material sys-
tems with impermeable particles or precipitates, dislocations pileup upon loading in one
direction creating a backstress that resists further dislocation pileup. Upon reversal of the
loading, this backstress assists dislocation motion away from pileups at these barriers [123].
Crystal plasticity models are one class of models that have been successful in captur-
ing experimentally observed cyclic stress-strain response by incorporating the physics of
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plastic flow on the scale of the individual grains. These models attempt to capture the fun-
damental mechanisms of slip on individual slip planes. Finer scale behavior has also been
incorporated though various internal state variables (ISVs) which describe, for example,
hardening due to dislocation pileup. Several examples of ISV based cyclic crystal plas-
ticity models will be considered here. First, the general framework for large strain based
crystal plasticity models will be presented including a description of the relevant kine-
matic, kinetic, and thermodynamic relationships. A few formulations of various ISV based
crystal plasticity models will then be reviewed that have been developed to model cyclic
plasticity in polycrystalline metals including pure Cu, the Ni-base superalloy IN100, and
duplex α+ β Ti-6Al-4V. Note that standard tensor notation is used throughout with vectors
indicated by bold lower case letters and second rank tensors indicated by bold upper case
letters. Fourth-rank tensors are expressed as upper case letters in a block letter font.
4.2 Crystal plasticity framework for large strain based models
Development of the pertinent theory of crystal plasticity can be traced through several
papers, i.e., [124–134]. Here we start with the kinematical description of the elastic-plastic
deformation of single crystals based on large strain theory. The primary objective is to link
the physics of slip along crystallographic slip planes to the micromechanical behavior of a
deforming single crystal or an aggregate of crystals.
Consider an arbitrary body composed of material points each initially at position x at
time tn. At any later time tn+1, the current position of a point originally at x is now at y (i.e.,
y = ŷ (x, tn). The deformation gradient F is a tensor defined such that when it operates on
the infinitesimal material vector dx the result is the same infinitesimal material vector in
the current deformed configuration dy, i.e.,
dy = F · dx (4.3)
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The central tenant of large strain based crystal plasticity is that the total deformation gradi-
ent can be decomposed into elastic Fe and plastic Fp parts such that
F = Fe · Fp (4.4)
This mathematical decomposition (cf. [125]) breaks up the specific mechanisms of defor-
mation in crystalline materials into two separate parts. Specifically, Fp is constructed to
capture the plastic flow by dislocation motion along the various slip planes without lattice
distortion (i.e., plastic incompressibility is assumed such that det [Fe] = 1). The rigid body
rotation and elastic stretching are separately described by Fe. This decomposition is purely
for mathematical convenience; in reality all deformation modes are occurring simultane-
ously. This decomposition is shown schematically in Figure 4.1. The slip direction for slip
system α is defined as sαo and the slip plane normal is given by nαo in the original reference
and intermediate configurations. Application of Fe transforms sαo and nαo from their un-
stretched and unrotated state in the intermediate configuration to their rotated and stretched
state in the current configuration sα and nα, respectively, i.e.,
sα = Fe · sαo (4.5)
nα = nαo · (F
e)−1 (4.6)
Accounting for the kinematics of dislocation motion, the time rate of change of the





 · Fp (4.7)
where Pα is defined such that Pα ≡ sαo ⊗ nαo or the Schmid tensor in the reference or in-
termediate configurations. The slip rate for slip system α is defined by γ̇α and Nα is the
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Figure 4.1: Elastic-plastic decomposition of the deformation gradient.
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total number of active slip systems. The plastic velocity gradient Lpo in the intermediate
configuration is expressed in terms of the plastic deformation gradient as
Lpo = Ḟ




The plastic velocity gradient in the current configuration Lp is then given by
Lp = Fe · Lpo · (F
e)−1 (4.9)
Additionally, the elastic velocity gradient in the current configuration Le is expressed as
Le = Ḟe · (Fe)−1 (4.10)
Combining the elastic velocity gradient Le with the plastic velocity gradient Lp additively
yields the total velocity gradient L, i.e.,
L = Ḟ · (F)−1 = Le + Lp (4.11)
The rate of deformation D and the spin tensor W are defined as the symmetric and















Equations 4.12 and 4.13 are also valid for the elastic and plastic rates of deformation and
spin tensors, respectively.
The constitutive equation is written in the intermediate configuration as
T = C : Ee (4.14)
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where T is the second Piola-Kirchhoff stress in the intermediate configuration that is work
conjugate to the elastic Green strain tensor Ee. The fourth rank elastic stiffness is given by





(Fe)T · Fe − I
]
(4.15)
where I is the second rank identity tensor. Note that T and Ee are both defined in terms of
the intermediate configuration. The Cauchy stress in the current configuration σ is related




Fe · T · (Fe)T (4.16)
The second Piola Kirchhoff stress in the intermediate configuration T is related to the sec-
ond Piola-Kirchhoff stress in the reference configuration To according to
T = Fp · To · (Fp)T (4.17)
Recall that det [Fp] = 1 due to plastic incompressibility.
The fourth rank elastic stiffness in the crystal coordinate system Cc is related to the
fourth rank elastic stiffness in the sample coordinate system C according to
C = R⊗R : Cc : RT⊗RT (4.18)





= AikA jl for an arbitrary second rank
tensor A. R rotates the base vectors in the crystal coordinate system êc to the sample initial
reference coordinate system ê (i.e., the undeformed global reference frame). The rotation
R is calculated using the direction cosigns according to




= êi · êcj (4.19)
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where êi and êcj are the components of the base vectors of the crystal coordinate frame and
reference coordinate frame, respectively. Defined in this manner, the rotation matrix R is
the transpose of the orientation matrix defined by Bunge [93]. Thus, R in terms of Euler
angles φ1, Φ, and φ2 is defined as
R11 = cos (φ1) cos (φ2) − sin (φ1) sin (φ2) cos (Φ)
R12 = − cos (φ1) sin (φ2) − sin (φ1) cos (φ2) cos (Φ)
R13 = sin (φ1) sin (Φ)
R21 = sin (φ1) cos (φ2) + cos (φ1) sin (φ2) cos (Φ)
R22 = − sin (φ1) sin (φ2) + cos (φ1) cos (φ2) cos (Φ)
R23 = − cos (φ1) sin (Φ)
R31 = sin (φ2) cos (Φ)
R32 = cos (φ2) sin (Φ)
R33 = cos (Φ)
(4.20)
The current orientation matrix that rotates the crystal base vectors to the current global
reference frame (after deformation) R′ can be calculated according to
R′ = Fe · R (4.21)
Finally, the resolved shear stress τα is calculated according to
τα =
[
(Fe)T · Fe · T
]
: Pα (4.22)
When the elastic stretches are small, (Fe)T Fe  I, which is the case for most metals.
Therefore, the resolved shear stress can be approximated as
τα  T : Pα (4.23)
Remaining to be defined is the relationship between the slip rates and the resolved shear
stress (i.e., flow rule) and the evolution of the internal state variables (ISVs) that describe
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the local structural rearrangement of the microstructure (see the following section). Typi-
cally, the ISVs appear as terms that describe the hardening of the slip systems. Evolution
of these hardening variables must be defined in the intermediate configuration. Various
forms of the flow rule and hardening laws have been proposed. Forms for cyclic slip in
pure copper, the Ni-base superalloy IN100 and duplex α+ β Ti-6Al-4V will be considered.
However, first the thermodynamic requirements of large strain based ISV crystal plasticity
will briefly be considered.
4.2.1 Thermodynamic requirements of large strain based ISV crystal plasticity the-
ory
To describe the irreversible path dependence of crystal plasticity, internal microstructure
variables (i.e., internal state variables) are introduced to describe local structural rearrange-
ment within the microstructure. Several have discussed this general class of internal state
variable (ISV) based constitutive theories and the thermodynamic requirements of their
formulation (e.g., [135, 136]). In short any physically based constitutive equation must
satisfy the second law of thermodynamics. The second law provides the Clausius-Duhem
inequality. For isothermal deformation, the Clausius-Duhem inequality can be expressed











− ψ̇ ≥ 0 (4.24)
where the elastic right Cauchy-Green tensor Ce is given by
Ce = (Fe)T · Fe (4.25)
and ψ̇ is the rate of change of the Helmholtz free energy ψ. The remaining terms have been
defined previously. The Helmholtz free energy can be expressed in terms of an elastic term
ψe and a nonelastic (microelastic) term ψp [138], i.e.,






where ψ̂e and ψ̂p are the functional forms of ψe and ψp, respectively, and T is the tempera-
ture. The set of internal state variables is given by the set of tensors ξi of arbitrary rank for
i = 1, . . . ,N such that N is the total number of ISVs. For example, the variables ξαi could
describe hardening on the individual slip systems defined by α. Combining Equation 4.26
with the Clausius-Duhem inequality 4.24 yields
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∗ ξ̇i ≥ 0 (4.27)
where the operator ∗ denotes an appropriate scalar product for the Euclidean space of the
components of tensor ξi as the different ISVs can be of different (arbitrary) rank. To ensure










∗ ξ̇i ≥ 0 (4.29)
Assuming that elastic part of the Helmholtz free energy ψe can be expressed as a sum




Ee : C : Ee (4.30)




= C : Ee (4.31)
Combining the previous Equations 4.7, 4.8, 4.25, and 4.22 results in













∗ ξ̇i ≥ 0 (4.33)
which must be satisfied for all internal state variables ξi.
4.3 Cyclic crystal plasticity models for specific material systems
4.3.1 Copper
In relatively pure face-centered cubic (fcc) copper (or other similar materials), single crys-
tals oriented for single slip exhibit three regions of response in the cyclic stress strain curve
which correspond to differences in the dislocation substructure which develops to accom-
modate the cyclic plastic straining. In Figure 4.2, Region A is indicative of work hardening
as the dislocations organize into structures called veins. Region B is characterized by the
formation of persistent slip bands (PSBs) [139], and increased hardening in Region C has
been attributed to the formation of cellular structures. Polycrystals generally exhibit mul-
tiple slip and a multiaxial stress state, but even single crystals can exhibit multislip if they
are oriented in a certain way (e.g., [001] oriented copper single crystals [140–142]). Exper-
imental observations of copper single crystals indicate significant variations in the cyclic
hardening rate and saturated resolved stress for differently oriented crystals. Effective crys-
tal plasticity models of copper and other similar fcc single phase materials must be able to
mimic the response due to these various mechanisms
Xu and Jiang [144] incorporate a rate independent crystal plasticity model for Cu with
a Armstrong-Frederick type kinematic hardening rule to capture the Bauschinger effect
observed in this material under cyclic loads. Based on a rate-independent formulation, a
slip system is considered active (i.e., γ̇α > 0) when the effective resolved shear stress for a
particular slip system reaches a critical value, i.e.,
γα = |τα − χα| − ταcr ≤ 0 (4.34)
The total backstress for each slip system χα is divided into I additive parts for each slip
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Figure 4.2: A schematic drawing of a cyclic stress strain curve for a typical single crystal
which indicates the stress-strain regimes at which different mechanisms accommodate the
plastic strain transitions. In copper at 295K, these transitions occur at strains of γpl,AB =
6.0x10−5 and γpl,BC = 7.5x10−3 with a saturation stress of τ∗s = 14.0 MPa [142]. In Nickel at
295K the transitions occur at strain magnitudes of γpl,AB = 1.0x10−4 and γpl,BC = 7.5x10−3















where ci and ri are material constants. The latent hardening matrix hαβ used here is based
on Bassani and Wu’s [145] formulation, i.e.,
hαβ = qαβGβ (4.37)
where









The material constants f βκ and qαβ represent the magnitudes of various slip interactions, γ̄κ
is the accumulated slip on slip system κ and γo is a constant.
A memory parameter is incorporated to describe the strain range dependent cyclic hard-
ening. In the macroscopic plastic strain space the memory surface is described by,
F =
√
(ε p − εc) : (ε p − εc) − q ≤ 0 (4.39)
where ε p is the logarithmic plastic strain tensor and εc and q are the center and radius of
the memory surface, respectively. The memory surface evolves according to




νH (F) − (1 − H (F)) (ξq)ω
]
〈n : n∗〉 dp (4.41)
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where ν, ξ, and ω are material constants. H is the Heaviside function, dp =
√
Dp : Dp, and







ε p − εc
||ε p − εc||
(4.43)
To incorporate the strain-range dependent cyclic hardening or softening, the material
constants in the backstress evolution are related to the memory parameters according to
ṙi = b (Qi − ri)
∣∣∣∣∣1 − riQi
∣∣∣∣∣m dp (4.44)
where b, Qi, and m are material constants. All constants are defined in [144].
Validation of this particular model was based on its ability to capture specific charac-
teristics of saturated cyclic stress strain curves depending on changes in crystal orientation,
transient strain hardening, dislocation structure evolution, and microstructural rearrange-
ment due to high-low sequence loading. The model was compared to experimental data
for Cu crystals oriented for single and multiple slip as seen in Figure 4.3. The authors
considered the fact that different regions of the cyclic stress strain curve correlate with the
development of varying dislocation structures as shown in Figure 4.2. Region A is asso-
ciated with the formation of vein like dislocations and only the primary slip systems are
experimentally observed to be active. Region B which is associated with the formation
of PSBs can have multiple active slip systems, but one system will dominate. In Region
C, the latent slip systems are active to the same degree as the primarily slip system. The
simulations predicted similar results. In Region B, nine slip systems were predicted to be
active but the slip amplitudes of the latent systems were very small. At larger resolved
strain amplitudes in Region C, the simulation predicted again nine active slip systems, but
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Figure 4.3: Resolved shear stress amplitude versus resolved plastic shear amplitude for Cu
crystal plasticity model versus experiment (Reprinted from [144], with permission, copy-
right Elsevier).
three latent slip systems had slip amplitudes on the same order as that of the primary slip
system. The model also correlated with the experimental observation that multiple slip is
accompanied with additional latent hardening that is not present in single slip; this is cap-
tured by the latent hardening terms in hαβ. The model was also able to capture the evolving
hysteresis loops as the number of loading cycles increased as seen in Figure 4.4. The slip
characteristics of the high-low sequence loading of the model also correlated well with
experiments.
4.3.2 Ni-base superalloy IN100
Ni-base superalloys are typically used in aircraft gas turbine engines due to their high
strength and creep resistance at high temperatures, primarily due to the existence of coher-
ent γ′ Ni3Al precipitates of Ll2 fcc structure dispersed in the γ austenitic Ni solid solution
matrix which is of fcc crystal structure. Generally these alloys are more complex to model
because of their tension-compression asymmetry and the non-Schmid characteristics of the




Figure 4.4: Cyclic stress-strain hysteresis loops for Cu: (a) experiment and (b) simulation
(Reprinted from [144], with permission, copyright Elsevier)
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phase along with the size and spacing of the coherent γ′ precipitates can greatly affect the
material response of these material systems. For example, dislocation mechanisms change
from precipitate shearing to bypassing by Orowan looping depending on the spacing, size
and volume fraction of the γ′ precipitates.
Shenoy et al. [146–148] developed a crystal plasticity framework to model polycrys-
talline Ni-base superalloys. In this model the γ′ precipitates are not explicitly modeled, but
the influence of primary, secondary and tertiary γ′ precipitates are included through ISVs.
Also incorporated in the model, is the average effect of the grain size on the constitutive
response and the dependence of the flow stress on crystallographic orientation. The ver-
sion of the model presented here and in [149] is slightly different from what was originally
introduced by Shenoy et al. [146–148].














sgn (τα − χα) (4.45)
where γ̇1 and γ̇1 are constants, n1 and n2 are flow exponents, κα is called the threshold
stress and Dα is an constant average drag resistance. There is no embedded temperature
dependence of these constants because the model was calibrated at a single temperature of
650◦C. The advantage of this two term flow rule is that it is able to approximate the power
law breakdown regime at higher strain rates [150]. The first term in the flow rule captures
the dominant cyclic behavior while the second term incorporates the affects of thermally
activated flow. The backstress χα captures the Bauschinger effect due to the homogenized
response of the γ′ precipitates in the γ matrix.
The threshold stress κα predicts initial flow for a given temperature, microstructural







where λ indicates either octahedral or cubic slip. Shenoy et al. [146–148] consider both
the standard 12 octahedral 〈110〉 {111} slip systems and 6 cube slip systems 〈110〉 {100}.
The cube slip systems describe “zig-zag” octahedral slip in the γ matrix or shearing of the
γ′ precipitates along {001} planes which has been observed at higher homologous temper-
atures for crystals/grains oriented for hard octahedral slip [151, 152]. ρα is the dislocation
density, b̃ is the equivalent burgers vector and µ̃ the equivalent shear modulus, i.e.,
b̃ =
(
fp1 + fp2 + fp3
)
bγ′ + fγbγ (4.47)
µ̃ =
(
fp1 + fp2 + fp3
)
µγ′ + fγµγ (4.48)
where bγ′ and bγ and µγ′ and µγ are the burgers vectors and shear moduli for the precipitate
and matrix phases, respectively. The volume fractions of primary, secondary and tertiary γ′
precipitates and the matrix phase are given by fp1, fp2, fp3 and fγ, respectively. Also αt is a
statistical coefficient that accounts for the deviation from the regular spatial arrangements





















fp1, d2, fp2, d3, fp3
)nκ] 1nκ (4.50)
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where ΓAPBre f is a reference anti-phase boundary energy. cp1, cp2, cp3, and cgr are parame-
ters used to fit the initial experimentally observed yield. The average size of the primary,
secondary, and tertiary precipitates is given by d1, d2, and d3, respectively. The non-Schmid




∣∣∣ταcb∣∣∣ + hseταse (4.54)
where the resolved shear stresses on the primary, cubic and secondary slip systems are ταpr,
ταcb and τ
α

















The equivalent precipitate spacing is approximated by





The values k1, k2 and kδ are constants. d2δ is the secondary precipitate spacing. The self-
hardening rate is given by ho.
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represents the ratio of backstress amplitude to the cyclic flow stress. νo accounts for the
contribution due to the geometrically necessary dislocations.
Various material constants in the model were obtained from a range of experimental
studies reported in the literature and the remaining parameters were obtained by fitting the
response to experimentally measured stress-strain curves. The calibrated model parameters
are given in Table 4.1 for the microstructure in the subsolvous condition at 650◦C. The
sizes and volume fraction of the γ′ precipitates are given by fp1 = 0.053, d1 = 1× 10−3mm,
d2 = 320 × 10−6mm, fp2 = 0.439, d3 = 17 × 10−6mm, fp3 = 0.078, and the mean grain
size is dgr = 6.6 × 10−3mm. The effective precipitate spacing is estimated to be dδe f f =
9.68 × 10−6mm. Initial values of all slip system back stresses are set to zero. The model
was calibrated for a range of microstructures with complex loading histories as described
in [146–148].
4.3.3 Duplex Ti-6Al-4V
Ti-6Al-4V is also of significant importance in aerospace applications because of its high
strength and desirable strength-to-weight ratio. Ti-6Al-4V exhibits favorable properties at
elevated (but moderate) temperatures depending on heat treatments and thermomechanical
processing. The microstructure of Ti-6Al-4V can range from bimodal to fully lamellar.
A bimodal microstructure develops by applying deformation when the material is in the
α + β regime (on a phase diagram) followed by recrystallization and aging. This process-
ing route generates a microstructure that consists of equiaxed primary α grains dispersed
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o,cub (MPa) cp1 cp2 cp3 cgr (MPa
√
mm) kδ
85.1 170.2 1.351 1.351 1.22 × 105 9.432 2.5 × 10−3
bγ′ (nm) bγ (nm) µγ′ (MPa) µγ (MPa) k1 (mm-1) k2 ho
0.25 0.41 81, 515 130, 150 2.6 × 105 8.2 4.8 (oct), 2.4 (cub)




(J/m2) γ̇1 (s-1) γ̇2 (s-1)
0.8 0.0 −0.4 2.82 164 × 10−3 8.7 3.9 × 10−11
C11γ′ C12γ′ C44γ′ C11γ C12γ C44γ nk
135, 000 59, 210 81, 515 158, 860 73, 910 130, 150 1
Dα (MPa) n1 n2 ραλ(0) (mm
-2) α∗t (MPa) C
∗
χ (MPa)
150 (oct), 180 (cub) 15 9 1.0 × 105 0.0385 2.713
∗ Specific values for this microstructure, with all other parameters independent of
microstructure
among regions containing transformed β grains with embedded α laths. Texture effects in
these alloys are particularly pronounced due to the low symmetry of crystallographic slip
and anisotropic elasticity, as well as the contrast of properties between the α and β phases.
In addition, despite their greater number of available slip systems, the colony regions con-
taining α and β laths tend to be more resistant to slip than the primary α grains due to the
presence of the α − β interfaces and, in some cases, finer α precipitates.
The crystal plasticity model considered here for duplex Ti-6Al-4V was initially devel-
oped by Mayeur and McDowell [153], extended by Zhang and McDowell [154] and then
Bridier et al. [155]. In particular, Bridier et al., tailored the model specifically for applica-
tion to the HCF loading regime for peak stresses at or below the macroscopic yield strength.
The duplex microstructure simulated here consists of a primary hexagonal closed packed
(hcp) α grains and colony grains with secondary α phase intermittent with body-centered
cubic (bcc) β phase in the form of a lamellar structure. In hcp primary α, there are four
























〈a + c〉 slip systems. However, slip is dominate in the basal and prismatic slip systems due
to a relatively low critical resolved shear stress when compared to the other slip systems.
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The lamellar α + β colonies are homogenized in this model since the individual laths range
in thickness from hundreds of nanometers to several microns. A crystallographic burgers
orientation relation (BOR) is maintained between the secondary α and β lathes defined such






















first order pyramidal 〈a〉 and twelve 〈111〉 {110} bcc slip systems. The bcc slip systems are
transformed into the hexagonal coordinate system via the BOR. Hard systems in these
colonies are those that intersect the α − β interface. Soft deformation modes are those on
which dislocations glide parallel to the α − β interface or have parallel slip planes in both
the secondary α and β phases.
The slip rate γ̇α for each slip system α is defined according to the flow rule of the form
γ̇α = γ̇o
〈
|τα − χα| − κα
Dα
〉M
sgn (τα − χα) (4.60)
where γ̇0 is the reference shearing rate, χα is the backstress, κα is the threshold stress, and
Dα is the drag stress, each for slip system α. The Macaulay bracket in the flow rule is
defined such that 〈x〉 = x if x ≥ 0 and 〈x〉 = 0 otherwise, for any real number x (i.e.,
x ∈ <). The inverse strain-rate sensitivity exponent M controls the rate sensitivity of the
flow.
The initial backstress of each slip system is zero and evolves according to a modified
Armstrong-Fredrick direct hardening/dynamic recovery relation, i.e.,
χ̇α = hγ̇α − hDχα |γ̇α| (4.61)
with χα (t = 0) = 0.







where the first term employs a Hall-Petch type formulation with dα defined as the mi-
crostructural dimension of the free slip length and κy as the Hall-Petch slope. The second












where µ is a constant. There is no evolution of the drag stress, i.e., Ḋα = 0. The constant
value of the drag stress is obtained as the difference between the critical resolved shear
stress and the initial threshold stress on slip system α, i.e.,
ταCRS S = κ




+ καs (t = 0) + D
α (4.64)
The model parameters estimated by Bridier et al. based on experiments [155] are given
in Table 4.2.
As slip was observed experimentally to be more limited in the colonies than in the
primary α grains, the initial CRSS values were assumed to be related to the same values in
the primary α grains according to







4.4 Integration of large strain based crystal plasticity relations
The relations for these types of large strain based crystal plasticity constitutive relations can
be very stiff to integrate numerically. Both explicit and implicit schemes have been applied.
Explicit schemes estimate the independent variables at the end of the time step based on the
the values and derivatives of the independent variables at the start of the time step. Implicit
schemes estimate the values of the independent variables at the end of the time step based
on their values at some time greater then the start of the time step and less then or equal
to their value at the end of the time step. Explicit integration schemes typically require
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extremely small time steps to ensure proper convergence and that the Courant-Friedrichs-
Lewy condition [156] is satisfied. The Courant-Friedrichs-Lewy condition ensures that the
numerical domain of dependence includes the analytical domain of dependence so that the
information necessary for the solution is accessible. Because of this requirement, applica-
tion of explicit integration schemes is typically limited to dynamic problems. In contrast,
implicit integration schemes require iterative approaches to estimate the values of the in-
dependent variables because the independent variables are only known with any certainty
at the start of the time step. Because implicit schemes are not extrapolating to estimate
the solution, typically much larger time steps can be taken. Thus, implicit schemes are
typically preferred for static or quasi-static problems.
Some recent explicit schemes used to estimate dynamic response have been derived by
many authors (e.g., [157–161]). Implicit integration schemes for large strain base crystal
plasticity relations have also be demonstrated by many (e.g., [162–165]). Approximate
implicit schemes based on numerical estimates of the global tangent stiffness matrix are
outlined by Kalidindi and Anand [134]. McGinty [166] proposed a scheme with implicit
update of the slip rates and explicit update of the hardening terms. The crystal plasticity
models for IN100 and Ti-6Al-4V exercised in this work are integrated using the scheme
presented by McGinty [166]. This integration scheme is presented in detail for the Ti-6Al-
4V crystal plasticity model in Appendix A.
4.5 Summary
Here the relations for large strain based crystal plasticity constitutive relations based on
the multiplicative decomposition of the deformation gradient into the elastic and plastic
parts are reviewed. These types of constitutive models must satisfy the second law of ther-
modynamics. Specifically, flow rules and hardening laws formulated to simulated cyclic
plasticity on the scale of the individual grains were considered for pure copper, the Ni-base
83
superalloy IN100 and the duplex α+ β Ti alloy Ti-6Al-4V. The reviewed constitutive mod-
els for the specific material systems consider here each demonstrated a predictive ability
to simulate macroscale cyclic stress-strain response. Additionally, these models are formu-
lated to estimate the localized slip dependent behavior, particularly due to changing grain
orientation relative to the loading direction and the evolving resistance to slip. Formu-
lations were considered for both direct and latent hardening. The relations defining the
evolution of the backstress for the various models were shown to capture the Bauschinger
effect on the macroscale. Research into constitutive laws beyond what has been covered
here is beyond the scope of this dissertation. The objective here is to apply these types of
models to simulate the local cyclic plastic strain response in polycrystalline microstructure
on the scale of the grains to estimate the driving forces for fatigue crack formation via cer-
tain FIPs as introduced in Section 2.3.1. The latter two models discussed for the Ni-base
superalloy IN100 and duplex Ti-6Al-4V will be applied in this manner in Chapters 6 and
7, respectively.
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Table 4.2: Model parameters for the duplex α + β Ti-6Al-4V crystal plasticity model.





Flow Rule γ̇o 0.001 s-1
M 15
Backstress χα (0) 0
h 40,000
hD 8000
Threshold Stress κy 17.3 MPa mm-0.5
































INSTANTIATION OF MICROSTRUCTURE VOLUME ELEMENTS
FOR FE SIMULATION
5.1 Introduction
In Chapter 5 consideration is given regarding the instantiation and simulation of microstruc-
ture volume elements via the FEM. FE simulation of microstructure on a scale sufficient to
resolve micron size features (e.g. grains, grain boundaries, phases, inclusions) is an active
area of research and there are many fundamental questions that are currently being pursued.
Some of the questions pertinent to this dissertation include:
• How to properly scale simulation volumes to effectively estimate distributions in
response for damage type processes (e.g., fatigue) that are dependent on extreme
value microstructure attributes?
• How to instantiate statistical realizations of experimentally characterized volumes of
microstructure?
• How to appropriately mesh microstructure such that the response fields around the
microstructural features of interest are sufficiently resolved?
• How to appropriately apply boundary conditions to estimate response for various
loading and service conditions?
Much of the on going work into the development of appropriate statistically representative
microstructure volumes elements for FE simulations is beyond the scope of this disserta-
tion. The purpose here is to apply currently available methods (published in the literature)
to instantiate microstructure volumes such that the extreme value driving forces on the
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scale of the crystallographic attributes can be estimated. It is not in the scope of this dis-
sertation to evaluate the effectiveness of these methods beyond their applicability to the
microstructure-sensitive extreme value probabilistic framework as it is presented in this
dissertation.
In this chapter, proper scaling of simulation volumes to estimate distributions of ex-
treme value response will first be considered. Representative volume element (RVE) and
statistical volume element (SVE) will be defined. Of particular interest is the ability to esti-
mate the extreme value tails of the response distribution via multiple simulated SVEs. Next,
currently available methods for microstructural reconstruction will be considered. Specif-
ically, two different methods will used in this work to instantiate microstructure volume
elements for FE simulation of polycrystalline microstructures. First, a method based on the
Voronoi tessellation is applied to partition space into a set of convex grains. Optimization
routines are applied to then fit distributions of grain size by perturbing the grain centers
via a simulated annealing approach. The grain orientation and disorientation distributions
can also be fit to prespecified distributions. Another algorithm to instantiate microstructure
volume elements is also considered based on packing ellipsoids representative of grains
into a volume. These ellipsoids are constructed based on the distributions of major ellip-
soidal axis generated by fitting ellipsoids to a set of experimentally characterized grains in
three dimensions. The grain orientation and disorientation distributions of the polycrys-
talline microstructures instantiated based on the ellipsoid packing algorithm are also fit to
prespecified distributions. Simple voxellated meshing of these instantiated microstructure
volume elements will be discussed. Formal definitions of the periodic boundary conditions
applied to simulate subsurface volume elements will be presented. Finally, this chapter will
consider the mesh quality of the simple voxellated meshes used in this work and the deter-
mination of minimum SVE size to study the grain scale cyclic plastic response as estimated
via crystal plasticity constitutive relations.
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5.2 Statistical volume elements
To effectively simulate the microstructure-induced variability of the extreme value driving
forces for fatigue crack formation, it is desired to construct multiple instantiations of micro-
structure volume elements such that each volume element becomes a statistical sample of
the underlying distribution of the response of interest (e.g. stress, elastic strain, plastic
strain). In other words, these simulated volumes are a statistical volume element (SVE)
for the locally varying heterogeneous response at the scale of the individual microstructure
attributes. The concept of an SVE is in contrast to that of a representative volume element
(RVE) that is defined such that the distribution of local response or effective response of
the volume will not change based on where the RVE is sampled from the microstructure
ensemble (i.e., bulk material), or if it is further increased in size.
The concept of a representative volume element was originally proposed by Hill [167]
who considered an RVE as representative of the entire microstructure ensemble in an aver-
age sense. Hashin and Shtrikman [168, 169] considered an RVE as a reference cube that is
small relative to the entire body such that the volume average variables are the same in the
reference cube and bulk. Various statistical measures have also been considered to define
an RVE. For example, Li et al. [170] applied marked correlation functions (as described
previously in Section 3.4.2) using cracked/uncracked particles as marks to define the size
of a “representative material elements” (i.e., RVEs) in a particle reinforced metal matrix
composite. The length scales at which the marked correlation functions of the cracked/un-
cracked particles tended to unity were argued to be associated with the length scale required
for a RVE. Shan and Gokhale [171] determined RVE size based on the nearest neighbor and
stress distributions. Kanit et al. [172] defined a RVE based the variances of the topology,
and elastic and thermal properties. Moreover, they showed that multiple SVEs can be em-
ployed to approximate the response of the RVE within some tolerance for mean property
values. This is important because often it is more computationally favorable to simulate
multiple SVEs than a single large RVE. Ostoja-Starzewski [173] has also considered the
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relationship between the SVE and RVE in more detail. They note that as the size of the
SVE increases it eventually approaches that of the RVE. Additionally, it is noted that be-
cause there is no periodicity in real heterogeneous random media, at finite scales the RVE
can only be approximated. Willis [174] formally defined the RVEs based on statistical
distributions as a statistically equivalent representative volume element or SERVE. In his
work he used two-point correlation statistics to define a SERVE such that the statistical
distributions of the samples SERVEs are equivalent regardless of where they are sampled
in the microstructure. Similarly, Swaminathan et al. [175, 176] used marked correlation
functions to define SERVEs for fiber reinforced composites. These SERVEs are described
by the authors such that:
• Each SERVE has certain macroscopic response variables such as the macroscopic
stress-strain response that are equivalent to the same properties of the bulk material.
• Distribution functions describing the local microstructure attributes are equivalent to
those sample from the entire microstructure ensemble.
• The SERVE is independent of location in the local microstructure and applied load-
ing direction.
In the previously listed approaches the RVE/SVE size was determined all or in part
based on the distribution of response on the scale of the microstructure. Others have defined
the RVE/SVE size based only on the heterogeneity of the microstructure regardless of the
response. For example, Tschopp et al. [177] use area fractions of gray levels from gray
scale micrographs to determine RVEs for orthotropic microstructures. This approach (that
only considers heterogeneity of the microstructure) defines the RVE size based on the fact
that when a sufficient area of gray level pixels from a micrograph are averaged, the resulting
gray level is homogenized across the micrograph. The length scale of the averaging area
at which the gray level is homogenized is argued to correspond to the length scale of the
appropriate RVE for that microstructure volume. Additionally, Niezgoda et al. [178] define
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an RVE/SVE based on the 2-point statistics of a certain microstructure function which
describes the locally varying local state of the material. It is argued that because mapping
from microstructure to properties as many-to-one that if the microstructure is represented to
a high degree of accuracy then a broad range of properties will automatically be captured.
RVEs (or SERVEs) for distributions of extreme value response parameters are typically
untenably large. This is particularly true when trying to capture extreme value distributions
of microstructure-dependent response that affect rare event damage formation and growth.
This implies that complete characterization of the tail of the probability distribution func-
tion for fatigue response requires a very large RVE. It is also noted that an RVE for one
type of response might not be a RVE for another type of response. In contrast, SVEs for ex-
treme value response of a responsible size are more tenable because it is not required to be
able to characterize the entire distribution from one volume element. Each SVE for a given
response response can be designed to be large enough such that the response parameter of
interest at a particular location is unaffected by statistical variations in the microstructure at
distances on the order of the size of the volume (i.e., correlation length is less than size of
SVE); however, the volume is not so large that it contains a statistically representative set
of responses for that particular response parameter. Thus, each instantiated SVE provides
a sample of the extreme value distribution for the entire ensemble. It is likely that with a
sufficient number of SVEs the character of the extreme value distribution of a particular
response can be adequately characterized for the ensemble.
In the present case, to estimate the local driving forces for fatigue crack formation
in polycrystalline metallic alloys, cyclic plasticity on the scale of the individual grains is
considered (a key driving force for fatigue damage formation as reviewed in Chapter 2).
Crystal plasticity constitutive models such as those introduced in Chapter 4 can be applied
to estimate the distributed plastic response over a set of simulated SVEs. These multiple
simulated SVEs must be of sufficient size such that the lower order moments of the cyclic
plastic response on the scale of the grains are unaffected by further increasing the volume
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of the SVE. It is also desired that the SVE be suitably large to serve as a RVE in terms of
the overall macroscopic (i.e., effective) elastic/plastic response. In other words, the stress-
strain response taken from any instantiation of the microstructure should be representative
of any other. The RVE for this effective response is insensitive to the higher order moments
of the slip distribution, and is not the same as a RVE for the extreme value distribution
of FIPs. The SVE construct incorporates some of the logic behind the definition of the
before mentioned SERVEs. However, SVEs do not require the distribution of response to
be identical across a set of SVEs sampled from the microstructure ensemble. Being able to
simulate variations in the local response via these types of SVEs allows the computational
exploration of how microstructural heterogeneity affects fatigue variability.
Here it is noted that the the extreme value distributions of a given response variable will
be dependent on the size of the SVE. As noted in Section 3.2, the the extreme value distribu-
tion will depend on sample size n. Moreover, as the sample size n tends to a very large size,
the extreme value distribution will likely converge to one of the asymptotic forms listed
in Section 3.2 (i.e., the Gumbel (Type I) distribution, the Fréchet (Type II) distribution, or
the Weibull (Type III) distribution). The SVEs for extreme value response introduced here
are effectively samples each of size n. Sample size for a specific extreme value response
parameter for a given SVE depends on the size of the dominant microstructure attributes
that most influence the extreme value response. For example, to characterize the extreme
value distribution of plasticity as parameterized by the effective plastic strain in polycrys-
talline metals, the dominant microstructure attribute could be that of the individual grains.
Therefore, the sample size of an SVE for the extreme value distribution of the effective
plastic strain would be dictated by the number of grains within that SVE. If the number
of grains in the SVE is large enough, then the extreme value distribution of the effective
plastic strain sampled over many SVE of the same size would likely converge to one of the
three types of asymptotic extreme value distributions. SVEs could also be instantiated with
fewer numbers of grains that might still satisfy the requirements of an SVE listed above
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(the size is sufficient so that the lower order moments of the response of interest at any
one location is not significantly effected by further increasing the volume); however, the
number of grains or sample size might not be sufficient to estimate the asymptotic extreme
value distribution of the response of interest. Depending on the application, a large sample
size is not always desired. For example, if the application is dependent on the volume at
a notch root, then it is not desirable to consider volumes larger than that of the notch root
even if the extreme value distribution is not described by one of the standard asymptotically
converged extreme value distributions.
5.3 Instantiation of microstructure volume elements
Much consideration has been given to the reconstruction of microstructure volumes based
on various statistical parameters. Groeber et al. [8, 9, 103, 179] considered a variety of sta-
tistical measures to characterize and reconstruct volumes of the Ni-base superalloy IN100
including distributions of grain size, grain orientation and grain misorientation. Consid-
eration was also given concerning the statistics of contiguous neighbors and grain shape.
Distribution of grain shape, in this work, was characterized by considering the distribution
of the ratios of the major elliptical axis of ellipsoids fit to a set of experimentally character-
ized grains (in three dimensions). Ellipsoids were also used to reconstruct a polycrystalline
aluminum alloy with a rolled texture by Brahme et al. [180]. In this case, the morphology
of the grains was determined from multiple EBSD scans taken on orthogonal sections.
The problem of reconstructing microstructure volume elements from special correlation
statistics, particularly two-point correlation functions, has also been explored by several
groups. Torquato and coworkers have considered reconstruction of two phase composites
from two-point correlation functions in two and three dimensions [181, 182]. Others have
shown how the efficiency of these reconstructions can be enhanced though an update of the
two-point correlation functions rather than measuring it during each iterative step during the
reconstruction [183]. Reconstruction of polycrystalline materials [184, 185], metal matrix
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composites [186], and TiB whiskers in Ti-6Al-4V-1.0B [99], has also been accomplished
from measured spatial correlation functions.
Here two methods will be considered to instantiate microstructure volume elements
based on distributions of grain size, grain orientation and grain disorientation. The Voronoi
tessellation based algorithm for the instantiation of polycrystalline microstructure volume
elements employs the Voronoi tessellation to partition space into a set of convex grains.
The grain size distribution is optimized via a simulated annealing algorithm by perturbing
the grain centers via a Monte Carlo approach. The grain orientation and disorientation dis-
tributions are also fit to prespecified distributions using a simulated annealing optimization
algorithm. The ellipsoid packing microstructure volume element instantiation constructs
polycrystalline microstructure by packing ellipsoids representative of grains into a pre-
specified volume. These ellipsoids are constructed based on the distributions of major el-
lipsoidal axis that are generated by fitting ellipsoids to a set of experimentally characterized
grains in three dimensions. The grain orientation and disorientation for this microstructure
builder can also be fit to prespecified distributions via a simulated annealing algorithm.
5.3.1 Voronoi tessellation based polycrystalline microstructure volume element in-
stantiation
A Voronoi tessellation is a mathematical construct that describes a space partitioned around
predefined centers such that all points closer to a given center than any other is associated
with that center. In this manner, the space is divided up into a set of space filling convex
polyhedrons. The Voronoi tessellation is the duel of the Delaunay triangulation. Voronoi
tessellations have been employed in many different applications and the geometrical con-
cept behind this construction is well defined in the literature (e.g., [187]). Fast Voronoi
tessellation generation algorithms are readily available [188]. Gross and Li [189] evaluated
Voronoi tessellations based on structure, topology and statistics relative to typical polycrys-
talline materials and observed that both topology and various statistical properties do not
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agree well with those measured experimentally. They suggest that more realistic polycrys-
talline microstructure volume elements can be instantiated using optimization methods to
randomly perturb the centroids of the Voronoi tessellated cells to match certain statistical
distributions measured from actual material systems like grain size, grain volume, grain
boundary length, etc. It was also suggested that optimization methods could be used to
match various texture measurements such as orientation or misorientation/disorientation
(cf. [118]). Modifying random Voronoi tessellations to match more realistic distributions
of grain size has also been performed earlier by others [190, 191] to create RVEs for FE
simulations. Recently, Zhang et al. [154] used modified Voronoi tessellations that were
optimized with a simulated annealing algorithm to fit experimentally characterized statis-
tics of orientation, disorientation, and phase volume fraction in multiphase Ti-6Al-4V to
construct FE models for crystal plasticity simulations. Additionally, Shenoy et al. [147]
constructed digital instantiations of the microstructure for IN100 using the same methods.
Similar algorithms are used here to fit distributions of grain size, orientation and disorien-
tation to construct SVEs for simulation of the microstructure.
The Voronoi tessellation microstructure volume element instantiation (VorPolycrystal-
Gen) developed in this work was written in C++. This software instantiates SVEs for
polycrystalline microstructures based on predefined distributions of grain size, grain orien-
tation, and grain disorientation (cf. [192]). The logic of VorPolycrystalGen is as follows:
1. Using a Monte Carlo approach, a number of grain centers are randomly placed in a
prespecified cuboidal volume.
2. The Voronoi tessellation is calculated based on the current location of the grain cen-
ters.
3. The grain volume distribution is determined for the grains defined by the Voronoi
tessellation.
4. If the error tolerance between the difference of the target grain volume distribution
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and model grain volume distribution is not satisfied, a grain center is selected at
random and its position is perturbed on the order of a fraction of the average grain
size in the three dimensional sample space. Acceptance of the change in the location
of the grain center is determined by the simulated annealing algorithm based on the
amount of improvement of the grain volume distribution of the instantiated SVE to
the target grain volume distribution of the microstructure ensemble.
5. Steps 2 through 4 are repeated until the error tolerance is satisfied.
6. The crystal lattice of each grain is assigned an orientation randomly sampled from a
predefined orientation distribution.
7. The disorientation distribution is calculated for the misorientation of the crystal lat-
tices between all grain neighbors.
8. If the error tolerance between the target disorientation distribution and the model
disorientation distribution is not satisfied, the orientation of two randomly selected
grains are exchanged. Acceptance of the orientation change is determined by the
simulated annealing algorithm.
9. Steps 7 - 8 are repeated until the error tolerance is satisfied.
The Voronoi tessellation is computed in VorPolycrystalGen using QHULL [188] (see
www.qhull.org). By using the Voronoi tessellation, all points closer to a defined grain cen-
ter than to any other grain center is associated with a single grain. An additional parameter
is also input by the user that defines the ratio of the minimum distance between any two
grain centers to average distance between the grain centers. This prevents grain centers
from lying too close, thus also preventing the generation of very small Voronoi cells (i.e.,
grains). A SVE instantiated for a typical polycrystalline microstructure can be seen in Fig-
ure 5.1. The target and optimized distributions for an arbitrary grain volume distribution
normalized by an average grain volume are shown in Figure 5.2.
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Figure 5.1: A SVE instantiated using VorPolycrystalGen.
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Figure 5.2: Target and optimized grain volume distributions generated using VorPolycrys-
talGen. The grain volume distribution is normalized by an average grain volume.
5.3.2 Ellipsoidal packing based microstructure volume element instantiation
Grain shape in general is difficult to quantify because of the general challenges associated
with describing shape in three dimensions [193]. One way to describe approximate shape is
to fit an ellipsoid in three dimension to an experimentally characterized grain [180,185]. A
systematic method has been developed to fit ellipsoids to voxel data describing three dimen-
sional grain structure obtained via serial sectioning [8,9]. These grain equivalent ellipsoids
offer a first order description of grain shape, aspect ratio, and volume. The approach taken
here randomly generates grain equivalent ellipsoids based on predefined distributions of
the ratios of the major ellipsoidal axis.
The the major axis of a grain equivalent ellipsoid (2a, 2b, 2c) (defined such that
a > b > c) can be estimated from the zeroth order moment (µ000), the first-order moments
(µ100, µ010, µ001) and the second-order moments (µ200, µ020, µ002) of a grain. Following Mac-




xpyqzrD (r) dr (5.1)
such that the position r is given in three dimensional real space defined by the basis êi for
i = 1, 2, 3 according to r = xê1 + yê2 + zê3 (i.e., r ∈ <3) and (p, q, r) is a triplet of positive
integers. The indicator or characteristic function D (r) defines an object or arbitrary shape
at position r, i.e.,
D (r) =

1 for r inside object
0 otherwise
(5.2)
The order n of the moment is calculated by n = p + q + r.
The zeroth order moment corresponds to object volume, i.e. V ≡ µ000. The center-of-











If the object is located (or translated) so that its COM is coincident with the origin of the
coordinate system êi, the moments calculated with respect to the COM are called central
moments. Assuming hereafter all moments are calculated with respect to the COM, the
second order moments can be defined in terms of a second rank tensor called the moment-
of-inertia tensor N, i.e.
N =

µ020 + µ002 −µ110 −µ101
−µ110 µ200 + µ002 −µ011
−µ101 −µ011 µ200 + µ020
 (5.4)
When the object is oriented such that its principal axes are aligned with the coordinate basis
êi, all non-diagonal moments vanish in the moment-of-inertia tensor. In this manner, the
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ellipsoid with axes (2a, 2b, 2c) aligned along the coordinate basis êi, respectively, is related
to the second order moments according to
µ200 = a5 4π15τ1τ2
µ020 = a5 4π15τ
3
1τ2




where b = aτ1 and c = aτ2. Given a voxel dataset of experimentally characterized grains
via serial sectioning, a distribution of equivalent grain aspect ratios b/a and b/c can be
determined based on the calculated aspect ratios according to Equation 5.5.
Ellipsoidal packing polycrystalline microstructure volume element instantiation (Ellip-
PolycrystalGen) was developed to instantiate polycrystalline microstructure volume ele-
ments based on distributions of the aspect ratios b/a and b/c of the equivalent ellipsoids.
EllipPolycrystalGen employs an ellipsoidal packing based algorithm followed by an an-
nealing algorithm to fill the remaining free space to instantiate polycrystalline models. The
aspect ratio of the randomly placed ellipsoids b/a and b/c are determined by randomly
sampling the experimentally characterized distributions of the aspect ratios. Using grain
equivalent ellipsoids instead of other space filling methods like the Voronoi tessellation
allows construction of more complex grain morphologies such as elongated grains com-
mon in rolled ductile metals, and facilitates more accurate reconstruction of two phase
microstructures with bi-modal size distribution such as duplex Ti-6Al-4V. The logic of
EllipPolycrystalGen is as follows:
1. An ellipsoid is generated by randomly selecting the aspect ratios of the major axes
of the ellipsoid b/a and b/c from a predefined distribution (e.g., beta distribution).
The size of the ellipsoidal grain placed in the volume is taken to be some fraction of
the size of the ellipsoid as determined by the random sample of the distribution of
aspect ratios to account for the later annealing step that fills in the empty space of the
model.
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2. The orientation of the major axes of the ellipsoid relative to the sample coordinate
system is randomly selected based on a predefined distribution.
3. The ellipsoid is randomly placed in the volume. If the ellipsoid overlaps with any
previously placed ellipsoid, a new random location is selected repeatedly until no
overlap exists (see Figure 5.3).
4. Steps 1 through 3 are repeated until the jamming limit is reached and no more non-
overlapping ellipsoids can be placed in the volume.
5. The ellipsoids are then allowed to grow uniformly during an annealing step until all
the space in the microstructure volume is filled (see Figure 5.4).
6. The crystal lattice of each grain is assigned an orientation by randomly sampling a
predefined orientation distribution.
7. The disorientation distribution is calculated for the misorientation of the crystal lat-
tices between all grain neighbors.
8. If the error between the target disorientation distribution and the model disorienta-
tion distribution is not satisfied, the orientation of two randomly selected grains are
exchanged. Acceptance of the change is determined by the simulated annealing al-
gorithm.
9. Steps 7 - 8 are repeated until the error tolerance is satisfied.
Instantiation of the microstructure volume elements is performed in MATLAB [195] and
optimization of the orientation and disorientation distributions is performed in a C++ based
program.
It is noted that there are some considerations that should be taken when instantiating
microstructure volume elements Via EllipPolycrystalGen. Because the structure is gener-
ated with non-overlapping ellipsoids, care must be taken to appropriately define the size
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fraction of the initial ellipsoids that are packed into the volume relative to the experimen-
tally characterized (or target) grain equivalent ellipsoids. This helps to ensure that the final
grain size distribution is representative of the experimentally characterized microstructures
after the uniform growth algorithm is applied to fill in the empty space after no more non-
overlapping ellipsoids can be placed in the volume (i.e., the jamming limit is reached).
Additionally, it is recognized that the microstructure will vary depending on how the ellip-
soids are packed into the volume. For example, for a two phase structure different pack-
ing densities will be achieved depending on whether the larger phase is packed first, the
smaller phase is packed first, or both phases are simultaneously packed into the volume.
The jamming limit for these different approaches will vary significantly. More rigorous sta-
tistical parameters can be applied to ensure the instantiated microstructure volume element
is sufficiently representative of the real experimentally characterized microstructure. For
example, it might be important to consider the number of grain neighbors or ensure agree-
ment between the correlation statistics for certain microstructure attributes between the
experimentally characterized microstructures and the instantiated microstructure volume
elements. Such consideration would of course increase the complexity of the algorithm. In
this work, these types of more detailed statistical requirements are neglected.
A two-dimensional section of a microstructure volume element instantiated via Ellip-
PolycrystalGen with a bi-modal grain size distribution is shown in Figure 5.5. Comparing
the aspect ratios of the ellipsoids and final grains after applying uniform grain growth, the
distributions of the aspect ratios of the original ellipsoids and the equivalent ellipsoids fit
to the final grains were essentially the same for a typical bi-modal microstructure with near
equiaxed grains, as shown in Figure 5.6. EllipPolycrystalGen gives the user much more
control over grain morphology than other commonly used microstructure volume element
instantiation algorithms like those based on the Voronoi tessellation and allows one to more
easily generate bi-modal grain size distributions. Here, the tails of the distributions are cap-
tured with higher fidelity than the tails of the grain size distribution for the microstructure
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Figure 5.3: A schematic in two dimensions showing the packing of grain equivalent ellip-
soids in an predefined area.
volume elements instantiated using the VorPolycrystalGen as can be seen by comparing
Figures 5.2 and 5.5.
5.4 Applied FE mesh for instantiated microstructure volume elements
In this work, all instantiated SVEs are simulated in the commercially available FE package
ABAQUS [121]. The microstructures are meshed by an array of evenly spaced linear eight
node brick elements (type C3D8R) with reduced integration [121]. Once the polycrys-
talline microstructure is instantiated (via VorPolycrystalGen or EllipPolycrystalGen), the
nodes and associated brick elements are automatically placed according to the mesh den-
sity input by the user (see Figure 5.7). In all cases the simulated SVEs are constructed as
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Figure 5.4: A two dimensional section of a microstructure instantiated using the ellipsoid
packing algorithm with a bi-modal grain size distribution.
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Figure 5.5: Target log-normal and fit model distributions for an arbitrary bi-modal grain
size distribution generated via EllipPolycrystalGen.
Figure 5.6: Aspect ratios of the initial generated ellipsoids (dots) and grains (circles) after
uniform grain growth.
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Figure 5.7: A view of the eight node brick elements and their nodal locations in a corner
region of the model
cuboidal volumes, thus the voxellated mesh is easily overlaid on the volume with high qual-
ity elements throughout. Coordinate values of each node and element are calculated and
stored along with a numeric tag value for future identification. The element sets for each
grain are defined such that all elements whose centroid falls within a given grain, belong to
that grain set. The resulting mesh is written as an INP file for use with ABAQUS [121]. A
voxellated meshed overlaid on an arbitrary polycrystalline microstructure instantiated by
VorPolycrystalGen is shown in Figure 5.8.
5.5 Periodic boundary conditions to simulate subsurface microstructure
volume elements
For the majority of the simulated SVEs, periodic boundary conditions were proscribed in
all directions. With periodicity assumed on all sides, the microstructure volumes were
simulated to be subsurface. The notation used to describe the nodal sets of the nodes on
the faces, edges and vertices of the model are given in Table 5.1 and Figure 5.9. Note that
the nodal sets of the nodes on the faces do not include the nodes at the edges and the nodal
sets for the edges do not include the nodes at the vertices. The nodal equations that forced
periodicity on the model are given in Tables 5.2 to 5.5.
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Figure 5.8: SVEs instantiated via Voronoi tessellation microstructure volume element in-
stantiation with associated FE mesh. Note that the meshes are voxellated and do not exactly
correspond to the boundaries as defined by the Voronoi tessellation.
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Table 5.1: Description of symbols used to describe nodes sets at vertices and faces.
Symbol Description
REF Reference node located at x = 0, y = 0 & z = 0
V000 Node at vertex located at x = 0, y = 0 & z = 0
V001 Node at vertex located at x = 0, y = 0 & z = h
V010 Node at vertex located at x = 0, y = h & z = 0
V100 Node at vertex located at x = h, y = 0 & z = 0
V011 Node at vertex located at x = 0, y = h & z = h
V101 Node at vertex located at x = h, y = 0 & z = h
V110 Node at vertex located at x = h, y = h & z = 0
V111 Node at vertex located at x = h, y = h & z = h
FXP Face nodes excluding edges and vertices for surface normal to x axis at x = h
FXN Face nodes excluding edges and vertices for surface normal to x axis at x = 0
FYP Face nodes excluding edges and vertices for surface normal to y axis at y = h
FYN Face nodes excluding edges and vertices for surface normal to y axis at y = 0
FZP Face nodes excluding edges and vertices for surface normal to z axis at x = h
FZN Face nodes excluding edges and vertices for surface normal to z axis at x = 0
Table 5.2: Nodal equations for constraint on the nodal sets of the nodes on the faces for the
proscribed periodic boundary conditions. The symbol u represents the nodal displacements
with associated degree of freedom 1, 2, or 3 represented as a subscript on u. The superscript

































































Table 5.3: Nodal equations for constraint on the nodal sets of the nodes on the edges for the
proscribed periodic boundary conditions. The symbol u represents the nodal displacements
with associated degree of freedom 1, 2, or 3 represented as a subscript on u. The superscript


































































































































Table 5.4: Nodal equations for constraint on the nodal sets of the nodes on the vertices for
the proscribed periodic boundary conditions. The symbol u represents the nodal displace-
ments with associated degree of freedom 1, 2, or 3 represented as a subscript on u. The




































































Table 5.5: Nodal equations to eliminate rigid body motion for the proscribed periodic
boundary conditions. The symbol u represents the nodal displacements with associated
degree of freedom 1, 2, or 3 represented as a subscript on u. The superscript on u describes

















Figure 5.9: Location of edge node sets. Note that these edge node sets do not include the
nodes at the vertices of the model.
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The three main components of these periodic boundary conditions include constraints
on the opposing faces, parallel edges and vertices. Additional constrains are also imposed
to prevent any rigid body motion. Displacements between corresponding nodes on op-
posing faces are constrained to be identical in the direction perpendicular to those faces.
Displacements for corresponding nodes on each set of four parallel edges are constrained
to be identical in the two directions perpendicular to the direction in which the edges are
parallel. Displacements for the vertices in all directions are required to be the same. In all
cases these constraints account for any contraction or expanding of the dimensions of the
actual microstructure volume. Unless the nodal positions on the corresponding surfaces or
edges are the same, these boundary conditions will not be valid. The uniform mesh makes
alignment of the nodes across the periodic boundary conditions trivial.
5.6 Mesh quality study
As described in Section 5.4, a voxellated mesh is imposed to model the instantiated mi-
crostructures. A detailed study was performed to investigate the sensitivity of the con-
vergence of the extreme value driving forces for fatigue crack formation to these types of
voxellated meshes. For this study, the extreme value driving forces for fatigue crack forma-
tion was estimated via the Fatemi-Socie FIP as previously introduced. The material systems
considered was the Ni-base superalloy IN100. The parameters for the microstructures that
were instantiated using VorPolycrystalGen are given in Table 5.7.
Four different microstructure volume elements were instantiated using VorPolycrystal-
Gen for this mesh study and are hereafter referred to as volume elements A, B, C and D.
Two of the meshes with different numbers of elements for volume element C are shown in
Figures 5.10 and 5.11 with contours of accumulated plastic strain after three cycles. In each
case, the elements belonging to the grain with the extreme value grain averaged Fatemi-
Socie parameter of highest magnitude among all of the grains in the volume is highlighted
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Figure 5.10: The mesh and contours of accumulated plastic strain after three cycles at
0.5% strain with R = −1 for the 77 grain model for Microstructure C 28 elements along
each edge. The elements belonging to the grain with the extreme value FIP are highlighted
in red.
Figure 5.11: The mesh and contours of accumulated plastic strain after three cycles at 0.5%
strain with R = −1 for the 77 grain model for Microstructure C with 28 elements along each
edge. The elements belonging to the grain with the extreme value FIP are highlighted in
red.
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Tot. Elements Element Vol. (mm3) Ratio of Element Vol.
to Ave. Grain Vol.
8 512 1.25 × 10−7 0.1250
10 1000 6.40 × 10−8 0.0640
12 1728 3.70 × 10−8 0.0370
14 2744 2.33 × 10−8 0.0233
16 4096 1.56 × 10−8 0.0156
18 5832 1.10 × 10−8 0.0110
20 8000 8.00 × 10−9 0.0080
22 10648 6.01 × 10−9 0.0060
24 13824 4.63 × 10−9 0.0046
26 17576 3.64 × 10−9 0.0036
28 21952 2.92 × 10−9 0.0029
in red. In the case of volume element C as seen in Figures 5.10 and 5.11, the grain high-
lighted in red is contained entirely in the interior of the volume (i.e. the grain does not
intersect the boundary) except for one element on the 1-2 surface. A description of the
different meshes considered is given in Table 5.6. For the simulations, periodic boundary
conditions were imposed in all directions as defined in Section 5.5. The simulations were
cycled in strain control with a maximum strain of 0.5% under completely reversed loading
(i.e., R=-1). The distribution of the grain volume normalized by the target average grain
volume of 1.0 × 10−6mm3 was fit to a log-normal distribution with the mean and standard
deviation of the natural logarithm of the normalized grain volume given by -14.0 and 0.7,
respectively. A strain rate of 0.002s-1 was employed in these simulations. All calculations
were performed over the entire volume.
The convergence of the extreme value Fatemi-Socie FIP as calculated over a single
element and over all the elements of each grain is given in Figures 5.12 and 5.13. In Figure
5.12, it can be observed that the magnitude of the extreme value Fatemi-Socie FIP changes
by as much at 20% across the meshes with 20 to 28 elements along an edge and convergence
is not achieved. However, with grain size averaging volumes, variation in the extreme value
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Table 5.7: Model parameters used for all simulated volume elements in the mesh quality
study.
Edge Length of Volume Element 40 µm
Average Cube Root Grain Size 10 µm
Number of Grains 77
Ratio of Minimum Spacing to Average Distance Between of Grain Centers 0.3
Figure 5.12: Convergence of the extreme value Fatemi-Socie FIP for the FIP calculated
over a single element.
FIP reduces to less than 5% in most cases across meshes with 14 to 28 elements along an
edge. The grain with the observed extreme value FIP did not change when there were 12
or more elements along an edge or when the ratio of the element volume to average grain
volume was greater than or equal to 0.064.
5.7 Minimum statistical volume element size for grain scale cyclic plas-
tic response
As mentioned previously, SVEs of sufficient size are required such that the local plastic re-
sponse on the scale of the grains is unaffected by further increasing the volume of the SVE.
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Figure 5.13: Convergence of the extreme value Fatemi-Socie FIP for the FIP calculated
over all the elements in a single grain.
Additionally, it is desired that the overall macroscopic elastic/plastic response is nearly the
same for each SVE. It has been shown by others that local crystallography can have a large
influence on the local elastic stress fields due to the influence of neighboring grains. For
example, Sauzay et al. [53, 196, 197] considered the effect of nearest neighbor grains on
the stress distribution at the free surface of polycrystals and found that grain interactions
could affect the local resolved shear stress by as much as 16% in copper and austenitic
steels depending on the local orientations of the neighboring grains. Bennett and McDow-
ell [52] also demonstrated that distributions of slip could be quite heterogeneous in HCF.
This heterogeneity is directly related to complex interactions between grains of differing
orientations. Specifically, here it is desired to determine the number of grain neighbor
interactions that have a significant influence on the plastic response for a nominal grain.
To quantify the influence of SVE size on the FIPs, several SVEs of different size were
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simulated. Specifically, the simulated SVE were constructed of cuboidal arrays of ran-
domly oriented grains, as can be seen in Figure 5.14. These cuboidal grain arrays consisted
of blocks with 3, 5, 7, and 9 grains, respectively, along each edge with random periodic
boundary conditions applied in all directions. In this manner the center grain has 1, 2,
3, and 4 neighbors, respectively, in each direction between itself and the applied peri-
odic boundary conditions. In these simulations, these SVEs were cycled one time under
completely reversed loading (i.e., R=-1) with a maximum strain magnitude of 1.0%. It is
noted that although one cycle is probability insufficient to estimate the stable cycle by cy-
cle ratcheting of the plasticity that is expected in fatigue, it is assumed here that the range
of influence of the microstructure attributes on the local plastic response on the scale of
the individual grains due to the interactions between grain neighbors is similar before and
after shakedown. In other words, the main concern here is not the particular magnitudes
of the cycle by cycle ratcheting, but the range of interactions between grain neighbors that
influence the averaged plastic response on the scale of a single grain. The quasistatic strain
rate of 0.004s-1 was used in these simulations. The grains were dimensioned 9 micrometers
along each edge and consist of a total of 27 quadrilateral elements with reduced integra-
tion (type C3D8R in ABAQUS [121]) or 3 elements along each edge. The orientation of
the individual grains was random except for the center grain which was oriented in the
〈001〉, 〈21 (25)〉, and 〈111〉 directions, respectively. We can see in Figure 5.15 that crystals
oriented near the 〈21 (25)〉, and 〈111〉 directions exhibit the maximum apparent Schmid
factors for octahedral and cube slip, respectively. The Fatemi-Socie FIP averaged over the
differently oriented center grains for the differently sized SVEs are given in Figure 5.16. In
all cases, there is a significant change in the grain averaged FIP of the center grain when
the SVE is increased from 3 to 5 grains along each edge. However, as the number of grains
along each edge are increased further from 4 to 5, 5 to 7, or 7 to 9, further changes grain
averaged FIP of the center grain are much less. Thus, for the purposes of this work, we
assume that only up to the 2nd nearest neighbor interactions are important. The SVEs for
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the microstructures for all subsequent studies are scaled accordingly.
It is noted that the approach given here to specify a minimum SVE size possibly ne-
glects longer range or higher order influences on the cyclic plastic response. For example,
these volumes simulated here are likely too small to pick up shear banding that can occur
at higher applied plastic strains. Additionally, the periodicity eliminates the long range in-
fluence of a free surface on the driving forces for subsurface crack formation which may be
important. The first approach taken here only considers interactions within the local neigh-
borhood on the scale of a few grains. Thus, the actual magnitudes of the response could
change significantly if longer range interactions are considered, particularly in the case of
shear banding. However, it is also recognized that such interactions likely are not as impor-
tant for the applied stresses considered here which are just at or less then the effective yield
stress. At stresses below the effective yeild stress, plasticity is much more heterogeneous
and localized; therefore, the longer range or higher order moments of cyclic plasticity are
expected to be less important.
5.8 Summary
Various aspects important to the instantiation and simulation of microstructure volume ele-
ments has been considered. Proper scaling of simulation volumes to estimate distributions
of extreme value response is essential. As RVEs for extreme value response are typically
untenably large, in this dissertation SVEs are utilized. Specifically, SVEs are constructed
such that the macroscopic stress/strain behavior is similar between any two SVEs sampled
from the same material; however, the lower order moments of cyclic plasticity on the scale
of the individual grains changes minimally with increasingly larger volumes. In this man-
ner, multiple SVEs can be constructed to sample the underlying character of the extreme
value distribution for a given microstructure volume element. It is recognized that this def-
inition of a SVE does not guarantee that the instantiated SVEs will be sufficiently large to
estimate the asymptotic extreme value distribution of the response of interest. To estimate
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Figure 5.14: Microstructure model with cuboidal grains used to estimate the minimum
necessary size for an SVE for the Fatemi-Socie FIP. The minimum number of grains be-
tween a single cuboidal grain and itself was determined such that the grain average Fatemi-




Figure 5.15: Contours of Apparent Schmid factors based on crystallographic orientation
for the (a) octahedral and (b) cube slip systems.
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Figure 5.16: Comparison of the grain averaged Fatemi-Socie FIP of the center grain ori-
ented with its {001}, {111} and {21 (25)} planes perpendicular to the loading directions,
respectively, versus the number grains along the edge of the SVE. These SVEs consisted
of arrays of cuboidal grains each grain dimensioned 9µm along an edge.
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the asymptotic extreme value distribution of response for a particular SVE size, the SVE
must contain a sufficiently large sample size n of the microstructure attributes that most
influence the extreme value response. Depending on the application, it may not always
be desirable to construct an SVE of sufficient size to sample the asymptotic extreme value
distribution of the desired response. Such a case might exist when considering the extreme
value response at a notch root. The extreme value distribution of the response of interest
in this case should correlate with the size of the critically stress volume at the notch root
regardless of whether the asymptotic extreme value distribution can be characterized based
on the size of that particular microstructure volume element.
Much research has examined the instantiation of microstructure volume elements that
are statistically representative of real materials. The two different methods introduced in
this work to instantiate microstructure volumes for FE simulation of polycrystalline mi-
crostructures are based on the Voronoi tessellation and packing grain equivalent ellipsoids
into a fixed volume, respectively. The first method based on the Voronoi tessellation can
be applied to instantiate microstructure volume elements with space filling convex polyhe-
drons representative of the grain structure. Distributions of grain size/volume for micro-
structure volume elements instantiated via the Voronoi tessellation can be optimized to fit
experimentally determined grain size distributions by randomly perturbing the grain cen-
ters via a simulated annealing algorithm. Grain orientation and grain disorientation can
also be fit to the respective target distribution prespecified by the user using a simulated an-
nealing technique. It is noted that significant modification of the morphology of the poly-
hedrons generated via the Voronoi tessellation is not possible. Additionally, the topology of
the instantiated grains is very approximate and is not representative of real polycrystalline
microstructure. Moreover, it is very difficult to instantiate microstructure volume elements
with multi-modal grain/phase distributions.
The second method applied here to instantiate microstructure volume elements that are
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statistically representative of real microstructures is based on packing grain equivalent el-
lipsoids into a volume. These grain equivalent ellipsoids can be generated by randomly
sampling the distributions of aspect ratios of the major elliptical axes calculated from grain
equivalent ellipsoids fit to a set of experimentally characterized grains in three dimensions.
These randomly generated grain equivalent ellipsoids are oriented based on the orientation
distribution of experimentally characterized grains and placed into a volume until no more
non-overlapping ellipsoids can be placed. When no more non-overlapping ellipsoids can
be placed into the volume, all the ellipsoids are allowed to grow uniformly until all space is
filled. The distributions of the orientation of the lattice of the grains and disorientation be-
tween grain neighbors can then be optimized using a simulated annealing algorithm. Using
grain equivalent ellipsoids to instantiate polycrystalline microstructure volume elements al-
lows much greater control over grain topology. For example, rolling textures with elongated
grain can be generated, which was not the case with the microstructure volume elements
instantiated based on the Voronoi tessellation. Additionally, multi-modal grain/phase size
distributions can be generated with much higher fidelity.
Simulations were performed to consider both mesh quality and minimum required
SVE size of several instantiated microstructure volume elements for the Ni-base super-
alloy IN100. The simulated SVEs in this work are meshed using a simple voxellated mesh
with periodic boundary conditions. Several different mesh densities were considered to
determine the sensitivity the of FIPs to the mesh. The response calculated over nonlocal
averaging volumes converges sufficiently when the averaging volumes are on the scale of
the grains. If the averaging volumes are on the scale of the individual elements, no con-
vergence was achieved. To determine minimum SVE size, several sample microstructure
volume elements were instantiated for IN100 with cuboidal arrays of grains. The lower or-
der moments of the cyclic plasticity on the scale of the individual grains is relatively stable
when the SVEs are large enough to consider interactions up to the second nearest neighbor
before periodicity. It is noted that the procedure used here to estimate the minimum SVE
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size did not necessarily account for longer range or the higher order moments of cyclic
plasticity that might result from shear banding, for example. However, as the maximum
appled loads are hereafter set to be below the yeild point, such longer range interactions are




PROBABILITIES OF FATIGUE IN THE NI-BASE SUPERALLOY
IN100
6.1 Introduction
In Chapter 6 the microstructure-sensitive extreme value probabilistic framework based on
the newly introduced extreme value marked correlation functions (EVMCF) is applied
to characterize the extreme value HCF response of the PM Ni-base superalloy IN100 at
650◦C. The objective of this framework as it is applied here is to quantify the effects of
interactions between the crystallographic microstructure attributes on fatigue life in the
HCF regime. By using the EVMCF, this framework quantifies the statistical correlation
between the extreme value distributions of cyclic plastic strain based FIPs to the coupled
microstructure attributes that exist at the location of the extreme value FIPs. To accom-
plish this task, multiple SVEs are constructed to compute the cyclic plastic response on the
scale of the grains in the Ni-base superalloy IN100. These SVEs for extreme value FIPs
are constructed and simulated via the finite element method with crystal plasticity consti-
tutive relations formulated to capture microstructure-sensitive grain scale cyclic plasticity
in IN100 as outlined in Chapter 4. The results of the simulations are used to explore the
extreme value statistics of the FIPs for IN100. This chapter is designed to be self support-
ing for the convenience of the reader; therefore, some background covered previously may
be repeated. Much of the work described here has been published previously [149, 198].
The dependence of fatigue crack formation on various microstructure attributes was
briefly reviewed in Chapter 2. For example, second phase inclusions or pores, large grains
that are favorably oriented for slip, or grains adjacent to grains that are unfavorably oriented
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for slip have each been linked to fatigue crack formation in several metallic polycrystalline
material systems. Identifying the underlying microstructure attributes that drive fatigue
crack formation in material systems with multiple phases, complex processing histories,
etc., however, is often complicated by the fact that multiple interacting microstructural fea-
tures couple with the imposed cyclic plastic deformation and stress state to increase the
local driving forces for fatigue crack formation. In most cases, this dependence cannot
merely be deduced from direct quantitative image analysis of various microstructure at-
tributes. Assessment of the coupling of microstructure attributes with the driving forces for
fatigue crack formation requires a combination of experiments and computational simula-
tion, along with a connective framework based on extreme value statistics.
In general, fatigue crack formation in polycrystalline metallic materials is primarily
driven by irreversible slip on the scale of the microstructure. In addition, interacting micro-
structure attributes (e.g., grains, phases, inclusions, and voids) can increase local slip and
associated driving forces for fatigue damage at the scale of the dominant microstructure
attributes. In HCF, where stress amplitudes remain below the macroscopic flow stress and
cyclic plasticity is quite heterogeneous, fatigue lives are dominated by fatigue crack forma-
tion rather than by physically small or large crack propagation. Accordingly, the emphasis
is placed on cyclic plasticity-based Fatigue Indicator Parameters (FIPs) as introduced in
Section 2 that reflect probability of fatigue crack nucleation and microstructurally small
crack growth.
As reviewed in Chapter 3, the scatter in the High Cycle Fatigue (HCF) life of spec-
imens or components depends on the extreme value probabilities of having existing hot
spots or regions with increased local driving forces for fatigue crack formation (i.e., fatigue
crack nucleation and microstructurally small crack propagation). Specifically, the proba-
bility of fatigue crack formation in a particular volume of material is established by the
extreme value (i.e., rare event) probability of a particular existing combination of micro-
structure attributes that couple with the applied stress state such that fatigue cracks form
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and propagate. Coupling of microstructure attributes with loading conditions and the re-
sulting fatigue response is the main source of both scatter and size effects in fatigue in the
absence of other random environmental factors (e.g., temperature, atmosphere). As such,
scatter is commonly observed in the fatigue response between multiple material volumes
(or components) even when they are fabricated from the same batch of processed mate-
rial and tested in nearly identical environments. Although environmental effects can also
contribute to the probability of surface to subsurface transition of crack formation, they are
not considered here. The main emphasis of the study covered in this chapter to exercise
the developed microstructure-sensitive extreme value probabilistic framework characterize
correlations of microstructure attributes that exist with high probability relative to the nom-
inal microstructure in regions where the fatigue driving forces are maximum (i.e., extreme
value) in IN100.
For most applications, large numbers of experiments are necessary to meaningfully
quantify any variability in fatigue life and to identify any change in the mechanism of
fatigue crack formation as a function of applied loading conditions for a given specimen
size. Typically, insufficient experimental data are available to support this quantification.
Moreover, the mathematical form of the tails of the probability distributions for the driving
forces for fatigue crack formation, such as the local distributions of stress/strain, are not
well characterized; moreover, the dependence of the character of those tails on single and/or
interacting microstructure attributes are not well understood.
In this chapter, the focus is on how the crystallographic attributes of the polycrystalline
microstructure (e.g., grain orientation, disorientation, size, and shape distributions) affect
the local driving forces for fatigue crack formation in HCF. In general, plastic strain inho-
mogeneity at the grain level in polycrystals subjected to cyclic loading is directly linked to
crystallographic texture. Winter et al. [51] observed that plasticity occurs preferentially in
grains having slip systems with high Schmid factors, with slip localized within slip bands.
Using crystal plasticity simulations to calculate distributions of cyclic slip in polycrystals,
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Bennett and McDowell [52] demonstrated that distributions of slip could be quite hetero-
geneous in HCF. This heterogeneity is directly related to complex interactions between
grains of differing orientations. Sauzay and Jourdan [53] explored these types of interac-
tions between grains by computationally characterizing the distributions of elastic stress
fields around grain clusters at the free surface using elastic FE simulations. They predicted
that grain interactions could affect the local resolved shear stress by as much as 18% in
copper and austenitic stainless steels depending on the local orientations of the neighboring
grains. Inhomogeneity of elastic stress fields corresponds to localization of plastic strain in
regions of stress concentration associated with the jump of the elastic stiffness across grain
boundaries and compatibility requirements of the polycrystal. In this chapter, the effects
of local crystallography (e.g., phase, grain orientation, grain disorientation, grain topology,
etc.) on the extreme value driving forces for fatigue crack formation are estimated via
simulation in a powder metallurgy (PM) Ni-base superalloy, IN100.
Ni-base superalloys are predominantly used in aircraft gas turbine engines due to their
high strength and creep resistance at high temperatures that is conferred by coherent γ′
Ni3Al precipitates of Ll2 face-centered cubic (fcc) structure. These precipitates are dis-
persed in the γ austenitic Ni solid solution matrix of fcc crystal structure and provide ex-
cellent resistance to slip. Commonly, fatigue crack formation in polycrystalline superalloys
has been linked to the existence of large pores or nonmetallic inclusions introduced dur-
ing processing. Often, inclusions debond from the matrix or crack during primary form-
ing processes. During loading, the stress concentrations at inclusions/pores often lead to
the formation of fatigue cracks [199–201]. However, as processing techniques improve,
cleaner Ni-base superalloys are being developed that have lower number density of inclu-
sions/pores; consequently, fatigue cracks are increasingly observed to form along crystallo-
graphic planes. For example, Jha et al. [202] noted that subsurface fatigue crack formation
occurs in individual grains absent of any voids/inclusions in René 88DT, particularly at
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lower stress amplitudes (i.e., in the HCF regime). In this case, the nucleation region as-
sociated with the size of the crystallographic facets at the sites of fatigue crack formation
was observed to be much larger than the average grain size. This suggests that cracks
tend to form in larger grains. In the same alloy, Shyam et al. [203] noted that cracks form
predominantly in larger grains or at inclusions near large grains. Additionally in René
88DT, Miao et al. [204] also observed that most critical (i.e., life limiting) fatigue cracks in
the HCF/VHCF regime initiate crystallographically away from the surface. The grains in
which these cracks form were observed to be large in size relative to the average grain size.
Here these grains were associated with higher Schmid factors, indicating they are oriented
favorably for slip. Others have shown that slip bands associated with shearing of the sec-
ond phase γ′ precipitates and subsequent fatigue crack formation have been observed to be
more common in coarser grained superalloys, while deformation in the smaller grains has
been observed to be more homogeneous [205, 206].
The analysis of the slip character in Ni-base superalloys has provided some insight
into fatigue crack formation in these materials systems. As mentioned previously, the γ
austenitic phase in these Ni-base superalloys has a fcc crystalline lattice. As typical in
fcc materials, slip is expected on the 12 octahedral 〈110〉 {111} slip systems. However,
contributions of an additional 6 cube 〈110〉 {100} slip systems have been observed in the γ
phase in many Ni-base superalloys at certain elevated temperatures. In single crystal SC16,
Bettge and Österle [151] observed “zig-zag” slip along along {100} planes. They postulated
that this cube slip is due to cross slip of screw dislocations on {111} planes when blocked
at the γ − γ′ interfaces. Phillips et al. [152] observed similar “zig-zag” slip in the γ matrix
of polycrystalline Ni-based turbine rotor material René 104. In this case, the “zig-zag” slip
in the γ matrix occasionally causes shearing of the γ′ precipitates on {001} planes when the
γ′ precipitates are encountered as depicted schematically in Figure 6.1.
Cube slip has been observed in several single crystal Ni-base superalloys over a wide
range of temperatures. For example, Miner et al. [207] investigated slip traces in single
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Figure 6.1: Model for cube-slip propagation as proposed by Phillips et al. [152] (Reprinted
from [152], with permission, copyright Elsevier).
crystal of René N4 at room temperature, 650◦C, 760◦C, 870◦C, and 980◦C. They observed
slip traces along {100} planes for all the temperatures considered when the crystals were
oriented with the {111} slip planes perpendicular to the loading direction. Additionally, at
increasingly higher temperatures, {100} slip traces were observed with increasing frequency
in the crystals oriented in directions other than 〈111〉 relative to the loading direction. Cube
slip accommodates deformation for grains in hard crystallographic orientations. At 870◦C
{111} slip traces were only observed for crystals oriented near [001] and [011] and all others
were of {100} character. Bettge and Österle [151] observed “zig-zag” cube slip in single
crystals of SC16 oriented with the {111} slip planes perpendicular to the loading direction.
Westbrooke et al. [208] observed slip bands traces along {100} planes in single crystals
of a Pratt & Whitney alloy for a crystal unfavorably orientated for slip on {111} planes





observed slip traces for the crystal tested in the [100] direction that were neither of {111}
or {100} character. The morphology and distribution of γ′ appears to dictate the character
of slip in these types of superalloys. For example, Nitz et al. [209] examined slip in single
crystals of NIMONIC 105 at temperatures from 10◦C to 877◦C via TEM analysis and only
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observed octahedral slip. It is noted that in this particular material the γ′ precipitates are
small relative to the other materials discussed here ( 17 nm) and are spherical in their
morphology whereas in most single crystals the γ′ precipitates are an order of magnitude
larger and tend to have a cuboidal morphology. The slip character of these single crystals
is summarized in Table 6.1.
Various slip modes have also been observed in fatigue tests of various polycrystalline
Ni-base superalloys. The slip behavior of various polycrystalline alloys is summarized
in Table 6.2. Generally in these alloys fatigue cracking propagates along {111} planes
at lower homologous temperatures and along {100} planes at moderate temperatures (i.e.,
between 500◦C to 800◦C). It is emphasized that this is what was observed in fatigue tests
of IN100 [210]. In contrast, when the γ′ precipitates are more spherical and smaller in
size and have lower volume fraction, slip and cracking along {100} planes has not been
observed, such as in René 88DT [211].
As reviewed in Chapter 3, statistical treatments of fatigue have primarily been based on
large numbers of experiments. Typically, one observes a wide range of scatter for a given
component in the number of cycles to failure, particularly in HCF. For example, in Figure
6.2 significant variability can be observed in the overall fatigue lives in IN100 across a
range of applied stress magnitudes [83]. The variability of fatigue life is assessed by exten-
sive experimentation to obtain a statistically significant sample. Designers then use these
data to predict component life with an acceptable level of risk. Such data collection re-
quires significant time and resources and does not necessarily provide understanding of the
mechanism(s) that have the most influence on the variability of the response. In addition,
the resulting predictions often change with sample size. The problem is further compli-
cated when multiple mechanisms of damage formation are observed [82, 83, 202]. In these
cases, multiple competing mechanisms of fatigue crack nucleation and MSC crack growth












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































different stress magnitudes and often microstructure attributes vary spatially in the mate-
rial. For example, multiple modes of failure are evident in the cumulative probability plot
in Figure 6.2(b) at the stress magnitude of 1150MPa. In this case, the authors assert that
the bi-modal nature of the failure probability relates to the fact that there exist two different
competing failure mechanisms [83].
Processes of HCF crack formation and early growth depend on a few key attributes
(or sets of attributes) such as the largest inclusion or void within an entire population of
such features. There is significant scatter in experimentally measured HCF life because
the attributes that govern failure lie within the tails of joint distributions of attributes and
responses, necessitating consideration of extreme value statistics. For example, if the key
feature of the fatigue life in a particular material is determined by the largest inclusion of a
certain type, an understanding of the distribution of inclusion sizes in the critically stressed
regions would be essential to modeling the HCF life for that particular material.
The problem of the largest inclusion size in clean steels has been considered by several
different workers as was reviewed in Section 3.3.2. All of these methods, however, assume
failure based on a single attribute (e.g., inclusion size) and do not consider how interacting
attributes affect the damage processes of interest. For example, in many cases the driving
forces for damage formation around an inclusion might depend as much on the orientation
of the grains that affect the local slip processes in the matrix around an inclusion as on the
size of the inclusion itself. It is argued that a framework that only considers purely geomet-
ric attributes such as inclusion size, grain size, or grain orientation is in general insufficient
to quantify the scatter in HCF life. The additional attribute(s) of material response (e.g.,
stress, strain, plastic strain and other driving force parameters) coupled with the geometric
attributes of the microstructure facilitate pursuit of joint statistics of extreme value type that
are relevant to minimum fatigue life design.
Next, the microstructure-sensitive extreme value probabilistic framework is exercised




Figure 6.2: The fatigue variability of IN100 characterized from repeated testing at several
stress magnitudes; (a) The mean versus life-limiting behavior and (b) Cumulative distribu-
tion functions for tests at different stress magnitudes (Reprinted from [83], with permission,
copyright The Minerals, Metals and Materials Society (TMS)).
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IN100. Simulations are performed that estimate the cyclic deformation response via a
crystal plasticity model formulated and calibrated for IN100 at 650◦C. The model is im-
plemented using the finite element (FEM) method. Finally, the results are compared to a
limited number of fatigue experiments available in the literature for this particular material
system.
6.2 Methodology
6.2.1 Extreme value marked correlation functions
The extreme value distributions of the driving forces for fatigue crack formation as esti-
mated by the FIPs (see Section 2.3.1) are first considered. Given a spatial window Ω, the
probability density of the extreme value distribution of an arbitrary FIP, Pα, can be ex-
pressed as fmax(Pα) (Pα|Ω) such that fmax(Pα) (Pα|Ω) dPα is the probability that Pα between
some range described by dPα (calculated over an averaging volume on the scale of the
dominate microstructural features like grains, for example) is the extreme value for a sam-
pled SVE of volume Ω. The basic procedure to construct the extreme value distribution of
the FIPs is to sample the extreme maximum value FIP across a number of samples in time
and/or space. Here, the distribution of the maximum response parameters is considered by
sampling the maximum FIP in a number of equal volumes sampled from the microstructure
ensemble.
To quantify correlation between the extreme value driving forces for fatigue crack for-
mation (i.e., FIPs) and the coupled crystallographic microstructure attributes (e.g. grain
size, grain orientation, grain misorientation, phase) that most influence that extreme value
response, the EVMCF are used. Here, the EVMCF introduced in Section 3.5 are con-
structed in terms of the radial distribution function. Thus, for the purposes here, the proba-
bility density of the extreme value marked radial correlation function Rmax(Pα) (β, β
′|r,Ω) for
the arbitrary microstructure attributes β and β′ is defined such that Rmax(Pα) (β, β
′|r,Ω) dr is
the probability of finding a sphere centered at the crystallographic microstructure attribute
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β coincident to the location of the maximum value of Pα in the microstructure window Ω,
with microstructure attribute β′ at a distance within r to r + dr from β in any direction. It
is noted that radial correlation functions do not contain information regarding anisotropy
of the morphology of the specific microstructure attributes considered; however, they do
describe the correlation lengths between the specific crystallographic microstructure at-
tributes being considered without regard to directionality, which is the primary focus in
this chapter.
The extreme value distribution of the FIPs considered together with the EVMCF char-
acterize the correlation between the extreme value FIPs and the coupled microstructure
attributes β and β′ for a SVE of size Ω. In this way, spatial correlations are identified
between microstructure attributes that have a high probability of existing in the neighbor-
hood of an extreme value FIPs. Multiple instantiations of Ω are required to effectively
characterize and build up the tail of the probability distribution corresponding to extreme
value response neighborhoods. From these statistical functions, the coupled microstructure
attributes that are statistically the most relevant to the extreme value response can be identi-
fied. Moreover, the extreme value distributions of the response for different microstructure
variants of a given material system can be compared; such a comparative analysis could
support the materials design of new microstructures with improved extreme value response
for a given application.
Statistically meaningful construction of the extreme value distribution of the FIPs along
with the related EVMCF requires a significant number of simulations/experiments. This
can require extensive processing time for both simulations and data analysis depending on
the complexity of the models being analyzed. The number of samples required for statisti-
cal significance depends on the response parameter considered and material being analyzed.
Analogous experimental data are not typically available and are very expensive to obtain.
Typical fatigue experiments will not provide enough information to construct these cou-
pled distribution functions because such experiments typically only consist of a few data
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points at each stress/strain amplitude considered. In addition, fatigue hot spots are identi-
fied experimentally after failure and characterization of the sites of fatigue crack formation
and their neighborhoods is very cumbersome and typically requires destructive sectioning.
Thus, although this framework is general in its application to experiments and/or simula-
tions, it is envisioned that it will be much more practically applied to simulations that are
substantiated with limited experimentation. Such is the case here.
6.2.2 Simulation strategy
To exercise the aforementioned microstructure-sensitive extreme value probabilistic frame-
work for polycrystalline Ni-base superalloys, the strategy implemented here estimates the
extreme value distribution of the FIPs and the EVMCF via the simulation of multiple in-
stantiations of the microstructure. As mentioned, the focus here is to characterize the de-
pendence of the driving forces for fatigue crack formation on the crystallographic attributes
of the microstructure in IN100. It is recognized that fatigue crack formation in IN100 is
typically most associated with the presence of non-metallic inclusions and/or pores. How-
ever, as previously mentioned, Ni-base superalloys have been developed with much smaller
populations of these types of inclusions/voids that fail predominantly crystallographically
(e.g., [211]). Thus, in this work consideration is given on how a variant of IN100 would
fail crystallographically in the absence of non-metallic inclusions or voids. In addition, the
improved understanding of extreme value behavior of the orientation dependent slip pro-
cesses in IN100 developed here can later be coupled with the existence of inclusions/voids
to improve current predictive models of fatigue crack formation in this material system.
To accomplish this objective, instantiations of the microstructure are simulated via the FE
package ABAQUS [121] coupled with a microstructure-sensitive crystal plasticity model
for IN100 [147, 148].
The crystal plasticity model implemented here for IN100 was described in detail in
Chapter 4 along with the associated constitutive relations. The primary, secondary and
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tertiary γ′ precipitates are not explicitly modeled, but their influence is accounted for in
the proposed hardening laws and form of the flow rule. This model also accounts for the
average effect of the grain size on the constitutive response and the dependence of the
flow stress on crystallographic orientation. Both the standard 12 octahedral 〈110〉 {111}
slip systems and 6 cube slip systems 〈110〉 {100} are explicitly considered. As previously
mentioned, the cube slip systems describe “zig-zag” octahedral slip and shearing of the γ′
precipitates that has been observed at higher homologous temperatures for crystals in hard
orientations for octahedral slip [152, 214]. This particular model has been calibrated for
IN100 at 650◦C.
6.2.3 Simulation of microstructure volume elements
Using a crystal plasticity formulation allows these digital microstructure volume elements
to serve as statistical volume elements (SVEs) for the cyclic plastic response on the scale
of the individual grains (a key driving force for fatigue crack formation). Each SVE for a
desired response (e.g., grain scale plasticity) is designed to be large enough such that the
response parameter of interest at a particular location is unaffected by statistical variations
in the microstructure at distances on the order of the size of the volume (i.e., correlation
length is less than size of SVE); however, the volume is not so large that it contains a statis-
tically representative set of responses for that particular response parameter. A discussion
on appropriately defining SVE/RVE size can be found in Section 5.2.
Here the SVEs are constructed such that the lower order moments of the cyclic plastic
response on the scale of the grains are unaffected by further increasing the volume of the
SVE. Of course, the higher order moments affect the tail of the PDF and the RVE size for
invariance of these moments would be quite large, in general. It is also desired that the
SVE be suitably large to serve as a RVE in terms of the overall effective (i.e., macroscopic)
elastic/plastic response. In other words, the stress-strain response should be the same for
any SVE. The RVE for this macroscopic response is insensitive to the higher order moments
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Figure 6.3: The target and optimized grain size distribution of a SVE instantiated for IN100
where V is the actual grain volume and 〈V〉 is the target average volume or 8.0 × 10−6mm3
or a cube root grain size of 0.02mm.
of the slip distribution, and is not the same as a RVE for the extreme value distribution of
FIPs.
The SVEs for the simulations here were instantiated using VorPolycrystalGen as de-
scribed in Section 5.3.1. Specifically, this program instantiates volumes of simulated poly-
crystalline microstructure based on the Voronoi tessellation whose distributions of grain
size, orientation and disorientation are fit to prespecified targets. A SVE instantiated for
IN100 along with an imposed voxellated mesh can be seen in Figure 6.3. The target and
optimized distributions for the grain volume normalized by the target average grain volume
are also shown in Figure 6.3. The orientation distribution was chosen as random as shown
in Figure 6.4 (as commonly observed in IN100). The disorientation distribution was fit to
a random Mackenzie disorientation distribution function [216, 217].
Once the microstructure in a particular SVE is instantiated and optimized to fit the
target distributions of grains size, grain orientation, and grain disorientation, the program
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Figure 6.4: Pole figure representing the random texture of the instantiated microstructure
volume elements for the Ni-base superalloy IN100.
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writes the ABAQUS input files for the meshed microstructure that contain all the necessary
information for the FE simulations. Information in these input files includes the details of
the geometry, mesh, boundary and loading conditions. Meshing these SVEs was described
in Section 5.4. The initial simulation cell geometry is defined by the user defined values
of edge length and mesh density (the number of elements along each edge of the simu-
lated block of microstructure). The user also defines the target distributions for the grain
size, grain orientation and grain disorientation. Once the polycrystalline microstructure is
instantiated for the volume element (with grain centers defined), the elements and nodes
are created based on the mesh density input by the user. Using the known edge length and
mesh density, the element edge length and total size is calculated. The elements are con-
structed as an array of cuboidal elements (type C3D8R in ABAQUS) each with identical
dimensions. These particular elements employ reduced integration to speed up computa-
tion time. Cuboidal elements are also convenient because the overall simulation cell was
assumed to be cubic in this model. In addition, a voxellated mesh greatly simplifies the
application of periodic boundary conditions in all directions, as described in Section 5.5.
6.2.4 Microstructure attributes and fatigue indicator parameters
To estimate the driving forces for fatigue crack formation, the FIPs as introduced in Sec-
tion 2.3.1 are applied. Specifically, here the critical plane cyclic plastic strain range based
approaches are considered. As such the driving forces for fatigue crack formation are esti-





















The nonlocal maximum cyclic plastic shear strain range is computed using the ordered
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where 〈x〉V is employed to denote averaging of a quantity “x” over a characteristic volume,











where Epi j denotes the components of the plastic strain tensor E
p. Larger magnitudes of
these FIPs indicate a higher driving force for fatigue crack formation. In particular, the
Fatemi-Socie (FS) parameter has been used to correlate fatigue crack formation over rela-
tively significant number of grains for a range of multiaxial loading conditions for materials
with extended Stage I dominant regions such as 1045 steel and IN718 [14, 66]. Although
the Fatemi-Socie FIP was originally only applied at the scale of laboratory specimens, sev-
eral workers have applied this and similar FIPs at the microscale using crystal plasticity
simulations. For example, Bennett et al. [66] correlated microslip and mixed-mode be-
havior of microstructurally small crack growth to the Fatemi-Socie FIP and considered its
distribution over the grains; moreover, the Fatemi-Socie FIP distributes heterogeneously
over the grains. Moreover, they also observed that the Fatemi-Socie FIP correlates well
with distributions of small fatigue cracks within the grains. Bennett et al. [52] also used the
Fatemi-Socie FIP to explore local grain orientation distribution effects on microslip in HCF.
Other workers [67,68] observed good agreement between the locally applied Fatemi-Socie
FIP (determined using crystal plasticity calculations) and microstructurally small crack
growth within the first few grains based on experiments in structural steel S460N. Dunne et
al. [69,218] employed simulations coupled with experiments to show that crystal plasticity
can correlate precisely to localized plastic slip (and subsequent fatigue crack formation) in
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realistic Ni-base superalloy and Ti alloy microstructures. They used the cumulative plas-
tic strain (see Equation 7.4 in Section 7.3) as a metric for correlating nucleation at a point
within a grain, instead of a MPSS or FS FIP. Findley and Saxena [70] employed the Fatemi-
Socie FIP to examine the effect microstructure attributes such as grain size have on the local
driving forces for fatigue crack formation. Zhang et al. [219] and Prasannavenkatesan et
al. [220] also used the Fatemi-Socie FIPs to look at the local processes of fatigue crack for-
mation at primary inclusions in carburized and shot-peened martensitic steel. Such work
demonstrates the ability of locally applied FIPs determined via crystal plasticity simula-
tions to correlate microstructure scale slip with fatigue crack formation and early stages of
microstructurally small crack growth for a range of ductile metallic polycrystalline mate-
rial systems. In essence, there is similitude in scaling the relations between and the number
of cycles to form and growth a fatigue crack to different length scales within the range of
several microns to several hundred microns.
As discussed by McDowell [6], these types of critical plane approaches for shear-
dominated microcracking are related to Stage I shear-dominated propagation of MSCs
with an influence of the normal stress to the slip/crack plane. Early work by Hoshide
and Socie [71] considered the affect of microplastic strain on fatigue crack nucleation and
MSC crack growth under mixed-mode (I-II) loading. They correlated ∆J from EPFM via
a Paris type law with fatigue crack growth behavior of small cracks. Moreover, Hoshide
and Socie [71] related ∆J to the ranges of crack opening displacement (COD) and/or crack
sliding displacement (CSD) for mode I and mode II, respectively. Later, McDowell and
Berard [65] employed ∆J and argued for similarity of ∆CTD with the Fatemi-Socie param-
eter.
6.3 Extreme value fatigue response and microstructure in IN100
To investigate the influence of grain orientation, disorientation and grain size on IN100,
multiple SVEs were constructed using VorPolycrystalGen and simulated via FEM in
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ABAQUS, as previously described. Multiple SVEs for the local plastic response were in-
stantiated and strained uniaxially at 0.3%, 0.5% and 0.7% strain at a quasistatic strain rate
of 0.002s-1. The macroscopic yield is observed for this particular IN100 at 1.0% strain.
The cyclic strains were completely reversed (i.e., R = -1). Each simulation was cycled three
times to allow for an initial shakedown period before the results were analyzed. There is
no provision in the current simulations to address cyclic hardening or softening behavior
over large numbers of cycles. Periodic boundary conditions were applied in all directions.
As described in Sections 5.6 and 5.7, the voxellated meshes of these instantiated micro-
structure volume elements consist of quadrilateral elements with reduced integration (type
C3D8R in ABAQUS). Also the convergence of the response estimated via these voxellated
meshes was demonstrated as long as the FIPs were calculated over volumes on the scale
of the grains. As such all FIPs considered here in this chapter are averaged over each in-
dividual grain. The number of grains in the simulations was allowed to vary to best fit
the imposed grain size distribution and ranged between 325-375 grains. Each SVE was
dimensioned to 0.150mm along each edge. The distribution of grain volumes normalized
by the target average grain volume of 8.0 × 10−6mm3 was fit to a log-normal distribution
with a mean of -12 and standard deviation of 0.4. This corresponds to a target average
cube root grain size of 0.020mm. There are 24 elements along each edge of the SVE or
13824 elements in all. The ratio of the element volume to the average target grain volume
is 0.030. A total of 50 simulated SVEs were cycled at 0.3% strain, 100 at 0.5% and 50 at
0.7% strain.
6.3.1 Characterization of extreme value distributions of FIPs
It is of interest to first consider the character of the extreme value distributions of the FIPs
as estimated from the simulated SVEs. Recalling from Section 3.2, there are only three
possible non-degenerated asymptotic distributions for the maximum extreme value distri-
butions. The goal is to be able to characterize a dataset as belonging to one of these three
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types of distributions so that the mathematical properties of these distributions can be used
to better understand the data. Here it will be demonstrated that the extreme value FIPs
sampled from the simulated SVEs are well characterized by the asymptotic form of the
extreme value Gumbel distribution.
It is important to first consider the number of simulated SVE that are required to accu-
rately characterize the extreme value distribution of response. It was mentioned previously
in Section 5.2, that Kanit et al. [172] demonstrated that a certain number of SVEs could
be used to estimate the mean value response of an RVE. In other words, a sufficient num-
ber of simulated SVEs can be employed to estimate the effective average (i.e. macroscale)
response for a given response function. Additionally, Niezgoda et al. [178] demonstrated
that 2-point correlation functions could be employed to determine the best limited set of
SVEs to estimate the mean value response of the ensemble (i.e. RVE). This limited number
of SVEs selected to be representative of a single RVE was called an RVE set. Selectively
choosing the best SVEs to estimate the effective average response is in contrast to the pre-
vious approach where the SVEs are randomly selected. The latter approach requires many
more SVEs to estimate the effective average response of a single RVE.
However, very little work has been done to quantify how many SVEs of sufficient size
are required to estimate the extreme value distributions of response. It is the objective here
to determine how many SVEs are required such the character of the extreme value distri-
bution does not significantly change as more SVEs are sampled. To visualize the extreme
value distributions of the FIPs calculated in the SVE simulated here, the extreme value FIPs
for each SVE are given on a probability plot that has been linearized for the extreme value
Gumbel distribution. This is demonstrated in Figure 6.5, where the distributions of the
extreme value Fatemi-Socie FIPs are shown for sample sizes of 25, 50, 75 and 100 SVEs.
Here these SVEs were all cycled at 0.5% maximum strain strain. Estimation of the grain
scale extreme value FIPs was done by calculating the FIP for each grain. In other words,
the grain averaged FIP was calculated from the cyclic plastic strain tensor averaged over
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the entire volume of each grain. In these simulations, the grains nominally had about 40
elements per grain. The critical plane is determined from the principal components of the
cyclic plastic strain range tensor as described by Equation 2.9. In Figure 6.5, it is noted that
the probability p is linearized for the extreme value Gumbel distribution by appropriately
scaling the ordinate. The range of observed extreme values is then given by the abscissa.
By scaling the plot in this manner, a true extreme value Gumbel distribution appears as a
straight line. This linearizion procedure and the method used to fit the experimental data
to the extreme value Gumbel distribution is outlined in Appendix B. The fits of these sam-
pled distributions to the Gumbel distribution are shown in Figure 6.5. As can be observed
from Table 6.3, these data are fit by the Gumbel distribution with high confidence (i.e.,
R2 > 0.97), even for a sample size of just 25 simulated SVEs; moreover, the fitting parame-
ters do not change significantly with increased sample size. This suggests that the extreme
value distribution of the FIPs can be estimated in some cases with as few as 25 simulated
SVEs.
Thus, the approach presented here demonstrates that the minimum number of SVEs re-
quired to characterize the extreme value distribution for a given response can be determined
by gradually increasing the number of simulated SVE until the character of the distribution
is relatively unchanged even when more data points are added. In the case shown here,
which is well described by the Gumbel (Type I) extreme value distribution, convergence of
the extreme value distribution based on the number of simulated SVEs is quantified in terms
of the difference between the parameters of the Gumbel fits for the different sample sizes
or in terms of the R2 values determined from the least squares regression when the data is
plotted on the linearized Gumbel probability scale. Determination of convergence is likely
much more difficult when the extreme value distributions do not fit one of the three known
asymptotic extreme value distributions. In this case, many more data points are likely re-
quired to ensure that the extreme value distribution is well characterized because of the
lack of linearity that results because the linearized probability scale is unknown when the
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) for the extreme value distributions of the Fatemi-Socie FIPs sampled over
25, 50, 75, and 100 SVEs, respectively, for 0.5% maximum strain. These extreme value
distributions are plotted in Figure 6.5. The goodness of fit is also given in terms of the R2
value that ranges between 0 and 1 with 1 indicating a perfect fit.
#SVEs αn un R2
25 8186.6 4.375 × 10−4 0.973
50 8345.4 4.453 × 10−4 0.988
75 8581.8 4.402 × 10−4 0.987
100 8727.9 4.307 × 10−4 0.991





extreme value maximum plastic shear strain (MPSS) and Fatemi-Socie (FS) FIPs for IN100
cycled at 0.5% maximum strain. These extreme value distributions are plotted in Figure
6.6. The goodness of fit is also given in terms of the R2 value that ranges between 0 and 1
with 1 indicating a perfect fit.
FIP αn un R2
FS 8.73 × 103 4.31 × 10−4 0.991
MPSS 1.13 × 104 3.18 × 10−4 0.993
extreme value distribution deviates from one of the three known asymptotic extreme value
distributions.
A comparison of the extreme value FS and MPSS FIP distributions calculated from
100 simulated SVEs of IN100 are shown in Figure 6.6. This plot is similarly linearized
for the Gumbel distribution. In IN100, the grains predicted to exhibit the extreme value
response were different between the MPSS and FS FIPs in approximately 10% of the SVEs
simulated. The parameters of the Gumbel distributions fit via least squares regression to the
observed extreme value FIPs are given in Table 6.4. It likely that the FS parameter better
characterizes the mechanisms of crystallographic fatigue crack formation. As previously
discussed, it has been shown that the FS parameter appropriately captures shear-dominated
microcracking related to Stage I shear-dominated propagation of MSCs with an influence
of the normal stress to the slip/crack plane [65,71]. Hereafter, it is assumed that the driving




Figure 6.5: Extreme value distribution of the Fatemi-Socie FIP as estimated over grain
sized averaging volumes for (a) 25, (b) 50, (c) 75, and (d) 100 SVEs for the simulations
cycled at 0.5% strain. The extreme value Fatemi-Socie FIP was selected to be the FIP with
the highest magnitude out of all the FIP calculated over each grain. The fit described by
the linear equation y = mx + b is such that x is the value of the FIP and y = ln (1/ ln (1/p))




Figure 6.5: Extreme value distribution of the Fatemi-Socie FIP as estimated over grain
sized averaging volumes for (a) 25, (b) 50, (c) 75, and (d) 100 SVEs for the simulations
cycled at 0.5% strain. The extreme value Fatemi-Socie FIP was selected to be the FIP with
the highest magnitude out of all the FIP calculated over each grain. The fit described by
the linear equation y = mx + b is such that x is the value of the FIP and y = ln (1/ ln (1/p))
such that p is the probability
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Figure 6.6: The extreme value grain averaged maximum plastic shear strain (MPSS) and
Fatemi-Socie (FS) FIPs calculated over 100 simulated SVEs cycled at 0.5% maximum
strain for IN100 plotted on a Gumbel probability scale.
Figure 6.7 shows the distributions of the extreme value Fatemi-Socie FIPs for the dif-
ferent strain magnitudes tested, 0.3%, 0.5%, and 0.7%. Again this plot is linearized for
the Gumbel distribution as outlined in Appendix B. Additionally, the extreme values of
the FIPs are plotted in Figure 6.7 on a log scale in order compare the distributions for the
different strain magnitudes on the same plot. The parameters for the fit of the Gumbel
distribution to these observations are given in Table 6.5. It is noted that as the strain mag-
nitude increases, the extreme value distributions of the Fatemi-Socie FIP tend to shift to
the right toward higher magnitudes of the FIPs. This correlates with the fact that as the
strain magnitude increases the driving forces for fatigue crack formation are higher. Thus,
fatigue cracks are estimated to form more rapidly and the portion of fatigue life attributed
to fatigue crack formation is shorter.
The parameters for the Gumbel distribution fit to the extreme value distributions of the
FIP estimated from the simulated SVEs can be applied to quantify the relative dispersion
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Figure 6.7: The extreme value distribution of the Fatemi-Socie FIP as estimated over a
single element and over the entire grain for the simulations cycled at 0.3%, 0.5%, and 0.7%
strain. The extreme value Fatemi-Socie FIP was selected to be the FIP with the highest
magnitude out of all the FIP calculated over each element or over each grain in each SVE.
Table 6.5: The parameters for the least squares fit of the Gumbel distribution (i.e.,




) for the extreme value distributions of the Fatemi-Socie FIP
for the different maximum strain levels simulated. The goodness of fit is also given in
terms of the R2 value that ranges between 0 and 1, with 1 indicating a perfect fit.
% Strain αn un (αn)−1 /un R2
0.30% 6.0 × 1010 4.619 × 10−11 0.361 0.952
0.50% 8727.9 4.307 × 10−4 0.266 0.991
0.70% 3478.5 3.305 × 10−3 0.087 0.981
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of the extreme value distributions for the different strain magnitudes considered. For the
Gumbel distribution, recall that αn is an inverse measure of the dispersion of the largest
values of the initial population (i.e., the parent distribution of the extreme value distribution)
while un can be considered as the characteristic largest value of the initial population. Thus,
the quantity (αn)−1 /un is an indication of the dispersion of the extreme value distribution
relative to the characteristic largest values of the initial population. In other words, larger
values of (αn)−1 /un indicate greater variation around the characteristic largest values than
smaller values. In the case shown in Figure 6.7, as the strain magnitude increases the
variation of the extreme value distributions of the distributions (i.e., (αn)−1 /un from Table
6.5) tends to decrease. These data corroborate the S-N curve for IN100, as seen in Figure
6.2 with the noted exception at 1150MPa where there are arguably two competing modes
of failure. As the stress/strain magnitude increases the overall variation in the fatigue lives
decrease. These results similarly show that variation of fatigue life associated with crack
formation decreases as the magnitude of applied cyclic straining increases.
6.3.2 Microstructure attributes correlated with the extreme value FIPs
To understand how local attributes of microstructure influence the extreme value fatigue
response as estimated via the FIPs, microstructure attributes in the neighborhoods of
the extreme value FIPs are considered. Two forms of the Schmid factor are consid-
ered here. The apparent Schmid factor for the lattice orientation g, mga, is calculated











, i = 1, . . . ,N
]
, where φi is the angle between the ith slip plane
normal and the uniaxial stress direction, and λi is the angle between the ith slip direction
and the direction of SVE uniaxial applied stress. The total number of slip systems is N. In
contrast, the local Schmid factor calculated over a volume ω, mωi , is computed as the ratio
between the maximum resolved shear stress (computed from the FE simulations) divided




/σ for i = 1, . . . ,N. In
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comparison to the apparent Schmid factor, the local Schmid factor considers the local stress
state as affected by intergranular interactions and microplasticity. Thus, although the ap-
parent Schmid factor is typically bounded between 0.27 and 0.5 for 〈110〉 {111} octahedral
slip, this is not the case for the local Schmid factor. In reality the local Schmid factor will
be observed to be more broadly distributed between 0 and 1 due to load shedding or load
shielding from neighboring grains, which affects the local stress fields in individual grains
relative to the macroscopic applied loading conditions. For the calculations given below,
the volumes over which the local Schmid factor are calculated correspond to the same vol-
umes over which the FIPs are calculated. The apparent Schmid factor is calculated based
on grain orientation relative to the SVE uniaxial applied stress.
Next, the focus is directed on the zones where the extreme value FIPs have been iden-
tified. In Figure 6.8, plots are given for the grain average extreme value Fatemi-Socie FIP
versus the corresponding local Schmid factor for both the octahedral and cube slip systems
for applied maximum strain magnitudes of 0.3%, 0.5% and 0.7%, respectively. In Figure
6.8, each extreme value Fatemi-Socie FIP is associated with two Schmid factors, one for
octahedral slip and one for cube slip. It is noted that as the maximum cyclic strain am-
plitude increases, the local Schmid factors associated with the extreme value FIPs tend to
decrease slightly. This is logical because even though the far field stress increases the flow
stress may not change significantly. Therefore, the local Schmid factor will decrease in
magnitude as the far field load increases. Secondly, it is noted that in all cases the Schmid
factors for cube slip are of greater magnitude than the local Schmid factors for octahedral
slip as seen in Figure 6.8. In other words, the grains in which the extreme value FIPs are
identified all appear to be unfavorably oriented for octahedral slip.
6.3.3 Extreme value marked correlation functions of apparent Schmid factors
The correlated microstructure attributes at the locations are also considered in terms of




Figure 6.8: Scatter plot of the extreme value Fatemi-Socie FIP (abscissa) versus the local
Schmid factor (ordinate) for (a) 50 simulated SVEs at 0.3% strain, (b) 100 simulated SVEs
at 0.5% strain, and (c) 50 simulated SVEs at 0.7% strain for IN100.
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(c)
Figure 6.8: Scatter plot of the extreme value Fatemi-Socie FIP (abscissa) versus the local
Schmid factor (ordinate) for (a) 50 simulated SVEs at 0.3% strain, (b) 100 simulated SVEs
at 0.5% strain, and (c) 50 simulated SVEs at 0.7% strain for IN100.
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this study is crystallographic orientation. As such, the extreme value marked radial corre-







). In this way, the probabilities that specific grain orientations and
misorientations exist coincident with the observed extreme value FIPs are indirectly quan-
tified. As will be seen later, constructing the extreme value correlation function with the
apparent Schmid factor instead of the more direct microstructure attribute of crystalline
orientation simplifies the interpretation of the results. A choice was made to not use the
local Schmid factor computed using the point wise stress tensor acting on slip systems at
each point in the mesh because the local Schmid factor is a response parameter and not a
direct description of the local microstructure attribute of interest (i.e., grain orientation).
Instead, the distributions of the response function reflect the local stress state information.
In Figures 6.9 to 6.11, the complete radial distribution estimated over the entire set
of simulated SVEs and the extreme value marked radial distribution functions sampled
only at the location of the extreme value FIPs for the 100 SVEs cycled at 0.5% strain
are shown for several combinations of the apparent Schmid factor. In Figure 6.9, plots of
the complete radial and extreme value marked radial correlation function are given for the
apparent Schmid factors (a) mga = 0.45 − 0.5 (cube slip) and m
g′
a = 0.45 − 0.5 (cube slip),
(b) mga = 0.45 − 0.5 (cube slip) and m
g′
a = 0.40 − 0.45 (cube slip), (c) m
g
a = 0.45 − 0.5
(cube slip) and mg
′
a = 0.45 − 0.5 (octahedral slip), and (d) m
g
a = 0.45 − 0.5 (cube slip)
and mg
′
a = 0.40 − 0.45 (octahedral slip). The distance r that separates the two orientations
is normalized against the average cube root grain size d (i.e., 20 µm). In all cases, grains
that have a high magnitude of the apparent Schmid factor for cube slip mga = 0.45 − 0.5
near grains with a moderate to high apparent Schmid factor for cube or octahedral slip
mg
′
a = 0.4 − 0.5 exist with a significantly higher probability at the locations of extreme
value response than in the overall microstructure. The particular combination of apparent
Schmid factors shown in Figure 6.9 were selected because they occurred with the highest




Figure 6.9: The complete radial and extreme value marked radial correlation function for
the simulated SVEs of IN100 cycled at 0.5% maximum strain for the apparent Schmid
factors (a) mga = 0.45− 0.5 (cube slip) and m
g′
a = 0.45− 0.5 (cube slip), (b) m
g
a = 0.45− 0.5
(cube slip) and mg
′
a = 0.40 − 0.45 (cube slip), (c) m
g
a = 0.45 − 0.5 (cube slip) and m
g′
a =
0.45 − 0.5 (oct. slip), and (d) mga = 0.45 − 0.5 (cube slip) and m
g′
a = 0.40 − 0.45 (oct. slip).




Figure 6.9: The complete radial and extreme value marked radial correlation function for
the simulated SVEs of IN100 cycled at 0.5% maximum strain for the apparent Schmid
factors (a) mga = 0.45− 0.5 (cube slip) and m
g′
a = 0.45− 0.5 (cube slip), (b) m
g
a = 0.45− 0.5
(cube slip) and mg
′
a = 0.40 − 0.45 (cube slip), (c) m
g
a = 0.45 − 0.5 (cube slip) and m
g′
a =
0.45 − 0.5 (oct. slip), and (d) mga = 0.45 − 0.5 (cube slip) and m
g′
a = 0.40 − 0.45 (oct. slip).
The distance r is normalized by the average grain size d of 20 µm.
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is shown between the apparent Schmid factors mga = m
g′
a = 0.45−0.5 (for cube slip). Below
one average grain size it can be observed that the probability of finding mga = 0.45−0.5 (for
cube slip) at the location of the extreme value response is as high as 50%; in contrast, the
probability of finding this particular orientation in the complete microstructure ensemble
is only 20%. Similarly, the probability of finding mga = 0.45 − 0.5 (for cube slip) near
mg
′
a = 0.45−0.5 (for octahedral slip) (as can be seen in Figure 6.9(c)) is as high as 60% at a
distance of one average grain size; whereas, the probability of these correlated orientation
existing in the complete microstructure ensemble is less than 20%. Similar difference are
observed in Figure 6.9 (b) and (d). These EVMCFs describe a high probability of finding a
high FIPs in individual or clusters of grains for easy cube slip surrounded by grains oriented
for easy octahedral slip.
It appears that grains oriented with moderate magnitudes of the Schmid factor for cube
slip (mga = 0.4−0.45) are not as critical to the extreme value FIPs as the grains with the high-
est magnitudes of the Schmid factor for cube slip (i.e., with Schmid factors mga = 0.45−0.5
(cube slip)). As see in Figure 6.10, grains oriented with moderate magnitudes of the Schmid
factor for cube slip (Figure 6.10(a)),or grains with moderate magnitudes of the Schmid fac-
tor for cube slip near grains with the highest magnitudes of the Schmid factor for octahedral
slip (Figure 6.10(b)), are not considered likely to exist coincident with the extreme value
response. This indicates that the highest driving forces for fatigue crack formation develop
only near grains with a very high magnitude of the apparent Schmid factor for cube slip.
Other coupling between the Schmid factors for both cube and octahedral slip found not to
exist with high probability coincident with the extreme value response are given in Figure
6.11. This suggests that there are many possible grain combinations that do not raise the





Figure 6.10: The complete radial and extreme value marked radial correlation function
for the simulated SVEs of IN100 cycled at 0.5% maximum strain for the apparent Schmid
factors (a) mga = 0.40 − 0.45 (cube slip) and m
g′
a = 0.40 − 0.45 (cube slip) and (b) m
g
a =
0.40− 0.45 (cube slip) and mg
′
a = 0.45− 0.5 (oct. slip). The distance r is normalized by the




Figure 6.11: The radial and extreme value marked radial correlation function for the sim-
ulated SVEs of IN100 cycled at 0.5% maximum strain for the apparent Schmid factors (a)
mga = 0.45 − 0.5 (oct. slip) and m
g′
a = 0.45 − 0.5 (oct. slip), (b) m
g
a = 0.45 − 0.5 (oct. slip)
and mg
′
a = 0.40 − 0.45 (oct. slip), (c) m
g
a = 0.40 − 0.45 (oct. slip) and m
g′
a = 0.45 − 0.5 (oct.
slip), and (d) mga = 0.40 − 0.45 (oct. slip) and m
g′
a = 0.40 − 0.45 (oct. slip). The distance r




Figure 6.11: The complete radial and extreme value marked radial correlation function
for the simulated SVEs of IN100 cycled at 0.5% maximum strain for the apparent Schmid
factors (a) mga = 0.45−0.5 (oct. slip) and m
g′
a = 0.45−0.5 (oct. slip), (b) m
g
a = 0.45−0.5 (oct.
slip) and mg
′
a = 0.40 − 0.45 (oct. slip), (c) m
g
a = 0.40 − 0.45 (oct. slip) and m
g′
a = 0.45 − 0.5
(oct. slip), and (d) mga = 0.40 − 0.45 (oct. slip) and m
g′
a = 0.40 − 0.45 (oct. slip). The
distance r is normalized by the average grain size d of 20 µm.
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With an understanding of how the slip planes are oriented relative to the loading direc-
tion as described by the apparent Schmid factor, it is also informative to explore the dis-
tributions of the local Schmid factors in the regions identified to be critical by the extreme
value FIPs. In Figure 6.12, the probability density is shown for the local Schmid factors ml
for all the grains and for the grains with the apparent Schmid factors ma = 0.45 − 0.5 for
both the octahedral and cube slip systems, respectively. When the distribution of the local
Schmid factor is considered over all of the grains, it can be observed that the maximum
local Schmid factors for octahedral slip are less than the maximum local Schmid factors
for cube slip. This suggests that the resolved shear stresses on the cube slip systems can be
much larger than they are on the octahedral slip systems. As expected, when the apparent
Schmid factor is larger (i.e., between 0.45 and 0.5) for cube slip, the corresponding local
Schmid factors are much more likely to be larger than the local Schmid factors for cube
slip. However, when the magnitudes of the Schmid factors for octahedral slip are highest
(i.e., 0.45 to 0.5), it can be observed that the local Schmid factor for cube slip can be larger
than the local Schmid factor for octahedral slip. Thus, in some cases even when the Schmid
factors for octahedral slip are high, the actual resolved stresses are larger on some of the
cube slip planes than on the octahedral slip planes.
It is hypothesized that the distributions of the extreme value Fatemi-Socie parameter
are directly related to distributions of crystallographic fatigue crack formation in this and
similar material systems. Thus, assuming an averaging volume for the relevant FIP that
corresponds to crack incubation at the length scale of each grain, one may postulate a re-
lation such as PFS = γ̃′f (2NFOR)
c, where γ̃′f is a fatigue ductility coefficient appropriate to
crack formation at the scale considered. Recall that NFOR indicated the number of cycles
required to form a crack on the scale of several dominant microstructural barrier spacings
(see Equation 2.1). This relation is related to the form of the Coffin-Manson law as defined
in Equation 2.7, with rescaling of the parameters for a crack size on the order of dominant
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Figure 6.12: Probability density of the local Schmid factors ml for the octahedral and cube
slip systems for all grains and for the grains with the apparent Schmid factors ma = 0.45 to
ma = 0.5 for both the octahedral and cube slip systems for the simulated SVEs for IN100,
respectively.
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microstructural attributes. Using this type of relation, optimization problems can be en-
visioned regarding polycrystalline orientation distributions to achieve target HCF lives or
variability thereof.
Here only crystallographic fatigue crack formation has been considered; the effect of
voids or non-metallic inclusions on the driving forces for fatigue crack formation has been
neglected. Indeed, in IN100 the role of non-metallic inclusions is very important in forming
life-limiting fatigue cracks. Each of these attributes can have an effect on overall variability
of fatigue crack formation in this material system and must be considered for any new
material development. The understanding of extreme value slip behavior in this material
system, however, is very important to the understanding of fatigue crack formation around
inclusions/voids. For example, one can imagine a sample of IN100 with two inclusions
of very similar character (i.e., phase, size, shape) where a fatigue crack forms at one of
the inclusions and not the other when the material is subjected to some specified cyclic
loading condition. Likely, an understanding of the local grain character (i.e., size, shape,
orientation, misorientation) near the inclusion where the fatigue crack formed relative to the
inclusion void of fatigue damage will be sufficient to explain the different responses in the
neighborhood around the two inclusions. Consideration of the extreme value marked radial
distributions of the apparent Schmid factor allows us to readily observe the character of slip
that is predicted to exist at the location of the extreme value response (i.e., FIPs). Here we
observed that grains oriented unfavorably for octahedral slip or favorably for cube slip are
predicted to exist with high probability at the locations of extreme value fatigue response
in IN100. Moreover, clusters of grains oriented for cube slip or clusters of grains oriented
for cube slip surrounded by grains oriented favorable for octahedral slip are predicted to
exist with high probability at the location of the extreme value fatigue response. These
simulations support the observations made in IN100 by Li et al. [210] who observed fatigue
crack formation along {100} planes in grains oriented unfavorable for octahedral slip. Thus,
it is expected that clusters of grains oriented unfavorably for octahedral slip near inclusions
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or voids are more susceptible to fatigue crack formation than inclusions or voids that are
not located in such clusters.
6.4 Summary
The microstructure-sensitive extreme value probabilistic framework to evaluate variabil-
ity of damage processes was applied to characterized HCF in the P/M Ni-base superalloy
IN100. Specifically, this framework can be applied to characterize the extreme value distri-
butions of the key response parameters and to characterized how the extreme value response
relates to certain coupled microstructure attributes (e.g., grain/phase size, grain orientation,
grain misorientation). In this work, the driving forces for fatigue crack formation (i.e.,
crack nucleation and microstructurally small crack growth) in polycrystalline IN100 are
assessed using certain critical plane based FIPs. The cyclic plastic strain resolved on these
critical planes has been observed to relate to processes of crack formation in crystalline
metals.
Multiple microstructure volume elements are instantiated via a Voronoi tessellation al-
gorithm and simulated via FEA with a cyclic polycrystal plastic constitutive model. These
instantiated microstructure volume elements are optimized to fit pre-specified grain size,
lattice orientation, and lattice disorientation distributions. In this manner, each of these in-
stantiated microstructure volume elements constitute a SVE for the desired extreme value
response of interest. In other words, each constructed SVE is designed to be a sample of the
extreme value response from the microstructure ensemble and not intended to be represen-
tative of the entire distribution of response. This contrasts with the concept of a RVE that
is constructed to exhibit the same representative response regardless of where it is sampled
from in the microstructure ensemble. RVEs for extreme value behavior of reasonable size
are typically untenable.
The multiple simulated SVEs for IN100 account for the material microstructure, ap-
plied strain amplitude and strain state, and critically stressed volume of interest in HCF
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scenarios. Periodic boundary conditions are applied in all directions to simulate subsur-
face conditions. Here 100 SVEs for IN100 were constructed and cycled at 0.5% maximum
strain under completely reversed loading (i.e., R=-1). An additional 50 SVEs for IN100
were instantiated and cycled under completely reversed loading for 0.3% strain and 0.7%
strain, respectively.
It was shown that the extreme value distributions of the Fatemi-Socie fatigue indicator
parameters (FIPs) that estimate the driving forces for fatigue crack formation are fit with
high confidence (i.e., R2 > 0.97) by the Gumbel distribution. Additionally, The shape of
the extreme value distributions of the Fatemi-Socie FIPs appears to be well defined with
as few as 25 simulated SVEs. This was demonstrated by considering subsets of the 100
SVEs cycled at 0.5% maximum applied strain of 25, 50 and 75 SVEs. The parameters
of the fits of the observations to the Gumbel distributions for sample sizes of 25, 50, 75
and 100 SVEs varied little. Thus, a procedure was introduced to evaluate the minimum
number of simulated SVEs required to adequately characterize a particular extreme value
distribution by gradually increasing the number of data points until the character of the dis-
tribution remains unchanged. The quality of the characterized extreme value distribution
can be easily quantified if the distribution is described by one of the three known asymptotic
extreme value distributions by comparing the differences in the parameters of the known
asymptotic extreme value distributions fit to increasingly larger sample sizes such as was
demonstrated here. If the extreme value distribution is not well describe by one of the three
know asymptotic extreme value distribution, it is much more difficult to determine if the
number of simulated SVEs is sufficient to adequately characterize the extreme value distri-
bution. However, if the characterized distribution remains relatively stable as the number
of data points are increase significantly than it can be assumed that the number of simulated
SVEs is sufficient.
The results from these simulations demonstrated that cube slip may play an important
role in fatigue crack formation particularly when there are multiple grains oriented for cube
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slip clustered in the same region or clusters of grains oriented for cube slip surrounded by
other grains oriented favorable for octahedral slip. These observations support the results
of previous experiments of fatigue in this material system [210]. Thus, as fatigue crack for-
mation is dominated by the presence of non-metallic inclusions or voids for this particular
material system, it is expected that given two inclusions of similar character that fatigue
cracks will form preferentially near the inclusion that is surrounded by grains or grain clus-
ters unfavorably oriented for octahedral slip. Additionally, there are many different grain
combinations that do not increase the driving forces for fatigue crack formation as signif-
icantly as those with grains oriented with high magnitudes of the apparent Schmid factor
(i.e. between 0.45-0.5) for cube slip. This understanding can inform the materials design




PROBABILITIES OF FATIGUE IN DUPLEX TI-6AL-4V
7.1 Introduction
In this chapter, the microstructure-sensitive extreme value probabilistic framework to char-
acterize performance/variability for damage evolution processes is exercised using compu-
tational polycrystal plasticity models to compare the driving forces for fatigue crack forma-
tion (nucleation and early growth) at room temperature for several different microstructure
variants of a duplex Ti-6Al-4V alloy. As discussed previously, this probabilistic framework
employs the EVMCF to quantify the coupling between the extreme value driving forces for
fatigue crack formation and the microstructure attributes at the fatigue critical sites. By
applying this framework to study the driving forces for fatigue crack formation in these
microstructure variants of Ti-6Al-4V, these microstructures can be ranked in terms of rela-
tive high cycle fatigue (HCF) performance and the correlated microstructure attributes that
have the most influence on the predicted fatigue response can be identified. As introduced
in Chapter 2, nonlocal FIPs based on the cyclic plastic strain averaged over domains on the
length scale of the microstructure attributes (e.g. grains, phases) are employed to estimate
the driving force(s) for fatigue crack formation at the scale of the individual grains. By
simulating multiple SVEs using crystal plasticity constitutive models such as the model
for duplex Ti-6Al-4V as introduced in Chapter 4, extreme value distributions of the pre-
dicted driving forces for fatigue crack formation can be estimated by considering the FIPs.
This strategy of using multiple SVEs contrasts with simulation based on a single RVE,
which is often untenably large when considering extreme value responses. This chapter is
designed to be self supporting; therefore, some background material may be repeated for
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Figure 7.1: The fatigue variability of Ti-6246 characterized from repeated testing at sev-
eral stress magnitudes from HCF to VHCF showing mean versus life limiting behavior
(Reprinted from [221], with permission, copyright Springer).
convenience.
7.1.1 Extreme value statistics and metal fatigue
As can be seen in Figure 7.1 for Ti-6245 [221], considerable scatter has been observed in
the number of cycles to failure in the HCF-VHCF regimes in duplex α + β Ti alloys. In
the example given in Figure 7.1, there are three orders of magnitude between the maxi-
mum and minimum observed lives across most of the HCF-VHCF regime. Much of the
observed scatter of the fatigue life of engineered components arises from microstructure
stochasticity. This is particularly true for the processes of fatigue crack nucleation and mi-
crostructurally small crack growth in ductile metallic material systems such as Ti-6Al-4V.
Fatigue crack formation is driven by localized plasticity and the accumulation of disloca-
tions against obstacles or the development of particular dislocation structures (e.g., persis-
tent slip bands) [5]. As reviewed in Chapter 2, in the HCF regime of metals for which
cyclic stress amplitudes are below the macroscopic yield stress, plasticity is quite hetero-
geneous and localized at microstructure attributes that raise the local stresses sufficiently to
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induce flow [6], are favorably oriented for preferential yield, or both. Specific life limiting
attributes can vary from specimen to specimen or from component to component due to
the stochasticity of material microstructure. Thus, scatter in the HCF life of specimens or
components depends on the extreme value probabilities of existing microstructure attributes
that elevate the driving forces for fatigue crack formation, constituting size effects.
As reviewed in Chapter 3, current methods that estimate fatigue resistance as a func-
tion of the extreme value statistics of microstructure are limited to distributions of a single
microstructure attribute; these methods do not consider the effect of multiple interacting
microstructure attributes on the extreme value response distributions (e.g., fatigue crack
formation). For example, the review of Atkinson and Shi [3] outlined the various extreme
value models that predict the fatigue resistance in clean steels based on the largest inclu-
sions, which is the microstructure attribute that appears to most influence fatigue crack
formation in this material system. Although some of the reviewed models have been ap-
plied with success in predicting variability of fatigue response in this material system, none
of these current models account for the influence of the interactions between the inclusion
and surrounding matrix. In other words, these approaches are limited to a single attribute
and cannot describe how the interactions between multiple attributes influence the extreme
value response. Although first order approaches based on a single microstructure attribute
(e.g., inclusion size) may be sufficient for some material systems or applications, the pro-
cess of fatigue crack formation in many advanced engineering alloys is often complex and
depends on the influence of multiple interacting microstructure attributes. In some cases,
multiple interacting microstructure attributes exert influence at different material length
scales.
Some recent computational work has considered effects of multiple microstructure at-
tributes on fatigue response. Liao [222] used a Monte Carlo technique to generate micro-
structure instantiations with distributions of particle size, grain size, and grain orientation
that have been randomly sampled from experimental data with known distributions. These
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multiple microstructure instantiations are then used to simulate the variation in fatigue re-
sponse in 2024-T351 aluminum sheets. The response was estimated using FEA with elastic
constitutive laws. Fatigue-relevant attributes, including particle size, grain size and grain
orientation, were identified in each simulated instantiation and the distribution of these at-
tributes was considered. These fatigue-relevant attributes were selected a priori based on
experiments. The results of this Monte Carlo method correlated well with other methods
based on extreme value statistics and with experiments. However, as with the previous
methods discussed, correlations between the important microstructure attributes relative to
their influence on the driving forces for fatigue crack formation were neglected because
each critical attribute was considered independent of the others.
7.1.2 Fatigue crack formation in duplex Ti-6Al-4V
In this work, the processes of fatigue crack formation will be considered in duplex α+β Ti-
6Al-4V. Experimental observations for Ti-6Al-4V support the hypothesis that fatigue crack
formation in this material system is not adequately described by a distribution of any single
microstructure attribute. Fatigue crack formation in α+β Ti alloys has been associated with
slip-dominated fatigue crack formation as early as the 1960s by Wells and Sullivan [223],
who observed cracks form along slip bands in the α phase of Ti-6Al-4V. However, con-
fusion persists regarding the fundamental mechanisms of fatigue crack formation in this
material system. In short, it is not clear which specific microstructure attributes (or ar-
rangements of attributes) is/are most important in the processes of fatigue crack formation.
Relevant experiments that have investigated fatigue crack formation in α+β Ti alloys under
typical cyclical loading conditions at room temperature are reviewed next.
In duplex α + β Ti alloys, the appearance of distinct facets in the primary α grains is
commonly observed at sites of fatigue crack formation. In some cases, these facets have
been associated with basal planes oriented perpendicular to the uniaxial loading axis in
Ti-6Al-4V [224, 225]. Bache [226] argues that crack formation on basal planes in grains
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that are unfavorably oriented for slip is due to shear stresses induced by dislocation pileup
on the grain boundary in adjacent grains oriented for easy slip. This mechanism, originally
postulated by Stroh [227], is thought to activate when a critical density of dislocations
accumulate on the boundary such that the shear stresses in the adjacent grain (oriented for
easy slip) are sufficient to induce slip on the hard oriented basal slip planes (oriented nearly
perpendicular to the loading direction). Then under cyclic loading conditions a crack forms
over many cycles in the hard oriented grain. This proposed mechanism is supported by the
work of Baxter et al. [228] who observed slip on basal planes oriented nearly perpendicular
to the loading axis in IMI 834.
In contrast, other studies have observed fatigue facet formation on basal planes fa-
vorably oriented for slip. Bridier et al. [229, 230] investigated fatigue crack formation in
Ti-6Al-4V in both LCF and HCF, respectively, and observed that cracks mostly formed
on basal slip planes and less frequently on prismatic slip planes. In all cases, these basal
and prismatic planes exhibited high Schmid factors; however, a bias was observed toward
primary α grains with orientation of applied stress more toward the c-axis, indicating a pref-
erence for crack formation on planes that are somewhat less favorably oriented for basal
(or prismatic) slip but with somewhat higher stress normal to the basal (or prismatic) plane.
Subsurface fatigue crack formation on pyramidal planes in primary α grains in Ti-6Al-4V
was also observed by Gilbert and Piehler [231] in grains oriented for hard basal slip (i.e.,
with c axis nearly parallel to the uniaxial loading direction); they noted that clusters of
grains oriented favorable for slip on pyramidal 〈a + c〉 planes and grains oriented favorable
for basal slip tend to favor fatigue crack formation. Jha and Larsen [232] observed in Ti-
6246 that at moderate stress amplitudes (i.e., close to the macroscopic yield stress), facets
near the location of initial fatigue crack formation were all inclined 35-45◦ relative to the
loading axis. In one sample, the facet near the location of initial fatigue crack formation
appeared to be oriented about 35◦ relative to the loading direction in a grain oriented un-
favorably for basal slip, suggesting the facet may have been formed by a 〈c + a〉 hard slip
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mechanism (i.e., pyramidal slip). In another sample, the facet near the location of initial fa-
tigue crack formation developed on an apparent basal slip plane favorably oriented for slip.
It is interesting to note that the grain unfavorably oriented for basal slip that developed the
facet was surrounded by other grains more favorably oriented for easy slip (i.e., prismatic
or basal slip). Additionally, the sample with the facet that formed in the grain oriented for
hard basal slip failed at 60,000 cycles; the other sample with the facet that formed in the
grain oriented for easy basal slip failed at 2,000,000 cycles. Szczepanski et al. [221] also
observed fatigue facet formation in the very high cycle fatigue (VHCF) regime of Ti-6246
on or near basal or prismatic slip planes favorably oriented for slip.
The size of the primary α grains also appears to play a role in fatigue crack formation in
duplex α + β Ti alloys. Mahajan and Margolin [233] noted that larger fatigue cracks more
readily formed in primary α grains with longer paths for slip. Jha and Larsen [232] and also
Szczepanski et al. [221] noted in Ti-6246 that the primary α grains that form facets tend to
be larger than average. However, these grains were not necessarily the largest primary α
grains in the population. This suggests that grain size plays a role in fatigue crack formation
in this material system, but other attributes must also be considered.
The process of fatigue crack formation in α + β Ti alloys is further complicated when
one considers the existence of local textured regions on the scale of hundreds of microns
to several millimeters. These microtextured regions are understood to develop during pro-
cessing from larger prior β grains. Bridier et al. [230] observed that microtextured regions
in Ti-6Al-4V that favor slip activation in grains oriented for basal or prismatic slip are
associated with distributed fatigue cracks, near the interface of bands of texture. Similar
observations were made by Le Biavant et al. [234], who found distributed fatigue cracks
in microtextured regions favorably oriented for basal or prismatic slip and no cracking in
regions unfavorably oriented for prismatic and basal slip. Because microstructure condi-
tions in these microtextured regions appear to favor crack formation, multiple cracks form
in these regions that coalesce into a critical life limiting crack. Szczepanski et al. [221] also
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noted that accumulated slip in microtextured regions with high fractions of grains oriented
favorably for basal or prismatic slip in Ti-6246 likely enhances fatigue crack formation in
the VHCF regime. Bantounas et al. [235] observed that fatigue crack formation was fa-
vored in regions with grains oriented for easy basal slip that are adjacent to grains whose
c-axis are within about 15◦ of the uniaxial loading direction. They argued that cracks form
in grains that are oriented for easy slip and then propagate most effectively along basal
planes in surrounding grains oriented for hard basal slip. This also supports the previously
mentioned observations of Gilbert and Piehler [231], who noted fatigue cracking in Ti-
6Al-4V in clusters of grains oriented for pyramidal 〈a + c〉 slip and grains oriented for easy
basal slip.
Simulations have also given insight into understanding many of these experimental
observations. Hasija et al. [236] and Venkataramani et al. [237, 238], using dwell sen-
sitive crystal plasticity models for α-Ti-6Al and Ti-6246, respectively, demonstrated that
grains favorably oriented for basal slip transfer stress to nearby grains that are unfavor-
ably oriented for basal slip through load shedding. Simulations carried out by Dunne et
al. [69, 218, 239] for α-Ti-6Al demonstrated that these types of rogue grain combinations
can significantly increase the driving force for fatigue crack formation, particularly in dwell
fatigue.
Based on these previous examples, it is apparent that several different microstructure
attributes, including grain orientation/misorientation, grain size and local texture, have been
identified as important relative to fatigue crack formation in α + β Ti alloys. In fact, Jha
and Larsen [232] postulate a hierarchy of microstructure arrangements relative to their
potency for localized accumulated plastic slip. Based on limited experiments, they suggest
four possible underlying microstructure configurations in Ti-6246 whose probability of
occurrence may relate to the observed variability in the overall fatigue life. A cluster of
primary α grains and lamellar α + β colonies with aligned slip planes oriented for close
to maximum shear or a cluster of primary α grains, each similarly oriented for basal slip
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were observed at sites of subsurface fatigue crack formation in specimens with shorter
fatigue lives. In contrast, the microstructure features described by a hard primary α grains
(oriented unfavorably for basal slip) surrounded by soft lamellar colonies and/or primary α
grains favorably oriented for slip or primary α grains favorably oriented for basal slip were
observed to be associated with surface fatigue crack formation in specimens with longer
fatigue lives. Likely, many more experiments would be needed to make any conclusions
regarding the uniqueness of this set of critical microstructure configurations for fatigue
damage formation in this material system.
This body of work indicates that the mechanisms of fatigue crack formation in these
types of α + β Ti alloys are quite complex. Even in HCF, localized plastic slip is clearly
linked to fatigue crack formation. Additionally, the multiplicity of competing failure modes
increases fatigue variability, particularly in the HCF and VHCF regimes [82,240,241]. It is
not likely that the single attribute extreme value approaches outlined previously will be able
to capture the microstructure dependence of the fatigue crack formation and growth in these
types of material systems. A new approach is needed to link extreme value distributions
of interacting microstructure attributes that enables the identification and comparison of
configurations of microstructure attributes that drive variability in fatigue life.
7.1.3 Correlated microstructure attributes and extreme value driving forces for fa-
tigue crack formation
As presented in Chapter 3, EVMCFs have been introduced to quantify the interacting
microstructure attributes that are the most statistically significant relative to the measured
or simulated extreme value distributions of response [149, 198]. Specifically, correlation
functions describing the microstructure attributes potentially relevant to the operant mech-
anism of fatigue crack formation are selectively sampled in regions marked by certain ex-
treme value response parameters (e.g., cyclic plastic strain range). These extreme value
marked correlations can be compared to the same correlation functions sampled over the
entire microstructure ensemble (without regard to response) to determine the particular
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correlated microstructure attributes that are most significant relative to the extreme value
response. In general, this methodology can be applied to quantify important microstructure
attributes that correlate with strong influence on the extreme value distributions of fatigue
response. This probabilistic framework was coupled with multiple simulated material vol-
ume elements to investigate orientation relationships important to fatigue crack formation
in the P/M Ni-base superalloy IN100 [149, 198]. It was shown that the driving forces for
fatigue crack formation were highest in clusters of grains oriented for cube slip near grains
oriented for octahedral slip, which correlated well with experimental observations in the
same material [210].
Simulation-based strategies for investigating the driving forces for fatigue crack forma-
tion at the scale of the dominant microstructure attributes have greatly expanded in recent
years. McDowell [242] outlined the use of plastic shear strain- based FIPs to estimate the
driving forces for fatigue crack formation in metals associated with plastic ratcheting and
reversed cyclic plasticity as defined by Equations 2.3 and 2.4, respectively. As defined pre-
viously in Section 6.2.4 by Equations 6.1 and 6.2, the MPSS and FS [63] FIPs are similarly




















Here a value of K = 1 is used based on previous studies (e.g., [149]), and is subject to
refinement. Averaged over scales pertinent to the microstructure attributes relevant to the
processes of fatigue crack formation, these types of FIPs have been used to investigate
the relative fatigue crack formation potency of several different microstructure attributes.
In martensitic gear steels, Prasannavenkatesan et al. [220] used these two parameters to
characterize the relative potency of different kinds of inclusions to form grain/inclusion
scale HCF cracks. Similar FIPs have also been used to characterize the influence of
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microstructure on fatigue crack formation in structural steel [67, 68] and Ni-base super-
alloys [69, 70, 147, 149, 198]. These efforts have demonstrated the utility in using these
types of parameters coupled with crystal plasticity simulations to correlate microstructure
scale slip with fatigue crack formation at the scale of the individual grains or attributes that
control slip intensification (e.g., inclusions).
In this chapter, the same microstructure-sensitive extreme value probabilistic frame-
work is used that was demonstrated previously for IN100 in Chapter 6 and [149, 198] to
investigate the influence of the microstructure on the driving forces for crystallographic fa-
tigue crack formation in duplex Ti-6Al-4V. A similar strategy of simulating multiple SVEs
sampled from the same distributions of microstructure is used to characterize the extreme
value distributions of FIPs. EVMCFs are sampled selectively at the locations of extreme
value response (i.e., hot spots). These statistical volume elements are simulated via the
finite element method using a rate sensitive crystal plasticity model calibrated to experi-
mental measurements.
7.2 Methodology
7.2.1 Extreme value marked microstructure correlation functions
As described previously in Chapter 6, the probability density of an arbitrary extreme
valued FIP Pα is defined as fmax(Pα) (Pα|Ω) given a window Ω (i.e., SVE), such that
fmax(Pα) (Pα|Ω) dPα is the probability that Pα between some range described by dPα is the
extreme value for a sampled SVE of size Ω. Similar to the defined EVMCF in Chapter 6,
the EVMCF introduced in Section 3.5 is defined for this chapter in terms of the radial dis-
tribution function Rmax(Pα) (β, β
′|r,Ω) such that Rmax(Pα) (β, β
′|r,Ω) dr is the probability that
a microstructure attribute β located coincident with the extreme value FIP Pα is located
within a distance of r to r + dr of a second microstructure attribute β′ in any direction.
This two part statistical construct describes both the extreme value response of the
microstructure as represented by the FIPs and considers the probabilities of correlated
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microstructure attributes, β and β′, existing in the proximity of extreme values FIP Pα in a
microstructure window Ω. By comparing Rmax(Pα) (β, β
′|r,Ω) with the correlation function
for the same microstructure attributes sampled from the complete microstructure ensemble
given by R (β, β′|r,Ω), the correlated microstructure attributes most probable to exist at lo-
cations of extreme value response can be identified. Sampling is performed on a predefined
size of microstructure window Ω. In the case of periodic boundary conditions, the sampling
volume is limited to the size of Ω so as to not bias the result.
Changing the size of the SVE will affect the resulting extreme value distribution of
response and associated EVMCF. As discussed in Section 5.2, the minimum size of Ω is
established by relevant spatial correlations of the neighborhood of extreme value response
sites. For example, nearest and second nearest neighbor grains must be sampled to capture
load shedding phenomena, while much larger values are perhaps required to capture phe-
nomena associated with microtexture. In other words, the SVE size must be suitably large
compared to the short range spatial interactions at microstructure hot spots. In general, if
the SVE size is too small, the extreme value distribution resulting from compiling extreme
values of a set of SVEs may not relate to the low probability tail region of interest, and
may provide ambiguous information. Previous studies have shown that the lower order
moments of cyclic plasticity on the scale of the individual grains are relatively unaffected
beyond the second nearest neighbor grain interactions in certain polycrystalline material
systems [149].
As mentioned previously, the SVE size determines the sample size n for which the
extreme value distribution of response is characterized (see Section 5.2). Larger SVEs
will sample more microstructure and will be associated with a larger sample size n for the
extreme value distribution of the microstructure-dependent response. If the sample size is
sufficiently large, the extreme value distributions of response will ideally converge to one
of the known asymptotic extreme value distributions. If the lower order moments of cyclic
plastic response are appropriately captured for a given SVE size, multiple SVEs could be
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considered together as a single sample to increase the sample size n for a given data set.
This would be in contrast to simply increasing the SVE size until a desired sample size n is
achieved. In some cases it might be more computationally favorably to simulate multiple
SVEs to achieve a given sample size n instead to simulating one large SVE. In this work,
each sample of the extreme value distribution is limited to a single simulated SVE.
7.2.2 Duplex Ti-6Al-4V cyclic polycrystal plasticity model
In aerospace applications, α + β Ti alloys are important in view of their high strength and
desirable strength-to-weight ratio. These alloys exhibit favorable properties at elevated (but
moderate) temperatures depending on heat treatment and thermomechanical processing.
The microstructure of typical α+β Ti alloys can range from bi-modal to fully lamellar. A bi-
modal microstructure is generated by applying deformation when the material is in the α+β
regime (on a phase diagram) followed by recrystallization and aging. This processing route
generates a microstructure that consists of equiaxed primary α grains dispersed among
regions containing transformed β grains with embedded α laths. Texture effects in these
alloys are particularly pronounced due to the low symmetry of crystallographic slip and
anisotropic elasticity, as well as the contrast of properties between the α and β phases. In
addition, despite their greater number of available slip systems, the β regions containing α
laths tend to be more resistant to slip than the primary α grains due to the presence of the
α laths and, in some cases, finer α precipitates.
The particular crystal plasticity model used in this work for duplex Ti-6Al-4V was out-
lined previously in Chapter 4. This constitutive model was initially developed by Mayeur
and McDowell [153], extended by Zhang et al. [154] and then Bridier et al. [155] specif-
ically for application to the HCF loading regime for peak stresses at or below the macro-
























first order pyramidal 〈a + c〉 slip systems. At
179
room temperature, slip is dominant in the basal and prismatic slip systems due to a lower
critical resolved shear stress relative to the other slip systems. The lamellar α + β colonies
are homogenized in this model since the individual laths range in thickness from hundreds
of nanometers to several microns. A crystallographic burgers orientation relation (BOR)






















dal 〈a〉 and twelve 〈111〉 {110} bcc slip systems. The bcc slip systems are transformed into
the hexagonal coordinate system via the BOR, as previously defined. Hard slip systems
in these colonies are those that intersect the α − β interface. Soft deformation modes are
those on which dislocations glide parallel to the α − β interface or have parallel slip planes
in both the secondary α and β phases. In particular, Bridier’s [155] extension of the model
is formulated to favor single slip, which has been experimentally observed to dominate at
low cyclic strain amplitudes. Additionally, slip in the α + β colonies is more restricted.
7.2.3 Instantiation of SVEs for simulation of duplex Ti-6Al-4V
The extreme value fatigue response of Ti-6Al-4V is characterized via the simulation of mul-
tiple SVEs to estimate fmax(Pα) (Pα|Ω) and Rmax(Pα) (β, β
′|r,Ω). The cyclic plastic response is
estimated over multiple three-dimensional instantiated SVEs simulated with the FE pack-
age ABAQUS [121]. The aforementioned crystal plasticity model for duplex Ti-6Al-4V
that has been calibrated with experiments is implemented in ABAQUS as a user-material
subroutine (i.e., UMAT). Simulation of multiple SVEs that have been instantiated from
predefined target distributions of key microstructure attributes (e.g. grain size distribu-
tion, phase distribution, orientation distribution, misorientation/disorientation distribution,
etc.), can be used as a basis to characterize the microstructure dependence of the heteroge-
neously distributed plastic response. Application of three-dimensional periodic boundary
conditions simulates a subsurface condition.
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The SVEs for duplex Ti-6Al-4V are instantiated via the software EllipPolycrystalGen
as described in Section 5.3.2. This method generates grains by sampling the distributions of
the aspect ratios of grain equivalent ellipsoids fit to grains of experimentally characterized
microstructures. Using grain equivalent ellipsoids instead of other space filling methods
like a Voronoi diagram allows construction of more complex grain morphologies such as
elongated grains common in rolled ductile metals, and facilitates more accurate reconstruc-
tion of two phase microstructures with bi-modal grain size distributions such that observed
in duplex Ti-6Al-4V. For example, Brahme et al. [180] employed ellipsoids fit to experi-
mentally characterized grains to reconstruct Al microstructures with elongated grains from
orthogonal EBSD maps. Groeber et al. [8,9] used similar methods to reconstruct polycrys-
talline representations of IN100 characterized from three-dimensional serial sections.
7.2.4 Simulated microstructures
To explore the influence of stochastic microstructure on the distributions of FIPs, multi-
ple SVEs were instantiated for each of the four microstructures with different grain size
distributions and volume fractions of primary α. The target size of the primary α grains,
α+β colonies, and the target volume fraction of the primary α phase are given in Table 7.1.











and 〈V〉 are the mean (volume averaged) grain size and grain volume, respec-
tively [243]. The assumed mean (µ) and standard deviation (σ) of the grain size for these
microstructures is also given in Table 7.1. In Figures 7.2 and 7.3, the target log-normal and
fit cumulative distribution functions are shown for the primary α grains and α + β colonies
for the instantiated fine and coarse bi-modal microstructures, respectively. Unless other-
wise specified, the target orientation distribution was random as shown in Figure 7.4. The






















































































































































































































































Figure 7.2: Target log-normal and fit model distributions of the grain size for the α + β
colonies (p1) and primary α grains (p2) for an instantiated fine bi-modal microstructure.
the orientation distribution and disorientation distribution to fit the target distributions via
a simulated annealing algorithm was described previously in Chapter 5.
7.3 Extreme value statistics of fatigue in duplex Ti-6Al-4V
In this section, it is considered how the crystallographic attributes of the microstructure
(e.g., grain orientation, grain disorientation, grain size, and grain shape distributions) affect
the local driving forces for fatigue crack formation in HCF. Similarly to what was shown
in Chapter 6, the MPSS and FS FIP (as defined previously in Equations 6.1 and 6.2) are
employed to estimate the driving forces for fatigue crack formation. Additionally, in this



















Figure 7.3: Target log-normal and fit model distributions of the grain size for the α + β
colonies (p1) and primary α grains (p2) for an instantiated coarse bi-modal microstructure.
Table 7.2: Size of three different grain scale averaging volumes used to calculate FIPs. The
equivalent grain size is calculated via Equation 7.3.




1 27 9.83 × 10−5 0.032
2 125 4.55 × 10−4 0.054
3 343 1.25 × 10−3 0.076
In each microstructure, these FIPs are calculated using each of three different sized
averaging volumes, as defined in Table 7.2. The smallest averaging volume considered is
slightly larger than the mean grain size of the smallest grains (i.e., the primary α grains
in Microstructures A and B). By using the same sized averaging volumes to compare the
response across the range of simulated microstructure, a uniform comparison can be made
between the driving forces for fatigue crack formation for the different microstructure con-
sidered on the scale of the averaging volume regardless of the differing distributions of
grains/phases sizes.
184
Figure 7.4: Pole figure representing random textures for the instantiated duplex Ti-6Al-4V
microstructures.
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Table 7.3: Approximate range in the number of grains and nominal number of elements
per grain for primary α and α + β colonies for four different microstructure variants of
duplex Ti-6Al-4V in cuboidal SVEs dimensioned 0.400mm along each edge





A Fine bi-modal low α 325-375 20 105
B Fine bi-modal high α 625-675 20 105
C Coarse bi-modal low α 75-100 96 400
D Coarse bi-modal high α 125-175 96 400
The ellipsoidal packing algorithm EllipPolycrystalGen was used to instantiate multiple
SVEs for Ti-6Al-4V which were then simulated via ABAQUS [121]. These SVEs di-
mensioned 0.400mm along each edge of the cuboidal microstructure block were subjected
to uniaxial cyclic strain with zero minimum strain (i.e., R=0) at a quasistatic strain rate
of 0.002s-1 at room temperature. Unless otherwise specified, the peak applied strain was
0.6%. Each simulation was cycled at least ten and up to twenty times to explore how shake-
down affects the extreme value distributions of the FIPs. In most cases, periodic boundary
conditions were applied in all directions to simulate subsurface conditions. The voxellated
meshes of these instantiated microstructure volume elements consisted of brick elements
with reduced integration (type C3D8R in ABAQUS [121]). The specific range of the num-
ber of grains is given in Table 7.3 for the different microstructures considered. Also listed
are the approximate average number of elements in each of the the primary α and α + β
colonies for each microstructure. There were 26 elements along each edge of the SVE or
17576 elements in all. The volume of the SVE was maintained constant in this analysis
across the range of microstructures. A meshed SVE for an arbitrary instantiation of Micro-
structure A is given in Figure 7.5 with contours of the Mises strain at the peak strain of
0.6% after 10 cycles. The variations in the stress fields shown in Figure 7.5 throughout
the volume are primarily due to the mismatch of the anisotropic elastic stiffness for the
differently oriented grains.
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Figure 7.5: Meshed cuboidal SVE with an edge dimension of 0.400mm for an arbitrary
instantiation of Microstructure A with contours of the Mises stress at the peak strain of
0.6% after 10 cycles.
7.3.1 Distributions of extreme value FIPs in randomly textured duplex Ti-6Al-4V
To understand the number of cycles required to approach a condition of plastic shakedown
(i.e., stabilization of cyclic plasticity at the grain scale), a single instantiation for Micro-
structure A was cycled 20 times using the conditions given previously. The percentage of
primary α grains and α + β colonies that exhibit a cumulative effective plastic strain above
(a) 1.0×10−10, (b) 1.0×10−8, and (c) 1.0×10−6 are shown in Figure 7.6. It can be observed
in Figure 7.6(c) that the percentage of grains exhibiting a significant level of cumulative
effective plastic strain (i.e. above 1.0 × 10−6) is fairly stable after about 10 cycles. Addi-
tionally it can be observed that most significant plasticity occurs in the primary α grains
and not in the α + β colonies. This is expected as slip was modeled to be more difficult in
the α+ β colonies (see Section 4.3.3). Based on the shakedown period in Figure 7.6, it was





Figure 7.6: The percentage of primary α grains and α+β colonies that exhibit a cumulative
effective plastic strain above (a) 1.0×10−10, (b) 1.0×10−8, and (c) 1.0×10−6 after 20 cycles
at 0.6% maximum strain for R = 0.
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(c)
Figure 7.6: The percentage of primary α grains and α+β colonies that exhibit a cumulative
effective plastic strain above (a) 1.0 × 10−10, (b) 1.0 × 10−8, and (c) 1.0 × 10−6 over for the
first 20 cycles at 0.6% maximum strain for R = 0.
Table 7.4: The 0.01, 0.1 and 0.99 probability levels are given in terms of the linearized
probability scale for Gumbel and Fréchet extreme value probability distribution functions.





Next, the extreme value distributions of the various FIPs described above are consid-
ered for the four different microstructures described in Table 7.1. A total of 100 SVEs
were instantiated for each microstructure in Table 7.1. The FIPs were calculated over three
different averaging volumes as defined in Table 7.2 along with the equivalent grain size for
those averaging volumes as estimated via Equation 7.3. A volume average FIP centered
at each element in each SVE was computed for each averaging volume. The maximum
volume averaged FIP for a given SVE was defined as the extreme value FIP for that instan-
tiation. The distribution of extreme value FIPs was then constructed for each microstructure
based on values from each of the 100 simulated SVEs. For the smallest averaging volume,
these distributions are plotted in Figure 7.7 on a Gumbel probability scale. The 0.01, 0.1
and 0.99 probabilities levels are also given in Figure 7.7 and specified explicitly in Table
7.4 for both the linearized Gumbel and Fréchet probability scales. The procedure to gen-
erate probability plots linearized for the extreme value Gumbel distribution is outlined in
Appendix B. The distribution appears linear on the Gumbel scale if it fits that particular
distribution exactly. Using linear least squares regression, the distribution parameters for
the particular distribution of interest can be estimated.
Comparing the extreme value distributions for three different FIPs does not immediately
reveal any significant differences between the distributions; the same general relative trends
are observed across the range of microstructures. However, the grains predicted to exhibit
the extreme value response varied between the different FIPs in as many as 14% of the
SVEs simulated. The CEPS FIP assumes crack formation results only from total plastic
strain accumulation and has been used in the literature [69,218,239]; however, unless it can
be definitively shown that total plastic strain accumulation drives fatigue crack formation
in very early cycles (unlikely in HCF), a measure of steady state directional cycle by cycle
plastic strain reversal or accumulation is preferred. Although both the MPSS and FS FIPs
account for directional cycle by cycle strain accumulation, the FS parameter is better suited




Figure 7.7: The extreme value FIP calculated over a cube shaped averaging volume with
equivalent grain size of 0.032mm for Microstructures A-D plotted on a Gumbel probability
scale for (a) the cumulative effective plastic strain (CEPS), (b) the maximum plastic shear




Figure 7.7: The extreme value FIP calculated over a cube shaped averaging volume with
equivalent grain size of 0.032mm for Microstructures A-D plotted on a Gumbel probability
scale for (a) the cumulative effective plastic strain (CEPS), (b) the maximum plastic shear
strain (MPSS), and (c) the Fatemi-Socie (FS) FIPs. The 0.01, 0.1 and 0.99 probability
levels are indicated.
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on basal or prismatic slip planes with slip plane normals that tend to be closer aligned with
the loading direction [155]. As shown by McDowell and Berard [65], the FS parameter
reflects mixed mode growth of small fatigue cracks. For Ti-6Al-4V it is expected to be
effective in reflecting combined effects of basal slip with elevated normal stress to this
plane due to intergranular interactions.
It is also of interest to consider the mathematical character of the extreme value dis-
tributions of the FIPs as estimated from the simulated SVEs. As discussed in Chapter 3,
for distributions of a single variable, there are only three types of non-degenerated distri-
butions to which the extreme value distributions can converge for sufficiently large sample
sizes. The three possible non-degenerated asymptotic distributions for the maximum ex-
treme value distributions are the (i) Gumbel (Type I), (ii) Fréchet (Type II), or (ii) Weibull
(Type III). The desire is to characterize a dataset as belonging to one of these three types
of distributions so that mathematical properties can be used to better understand the data.
Here the Type III Weibull distribution is not considered further because it is not clear how
to quantify an upper bound for the present extreme value data at this time.
In Figure 7.8, the extreme value FS FIPs calculated for 100 simulated SVEs for each
microstructure averaged over a cube shaped volume with equivalent grain size of 0.032mm
are plotted on the (a) Gumbel (Type I) and (b) Fréchet (Type II) probability scale along with
the linear fits estimated via least squares regression. The Fréchet probability scale is con-
structed in the same manner as the Gumbel probability scale that is described in Appendix




= k ln (yn) − k ln (vn),
where p is the probability. The fitting parameters for the maximum extreme value Gumbel
distribution defined by Equation 3.23 and the Fréchet distribution defined by Equation 3.24
are given in Tables 7.5 and 7.6, respectively.
The fits (i.e., R2) in Figure 7.8(a) for the extreme value Gumbel distribution are better
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Table 7.5: Fits of the extreme value Fatemi-Socie (FS) FIP distributions to the extreme
value Gumbel (Type I) distribution for the duplex Ti-6Al-4V microstructures. The FS FIPs
were calculated over averaging volumes with the equivalent grain size of 0.0032mm (see
Table 7.2). The relative dispersion is calculated by (αn)−1 /un.
Micro. αn un Rel. Disp. R2
A 1.113 × 107 1.296 × 10−7 0.69 0.973
B 1.177 × 107 1.740 × 10−7 0.49 0.982
C 4.286 × 106 1.077 × 10−7 2.17 0.854
D 3.968 × 106 2.141 × 10−7 1.18 0.902
Table 7.6: Fits of the extreme value Fatemi-Socie (FS) FIP distributions to the extreme
value Fréchet (Type II) distribution for the duplex Ti-6Al-4V microstructures. The FS FIPs
were calculated over averaging volumes with the equivalent grain size of 0.0032mm (see
Table 7.2).
Micro. k vn R2
A 1.95 1.130 × 10−7 0.917
B 2.74 1.635 × 10−7 0.954
C 1.35 1.025 × 10−7 0.970
D 1.76 2.004 × 10−7 0.972
for Microstructure A and B than for Microstructures C and D. The extreme value distribu-
tions of the FS FIPs for these latter two microstructures almost appear bi-modal in charac-
ter with the low probability regime exhibiting a differing slope than the higher probability
regime. The instantiated SVEs for Microstructures A and B with the smaller relative grain
size have many more grains in each SVE than Microstructures C and D which each have a
larger relative average grain size (see Table 7.3). It is possible that the simulated SVEs with
fewer numbers of grains are not as well described by the extreme value Gumbel distribution
because they are further away from asymptotic convergence than the microstructures with
more grains. As noted in Section 5.2, SVE size will affect the the extreme value distribu-
tions when the sample size of the microstructure attributes of interest is small relative to
the large sample size required for asymptotic convergence of the extreme value distribution
of response. In other words, as the size of the SVE increases and more microstructure is
sampled, the extreme value distribution of the microstructure dependent response will shift
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to higher values of the response until the asymptotic form of the extreme value distribution
is achieved. This asymptotic convergence was demonstrated previously in the plot of the
maximum extreme value distribution of the exponential distribution function shown in Fig-
ure 3.1. As the sample size increases, the extreme value distribution shifts to the left (toward
higher magnitudes) until convergence is achieved. The sample size n of the extreme value
distribution of a given response for the SVEs simulated here directly relates to the number
of microstructure attributes that influence the response that exist in each SVE. In this work,
the distributed plasticity is considered on the scale of the grains; therefore, the number of
grains in each SVE dictates the sample size of the extreme value distributions of the plastic
response (i.e., FIPs). If the sample size n is sufficient, the extreme value distributions will
likely converge to one of the three asymptotic forms listed in Section 3.2. Smaller samples
sizes might not exhibit such convergence. It is noted that the particular simulations size
employed here (i.e. 0.400mm along each edge of the simulation block) was chosen to both
ensure that the lower order moments of the cyclic plastic response would change minimally
with increasingly larger volumes and for computational convenience. The SVE size was
held constant across all simulated SVEs here to compare the distributions of extreme value
response for the range of microstructures considered here for that SVE size. Even if the
SVE size is not sufficient for asymptotic convergence of the extreme value distributions,
it does not mean that a larger SVE size should be used. For example, if it is of critical
importance to consider the extreme value response in the volume of a notch root, it would
not be prudent to consider volumes larger than the critically stress volume at the notch root
even if the sample size of the considered volume is insufficient to produce asymptotically
converged extreme value distributions. In this work, the size of SVE required for asymp-
totic convergence of the extreme value FIPs is not considered; although, the SVE size does
likely play a role in the quality of fits to the known asymptotic extreme value distributions
for the SVE with fewer numbers of grains.
The fits for the extreme value Fréchet distribution given in Figure 7.8(b) are all very
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similar. Visual inspection of the extreme value distributions plotted on the Fréchet proba-
bility plot shows that the distributions tend to deviate from linearity at both the low prob-
ability and high probability regions of the plot. This lack of linearity, tends to suggest
that the extreme value distributions of the FIPs for these simulated SVEs with periodic
boundary conditions are better described by the extreme value Gumbel distribution than
the extreme value Fréchet distribution. This is true even for the extreme value distributions
of the FIPs for Microstructures C and D which appear bi-modal on the Gumbel probability
scale.
The lower probability regime (i.e. < 0.1 probability) of the extreme value distributions
of the FIPs shown in Figure 7.8 tend to be very similar in magnitude across the entire range
of simulated microstructures. This lower probability regime where the FIPs are of lower
relative magnitude is associated with greater numbers of cycles for fatigue crack formation
NFOR. In other words, the driving forces for fatigue crack formation are all nominally the
same for larger magnitudes of NFOR. There does appear to be a slight deviation in the low
probability regime depending on the volume fraction of the primary α grains. Microstruc-
tures A and C both with 30% primary α tend to converge to the same lower probability
extreme value FS FIPs. The extreme value FS FIPs of Microstructures B and D with both
with 70% primary α similarly converge but to a value slightly higher than that of Mi-
crostructures A and C. Therefore, this low probability regime tends be most influenced by
the nominal volume fraction of the primary α grains. The extreme value FIPs in this regime
is likely most associated with the probability of finding nominal grains oriented for easy
slip. Lower volume fractions of the primary α grains tends to exhibit the lowest driving
forces for fatigue crack formation in this low probability regime.
In contrast to this low probability regime, there is much more scatter and separation be-
tween the extreme value distributions of the FIPs for the different microstructures consid-
ered in the higher probability regime of the cumulative distribution plots shown in Figure
7.8. This suggests that for crack formation, there will be more scatter in the shorter life
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regime (i.e. for crack formation NFOR) than in the longer life regime. Moreover, this scatter
appears to be most influenced by the grain size distribution. For example, Microstructures
A and B with similar grain size distributions tend to exhibit extreme value FIPs similar in
magnitude in the high probability regime. Additionally, the extreme value FS FIPs for Mi-
crostructures C and D with larger relative grain sizes also tend to be similarly distributed.
There is over an order in magnitude difference between the extreme value FIPs for Mi-
crostructures A and B versus those of Microstructures C and D above 0.99 probability.
Consideration of the influence of the volume fraction of the primary α grains in the high
probability regime appears to be much less significant. Thus, it appears that the extreme
value FIPs for the microstructures with smaller primary α grain size are much lower in
magnitude then the microstructures with larger primary α grains.
A demarcation between differing lower and higher probability regimes is especially sig-
nificant for Microstructures C and D which exhibited bi-modal extreme value distribution
of the FS FIPs with two different slops in the low and high probability regimes. As Mi-
crostructures C and D sample far fewer grains than Microstructures A and B (i.e., n is much
smaller for Microstructures C and D), it is likely that certain extreme value coupled micro-
structure attributes are devoid in a many of the instantiated SVEs. Thus, the extreme value
FIPs in the lower probability region of these Microstructures is strongly dictated by the
nominal microstructure; moreover, many important extreme value coupled microstructure
attributes are not observed in this low probability regime. Higher cumulative probability of
the extreme value FIPs is increasingly associated with more extreme value (i.e., rare event)
individual/coupled microstructure attributes, and in the case of Microstructures C and D ex-
hibit a different slop than the low probability regime. As the SVE size (i.e., sample size n)
increases, this bi-modal distribution likely converges to a single asymptotic extreme value
distribution that is completely dependent on the extreme value probabilities of the key indi-
vidual/coupled microstructure attributes. Microstructure C which had the fewest number of
grains in each SVE changes slop around 70% probability (i.e. ln (1/ ln (1/p)) = 1.0) while
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Microstructure D with the next fewest number of grains appears to change slope around
1% prbability (i.e. ln (1/ ln (1/p)) = −0.83). This similar bi-modal separation was not
observed to be strong with Microstructures A and B. It is likely that this separation was
not observed in this case because Microstructures A and B sampled many more grains with
each simulated SVE and were less influenced by the nominal microstructure than the key
extreme value microstructure attributes.
Despite the bi-modal character the the extreme value distributions of the FS FIPs for
Microstructures C and D, Microstructures A and B clearly exhibit lower relative magni-
tudes in the extreme value FIPs. Even if the size of the SVEs was increased to determine if
a more linear asymptotically converged extreme value distribution could be characterized
for Microstructures C and D, the distributions of the extreme value FIPs would likely shift
to the left towards higher magnitudes and Microstructures A and B would still exhibit lower
relative extreme value FIPs.
In Figure 7.9, the extreme value distribution of the FS FIP determined for each of the
first 10 cycles for Microstructure A is given for the FIPs calculated over a cube shaped av-
eraging volume with equivalent grain size of 0.032mm. From Figure 7.9, it can be observed
that most of the shakedown occurs during the first 6-7 cycles; there is little change in the
distributions for cycles 8-10. Shakedown of the extreme value distributions can be quan-
tified by comparing the parameters of the linear fits for the Gumbel distribution that are
extracted as previously explained. The inverse measure of the dispersion of these distribu-
tions, αn, changes by as much as 40% between the initial and second cycles but changes by
less than 5% between the cycles 9 and 10. Additionally, the grains predicted to exhibit the
extreme value FS FIPs differed by as much as 15% between the 1st and 10th cycles. This
indicates that although the location of the extreme value FIP can be estimated in the first
few cycles, there is a significant probability that the location of the extreme value response
may change after shakedown.




Figure 7.8: The extreme value Fatemi-Socie (FS) FIP calculated over a cube shaped aver-
aging volume with equivalent grain size of 0.032mm for the four analyzed microstructures
plotted on the (a) Gumbel (Type I) and (b) Fréchet (Type II) probability scales. Note that
the equations given for the least squares linear regression are such that y = ln (1/ ln (1/p))
and x = FIP for the Gumbel probability plot and x = ln (FIP) for the Fréchet probability
plot, respectively. The 0.01, 0.1 and 0.99 probability levels are indicated.
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value distribution of the FIPs tends to converge to similar magnitudes of the extreme value
FIPs across the range of cycles considered; whereas, most scatter in the extreme value
distributions of the FIPs across the range of cycles is in the high probability regime. In
the lower cumulative probability regime, the extreme value distributions change little from
cycle to cycle even before shakedown is achieved. At higher cumulative probabilities, the
scatter in the extreme value FIPs from cycle to cycle slowly decreases until a condition of
shakedown is achieved. After shakedown the scatter is minimal between the extreme value
distributions of the FIPs for further subsequent cycling. This indicates that most shakedown
is occurring in the high probability regime, and that shakedown does not affect the driving
forces for fatigue crack formation as significantly in the low probability regime. It is likely
that the changes in the extreme value FIPs are more drastic in the high probability regime of
the extreme value distributions of the FIPs because there is greater hardening and evolution
of the microstructure in the regions with the most plasticity. Because the plasticity is less in
the lower probability regime associated with lower magnitudes of the extreme value FIPs,
there is less hardening and subsequent evolution in the plastic behavior from one cycle
to the next. After shakedown, the extreme value distribution approaches linearity on the
Gumbel probability scale for Microstructure A and is well described by the extreme value
Gumbel distribution (i.e., by cycle 10 the fit from Table 7.7 is R2 = 0.973).
The distributions of the volume average Fatemi-Socie (FS) FIP calculated over an av-
eraging volume with equivalent grain size of 0.032mm, 0.054mm and 0.076mm for Micro-
structure A are given on a Gumbel probability scale in Figure 7.10. In comparing the
relative extreme value distributions, there is no significant difference in predicted trends.
The magnitude of the FIPs tend to decrease as the size of the averaging volumes increase.
In other words, the larger the averaging volume for the FIP calculations, the lower the
overall magnitude of the extreme value FIPs tends to be. This is reasonable because larger
averaging volumes will wash out the extreme value response over a larger area. Using
larger averaging volumes, however, allows one to consider the average driving forces for
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Figure 7.9: The extreme value Fatemi-Socie (FS) FIP calculated over a cube shaped av-
eraging volume with equivalent grain size of 0.032mm for Microstructure A on a Gumbel
probability scale for the first 10 cycles. Note that the equations given for the least squares
linear regression are such that y = ln (1/ ln (1/p)) and x = FIP. The 0.01, 0.1 and 0.99
probability levels are indicated.
Table 7.7: Fits of the extreme value Fatemi-Socie (FS) FIP distributions to the extreme
value Gumbel (Type I) distribution for cycles 1 through 10 of Microstructure A. The FS
FIPs were calculated over averaging volumes with the equivalent grain size of 0.0032mm
(see Table 7.2). The relative dispersion is calculated by (αn)−1 /un.
Cycle αn un Rel. Disp. R2
1 2.991 × 106 2.402 × 10−7 1.39 0.936
2 4.968 × 106 2.124 × 10−7 0.95 0.964
3 6.123 × 106 1.906 × 10−7 0.86 0.966
4 7.032 × 106 1.753 × 10−7 0.81 0.968
5 7.841 × 106 1.639 × 10−7 0.78 0.969
6 8.582 × 106 1.545 × 10−7 0.75 0.970
7 9.272 × 106 1.468 × 10−7 0.73 0.971
8 9.917 × 106 1.403 × 10−7 0.72 0.972
9 1.053 × 107 1.347 × 10−7 0.71 0.972
10 1.113 × 107 1.296 × 10−7 0.69 0.973
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Figure 7.10: The extreme value Fatemi-Socie (FS) FIP calculated over averaging volume
with equivalent grain size of 0.032mm, 0.054mm, 0.076mm for microstructure A on a
Gumbel probability scale. Note that the equations given for the least squares linear regres-
sion are such that y = ln (1/ ln (1/p)) and x = FIP.
fatigue crack formation over a larger area. Depending on the local barriers for microstruc-
turally small crack growth, larger averaging volumes (relative to the distance between the
dominant microstructural barriers) might better indicate the locations where the critical life
limiting cracks form that are large enough to avoid being arrested by these barriers.
Based on the extreme value distributions of the FIPs, Microstructure A is predicted to
have the least variability in overall fatigue performance and lower maximum driving forces
for fatigue crack formation. Although, the response for Microstructure B was predicted to
be very similar, the driving forces for Microstructure A are predicted to be slightly lower
according to the fit of the extreme value distribution of FIPs to the Gumbel distribution.
Thus, it is likely that microstructures with smaller primary α grain sizes and smaller volume
fractions of the primary α grains will have better resistance to fatigue crack formation. This
is directly related to the fact that most cyclic slip is occurring in the primary α grains at the
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applied peak strain of 0.6%. Lower volume fractions of the primary α grains exhibit less
slip activity than the microstructures with higher volume fractions of primary α grains. In
addition, the smaller primary α grains have smaller mean free paths for slip.
7.3.2 EVMCF of apparent Schmid factor in random textured Ti-6Al-4V microstruc-
tures
The microstructure attributes that are coincident with the grains in which the extreme value
FIPs were identified are considered next. Most (i.e., 95%) of the volume averaged extreme
value FIPs calculated over a cube shaped averaging volume with equivalent grain size of
0.032mm were identified to be associated with primary α grains. This is expected as slip
was modeled to be more limited in the α + β colonies. To consider the orientation of the
grains predicted to exhibit the estimated extreme value response, Schmid factors were iden-
tified for the primary α HCP slip systems including the basal, prismatic, pyramidal 〈a〉, and
pyramidal 〈a + c〉 slip systems. Figure 7.11 shows cross correlation between the apparent
Schmid factor for each type of slip system and the extreme value volume averaged FS FIP
for each simulation of Microstructure A. The other microstructures demonstrated similar
trends. In most cases, the grains with the maximum grain averaged FIP are oriented for
easy basal slip. Additionally, maximum Schmid factors are also observed for prismatic
slip and in a few cases for pyramidal 〈a〉 and pyramidal 〈a + c〉 slip. However, it is noted
that when the magnitude of the Schmid factor for pyramidal 〈a〉 and pyramidal 〈a + c〉 slip
is high, the magnitude of the Schmid factor for prismatic slip is also fairly high. This is
significant because prismatic slip is an easier slip mode than either pyramidal 〈a〉 and pyra-
midal 〈a + c〉 slip; therefore, prismatic slip will likely be favored even when the resolved
shear stresses on both the prismatic and pyramidal slip systems is similar.
As noted previously, the primary α grain size has been reported to play a role in the
processes of fatigue crack formation. Figure 7.12 shows the cross correlation between
the grain volume associated with the center of the volume averaged extreme value FS FIP
versus the extreme value FS FIPs for Microstructure A. The volume averaged FIPs in this
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Figure 7.11: The apparent Schmid factors for basal, prismatic, pyramidal 〈a〉, and pyrami-
dal 〈a + c〉 for each extreme value Fatemi-Socie FIP calculated over a cube shaped averag-
ing volume with equivalent grain size of 0.032mm estimated from the 100 simulated SVEs
for Microstructure A after 10 cycles with 0.6% maximum applied strain.
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Figure 7.12: The extreme value Fatemi-Socie (FS) FIPs calculated over a cube shaped
averaging volume with equivalent grain size of 0.032mm plotted against the grain vol-
ume of the grain coincident with the extreme value FIP for the 100 simulated SVEs for
Microstructure A after 10 cycles at 0.6% maximum strain. The average grain volume for






case are calculated over the averaging volume of 9.83 × 10−5 with equivalent grain size
of 0.032mm; the mean primary α grain size for Microstructure A is 0.025mm with an
approximate volume of 4.56 × 10−5 as calculated via Equation 7.3 (see Table 7.1). The
grains with the extreme value FIPs tend to be larger than the average grain size, but the
largest observed FIPs do not necessarily occur in the largest grains. This is in agreement
with what has been observed experimentally in Ti-6246 [221, 232].
The EVMCF are constructed to quantify the crystallographic attributes that most
strongly influence the predicted extreme value response. Similar to the approach demon-
strated in Chapter 6, the microstructure dependence of the extreme value FIPs are charac-
terized in terms of the apparent Schmid factor for the different phases of the microstructures
considered here. Specifically, Schmid factors are identified that correlate with the extreme
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value response using the previously introduced extreme value marked radial correlation






). By considering the extreme
value marked correlation functions for apparent Schmid factors, the probabilities of specific
grain orientations and misorientations existing coincident with the observed extreme value






, a tessellated scale of
the Schmid factor in 0.05 increments was applied. As shown previously in Figure 7.11,
grains oriented for easy basal slip were most common at the locations of the estimated
extreme value FIPs. Thus, to reduce the dataset to a manageable size, the correlations be-
tween the Schmid factors mga were considered for basal slip between 0.45 and 0.5 for the
primary α phase, and Schmid factors mg
′
a between 0.45 and 0.5 for the same and for the
other types of slip and phases, as shown in Figures 7.13 and 7.14 for Microstructure A.
The correlations that occurred with the highest significance in Microstructure A are shown
in Figure 7.13(a), which plots correlations between the primary α grains oriented for easy
basal slip (i.e., with a Schmid factor mga for basal slip between 0.45 and 0.5) and the appar-
ent Schmid factors mg
′
a for similarly oriented grains of the same phase. In Figure 7.14(d),
the correlations are plotted that occurred with the second highest probability in Microstruc-
ture A. These correlations describe the probabilities that primary α grains oriented for easy
basal slip exist near α + β colonies oriented favorably for bcc slip. Note that the active
bcc slip systems considered in the crystal plasticity model are aligned with certain HCP





// 〈111〉β in order to maintain the
BOR. In Figures 7.15-7.17, the correlated Schmid factors are similarly plotted for the dif-
ferent phases that occurred with the highest probability in microstructures B, C, and D,
respectively.
In the four random textured microstructure variants of duplex Ti-6Al-4V considered
here, it was found that primary α grains oriented with a Schmid factor for basal slip be-




Figure 7.13: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor mg
′
a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 7.13: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor mg
′
a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 7.14: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor mg
′
a for: (a)
basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-





Figure 7.14: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor mg
′
a for: (a)
basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-





Figure 7.15: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor mg
′
a or: (a)
basal slip between 0.45 and 0.5 and (b) pyramidal 〈α + β〉 slip between 0.45 and 0.5 for the




Figure 7.16: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor mg
′
a for:
(a) basal slip between 0.45 and 0.5 for the primary α phase and (b) 〈111〉 {110} bcc slip
(transformed into the hexagonal coordinate system via the BOR) between 0.45 and 0.5 for




Figure 7.17: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor mg
′
a for: (a)
basal slip between 0.45 and 0.5 and (c) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the
primary α phase in Microstructure D.
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value response than in the overall microstructure. This agrees with what was found by Bri-
dier et al. [229,230]. When considering multiple correlated microstructure attributes, it was
much more probable to find a primary α grain oriented for easy basal slip near hard oriented
α + β colonies with high Schmid factors for BOR-modified bcc slip in microstructures A
and B or primary α grains with high Schmid factors for pyramidal slip in microstructures
B and D. The latter previously mentioned correlated orientation relationships were also
identified by Gilbert and Piehler [231] and Bantounas et al. [235] in Ti-6Al-4V. Previously
cited work [69,218,236–239] demonstrated that these types of hard-soft grain combinations
can dramatically increase the local stress state which in turn promotes increased plasticity
in these regions. It is not surprising that simulations from microstructures A and C pre-
dict these hard-soft grain correlations to occur with highest probability when the primary α
grains oriented for easy slip are near the hard oriented α+β colonies when the volume frac-
tion of the primary α grains is low. In microstructures B and D, the hard-soft correlations
that occurred with the highest probably were observed to be between the primary α grains
oriented for slip near the hard oriented primary α grains, which is expected when the vol-
ume fraction of the primary α grains is high (i.e., 70%). Other hard-soft grain relationships
in the various microstructures are also predicted to occur with significantly higher probabil-
ities at sites of extreme value response than in the overall microstructure. For brevity only
those in Microstructure A are shown in Figures 7.13(c) and 7.13(d), which describe corre-
lations between primary α grains oriented for easy basal slip near other primary α grains
oriented for harder pyramidal 〈a〉 or pyramidal 〈a + c〉 slip modes, respectively. Figure 7.14
shows correlations between primary α grains oriented for easy basal slip and α+β colonies
that in all cases exhibit harder slip modes. In short, the same key correlated microstructure
attributes (grains/phases with a specific Schmid factor) were identified across the range of
all the microstructures.
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Table 7.8: Fits of the extreme value Fatemi-Socie (FS) FIP distributions to the extreme
value Gumbel (Type I) distribution for two different magnitudes of maximum applied
strain. The FS FIPs were calculated over averaging volumes with the equivalent grain
size of 0.0032mm (see Table 7.2). The relative dispersion is calculated by (αn)−1 /un.
Max. Strain αn un Rel. Disp. R2
0.006 1.113 × 107 1.296 × 10−7 0.69 0.973
0.007 1.330 × 106 4.524 × 10−6 0.17 0.985
7.3.3 Influence of peak stress on the extreme value distributions of the FIPs in Ti-
6Al-4V
To explore the influence of the peak stress on the extreme value distributions of the driving
forces for fatigue damage formation as estimated by the FIPs an additional set of 100 SVEs
was instantiated for Microstructure A in the same manner as described previously with the
random texture. These volumes were dimensioned 0.400mm along each edge and loaded
with a maximum peak strain of 0.7% with a applied strain rate of 0.002s-1. Periodicity was
similarly assumed in all directions.
The extreme value distributions of the FS FIPs for the set of SVEs cycled at 0.6% strain
is compared with the SVEs cycled at 0.7% strain for Microstructure A in Figure 7.18.
The parameters of the extreme value Gumbel distribution fit to the respective distributions
shown in Figure 7.18 are given in Table 7.8. The quality of the fit (i.e., R2) at the different
stain magnitudes is nearly identical. In both cases, the distributions are well fit by the
extreme value Gumbel distribution. It can be observed here, as it was observed in Chapter
6 with IN100, that the relative scatter of the distributions as parameterized by (αn)−1 /un
increases as the magnitude of the maximum applied strain decreases. Similar to that of
IN100, plasticity is expected to be more heterogeneous as the maximum applied load drops
further below the macroscopic yield stress. This increased heterogeneity increases the
overall variability in the extreme value driving forces for fatigue crack formation.
The EVMCF for several different combinations of the apparent Schmid factor are plot-
ted in Figures 7.19 and 7.20. The character of the EVMCF for the set of SVEs cycled at
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Figure 7.18: The extreme value Fatemi-Socie (FS) FIP calculated over a cube shaped aver-
aging volume with equivalent grain size of 0.032mm for Microstructure A at two different
magnitudes of maximum applied strain. Note that the equations given for the least squares
linear regression are such that y = ln (1/ ln (1/p)) and x = FIP for the Gumbel probability
plot and x = ln (FIP) for the Fréchet probability plot, respectively.
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0.7% strain are very similar to the EVMCFs of the SVEs cycled at 0.6% strain as can be
seen by comparing Figures 7.19 and 7.20 with Figures 7.13 and 7.14, respectively. How-
ever, there is a noted difference between the EVMCF for the apparent Schmid factor mga for
basal slip between 0.45 and 0.5 for the primary α phase and itself such that it was 15% more
likely to find primary α grains oriented for easy basal slip for short correlation lengths at
the extreme value location of the FIPs in the SVEs cycled at 0.7% strain than in the SVEs
cycled at 0.6% strain (i.e., 45% versus 30%). It is predicted by these simulations that
at higher magnitudes of applied cyclic load, basal slip is more active at the locations of
extreme value response than at lower magnitudes. At higher magnitudes of applied load-
ing, plasticity is more homogeneous and more grains oriented for easy slip are expected to
flow regardless of their neighborhood. At lower magnitudes of applied loading, the neigh-
borhood of grains will be more important because stresses sufficient to induce flow will
only exist at certain hard/soft combinations where compatibility requirements increase the
local stresses sufficient for flow in the softer oriented grains. Therefore, the requirements
for flow at lower loading magnitudes are more dependent on the neighborhood than on
just whether a grain is oriented for easy slip. Thus, at higher loading magnitudes the ex-
treme value response will be more correlated with clusters of primary α grains oriented for
easy slip then at lower magnitudes where slip will be much more dependent on the entire
neighborhood. In other words, the extreme value FIPs will be more correlated with grains
oriented favorably for slip near other hard oriented grains than single grains or clusters of
grains oriented for slip because the hard-soft combination are required to produce stresses
sufficient for slip. Whereas this is not the case at higher magnitudes of applied loading.
7.3.4 Influence of grain size distribution on the extreme value distributions of the
FIPs in Ti-6Al-4V
In Figure 7.8, it can be observed that the greatest differences between the distributions
of the extreme value FIPs for the different microstructures tend to correlate with grain




Figure 7.19: For the set of SVEs cycled at 0.7% strain, the radial correlation functions for
the complete microstructure is compared with EVMCF describing the correlation between
the apparent Schmid factor mga for basal slip between 0.45 and 0.5 for the primary α phase
and the Schmid factor mg
′
a for: (a) basal slip between 0.45 and 0.5, (b) prismatic slip be-
tween 0.45 and 0.5, (c) pyramidal 〈a〉 slip between 0.45 and 0.5, and (d) pyramidal 〈a + c〉




Figure 7.19: For the set of SVEs cycled at 0.7% strain, the radial correlation functions for
the complete microstructure is compared with EVMCF describing the correlation between
the apparent Schmid factor mga for basal slip between 0.45 and 0.5 for the primary α phase
and the Schmid factor mg
′
a for: (a) basal slip between 0.45 and 0.5, (b) prismatic slip be-
tween 0.45 and 0.5, (c) pyramidal 〈a〉 slip between 0.45 and 0.5, and (d) pyramidal 〈a + c〉




Figure 7.20: For the set of SVEs cycled at 0.7% strain, the radial correlation functions for
the complete microstructure is compared with EVMCF describing the correlation between
the apparent Schmid factor mga for basal slip between 0.45 and 0.5 for the primary α phase
and the apparent Schmid factor mg
′
a for: (a) basal slip between 0.45 and 0.5, (b) prismatic
slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110}
bcc slip (transformed into the hexagonal coordinate system via the BOR) between 0.45 and




Figure 7.20: For the set of SVEs cycled at 0.7% strain, the radial correlation functions for
the complete microstructure is compared with EVMCF describing the correlation between
the apparent Schmid factor mga for basal slip between 0.45 and 0.5 for the primary α phase
and the apparent Schmid factor mg
′
a for: (a) basal slip between 0.45 and 0.5, (b) prismatic
slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110}
bcc slip (transformed into the hexagonal coordinate system via the BOR) between 0.45 and
0.5 for the α + β colony phase in Microstructure A.
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fractions of the primary α grains exhibit very similar extreme value behavior. The same
can be said of Microstructure C and D. To better understand how the distribution in grain
size can affect the driving forces for fatigue crack formation, a set of microstructures with
uniform cuboidal grains was constructed. This microstructure with a uniform grain size
can then be compared to the previously instantiated microstructures with distributed grain
size to quantify the influence of distributed grain size on the extreme value driving forces
for fatigue damage formation as indicated by the FIPs.
The SVEs for these microstructures with cuboidal arrays of grains were dimensioned
0.400mm along each edge and cycled with a maximum applied strain of 0.6% with an
applied strain rate of 0.002s-1. The ratio of the minimum to maximum applied strain was
zero (i.e. R=0). The cuboidal SVE consists of eight cuboidal grains along each edge
or 512 grains in all. Each grain was meshed with three brick elements (type C3D8R in
ABAQUS [121]) along each edge or 27 elements in all. The volume then was meshed
with 24 elements along each edge or 13824 elements in all. The orientation distribution of
the lattice of the grains was set to random. A contour plot of the peak Mises stress after
ten cycles for the microstructure with the cuboidal array of grains with 30% primary α is
shown in Figure 7.21.
The extreme value distributions of the FS FIP for the microstructures with cuboidal
grains is compared with the other microstructures in Figure 7.22(a) and 7.22(b) for 30%
primary α and 70% primary α, respectively. In both cases, the microstructures with the
uniform array of cuboidal grains exhibited distributions of the FS FIPs that were less in
magnitude than the other microstructures. The microstructure with the smaller grain size
exhibited the next highest magnitudes in the distributions of the extreme value FS FIPs.
This demonstrates that grain size variability is predicted to increase the variability and
magnitude of the extreme value driving forces for fatigue crack formation. In contrast, it
is likely that microstructures with a more uniform grain size distribution will exhibit less
scatter in the distributions of the extreme value FIPs. As larger grain sizes also appear to
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Figure 7.21: Meshed cuboidal SVE with an edge dimension of 0.400mm for the micro-
structure with an array of cuboidal grains with contours of the Mises stress at the peak
strain of 0.6% after 10 cycles.
increase the magnitudes in the distribution of extreme value driving forces for fatigue crack
formation, smaller grains are predicted to reduce the magnitudes of the extreme value FIPs.
7.3.5 Change in extreme value distributions of FIPs for surface versus subsurface
fatigue crack formation
It is also of interest to consider the driving forces for surface versus subsurface fatigue
crack formation. Recall previously that fully periodic boundary conditions were applied to
simulated subsurface conditions. Here a set of 100 SVEs was instantiated for Microstruc-
ture A with periodic boundary conditions applied as previously described in the y and z
directions (see Figure 7.5); however, no constraint was applied in the positive or negative x
direction. These boundary conditions simulate a thin sheet with a high surface area to vol-
ume ratio where most grains are within a few average grain sizes of the free surface. These
100 SVEs with the free surface boundary conditions in the ± x-direction were cycled under




Figure 7.22: The extreme value distributions of the Fatemi-Socie (FS) FIP plotted on a
Gumbel probability scale for Microstructures A and C and for the microstructure with
uniform cuboidal grains for (a) 30% primary α and (b) 70% primary α. The FS FIPs
were calculated over a cube shaped averaging volume with equivalent grain size of
0.032mm. Note that the equations given for the least squares linear regression are such
that y = ln (1/ ln (1/p)) and x = FIP.
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applied strain of 0.6% applied at a quasi-static rate of 0.002s-1 at room temperature applied
identically to that of the 100 SVEs with fully periodic boundary conditions. The ratio of
the maximum to minimum strain was zero (i.e., R = 0).
The extreme value distributions of the FS FIPs for the fully periodic simulations is
compared to that of the SVEs with parallel free surfaces in Figure 7.23 for both the extreme
value Gumbel probability scale and the Fréchet probability scale. The parameters of the fits
for the extreme value distributions of the FS FIPs for the extreme value Gumbel distribution
and the extreme value Fréchet distribution are given in Tables 7.9 and 7.10, respectively.
It is apparent from Figure 7.23 and Tables 7.9 and 7.10, that while the SVEs with fully
periodic boundary conditions are well fit by the extreme value Gumbel distribution (i.e.,
R2 = 0.973), the SVEs with parallel free surfaces are not (i.e., R2 = 0.718). In fact, the
extreme value distributions of the FS FIPs for the SVEs with the free surface boundary
conditions are much better described by the Fréchet distribution (i.e., R2 = 0.989).
As discussed in Section 3.2, the extreme value Gumbel distribution describes tails that
decay exponentially. In contrast, the Fréchet distribution describes tails with polynomial
decay. Exponential convergence is faster than that described by a polynomial; therefore,
at 0.6% maximum strain, the driving forces are predicted to be higher at the most extreme
maxima for the surface driving forces described by the extreme value Fréchet distribution
than for subsurface fatigue crack formation described by the extreme value Gumbel dis-
tribution. In other words, shorter lives are predicted to be associated with surface crack
formation in the high probability regime where the extreme value driving forces for fatigue
crack formation are estimated to be higher in magnitude than for subsurface fatigue crack
formation. Additionally, there is significant overlap between the two distributions, as can
be seen in Figures 7.9 and 7.10, over a large range of the central portion of the extreme
value distributions; therefore, there will be competition between surface and subsurface
crack formation.
The demarcation between the higher driving forces for fatigue crack formation in the
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Table 7.9: Fits of the extreme value Fatemi-Socie (FS) FIP distributions to the extreme
value Gumbel (Type I) distribution for SVEs with fully periodic and with partially free
boundary conditions. The FS FIPs were calculated over averaging volumes with the equiv-
alent grain size of 0.0032mm (see Table 7.2). The relative dispersion is calculated by
(αn)−1 /un.
BCs αn un Rel. Disp. R2
1,2,3-dir periodic 1.113 × 107 1.296 × 10−7 0.69 0.973
1-dir free; 2,3-dir periodic 5.053 × 106 9.972 × 10−8 1.98 0.718
Table 7.10: Fits of the extreme value Fatemi-Socie (FS) FIP distributions to the extreme
value Fréchet (Type II) distribution for SVEs with fully periodic and with partially free
boundary conditions. The FS FIPs were calculated over averaging volumes with the equiv-
alent grain size of 0.0032mm (see Table 7.2).
BCs k vn R2
1,2,3-dir periodic 1.95 1.130 × 10−7 0.917
1-dir free; 2,3-dir periodic 1.96 1.256 × 10−7 0.989
high probability regime for surface crack formation and relative lower driving forces for
subsurface crack formation is driven by the free boundary conditions that allow greater slip
at the surface than is possible subsurface because of the increased constraint that exists
subsurface. In the high probability regime, at the surface there will always be a microstruc-
tural arrangement that is associated with greater driving forces for crack formation than any
microstructural arrangements of attributes subsurface. However, at moderate to low cumu-
lative probabilities of the distributions of the extreme value FIPs for surface and subsurface
boundary conditions there is a significant probability that a more damaging microstructural
arrangement can be found subsurface than exists at the surface for a given instantiated SVE.
To determine what coupled microstructure attributes have the most influence on the driving
forces for surface fatigue crack formation, it is of interest to now consider the EVMCFs for
the 100 SVEs with applied free surface boundary conditions.
The EVMCF of the apparent Schmid factors for the different phases are shown for the
100 SVEs of Microstructure A simulated with parallel free surfaces in Figures 7.24 and




Figure 7.23: The extreme value Fatemi-Socie (FS) FIP calculated over a cube shaped av-
eraging volume with equivalent grain size of 0.032mm for Microstructure A with periodic
BCs and with free BCs plotted on (a) Gumbel (Type I), (b) Fréchet (Type II) probability
scales. Note that the equations given for the least squares linear regression are such that
y = ln (1/ ln (1/p)) and x = FIP for the Gumbel probability plot and x = ln (FIP) for the
Fréchet probability plot, respectively.
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plotted in Figures 7.26 and 7.27. This EVMCF defined between the apparent Schmid factor




dr is the probability that
the extreme value FIP for a volume Ω is coincident with a grain whose Schmid factor is mga
and that the free surface s can be found within a distance of r to r + dr in any direction. It
is noted that these correlation functions are not sampled across the free surface. In essence,
they are sampled with equal weight in all possible material directions up to the size of
the initial SVE. In this manner they are not artificially biased by the periodic boundary
conditions.
There are not any significant differences between the EVMCF for the SVEs with fully
periodic boundary conditions and those with the parallel free surfaces as can be seen by
comparing Figures 7.13 and 7.14 with Figures 7.24 and 7.25, respectively. In general, the
hard soft-grain combinations are slightly less prevalent in the SVEs with the free surfaces
than in the SVEs with the fully periodic boundary conditions (see Figures 7.13(c)-(d) and
7.14 versus Figures 7.24(c)-(d) and 7.25). However, when looking at the EVMCF in terms
of how the apparent Schmid factors for the different phases are correlated with their prox-
imity to the free surface at the locations of the extreme value FIPs, the only grains more
likely to exist at the locations of the extreme value response near the free surface than in
the overall microstructure are primary α grains oriented for easy basal or prismatic slip as
can be seen in Figure 7.26(a)-(b). Thus, it is predicted that larger grains oriented for easy
slip near the free surface have the most influence on the driving forces for fatigue crack
formation at the surface. Higher order correlation functions (e.g. 3-point correlation func-
tions) need to be applied in future work to determine how/if coupling between grains near
the free surface further influence the driving forces for surface fatigue crack formation.
7.4 Summary
The present study illustrates how the introduced microstructure-sensitive extreme value




Figure 7.24: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor mg
′
a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 7.24: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor mg
′
a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 7.25: The radial correlation functions for the complete microstructure compared
with EVMCF describing the correlation between the apparent Schmid factor mga for basal
slip between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor mg
′
a for:
(a) basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in




Figure 7.25: The radial correlation functions for the complete microstructure compared
with EVMCF describing the correlation between the apparent Schmid factor mga for basal
slip between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor mg
′
a for:
(a) basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in




Figure 7.26: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 7.26: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor mga for (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 7.27: The radial correlation functions for the complete microstructure compared
with EVMCF describing the correlation between the apparent Schmid factor mga for (a)
basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉
slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexagonal
coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase and the




Figure 7.27: The radial correlation functions for the complete microstructure compared
with EVMCF describing the correlation between the apparent Schmid factor mga for (a)
basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉
slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexagonal
coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase and the
free surface s in Microstructure A with free surface BCs.
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processes of fatigue crack formation in a complex alloy system. Certain limitations are
recognized in terms of applicability to specific α + β Ti alloys. In all cases the instantiated
SVEs in this study were fit to specific grain size, orientation and disorientation distribu-
tions that could be very different from certain material systems examined experimentally.
For example, the grain orientation and grain disorientation distributions were assumed to be
random; however, this is not very likely in a real material system. Both a random ODF and
DDFs were chosen in this study to facilitate sampling of as many different arrangements
of grains as possible to better identify the most important correlated attributes related to
the processes of fatigue crack formation. In textured α + β Ti alloys, some of the arrange-
ments identified here exist with little or no probability. Textured duplex Ti-6Al-4V will be
considered in Chapter 8 in the context of computational materials design.
In this chapter, multiple SVEs for each of the four different microstructure were instan-
tiated for duplex Ti-6Al-4V, with varying grain sizes and volume fractions of the primary
α grains. It was shown that the grain size appears to be the most important attribute con-
sidered relative to the driving forces for fatigue damage formation as estimated by the
distributions of the volume averaged extreme value FIPs. Although the volume fraction of
primary α grains did influence the extreme value distributions, its influence was less than
that of grain size. The EVMCFs demonstrated that grains oriented with high Schmid fac-
tors for basal or prismatic slip are most likely to exist coincident with the extreme value
response. Additionally the grains oriented for easy slip are predicted with high probability
to be near other hard oriented primary α or α + β colony grains with high Schmid factors
for pyramidal or bcc BOR modified slip, respectively.
When the peak load was increased from 0.6% maximum applied strain to 0.7% maxi-
mum applied strain the relative variability was higher for the distribution of FIPs at 0.6%
then at 0.7% strain. This was expected as plasticity is more heterogeneously distributed as
the maximum load drops further below the macroscopic yield point. The EVMCF did not
change significantly between 0.6% maximum applied strain and 0.7% maximum applied
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strain; however, there was a noted increase in the probability of finding a grain oriented for
easy basal slip coincident with the extreme value response. As the overall loading magni-
tude increased, it is expected that the easy slip modes will be even more active then they
are at lower maximum applied loads where slip is more dictated by the neighborhood.
A set of microstructures with uniformly distributed cuboidal grains was instantiated and
compared to the microstructures with distributed grain size. The cuboidal arrays of grains
with no variability in the grain size exhibited the least scatter in the overall driving forces
for fatigue crack formation. The microstructure with an average primary α grain size of
0.025mm exhibited the next highest scatter of the FIPs followed by the microstructures
with an average primary α grain size of 0.050mm. Because most significant plasticity was
observed to occur in the primary α grains, the size of the α+ β colonies is expected to have
less influence on the FIPs than than size of the primary α grains. Based on these results
it is predicted that microstructures with tighter distributions of grain size will exhibit less
variability. Additionally, microstructures with smaller primary α grain sizes are predicted
to exhibit lower overall driving forces for fatigue crack formation.
The driving forces for surface fatigue crack formation were compared to those of sub-
surface fatigue crack formation by simulating 100 SVEs with free boundary conditions on
two opposite parallel faces. This is in contrast to all the previously simulated microstruc-
tures with periodic boundary conditions on all sides of the cuboidal SVEs. While the
distributions in the driving forces for subsurface fatigue crack formation are best character-
ized by the extreme value Gumbel distribution, the driving forces for surface fatigue crack
formation are best characterized by the extreme value Fréchet distribution. As mentioned
previously, the extreme value Gumbel distribution describes exponential convergence of
the tails of the distribution; the Fréchet distribution describes polynomial tails. As the ex-
ponential convergence is faster than polynomial convergence, the extreme maxima of the
Fréchet distribution tend to be higher in magnitude than the extreme maxima of the Gum-
bel distribution. Therefore the driving forces for fatigue crack formation have the potential
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to be highest at the surface; however, there is a large range of the extreme value distribu-
tions of the FIPs for both surface and subsurface fatigue crack formation that overlap. This
explains why there are competing modes of failure in the HCF to VHCF regime between
surface and subsurface fatigue crack formation. Additionally, when the driving forces for
fatigue crack formation are highest at the surface (i.e. when the extreme value response
at the surface is associated with the extreme maxima of the extreme value distribution of
the FIPs), the overall fatigue lives are predicted to be shorter than when fatigue crack form




APPLICATION TO MATERIALS SELECTION
8.1 Introduction
Recently there has been increased emphasis on the role of modeling and simulation in
materials design. For example, the National Materials Advisory Board from the National
Academies in 2008 advocated for an increased emphasis on Integrated Computational Ma-
terials Engineering (ICME) in order to accelerate innovation in the engineering of materials
and manufacturing of components [245]. In their published report, the National Materi-
als Board repeatedly emphasized the need for better models and modeling strategies that
would allow for better informed design and/or selection of materials. ICME is in contrast
to traditional (primarily experimentally driven) empirical materials development which pri-
marily flows from the bottom-up with limited feedback or flexibility from the top (i.e.,
application). In the framework of ICME, McDowell and Olson [246] have distinguished
between a bottom-up approach based on cause and effect, deductive, sequential linkages
and the top-down, goals/means, inductive systems engineering approach. Although tradi-
tional empirical materials development has historically been driven by the bottom-up ap-
proach, they emphasize that simulations based approaches can be incorporated to provide
bottom-up feedback to top-down requirements determined by application. Thus, a hier-
archical approach is needed that links material models at multiple length and time scales
to address the requirements of the specific applications. McDowell [247] recognized the
role computational simulation can play in materials design when he stated: “A realistic
goal of simulation-assisted, systems-based materials design is to enhance the fraction of
design decisions that are supported by simulations.” The tools developed in this disserta-
tion offer support to ICME in this context. Specifically, it will be demonstrated that the
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microstructure-sensitive extreme value probabilistic framework to evaluate material per-
formance/variability for damage evolution processes that will be outlined in its entirety in
this chapter can inform the selection of materials that are more resistant to damage evolu-
tion processes like fatigue through computational simulation. It is beyond the scope of this
dissertation to consider the developed framework in the context of ICME beyond the appli-
cation given here; although, there is much that remains to be considered in the application
of these types of computational frameworks in ICME.
To this point, the various components of the microstructure-sensitive extreme value
probabilistic framework to evaluate material performance/variability for damage evolution
processes (e.g., fatigue, fracture, creep) have been introduced and demonstrated, primarily
for the processes of fatigue crack formation in the HCF regime. In Chapter 3, the EVMCF
was introduced as a means to quantify correlation between multiple interacting microstruc-
ture attributes and the extreme value response. In Chapters 4, crystal plasticity models
were reviewed as a class of models that can be used to simulate local plastic response on
the scale of the grains in polycrystalline metals. These types of models are able to estimate
the driving forces for fatigue crack formation in metallic materials where crack nucleation
and microstructurally small crack growth is mostly associated with localize plasticity at
various microstructural barriers such as grain or phase boundaries (the mechanisms of fa-
tigue crack formation in metals were summarized in Chapter 2). Chapter 5 discussed two
methods that have been presented in the literature as a means to instantiate SVEs for poly-
crystalline materials based on experimentally characterized materials. Particularly, it was
considered how to appropriately define a SVE for the heterogeneous plastic response im-
portant to fatigue variability in polycrystalline metals. Also, FEA of these instantiated
SVEs was addressed including the aspects of meshing and defining appropriate boundary
conditions. In Chapters 6 and 7, the strategy of simulating multiple instantiated SVEs to
estimate the distribution in the extreme value driving forces for fatigue crack formation
via certain FIPs was demonstrated for the P/M Ni-base superalloy IN100 and the duplex
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Ti alloy Ti-6Al-4V, respectively. Additionally, the EVMCFs were applied to characterize
significant coupling between crystallographic orientation and phase that are important to
the extreme value response. In this chapter, Chapter 8, the microstructure-sensitive ex-
treme value framework to evaluate material performance/variability for damage dependent
processes is summarized in its entirely and demonstrated in the context of computational
materials selection. Specifically, the effect of texture on the distributions of the extreme
value driving forces for fatigue damage formation in the four previously introduced mi-
crostructural variants of duplex Ti-6Al-4V will be considered.
8.2 Microstructure-sensitive extreme value probabilistic framework for
selection of materials with improved damage resistance
The microstructure-sensitive extreme value probabilistic framework for materials selection
for improved performance/resistance for damage evolution processes is outlined schemati-
cally in Figure 8.1. This framework is carried out is six primary steps, i.e.,
1. Instantiate a set of SVEs such that the response of interest in each SVE is a statisti-
cal sample of the response for the microstructure ensemble. These volumes can be
instantiated by fitting distributions of microstructure attributes important to the re-
sponse to those from experimentally characterized microstructures (see Chapter 5).
Additionally, contrived target distributions of the materials attributes can be used for
iterative materials design/selection. Determination of the appropriate size of these
SVEs was discussed previously in Section 5.2.
2. The response for given loading and boundary conditions are estimated via compu-
tational simulation (see Chapters 4 and 5). To estimate microstructure-sensitive ex-
treme value response, phenomenological and/or physics based models are required
that account for the influence of the microstructure on the overall response (e.g., crys-
tal plasticity models for grain scale cyclic plastic response). It is essential that these


































































































3. The extreme value distribution of response of interest can be characterized for the
set of simulated SVEs. It is desired to determine if the extreme value distribution of
response can be described by any of the three known extreme value distributions so
the mathematical properties of those known distributions can be used to describe the
data (see Chapter 3).
4. The EVMCF is characterized for the microstructure attributes that have the most
influence on the extreme value response (see Chapter 3). In this manner, the driving
forces for damage formation are statistically characterized in terms of the coupled
microstructure attributes that have the most influence the extreme value response.
5. Based on the extreme value distributions of response, multiple microstructural vari-
ants for the same material system can be ranked in terms of their maximum minimum
response or for minimum variability (see Chapter 7).
6. Based on the distribution of coupled microstructure attributes as characterized by the
EVMCF, new microstructure variants can be proposed and then evaluated for per-
formance by iteration through the previously presented steps. Additionally, the best
candidate microstructures for a given application can be selected and then validated
experimentally. Computational down selection of possible microstructural variants
can be very beneficial both economically and in terms of overall development time.
In this manner, one can evaluate the effect of material microstructure on extreme value
response, identify coupled attributes important to the extreme value response, and evaluate
new microstructural variants that could potentially exhibit better performance for a given
application. To this point in the dissertation, all the steps in this framework have been
demonstrated except iteration on a candidate microstructure (see Step 6). In particular,
in Chapter 6 the Steps 1 through 4 for the were demonstrated for the Ni-base superalloy
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IN100. In Chapter 7, Steps 1 through 5 were demonstrated for several microstructural
variants of duplex α + β Ti-6Al-4V. To demonstrate how this framework can be iterated to
evaluated newly derived microstructures based on the conclusions of previous iterations,
in the following section, Section 8.3, several textured microstructures for duplex Ti-6Al-
4V are proposed that are hypothesized to be more resistant to subsurface fatigue crack
formation than the random variants studied in Chapter 7.
8.2.1 Limitations of the framework
It is important to point out the limitations of the proposed framework. This framework was
developed to evaluate materials for their microstructure-sensitive performance/variability
with respect to damage evolution processes. Additionally, application of the framework
can provide understanding that could be used to design microstructures to achieve the de-
sired performance for a specific damage evolution process. Better informed materials selec-
tion is possible via this framework because of the new capability of being able to quantify
the coupling of microstructure attributes that are the most significant to the extreme value
response. As presented here, this approach is model-based. Experimental calibration/-
validation of the computational model is essential. Model calibration can be added as a
sub-step to the design loop to ensure that modifications in the developed microstructures
are properly accounted for in the models. Additionally, regardless of the results that come
from any application of this framework to a material system, the most promising material
variants should be tested/evaluated experimentally. Accordingly, in Chapters 6 and 7 the
results for IN100 and Ti-6Al-4V were evaluated in the context of previous experiments.
Even with calibration, specific models limit the possible results of the computational
simulations. For example, the crystal plasticity models used in this work which were de-
scribed in Chapter 4 do not consider grain boundary interactions beyond the requirement of
compatibility throughout the imposed deformation. As the processes of dislocation trans-
mission and/or blockage across grain boundaries can play an important role in the processes
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of fatigue damage formation across multiple grains, than using models that neglect disloca-
tion transmission across grain boundaries can neglect the true operant damage mechanisms
on the scale larger than a single grain.
In addition to being limited by the requirement of experimental validation,
microstructure-sensitive model can be computationally intensive. Some of the obstacles to
computational simulation have been overcome with the advent of faster computers. How-
ever, much work remains in developing models and modeling strategies that are more com-
putationally efficient. The proposed strategy of simulating multiple SVEs in place of a
single RVEs is one such approach [198, 242]. Often simulating multiple SVEs can be
much faster and just as informative as simulating one very large RVE for a given problem.
Much more work, however, is required in this area.
The approach outlined here is not necessarily invertible. In other words, given a set
of coupled microstructure attributes it is not readily apparent what the response associ-
ated with those attributes would be without experiementation or simulation. Therefore, the
coupled microstructure attributes associated with the extreme value distributions cannot be
identified without appropriate simuations or experiements.
8.3 Case study: Texture effects on the extreme value driving forces for
fatigue damage formation in duplex Ti-6Al-4V
In this section, it is hypothesized that a duplex Ti-6Al-4V microstructure loaded perpendic-
ular to a strong basal texture will reduced the overall distribution of extreme value driving
forces for subsurface fatigue crack formation. This hypothesis is based on the fact that
combinations of primary α grains oriented for easy basal slip are so prevalent near hard
oriented primary α or α + β colony grains at the locations of the extreme value FIPs as
characterized by the EVMCFs of the apparent Schmid factors as was shown in Chapter
7. By loading a duplex Ti-6Al-4V microstructure perpendicular to a strong basal texture,
the majority of the grains will be oriented for easy prismatic slip and the primary α grains
oriented for easy basal slip or hard orientated primary α or α + β colony grains should be
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Figure 8.2: Pole figure representing strong basal textures for optimized set of SVEs in-
stantiated for several different duplex Ti-6Al-4V microstructures.
much less prevalent.
To evaluate this hypothesis, 100 SVEs were instantiated for each of the four microstruc-
tural variants of duplex Ti-6Al-4V described in Table 7.1 with a strong basal texture as
shown in Figure 8.2 instead of the random texture generated previously (see Figure 7.4).
The target grain size distribution, random disorientation distribution and phase volume frac-
tion for the basal textured microstructures were the same as the microstructures instantiated
with the random texture. These microstructure were loaded cyclically with a maximum ap-
plied strain of 0.6% in the direction perpendicular to the strong basal texture (i.e., in the
TD-RD plane as shown in Figure 8.2). As can be seen in Figure 8.3, loading the micro-
structure in this manner favors prismatic slip. The load was applied with a quasistatic strain






Figure 8.3: Inverse pole figure with contours of Schmid factors for (a) basal, (b) prismatic,
and (c) first order pyramidal 〈a〉 slip systems (Figures adapted from similar Figures in [248]
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The extreme value distributions for the FS FIPs plotted on a Gumbel probability scale
(see Appendix B) for the three different averaging volumes defined in Table 7.2 for the
duplex Ti-6Al-4V microstructures with a strong basal texture and random texture are shown
in Figure 8.4. The fits of the extreme value FS FIPs calculated over an averaging volume
with equivalent grain size of 0.032mm to the extreme value Gumbel distribution for the
microstructures with the strong basal texture are shown in Figure 8.5 and given in Table
8.1. As can be seen in Figures 8.4 and 8.5, the extreme value driving forces for fatigue
damage formation as estimated by the FIPs in most cases are less for the SVEs loaded
perpendicular to the strong basal textures than for the random textures as hypothesized.
The differences between the textures are more muted when calculated over larger sized
averaging volumes as is shown in Figure 8.4. It is likely that the local lattice orientation
has less of an influence on the local driving forces for fatigue damage formation over larger
length scales (i.e., over several grain sizes versus the first few nearest neighbors).
The noted exception to the trend of the basal texture microstructures exhibiting lower
extreme value FIPs was Microstructure B. In microstructure B, while the extreme value
FIPs for the basal texture microstructures were less than the random texture SVEs in the
lower probability region, the extreme value FIPs of the basal textured Microstructure B
was higher than that of the random textured microstructure in the high probability region
(p > 0.99 or ln (1/ ln (1/p)) > 4.6). It appears that the increased volume fraction of the
primary α grains that is exhibited in Microstructure B versus Microstructure A can coun-
teract the influence of the texture. It is interesting, however, that Microstructure D that
also has a higher volume fraction of the primary α grains showed a similar trend for FIPs
calculated over larger averaging volumes as can be seen in Figure 8.4(d). It is also possible
that because each instantiation of Microstructure B sampled many more grains then SVE
for the other microstructures that a rare severe combination of primary α grains was instan-
tiated that was not observed in the other microstructures. This can be further examined by
considering the coupled microstructure attributes coincident with the extreme value FIPs.
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Table 8.1: Fits of the extreme value Fatemi-Socie (FS) FIP distributions to the extreme
value Gumbel (Type I) distribution for the duplex Ti-6Al-4V microstructures with a strong
basal texture. The FS FIPs were calculated over averaging volumes with the equivalent
grain size of 0.0032mm (see Table 7.2). The relative dispersion is calculated by (αn)−1 /un.
Micro. αn un Rel. Disp. R2
A 1.257 × 107 9.387 × 10−8 0.85 0.978
B 6.562 × 106 1.117 × 10−7 1.36 0.787
C 5.032 × 106 1.008 × 10−7 1.97 0.927
D 4.968 × 106 1.485 × 10−7 1.36 0.879
The bi-modal extreme value distributions of the FIPs observed for the simulated SVEs
of Microstructures C and D for the random textured microstructure was also observed for
the basal textured microstructures. The number of grains was similar for both cases; there-
fore, the previous argument given in Chapter 7 that there are not enough grains in each
simulated SVE to produce a asymptotic extreme value distribution of the considered re-
sponse also applies to the simulated SVEs with the basal textured microstructures.
To understand how the texture of the microstructure influences the extreme value dis-
tributions of the FS FIPs, it is of interest to consider the EVMCFs. Here the EVMCF are
constructed in terms of the radial distribution function for the apparent Schmid factor mga
for the two different phases, the primary α grains and the α + β colonies, as describe pre-
viously in Chapters 6 and 7. The EVMCF for Microstructure A for the SVEs simulated
with the strong basal texture for select Schmid factor combinations for the two phases are
given in Figures 8.6 and 8.7. Even though the microstructures with the strong basal tex-
ture were oriented to minimize basal slip and promote prismatic slip, significant basal slip
was observed at the locations of extreme value response. This can be seen by compar-
ing Figures 8.6(a) and 7.13(a). The EVMCF for high Schmid factors for basal slip in the
basal textured microstructure is about 6% less than in the random textured microstructures,
but is still as high as 22% at shorter correlation lengths. Additionally, the same soft-hard
grain relationships characterized to be significant by the EVMCF for the random textured




Figure 8.4: The extreme value Fatemi-Socie (FS) FIP calculated over three different cube
shaped averaging volumes as described in Table 7.2 for Microstructures (a) A, (b) B, (c)
C and (d) D for both the random (RND) and basal (BAS) textures. The 0.01, 0.1 and 0.99




Figure 8.4: The extreme value Fatemi-Socie (FS) FIP calculated over three different cube
shaped averaging volumes as described in Table 7.2 for Microstructures (a) A, (b) B, (c)
C and (d) D for both the random (RND) and basal (BAS) textures. The 0.01, 0.1 and 0.99




Figure 8.5: The extreme value Fatemi-Socie (FS) FIP calculated over a cube shaped aver-
aging volume with equivalent grain size of 0.032mm for Microstructures (a) A, (b) B, (c)
C and (d) D for both the random (RND) and basal (BAS) textures. Note that the equations
given for the least squares linear regression are such that y = ln (1/ ln (1/p)) and x = FIP




Figure 8.5: The extreme value Fatemi-Socie (FS) FIP calculated over a cube shaped aver-
aging volume with equivalent grain size of 0.032mm for Microstructures (a) A, (b) B, (c)
C and (d) D for both the random (RND) and basal (BAS) textures. Note that the equations
given for the least squares linear regression are such that y = ln (1/ ln (1/p)) and x = FIP
for the Gumbel probability plot. The 0.01, 0.1 and 0.99 probability levels are indicated.
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For example, Figure 8.6(c)-(d) describes a 2.5% and 5% probability of finding a primary α
grain oriented for easy basal slip near a primary α grain oriented for hard basal or easy pyra-
midal 〈a〉 or pyramidal 〈a + c〉 slip, respectively, in the basal textured microstructures. The
same coupled grains in the random textured microstructures as seen in Figure 7.13(c)-(d)
occurred at the locations of extreme value response with just the slightly higher probabil-
ity of 3.5% and 6.5%, respectively. Similar trends can be observed by comparing easy
basal slip in the primary α grains to harder pyramidal 〈a〉 or bcc BOR modified slip in the
α + β colonies as can be seen in Figures 8.7(c)-(d) and 7.14(c)-(d) in the basal and random
textured microstructures, respectively.
It is also of particular interest to consider how prismatic slip correlated with the extreme
value response because prismatic slip was hypothesized to be much more prevalent in the
basal textured microstructures. The EVMCF for prismatic slip for the random textured
microstructures were negatively correlated with the extreme value response as can be seen
in Figures 8.8 and 8.9. Here negative correlation means that the high Schmid factors for
prismatic slip in the primary α grains near grains with high Schmid factors for the same and
other types of slip for both phases was less likely to be observed at the locations of extreme
value response than in the overall microstructure. In contrast, in the microstructures loaded
perpendicular to the strong basal texture where prismatic slip was expected to be much
more prevalent, positive correlation was observed between grains oriented for prismatic
slip and the extreme value response as can be seen in Figures 8.10 and 8.11. However, in
most cases the probability of finding grains oriented for prismatic slip at the extreme value
locations was less than a percent higher than finding the same correlated Schmid factors in
the overall microstructure in the basal textured microstructures. Therefore, although basal
slip was more limited and prismatic slip more prevalent at the locations of extreme value
response in the basal textured microstructures than in the random textured microstructures,
basal slip remained the most important slip mode.




Figure 8.6: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.6: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.7: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor m′a for: (a)
basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in




Figure 8.7: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor m′a for: (a)
basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in




Figure 8.8: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.8: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.9: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor m′a for:
(a) basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in




Figure 8.9: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor m′a for:
(a) basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in




Figure 8.10: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.10: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.11: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor m′a for:
(a) basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in




Figure 8.11: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the apparent Schmid factor m′a for:
(a) basal slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal
〈a〉 slip between 0.45 and 0.5, and (d) 〈111〉 {110} bcc slip (transformed into the hexago-
nal coordinate system via the BOR) between 0.45 and 0.5 for the α + β colony phase in
Microstructure A with a strong basal texture.
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of Microstructure B to better understand why this particular microstructure showed less
of an reduction in the extreme value FIPs than the other microstructures. The EVMCF
are plotted for the radial distribution function for the random and strong basal textures for
high apparent Schmid factors for basal slip in the primary α grains versus high apparent
Schmid factors basal, prismatic, pyramidal 〈a〉 and pyramidal 〈a + c〉 also in the primary α
grains in Figures 8.12 and 8.13, respectively. Although basal slip is slightly less probable
in the basal textured microstructures than the random texture microstructures (32% versus
37% at short correlation lengths), the differences between the two cases are not large. The
EVMCF are also similarly plotted for the two textures for high apparent Schmid factors for
prismatic slip in the primary α grains versus high apparent Schmid factors basal, prismatic,
pyramidal 〈a〉 and pyramidal 〈a + c〉 also in the primary α grains in Figures 8.14 and 8.15,
respectively. In both cases, there is no positive correlation between high apparent Schmid
factors for prismatic slip and the extreme value FIPs in the basal textured microstructures.
This is in contrast to what was observed with Microstructure A, where there was positive
correlation between high apparent Schmid factors for prismatic slip and the extreme value
FIPs. Microstructure B has a much higher volume fraction of the primary α grains than
Microstructure A. It is likely that in order to observe the same improvement in Microstruc-
ture B that was observed in Microstructure A an even stronger basal texture is required. The
increased density of the primary α grains in Microstructure B relative to Microstructure A
increases the chance that the grain combinations that most increase the local driving forces
for fatigue crack formation can exist. Thus, an even stronger texture is required to counter-
act the higher volume fraction in order to get a similar improvement in Microstructure B
that was observed in Microstructure A for the extreme value distribution of the FIPs.
These results highlight the importance of understanding the distributions of extreme
value microstructure attributes when studying extreme value response. Here the texture
was designed to promote prismatic slip to reduce the probability of occurrence of the pri-




Figure 8.12: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.12: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.13: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.13: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for basal slip
between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.14: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.14: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.15: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary




Figure 8.15: Radial correlation functions for the complete microstructure compared with
EVMCF describing the correlation between the apparent Schmid factor ma for prismatic
slip between 0.45 and 0.5 for the primary α phase and the Schmid factor m′a for: (a) basal
slip between 0.45 and 0.5, (b) prismatic slip between 0.45 and 0.5, (c) pyramidal 〈a〉 slip
between 0.45 and 0.5, and (d) pyramidal 〈a + c〉 slip between 0.45 and 0.5 for the primary
α phase in Microstructure B with a strong basal texture.
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that appeared to be most important to the processes of subsurface fatigue crack formation
in the random textured microstructures. However, there was still a significant probability
of finding basal oriented primary α grains near harder oriented primary α or α + β colony
grains. This was unexpected as the basal texture was about nine times random (see Figure
8.2). It was shown, however, that even though basal slip did occur more than expected
in the microstructures loaded perpendicular to the strong basal texture that designing mi-
crostructures with certain textures can produce materials that exhibit improved resistance to
the damage evolution processes of interest or fatigue in this case. The microstructures with
the strong basal texture did exhibited a clear reduction in the distribution in the extreme
value FIPs. This supports the original hypothesis.
However, some microstructural variants performed better than others. For example,
while Microstructure B did exhibit lower extreme value FIPs in the lower probability re-
gion, it had an opposite effect in the high probability region where the FIPs for the basal
texture microstructure was greater than that of the random textured microstructure. This
further indicates the importance of considering the interactions of multiple microstructure
attributes relative to their influence on the extreme value driving forces for fatigue dam-
age formation. While Microstructure A with the basal texture with small primary α grains
and lower volume fractions of the primary α grains exhibited lower extreme value FIP
distributions than the random textured case, Microstructure B with the same grain size as
Microstructure A but with a higher volume fraction of primary α grains did not in the
high probability region. It is likely a even stronger basal texture is required in the case of
Microstructure B with the higher density of primary α grains to significantly decrease the
likelihood of the existence of the grain combinations that have the greatest influence on the
extreme value driving forces for fatigue crack formation.
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8.4 Summary
Here the microstructure-sensitive extreme value probabilistic framework to evaluate mate-
rial performance/variability for damage evolution processes was summarized in six steps
in the context of materials design. Multiple SVEs for a given material system can be in-
stantiated to evaluate the influence of the stochastic microstructure on the variability of the
damage response. Physics based phenomenological models can then be used to predict how
these SVEs would respond for given loading and boundary conditions. The distribution of
the extreme value response can then be characterized for a given set of SVEs for a particular
microstructure. Additionally, the EVMCF can be constructed to evaluate the significance
of various coupled microstructure attributes relative to the extreme value response. With
this information, multiple microstructures can be rank ordered in terms of maximum min-
imum response or minimum variability. Moreover, new candidate microstructure can be
proposed based on the findings of previous iterations.
By using this type of computational framework in place of extensive experimentation
multiple microstructural variants can be evaluated and down selected to a limited set of
the most promising candidates for a given application. It is emphasized, however, that this
framework does not eliminate the need for experimentation. To ensure a good solution, lim-
ited experimental calibration/validation is required for the utilized computational models.
Moreover, the most promising microstructures should be thoroughly tested and validated
experimentally before they are placed in service. The framework, however, does provide a
powerful tool were many more microstructures can be evaluated than could ever be done
experimentally. Additionally, simulation provides much more information in terms of the
local stress/strain fields than can at this time be captured experimentally in three dimen-
sional opaque materials except in limited rare cases (e.g., with a synchrotron light source).
This additional information can provide insight that is not always available experimentally,
which can be used to direct the design of new microstructures that will exhibit better per-
formance/variability for a given application.
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To demonstrate the materials design of new material microstructures for a given mate-
rial system based on the findings of applying the aforementioned framework to previously
characterized microstructure, it was hypothesized that duplex Ti-6Al-4V microstructures
would exhibit lower driving forces for fatigue crack formation when loaded perpendicular
to a strong basal texture than was demonstrated with the random textured microstructures
evaluated in Chapter 7. It was shown that the microstructures loaded perpendicular to a
strong basal texture did tend to exhibit lower driving forces for fatigue damage formation.
This was particularly true when the primary α grain size was small and the relative volume
fraction of the primary α grains was relatively less that the other microstructures for the
SVE size considered here. The noted exception was Microstructure B with the strong basal
texture which did exhibit lower extreme value FIPs at lower probabilities than the random
textured microstructures; however, at extremely high probabilities the extreme value FIPs
were higher for the basal textured microstructures than the random texture microstructures.
It is likely that with the increased volume fraction of the primary α grains an even stronger
texture is necessary in the case of Microstructure B to significantly reduce the probabili-
ties of the grain combinations that have the greatest influence on the extreme value driving
forces for fatigue crack formation. This further supports the approach presented here that
characterizes how coupled microstructure attributes affect the extreme value driving forces
for fatigue crack formation. Although the basal textured microstructures exhibited less
basal slip as expected, there still was a significant population of grains oriented for easy
basal slip. Better performance can likely be achieved then shown here if a new set of mi-
crostructures can be designed such that the grains oriented for easy basal slip are even less





This dissertation has introduced a novel microstructure-sensitive extreme value proba-
bilistic framework to evaluate material performance/variability for damage evolution pro-
cesses (e.g., fatigue, fracture, creep). Current methods that consider the microstructure-
dependence of extreme value behavior for processes involving damage evolution within
microstructure primarily only account for the extreme value distributions of single micro-
structure attributes (e.g., grain/phase size, grain orientation, grain misorientation). How-
ever, in many damage evolution processes like fatigue of polycrystalline metals (see Chap-
ter 2), the mechanisms of crack formation and propagation are not just dependent on a
single attribute, but are a function of the complex interactions between multiple neighbor-
ing microstructure attributes. For example, the process of crystallographic fatigue crack
formation in typical polycrystalline metals is dependent on phase/grain size, phase volume
fraction, grain orientation, grain misorientation, etc.
As reviewed in Chapter 3, extreme value statistical theory has been developed exten-
sively since the middle of the twentieth century. Gumbel [72] described many of the impor-
tant results in his seminal work. In relation to variability in fatigue life, extreme value statis-
tics has been applied to characterized how extreme value distributions of extreme value
microstructure attributes influence the scatter of fatigue response [3]. However, as men-
tioned previously, little regard has been give as to how interacting microstructure attributes
influence the extreme value response. As correlation functions have been used success-
fully for many years to characterize interrelationships between microstructure attributes, it
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has been desired to use correlation functions to similarly characterize the coupled micro-
structure attributes that have the most influence on the extreme value response. Based
on previous work that introduced marked correlation functions to describe how coupled
microstructure attributes influences mean value response, here new extreme value marked
correlation functions (EVMCFs) were introduced to describe how coupled microstructure
attributes correlate with extreme value response. Specifically, these EVMCFs are designed
to quantify the coupled microstructure attributes that have the greatest statistical relevance
to the key extreme value response variables (e.g., stress, elastic/plastic strain) that correlate
with the damage evolution processes of interest.
As the application in this work was to characterize the microstructure-dependence of
the variability in high cycle fatigue (HCF) in polycrystalline metals, crystal plasticity mod-
els were utilized to estimate local plasticity on the scale of the grains (the primary driving
force for fatigue crack formation in most metals). In Chapter 4, the well defined kinemati-
cal relations for crystal plasticity constitutive models were reviewed. Additionally, various
internal state variable models were considered that have been derived to model polycrys-
talline plasticity under cyclic loading conditions. In particular, constitutive models were
considered for cyclic plasticity of pure copper, P/M Ni-base superalloy IN100, and duplex
α + β Ti alloy Ti-6Al-4V.
In Chapter 5, simulation of multiple statistical volume elements (SVEs) was considered
as a means to computationally estimate the microstructure-sensitive extreme value distri-
butions of the driving forces for fatigue crack formation. Each SVE for a given response
was instantiated to be a statistical sample of the entire ensemble; therefore, the response of
interest in each SVE is not expected to be the same. This is in contrast to computational
simulation of a single representative volume element (RVE), which often is untenably large
for rare event (extreme value) phenomena. To instantiate SVEs for a given material system,
two previously published methods for instantiation of microstructure volume elements of
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polycrystalline materials were considered. The first method is based on the Voronoi tes-
sellation. By randomly inserting grain centers and then optimizing their position via a
simulated annealing algorithm, the Voronoi tessellation can be used to construct a set of
space filling convex grains whose grain size/volume distribution can be fit to some pre-
specified distribution. Additionally, a similar simulated annealing algorithm can be used
to fit distributions of grain orientation and grain disorientation to prespecified targets. The
second algorithm considered here to instantiate microstructure volume elements, is based
on packing grain equivalent ellipsoids into a volume and then filling the remaining space
through a uniform grain growth technique. A grain equivalent ellipsoid is generated by
fitting an ellipsoid to an experimentally characterized grain (in three dimensions) by using
the zeroth, first and second order moments of the grain. The distribution of the ratios of
the major axis of the grain equivalent ellipsoids fit to the set of experimentally character-
ized grains can then be used to describe the distribution in grain shape. The microstructure
volume elements can be instantiated by packing ellipsoids whose major axes are randomly
sampled from the pre-characterized/defined distributions of the ratios of the major axes of
grain equivalent ellipsoids.
Additionally, in Chapter 5, various aspects of the FE simulation of SVEs were con-
sidered, including the application of appropriate meshes and boundary conditions to es-
timate the extreme value response on the scale of the dominant microstructural features
(e.g. grains). The relations for the periodic boundary conditions were defined to simulate
subsurface material conditions. The minimum SVE size was also evaluated for the pe-
riodic boundary conditions to ensure that the lower order moments of plasticity changed
minimally with increasing SVE size. Specifically, the minimum number of grain neigh-
bors required across the periodic boundary conditions to minimize further changes in the
cyclic plastic response aveaged over a single grain was determined. Also the sensitivity of
the extreme value response to the density of the voxellated mesh and averaging volume of
response was considered.
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In Chapters 6 and 7, the microstructure-sensitive extreme value framework was exer-
cised to characterize the variability in fatigue crack formation in IN100 and duplex Ti-6Al-
4V. Specifically, the framework was exercised to estimate the local driving forces for fa-
tigue damage formation, to validate these with limited existing experiments, and to explore
how the extreme value probabilities of certain fatigue indicator parameters (FIPs) affect
overall variability in fatigue life in the HCF regime. Various FIPs have been introduced
and used previously as a means to quantify the potential for fatigue crack formation based
on experimentally observed mechanisms. In this manner, the distributions in the driving
forces for different microstructural variants, loading conditions, and boundary conditions
were considered. Via the EVMCF, important crystallographic relationships are shown to
be statistically prevalent at the locations of extreme value response.
The framework is then described in terms of computational materials design in Chap-
ter 8. Information gathered from previous application of the framework can be used to
propose microstructural variants that are predicted to exhibit improved performance for a
given application. In this manner, the design of microstructures more resistant to subsur-
face fatigue crack formation is considered for duplex Ti-6Al-4V by introducing textured
microstructures that were designed to exhibit a special texture. These textured microstruc-
tures are then compared to the random textured microstructures considered previously for
Ti-6Al-4V in Chapter 7.
9.2 Original and foundational concepts and methods introduced
This dissertation has introduced several original concepts and methods to aid in under-
standing microstructure-dependent extreme value damage evolution processes such as fa-
tigue crack formation. Additionally, methods and strategies have been introduced to aid
in the computational simulation of SVEs with distributed microstructure. Specifically, the
original concepts and methods introduced here include:
• Extreme-value marked correlation functions - In Chapter 2, the novel concept
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of extreme value marked correlation functions (EVMCF) was introduced. In con-
trast to the marked correlation functions introduced previously by Pyrz [119, 120]
that characterizes how coupled attributes correlate with mean value response, these
EVMCF describe correlation between coupled microstructure attributes and the ex-
treme value response. These EVMCF are constructed by selectively sampling the
correlation statistics of microstructure attributes at the locations of extreme value re-
sponse. Coupling between various microstructure attributes with the EVMCFs can
be described with any typical correlation function including, n-point correlation func-
tions, nearest neighbor correlation functions, lineal path correlation functions, radial
distribution functions, etc. The applicability of most types of correlation functions,
allows flexibility in constructing the EVMCF depending on the material system and
application of interest. Different types of correlation functions will provide differ-
ent information for the considered application. EVMCFs offer a method to quantify
the coupling between multiple microstructure attributes relative to their influence on
the extreme value response of interest. Heretofore, such a direct method to quantify
the influence of multiple interacting microstructure attributes on the extreme value
response was not available.
• Ellipsoid packing based polycrystal SVE instantiation - Based on the concept of
packing ellipsoids into a fixed volume, the software EllipPolycrystalGen was devel-
oped to instantiate polycrystalline microstructure volume elements with more real-
istic grain morphology. This algorithm generates ellipsoids by randomly sampling
the distribution of aspect ratios of grain equivalent ellipsoids measured from exper-
imentally characterized microstructures. In this manner, grains with more realistic
geometry can be generated, including elongated grains such as those that would be
observed in rolled materials. The initial ellipsoids packed in the volume are set to
be some fraction of the actual size of the grain equivalent ellipsoids of the experi-
mentally characterized microstructures. In this way, when no more non-overlapping
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ellipsoids can be placed into the volume, an annealing algorithm is used to fill in the
remaining empty space. Although, packing grain equivalent ellipsoids into a volume
has been used previously as a method to generate volumes of polycrystalline micro-
structure, the application of an annealing algorithm to fill the remaining space is a
concept unique to this work. Previous methods to generate polycrystalline micro-
structure with ellipsoid packing allowed for overlap between the ellipsoids placed
into the volumes. The ellipsoids placed into the volume are set to be some fraction in
size of the experimentally characterized grain equivalent ellipsoids so that after the
ellipsoids are allowed to grow during the annealing step to fill the remaining empty
space, the final grain volume distribution of these instantiated microstructures is close
to that of the experimentally characterized microstructures. Similar to the algorithm
developed to instantiate polycrystalline microstructure based on the Voronoi tessella-
tion, VorPolycrystalGen, once the grain structure is instantiated, the grain orientation
and disorientation is assigned and optimized to fit prespecified target distributions.
• Use of multiple SVEs to estimate extreme value distribution of a response vari-
able - In Chapters 6-8, it was demonstrated that multiple SVEs could be instantiated
and simulated to estimate the extreme value distributions of a response variable of
interest. In this case, consideration was given for the extreme value driving forces
for fatigue crack formation as estimated by the FIPs. Extreme value statistical theory
recognizes that the asymptotic extreme value distributions can only be estimated if
the sample size n is sufficient. The sample size for the extreme value distributions
constructed in this work is related to the number of microstructure attributes in each
SVE that most influence the microstructure-dependent response. It is assumed that
if enough SVEs of sufficient size are simulated then the asymptotic extreme value
distribution of the considered response can be estimated. In other words, to estimate
the asymptotic extreme value distribution for the response of interest, the instantiated
SVEs must contain a sufficiently large sample n of the microstructure attributes that
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most influence that response. It was recognized that if the SVE size was not sufficient
then the asymptotic form of the extreme value distribution of response could not be
obtained. It is noted that depending on the application it is not always desirable to
only consider volumes sufficient to estimate the asymptotic extreme value distribu-
tions. Such would be the case if one were considering the extreme value distributions
of response at a notch root even if the critically stress volume at the notch root was in-
sufficient to sample enough microstructure to estimate the asymptotic extreme value
distribution of the response variable. The minimum size of the SVEs used in this
work was argued to depend on the boundary and loading conditions. Essentially, the
lower order moments of the extreme value response of interest averaged over a vol-
ume on the scale of the dominant microstructure attributes (e.g., grains) should not
very significantly if the size of the SVE is increased. Otherwise the volume does not
constitute a SVE. This criteria used to set the minimum SVE size here, might not be
sufficient to estimate the asymptotic extreme value distributions of the response as
previously discussed. Determination of the minimum size required to estimate the
asymptotic extreme value distribution is left for future work.
• Microstructure-sensitive extreme value probabilistic framework for materials
selection of microstructures with improved HCF resistance - A general frame-
work has been introduced for the design and selection of microstructures for im-
proved microstructure-dependent extreme value response for applications dependent
on damage evolution processes (e.g. fatigue, fracture, creep). This framework is
based on application of the EVMCFs which characterize the coupled microstructure
attributes that have the most statistical relevance to the extreme value response and
helps to inform the design process for a given application. In contrast to traditional
empirically based design strategies, this framework has the potential to reduce ex-
pensive experimentation and provide better information regarding the mechanisms
of and microstructure attributes that most influence the damage evolution processes
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of interest.
9.3 Instantiation of microstructure volume elements to simulate
microstructure-sensitive extreme value fatigue response
In Chapter 5, the various aspect important to the simulation of instantiated microstructure
volume elements have been considered. Specifically, it was shown that:
• Distributions of grain size/volume for microstructure volume elements instantiated
via the Voronoi tessellation can be optimized to fit experimentally determined grain
size distributions by randomly perturbing the grain centers using a simulated anneal-
ing algorithm. The Voronoi tessellation, however, offers limited control over the
morphology of the grains. Additionally, the upper and lower of tails of the distribu-
tion of grain size/volume for the microstructure volume elements instantiated via the
Voronoi tessellation tend to be truncated.
• Microstructure volume elements can be instantiated by packing ellipsoids into a vol-
ume. These ellipsoids are generated from distributions of aspect ratios of grain equiv-
alent ellipsoids that have been fit to experimentally characterized grains. Using grain
equivalent ellipsoids to instantiate polycrystalline microstructure allows much more
control over grain shape than the previous considered Voronoi tessellation. For ex-
ample, rolling textures with elongated grain can be generated, which was not the case
with the microstructures instantiated based on the Voronoi tessellation. Additionally,
multi-modal grain/phase size distributions can be generated.
• Grain orientation and grain disorientation can be fit to the respective target distri-
bution prespecified by the user using a simulated annealing technique for both the
Voronoi tessellation and ellipsoidal based microstructure instantiation techniques.
• For various mesh densities, the response calculated over nonlocal averaging volumes
converges when the averaging volumes are on the scale of the grains. If the averaging
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volumes are on the scale of the individual elements no convergence was achieved.
• The lower order moments of the grain scale plastic response are stable when SVEs are
sufficiently large to incorporate at a minimum the 2nd nearest neighbor interactions
before periodicity.
9.4 Microstructure-sensitive extreme value probabilities of fatigue in the
Ni-base superalloy IN100
In Chapter 6, the developed microstructure-sensitive extreme value probabilistic framework
was applied to evaluate HCF in the P/M Ni-base superalloy, IN100. Specifically, it was
observed that:
• Multiple statistical volume elements (SVEs) can be instantiated and simulated us-
ing appropriate constitutive models to estimate extreme value distributions of key
response parameters.
• Cyclic plastic strain based fatigue indicator parameters computed over nonlocal av-
eraging volumes on the scale of the microstructure attributes relevant to the mecha-
nisms of fatigue crack formation can be used to identify key microstructure attributes
that correlate with extreme value response.
• The simulated extreme value distributions of the Fatemi-Socie fatigue indicator pa-
rameter (FIP) that estimate the driving forces for fatigue crack formation are fit with
high confidence (i.e., R2 > 0.97) by the Gumbel distribution.
• The shape of the extreme value distributions of the Fatemi-Socie FIPs appears to
be well defined with as few as 25 SVEs as demonstrated by the similarity in the
parameters of the fits of the observations to the Gumbel distributions for sample
sizes of 25, 50, 75 and 100 SVEs. A procedure was introduce to determine the
minimum number of simulated SVEs required to adequately characterize the extreme
value distribution of response. The number of data points is gradually increased
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until the character of the extreme value distribution is relatively unchanged when
further data points are added. If the extreme value distribution is described by one
of the well known asymptotic extreme value distribution, the goodness of fit for a
particular number of SVEs can easily be quantified by comparing the differences in
the parameters of the fit asymptotic extreme value distribution for different sample
sizes.
• Relative scatter in the distribution of the extreme value FIPs increases with reduced
maximum applied cyclic loads. This is in agreement with what has been observed
experimentally. It is likely that variability in the relative distribution of the driving
forces for fatigue crack formation as estimated by the FIPs increases as the maximum
applied load falls further below the macroscopic yield because the local plasticity
becomes more heterogeneous.
• These simulations predict that cube slip may play an important role in fatigue crack
formation, particularly when there are multiple grains oriented for cube slip clus-
tered in the same region or clusters of grains oriented for cube slip surrounded by
other grains oriented favorable for octahedral slip. These observations support the
results of previous experiments of fatigue in this material system [210]. Thus, as
fatigue crack formation is dominated by the presence of non-metallic inclusions or
voids for this particular material system, it is expected that given two inclusions of
similar character that fatigue cracks will form preferentially near the inclusion that is
surrounded by grains or grain clusters unfavorably oriented for octahedral slip.
• There are many different grain combinations that do not increase the driving forces
for fatigue crack formation as significantly as those with grains oriented with high
magnitudes of the apparent Schmid factor (i.e. between 0.45-0.5) for cube slip. This
understanding can inform the materials design of special textured materials for spe-
cific applications with well defined loading conditions.
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9.5 Microstructure-sensitive extreme value probabilities of fatigue in
duplex Ti-6Al-4V
In Chapter 7, the developed microstructure-sensitive extreme value probabilistic frame-
work was applied to characterize fatigue crack formation in HCF of several microstructure
variants of randomly textured duplex Ti-6Al-4V. Specifically, it was demonstrated that:
• The extreme value FIPs for the microstructures with lower volume fractions of the
primary α phase and smaller grain sizes tended to be the lowest in magnitude.
• The grain size distribution appeared to have the most influence on the extreme value
distributions of the FIPs followed by the volume fraction of the primary α grains.
• In agreement with experiments, primary α grains oriented favorably for basal slip
(with a Schmid factor for basal slip between 0.45 and 0.5) have a much higher prob-
ability of being associated with the regions of extreme value FIPs than in the overall
microstructure.
• In agreement with experiments, hard-soft grain interactions between primary α grains
oriented favorably for basal slip and primary α grains oriented favorably for pyrami-
dal or α + β colonies oriented favorably for BOR modified bcc slip correlate with
increased driving forces for fatigue crack formation over a relatively wide range of
α + β Ti alloy systems.
• Similar to that of IN100, increasing the peak cyclic load also decreased the relative
scatter in the distribution of the extreme value FIPs.
• Grains oriented for easy basal slip (with Schmid factors between 0.45 and 0.5 for
basal slip) are more prevalent at the locations of extreme value response at higher
cyclic loads then at lower applied cyclic loads. It is likely that as the maximum
applied load approaches yield, the neighborhood is less important than whether a
grain is oriented for easy basal slip relative to the magnitude of the FIPs because
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plasticity is more homogeneous. Whereas when the maximum applied load falls
further below the macroscopic applied yield point, plasticity is more heterogeneous
and only occurs at locations where the stress is concentrated due to soft-hard grain
interactions, harder second phases, etc.
• If the scatter in the distribution in grain size can be reduced, the associated scatter in
the distributions of the extreme value FIPs will also be less as demonstrated by the
simulated microstructures with uniform cuboidal grains.
• It was shown that while the distributions for subsurface fatigue crack formation tend
to be best described by the extreme value Gumbel distribution, the distribution in the
driving forces for surface fatigue crack formation is better described by the extreme
value Fréchet distribution. This is significant because as the extreme value Gumbel
distribution describes tails that decay exponentially, the extreme value Fréchet dis-
tribution describes tails with polynomial decay. As exponential decay is faster, the
distribution of the extreme value driving forces for surface crack formation will tend
to be greater at higher probabilities than for subsurface crack formation.
• At low to moderate probabilities of the extreme value distributions for subsurface and
surface fatigue crack formation there is significant overlap between the two distribu-
tions. This supports the observations of competing modes of failure between surface
and subsurface fatigue crack formation which has been observed experimentally in
these types of duplex Ti alloys (e.g., [221, 232]).
9.6 Applicability of the proposed microstructure sensitive extreme value
probabilistic framework to materials design
In Chapter 8, the microstructure-sensitive extreme value probabilistic framework for dam-
age evolution processes was framed in the context of computational materials design. To
demonstrate materials design via this framework, it was hypothesized that duplex Ti-6Al-
4V microstructures would exhibit lower driving forces for fatigue crack formation when
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loaded perpendicular to a strong basal texture than was demonstrated with the random tex-
tured microstructures evaluated in Chapter 7. It was concluded that:
• This type of computational framework can be used in place of extensive experimen-
tation to evaluate multiple microstructural variants and down select to a limited set
of the most promising candidates for a given application.
• To ensure a good solution, limited experimental calibration/validation is required
because of the current limits in the capabilities of current computational models.
• The microstructure for duplex Ti-6Al-4V loaded perpendicular to a strong basal tex-
ture did exhibit an improvement in the extreme value driving forces for fatigue crack
formation over the random textured microstructure in most cases. This was par-
ticularly the case for the microstructures with smaller primary α grain and smaller
volume fractions of the primary α grains.
• In some cases, particularly for Microstructure B, the basal texture microstructures ex-
hibited more variability and higher driving forces for fatigue damage formation than
the random textured microstructures. It was shown that in these cases where the vol-
ume fraction of the primary α grains was high it is likely that an even stronger basal
texture would be required to reduce the driving forces of fatigue crack formation.
• As shown by the EVMCFs, although the basal texture microstructures exhibited less
basal slip, there still was a significant population of grains oriented for easy basal
slip. A stronger basal texture would likely remove even more of the undesirable
grain combinations that tend to increase the local driving forces for fatigue crack
formation.
9.7 Recommendations for future work
A new framework has been introduced in this dissertation that can be used to evaluate the
microstructure-sensitive extreme value response for damage evolution processes driven by
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coupled interacting microstructure attributes. Additionally, this framework can be used in
the context of computational materials designs to iterate through multiple microstructural
variants for a given material system to identify the microstructures predicted to exhibit the
best performance for a given application. This framework, however, has only been demon-
strated for a few simple cases. Moreover, the application of this framework to computa-
tional materials design was only carried out for one iteration of a specific material system,
duplex Ti-6Al-4V. A diverse field of importance is emerging relative to understanding how
coupled microstructure attributes influence the extreme value response for various damage
processes. This dissertation has only provided a general framework and more refinement
likely is required. Several specific areas for immediate future work are suggested. Specifi-
cally, such areas include:
• Microstructure representation for computational simulation. Methods to simu-
late complex material microstructure such as that found in polycrystalline metals are
lacking. For example, FE simulation of polycrystalline metals was demonstrated here
with relatively coarse voxellated meshes that were limited to grain scale estimations
of response. The grain boundaries are poorly resolved by these types of voxellated
meshes and sub-grain scale understanding of response is limited. It currently is not
clear how refined the grain boundaries and meshes have to be to capture the effects
of grain boundaries. Various modeling strategies should be evaluated and considered
in terms of their ability to estimate the extreme value response on the scale of the
microstructure attributes of interest. For example, typically Lagrangian FE modeling
approaches have been used to simulated deformation of solid materials. Are there
other modeling approaches that might be better for some applications (e.g., Eulerian
based FE codes)? More efficient and robust algorithms also need to be developed to
instantiate microstructure volume elements for simulation that are representative of
real material systems. The first order methods considered here based on the Voronoi
tessellation and on the placement of grain equivalent ellipsoids into a fixed volume
293
are likely not sufficient for high order estimation of the response at even the grain
scale. Additionally, better algorithms must be developed to mesh complex micro-
structure; this is a very active area of on going research.
• Development of improved constituitive models for polycrystals. For the types
of polycrystalline metallic material systems considered here, improved constituitive
models that account for the role of grain boundaries in slip blockage and transmis-
sion, as well as models for slip heterogeneity (e.g., banding in grains) should also be
considered. Such processes are not considered in the current crystal plasticity mod-
els described in Chapter 4, but as reviewed in Chapter 2 are likely important for the
processes of fatigue crack formation in these types of material systems. There are
more recient nonlocal (gradient) plasticity models linked to GNDs and that purport
to address dislocation pileups, but they do not expressly address slip blockage/trans-
mission or slip heterogeniety (e.g., [249–252]).
• Application of the developed framework to other damage dependant processes
such as creep and fracture. In this work the microstructure-sensitive extreme value
probabilistic framework was applied to consider the processes of fatigue crack forma-
tion in polycrystals. How can this framework be applied to consider the variability
of other damage evolution processes? What models would be able to capture the
extreme value response of interest for other damage evolution processes? There is
much promise in the application of the developed framework to answer some of these
questions.
• Expanding EVMCFs to consider higher order microstructure coupling. In this
work, the EVMCFs were only constructed in terms of the radial distribution function.
Algorithms need to be developed to characterize in EVMCFs in terms of other corre-
lation functions. This will be particularly useful in the evaluation of anisotropic mi-
crostructures such as those that result from rolling processes. Consideration can also
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be given to how can the EVMCF be constructed in terms of higher order correlation
functions (e.g.. 3-point correlation function). There are also important unanswered
questions concerning how to deal with the associated computational and data man-
agement challenges associated with higher-order EVMCFs. Particularly, how would
one appropriately interrogate the plethora of information contained in even higher or-
der correlation function to determine the most significant relationships between the
microstructure attributes relative to the extreme value response?
• Minimum SVE size required to characterize asymptotic extreme value distribu-
tions for a given response variable. In this work, the SVE size was set to minimize
changes in the lower order moments of the cyclic plastic response such that the local
response on the scale of the dominant microstructure attributes would change little
with increasingly larger volumes. Can a minimum SVE size be defined to charac-
terize a converged asymptotic extreme value distribution for a response parameter
of interest? How dependent is the asymptotic extreme value distributions for larger
SVEs on SVE size? Do the asymptotic extreme value distributions for a given re-
sponse converge to a single distribution for the largest SVEs indicating an upper
bound on the response variable of interest? In contrast, do the asymptotic distribu-
tions continue to shift for increasingly larger volumes indicating that the response
variables are unbounded? Is there a more systematic way to select SVEs for simu-
lations to enhance efficiency of the estimation of the extreme value distributions of
response such as what has been done for constructing RVE sets to estimate mean
value response parameters (cf. [178])?
• Determination of appropriate conditions by which to define the minimum SVE
size to capture the interactions of the microstructure attributes on the appropri-
ate length scale. The procedure demonstrated here to determine the appropriate SVE
size to ensure that the lower order moments of the cyclic plastic response on the scale
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of the individual grains was described in Section 5.7. This method slowly increased
the size of the periodic SVE by adding layers of grains until the response on the scale
of the individual grains changed less then a certain percentage from one a SVE of one
size to the next largest SVE considered. This approach was implemented for com-
putational convenience as the crystal plasticity models employed here struggled with
convergence for larger sized models (in terms of the number of integration points).
It was shown that at a minimum, the periodic SVEs should be at least as large as
necessary to capture second nearest neighbor interactions. In many cases the SVEs
simulated in this work considered longer range interactions than the second nearest
neighbor interaction. However, a more rigorous method to determine the minimum
SVE size would require starting with very large periodic microstructure volume el-
ements and then comparing the response averaged over individual grains for that
large volume to that of the grain averaged response in smaller sized periodic micro-
structure volume elements. Many assumptions are made by starting with the smaller
microstructures and going up in size versus the latter proposed method. For exam-
ple, it is assumed that once the grain average response stabilizes from one size SVE
to the next, this will hold for even larger SVEs. Additionally, it was assumed that
the periodic boundary conditions minimally influenced the cyclic plastic response on
the scale of the individual grains once that response converged to a relatively fixed
value for increasingly larger SVEs. It is possible that longer range interactions can
be neglected (or missed) by such an approach. Additionally, it is possible that the
periodic boundary conditions could be biasing the response averaged on the scale
of the individual grains. Therefore, it is suggested as future work to better clarify a
more rigorous approach to define a minimum SVE size for a given length scale of in-
teraction. Specifically, the approach of working from larger volumes to smaller ones
should be compared to the approach used here to determine if longer range interac-
tions are important for the cyclic plastic response on the scale of the individual grains.
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How important are such longer range interactions on the lower order moments of the
cyclic plastic response on the scale of the grains? How important are they on the
higher order moments of the cyclic plastic response on the scale of the grains? Can
the longer range interactions be neglected and still allow one to accurately compare
and rank the extreme value response for a set of candidate microstructures? How do
differing boundary conditions (e.g. periodic, traction free, fixed) affect the minimum
SVE size?
• Materials selection and design for extreme value distributions of microstructure
attributes. Materials selection and design has primarily been developed in terms of
mean value response. Little work has been done to determine a framework for im-
proving material response on the basis of tailoring extreme value attributes and asso-
ciated responses such as minimum fatigue life. There are many potential processing
challenges that need to be considered in developing materials that have been tailored
to eliminate/introduce specific extreme value attributes. Specifically, how does one
process a material to influence the extreme value attributes?
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APPENDIX A
SEMI-IMPLICIT INTEGRATION OF CRYSTAL PLASTICITY
CONSTITUTIVE RELATIONS
A.1 Semi-implicit integration scheme for constitutive relations for du-
plex Ti-6Al-4V crystal plasticity model
McGinty [166] proposed a integration scheme for large strain based crystal plasticity rela-
tions with fully implicit integration of the slip rates, but with explicit update of the hard-
ening variables. The slip rates in power-law type rate-dependent crystal plasticity models
such as those given in Equations 4.45 and 4.60 are the very difficult to integrate numeri-
cally. This difficulty of numerical integration is due to the fact that when terms in these
power-law type flow rules are raised to a very large power (which is typically the case)
instability results unless the term being raised to the large power is near unity. Numerical
integration of the evolution of the hardening variables is typically much less stiff. Thus, for
these power-law rate-dependent type models with fairly simple evolution of the hardening
variables, the semi-implicit approach proposed by McGinty can be effective because fully
implicit update of all the independent variables does not necessarily improve the result and
is much more expensive computationally. Here this semi-implicit integration scheme will
be demonstrated for the duplex Ti-6Al-4V crystal plasticity model introduced in Chapter
4.
Let ∆t = tn+1 − tn be a generic time increment where tn and tn+1 are the time at the
beginning and end of the increment, respectively. To solve the global equilibrium equations
over the time increment ∆t, the values of the Cauchy stress, the internal state variables, and
the material Jacobian matrix are required for each iteration. Hereafter the subscript n + 1
is assumed in the absence of any subscript unless otherwise specified. In this case the
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independent variables are the slip rates γ̇α and the internal state variables χα and κα. It is
assumed that tn, Tn, γ̇αn , χαn , καn , Fn and the material constants are known and that an estimate
F of is available at time n + 1.
The objective is to determine the values of the independent variables at the end of the
time step. A Newton-Raphson iterative technique is used to estimate the current value of
the slip rates (cf. [253]). The other independent variables are estimated explicitly for each
iteration of the Newton-Raphson loop. If the flow rule given in Equation 4.60 is set to zero,
this results in the function f α such that
f α = γ̇α − γ̇o
〈
|τα − χα| − κα
Dα
〉M
sgn (τα − χα) = 0 (A.1)
The value of the function in Equation A.1 at γ̇β can be approximated using a Taylor
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Solving the set of simultaneous equations given in Equation A.3 for ∆γ̇β results in a
new estimate of γ̇β. Even though the higher order terms were neglected, a highly accurate
estimate of γ̇β can be obtained by solving Equation A.3 repeatedly, each time starting with
the new estimate of γ̇β determined from the previous iteration. This iteration is repeated
until a error threshold is satisfied between the values of the slip rates from the previous
iteration and their values from the current.
The Jacobian of the Newton-Raphson iteration, ∂ (γ̇α) /∂γ̇β, is determined by differen-
tiating Equation A.1.
299
To calculate the derivatives of the absolute value, consider that for an arbitrary real
number u (i.e. u ∈ <), |u| =
√
u2 such that |u| denotes the absolute value of u. If u is a real
valued function of x such that f (x) = |u (x) | =
√
u (x)2, then by the chain rule it can be
shown that















Simplifying Equation A.4 yields
f ′ (x) =
u (x) u′ (x)
|u (x) |
= u′ (x) sgn (u (x)) (A.5)


































































The first four term on the right hand side of Equation A.7 can be derived from Equations
4.23, 4.14, 4.15, 4.4, respectively. Note that all the parameters are based on their values
at the end of the time step. The last two terms on the right hand side of Equation A.7
is determined by integrating Equations 4.7 and 4.8, respectively. Integrating the rate of






The exponential in Equation A.8 can be estimated by the Cayley-Hamilton theorem of
































Equation A.7 can be simplified by neglecting the higher order terms (see [166]), i.e.,
∂τα
∂γ̇β
= −Pα : C : Pβ (A.11)
As the Jacobian only affects the convergence of the solution and not the accuracy of the
final answer, the approximation given by Equation A.11 does not affect the final result.
Update of the hardening variables is done explicitly at each stage of the Newton-
Raphson iterative loop. The current backstress can been estimated via a backward Euler
scheme such that
χα = χαn + χ̇
α∆t (A.12)
Recalling the evolution of the backstress defined in Equation 4.61, Equation A.12 becomes
χα = χαn +
[
hγ̇α − hDχα |γ̇α|
]
∆t (A.13)
The derivative of the backstress with respect to the slip rates (i.e., ∂χ
α
∂γ̇β
) required in Equation























Because χαn is assumed constant over the time step, ∂χ
α
n/∂γ̇
α = 0. Solving Equation A.15





h − hDχαsgn (γ̇α)
]
∆t
1 + hD |γ̇α|∆t
(A.16)





h − hDχαsgn (γ̇α)
]
∆t
1 + hD |γ̇α|∆t
}
δαβ (A.17)
because δαβ = ∂γ̇α/∂γ̇β such that δαβ is the Dirac delta function and δαβ = 0 if α , β.





h − hDχαsgn (γ̇α)
]
∆t
1 + hD |γ̇α|∆t
}
(A.18)
The update of the threshold stress is calculated in the same manner as that of the back-
stress using a backward Euler scheme, i.e.






were the evolution of the threshold stress was defined previously in Equation 4.63. The
derivative of the threshold stress with respect to the slip rate which is required to compute















1 + µ |γ̇α|∆t
(A.20)
There is no evolution of the drag stress (i.e. Ḋα = 0); therefore, the terms with the
derivatives of the drag stress in Equation A.6 drops out. Thus, all the terms necessary to




= δαβ − γ̇oM
〈







A line search algorithm is also applied at the end of each iteration of the Newton-Raphson
loop to aid in convergence.
A weighted convergence criteria applied to the Newton-Raphson loop is applied to













where γ̇max ≡ |γ̇α| for α = 1, . . . ,N. By using this weighted convergence criterion, the
solution does not waist time trying to solve for relatively insignificant slip rates.
A.2 Estimation of the material Jacobian
ABAQUS [121] standard requires the UMAT to send back an estimation of the material
Jacobian for the constitutive model at each integration point. The form of the Jacobian




where ∆σ is the increment in the Cauchy stress and ∆ε is the increment in the total (inte-





The rate of deformation D was previously defined in Equation 4.12. The material Jacobian







Hill and Rice [127] suggested that the elastic law of single crystals under large defor-
mation can be expressed as
O
σ + σtr (De) = C : De (A.26)
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The elastic part of the rate of deformation tensor De is defined such that D = De +Dp where





σ = σ̇ −We · σ + σ ·We (A.27)
where σ̇ is the material time rate of σ and We is the elastic spin tensor. Neglecting the spin
terms on assuming tr (De) to be small, results in the expression
σ̇ = C : De = C : (D − Dp) (A.28)
Differentiating Equation A.28 with respect to the rate of deformation tensor results in
∂σ̇
∂D
















Assuming that σ = σn + σ̇∆t and recognizing that
∂σ
∂σ̇
∣∣∣∣∣fixed orientation = (I ⊗ I) ∆t (A.30)













where = is the fourth rank identity tensor.
The derivative of the plastic rate of deformation tensor with respect to the Cauchy stress











To calculate ∂DP/∂γ̇α, it is recognized that the plastic part of the rate of deformation tensor









Note that these tensors are all calculated in the current reference frame. Recalling that the









γ̇αPα + γ̇α (Pα)T
] · (Fe)−1 (A.34)











] · (Fe)−1 (A.35)
The derivative of the slip rates with respect to the resolved shear stress can be calculated
directly from the flow rule in Equation 4.60 and the previously defined derivatives for the











The derivative of the resolved shear stress with respect to the Cauchy stress ∂τα/∂σ can




Thus, all necessary derivatives have been defined for Equation A.29.
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APPENDIX B
LINEARIZATION AND FIT OF THE GUMBEL DISTRIBUTION
From Section 3.2, it is recalled that the cumulative distribution function (CDF) of the Gum-
bel extreme value distribution for the largest values can be expressed as





where un is the characteristic largest value of the initial variate X, and αn is an inverse
measure of dispersion of the largest value of X. Here n refers to the size of the samples
of the initial variate X in the set of distributions of X from which Yn is sampled. The
expression in Equation B.1 is the asymptotic form of the Type I extreme value distribution
of the largest values and therefore is valid as the sample size approaches infinity [75].
To linearize the Gumbel distribution, Equation B.1 can be solved for the extreme value








= αny − αnun (B.2)
Thus, an expression is obtained in the form y = mx+b of where y = ln
[
ln (1/p)
]−1, m = αn,
x = y, and b = −αnun. Ranking the data from a sample of the extreme value distribution Yn















for the jth ranked observation in a sample of size n [254]. Here the superscripts on y refer
to their rank for a particular sample of Yn. The procedure then to plot a given dataset on a
linearized scale for the Gumbel distribution is:
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]−1 for each observation and plot it against the original obser-
vation.
3. Using a least squares (or similar) fit, a line of the form y = mx + b is fit to the data.
4. The estimated parameters for the distribution is determined according to m = αn,
x = y, and b = −αnun.
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