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Resumen
El cuerpo de esta tesis esta enfocado en el reconocimiento de acciones humanas
en videos. Para ello, se reconoce la existencia de agentes visuales que caracterizan
una acción, tales como las personas y los objetos, y la dinámica temporal de los
mismos a lo largo del video.
En primer lugar, se presenta una nueva metodoloǵıa computacional para la
representación de las interacciones dinámicas entre humanos y objetos en videos.
El algoritmo propuesto captura la naturaleza dinámica de las interacciones entre
humanos y objetos modelando su evolución a la largo de la duración de la acción. A
partir de esta descripción de las interacciones, se demuestra como clasificar acciones
muy similares basados en el contexto y la dinámica de las interacciones
Posteriormente, se analiza el desempeño de un algoritmo que capture de ma-
nera automática la dinámica de las interacciones entre humanos y objetos. Para
ello, el algoritmo hace uso del contexto temporal de las actividades dentro de un
esquema de aprendizaje jerárquico discriminativo. De esta forma se obtiene un con-
junto compacto de sub-acciones discriminativas con un orden temporal especifico,
a partir del cual se representa de manera efectiva una actividad.
Los resultados de los algoritmos y representaciones visuales de las acciones
humanas propuestos se validaron de manera experimental en dos conjuntos de
videos públicos. Estas metodoloǵıas presentaron un desempeño competitivo en
relación con las propuestas que ostentan el estado del arte, demostrando de esta
forma la ventaja de la representación dinámica de las interacciones entre humanos




El campo de estudio de visión por computador tiene como objetivo el desa-
rrollo de algoritmos y metodoloǵıas computacionales que permiten a las máquinas
entender y tomar decisiones con base en la información visual, de este modo las
máquinas son capaces de emular o superar las capacidades de percepción visual
con las que cuenta el cerebro humano. La consecución este fin permitirá alcanzar
el futuro dibujado por muchas peĺıculas de ciencia ficción en las que las personas
tenemos a nuestra disposición robots asistentes que se encargan de las tareas del
hogar, ayudar en la preparación de nuestra comida favorita, sugerir la forma en la
que debemos vestir e incluso vestirnos, etc (Escorcia and Niebles, 2013).
Este trabajo se enfoca en una de las tareas fundamentales en el campo de visión
por computador: el análisis y reconocimiento de las acciones humanas. Los algo-
ritmos desarrollados para este propósito asocian los est́ımulos visuales presentes
en las imágenes y videos con una categoŕıa de actividad que se está desarrollando
en la imagen, el análisis del movimiento del cuerpo humano, el análisis y resumen
de una actividad muy larga e.g. la construcción de un puente, entre otras. Los
progresos en esta área han sido notables (Aggarwal and Ryoo, 2011). Sin embargo,
los algoritmos del estado del arte aún se encuentran muy lejos de emular las ca-
pacidades visuales del cerebro humano en términos del número de actividades que
son reconocidas y la complejidad de los est́ımulos visuales, e.g. cambios de puntos
de vista, movimiento de la cámara, oclusiones, etc.
De los múltiples acercamientos posibles para realizar la tarea de reconocimien-
to de actividades, el enfoque dominante en la actualidad es a través del uso de
técnicas de aprendizaje de máquina1 (Aggarwal and Ryoo, 2011). Estas técnicas
construyen modelos que resumen la apariencia o la dinámica de las actividades hu-
manas a partir de las caracteŕısticas visuales de un subconjunto de imágenes. En
los últimos años, la mayor parte de las representaciones de las acciones humanas
se ha volcado al uso caracteŕısticas visuales basadas en puntos de interés espacio-
temporales de bajo nivel (Laptev et al., 2008),(Jiang et al., 2012) debido a su buen
1Traducido del término en inglés Machine Learning
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desempeño para la clasificación de acciones simples, e.g. caminar, saludar, etc. en
un amplio rango de contextos de grabación. Esta representación, acompañada del
modelo de bolsa de palabras (BOW2), se ha convertido en el modelo predilecto
para los recientes desarrollos en esta área de investigación. Sin embargo, la repre-
sentación de las acciones a partir de esta metodoloǵıa carece de una estructura
o significado semántico. Con el ánimo de solventar el inherente vaćıo semántico
en la descripción de las actividades y aprovechando los avances alcanzados en el
área de reconocimiento y seguimiento de objetos (Everingham et al., 2010),(Yang
et al., 2011), este trabajo presenta una descripción de las acciones humanas en
términos de las interacciones entre humanos y objetos. Es decir, las caracteŕısticas
visuales empleadas en este trabajo hacen referencia a la descripción expĺıcita de
las interacciones entre los agentes de la actividad, i.e. una persona y un objeto. El
uso del contexto mutuo entre humanos y objetos permite distinguir actividades y
acciones con patrones de movimiento similares como contestar el teléfono y tomar
café. Al mismo tiempo que, una adecuada descripción de las interacciones permite
distinguir acciones con patrones de movimiento similar que involucran el mismo
objeto e.g. llamar por teléfono y contestar el teléfono.
El enfoque metodológico de este trabajo se concentra en el reconocimiento de
actividades humanas a partir de la descripción espacio-temporal de las interac-
ciones entre humanos y objetos (H&O). Sin embargo, es importante destacar que
el modelado de las interacciones H&O no es espećıfico al reconocimiento de acti-
vidades. Una de las áreas del conocimiento que se beneficia de las observaciones
realizadas en este trabajo es la róbotica, donde se espera que la descripción de las
interacciones H&O permita impulsar el desarrollo de robots asistenciales (Koppu-
la et al., 2013). Estos agentes robóticos ofrecerán llenar su taza de café cuando
detecten que usted halla acabado, con base en la información visual asociada con
los movimientos particulares de la acción de beber y sus gestos.
Las metas alcanzadas con este trabajo son:
Diseño e implementación de un descriptor visual para describir las interac-
ciones entre humanos y objetos.
Construcción de una representación de las acciones humanas basada en las
interacciones entre humanos y objetos.
Implementación y Evaluación de un algoritmo de aprendizaje de máquina
para el reconocimiento de acciones humanas a partir de las interacciones
entre humanos y objetos
Las contribuciones de este trabajo en el área de reconocimiento de acciones
2Acrónimo tomado del termino en inglés, Bag of Words
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humanas son:
Describir las acciones humanas en términos de la dinámica de las interaccio-
nes entre humanos y objetos.
Mostrar que el modelado dinámico de las interacciones entre humanos y ob-
jetos puede ser utilizado para mejorar el reconocimiento de acciones humanas
con un contexto humano-objeto idéntico.
Analizar el desempeño de un algoritmo que define de manera automática la
estructura temporal de las actividades en el contexto de interacciones entre
humanos y objetos.
Este trabajo está organizado de la siguiente forma, en el caṕıtulo 1 se analiza
una representación de las acciones humanas en términos de las interacciones entre
humanos y objetos. Posteriormente, en el Caṕıtulo 2 se analiza un algoritmo de
descomposición de las actividades en segmentos temporales discriminativos que
capturan la dinámica y estructura de la actividad en el contexto de interacciones
entre humanos y objetos. Finalmente, se presentan las conclusiones alcanzadas a








Los algoritmos actuales de reconocimiento de acciones humanas en videos pue-
den lograr resultados prometedores de clasificación en conjuntos de videos públicos
provenientes de diferentes contextos, e.g. peĺıculas, videos de internet, etc. (Lap-
tev et al., 2008),(Shah, 2009),(Rodriguez et al., 2008). Sin embargo, todav́ıa es
un desaf́ıo para la mayoŕıa de los algoritmos generar descripciones semánticas o
lograr una comprehensión detallada de la información visual, debido a la amplia
brecha entre las representaciones visuales y la información semántica de alto nivel
relacionada con los objetos, sus partes y propiedades. El algoritmo estándar de
facto empleado para el reconocimiento de acciones usa una representación de bolsa
de palabras de puntos de interés espacio-temporales (Dollar et al., 2005), (Laptev
et al., 2008). Esta metodoloǵıa computacional es capaz de categorizar acciones
simples, e.g. ponerse de pie o dar la mano, con un éxito moderado, pero tienen
problemas capturando caracteŕısticas semánticas tales como objetos involucrados
en una acción o las relaciones entre objetos y actores. Este caṕıtulo se concentra
en representaciones de acciones humanas que capturen caracteŕısticas semánticas,
con el fin de reducir la escasez de descripciones de este tipo inherentes en muchos
enfoques tradicionales.
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Figura 1.1: Los objetos juegan un rol importante para describir y categorizar acciones
humanas, puesto que proporcionan información relevante acerca de las acciones que
se están desarrollando. Sin embargo, reconocer los objetos involucrados en un evento
puede ser insuficiente para distinguir las acciones humanas. En el ejemplo visualizado
arriba, no es suficiente reconocer un teléfono para diferenciar entre contestar el teléfono
(fila de arriba) y marcar el teléfono (fila de abajo). Además, modelar su configuración
espacial relativa general no proporciona poder de discriminación, en tanto que el objeto
esta siempre ubicado en configuraciones similares con respecto al actor. Con el fin de
discriminar estas acciones, es crucial modelar cómo las relaciones humano-objeto cambian
a través del tiempo.
Una dirección prometedora para aumentar el nivel de descripción semántica y
que puede ser usada para la comprehensión de las acciones es el modelado de las
interacciones entre humanos y objetos. Las interacciones humano-objeto son una
caracteŕıstica poderosa que proporciona información contextual acerca de actores
y objetos. Además, ésta ha mostrado ser cŕıtica para el reconocimiento exitoso de
acciones, humanos y objetos en imágenes estáticas (Yao and Fei-Fei, 2010b). Los
métodos actuales para modelar interacciones en video se enfocan en capturar el
contexto de ocurrencia entre los objetos y las acciones, aśı como las ubicaciones
espaciales relativas entre objetos y actores (Gupta and Davis, 2007), (Prest et al.,
2012). Estas caracteŕısticas pueden ser suficientes cuando cada acción de interés
implica un objeto diferente, e.g. contestar el teléfono o beber, o cuando las acciones
que involucran un mismo objeto adoptan posiciones relativas particulares entre el
objeto y la persona que lo manipula, e.g. ejecutar el servicio o realizar un golpe
directo en el tenis. Sin embargo, usualmente el interés se concentra en acciones que
involucran el mismo objeto como las que se aprecian en la figura 1.1, las cuales
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solo pueden ser diferenciados modelando cómo el objeto se relaciona con el actor
a través del tiempo. Infortunadamente, los algoritmos actuales son incapaces de
codificar esta información. En este caṕıtulo se aborda este tema introduciendo
una representación que codifica las caracteŕısticas relacionadas con las interaccio-
nes espacio-temporales entre humanos y objetos en video. El algoritmo presentado
combina información acerca del objeto y actor, su posición relativa y la evolución
de la interacción a través del tiempo. Integrando estas caracteŕısticas, el algoritmo
es capaz de capturar diferencias sutiles en acciones que solo difieren en la evolu-
ción temporal de la interacción humano-objeto, tales como llamar y contestar el
teléfono. Adicionalmente, la metodoloǵıa computacional propuesta produce una
representación semántica descriptiva, de la cual se pueden aprender caracteŕısticas
significativas que mejoran el rendimiento del reconocimiento de acciones.
Este caṕıtulo esta organizado de la siguiente forma, en la Sección 1.1 se re-
sume el trabajo previo relacionado con el reconocimiento de acciones humanas
involucrando interacciones entre humanos y objetos. Luego, la Sección 1.2 descri-
be la representación propuesta de las interacciones espacio-temporales de humanos
y objetos. Posteriormente, la Sección 1.3 presenta la metodoloǵıa computacional
propuesta para el reconocimiento de acciones humanas con base en la representa-
ción propuesta. Finalmente, en la Sección 1.4 se presenta la validación experimental
de la representación propuesta.
Una versión de este trabajo fue presentado en “IEEE International Conference
on Computer Vision”(Escorcia and Niebles, 2013).
1.1. Trabajo Previo
En esta sección, se presentan los trabajos más relevantes en reconocimiento
de acciones humanas en imágenes estáticas y videos. Para una mayor cobertura
de los temas de interés se recomiendan los recientes estudios acerca del análisis
de actividades (Aggarwal and Ryoo, 2011) y clasificación de objetos (Everingham
et al., 2010).
1.1.1. Reconocimiento de acciones humanas en imágenes
estáticas empleando descripciones densas
El esquema de clasificación de imágenes estándar basado en diccionarios de
parches locales (Everingham et al., 2010) acompañados con un esquema de agru-
pamiento espacial (Lazebnik et al., 2006) puede proporcionar estimaciones acep-
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tables de las categoŕıas de acciones en ciertos contextos (Delaitre et al., 2010). Sin
embargo, esta representación estad́ıstica es menos adecuada en escenarios de cate-
gorización de acciones muy similares (Yao and Fei-Fei, 2010a). En esta situación,
Yao y Fei-Fei demostraron que las estructuras de extracción discriminativas, de-
nominadas grouplets, son más convenientes que el agrupamiento de parches locales
(Yao and Fei-Fei, 2010a). Otra representación densa basada en patrones aleato-
rios discriminativos con propiedades similares ostenta el estado del arte actual en
reconocimiento de acciones en imágenes estáticas (Yao et al., 2011b).
Todos los enfoques anteriores carecen de una descripción semántica de la ac-
tividad humana debido al uso de parches locales como śımbolos atómicos para la
descripción de las acciones.
1.1.2. Reconocimiento de acciones humanas en imágenes
estáticas con base en descripciones semánticas
Recientemente algunos trabajos han considerado el uso de caracteŕısticas semánti-
cas para la categorización de las acciones humanas en imágenes estáticas. Yao et
al. usan un espacio semántico de atributos de acciones, objetos y poses humanas;
las imágenes son proyectadas en el espacio para obtener una categorización y re-
presentación significativa (Yao et al., 2011a). De forma similar, Sadeghi y Farhadi
(Sadeghi and Farhadi, 2011) combinan frases visuales y modelos de objetos únicos
para mejorar la detección de ambas entidades. Una frase visual es un objeto o un
grupo de objetos asociados con un concepto semántico, por ejemplo una persona
con una botella. Estas frases modelan de manera directa la descripción visual de
las interacciones entre objetos. Desafortunadamente, usualmente se requieren datos
de entrenamiento altamente supervisados con el fin de construir representaciones
significativamente semánticas.
Otros métodos se apoyan en el uso de poses discriminativas del cuerpo humano
para categorizar las acciones humanas. Yao y Fei-Fei representan la pose humana
a través de esqueletos, los cuales combinados con grafos 2.5D permiten ser flexibles
ante rotaciones fuera de plano (Yao and Fei-Fei, 2012). Asimismo, algunos trabajos
combinan la información de poses del cuerpo humano con el contexto de la escena.
Gupta et. al categorizan un pequeño conjunto de acciones deportivas usando una
estructura bayesiana que toma en cuenta las relaciones entre las poses humanas,
los objetos y el contexto de la escena (Gupta et al., 2009). Yao y Fei-Fei (Yao
and Fei-Fei, 2010b) propusieron un modelo de campos aleatorios condicionales,
CRF1, estándar para inferir posiciones de partes del cuerpo y de los objetos, apro-
1Acrónimo tomado del término en inglés, “Conditional Random Field”
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vechando el contexto mutuo entre ellos. Recientemente, Desai y Ramanan (Desai
and Ramanan, 2012) combinan el concepto de frases visuales discriminativas pa-
ra categorizar acciones humanas e inferir poses del cuerpo humano. La principal
desventaja de todas estas metodoloǵıas es que la estimación de la pose humana es
todav́ıa una tarea muy desafiante para los algoritmos actuales, por lo tanto estos
trabajos requieren una gran cantidad de supervisión para reconocer las acciones
humanas.
En esta dirección y aún más relacionado con el objetivo de este caṕıtulo, algu-
nos investigadores han propuesto la introducción de caracteŕısticas de interacción
humano-objeto sin modelar la pose del cuerpo humano directamente (Desai et al.,
2010). Ésta es una metodoloǵıa intermedia que aprovecha las relaciones entre acto-
res y objetos involucradas en una acción sin requerir la exigente supervisión de la
la localización de las partes del cuerpo humano. A diferencia del trabajo propuesto
en este caṕıtulo, esta metodoloǵıa se desarrolló para la interpretación de imágenes
estáticas y su extensión al dominio de videos no es directa.
1.1.3. Reconocimiento de acciones humanas en videos con
base en descripciones semánticas
Recientemente un conjunto de trabajos han comenzado a incorporar carac-
teŕısticas semánticas distintivas para el reconocimiento de acciones en videos.
Algunos autores inspirados por los trabajos realizados en el reconocimiento y
categorización de objetos y escenas proponen el uso de representaciones interme-
dias distintivas. Éstas pueden ser vistas como espacios semánticos en los cuales
se pueden proyectar videos y obtener descripciones significativas. Las opciones de
espacios con rendimientos prometedores son los atributos (Liu et al., 2011) o de-
tectores de acciones simples agrupados en un banco de acciones (Sadanand and
Corso, 2012). Desafortunadamente, de manera similar a los acercamientos basados
en imágenes estáticas, se requieren un conjunto de datos de entrenamiento alta-
mente supervisados con el fin de construir estas representaciones significativamente
semánticas.
Otros métodos adoptan representaciones enfocadas en la aparición de las per-
sonas en los videos para codificar caracteŕısticas más relevantes a las actividades de
interés. Usualmente, estos algoritmos emplean esquemas de seguimiento como una
etapa de pre-procesamiento con el fin de localizar el actor en la escena. Posterior-
mente, se representan los patrones visuales y de movimiento usando caracteŕısticas
locales de video que permiten categorizar las acciones (Patron-Perez et al., 2012).
Alternativamente, Lan et. al plantearon una representación en la cual la locali-
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zación del actor es una variable latente inferida a través de un grafo de manera
discriminativa (Lan et al., 2011). Esta representación ofrece una descripción más
detallada de los componentes de la acción con un considerable aumento en la com-
plejidad del modelo. Inspirados en estos trabajos, la metodoloǵıa computacional
propuesta en este caṕıtulo hace uso de esquemas de detección y seguimiento visual
de personas y objetos. Sin embargo, nos ocupamos de la descripción de las acciones
de una manera diferente a la presentada por estos trabajos.
En esta dirección y más cercanamente relacionado con el esquema propuesto en
este caṕıtulo, algunos investigadores han propuesto la introducción de caracteŕısti-
cas de interacción humano-objeto, es decir a las relaciones entre actores y objetos
involucrados en una acción. Algunos autores (Gupta and Davis, 2007),(Prest et al.,
2013) han hecho uso de las interacciones entre humanos y objetos para el reconoci-
miento de acciones. Sin embargo, estas representaciones, inspiradas en los trabajos
realizados en imágenes estáticas, se enfocan en las relaciones espaciales entre el
humano y un objeto, por lo cual carecen de la habilidad para capturar la evolución
temporal de la interacción humano-objeto a través del tiempo.
La representación presentada en este caṕıtulo se concentra en incorporar ca-
racteŕısticas relacionadas a la dinámica espacio-temporal de interacciones humano-
objeto en video. Por lo tanto, este trabajo también está relacionado con los métodos
que codifican estructuras temporales o evolución temporal de caracteŕısticas pa-
ra reconocimiento de actividades. Esto incluye métodos que modelan relaciones
espacio-temporal de caracteŕısticas visuales, tales como segmentaciones jerárqui-
cas espacio-temporales codificadas en estructuras gráficas (Brendel and Todorovic,
2011), caracteŕısticas de bajo nivel agrupadas en grillas temporales (Niebles et al.,
2010),(Gaidon et al., 2011), o espacio-temporales (Laptev et al., 2008), aśı como
modelos secuenciales tradicionales tales como HMM (Ikizler and Forsyth, 2008),
HCRF (Wang et al., 2006), (Tang et al., 2012a) o DBN (Laxton et al., 2007).
Todos estos son revisados con más detenimiento en la sección 2.1.
1.2. Representación espacio-temporal de las in-
teracciones entre humanos y objetos
En esta sección se expone la representación para interacciones humano-objeto
en videos.
La representación propuesta captura caracteŕısticas relativas a relaciones entre
humanos y objetos, la cual se ilustra en la figura 1.2. Dada la posición de un
humano H1:Ti y de un objeto O1:Tj en una secuencia de video de longitud T , el
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Figura 1.2: Este descriptor codifica la dinámica de interacciones espacio-temporales
humanas en videos. El descriptor trabaja en pares de trayectorias (primera columna)
y computa caracteŕısticas (segunda y tercera columna) relacionadas con : la posición
relativa del objeto con respecto al humano, solapamiento entre humano y objeto, y sus
tamaños relativos. Con el fin de capturar cómo la interacción entre humano y objeto
evoluciona a través del tiempo, este método integra estas caracteŕısticas en intervalos de
tiempo. Como ejemplo, se ilustra el caso de 3 intervalos sin solapamiento (cuarta colum-
na), la cual define una segmentación espacio-temporal donde se integra la información
de posición relativa.
objetivo de la representación propuesta es codificar la información acerca de cómo
evoluciona la interacción entre el humano y el objeto a través del tiempo. Como
lo muestran los experimentos, describir la evolución de las interacciones ayuda a
discriminar acciones que: (1) involucran objetos similares, donde la ocurrencia de
los objetos no es una pista suficiente para discriminación; (2) involucran objetos y
humanos que mantienen relaciones espaciales similares, donde la medida global de
la posición y tamaños relativos no es una caracteŕıstica distintiva; (3) sólo pueden
ser discriminadas por analizar el aspecto temporal de las relaciones entre objeto y
humano.
Para codificar la evolución temporal de la interacción, se integra información
acerca de la posición relativa, tamaños de los objetos y humanos en casillas espacio-
temporales. Intuitivamente, la cuantización temporal proporciona robustez ante
el ruido y varianza al interior de los ejemplos asociados con la misma acción,
con un modelo dinámico continuo, en lugar de modelar de forma cinemática la
interacción.
En la práctica, esta representación adiciona las siguientes caracteŕısticas de
cada frame t en la secuencia.
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Posición Relativa φtl
Codifica la posición espacial relativa del objeto Otj con respecto al humano H ti
en el frame t. Para ello se codifica esta relación usando casillas radiales dentro de
una elipse en cada frame del video tal y como se ilustra en la figura 1.2. Vale la
pena mencionar que se adopta una estrategia de votación suave, donde los objetos
emiten votos con pesos que son inversamente proporcionales a la distancia de su
centroide hasta el centro de la casilla. La estrategia de votación suave permite
lidiar con la incertidumbre en la posición y forma del objeto. El uso de una casilla
en forma eĺıptica permite tener en cuenta la relación de aspecto del cuerpo humano
y suaviza la ubicación por medio de recuadros de la persona. Como se ilustra en la
figura 1.2, en la práctica se usan 8 divisiones angulares y 2 divisiones radiales para
caracterizar interacciones finas. Asimismo, se emplea 1 casilla, representada con el
radio exterior más grande, para establecer la posición del objeto cuando no esta
en contacto con la persona. Esto produce un descriptor de 17 dimensiones.
Tamaño relativo φtr:
Codifica la relación del área en ṕıxeles entre las ventanas del humano y del ob-
jeto, es decir φtr = |Otj|/|H ti |. Esta caracteŕıstica es útil para definir impĺıcitamente
restricciones acerca del tamaño del objeto, por ejemplo la copa es más pequeña
que el humano en acciones de beber.
Solapamiento Relativo φto
Esta caracteŕıstica es computada como el área de intersección entre las ven-
tanas del humano y del objeto. De esta forma, se combina información acerca del
tamaño y la distancia del objeto con respecto al humano, en un único escalar.
Las caracteŕısticas anteriores φtl , φtr y φto en cada frame t en el intervalo de
tiempo t = [1, T ]. Con el fin de codificar cómo estas caracteŕısticas evolucionan a
través del tiempo, éstas son integradas en muchos intervalos de tiempo. En general,
se define un conjunto V de V intervalos de tiempo Iv = [tstartv , tendv ]. Cada intervalo
v está asociado con un vector de caracteŕısticas Φv = [Φvl ,Φvo,Φvr ], en el cual se
integran las caracteŕısticas como se muestra a continuación:
Φvl =
1





1.3. Clasificación de acciones
Φvo =
[





máxt∈Iv φtr mı́nt∈Iv φtr φtr
]
(1.3)
Finalmente, los descriptores extráıdos se concatenan en cada intervalo confor-
mando un único vector que describe las interacciones de toda la secuencia de video.
Φ(Hi, Oj) =
[
Φ1,Φ2, . . . ,ΦV
]
(1.4)
La representación de las interacciones propuesta puede ser usada con muchas
opciones del conjunto V . Algunas opciones naturales son: (a) dividir un video en
intervalos temporales de igual longitud sin solapamiento (figura 1.2), (b) pirámide
temporal con segmentos temporales en múltiples escalas de tiempo. En esta inves-
tigación se estudian ambas opciones experimentalmente, en la evaluación emṕırica
de la sección 1.4.
La figura 1.3 visualiza las caracteŕısticas computadas para dos videos de ejem-
plos de hacer una llamada telefónica y contestar una llamada telefónica. Se nota
que el uso de múltiples intervalos de tiempo (columna derecha) produce descrip-
tores con más alto poder de discriminación en comparación a la integración global
(columna central).
1.3. Clasificación de acciones
En esta sección, se describe cómo puede ser empleada la descripción de las
interacciones humano-objeto propuesta para la representación de las acciones hu-
manas en videos. A continuación, se presenta la metodoloǵıa empleada para el en-
trenamiento de los clasificadores para cada acción de interés a partir de un conjunto
de videos. Asimismo, se describe cómo realizar el reconocimiento de acciones en
nuevas secuencias de video. La figura 1.4 resume el esquema de reconocimiento de
acciones propuesto y la metodoloǵıa algoŕıtmica necesaria para su desarrollo.
1.3.1. Entrenamiento
El objetivo del entrenamiento es aprender a clasificar cada acción de interés.
Para ello, se requiere de un conjunto de videos que contengan ejemplos de la acción
que se desea reconocer. Estos videos son anotados con: la secuencia temporal donde
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Figura 1.3: Interacciones espacio temporales entre humanos y objetos. Dado una tra-
yectoria de objetos y humanos en un video de entrada (primera columna), el descriptor
computa caracteŕısticas relativas a las relaciones entre objeto y actor. Los métodos en
comparación, integran estas caracteŕısticas en un único segmento espacio temporal (se-
gunda columna), ignorando toda la información temporal relativa a la interacción. El
descriptor aqúı descrito, integra esta información en múltiples intervalos de tiempo sepa-
radamente. En este ejemplo, el descriptor propio (tercera columna) integra información
en 3 intervalos de igual longitud sin solapamiento, que cubren la secuencia completa.
De esta forma, el algoritmo toma ventaja de la evolución temporal de la interacción
humano-objeto, proporcionando una mejora de rendimiento en la tarea de reconoci-
miento de acciones humanas.
ocurre la acción, y recuadros que determinan la ubicación del humano y el objeto
en al menos un frame.
Como primera etapa de pre-procesamiento, el algoritmo propuesto requiere
las ubicaciones espacio temporales de la persona y el objeto a lo largo de la sub-
secuencia temporal que contiene la acción. Estas ubicaciones pueden ser obtenidas
mediante una combinación de algoritmos de seguimiento con base en caracteŕısticas
de bajo nivel y detectores de objetos como en (Prest et al., 2013). El objetivo de
esta etapa es proveer los recuadros del objeto y la persona en cada frame necesarios
para capturar la dinámica de la interacción entre humano y objeto. En la práctica,
se utilizó un algoritmo simple de seguimiento de bajo nivel basado en plantillas de
correlación a partir de los recuadros suministrados. Este esquema de seguimiento
simple puede fallar en algunos videos, por lo que manualmente se añaden algunas
anotaciones hasta que el resultado del algoritmo de seguimiento sea aceptable. En
otras palabras, se decidió evaluar a la representación de las acciones humanas con
recuadros de gran calidad con el fin de aislar los efectos de las fallas producidos
por un inadecuado seguimiento. De esta forma, la evaluación se enfoca en el poder
discriminativo del descriptor propuesto.
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A partir del conjunto de ubicaciones espacio temporales del humano y el objeto
encontrados por el esquema de seguimiento, se computan los descriptores para
todas las parejas de humano-objeto en el conjunto de entrenamiento. Para llevar
a cabo esta tarea, se emplean las caracteŕısticas introducidas en la sección 1.2,
las cuales capturan la información sobre la localización del humano-objeto, sus
tamaños y la evolución temporal de estas relaciones.
Finalmente, se entrena un clasificador basado en algoritmos de aprendizaje de
máquina y un conjunto de videos de entrenamiento etiquetados al nivel de la cate-
goŕıa de acción que se desarrolla a lo largo del mismo. En la práctica, los ejemplos
positivos empleados corresponden con los descriptores computados sobre las pare-
jas humano-objeto asociadas con la acción de interés, mientras que los descriptores
de cualquier pareja humano-objeto con una etiqueta diferente a la de la acción de
interés son considerados como negativos. Para la clasificación de las acciones huma-
nas se entrenó un clasificador discriminativo que determina la frontera de decisión
asociada con la categoŕıa de interés en el espacio de caracteŕısticas definido por
las interacciones humano-objeto. En la práctica, se empleó un clasificador lineal
basado en máquinas de soporte vectorial, SVM2.
1.3.2. Reconocimiento
Durante la etapa de reconocimiento, el algoritmo localiza y reconoce las ac-
ciones humanas en una nueva secuencia. De manera similar al entrenamiento, se
utiliza una etapa de pre-procesamiento para conseguir el conjunto de localizacio-
nes espacio-temporales de la persona y el objeto. Este proceso tiende a producir
un conjunto numeroso de localizaciones, por lo que la tarea de nuestro clasificador
consiste en discriminar cual pareja humano-objeto verdaderamente corresponde a
cada acción de interés. Para ello, se conforman parejas de candidatos humano-
objeto agrupando los conjuntos de ubicaciones que son cercanos en espacio y tiem-
po. Para cada pareja candidata, se computa el descriptor correspondiente tal y
como se mostró en la sección 1.2. Finalmente, a partir del descriptor asociado con
cada pareja se calcula su nivel de certeza con base en el modelo discriminativo de
clasificación. Una pareja se declara como positiva, si su nivel certeza es mayor que
el umbral establecido para la acción. En un escenario de múltiples clases, se prueba
cada pareja humano-objeto contra todos los clasificadores de acciones humanas y
la decisión de clasificación corresponde con la de la acción con el nivel de certeza
más alto.
2Acrónimo tomado del término en inglés “Support Vector Machine”
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Esquema de Reconocimiento de Acciones
Figura 1.4: Diagrama de bloques del esquema de reconocimiento de acciones propuesto
junto con el diagrama de flujo del algoritmo de la etapa de entrenamiento. Los detalles




Para validar las caracteŕısticas y la representación propuesta para la descrip-
ción de las interacciones, se evaluó el algoritmo de reconocimiento de acciones
humanas para la tarea de clasificación usando dos conjuntos de videos públicos
(Gupta and Davis, 2007),(Messing et al., 2009).
1.4.1. Conjunto de videos de Gupta
En primer lugar, se evaluó el esquema propuesto para el reconocimiento de
acciones humanas usando el conjunto de videos de acciones humanas con múltiples
clases propuesto en (Gupta and Davis, 2007). Este conjunto de videos contiene
unos 10 actores desarrollando 6 acciones que involucran 4 clases de objetos para
un total de 54 videos. Las acciones en este conjunto de videos son: beber de una
taza, rociar de una botella, contestar una llamada telefónica, hacer una llamada
telefónica, servir de una taza y encender una linterna. Los videos fueron tomados
en un laboratorio, usando una cámara estática en una escena con un fondo verde
y objetos blancos.
Para evaluar el poder discriminativo de la representación propuesta, se uti-
lizó un esquema de validación cruzada con cuatro conjuntos. Los clasificadores de
las acciones humanas se entrenaron empleando las caracteŕısticas de interaccio-
nes espacio temporales descritas anteriormente junto con un vector de activación
booleana que captura la información contextual entre las acciones y los objetos
de forma similar a como se propuso en (Prest et al., 2013). En todos los casos,
se entrenaron clasificadores binarios usando los ejemplos de otras clases como ne-
gativos. Durante la etapa de reconocimiento, todas las parejas humanos-objetos
encontradas en un video son examinadas por cada uno de los clasificadores binarios
y la predicción de la acción asociada con el video corresponde con la clasificador
con el mayor nivel de certeza sobre todas las parejas.
Con el ánimo de enfocar la evaluación en el poder discriminativo de de las
caracteŕısticas y representaciones propuestas, se usó el mismo conjunto de recua-
dros espacio temporales de humanos y objetos cuando se compararon múltiples
métodos. La figura 1.5(a) resume los resultados de la evaluación cuantitativa del
descriptor propuesto en término de una matriz de confusión, cuyo promedio en la
diagonal es de 96.3 %. En esta figura también se compara el desempeño del des-
criptor propuesto contra una implementación propia del algoritmo que ostenta el
estado del arte en la descripción de las interacciones entre humanos y objetos de
(Prest et al., 2013)). Este algoritmo calcula las interacciones y relaciones en un
17
1. Clasificación de acciones humanas mediante interacciones



























co ll to en se ro
(b)
Figura 1.5: Matrices de confusión en el conjunto de videos de Gupta. (a) El descriptor
propuesto que captura las interacciones espacio temporales entre humano y objeto, (b)
interacción humano-objeto descrito en (Prest et al., 2013).
único intervalo temporal y no captura la evolución temporal de la interacción. La
matriz de confusión asociada con este algoritmo se presenta en 1.5(b), con un pro-
medio en la diagonal de 87.5 %. Vale la pena destacar que el descriptor propuesto
provee una mayor discriminación, especialmente cuando las acciones de interés in-
volucran objetos similares y relaciones espaciales que solo pueden ser discriminadas
usando el aspecto temporal de la interacción.
Adicionalmente, se evaluó la contribución de cada componente del descriptor
propuesto hasta la presentación de reconocimiento final. La tabla 1.1 resume las
comparaciones cuantitativas para cada componente empleando dos métricas de
Tabla 1.1: Evaluación cuantitativa de los diferentes componentes del descriptor pro-
puesto en el conjunto de videos de Gupta (a) Acumula Φl sobre un único intervalo de
tiempo que cubre toda la secuencia. (b) Combinación de (Φl, Φs, Φo) sobre un único in-
tervalo de tiempo que cubre toda la secuencia. (c) y (d) agregan las caracteŕısticas sobre
3 intervalos temporales no solapados de longitud uniforme que cubren toda la duración
de la secuencia.
Método Precisión AP promedio
Descriptor HOI Global (Prest et al., 2013) 87.5 % 91.9 %
(a) Posición Relativa Global (Φl) 82.5 % 80.2 %
(b) Interacciones Globales (Φl,Φs,Φo) 90.1 % 83.5 %
(c) Posición Relativa Espacio-Temporal 88.5 % 87.3 %
(d) Interacciones Espacio-Temporales 96.3 % 93.2 %
18
1.4. Resultados Experimentales
Tabla 1.2: Comparación experimental de diferentes alternativas estructurales para el
conjunto V.
Alternativas de estructuras temporales V Precisión AP promedio
Pirámide Espacio-Temporal, 3-niveles 85.2 % 95.5 %
Segmentos planos, 1 intervalo global 90.1 % 83.5 %
Segmentos planos, 3 intervalos no-solapados 96.3 % 93.2 %
desempeño: precisión, la cual corresponde al promedio de la diagonal de la matriz
de confusión en el escenario de evaluación de múltiples clases; y el AP promedio, el
cual corresponde al promedio de los valores AP3 de cada clasificación de binario.
Nótese que cada caracteŕıstica es complementaria y que la representación propuesta
alcance el mejor desempeño combinando la posición relativa, el tamaño relativo,
el solapamiento enmarcados dentro de una descripción espacio temporal. La tabla
1.1 también compara el descriptor propuesto contra una versión de referencia que
acumula las caracteŕısticas en único intervalo temporal, es decir, de manera similar
a la representación propuesta por (Prest et al., 2013). Vale la pena aclarar, que
los resultados obtenidos con la implementación propia del algoritmo (Prest et al.,
2013) usaron el mismo conjunto de localizaciones de humanos y objetos que el
descriptor propuesto. De esta forma, se garantiza una comparación justa y válida
de las bondades de ambas descripciones.
Complementando el análisis de la representación de las interacciones entre
humanos y objetos a través de las caracteŕısticas propuestas, se estudió el efecto
de diferentes alternativas para el conjunto V . La tabla 1.2 resume los resultados
encontrados para tipos de arreglos temporales. En ésta se aprecia que el uso de una
estructura espacio-temporal en forma de pirámide disminuye el desempeño de las
caracteŕısticas propuestas en relación con el resultado presentado anteriormente.
Este comportamiento podŕıa ser atribuido a un sobreajuste4 de la información
presentada en entrenamiento debido al aumento en la dimensión del vector de
caracteŕısticas y el pequeño conjunto de entrenamiento.
1.4.2. Conjunto de video de Rochester
En un segundo experimento, se evaluó el algoritmo propuesto en el conjunto
de videos de Rochester (Messing et al., 2009). Este conjunto de videos contiene
5 actores, desarrollando 10 acciones de la vida diaria que involucran 8 clases de
objetos para un total de 150 videos. En comparación con el conjunto de videos
3Acrónimo tomado del inglés, “Average Precision”
4Traducido del término en inglés .overfitting”
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Tabla 1.3: Evaluación cuantitativa de las caracteŕısticas propuestas y de los esquema
de representación propuesto y de referencia en el conjunto de videos de Rochester. Ver
tabla 1.1 para más detalles.
Método Precisión AP promedio
Descriptor HOI Global (Prest et al., 2013) 90.7 % 93.9 %
Posición Relativa Global 82.0 % 92.7 %
Interacciones Globales 92.7 % 89.5 %
Posición Espacio-Temporal Relativa 92.7 % 90.1 %
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Figura 1.6: Matrices de confusión para el conjunto de videos de Rochester. (a) La
descripción propuesta de las interacciones espacio temporales entre humano y objeto.
(b) Descripción de la interacción humano-objeto propuesta por (Prest et al., 2013).
de gupta, este es un conjunto de videos más desafiante con videos grabados en
una cocina real como escenario y objetos reales. En la figura 1.6(a) se resume el
desempeño de la representación propuesta a través de una matriz de confusión.
Igualmente, se compara el algoritmo propuesto con la implementación propia del
algoritmo del estado del arte para la descripción de las interacciones humano-
objeto (Prest et al., 2013), cuya matriz de confusión se aprecia en la figura 1.6(b).
De manera similar a los resultados obtenidos anteriormente, se apreció que el
descriptor espacio-temporal propuesto tiene un gran poder de discriminación en
comparación con la mejor interacción reportada en la literatura (Prest et al., 2013).
De igual forma, en la tabla 1.3 se aprecian las comparaciones de las caracteŕısticas
empleadas para el modelado de las interacciones y la representación de referencia
de nuestro algoritmo.
Finalmente, la figura 1.6 muestra ejemplos de reconocimiento de acciones de
manera exitosa, aśı como de errores de clasificación cometidos por el esquema
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computacional propuesto. La mayoŕıa de los errores se debe a una fuerte simili-
tud de la relación espacio temporal entre humanos y objetos. En futuros trabajos
se abordará esta situación con una descripción estructurada de la interacciones
humano-objeto que tenga en cuenta la ocurrencia de aparición de múltiples obje-
tos.
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Figura 1.7: Resultados de ejemplos de reconocimiento. Las dos primeras filas muestran
ejemplos de reconocimiento de acciones de manera exitosa en el conjunto de videos de
Rochester. Se puede apreciar que que en ambos ejemplos, nuestra descripción de la
interacción espacial-temporal entre humano y objeto captura correctamente la evolución
de la interacción a través del tiempo. La última fila muestra un video clasificado de
forma incorrecta por el el esquema de clasificación propuesto. En este caso, la descripción
espacio-temporal de la interacción entre el actor y el vaso se confunde con la interacción
de la acción asociada con usar el tenedor. En futuros trabajos se intentará ahondar en un
descripción más estructurada del contexto de las interacciones entre humanos y objetos,
con el fin de que el objeto que participe en la interacción tenga mayor relevancia sobre
la decisión de clasificación.
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Caṕıtulo 2
Descomposición de las actividades
humanas en términos de
segmentos temporales
discriminativos no solapadas
En el Caṕıtulo 1 se demostró que el contexto temporal en el cual se desarrollan
las interacciones espaciales entre humanos y objetos es ventajoso para mejorar la
discriminación de las acciones humanas. Sin embargo, la forma en la que se defi-
nió la estructura temporal V de las acciones no es generalizable. De acuerdo con los
resultados experimentales, ejemplificados en la figura 2.1 para la accion de servir
en una taza, la alternativa de mejor desempeño es la de tres segmentos temporales
uniformes no solapados. No obstante, ésto no implica que esta configuración sea
óptima para otro conjunto de acciones. Además, el problema es más complejo si
la duración de las acciones aumenta, i.e. análisis de actividades o eventos, puesto
que la intuición de emplear segmentos uniformes no tendŕıa mucha validez. Tenien-
do en cuenta estas vicisitudes y otras desventajas de la definición de estructuras
temporales arbitrarias, este caṕıtulo analiza un algoritmo que permita estudiar de
manera particular la estructura temporal adecuada para una acción y en general
de las actividades humanas. Si se desea establecer la estructura de las actividades
humanas, un camino consecuente es la descomposición de las mismas en términos
de segmentos temporales o de acciones atómicas. Éste es un tema que ha llamado
la atención de varios investigadores en el campo de visión por computador (Pei
et al., 2011),(Tang et al., 2012b),(Bobick and Davis, 2001),(Laxton et al., 2007),
(Escorcia and Niebles, 2013),(Niebles et al., 2010). El interés en este tipo de repre-
sentación está inspirado en la psicoloǵıa de la Gestalt. De acuerdo con este punto
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2. Descomposición de las actividades humanas en términos de
segmentos temporales discriminativos no solapadas
Descripción Global
Descripción Temporal Manual
de 3 Segmentos Uniformes
Descripción Temporal
asociada a la Acción
(a) (b)
Figura 2.1: En el caṕıtulo anterior se propuso una descomposición arbitraria de las
acciones humanas de tal forma que se describa la evolución temporal de las interacciones
(a). Sin embargo, no hay garant́ıas de que este tipo de descripción sea óptima para
todas las acciones. En este caṕıtulo se analizará un algoritmo que permite capturar la
estructura temporal discriminativa de las acciones humanas (b).
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de vista, algunos psicólogos consideran la percepción de actividades como la ex-
tensión temporal de la percepción de objetos (Zacks and Tversky, 2001). Es decir,
al analizar actividades como contestar el teléfono, el cerebro humano no solamente
se enfoca en los actores que componen la acción, i.e. un teléfono y posiblemente
una persona, también es importante el orden temporal en el que se desarrollan las
sub-acciones, i.e. el repicar del teléfono, la persona buscando el teléfono, la acción
de contestar la llamada y finalmente hablar por el teléfono. En algunos casos, si las
sub-acciones no ocurren en el orden predeterminado para una actividad, el cerebro
humano interpreta que ha sucedido otra actividad o que se encuentre frente a un
evento anormal.
En la misma ĺınea de las investigaciones psicológicas desarrolladas alrededor
de la percepción de las actividades humanas presentadas en (Zacks and Tversky,
2001), en este caṕıtulo se considera que la descripción del contexto temporal de las
actividades es una pieza clave para el análisis y reconocimiento de las mismas. Más
espećıficamente, se presentará un algoritmo que descompone de manera automática
las actividades humanas en términos de segmentos temporales seleccionados de
manera discriminativa. Cada segmento temporal se puede interpretar como una
sub-acción de duración fija que compone la actividad y que ocurre en un intervalo
de tiempo espećıfico.
A diferencia de gran parte de los algoritmos actuales que modelan el contexto
temporal de las actividades humanas, el algoritmo que se desea analizar decide
de manera automática el número de segmentos temporales adecuados para la des-
composición de una actividad. Esto representa dos ventajas frente a la mayoŕıa de
algoritmos actuales: (1) el algoritmo opera con un número de segmentos temporales
adecuado para el reconocimiento de la actividad, (2) cada actividad se descompone
de manera espećıfica en relación con sus caracteŕısticas dinámicas frente a las de
las demás actividades. La desventaja de trabajar con un número de segmentos tem-
porales o sub-acciones erróneo es que el desempeño de clasificación del algoritmo
puede verse comprometido, puesto que en la mayoŕıa de estos algoritmos, todos los
segmentos temporales definidos deben ocurrir para que la actividad sea detectada.
Por lo tanto, al definir un gran número de segmentos temporales es posible causar
un sobreajuste de las observaciones durante entrenamiento. Mientras que, definir
un número pequeño de segmentos temporales puede ocasionar que el algoritmo no
tenga la capacidad de discriminación suficiente para distinguir las actividades. Por
otro lado, en la mayor parte de los trabajos todas las categoŕıas de actividades se
descomponen en término del mismo número de segmentos temporales. Esto obli-
ga a que el algoritmo se enfoque en describir el orden temporal de las segmentos
temporales, en lugar de describir de forma compacta la estructura dinámica de la
actividad.
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A pesar de las desventajas de usar un número inadecuado de segmentos tem-
porales, definir el número de segmentos a través de los cuales se representará una
actividad no es tan trivial como parece, puesto que el conocimiento del dominio no
garantiza un buena decisión. Es cierto que, un mayor número de segmentos tem-
porales permite capturar la evolución temporal en un nivel más fino. Sin embargo,
es la información capturada durante los intervalos asociados al segmento temporal
la que determina la capacidad de discriminación del modelo. Por tal motivo, una
definición adecuada del número de segmentos temporales no solo depende de la
naturaleza del dominio, también depende de la naturaleza de los descriptores em-
pleados. A diferencia del diseñador del algoritmo, cuya asignación del número de
segmentos temporales esta sesgado por el conocimiento de la actividad, el algoritmo
propuesto escoge la manera en la que se descomponen las actividades de mane-
ra automática. Para ello, se realiza una selección discriminativa de los segmentos
temporales basada en los descriptores visuales utilizados para la caracterización
de los mismos. Esta metodoloǵıa de selección concuerda con la tendencia de los
trabajos recientes enfocados en la construcción de partes discriminativas para el
reconocimiento de objetos (Bourdev et al., 2010),(Singh et al., 2012). Al igual que
estos trabajos, el algoritmo propuesto reconoce que existe una gran brecha entre
las caracteŕısticas visuales y la información semántica relacionada con el contenido
de la acción. Por tal motivo, las partes semánticas de los objetos o las actividades
no necesariamente son capaces de aumentar la capacidad de discriminación, debido
a que estas se describen en términos las caracteŕısticas visuales. En ese sentido,
en lugar de guiarse por como concebimos que esta compuesta una actividad, los
trabajos recientes sugieren que resulta más benéfico encontrar las sub-acciones de
la actividad basados en su poder discriminativo.
Este caṕıtulo esta organizado de la siguiente manera: en la sección 2.1 se dis-
cutirá el trabajo previo relacionado con el análisis y clasificación de las actividades
con base en el contexto temporal de las mismas. Luego, en la sección 2.2 se pre-
sentará el algoritmo que permite la descomposición automática de las actividades
humanas en término de segmentos temporales no solapados. Posteriormente, en la
seccion 2.3 se describe como se integra el algoritmo presentado en la seccion 2.2
dentro del esquema de aprendizaje de maquina. Finalmente, en la sección 2.4 se
analizarán las evidencias experimentales obtenidas con este algoritmo.
2.1. Trabajo previo
En esta sección se presentarán varios trabajos relacionados con el análisis y
reconocimiento de actividades enfocados en la descripción de la evolución temporal
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de las mismas. Con el fin de facilitar su descripción y comparación, los trabajos
revisados han sido agrupados en cuatro amplias categoŕıas.
2.1.1. Descomposición de acciones y eventos de forma no
supervisada
El uso de técnicas no supervisadas que permiten descomponer las actividades
o eventos en términos de acciones simples o subconjuntos de segmentos temporales
de menor duración ha captado la atención de muchos investigadores en el área de
visión por computador y śıntesis de gráficos y videos (Vecchio et al., 2003),(Barbic
et al., 2004).
Zhou et. al propusieron un algoritmo jerárquico para la segmentación de una
secuencia de movimientos humanos basado en técnicas de agrupamiento sobre
múltiples segmentos dentro de la secuencia (Zhou et al., 2013). De esta forma, una
secuencia de movimientos humanos tales como caminar-saltar-caminar se puede
dividir en tres segmentos temporales enfocados en los movimientos atómicos sim-
ples. La naturaleza jerárquica del algoritmo permite que cada segmento atómico
sea dividido en segmentos temporales más cortos, los cuales podŕıan carecer de
algún significado semántico para la acción de interés. De forma similar, Nater et.
al propusieron un algoritmo para la segmentación de secuencias de videos de larga
duración a través de un algoritmo jerárquico de agrupamiento basado en análisis
de caracteŕısticas suaves, SFA1, (Nater et al., 2011). Este trabajo se enfoca en la
detección de eventos inusuales en nuevas secuencias de video a partir de la śıntesis
de la secuencia de interés con la estructura de árbol aprendida de una secuencia
de video previa. Por otro lado, Pei et. al proponen un método no supervisado
para aprender la estructura de eventos de larga duración en termino de acciones
o interacciones atómicas conocidas (Pei et al., 2011),(Si et al., 2011). El algoritmo
de Pei et. al hace uso de una gramática probabiĺıstica libre de contexto, SCFG2,
representada a través de grafos AND-OR temporales, esto les permite sintetizar
la información de contexto temporal en diferentes escalas y compensar algunos
errores de detección en las acciones atómicas. Al igual que el método de (Nater
et al., 2011), a partir de la estructura aprendida se pueden interpretar los eventos
en una nueva secuencia de video.
A diferencia del algoritmo que se desea analizar para la descomposición de las
actividades, estos modelos construyen la estructura de un evento con base en único
video. Es decir, su interés no es describir la estructura asociada a una actividad
1Acrónimo tomado del inglés “Slow Feature Analysis”
2Acrónimo tomado del inglés “Stochastic Context-Free Grammar”
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en particular. Estos trabajos intentan: (1) descomponer un video en secuencias
más simples o (2) analizar un video en términos de la una estructura aprendida
previamente. De esta forma, estos algoritmo pueden ser de gran utilidad para la
śıntesis de movimiento de juegos de v́ıdeo y el análisis de los eventos anormales en
una estación de vigilancia. Sin embargo, su aplicación no es directa en el área de
categorización y modelado de actividades.
2.1.2. Modelos temporales basados en cadenas de Mar-
kov
Al discutir sobre el modelado temporal de las acciones es imprescindible men-
cionar los trabajos basados en la teoŕıa de cadenas de Markov, apetecidos dentro
de la comunidad cient́ıfica gracias a su exitosa aplicación para la tarea de recono-
cimiento de voz. Los primeros trabajos hicieron uso de modelos basados en máqui-
nas de estado finitos o métodos de aprendizaje generativos con estados latentes
(Wilson and Bobick, 1999). Por otro lado, trabajos más recientes han explorado
métodos de aprendizaje discriminativos basados en CRF (Wang et al., 2006). Asi-
mismo, algunos investigadores han usado modelos semimarkovianos que permiten
introducir dependencias temporales entre acciones (Nguyen et al., 2011) o depen-
dencias composicionales entre sub-acciones que pertenecen a una acción (Tang
et al., 2012a).
Wang et. al propusieron un modelo temporal para el reconocimiento de ges-
tos humanos denominado campos aleatorios condicionales ocultos, HCRF3, (Wang
et al., 2006). Este modelo es una versión discriminativa de las Cadenas ocultas de
Markov, HMM4, con mejor eficacia para la tarea de reconocimiento. Recientemente,
Tang et. al propusieron un modelo HCRF entrenado con técnicas de maximiza-
ción del margen en el cual cada actividad se representa a través de un conjunto
de sub-acciones latentes, las cuales, a su vez poseen un conjunto de duraciones
latentes (Tang et al., 2012a). De esta forma, el modelo para el reconocimiento de
las actividades es flexible en cuanto a la transición entre sub-acciones latentes y
en cuanto a la duración de las mismas.
A diferencia del algoritmo de descomposición de actividades que se analizará en
este caṕıtulo, los algoritmos basados en cadenas de Markov deben especificar el
número de sub-acciones latentes que componen una actividad o la representación
visual asociada con las sub-acciones. En cualquiera de los dos casos, estos modelos
sufren las desventajas mencionadas anteriormente con respecto a la asignación
3Acrónimo tomado del inglés “Hidden Conditional Random Fields”
4Acrónimo tomado del inglés “Hidden Markov Model”
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de un número de segmentos temporales inadecuados. Por lo tanto, en un trabajo
futuro se puede explorar cómo reformular este tipo de modelos, de tal forma que
el número de sub-acciones latentes sea aprendido de manera discriminativa.
2.1.3. Modelos jerárquicos
A diferencia de los modelos basados en cadenas de Markov, donde cada acti-
vidad se representa como una secuencia de acciones, algunos investigadores han
propuestos modelos composicionales más profundos. Estos modelos permiten que
las actividades se representen como una composición acciones más simples (Moore
and Essa, 2002), algunos de ellos están inspirados en los modelos de sintaxis gra-
matical empleados en el procesamiento del lenguaje (Jurafsky and Martin, 2008).
Ivanov y Bobick hacen uso de un SCFG para el reconocimiento de acciones hu-
manas complejas en términos de acciones simples (Ivanov and Bobick, 2000). La
tarea del algoritmo SCFG, es analizar el conjunto de acciones simples detectadas
en un video a través de un gran número de reglas probabiĺısticas de producción y
escoger la acción compleja que mejor explica el conjunto de śımbolos terminales
detectados.
La desventaja de los modelos basados en SCFG es que la noción de orden tem-
poral es muy débil. Por tal motivo, algunos investigadores hacen uso de gramáticas
de contexto sensibles aumentando la complejidad del algoritmo de inferencia (Tran
and Davis, 2008). Por otro lado, existe otro tipo de modelos estructurales que per-
miten el análisis de secuencias temporales en diferentes niveles de abstracción.
Laxton et. al proponen el uso de un red bayesiana dinámica, DNB5, para codificar
de manera parcial el orden entre sub-acciones y que permite el reconocimiento de
acciones complejas (Laxton et al., 2007).
Recientemente, Brendel y Todorovic construyeron grafos espacio-temporales
de videos que codifican relaciones jerárquicas, espaciales y temporales de las ac-
tividades humanas (Brendel and Todorovic, 2011). Por su parte, Gaidon et. al
presentaron un algoritmo jerárquico que resume la información visual de un vi-
deo en términos de un árbol temporal (Gaidon et al., 2012), cada hoja del árbol
representa un conjunto de trayectorias densas (Wang et al., 2011). A diferencia
de los trabajos anteriores que hacen uso de acciones primitivas o agentes semánti-
cos como humanos y objetos, (Brendel and Todorovic, 2011) y (Gaidon et al.,
2012) trabajan con bloques visuales de bajo nivel. Por lo tanto, luego de la etapa
de entrenamiento no es posible obtener una estructura jerárquica canónica de la
actividad.
5Acrónimo tomado del inglés “Dynamic Bayesian Network”
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A diferencia de los modelos basados en grámaticas y redes bayesianas, el al-
goritmo que se desea estudiar para la descomposición no requiere la definición de
acciones atómicas para la construcción de la estructura temporal, puesto que los
segmentos temporales que componen una actividad son determinadas de manera
discriminativa. Por otro lado, los trabajos recientes que emplean grafos temporales
asocian un árbol de segmentación a cada video y determinan la presencia de una
actividad, en la medida en que el árbol de segmentación presente caracteŕısticas
estructurales y visuales similares a las de los arboles de los videos de entrenamien-
to. Es decir, son modelos inductivos, mientras que, el algoritmo que se estudiará es
de carácter deductivo, dado que construye la estructura de la actividad a partir de
las observaciones o segmentos temporales comunes en todos los videos asociados
con una actividad particular.
2.1.4. Modelos de segmentos temporales y con estructuras
tipo árbol
Gran parte de los trabajos enfocados en el reconocimiento de acciones simples
en videos con pocas restricciones hacen uso del modelo de bolsa de palabras, BOW,
con diferentes tipos de descriptores visuales (Niebles et al., 2008), (Wang et al.,
2009). Este tipo de modelo acumula de forma global la aparición de los bloques vi-
suales representativos presentes en cada video sin tener en cuenta ninguna relación
de orden temporal. Es decir, este tipo de modelo considera que a cada acción le co-
rresponde un único segmento temporal indivisible. Inspirados en las descripciones
espaciales de las escenas en imágenes (Lazebnik et al., 2006), algunos investiga-
dores complementan la descripción global con partes espacio-temporales ŕıgidas
integradas a través de kernels (Laptev et al., 2008).
Por otro lado, algunos autores inspirados en el modelo de partes discrimina-
tivas deformables para el reconocimiento de objetos (Felzenszwalb et al., 2010)
propusieron descomponer las acciones y actividades humanas en términos de p
segmentos temporales flexibles. Gaidon et. al propusieron un algoritmo para el re-
conocimiento de acciones sencillas simples a través de la detección de p segmentos
temporales atómicos con un orden temporal espećıfico (Gaidon et al., 2011). A
diferencia de las partes temporales empleadas por (Escorcia and Niebles, 2013),
cada segmento temporal es flexible en cuanto a duración y localización. De ma-
nera similar, Niebles et. al propone la descomposición de actividades en términos
de segmentos flexibles seleccionados de manera discriminativa a través de un al-
goritmo latente con máquinas de soporte vectorial, LSVM6, (Niebles et al., 2010).
6Acrónimo tomado del inglés “Latent Support Vector Machine”
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A diferencia del algoritmo de (Gaidon et al., 2011), esta propuesta: (1) selecciona
de forma automática los p segmentos temporales en los cuales se descomponen las
acciones sin necesidad de anotaciones humanas adicionales; (2) el modelo consi-
dera la contribución del segmento global donde se enmarca la acción, al igual que
la contribución de cada una de las partes, desembocando en una estructura tipo
árbol de profundidad uno; (3) el uso de un algoritmo discriminativo para la selec-
ción automática de las partes no garantiza que las mismas tengan un significado
semántico como en los segmentos temporales de (Gaidon et al., 2011).
Recientemente, Ryoo y Matthies propusieron un algoritmo jerárquico que per-
mite el aprendizaje de la estructura de las actividades de manera discriminativa
(Ryoo and Matthies, 2013). A diferencia de los trabajos enunciados anteriormente,
este algoritmo determina de manera automática la estructura de las actividades y
es capaz de definir en cuantos segmentos temporales no solapados se puede des-
componer la misma. Este algoritmo se introdujo en el contexto de reconocimiento
de acciones egocéntricas. Las cuales se describen a través de descriptores aditivos
que codifican patrones de movimiento globales y de puntos de interés en la esce-
na. Nuestro interés es extender su uso al aprendizaje de las estructuras espacio-
temporales de las interacciones entre humanos y objetos. Asimismo, se discutirán
algunas modificaciones que permiten mejorar su rendimiento.
2.2. Descomposición de actividades humanas en
término de segmentos temporales discrimi-
nativos
De acuerdo con los resultados presentados en el caṕıtulo 1 y los trabajos previos
presentados en la sección 2.1, no cabe duda que modelar el contexto temporal
de las actividades humanas es crucial para obtener una categorización adecuada
de actividades similares. Sin embargo, gran parte de los trabajos actuales que
modelan la evolución temporal de las actividades, definen el número de segmentos
temporales que componen la actividad como un parámetro externo, el cual debe
ser definido por el diseñador del algoritmo.
Teniendo en cuenta que las dificultades para la definición del número de seg-
mentos temporales pueden ir más allá del conocimiento del dominio del diseñador
del algoritmo, resulta ideal emplear un algoritmo de aprendizaje que determine de
manera automática el numero de segmentos temporales a través de las cuales se
puede descomponer una actividad.
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En esta sección se presentará una modificación del algoritmo de Ryoo y Matt-
hies (Ryoo and Matthies, 2013) que permite la descomposición iterativa de las
actividades en términos de segmentos temporales discriminativos no solapadas, de
tal forma que se obtiene una mejor discriminación de las mismas. El resto de la
sección esta organizada de la siguiente forma: (1) primero se describirá la forma
en la cual se representan los videos de las actividades humanas; (2) posteriormen-
te se presentará la estructura de las actividades humanas y la función de kernel
que captura la similitud entre dos videos; (3) luego se describirá el algoritmo que
permite aprender la estructura de las actividades humanas; y (4) por último se
citan de manera expĺıcita las modificaciones realizadas con respecto al algoritmo
original propuesto en (Ryoo and Matthies, 2013).
2.2.1. Descripción de los videos
El algoritmo empleado para determinar la estructura de las actividades puede
ser aplicado sobre una gran variedad de descriptores visuales. En general, la única
restricción es que el descriptor utilizado para la representación de una secuen-
cia pueda ser computado en múltiples escalas temporales. Las representaciones
calculadas al nivel de los frames del video o que desembocan en histogramas de
ocurrencia son ejemplos de descriptores factibles con los que puede operar el algo-
ritmo.
Sin perder generalidad, de aqúı en adelante se asumirá que un video i de dura-
ción Ti se puede representar a través de un conjunto secuencial de Ti caracteŕısticas
de dimensión d. De esta forma, se define xi como el descriptor visual asociado con
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2.2.2. Estructura de las actividades y kernel de alinea-
miento
Una actividad se representa por medio de la concatenación de sus segmentos
temporales. De esta forma, la estructura de una actividad S consiste en un conjunto
de divisiones particulares que dividen la duración de toda la secuencia de video en
término de múltiples segmentos de video.
El objetivo de la representación estructural de las actividades es explotar el
contexto temporal de los segmentos temporales en una actividad de tal forma que
al contrastar los segmentos temporales en el orden dispuesto por la estructura S
dos videos que contienen la misma actividad su similitud sea mayor a la de un par
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de videos con actividades diferentes. En la figura 2.2 se esquematiza la estructura
de una secuencia sintética de componentes y como a través del orden temporal im-
puesto por los segmentos temporales se puede comparar dos secuencias sintéticas.
Es interesante apreciar que la estructura utilizada en esta figura, concluye que las
secuencias son muy similares. Por tal motivo, es importante realizar una definición
adecuada de la estructura de las actividades. En la figura 2.3 se presenta la ven-
taja de realizar una adecuada definición de la estructura temporal para distinguir
secuencias sintéticas.
secuencia 1:
secuencia 2: S([0, 1])
S([0, 1]) = S([0, 0.8], (0.8, 1))
S([0, 0.8], (0.8, 1)) = S(((0, 0.2), (0.2, 0.8)), (0.8, 1))
S([0, 1])
S([0, 1]) = S([0, 0.8], (0.8, 1))
S([0, 0.8], (0.8, 1)) = S(((0, 0.2), (0.2, 0.8)), (0.8, 1))
+ +k x ,xS 1 2( ) = k x ,x1 2( , . ) ( )0 0 2 k x ,x1 2( . , . ) ( )0 2 0 8 k x ,x1 2( . , ) ( )0 8 1
Figura 2.2: A partir de la estructura de una actividad S (((0, 0,2), (0,2, 0,8)) , (0,8, 1))
es posible comparar las secuencias 1 y 4 obedeciendo al orden temporal de los segmentos
temporales, segmentos terminales encerrados entre paréntesis, que componen la activi-
dad.
De manera formal, se puede representar la estructura de una actividad en
términos de divisiones jerárquicas binarias con las siguientes reglas de producción:
[t1, t2] → ([t1, t3] , [t3, t2])
[t1, t2] → (t1, t2)
(2.1)
donde t3 es un punto de tiempo relativo (0 ≤ t1 < t3 < t2 ≤ 1) que describe como
la estructura de la actividad divide el video en el intervalo de tiempo comprendido
entre [t1, t2]. Cada intervalo de tiempo (t1, t2) generado a partir de la segunda regla
de producción se denomina segmento terminal, especificando que la estructura de
la actividad lo considera una sub-acción. Es decir, es un segmento indivisible a
través del cual se describe la actividad.
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Cualquier estructura de una actividad construida aplicando de manera sucesi-
va las reglas de producción de la ecuación 2.1 iniciando en S [0, 1] hasta cubrirlo
únicamente por segmentos terminales, se considera una estructura válida. Ejem-
plos de estructuras válidas se aprecian en las figuras 2.2 y 2.3, mientras que una
estructura inválida puede adoptar la siguiente forma S ′([0, 0,5], (0,5, 1)). La es-
tructura S ′ se considera inválida, debido a que esta compuesta por un segmento
terminal ubicado en el intervalo (0,5, 1) y un segmento no-terminal correspondien-
te al intervalo [0, 0,5]. Para que dicha estructura se considere válida, es necesario
que se sigan aplican las reglas de la ecuación 2.1. De tal manera que el segmento
no terminal se exprese en término de otros segmentos temporales.



































































KS ((( , . ),( . , . )),( . , ))0 0 33 0 33 0 8 0 8 1KS ((( , . ),( . , . )),( . , ))0 0 2 0 2 0 8 0 8 1
Figura 2.3: Comparación de secuencias sintéticas a través de la estructura de una
actividad. (a) Dado el conjunto de secuencias sintéticas, es factible que al definir una
estructura adecuada para una categoŕıa, las secuencias con una dinámica temporal simi-
lar adquieran una similitud más alta en relación a secuencias con un dinámica distinta.
(b) Nótese que, con la estructura de actividad S (((0, 0,33), (0,33, 0,8)) , (0,8, 1)) las se-
cuencias 1 y 2, cuyas componentes aparecen en el mismo orden y con similar duración,
tienen una similitud alta entre śı en relación con las otras secuencias. Mientras que, con
la estructura de actividad S (((0, 0,2), (0,2, 0,8)) , (0,8, 1)) la secuencia 4 también tiene
una dinámica temporal similar a la de las secuencias 1 y 2.
Dada una estructura de actividad S, el kernel asociado con ésta kS (xi, xj)
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mide la similitud entre los descriptores visuales asociados a los videos xi y xj a
partir del siguiente par de ecuaciones:
k[t1,t3],[t3,t2](xi, xj) = k[t1,t3](xi, xj) + k[t3,t2](xi, xj)






donde x(t1,t2)i representa el descriptor visual del video i computado en el intervalo
de tiempo (t1, t2) y k(x, y) es la función de kernel que calcula la similitud entre los
descriptores visuales x y y, y satisface el teorema de Mercer (Burges, 1998).
La ecuación 2.2 implica que la similitud entre dos videos es equivalente a la
suma de las similitudes de entre los segmentos terminales o nodos terminales que
componen la actividad.
2.2.3. Aprendizaje de la estructura de una actividad
En esta sección se presenta el algoritmo para el aprendizaje de la estructura de
una actividad S a partir de m videos de entrenamiento. El resto de la subsección
esta organizado de la siguiente forma. En primer lugar, se definirá la noción de
alineamiento de kernels (Cristianini et al., 2001), (Cortes et al., 2012) a partir de la
cual se evaluará el poder discriminativo del kernel asociado con la estructura de la
actividad S para la tarea de reconocimiento de actividades. La idea es constrastar
el kernel asociado con una estructura de actividad contra una “función de kernel
óptima”. Posteriormente, se presentará el algoritmo que permite el aprendizaje de
la estructura óptima de una actividad, el cual evalúa de forma jerárquica múltiples
estructuras candidatas haciendo uso del alineamiento de kernels.
Alineamiento de kernels: a partir de un conjunto de datos de entrenamiento
(x1, x2, ..., xm) es posible obtener la matriz de Gram K para un función de kernel
k como:
K = (k (xi, xj))mi,j=1 (2.3)
El alineamiento entre dos funciones de kernel k1 y k2 mide que tan similares son
los valores de similitud calculados por cada función de kernel. De manera rigurosa,
esta se define como:




donde 〈K1, K2〉F es el producto interno Frobenius entre las matrices de kernel k1
y k2. Lo que es equivalente a 〈K1, K2〉F =
∑m
i,j=1 k1(xi, xj)k2(xi, xj). Por otro lado,
‖K1‖F corresponde a la norma Frobenius de la matrix K1, la cual es equivalente
a la ráız cuadrada del producto Frobenius de la matrix con ella misma.
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A partir de la noción de alineamiento de kernels es posible evaluar diferen-
tes estructuras para una actividad. Con este propósito en mente, se definirá una
“función de kernel óptima”l con respecto a la cual se medirá el alineamiento de
cualquier estructura particular S. De esta forma, se define una métrica a partir de
la cual se puede escoger la estructura S∗ del conjunto S de posibles estructuras
candidatas para una actividad.
Nuestra función de kernel óptima l esta definida de tal forma que dos videos
asociados con la misma actividad poseen similitud alta, mientras que dos videos
cuyas actividades son diferentes poseen una similitud baja. A continuación se pre-
senta de manera formal nuestra función de kernel óptima y su matriz de Gram L
l(i, j) =
1 yi = yj−1 otro caso
L = (l (i, j))mi,j=1
yi ∈ {1,−1}
(2.5)
La etiqueta yi = 1 representa que en el i-ésimo video de entrenamiento se desarrolla
la actividad de interés a. En tanto que, la etiqueta yi = −1 indica que durante el
i-ésimo video de entrenamiento se desarrolla una actividad no relevante.
Al computar el alineamiento de kernels entre el kernel asociado con la estruc-
tura de actividad S y nuestra matrix de kernel óptimo L i.e. A(KS, L), se mide
el grado de similitud del kernel Ks en relación con el kernel óptimo. De manera
intuitiva, se puede apreciar que una medida de alineamiento alto indica que la
estructura S asociada con la actividad favorece la adecuada clasificación de los vi-
deos de entrenamiento. Por tal motivo, se considera que la medida de alineamiento
A(KS, L) es una función de selección discriminativa.
La noción de alineamiento de kernel de la ecuación 2.4 es una medida que re-
sume las observaciones de manera uniforme. Este tipo de medidas resultan inade-
cuadas para gran parte de los algoritmos de reconocimiento de patrones, donde el
número de observaciones irrelevantes suele ser considerablemente mayor al número
de observaciones de interés, puesto que el algoritmo de reconocimiento encausa su
aprendizaje en no cometer errores con las observaciones negativas. Teniendo esto
en mente, es necesario reformular la definición del alineamiento de kernels para sos-
tener el desbalanceo inherente en la recolección de los videos (Cortes et al., 2012).
Para ello, en lugar de computar el alineamiento directamente con las matrices de
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Figura 2.4: Ilustración de la propiedad del centrado sobre la matriz de kernel óptima
para un conjunto de etiquetas y = [1, −1, −1, −1]T . De izquierda a derecha se aprecian
la matriz de kernel óptima original (a) y la matriz de kernel óptima centrada (b). Como
se puede apreciar al sumar las contribuciones en la “zona discriminativa”de la matriz
de kernel sin centrar, resaltada en rojo, se observa que son inferiores a las de la “zona
de alta similitud”, zonas no resaltadas. Mientras que, en la matriz de kernel centrada
la contribuciones de ambas zonas son equitativas. Dado que en general, el número de
instancias no relevantes es mayor al número de instancias de interés, una matriz de kernel
sin centrar prefiere estructuras donde el conjunto de datos negativos sea uniforme.
Gram K1, K2 se emplean las matrices de Gram centradas Kc1, Kc2.
A (Kc1, Kc2) = 〈Kc1,Kc2〉F‖Kc1‖F ‖Kc2‖F
Kc = CKC
C = Im − 1m1× 1
T
(2.6)
donde Im es la matriz idéntica de tamaño m y 1 representa un vector columna de
tamaño m. En la figura 2.4 se aprecia la propiedad de centrado de la matriz de
Gram sobre la función de kernel óptima.
Sin perder generalidad y con el ánimo de facilitar la comprehensión y descrip-
ción del resto de la subsección se denotaráA(KS, L) simplemente comoA(KS).
Aprendizaje jerárquico de la estructura de una actividad: a continua-
ción se presenta el algoritmo de búsqueda de la estructura óptima de una actividad
con base en el conjunto de videos de entrenamiento. El objetivo del algoritmo es re-
tornar la estructura óptima S∗ para una actividad a que maximiza el alineamiento
de kernels para un conjunto de videos de entrenamiento s∗ = argmax
S
A(KS).
Mas espećıficamente, el algoritmo de aprendizaje de la estructura óptima de
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una actividad S[0, 1]∗ consiste en encontrar la mejor estructura que divida el in-
tervalo de duración completo de la actividad [0, 1] y se encuentra resumido en la
siguiente ecuación:













t1 < t < t2
(2.7)
Nótese que, el conjunto de estructura candidatas que se desprende de la ecua-
ción 2.7 es extremadamente grande, puesto que para determinar el óptimo de la
maximización interna es necesario determinar las particiones óptimas de los inter-
valos [t1, t], [t, t2]. Los cuales a su vez requieren resolver un nuevos problemas de
optimización.
En lugar de explorar el conjunto exponencial de estructuras candidatas, es
posible emplear técnicas de optimización como A∗ o de ramificación y poda para
encontrar el óptimo de la maximización interna en la ecuación 2.7. Por otro lado,
algunos trabajos han demostrado que las aproximaciones voraces son igualmente
efectivas y más eficientes en algunos casos (Desai et al., 2009). Por tal motivo, se















De esta forma, al explorar el intervalo [t1, t2] se asume que las dos divisiones
que se desprendan del mismo serán segmentos terminales de la estructura. De la
ecuación 2.8 se desprende la siguiente ecuación recursiva T que permite obtener la
estructura óptima S∗ para una actividad a partir de T [0, 1]:
T [t1, t2] =







donde Err es el porcentaje de error de reconocimiento de la estructura temporal de
la actividad computada usando los datos de entrenamiento. Errd es el porcentaje
de error de reconocimiento de la estructura temporal de una actividad, en la cual
se acaba de introducir una división en el intervalo [t1, t2]. Erro corresponde al
error de reconocimiento de la estructura temporal de una actividad sin introducir
ninguna partición en el intervalo (t1, t2).
En resumen, el algoritmo propuesto para el aprendizaje de la estructura de
una actividad evalúa de manera independiente el particionamiento de todos los
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segmentos no terminales en una estructura. Asumiendo que: (1) al particionar un
segmento se originan dos segmentos terminales, (2) el resto de segmentos no termi-
nales en la estructura son segmentos terminales. De todas las posibles particiones
evaluadas, incluyendo la estructura actual de la actividad sin introducir partición,
se selecciona aquella cuyo kernel este mejor alineado con la función de kernel ópti-
mo siempre y cuando su porcentaje de error de reconocimiento sea menor a la de
la estructura actual sin introducir particiones.
Por último, en algunos casos es posible que aún con el centrado de las matrices
de kernel, el algoritmo propuesto descarte particiones discriminativas en niveles
más profundos de la estructura. Por tal motivo, es válido plantear una versión más
competitiva del algoritmo concebido hasta ahora, tal que durante cada partición se
enfoque únicamente en los videos alineados incorrectamente. Para ello, (1) en lugar
de computar el alineamiento de toda la matriz de kernel, éste se calcula sobre la
porción discriminativa de las matrices de kernel7; y (2) las etiquetas de los videos
no relevantes alineados correctamente, se eliminan de la matriz de kernel óptimo.
Vale la pena anotar que esta versión del algoritmo es más sensible a causar sobre-
ajuste en los datos. Sin embargo, como se apreciará en la sección experimental
es posible obtener resultados satisfactorios con esta versión más competitiva. De
aqúı en adelante, se asumirá que el algoritmo propuesto incluye estas últimas
modificaciones a menos que se especifique lo contrario.
A manera de resumen y gúıa para el programador se presenta el pseudocódigo
del algoritmo de aprendizaje de la estructura de una actividad en el algoritmo 1.
Nótese que la inicialización de la estructura de la actividad consiste en crear un
único nodo que abarque el segmento [0, 1]. Asimismo, es posible disminuir el tiempo
de los procesos de búsqueda y listado considerando que los nodos ramificados son
candidatos a ser explorados y nodos no-terminales.
2.2.4. Modificaciones realizadas al algoritmo de aprendi-
zaje de la estructura de las actividades
A continuación se citan de manera expĺıcita las modificaciones realizadas al
algoritmo de aprendizaje propuesto por Ryoo y Matthies (Ryoo and Matthies,
2013).
1. Función de kernel óptimo: a diferencia de la función de kernel óptimo de Ryoo
y Matthies, nuestra función de kernel óptimo tiene en cuenta la contribución
7La porción discriminativa de la matriz de kernel es aquella que relaciona los videos de la
categoŕıa de interés con los videos de las otras categorias
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de todas las zonas de la matriz de kernel, asignando similitudes altas o bajas,
de acuerdo con la zona espećıfica.
2. Se definió la noción de alineamiento de kernels en término de las matrices
de kernel centradas: una desventaja del algoritmo propuesto en (Ryoo and
Matthies, 2013) es que el aprendizaje de la estructura de una actividad se
debe realizar de tal forma que exista un número igual de videos con etiquetas
positivas y negativas. En la práctica, para no afectar la capacidad de gene-
ralización del algoritmo, esta restricción implica que la totalidad de videos
negativos debe ser explorada de una manera adecuada. En lugar de ello, al
emplear la definición de alineamiento de kernels de la ecuación 2.4 el desba-
lance inherente a la recolección de las muestras es compensado de manera
automática en el algoritmo por medio del uso de la propiedad de centrado
de matrices.
3. Se introdujo la condición Errd < Erro antes de realizar la división de un
segmento temporal: de acuerdo con el algoritmo propuesto en (Ryoo and
Matthies, 2013) la decisión de crear una división en un segmento temporal
depende de que el kernel asociado con la nueva estructura alcance un mayor
Data: conjunto etiquetado de videos 〈xi, yi〉mi=1 | xi ∈ RTi×d, conjunto finito
de posiciones temporales T : {t ∈ T | 0 6 t 6 1}.
Result: estructura de la actividad S
Inicializar estructura de la actividad;
while Existan nodos candidatos S do
Listar nodos candidatos en S;
for nodos candidatos do
Enumerar posibles estructuras del nodo candidato;
Calcular AL(KS) de todas las estructuras;
end
S ′ ← argmaxSAL(KS);
nodo explorado ← maxSAL(KS);
if Errd < Erro then
S ← S ′ Marcar nodo explorado en S como nodo no terminal;
else
Marcar nodo explorado en S como nodo terminal;
end
Excluir nodo explorado de la lista de nodos candidatos;
end
Algorithm 1: Pseudocódigo del algoritmo de aprendizaje de la estructura de
las actividades.
40
2.3. Clasificación de actividades humanas
alineamiento con la función de kernel óptimo, en relación con el alineamiento
de la estructura sin realizar particiones. En términos numéricos esta condi-
ción es muy sencilla de ser alcanzada, sin garantizar que el alineamiento sea
lo suficientemente discriminativo. Por tal motivo, antes de realizar la división
de un segmento temporal se verifica que este aumento en la complejidad del
modelo garantiza una mejora en términos de reconocimiento. La introduc-
ción de esta condición corresponde con el principio de descripción de mı́nima
longitud, MDL8, el cual considera que la mejor hipótesis para un conjunto de
observaciones es aquella que permita la mejor compresión de la información.
4. Se propuso una versión competitiva del algoritmo estándar con el fin de que
las particiones que se introduzcan contribuyan a la disminución de errores
de entrenamiento.
5. Explicación del algoritmo en términos de la similitud basada en kernel y
funciones de similitud: a diferencia de la exposición presentada en (Ryoo
and Matthies, 2013), la cual involucra de manera indistinta los conceptos de
kernel y distancia. En la presentación del algoritmo de descomposición de
actividades, únicamente se hace alusión a medidas de similitud, con el fin de
evitar confusiones o errores de forma.
2.3. Clasificación de actividades humanas
En la sección anterior se definió en que consiste la estructura de una actividad
y como puede ser aprendida a partir de un conjunto etiquetado de videos. Una
vez se obtiene la estructura Sa asociada con la actividad a basta con calcular los
descriptores del videos de acuerdo con Sa e introducir la ecuación 2.2 dentro del
algoritmo de clasificación predilecto. Por simplicidad y debido a que su formulación
en términos de la matriz de kernel se ha estudiado de manera amplia (Burges,
1998),(Chang and Lin, 2011), se hizo uso del algoritmo de clasificación basado
en máquinas de soporte vectorial para el entrenamiento de los clasificadores de
actividades.
8El principio de descripción de mı́nima longitud es una formalización del principio metodológi-
co y filosófico conocido como la navaja de Ockham
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2.4. Resultados Experimentales
Para validar el algoritmo de aprendizaje discriminativo de la estructura tem-
poral se realizó un experimento con un conjunto de secuencias sintéticos y dos
conjuntos de v́ıdeos públicos (Gupta and Davis, 2007),(Messing et al., 2009). Se
analizó su desempeño para la tarea de reconocimiento de acciones humanas de
forma supervisada y sin introducir ningún tipo de anotación adicional acerca de
las sub-acciones que componen una acción.




















Componente 1 Componente 2 Componente 3 Componente 4 Componente 5
Figura 2.5: Ejemplo de secuencias sintéticas con siete categoŕıas de interés. Los colores
representan el tipo de componente observado en un secuencia. Cada color representa la
aparición de una componente durante un periodo de tiempo espećıfico. En el texto se
encuentran más detalles acerca de la generación de las secuencias
2.4.1. Conjunto de secuencias sintéticas
En primera instancia, se analizó el desempeño del algoritmo de aprendizaje de
la estructura temporal de las actividades sobre un conjunto de secuencias sintéticas
similares a las que se aprecian en la figura 2.5. De esta forma, se puede constatar
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Tabla 2.1: Parámetros de la distribución gaussiana truncada asociada con la duración
de cada componente. La duración hace referencia al número de frames en los cuales se
aprecia la componente
Componente µ σ Mı́nimo Máximo
1 92.0 9.2 27.6 156.4
2 122.0 12.2 36.6 207.4
3 50.0 5.0 15.0 85.0
4 80.0 8.0 24.0 136.0
5 64.0 6.4 19.2 108.8
que el algoritmo es capaz de aprender una representación temporal estructurada,
que permite la categorización de secuencias temporales con alta similitud.
Para la generación de las secuencias temporales que se aprecian en la figura
2.5, se definieron las siguientes reglas de producción:
Categoŕıa 1: Componente 1, Componente 2, Componente 3, Componente 4,
Componente 5.
Categoŕıa 2: Componente 1, Componente 3, Componente 2, Componente 5,
Componente 4.
Categoŕıa 3: Componente 1, Componente 2, Componente 4, Componente 3,
Componente 5.
Categoŕıa 4: Componente 1, Componente 3, Componente 2, Componente 4,
Componente 5.
Categoŕıa 5: Componente 1, Componente 2, Componente 3, Componente 5,
Componente 4.
Categoŕıa 6: Componente 1, Componente 3, Componente 5, Componente 4,
Categoŕıa 5.
Con el fin de que las categoŕıas secuenciales sintéticas sean dif́ıciles de distinguir,
a la duración de cada categoŕıa se le asoció una distribución de probabilidad gaus-
siana truncada con los parámetros que se aprecian en la tabla 2.1.
A partir del conjunto de reglas y parámetros mencionados, la generación de
una secuencia asignada con la categoŕıa a consiste en el muestreo estad́ıstico de la
duración de cada una de las acciones que compone la actividad. La representación
de las observaciones en cada frame se realiza a través de un vector de activaciones
booleano de dimensión d. Una activación en la i-ésima dimensión del vector indica
que la componente di ocurre en el frame que se esta observando. d es equivalente al
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Figura 2.6: Estructuras temporales aprendidas por nuestro algoritmo para el conjunto
de secuencias sintéticas de la figura 2.5. Cada categoŕıa de secuencia del 1-5 tiene asociada
una estructura temporal (a-e) de manera respectiva. Los nodos verdes representan los
segmentos terminales a través de los cuales se representa el contexto temporal de la
acción. Mientras que, los nodos rojos representan nodos no-terminales. Al interior de
cada nodo se aprecia el intervalo de tiempo relativo asociado con el mismo.
número total componentes a través de las cuales se pueden describir las categoŕıas.
Para el ejemplo de la figura 2.5, el número de componentes es igual a 5. La infor-
mación temporal asociada con una secuencia xi en un interavo de tiempo (t1, t2)
se representa mediante un modelo de bolsa de palabras o de activación promedio,
en el que cada palabra representa la occurencia de una componente. A partir de
la ecuación 2.10 se puede calcular la representación temporal del video xi en el









En total se generaron 1200 secuencias, 200 por cada categoŕıa, de las cua-
les 840 son utilizadas como observaciones de entrenamiento por el algoritmo de
aprendizaje de la estructura temporal 2.2 y de clasificación de las categoŕıas. Pa-
ra validar el desempeño del algoritmo de clasificación de categoŕıas basado en la













Figura 2.7: Estructura temporal aprendida por el algoritmo Ryoo y Matthies para las
secuencias sintéticas etiquetadas con la categoŕıa 5. En comparación con la estructura
temporal de la categoŕıa 5 mostrada en la figura 2.6(e), este algoritmo obtiene una
estructura densa y con segmentos terminales enfocadas en la descripción temporal fina
en lugar de las caracteŕısticas dinámicas discriminativas. Las estructuras temporales
asociadas con las secuencias sintéticas de las otras categoŕıas son mucho más densas y
se presentan en el apéndice A.
miento.
En las figuras 2.6 y 2.7 se aprecian las estructuras temporales discriminativas
aprendidas para cada categoŕıa. Los resultados cuantitativos asociados con la cla-
sificación de las secuencias categóricas en términos de una matriz de confusión se
aprecian el la figura 2.8.
Nótese que, a pesar de que el número de componentes de las categoŕıas 1-5 es
cinco, el máximo número de segmentos temporales terminales identificados por el
algoritmo de aprendizaje estructural propuesto es cuatro. La razón de esta discre-
pancia subyace en que el algoritmo es discriminativo, es decir, durante cada ronda
de aprendizaje el algoritmo intenta dividir el intervalo de duración de tal forma
que la similitud entre las secuencias asociadas con la categoŕıa de interés y las
secuencias irrelevantes sea mı́nima. A continuación se revisará de manera intuitiva
la selección de los tiempos relativos discriminativos al construir la estructura de
la categoŕıa 2. Por simplicidad se reducirá el problema a la selección del orden
adecuado para las particiones t1 = 0,86, t2 = 0,51. En este caso se tiene que la
partición t1 permite que las categoŕıas 2 y 5 sean diferentes de las demás. En tanto
que la partición t2 permite que las categoŕıas 1,2,4 y 5 sean diferentes del resto.
Asumiendo que se debe escoger una partición, el sentido común optaŕıa por la par-
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Figura 2.8: Matrices de confusión de las categoŕıas de secuencias sintéticas de la figura
2.5 obtenidas a través de la representación del algoritmo propuesto (a) y por el algoritmo
de Ryoo y Matthies (b).
tición t1 puesto que su capacidad de hacer a la categoŕıa 2 distinguible del resto es
mejor. El algoritmo empleado trabaja de manera similar, por tal motivo se deno-
mina discriminativo. Esto implica que la localización de las segmentos temporales
terminales que representan a la actividad se escogen con base en el resultado de la
clasificación.
Una ventaja de las modificaciones realizadas al algoritmo es que permiten una
representación compacta de las actividades, a diferencia del algoritmo original de
(Ryoo and Matthies, 2013). Representar las actividades de manera compacta es
ideal en la medida en que evita que el algoritmo introduzca particiones que no
contribuyen a mejorar el desempeño de clasificación. En otras palabras, se puede
considerar que el algoritmo modificado es mesurado en relación con el original. La
importancia de utilizar un algoritmo mesurado se puede apreciar al comparar la
representación de la categoŕıa 6. Esta categoŕıa es distinguible del resto al hacer
uso de un modelo global, puesto que no contiene el componente 2. En ese caso, el
algoritmo original de Ryoo y Matthies complica la representación de la actividad
debido a que únicamente hace uso de la medida de alineamiento para introducir
divisiones, desembocando en una representación de la misma categoŕıa en término
de 17 segmentos terminales.
En términos cuantitativos, el desempeño del algoritmo con todas las modifica-
ciones realizadas en la tarea de clasificación es del 100 % demostrando las bonda-
des de una adecuada representación de la estructura temporal de las actividades.
Nótese que, el desempeño del algoritmo original de (Ryoo and Matthies, 2013)
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Tabla 2.2: Desempeño de clasificación de diferentes modelos basados en segmentos
ŕıgidos que capturan la evolución temporal de las actividades
Estructuras de reconocimiento d́ınamicas Precisión ( %)
Nuestro Algoritmo estructural 100.00
Algoritmo estructural de (Ryoo and Matthies, 2013) 99.44
1-Segmento temporal 34.17
2-Segmentos temporales uniformes 53.89
3-Segmentos temporales uniformes 92.78
4-Segmentos temporales uniformes 100.00
5-Segmentos temporales uniformes 100.00
6-Segmentos temporales uniformes 100.00
es ligeramente inferior. Una posible causa de ello, sea que el excesivo número de
segmentos temporales cause un sobreajuste provocando que la capacidad de gene-
ralización se vea comprometida. Asimismo, en la tabla 2.2 se resumen el desempeño
de clasificación de nuestro algoritmo con respecto a otro modelos de estructura fija
que capturan la evolución temporal de las actividades. A diferencia de los modelos
basados en más de cuatro segmentos uniformes, las estructuras temporales deter-
minas por los algoritmos de descomposición de actividades son particulares para
cada categoŕıa y pueden ser más compactas aplicando las modificaciones subraya-
das en la sección 2.2.
Para culminar el análisis del desempeño del algoritmo sobre las secuencias
sintéticas. Se estudió el efecto de las modificaciones realizadas al algoritmo original
propuesto en (Ryoo and Matthies, 2013). Para ello, se utilizó un conjunto de siete
actividades con las caracteŕısticas que resume la tabla 2.3. Nótese que, en este
experimento la distribución de probabilidad de cada componente es idéntica con
el fin de estudiar los efectos de una mayor variabilidad en la duración de las
mismas.
En la figura 2.9 se resumen los resultados del experimento. Para garantizar la
validez estad́ıstica de los resultados, cada corrida se repitió cincuenta veces. En
la figura 2.9 se reporta el desempeño promedio de cada algoritmo agrupados de
acuerdo con el nivel de variabilidad de cada componente.
Los resultados obtenidos confirman las ventajas de las modificaciones realiza-
das al algoritmo de Ryoo y Matthies (Ryoo and Matthies, 2013). Por ejemplo, es
notable como el algoritmo propuesto mantiene el desempeño de clasificación de las
categoŕıas, aún cuando la razón media sobre desviación estándar es del 30 %. Asi-
mismo, llama la atención que cuando la similitud en el orden de las categoŕıas es
muy alta el algoritmo en su versión competitiva en lugar de favorecer el sobreajuste
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Tabla 2.3: Caracteŕısticas de las secuencias sintéticas utilizadas para contrastar las
modificaciones realizadas al algoritmo de Ryoo y Matthies.
Categoŕıa Componentes
1 1, 2, 3, 4
2 1, 2, 4, 3
3 2, 1, 3, 4
4 1, 3, 2, 4
5 3, 1, 2, 4
6 2, 1, 4, 3
7 3, 1, 4, 2
Componente µ σ Mı́nimo Máximo
1 40.0 0.0, 2.0, 4.0, 6.0, 8.0, 10.0, 12.0 12.0 68.0
2 40.0 0.0, 2.0, 4.0, 6.0, 8.0, 10.0, 12.0 12.0 68.0
3 40.0 0.0, 2.0, 4.0, 6.0, 8.0, 10.0, 12.0 12.0 68.0
4 40.0 0.0, 2.0, 4.0, 6.0, 8.0, 10.0, 12.0 12.0 68.0
Número total de secuencias 1400
Número de secuencias por actividad 200
Porcentaje de secuencias utilizadas en entrenamiento 70 %
permite que se obtengan modelos estructurales efectivos.
En relación con las modificaciones relacionadas con la función de kernel óptimo
y la matriz de kernel, se puede asegurar que la propiedad de centrado contribuye
en gran medida al desempeño exitoso del algoritmo. Por otro lado, se evidencia
que el uso de nuestra función de kernel es destacable en 3 de los 8 casos de estudio,
y se desempeña a la par de la función de Ryoo y Matthies en en el resto de los
casos.
Por último, vale la pena considerar el resultado obtenido cuando se hace uso
de la condición basada en el principio de descripción de mı́nima longitud. En
general se podŕıa decir que su inclusión afecta ligeramente el desempeño del algo-
ritmo de original. Sin embargo, es importante recordar que su contribución en el
algoritmo es mantener una representación simple y evitar estructuras temporales
excesivamente complejas. En ese sentido, ese pequeño porcentaje que se pierde no
parece tan relevante, cuando se obtienen estructuras temporales compactas como
las presentadas de la figura 2.6.
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Algoritmo con centrado y MDL
Efecto del centrado
Efecto del MDL
Efecto del kernel óptimo
Algoritmo de Ryoo y Matthies
Figura 2.9: Efecto de las modificaciones realizadas al algoritmo de Ryoo y Matthies
sobre el segundo conjunto de secuencias sintéticas. (Se interpreta mejor a color)
2.4.2. Conjunto de acciones de Gupta
Con el fin de analizar el desempeño del algoritmo de descomposición de acti-
vidades en videos reales y demostrar extender su uso al dominio de la descripción
de las interacciones entre humanos y objetos, se revisó su desempeño sobre el con-
junto de videos públicos de Gupta et. al (Gupta and Davis, 2007) para la tarea de
reconocimiento de acciones.
Para la evaluación del algoritmo, se utilizo el método de validación dejando
uno por fuera, LOO9, con el fin de estudiar la capacidad de generalización del
algoritmo. En la práctica, únicamente fue posible utilizar cuatro sujetos de prueba
bajo esta metodoloǵıa. Debido a que los demás actores no contaban con videos de
todas las acciones propuestas por los autores.
Para el aprendizaje de la estructura temporal asociada con cada acción se
empleó el descriptor de interacción de posición relativa entre la persona y el objeto
φl, descrito en la sección 1.2. De esta forma, al aprender la estructura temporal
9Acrónimo tomado del término en inglés “Leave One Out”
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Figura 2.10: Desempeño de las estructuras temporales usando descriptores que re-
presentan la interacción espacial entre humanos y objetos en el conjunto de videos de
Gupta.
asociada con cada acción se determina un estructura temporal discriminativa que
captura como se llevan a cabo las interacciones espaciales entre la persona y el
objeto. Para el entrenamiento del algoritmo que permite la clasificación de las
acciones humanas se empleó el procedimiento descrito en la sección 1.4.
De acuerdo con la versión original del algoritmo (Ryoo and Matthies, 2013)
se empleó una función de kernel χ2. Debido al pequeño número de datos de en-
trenamiento, fue necesario computar el descriptor de interacciones espaciales φl
utilizando las versiones originales de los datos de entrenamiento y versiones re-
flejadas de manera horizontal. En la figura 2.10 se aprecia el desempeño de los
diferentes esquemas que describen la evolución temporal de las interacciones entre
humanos y objetos. Llama la atención que el algoritmo de Ryoo y Matthies se
desempeñe ligeramente por debajo de una descripción que resuma la información
de las interacciones de manera global. Sin embargo, al realizar las modificaciones
propuestas y encontrar las actividades de manera competitiva se encuentra que
adquiere un mejor que la representación uniforme basada en tres segmentos no
solapados. De hecho, cuando se complementa la información de las interacciones
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espacio-temporales entre humanos y objetos con la información del contexto del
objeto asociado con la acción, el resultado de la clasificación es perfecto.
Por otro lado, en la figura 2.11 se compara el efecto de las modificaciones rea-
lizadas al algoritmo de (Ryoo and Matthies, 2013). Aqúı se aprecia que cada una
de las modificaciones propuestas impacta de manera positiva en el desempeño de
clasificación. De forma similar a como se obtuvo en el experimento con secuen-
cias sintéticas, las ventajas más grandes se obtienen empleando el centrado de las


























Figura 2.11: Efecto de las modificaciones realizadas al algoritmo de Ryoo y Matthies
sobre el conjunto de videos de Gupta.
En las figura 2.12 se aprecian las estructuras temporales de las acciones del
conjunto de videos de Gupta aprendidas por la modificación propuesta para el
algoritmo de Ryoo y Matthies y por este algoritmo también. De manera similar
a lo apreciado con las secuencias sintéticas, el algoritmo de (Ryoo and Matthies,
2013) produce estructuras más densas. Esto se debe a que la condición empleada
para dividir un segmento no es lo suficientemente robusta. Por el contrario, con
la condición basada en el principio de descripción de mı́nima longitud, MDL, se
obtienen estructuras temporales más compactas y efectivas. A modo de compara-
ción en la tabla 2.4 se resumen las caracteŕısticas de las estructuras temporales
obtenidas.
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Algoritmo de Ryoo y Matthies
Figura 2.12: Estructuras temporales de las acciones del conjunto de videos de Gupta
aprendidas, de (a-f) se muestran las estructuras de las acciones llamar por teléfono,




Tabla 2.4: Comparación cuantitativa de las estructuras temporales aprendidas apren-
didas a partir del algoritmo de Ryoo y Matthies y con las modificaciones realizadas
Llamar por teléfono No. segmentosterminales No. nodos Profundidad
Algoritmo de Ryoo y Matthies 2 3 1
Algoritmo Propuesto 1 1 0
Contestar el teléfono No. segmentosterminales No. nodos Profundidad
Algoritmo de Ryoo y Matthies 2 3 1
Algoritmo Propuesto 1 1 0
Beber No. segmentosterminales No. nodos Profundidad
Algoritmo de Ryoo y Matthies 2 3 1
Algoritmo Propuesto 1 1 0
Encender una linterna No. segmentosterminales No. nodos Profundidad
Algoritmo de Ryoo y Matthies 3 5 2
Algoritmo Propuesto 1 1 0
Servir de una taza No. segmentosterminales No. nodos Profundidad
Algoritmo de Ryoo y Matthies 7 4 2
Algoritmo Propuesto 2 3 1
Rociar spray No. segmentosterminales No. nodos Profundidad
Algoritmo de Ryoo y Matthies 6 11 4
Algoritmo Propuesto 2 3 1
2.4.3. Conjunto de acciones de la vida cotidiana de Ro-
chester
Para complementar los resultados obtenidos en los otros dos experimentos, se
clasificaron las acciones humanas presentes en el conjunto de videos de (Messing
et al., 2009) empleando el descriptor espacial de las interacciones entre humanos y
objetos presentado en la sección 1.2, bajo el mismo esquema metodológico discutido
en la subsección anterior.
De forma similar a los resultados obtenidos anteriormente, en este conjunto
de videos también se logra apreciar la ventaja de una representación temporal
adecuada de las acciones humanas. En la figura 2.13a se aprecia el desempeño del
algoritmo propuesto en relación con otras estructuras que calculan la evolución
temporal de las interacciones entre humanos y objetos.
Por otro lado, al comparar el efecto de las modificaciones realizadas al algo-
ritmo de (Ryoo and Matthies, 2013) se obtuvieron los resultados que se aprecian
en la figura 2.13b. En este caso, se aprecia que el desemepño del algoritmo pro-
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Figura 2.13: Desempeño de clasificación de los modelos temporales a traves de la
descripcion dinamica de las interacciones entre humanos y objetos (a). Efecto de las




puesto es equivalente al obtenido por Ryoo y Matthies. La explicación de esto se
aprecia en la misma figura, al observar el desempeño del algoritmo propuesto sin
un esquema de entrenamiento competitivo. Al parecer, el carácter competitivo del
algoritmo esta causando un sobreajuste que provoca que el desempeño disminuya
ligeramente, sin ser inferior al del algoritmo de (Ryoo and Matthies, 2013). Vale
la pena mencionar nuevamente, la importancia de centrar las matrices de kernel
antes de realizar el alineamiento para obtener un buen desempeño. En futuros
trabajos, se explorarán esquemas de entrenamiento más elaborados basados en la
teoŕıa de boosting que permitan obtener un comportamiento competitivo sin sufrir
de sobreajuste.
55
2. Descomposición de las actividades humanas en términos de
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Conclusión
En este trabajo se presentó una metodoloǵıa algoŕıtmica que permite el reco-
nocimiento de las acciones humanas en videos a partir de las interacciones entre
humanos y objetos. Esto se logró a partir de la representación de las acciones huma-
nas en términos de las relaciones espacio temporales entre un humano y un objeto
(caṕıtulo 1, 2). En relación con los trabajos anteriores, este trabajo exploró y se
demostró las bondades de las representaciones estructurales que tienen en cuenta
el contexto temporal y dinámico de las interacciones entre humanos y objetos a lo
largo del video (Escorcia and Niebles, 2013).
En primer lugar, se mostró cómo a partir de una adecuada representación de
las interacciones dinámicas entre humanos y objetos se puede capturar la evolución
temporal de las relaciones entre los mismos (caṕıtulo 1). A partir de la descrip-
ción semántica propuesta se apreciaron resultados competitivos en relación con los
descriptores del estado del arte en interacciones entre humanos y objetos en dos
conjuntos de videos públicos (sección 1.2, 1.3, 1.4). Por otro lado, se demostró la
ventaja en términos del desempeño de clasificación que producen el modelado de
las caracteŕısticas dinámicas de las interacciones entre humanos y objetos. De esta
manera, los resultados obtenidos por nuestra representación dinámica de las inter-
acciones sobrepasaron los resultados que hasta ese momento ostentaban el estado
del arte en los dos conjuntos de videos públicos evaluados (Escorcia and Niebles,
2013).
A futuro, es deseable explorar la manera de integrar la descripción de las interac-
ciones espacio temporales con el contexto estructurado entre múltiples objetos y
acciones. Asimismo, es importante permitir que la descripción de las interacciones
permita enfocarse en el objeto como actor principal de la escena. Ésto permitirá re-
conocer acciones y actividades como cocinar, en las cuales el interés de la acción se
concentra en la manipulación y el aspecto de los utensilios y los alimentos.
En segunda instancia se enunciaron las desventajas de las representaciones
temporales estrictas, las cuales definen de manera arbitraria el número de sub-
acciones que componen una actividad (sección 2.1). Con base en éstas, se analizó y
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se empleó el algoritmo de (Ryoo and Matthies, 2013) con el fin de describir de
manera flexible la estructura espacio-temporal de las interacciones entre humanos
y objetos (caṕıtulo 2). A partir de los resultados cuantitativos y cualitativos del
algoritmo de Ryoo y Matthies, se propusieron algunas modificaciones al mismo con
el fin de evitar una sobre-representación de las estructuras temporales asociadas
con las actividades (sección 2.2). Las modificaciones realizadas permiten obtener
un mejor desempeño a nivel cuantitativo y cualitativo para la clasificación de
secuencias sintéticas y la clasificacion de acciones humanas la mayoŕıa de los casos
(sección 2.4).
En futuros trabajos se planea explorar si al introducir flexibilidad en la ubicación y
duración de cada uno de los segmentos temporales, se mejora el reconocimiento de
las actividades. Estos resultados, se complementarán con un estudio del algoritmo
de descomposición de actividades propuesto en videos con pocas restricciones. Los
cuales son representados a partir de los descriptores representativos, basados en





A continuación se visualizan las estructuras temporales aprendidas median-
te el algoritmo de Ryoo y Matthies para el primer experimento en secuencias
sintéticas. Las imágenes presentadas a continuación fueron obtenidas a partir del
código fuente con el que se obtuvieron los experimentos y debido a su profundi-
dad no fue posible realizarlas a mano en un programa de gráficos vectoriales. Si se
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Figura A.1: Estructura para la categoŕıa de secuencia sintética 1 de la figura 2.5
60
Figura A.2: Estructura para la categoŕıa de secuencia sintética 2 de la figura 2.5
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Figura A.3: Estructura para la categoŕıa de secuencia sintética 3 de la figura 2.5
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Figura A.4: Estructura para la categoŕıa de secuencia sintética 4 de la figura 2.5
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