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Abstract
We show how the newly developed method of Periodic Unfolding on Riemannian manifolds
can be applied to PDE problems: We consider the homogenization of an elliptic model prob-
lem. In the limit, we obtain a generalization of the well-known limit- and cell-problem. By
constructing an equivalence relation of atlases, one can show the invariance of the limit problem
with respect to this equivalence relation. This implies e.g. that the homogenization limit is
independent of change of coordinates or scalings of the reference cell.
Keywords: Periodic Unfolding, Riemannian Manifolds, Homogenization
MSC 35B27, 35J40, 53A99
1 Introduction
This paper deals with applications of Periodic Unfolding on Riemannian manifolds. The method has
been developed in [12] and [13] to allow for periodic homogenization of problems posed on ”nonflat”
objects like surfaces or spherical zones (as opposed to ”flat” domains in Rn). Prospective applica-
tions come from the field of catalysis: For example in the design and operation of heterogeneous
catalysts for the depollution of automotive exhaust gases, the surface structure and -composition
plays an important role for the effectiveness of the catalytic process, see e.g. [19] for such findings
or [20] for an overview of the field. However, since the chemical activity takes place at the nonflat
boundary of these microscopic porous particles, one needs methods to derive effective descriptions
of these materials, for example for the implementation of efficient numerical simulations.
The field of (mathematical) homogenization emerged around the 1970’s, see Bensoussan, Lions,
and Papanicolao [6] as well as Sanchez-Palencia [17]. In general, one considers a family of operators
Lε for a scale parameter ε > 0, and tries to find a limit u0 of the sequence uε and an operator
L0 for ε → 0, such that the solutions of the operator equation Lεuε = 0 converge to u0 and
fulfill L0u0 = 0 (in some specified sense). This problem is then considered to be an ”effective” or
approximate description of the original problem for small ε.
Several methods have been devised to study such processes effectively in the case that Lε is
a family of partial differential operators (without claiming to be exhaustive): Starting from the
heuristic method of asymptotic expansion, Tartar developed the method of oscillating test functions
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to allow a mathematical proof of convergence (see e.g. [6]). Being a rather tedious method, the
proof of convergence was then facilitated by the invention of the notion of two-scale convergence
by Nguetseng [15] and Allaire [2]. See also [10] for an introduction to the field.
A more recent development is the technique of Periodic Unfolding, introduced by Cioranescu,
Damlamian and Griso [8] based on an idea of Arbogast, Douglas and Hornung [5]. With the help of
this method, one can replace the two-scale convergence by well-established notions of convergence
(like weak and strong convergence) in Banach spaces. The reader is referred to [9] for a well-written
introduction to Periodic Unfolding and its various applications.
However, one drawback of all methods derived so far is that they can only be applied to (flat)
subsets of the Euclidean space Rn. Although there are some generalizations to surfaces available,
see [3] and [11], they can not be applied to surfaces having itself a periodic structure. Therefore we
extended the notion of Periodic Unfolding to certain compact Riemannian manifolds, see [13], [12],
and Section 2. In this work, we show how the theoretical results can be applied to the standard
elliptic homogenization problem. Although the limit problem (which is derived in Section 3) looks
very similar to the usual limit obtained in the case of a domain in Rn (compare e.g. [10]), we
would like to point the reader to the following particularities: Our result is not restricted to the
case of a ”flat” domain, but also applies for example to suitable curved surfaces. We also admit
general Riemannian metrics and thus extend the known results, where implicitly only the standard
(Euclidean) metric has been used. (This can also be seen as a stationary version of homogenization
with evolving microstructure as developed by Peter [16].) Moreover, we show that the limit is
independent with respect to the choice of equivalent atlases. This and the coresponding equivalence
relation is dealt with in Section 4.
2 Periodic Unfolding on Manifolds
2.1 Notation
Let M ⊂ Rm be a smooth compact oriented Riemannian manifold (in the sense of Schwarz [18])
with dim(M) = n; n,m ∈ N. We allowM to be with or without boundary. The tangent space TxM
at x ∈ M gives rise to the tangent bundle TM . Let there be given a smooth Riemannian metric
gM ∈ Γ(T ∗M ⊗ T ∗M), i.e. a smooth section of the product of the cotangent bundle T ∗M . For
x ∈ M , gM (x) defines a scalar product on the tangent space TxM . Moreover, we consider a finite
atlas A = {(Uα, φα);α ∈ I} with index set I. (Note that we do not consider equivalence classes of
atlases here, but we always refer to a fixed one.) The corresponding partition of unity subordinate
to {Uα;α ∈ I} is denoted by {πα;α ∈ I}. A chart φα = (x1, . . . , xn) : Uα → Rn induces a set
of tangent vectors, the local basis vectors ∂
∂xi
, i = 1, . . . , n. They allow a representation of gM in
local coordinates as gM =
∑n
i,j=1 gij dx
i ⊗ dxj , where gij = gM (
∂
∂xi
, ∂
∂xj
). By defining the matrix
G = [gij ]i,j=1,...,n, the volume form onM is given by dvolM :=
√
| detG| dx1∧· · ·∧ dxn. Similarly,
φα also induces pushforward and pullback operators (designated as (φα)∗ and (φα)
∗ = (φ−1α )∗,
resp.) for functions, forms and vector fields. E.g. for a function f : Uα → R, one has φαf = f ◦φ−1α .
Details concerning these notions and Riemannian manifolds can be found in [1], for example.
Lebesgue-spaces on M are as usual denoted by Lp(M), where p ∈ [1,∞] denotes the order of
integrability. Similarly, we denote the Lebesgue space of sections of the tangent bundle by LpTM .
The Hilbert space of one time weakly differentiable functions in L2(M) will be denoted by H1(M).
The subscript # indicates periodicity, and the subscript 0 designates a vanishing trace (in the case
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of H10 (M)) or a compact support in the case of spaces of differentiable functions.
Denote by Y := [0, 1)n the reference cell in Rn, endowed with the topology of the torus. We
remind the reader of the following well-known notation in the field of unfolding: For x ∈ Rn, the
representation x = ε
[
x
ε
]
+ ε
{
x
ε
}
holds, where for z ∈ Rn the quantity [z] = (b1, . . . , bn) ∈ Zn is
the unique vector such that {z} := z − [z] ∈ Y . For a function f : Rn −→ R, the unfolded function
T ε : Rn × Y −→ R is defined by T ε(f)(x, y) = f(ε
[
x
ε
]
+ εy).
In the sequel, we recall the basic notions from [13].
2.2 Unfolding Operators and Integral Identities
Definition 2.1. We say that an object is εA -periodic, if it is Y -periodic in R
n after transformation
with a chart φ from a designated atlas A .
For example, if we take a smooth εY -periodic function f : Y −→ R and a φα ∈ A , then
f˜ := f ◦ φα = φ∗αf is εA -periodic on Uα. One can also think of M itself being εα-periodic, if we
image M to represent a material body whose properties (for example heat conductivity etc.) vary
in an εA -periodic way. We need the following compatibility condition:
Definition 2.2 (UC-criterion). The atlas A is said to be compatible with unfolding (UC) if for all
α, β ∈ I with Uα ∩Uβ 6= ∅ and for all ε there exists a k(ε) ∈ Zn such that φα = φβ + ε
∑n
i=1 ki(ε)ei
in Uα ∩ Uβ , where ei denotes the i-th unit vector in Rn.
This definition implies that it is a necessary condition for M to be parallelizable. Examples for
manifolds which fulfill this criterion include the unit sphere in R2 and a spherical segment in R3.
We can now define unfolding operators locally:
Definition 2.3. Choose a chart φ ∈ A with corresponding domain U ⊂M .
1. For a function f : U −→ R we define T εφ (f) = (φ× Id)
∗ T ε(φ∗f), where T ε denotes the usual
unfolding operator in Rn. Obviously T εId = T
ε.
2. For a vector field F ∈ X(U) define analogously T εφ (F ) = (φ× Id)
∗ T ε(φ∗F ).
With the help of the partition of unity, we construct a global operator as follows:
Definition 2.4. The global unfolding operator T ε
A
with respect to the atlas A is defined as
T εA (·) =
∑
α∈I
παT
ε
φα
(·|Uα).
Equivalent definitions can be found in the references cited above. The next result shows that the
unfolding operators are well defined on sets where two charts overlap, giving the well-definedness
of T ε
A
on M :
Proposition 2.5. Let φα and φβ be two charts of an UC-atlas A with Uα ∩ Uβ 6= ∅. Then
T εφα = T
ε
φβ
on Uα ∩ Uβ.
For the unfolding of integrals, we use the following notation:
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Definition 2.6. A sequence {f ε} in L1(M) is said to fulfill the unfolding criterion on manifolds
(UCM) if there exists a function r : R+ −→ R such that r(ε) −→ 0 as ε→ 0 and∫
M
f ε dvolM =
1
|Y |
∫
M×Y
T εA (f
ε)T εA (
√
|G|) dy dx+ r(ε).
We write in this case
∫
M
f ε dvolM ≃
1
|Y |
∫
M×Y
T ε
A
(f ε)T ε
A
(
√
|G|) dy dx.
In [13] it is shown that the following functions f and sequences (f ε) fulfill the (UCM)-criterion:
1. f ∈ L1(M)
2. {f ε} ⊂ L1(M) such that ‖f ε‖L1(M) is bounded independently of ε.
3. Since the functions are defined on a compact manifold, the same holds true if we replace
L1(M) with Lp(M) with 1 ≤ p ≤ ∞.
Proposition 2.7. The operators
T εA : L
p(M) −→ Lp(M × Y )
are linear and continuous with operator norm less than (CY (1 + card(I)δ))|Y |)
1
p , where δ > 0 is
arbitrary, ε ≤ ε0(δ) and CY denotes a constant depending on the coefficients of gM .
2.3 Unfolding of Gradients
Since gradients are vector fields strongly connected to the Riemannian metric, we need the following
Definition 2.8. For fixed x ∈ M , ε > 0 associate to the Riemannian metric gM on M a (x, ε)-
dependent metric g
(x,ε)
Y on Y via g
(x,ε)
Y (x, ·) = T
ε
A
(gM )(x, ·) in the sense that
T εA (gM ) = T
ε
A (
∑
i,j
gij dx
i ⊗ dxj) =
∑
i,j
T εA (gij) dy
i ⊗ dyj .
Proposition 2.9. Let F,G ∈ X(M). Then
T εA (gM (F,G))(x, y) = g
(x,ε)
Y (T
ε
A (F )(x, y), T
ε
A (G)(x, y)).
We need three different gradient operators, which we denote by ∇M , ∇
(x,ε)
Y and ∇
(x)
Y , resp. (we
will use the same notation for the corresponding divergence operators):
• ∇M denotes the gradient on M with respect to the metric gM .
• For fixed x ∈M and ε > 0, ∇
(x,ε)
Y denotes the gradient on Y with respect to the parameter-
dependent metric g
(x,ε)
Y .
• Finally, for fixed x ∈M the operator ∇
(x)
Y is defined to be the gradient on Y with respect to
the parameter-dependent metric g
(x)
Y := limε→0 T
ε
A
(gM )(x, ·), i.e. with respect to the metric
on Y with metric coefficients g
(x)
Y (
∂
∂yi
, ∂
∂yj
) = gij(x).
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Proposition 2.10. Let f : M −→ Rn be a differentiable function, and let F ∈ X(M) be a differ-
entiable vector field. Then the identities
εT εA (∇Mf)(x, y) = ∇
(x,ε)
Y T
ε
A (f)(x, y)
εT εA (divMF )(x, y) = div
(x,ε)
Y T
ε
A (F )(x, y)
hold in M × Y .
2.4 Compactness Results for Gradients
One has the following compactness result for gradients:
Theorem 2.11. Let {wε} ⊂ H1(M) be a sequence.
1. Assume that the estimate ‖wε‖L2(M) ≤ C and ε ‖∇Mw
ε‖L2TM ≤ C holds with a constant C
independent of ε. Then there exists a w ∈ L2(M ;H1#(Y )) such that along a subsequence
T εA (w
ε) −⇀ w in L2(M × Y )
εT εA (∇Mw
ε) −⇀ ∇
(x)
Y w in L
2(M ;L2TY ).
2. If the stronger estimate ‖wε‖L2(M) ≤ C and ‖∇Mw
ε‖L2TM ≤ C holds with a constant C
independent of ε, then there exists a w ∈ H1(M) and a wˆ ∈ L2(M ;H1#(Y )) such that along
a subsequence
T εA (w
ε) −→ w in L2(M × Y )
T εA (∇Mw
ε) −⇀ (∇Mw)Y +∇
(x)
Y wˆ in L
2(M ;L2TY ).
By abuse of notation we use ∇
(x)
Y w to denote a function (x, y) 7→ ∇
(x)
Y w(x, y). The operator (·)Y
is defined below.
Definition 2.12. 1. For a vector field F ∈ X(M) we define a transport operator (·)Y with
(·)Y : X(M) −→ X(Y )
M
F 7−→ FY ,
where for F =
∑
i F
i ∂
∂xi
the field FY is defined via FY (x, y) =
∑
i F
i(x) ∂
∂yi
.
2. Analogously, we construct a transport operator which maps vector fields on Y to vector fields
on M : For a vector field G ∈ X(Y ) we define a transport operator (·)M with
(·)M : X(Y ) −→ X(M)
Y
G 7−→ GM ,
where for G =
∑
iG
i ∂
∂yi
the field GM is defined via GM (x, y) =
∑
iG
i(y) ∂
∂xi
.
One easily shows that for vector fields Vi ∈ X(M)Y , Wi ∈ X(Y )M , i = 1, 2, the relations
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•
(
(V1)Y
)
M
= V1,
(
(W1)M
)
Y
=W1
• g
(x)
Y (W1,W2) = gM
(
(W1)M , (W2)M
)
• gM (V1, V2) = g
(x)
Y
(
(V1)Y , (V2)Y
)
hold.
3 Application to an Elliptic Model Problem
Let D ∈ C#(Y ) be a fixed periodic function such that 0 < d0 ≤ D ≤ D0 for some positive constants
d0, D0. For ε > 0 we define the function D
ε :M −→ R via Dε(x) := D
({
φα(x)
ε
})
for x ∈ Uα. Due
to the UC-condition we obtain D
({
φα(x)
ε
})
= D
({
φβ(x)
ε
})
for x ∈ Uα ∩ Uβ , thus the function
Dε is well-defined. Dε might be interpreted as heat conductivity or diffusivity ofM for fixed ε > 0.
Let c ≥ 0 be a constant and let f ∈ L2(M) be a source term. We are considering the problem:
Find uε ∈ H10 (M) with
−divM (D
ε∇Mu
ε) + cuε = f in M (1a)
uε = 0 on ∂M. (1b)
The weak formulation of this problem reads∫
M
DεgM (∇Mu
ε,∇Mϕ) dvolM +
∫
M
cuεϕ dvolM =
∫
M
fϕ dvolM ∀ϕ ∈ H
1
0 (M). (2)
Formally, the weak formulation is obtained by multiplication of equation (1a) with a test function
ϕ and subsequent integration by parts, taking into account the boundary condition (1b). Existence
of a solution for fixed ε > 0 is obtained easily by using the Lax-Milgram lemma.
We are going to show the following theorem:
Theorem 3.1. There exists a unique u ∈ H10 (M) such that u
ε −⇀ u in H10 (M). The limit satisfies
the homogenized equation
−divM (B∇Mu) + cu = f in M
u = 0 on ∂M,
(3)
where the linear operator B is constructed with the help of the following parameter-dependent cell
problem: For fixed x ∈M and i = 1, . . . , n, find wi(x) ∈ H1#(Y )/R, solution of
−div
(x)
Y (D(·)∇
(x)
Y wi(x)) = div
(x)
Y (D(·)
∂
∂yi
) in Y
y 7−→ wi(x, y) is Y -periodic.
Then define a tensor A as Aki (x, y) :=
∑
j g
kj(x)∂wi
∂yj
(x, y), and the linear operator B as
Bki (x) :=
∫
Y
D(y)(δki +A
k
i (x, y)) dy.
Moreover, the corresponding tensor B˜ with lowered index, i.e. B˜ki :=
∑
j gkjB
j
i is symmetric and
positive definite.
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For the special case of M being a domain in Rn and g being the Euclidean metric gij = δij ,
one obtains the operators divM = div (the usual divergence) and div
(x,ε)
Y = div
(x)
Y = divy (the
divergence taken with respect to the second variable) as well as ∇M = ∇ (the usual gradient) and
∇
(x,ε)
Y = ∇
(x)
Y = ∇y (the gradient taken with respect to the second variable). Keeping in mind
the indentification ∂
∂yi
= ei (the i-th unit vecor), one sees that the theorem above generalizes the
well-known homogenization results for a strongly elliptic equation, see e.g. [10].
3.1 A-priori Estimates and Limits
Using uε as a test function in the weak formulation, one shows that the estimate ‖uε‖H1(M) ≤ C
holds with a constant C > 0 independent of ε.
Theorem 2.11 and the usual compactness results and embeddings (see e.g. [14]) now show that
there exits a u ∈ H1(M) and a uˆ ∈ L2(M ;H1#(Y )) such that along a subsequence
uε −⇀ u in H1(M) (4a)
uε −→ u in L2(M) (4b)
T εA (u
ε) −→ u in L2(M × Y ) (4c)
T εA (∇Mu
ε) −⇀ (∇Mu)Y +∇
(x)
Y uˆ in L
2(M ;L2TY ). (4d)
Due to the compactness of the trace map H1(M) →֒ L2(∂M) we have u|∂M = limε→0(uε|∂M ) = 0
3.2 The Two-Scale Limit Problem
In order to derive the limit problem, we choose two test functions ϕ1 ∈ C∞0 (M) and ϕ2 ∈
C∞0 (M ;C
∞
# (Y )) and define
ϕε(x) := ϕ1(x) + εϕ2
(
x,
{
φα(x)
ε
})
for x ∈ Uα.
We need the following auxiliary result:
Lemma 3.2. We have
1. T ε
A
(Dε)(x, y) = D(y)
2. T ε
A
(∇Mϕε) −→ (∇Mϕ1)Y +∇
(x)
Y ϕ2 in L
∞(M × Y )
3. T ε
A
(ϕε) −→ ϕ1 in L∞(M × Y )
Proof. By the very definition of pullback and pushforward, we obtain for T εφα , α ∈ I
T εφα(D
ε)(x, y) = D




ε
[
φα(x)
ε
]
+ εy
ε



 = D(y).
Next, we have due to the unfolding rules for gradients (see Proposition 2.10)
T εA (∇Mϕ
ε) = T εA (∇Mϕ1) +∇
(x,ε)
Y T
ε
A (ϕ2).
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For the first term on the right hand side we obtain for x ∈ Uα the convergence
T εφα(∇Mϕ1)(x, y) = T
ε
φα
(
∑
i,j
gij
∂ϕ1
∂xi
∂
∂xj
)(x, y)
=
∑
i,j
T εφα(g
ij)(x, y)︸ ︷︷ ︸
→gij(x)
T εφα(
∂ϕ1
∂xi
)(x, y)︸ ︷︷ ︸
→
∂ϕ1
∂xi
∂
∂yj
−→
∑
i,j
gij(x)
∂ϕ1
∂xi
∂
∂yj
= (∇Mϕ1)Y
in C(M × Y ). For the second term, we have as above
∇
(x,ε)
Y T
ε
φα
(ϕ2)(x, y) = ∇
(x,ε)
Y ϕ2(φ
−1
α (ε
[
φα(x)
ε
]
+ εy), y)
=
∑
i,j
T εφα(g
ij)(x, y)
∂ϕ2
∂yi
(φ−1α (ε
[
φα(x)
ε
]
+ εy), y)
∂
∂yj
,
where ∂ϕ2
∂yi
has to be understood as derivative with respect to the second variable. Since T εφα(g
ij)→
gij as well as
φ−1α (ε
[
φα(x)
ε
]
+ εy) −→ φ−1α (φα(x)) = x (5)
(due to the continuity of φα), we obtain by using the continuity of
∂ϕ2
∂yi
that
∇
(x,ε)
Y T
ε
φα
(ϕ2)(x, y) −→
∑
i,j
gij(x)
∂ϕ2
∂yi
(x, y)
∂
∂yj
= ∇
(x)
Y ϕ2(x, y).
The last assertion follows along the same lines by using the boundedness of ϕ2 as well as (5).
We choose ϕ = ϕε as a test function in the weak formulation (2). Since all the terms appearing
under the integrals in (2) are bounded in L1(M) independent of ε, these terms satisfy the UCM-
criterion, and we can unfold the integral identity with respect to ≃. We obtain the expression
1
|Y |
∫
M×Y
D(y)g
(x,ε)
Y
(
T εA (∇Mu
ε), T εA (∇Mϕ
ε)
)
(x, y) T εA (
√
|G|)(x, y) dy dx
+
1
|Y |
∫
M×Y
cT εA (u
ε)(x, y)T εA (ϕ
ε)(x, y) T εA (
√
|G|)(x, y) dy dx
=
1
|Y |
∫
M×Y
T εA (f)(x, y)T
ε
A (ϕ
ε)(x, y) T εA (
√
|G|)(x, y) dy dx+ r(ε)
with r(ε)→ 0 as ε→ 0. Taking the limit on both sides, keeping in mind the convergences (4), one
obtains the two-scale formulation of the limit problem
1
|Y |
∫
M×Y
D(y)g
(x)
Y
(
(∇Mu)Y +∇
(x)
Y uˆ, (∇Mϕ1)Y +∇
(x)
Y ϕ2
)
dy dvolM
+
∫
M
cuϕ1 dy dvolM =
∫
M
fϕ1 dy dvolM .
(6)
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By density of test functions, this holds for all (ϕ1, ϕ2) ∈ H10 (M) × L
2(M ;H1#(Y )). The strong
formulation of this problem is given in Theorem 3.1.
3.3 Proof of Theorem 3.1
Step 1 The cell problem:
We start with the weak formulation (6): Choosing ϕ1 = 0, one obtains
1
|Y |
∫
M×Y D(y)g
(x)
Y
(
(∇Mu)Y+
∇
(x)
Y uˆ,∇
(x)
Y ϕ2
)
dy dvolM = 0. Upon integration by parts, this yields
−
∫
M×Y
div
(x)
Y
(
D
[
(∇Mu)Y +∇
(x)
Y uˆ
])
ϕ2 dy dvolM = 0 ∀ϕ2 ∈ L
2(M ;H1#(Y )),
the strong form of which is given by: For fixed x ∈M , find uˆ(x) ∈ H1#(Y )/R such that
−div
(x)
Y (D(·)∇
(x)
Y uˆ(x)(y)) = div
(x)
Y (D(·)(∇Mu)Y (x, y)) in M
y 7−→ uˆ(x)(y) is Y -periodic.
(7)
To ”factor out” the term (∇Mu)Y , we construct a solution of the cell problem for i = 1, . . . , n,
given by: Find a solution wi(x) ∈ H1#(Y )/R of
−div
(x)
Y (D(y)∇
(x)
Y wi(x)(y)) = div
(x)
Y (D(y)
∂
∂yi
) in Y (8a)
y 7−→ wi(x, y) is Y -periodic. (8b)
The weak formulation of this problem∫
Y
D(y)g
(x)
Y
(
∇
(x)
Y wi(x),∇
(x)
Y ϕ
)
dy = −
∫
Y
D(y)g
(x)
Y
( ∂
∂yi
,∇(x)y ϕ
)
dy ∀ϕ ∈ H1#(Y )/R (9)
is well defined in the indicated function space and thus has a solution wi(x), which is unique up to
constants. Define uˆ(x, y) =
∑
i wi(x, y)(∇Mu(x))
i. The following calculation shows that this uˆ is
a solution of (7): The periodicity in the variable y is obvious, and we have
−div
(x)
Y (D∇
(x)
Y uˆ) = −
n∑
i=1
(∇Mu)
idiv
(x)
Y (D∇
(x)
Y wi)
= div
(x)
Y
(
D
n∑
i=1
(∇Mu)
i ∂
∂yi
)
= div
(x)
Y (D(∇Mu)Y ).
Step 2 The homogenized problem:
We now choose ϕ2 = 0 in (6) to obtain
1
|Y |
∫
M×Y D(y)g
(x)
Y
(
(∇Mu)Y +∇
(x)
Y uˆ, (∇Mϕ1)Y
)
dy dvolM+∫
M
cuϕ1 dy dvolM =
∫
M
fϕ1 dy dvolM . Inserting uˆ and using the remarks following the definition
of the transport operators, this is equivalent to
1
|Y |
∫
M×Y
D(y)gM
(
∇Mu+
n∑
i=1
(∇Mu)
i(∇
(x)
Y wi)M ,∇Mϕ1
)
dy dvolM
+
∫
M
cuϕ1 dy dvolM =
∫
M
fϕ1 dy dvolM .
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Upon an integration by parts, we obtain the following strong form:
−divM
(∫
Y
D[∇Mu+
n∑
i=1
(∇Mu)
i(∇
(x)
Y wi)M ] dy
)
+ cu = f in M
u = 0 on ∂M
It remains to characterize the expression
K(x, y) := D(y)[∇Mu(x) +
n∑
i=1
(∇Mu(x))
i(∇
(x)
Y wi(x, y))M ].
Written component-wise, we obtain
K(x, y) =
∑
k
D(y)
(
(∇Mu(x))
k +
∑
i,j
(∇Mu(x))
igkj(x)
∂wi(x, y)
∂yj
) ∂
∂xk
=
∑
k,i,j
D(y)
(
δki (∇Mu(x))
i + (∇Mu(x))
igkj(x)
∂wi(x, y)
∂yj
) ∂
∂xk
=
∑
k,i
D(y)
(
δki +
∑
j
gkj(x)
∂wi(x, y)
∂yj
)
(∇Mu(x))
i ∂
∂xk
.
Another expression for K is given by
K(x, y) =
∑
k,i
D(y)(δki + (∇
(x)
Y wi(x, y))
k)(∇Mu(x))
i ∂
∂xk
.
The part x 7→ δki +
∑
j g
kj(x)∂wi(x,y)
∂yj
corresponds to a linear map in tensorial notation. We set
A(x, y) := [
∑
j g
kj(x)∂wi(x,y)
∂yj
]ki . Since Id = [δ
k
i ]
k
i , we can apply (Id +A(·, y)) to ∇Mu to obtain
K(·, y) = D(y)(Id +A)(∇Mu).
Integrating over Y , we get the expression B∇Mu as stated in the theorem. Note however that at
this point we do not know whether B is a tensor, i.e. invariant under coordinate changes. This is
due to the fact that the lower index i stems from an index number (of the function wi) and not
from a tensorial expression itself. On the other hand, the upper index k stems from a tensorial
expression and thus B is contravariant in this index.
We overcome this difficulty with the result of step 3: There it is shown that the expression B˜ = [B˜ki],
corresponding to B with a lowered index k, is symmetric. Since B is contravariant in k, B˜ is
covariant in k and thus, due to the symmetry, also in i. Therefore B has to be covariant in i as
well, and B is finally a well-defined mixed tensor corresponding to a linear map acting on vector
fields.
Step 3 Properties of the homogenized linear operator:
Define B˜ki =
∑
j gkjB
j
i . In order to show that B˜ is symmetric, we start with the weak formulation
of the cell problem (9) for i = α, where we use ϕ = wβ as a test function (α, β ∈ {1, . . . , n}),∫
Y
D(y)g
(x)
Y
(
∇
(x)
Y wα,∇
(x)
Y wβ
)
dy = −
∫
Y
D(y)g
(x)
Y
( ∂
∂yα
,∇(x)y wβ
)
dy.
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In component notation, this reads
∑
i,j
∫
Y
D(y)gij(∇
(x)
Y wα)
i(∇
(x)
Y wβ)
j dy = −
∑
j
∫
Y
D(y)gαj(∇
(x)
Y wβ)
j dy.
Since gαj =
∑
i δ
i
αgij , above expression is equivalent to∑
i,j
∫
Y
D(y)gij [(∇
(x)
Y wα)
i + δiα](∇
(x)
Y wβ)
j dy = 0. (10)
Now we have
B˜βα =
∑
i
gβi[
∫
Y
D(y)(Id +A(·, y)) dy]iα =
∑
i
∫
Y
D(y)gβi
(
δiα +
∑
k
gik
∂wα
∂yk
)
dy
=
∑
i
∫
Y
D(y)gβi
(
δiα + (∇
(x)
Y wα)
i
)
dy =
∑
i,j
∫
Y
D(y)δjβgij
(
δiα + (∇
(x)
Y wα)
i
)
dy
Adding the expression (10), we get
B˜βα =
∑
i,j
∫
Y
D(y)gij
(
δjβ + (∇
(x)
Y wβ)
j
)(
δiα + (∇
(x)
Y wα)
i
)
dy.
We easily see that B˜βα = B˜αβ . Since α, β ∈ {1, . . . , n} is arbitrary, B˜ is symmetric.
Next, we show that B˜ is positive: To this end, let V be a vector field on M . Then
∑
α,β
B˜αβV
αV β =
∑
i,j,α,β
∫
Y
D(y)gij
(
δjβ + (∇
(x)
Y wβ)
j
)(
δiα + (∇
(x)
Y wα)
i
)
V αV β dy
=
∑
i,j
∫
Y
D(y)gij
∑
β
V β
(
δjβ + (∇
(x)
Y wβ)
j
)∑
α
V α
(
δiα + (∇
(x)
Y wα)
i
)
dy (11)
=
∑
i,j
∫
Y
D(y)gijζ
iζj dy ≥ 0,
since D is positive and the gij ’s are the coefficients of a Riemannian metric. Here ζ
i =
∑
β V
β
(
δjβ+
(∇
(x)
Y wβ)
j
)
.
We now show that B˜ is definite. Let V again be a vector field on M and assume that V 6= 0.
Let
∑
α,β B˜αβV
αV β = 0. Keeping in mind the definition of B˜, the index-free version of the second
line of the previous considerations (11) reads as
∑
α,β
B˜αβV
αV β =
∫
Y
D(y)gM ((Id +A)V, V ) dy =
∫
Y
D(y)gM ((Id +A)V, (Id +A)V ) dy.
The assumption
∑
α,β B˜αβV
αV β = 0 is equivalent to gM ((Id+A)V, (Id+A)V ) = 0 due to the posi-
tivity of D. Using the transport operator, this is equivalent to g
(x)
Y
(
(I˜d +A)(V )Y , (I˜d +A)(V )Y
)
=
11
0, which in turn is equivalent to (I˜d +A)(V )Y = 0. Here (I˜d +A) is a map acting on a parameter-
dependent vector field W on Y via∑
i
W i(x, y)
∂
∂yi
7−→
∑
i,j
[δji + (∇
(x)
Y wi(x, y))
j ]W i(x, y)
∂
∂yj
.
Consider for i = 1, . . . , n the auxiliary functions ηi : (Y −→ R)M given by ηi(x, y) =
∑
j gij(x)y
i.
It holds that
∇
(x)
Y η
i =
∑
k,l
gkl
∂ηi
∂yl
∂
∂yk
=
∑
k,l
∑
j
gklgij
∂yj
∂yl︸︷︷︸
=δj
k
∂
∂yk
=
∑
k,l
gklgil︸ ︷︷ ︸
=δi
k
∂
∂yk
=
∂
∂yi
.
Note that ηi corresponds to the function y 7→ yi in the corresponding proof from homogenization
in Rn, and ∂
∂yi
corresponds to the unit vector ei.
With the help of this auxiliary function ηi, we obtain
0 = (I˜d +A)(V )Y =
∑
i
∇
(x)
Y (η
i − wi)V i =
∑
i
∇
(x)
Y [(η
i − wi)V i],
since V i depends only on x ∈ M and not on y ∈ Y . Therefore
∑
i(η
i − wi)V i = const., with a
constant depending on x but not on y. This amounts to say that∑
i
ηi(x, y)V i(x)− const(x) =
∑
i
wi(x, y)V i(x). (12)
Since V 6= 0, there exists a x ∈M with V (x) 6= 0. Then (using matrix notation)∑
i
ηi(x, y)V i(x) =
∑
i,j
gij(x)y
jV i(x)
=

G(x)

V
1(x)
...
V n(x)




T
·

y
1
...
yn

 .
Since
(
V 1(x)
...
V n(x)
)
6= 0 and G(x) is invertible, G(x)
(
V 1(x)
...
V n(x)
)
is not equal to 0 as well and thus

G(x)

V
1(x)
...
V n(x)




T
·

y
1
...
yn

 6= 0
for some choice of y. Especially, this expression is not Y -periodic in y. However, the right hand side
of (12) is periodic in y. Thus we have reached a contradiction. This shows that
∑
α,β B˜αβV
αV β = 0
implies V = 0 and finishes the proof of the theorem.
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Why is the matrix B˜ so important? This is due to the fact that it appears naturally in the weak
formulation of the homogenized problem: Upon multiplication with a test function ϕ ∈ H10 (M) and
integration by parts, problem (3) reads as∫
M
gM (B∇Mu,∇Mϕ) dvolM +
∫
M
cuϕ dvolM =
∫
M
fϕ dvolM . (13)
The first term can now be written in component notation as
gM (B∇Mu,∇Mϕ) =
∑
i,j
∑
α
gijB
j
α(∇Mu)
α(∇Mϕ)
i
=
∑
i,α
B˜iα(∇Mu)
α(∇Mϕ)
i =: gB(∇Mu,∇Mϕ).
Due to the properties of B˜, gB is a symmetric and coercive bilinear form on M , and the lemma
of Lax-Milgram can be applied to the weak formulation (13) above to obtain the existence and
uniqueness of a solution u.
As a corollary to the fact that the solution of the homogenized problem is unique, we note:
Corollary 3.3. The convergence in Theorem 3.1 holds for the whole sequence uε (and not only for
a subsequence).
With the help of the implicit function theorem for Banach spaces, one shows that the cell
problem is smooth with respect to the parameter:
Theorem 3.4. For the solution wi of the cell problem (8) it holds
wi ∈ Ω
1
0(M,H
1
#(Y )/R), i = 1 . . . , n.
Here Ωkl (M,X) denotes the space of k-times continuously differentiable l-forms inM with values
in the Banach space X , see [7].
4 Equivalent Atlases
In this section we construct an equivalence relation between certain UC-atlases for M and show
that all equivalent atlases lead to the same limit problem (3) in Theorem 3.1. To this end, let
Y and Z be two rectangular subsets of Rn (not necessarily restricted to [0, 1)n), representing two
reference cells. We assume both cells to be equipped with the chart Id and denote the local basis
vectors by ∂
∂yi
(for Y ) and ∂
∂zi
(for Z), i = 1, . . . , n. The corresponding dual forms are denoted by
dyi and dzi, respectively.
Let there be given two scalar functions DY : Y −→ R and DZ : Z −→ R, representing e.g.
material properties as above. We need the following assumptions:
Assumption 4.1. Let the manifoldM be equipped with two atlases A 1 = {φ1α : U
1
α −→ V
1
α ;α ∈ I}
and A 2 = {φ2α : U
2
α −→ V
2
α ;α ∈ I˜}, both satisfying the UC-criterium, with some finite index sets I
and I˜. Assume that whenever U1α∩U
2
β 6= ∅ for some α ∈ I, β ∈ I˜, then the coordinate transformation
φ2β ◦ (φ
1
α)
−1 is the restriction of some linear map F˜ : Rn −→ Rn to V 1α . Lemma 4.6 shows that this
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map F˜ is unique across different charts, thus it is not restrictive to assume the existence of one
linear map F : Rn −→ Rn such that φ2β ◦ (φ
1
α)
−1 = F |V 1α for all suitable index pairs.
Furthermore, assume that F |Y : Y −→ Z is a coordinate transformation between the reference
cells such that for the functions DY and DZ representing material properties, we have DZ =
(F |Y )∗DY .
To give a simple example how these assumptions apply, consider the following situation: Let
Ω ⊂ R2 be a domain. We equip Ω with two different atlases, each consisting of one chart: A1 :=
{Id : Ω −→ Ω} as well as A2 := {Sk : Ω −→ Sk(Ω)}, where the map Sk is given by
Sk : Rn −→ Rn(
x1
x2
)
7−→
(
x2
x1
)
.
As reference cells, we use Y1 = [0, 1)
2 (for A1) and Y2 = [0, 1)
2 (for A2). Furthermore, let
DY1 : Y1 −→ R be a function (representing material properties in the first reference cell) and
set DY2(y1, y2) := DY1(y2, y1). Since Sk ◦ Id
−1 = Sk : Ω −→ Sk(Ω) can be trivially extended to the
linear map Sk, defined on the whole of Rn, and since Sk : Y1 −→ Y2 is a coordinate transformation
of the reference cells such that DY2 = Sk∗DY1 , the Assumptions 4.1 are fulfilled.
In the situation of the preceding example, one can also consider A1 := {Id : Ω −→ Ω} and
A2 := {2Id : Ω −→ 2Id(Ω)}, with reference cells Y1 = [0, 1)2 as well as Y2 = [0, 2)2 and functions
DY1 as above with DY2(y1, y2) = DY1(
y1
2 ,
y2
2 ). Here
2Id : Rn −→ Rn(
x1
x2
)
7−→
(
2x1
2x2
)
.
4.1 Results
The main result of this section is the following
Theorem 4.2. Under the Assumptions 4.1, the limit problem (3) is independent of the atlas Ai,
i = 1, 2.
The class of atlases satisfying the assumptions given above constitutes an equivalence relation,
as one can verify directly:
Proposition 4.3. Let A and B be two atlases for M , both satisfying the UC-criterion. We write
A ∼ B to denote that the couple (A ,B) satisfies the Assumptions 4.1. Then the relation ’∼’ is
an equivalence relation on the set of UC-atlases.
This result tacitly assumes that there exist reference cells YA (belonging to A ) and YB (be-
longing to B) etc. as well as ”material-property”-functions DYA and DYB as stated above.
4.2 Proof of Theorem 4.2
We begin with showing the asserted uniqueness of the transformation F and collect further results
needed for subsequent derivations:
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Lemma 4.4. Let α, α˜ be two indices with V 1α ∩ V
1
α˜ 6= ∅. Choose β, β˜ such that U
1
α ∩ U
2
β 6= ∅ and
U1α˜ ∩U
2
β˜
6= ∅. Then φ2β ◦ (φ
1
α)
−1 = φ2
β˜
◦ (φ1α˜)
−1 in V 1α ∩V
1
α˜ . Thus the linear map F˜ is unique for all
index pairs.
Proof. Due to the UC-criterion, there exists K, K˜ ∈ Rn such that φ1α˜ = φ
1
α + K as well as φ
2
β˜
=
φ2β + K˜. This implies (φ
1
α˜)
−1 = (φ1α)
−1(· −K).
Since φ2β ◦ (φ
1
α)
−1 as well as φ2
β˜
◦ (φ1α˜)
−1 are supposed to be linear, it holds φ2β ◦ (φ
1
α)
−1 =
D(φ2β ◦ (φ
1
α)
−1) and φ2
β˜
◦ (φ1α˜)
−1 = D(φ2
β˜
◦ (φ1α˜)
−1), where D denotes the total derivative. By the
chain rule, we obtain
D[φ2
β˜
◦ (φ1α˜)
−1] = D[φ2β((φ
1
α)
−1(· −K)) + K˜] = D[φ2β ◦ (φ
1
α)
−1].
This implies the asserted equality and the uniqueness of the linear map F˜ .
If we interpret (1) as a stationary heat equation, then D stands for a material property – in this
case the heat conductivity of the underlying material. The next lemma shows that the description
of these material properties is independent of the atlas:
Lemma 4.5. Under the assumptions 4.1, it holds
Dε(x) = DY (
φ1α(x)
ε
) = DZ(
φ2β(x)
ε
)
for x ∈ U1α ∩ U
2
β .
Proof. Since F = φ2β ◦ (φ
1
α)
−1 is linear, one has
φ2β◦(φ
1
α)
−1(φ1α(x))
ε
= φ2β ◦ (φ
1
α)
−1(
φ1α(x)
ε
). This gives
Dε(x) := DZ(
φ2β(x)
ε
) = DZ(
φ2β ◦ (φ
1
α)
−1(φ1α(x))
ε
) = DZ(φ
2
β ◦ (φ
1
α)
−1︸ ︷︷ ︸
=F
(
φ1α(x)
ε
))
= (F ∗DZ)(
φ1α(x)
ε
).
Since DZ = F∗DY ⇔ DY = F
∗DZ , the last expression is equal to DY (
φ1α(x)
ε
), which finishes the
proof.
The following lemma describes the transformation behaviour of the cell problems, which will
later imply the main result:
Lemma 4.6. Let φ : Y −→ Z be a coordinate transformation between the reference cells. As above,
define g
(x)
Y =
∑
i,j gij(x) dy
i ⊗ dyj and g
(x)
Z =
∑
i,j gij(x) dz
i ⊗ dzj and assume that there exists a
λ > 0 such that both metrics are related by λg
(x)
Z = φ∗g
(x)
Y . Furthermore, assume that DZ = φ∗DY .
For given vector fields Q ∈ L2TY and H ∈ L2TZ consider the generalised cell problems: Find
wQY ∈ H
1
#(Y )/R and w
H
Z ∈ H
1
#(Z)/R such that for fixed x ∈M
−div
(x)
Y (DY∇
(x)
Y w
Q
Y ) = div
(x)
Y (DYQ) in Y (14a)
y 7−→ wQY (x, y) is Y -periodic (14b)
15
and
−div
(x)
Z (DZ∇
(x)
Z w
H
Z ) = div
(x)
Z (DZH) in Z (15a)
z 7−→ wHZ (x, z) is Z-periodic. (15b)
Then it holds
λφ∗w
Q
Y = w
φ∗Q
Z as well as φ∗(∇
(x)
Y w
Q
Y ) = ∇
(x)
Z w
φ∗Q
Z .
Proof. Keep the relations div
(x)
Z ◦φ∗ = φ∗ ◦ div
(x)
Y as well as ∇
(x)
Z ◦ φ∗ =
1
λ
φ∗ ◦∇
(x)
Y in mind, which
hold due to the asserted relation between the metrics on Y and Z, see e.g. [4]. Application of φ∗
to equation (14a) yields
−φ∗[div
(x)
Y (DY∇
(x)
Y w
Q
Y )] = φ∗div
(x)
Y (DYQ)
⇐⇒ −div
(x)
Z (DZ∇
(x)
Z (λφ∗w
Q
Y )) = div
(x)
Z (DZφ∗Q)
Since the solution of (15) (with H = φ∗Q) is unique, we obtain λφ∗w
Q
Y = w
φ∗Q
Z . Application of
∇
(x)
Z to both sides of this identity finally gives
∇
(x)
Z w
φ∗Q
Z = λ∇
(x)
Z (φ∗w
Q
Y ) = φ∗(∇
(x)
Y w
Q
Y ).
An analogous argument as in the proof above shows that for α, β ∈ R and H1, H2 ∈ L2TZ it
holds
αwH1Z + βw
H2
Z = w
αH1+βH2
Z .
In the sequel, we will use the index notation of coordinate transformations in differential geom-
etry (see e.g. [21]): Let φ1α ∈ A1, φ
2
β ∈ A2 such that U
1
α ∩ U
2
β 6= ∅. Writing φ
1
α = (x
1, . . . , xn) as
well as φ2β = (x˜
1, . . . , x˜n) for the components of the charts, one uses the notation ∂x˜
i
∂xj
(x) to denote
the ij-th entry of the Jacobian matrix of φ2β ◦ (φ
1
α)
−1 at φ1α(x), x ∈ U
1
α ⊂M .
Note two peculiarities due to our Assumptions 4.1: First, ∂x˜
i
∂xj
(x) corresponds to the ij-th entry
in the matrix representation of the linear map F ; and second, due to Lemma 4.4, this value is
constant on all of M . Furthermore, we will switch between the interpretations of φ2β ◦ (φ
1
α)
−1 being
a coordinate transformation for M and for Y without using a specific notation.
Lemma 4.7. It holds
(F |Y )∗g
(x)
Y = g
(x)
Z .
Proof. By the usual transformation rules for tensor fields, the Riemannian metric g on M has the
two local representations
g =
∑
i,j
gij dx
i ⊗ dxj as well as g =
∑
i,j
g˜ij dx˜
i ⊗ x˜j ,
where the coefficients are related via the identity g˜lk =
∑
i,j gij
∂xi
∂x˜l
∂xj
∂x˜k
. By the construction of the
induced metric on the reference cell, we obtain the metrics
g
(x)
Y =
∑
i,j
gij(x) dy
i ⊗ dyj and g
(x)
Z =
∑
i,j
g˜ij(x) dz
i ⊗ dzj.
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Let X ∈ TZ be a vector field in Z, with local representation X =
∑
iX
i ∂
∂zi
. By the transformation
rules for vector fields, the local representation of F ∗X ∈ TY is given by
∑
i(
∑
lX
l ∂xi
∂x˜l
) ∂
∂yi
. We
obtain for this X and a similar vector field Y ∈ TZ
[F∗g
(x)
Y ](X,Y ) = g
(x)
Y (F
∗X,F ∗Y ) =
∑
i,j
(
gij(x) · [
∑
l
X l
∂xi
∂x˜l
] · [
∑
k
Y k
∂xj
∂x˜k
]
)
=
∑
l,k
g˜lk(x)X
lY k = g
(x)
Z (X,Y ).
This shows that F∗g
(x)
Y = g
(x)
Z .
Proof of the Theorem: Taking a look at the proof of Theorem 3.1 (and especially step 2), we
have to show that the expression 1|Y |
∫
Y
D[∇Mu+
∑n
i=1(∇Mu)
i(∇
(x)
Y wi)M ] dy has an ”appropriate”
transformation behaviour. Put in the framework used in this section, we have to compare the terms
(see the expression K in the proof mentioned above)
∑
i,k
DY (δ
i
k + (∇
(x)
Y w
ei
Y )
k)(∇Mu)
i ∂
∂xk
and
∑
i,k
DZ(δ
i
k + (∇
(x)
Z w
ei
Z )
k)(∇Mu)
i ∂
∂x˜k
.
Note that here (∇Mu)
i in both formulas does not signify the same mathematical expression! In
the first formula, (∇Mu)i denotes the i-th component with respect to the local basis
∂
∂xk
, whereas
in the second formula the same term is the i-th component with respect to the local basis ∂
∂x˜k
.
To avoid this notational confusion, we use the representation ∇Mu =
∑
iX
i ∂
∂xi
. Then, by the
transformation rules for vector fields, ∇Mu =
∑
i(
∑
lX
l ∂x˜i
∂xl
) ∂
∂x˜i
. Now we see that (∇Mu)
i = X i
in the first expression, and (∇Mu)i =
∑
lX
l ∂x˜
i
∂xl
=: X˜ i in the second.
Step 1 Transformation of the individual terms:
We have
F∗[
∑
l,m
δml (∇Mu)
l ∂
∂xm
] = F∗[
∑
l,m
δml X
l ∂
∂xm
] =
∑
l,m,i,k
δkiX
l∂x˜
i
∂xl
∂xm
∂x˜k
∂
∂xm
=
∑
i,k
δki X˜
i ∂
∂x˜k
.
Due to Lemma 4.7, we can use the transformation Lemma 4.6 for the cell problems (with λ = 1)
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and Remark 4.2 to obtain
F∗[
∑
i,k
(∇
(x)
Y w
ei
Y )
kX i
∂
∂xk
] =
∑
i,k,m
(∇
(x)
Y w
ei
Y )
kX i(
∂x˜m
∂xk
∂
∂x˜m
)
=
∑
i,m
∑
k
∂x˜m
∂xk
(∇
(x)
Y w
ei
Y )
k
︸ ︷︷ ︸
=(F∗∇
(x)
Y
w
ei
Y
)m
X i
∂
∂x˜m
=
∑
i,m
(∇
(x)
Z w
F∗ei
Z )
mX i
∂
∂x˜m
=
∑
i,m
(∇
(x)
Z w
∑
k
∂x˜k
∂xi
ek
Z )
mX i
∂
∂x˜m
=
∑
k,m
(∇
(x)
Z w
ek
Z )
m(
∑
i
X i
∂x˜k
∂xi
)
∂
∂x˜m
=
∑
k,m
(∇
(x)
Z w
ek
Z )
mX˜k
∂
∂x˜m
.
Step 2 Transformation of the integrals:
Keeping in mind F∗DY = DZ , F∗(dy
1 . . .dyn) = | det(F−1)|dz1 . . .dzn and the formulas derived in
step 1, we can apply the pushforward F∗ to the integral
1
|Y |
∫
Y
DY [∇Mu+
∑n
i=1(∇Mu)
i(∇
(x)
Y w
ei
Y )M ] dy
to obtain
F∗
[ 1
|Y |
∫
Y
(∑
i,k
DY (δ
i
k + (∇
(x)
Y w
ei
Y )
k)(∇Mu)
i ∂
∂xk
)
dy1 . . . dyn
]
=
1
|Y |
∫
Z
F∗DY
(
F∗[
∑
i,k
δikX
i ∂
∂xk
] + F∗[
∑
i,k
∑
i,k
(∇
(x)
Y w
ei
Y )
kX i
∂
∂xk
]
)
F∗[dy
1 . . .dyn]
=
1
|Y |
| det(F−1)|
∫
Z
DZ
(∑
l,m
δlmX˜
m ∂
∂x˜l
+ (∇
(x)
Z w
em
Z )
lX˜m
∂
∂x˜l
)
dz1 . . .dzn.
Since | det(F
−1)|
|Y | =
1
|Z| by the transformation rule for integrals, we finally get that the last term is
equal to
1
|Z|
∫
Z
DZ(
∑
i,k
δik + (∇
(x)
Z w
ei
Z )
k)X˜ i
∂
∂x˜k
dz,
which is (written with respect to the local basis ∂
∂x˜k
) nothing else but
1
|Z|
∫
Z
DZ [∇Mu+
n∑
i=1
(∇Mu)
i(∇
(x)
Z w
ei
Z )M ] dz.
Thus we see that the expression constituting the homogenised problem is invariant under a change
of the atlas which satisfies Assumptions 4.1.
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