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We study parameter estimation in linear Gaussian covariance
models, which are p-dimensional Gaussian models with linear con-
straints on the covariance matrix. Maximum likelihood estimation
for this class of models leads to a non-convex optimization problem
which typically has many local maxima. Using recent results on the
asymptotic distribution of extreme eigenvalues of the Wishart distri-
bution, we provide sufficient conditions for any hill-climbing method
to converge to the global maximum. Although we are primarily in-
terested in the case in which n >> p, the proofs of our results utilize
large-sample asymptotic theory under the scheme n/p→ γ > 1. Re-
markably, our numerical simulations indicate that our results remain
valid for p as small as 2. An important consequence of this analy-
sis is that for sample sizes n ' 14p, maximum likelihood estimation
for linear Gaussian covariance models behaves as if it were a convex
optimization problem.
1. Introduction. In many statistical analyses, the covariance matrix
possesses a specific structure and must satisfy certain constraints. We refer
to [Pou11] for a comprehensive review of covariance estimation in general
and a discussion of numerous specific covariance matrix constraints. In this
paper, we study Gaussian models with linear constraints on the covariance
matrix. Simple examples of such models are correlation matrices or covari-
ance matrices with prescribed zeros.
Linear Gaussian covariance models appear in various applications. They
were introduced to study repeated time series [And70] and are used in var-
ious engineering problems [ZC05, Die07]. In Section 2, we describe in detail
Brownian motion tree models, a particular class of linear Gaussian covari-
ance models, and their applications to phylogenetics and network tomogra-
phy.
To define Gaussian models with linear constraints on the covariance ma-
trix, let Sp be the set of symmetric p× p matrices considered as a subset of
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Rp(p+1)/2 with the scalar product given by 〈A,B〉 = tr(AB), A,B ∈ Sp, and
denote by Sp0 the open convex cone in Sp of positive definite matrices. For
v = (v1, . . . , vr) ∈ Rr, the r-dimensional Euclidean space, a random vector
X taking values in Rp is said to satisfy the linear Gaussian covariance model
given by G0, G1, . . . , Gr ∈ Sp if X follows a multivariate Gaussian distribu-
tion with mean vector µ and covariance matrix Σv, denoted X ∼ Np(µ,Σv),
where Σv = G0 +
∑r
i=1 viGi.
In this paper, we make no assumptions about the mean vector µ and we
always use the sample mean to estimate µ. Then the linear covariance model,
which we denote by M(G) with G = (G0, . . . , Gr), can be parametrized by
(1.1) ΘG =
{
v = (v1, . . . vr) ∈ Rr
∣∣∣ G0 + r∑
i=1
viGi ∈ Sp0
}
.
We assume thatG1, . . . , Gr are linearly independent, meaning that
∑r
i=1 viGi
is the zero matrix if and only if v = 0. This assumption ensures that the
model is identifiable. We also assume that G0 is orthogonal to the linear sub-
space spanned by G1, . . . , Gr, i.e., tr(G0Gi) = 0 for i = 1, . . . , r. Typically,
G0 is either the zero matrix or the identity matrix and the linear constraints
on the diagonal and the off-diagonal elements are disjoint, hence satisfying
orthogonality. Note that throughout this paper we assume that the matrices
G0, G1, . . . , Gr are given and that ΘG is non-empty. The goal is to infer the
parameters θ1, . . . , θr.
An important subclass of linear Gaussian covariance models is obtained
by assuming that the Gi’s are positive semi-definite matrices and that the
parameters vi are nonnegative. Brownian motion tree models discussed in
Section 2 fall into this class; further examples were discussed in [Rao72,
KGP16].
Another prominent example of a linear Gaussian covariance model is the
set of all p× p correlation matrices; this model is defined by
ΘG =
{
v ∈ R(p2)
∣∣∣ Ip + ∑
1≤i<j≤p
vij(Eij + Eji) ∈ Sp0
}
,
where Ip denotes the identity matrix of size p× p, and Eij is a p× p matrix
whose (i, j)th entry is 1 and all other entries are 0, and v = (vij : 1 ≤ i <
j ≤ p) ∈ R(p2) is an upper-triangular array. Similarly, also covariance ma-
trices with prescribed zeros are linear Gaussian covariance models [CDR07,
DR04, WCM06] and various methods have been described for learning the
underlying sparsity structure in a covariance matrix [RLZ09, BT11, Pou11].
Linear Gaussian covariance models were introduced in [And70], motivated
by the linear structure of covariance matrices in various time series models,
3and were used more recently for the analysis of repeated time series and
longitudinal data [AH86, Pou99, JO00, WX12]. Anderson studied maximum
likelihood estimation for these models and proposed iterative procedures,
such as the Newton-Raphson method [And70] and a scoring method [And73],
for calculating the maximum likelihood estimator (MLE) of Σv.
We draw from N (µ,Σv) a random sample X1, . . . , Xn and form the cor-
responding sample covariance matrix
Sn =
1
n
n∑
i=1
(Xi − X¯)(Xi − X¯)T ,
where X¯ = n−1
∑n
i=1Xi. In this paper we are interested in the setting where
n >> p and we assume throughout that Sn  0, which holds with probability
1 when n ≥ p. Up to an additive constant term, the log-likelihood function
` : ΘG → R, is given by
(1.2) `(v) = − n
2
log det Σv − n
2
tr(SnΣ
−1
v ).
The Gaussian log-likelihood function is a concave function of the inverse
covariance matrix Σ−1. Therefore, maximum likelihood estimation in Gaus-
sian models with linear constraints on the inverse covariance matrix, as is
the case for example for Gaussian graphical models, leads to a convex op-
timization problem [Dem72, Uhl12]. However, when the linear constraints
are on the covariance matrix, then the log-likelihood function generally is
not concave and may have multiple local maxima [CDR07, DR04]. This
complicates parameter estimation and inference considerably.
A classic example of parameter estimation in linear Gaussian covari-
ance models is the problem of estimating the correlation matrix of a Gaus-
sian model, a venerable problem whose solution has been sought after for
decades [RM94, SWY00, SOA99]. In Section 4 we apply the results devel-
oped in this paper to provide a complete solution to this problem.
A special class of linear Gaussian covariance models for which maximum
likelihood estimation is unproblematic are models such that Σ and Σ−1 have
the same pattern, i.e.,
Σ = G0 +
r∑
i=1
viGi and Σ
−1 = G0 +
r∑
i=1
wiGi.
Examples of such models are Brownian motion tree models on the star tree,
as given in (2.1), with equal variances. Szatrowski showed in a series of
papers [Sza78, Sza80, Sza85] that the MLE for linear Gaussian covariance
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models has an explicit representation, i.e., it is a known linear combination
of entries of the sample covariance matrix, if and only if Σ and Σ−1 have
the same pattern. This is equivalent to requiring that the linear subspace
ΘG forms a Jordan algebra, i.e., if Σ ∈ ΘG then also Σ2 ∈ ΘG [Jen88]. Fur-
thermore, Szatrowski proved that for this restrictive model class the MLE is
the arithmetic mean of the corresponding elements of the sample covariance
matrix and that Anderson’s scoring method [And73] yields the MLE in one
iteration when initiated at any positive definite matrix in the model.
In this paper, we show that for general linear Gaussian covariance models
the log-likelihood function is, with high probability, concave in nature; con-
sequently, the MLE can be found using any hill-climbing method such as the
Newton-Raphson algorithm or the EM algorithm [RS82]. To be more pre-
cise, in Section 3 we analyze the log-likelihood function for linear Gaussian
covariance models and note that it is strictly concave in the convex region
(1.3) ∆2Sn := {v ∈ ΘG | 0 ≺ Σv ≺ 2Sn}.
We prove that this region contains the true data-generating parameter, the
global maximum of the likelihood function, and the least squares estima-
tor, with high probability. Therefore, the problem of maximizing the log-
likelihood function is essentially a convex problem and any hill-climbing
algorithm, when initiated at the least squares estimator, will remain in
the convex region ∆2Sn and will converge to the MLE in a monotoni-
cally increasing manner. Other possible choices of easily computable starting
points are discussed in Section 3.4.
We emphasize that the region ∆2Sn is contained in a larger subset of
ΘG where the log-likelihood function is concave. This larger subset is, in
turn, contained in an even larger region where the log-likelihood function
is unimodal. Therefore, the probability bounds that we derive in this paper
are lower bounds for the exact probabilities that the optimization procedure
is well-behaved in the sense that any hill-climbing method will converge
monotonically to the MLE when initiated at the least squares estimator.
In addition to our theoretical analysis of the behavior of the log-likelihood
function we investigate computationally, with simulated data, the perfor-
mance of the Newton-Raphson method for calculating the MLE. In Sec-
tion 4, we discuss the problem of estimating the correlation matrix of a
Gaussian model; as we noted earlier, this is a linear covariance model with
linear constraints on the diagonal entries. In Section 5.1, we compare the
MLE and the least squares estimator in terms of various loss functions and
show that for linear Gaussian covariance models the MLE is usually superior
to the least squares estimator. The paper concludes with a basic robustness
5analysis with respect to the Gaussian assumption in Section 5.2 and a short
discussion.
2. Brownian motion tree models. In this section, we describe the
importance of linear Gaussian covariance models in practice. Arguably the
most prominent examples of linear Gaussian covariance models are Brow-
nian motion tree models [Fel73]. Given a rooted tree T on a set of nodes
V = {1, . . . , r} and with p leaves, where p < r, the corresponding Brownian
motion tree model consists of all covariance matrices of the form
Σv =
∑
i∈V
vi ede(i) e
T
de(i),
where ede(i) ∈ Rp is a 0/1-vector with entry 1 at position j if leaf j is
a descendent of node i and 0 otherwise. Here, the parameters vi describe
branch lengths and the covariance between any two leaves i, j is the amount
of shared ancestry between these leaves, i.e., it is the sum of all the branch
lengths from the root of the tree to the least common ancestor of i and j.
Note that every leaf is a descendant of itself. As an example, if T is a star
tree on three leaves then
(2.1) Σv =
v1 + v4 v4 v4v4 v2 + v4 v4
v4 v4 v3 + v4
 ,
where v1, v2, v3 parametrize the branches leading to the leaves and v4 parametrizes
the root branch. Hence the linear structure on Σv is given by the structure
of the underlying tree.
Felsenstein’s original paper [Fel73] introducing Brownian motion tree mod-
els as phylogenetic models for the evolution of continuous characters has
been highly influential. Brownian motion tree models are now the standard
models for building phylogenetic trees based on continuous traits and are
implemented in various phylogenetic software such as PHYLIP [Fel81] or
Mesquite [LBM+06]. Brownian motion tree models represent evolution un-
der drift and are often used to test for the presence of selective forces [FH06,
SMHB13]. The early evolutionary trees were all built based on morphological
characters such as body size [FH06, CP10]. In the 1960s molecular phylo-
genetics was made possible and from then onwards phylogenetic trees were
built mainly based on similarities between DNA sequences, hence based on
discrete characters. However, with the burst of new genomic data, such as
gene expression, phylogenetic models for continuous traits are again becom-
ing important and Brownian motion tree models are widely used also in this
context [BSN+11, SMHB13].
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More recently, Brownian motion tree models have been applied to network
tomography in order to determine the structure of the connections in the
Internet [EDBN10, TYBN04]. In this application, messages are transmit-
ted by sending packets of bits from a source node to different destinations
and the correlation in arrival times is used in order to infer the underlying
network structure. A common assumption is that the underlying network
has a tree structure. Then the Brownian motion model corresponds to the
intuitive model where the correlation in arrival time is given by the sum of
the edge lengths along the path that was shared by the messages.
Of great interest in these applications is the problem of learning the un-
derlying tree structure. But maximum likelihood estimation of the under-
lying tree structure in Brownian motion tree models is known to be NP-
hard [Roc06]. The most popular heuristic for searching the tree space is
Felsenstein’s pruning algorithm [Fel73, Fel81]. At each step, this algorithm
computes the maximum likelihood estimator of the branch lengths given a
particular tree structure. This is a non-convex optimization problem which
is usually analyzed using hill-climbing algorithms with different initiation
points. In this paper, we show that this is unnecessary and give an effi-
cient method with provable guarantees for maximum likelihood estimation
in Brownian motion models when the underlying tree structure is known.
3. Convexity of the log-likelihood function. Given a sample co-
variance matrix Sn based on a random sample of size n from N (µ,Σ∗), we
denote by ∆2Sn the convex subset (1.3) of the parameter space. Consider
the set
D2Sn = {Σ ∈ Sp0 | 0 ≺ Σ ≺ 2Sn}.
Note that the sets D2Sn and ∆2Sn are random and depend on n, the number
of observations. By construction, D2Sn contains a matrix Σv (i.e., Σv ∈
D2Sn) if and only if ∆2Sn contains v (i.e., v ∈ ∆2Sn). Therefore, we may
identify ∆2Sn with D2Sn and use the notations Σv ∈ ∆2Sn and v ∈ ∆2Sn
interchangeably. In this section, we analyze the log-likelihood function `(v)
for linear Gaussian covariance models. The starting point is the following
important result on the log-likelihood for the unconstrained model.
Proposition 3.1. The likelihood function ` : Sp0 → R for the uncon-
strained Gaussian model is strictly concave in and only in the region D2Sn.
Proof. Let A ∈ Sp. By (1.2), the corresponding directional derivative of
`(Σ) is
(3.1) ∇A`(Σ) = −n
2
tr(AΣ−1) +
n
2
tr(SnΣ
−1AΣ−1).
7For A,B ∈ Sp, it follows that
(3.2) ∇B∇A`(Σ) = −n
2
tr((2Sn − Σ)Σ−1BΣ−1AΣ−1).
The log-likelihood is strictly concave in the region D2Sn if and only if
∇A∇A`(Σ) < 0 for every nonzero A ∈ Sp and Σ ∈ D2Sn . Using the for-
mula for ∇B∇A we can write
∇A∇A`(Σ) = −tr(Σ−1/2AΣ−1/2 Σ−1/2(2Sn − Σ)Σ−1/2 Σ−1/2AΣ−1/2).
We rewrite this more compactly as ∇A∇A`(Σ) = −tr(A˜CA˜), where C =
Σ−1/2(2Sn−Σ)Σ−1/2 and A˜ = Σ−1/2AΣ−1/2. If Σ ∈ D2Sn then C is positive
definite and hence A˜CA˜ is positive semidefinite. Therefore, tr(A˜CA˜) ≥ 0
and it is zero only when A˜CA˜ = 0. Because C  0, the former holds only if
A = 0, which proves strict concavity of `(Σ).
To prove the converse suppose that Σ /∈ D2Sn . Then there exists a nonzero
vector u ∈ Rp such that uT (2Sn − Σ)u ≤ 0. Let A = ΣuuTΣ. Then
∇A∇A`(Σ) = −tr(uuT (2Sn − Σ)uuTΣ)
= −(uTΣu) · (uT (2Sn − Σ)u) ≥ 0,
which proves that `(·) is not strictly concave at Σ. This concludes the proof.
As a direct consequence of Proposition 3.1 we obtain the following result
on the log-likelihood function for linear covariance models:
Proposition 3.2. The log-likelihood function ` : ΘG → R is strictly
concave on ∆2Sn. In particular, maximizing `(v) over ∆2Sn is a convex op-
timization problem.
Note that in general the region ∆2Sn is contained in a larger subset of ΘG
where the log-likelihood function is concave. This is the case, for example,
for the linear Gaussian covariance models studied in [Sza78, Sza80, Sza85]
with the same linear constraints on the covariance matrix as on the inverse
covariance matrix. For this class of models the log-likelihood function is
concave over the whole positive definite cone.
In the remainder of this section we obtain probabilistic conditions which
guarantee that the true data-generating covariance matrix Σ∗, the global
maximum vˆ, and the least squares estimator v¯, are contained in the convex
region ∆2Sn .
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3.1. The true covariance matrix and the Tracy-Widom law. For A ∈ Sp,
we denote by λmin(A) and λmax(A) the minimal and maximal eigenvalues,
respectively, of A. We denote by ‖A‖ the spectral norm of A, i.e.,
‖A‖ = max(|λmin(A)|, |λmax(A)|).
In the sequel, we will often make use of the well-known fact that
(3.3) ‖A‖ <  if and only if −  Ip ≺ A ≺  Ip.
Given a sample covariance matrix Sn based on a random sample of size
n ≥ p fromN (µ,Σ∗), then nSn follows a Wishart distribution,Wp(n−1,Σ∗).
If Σ∗ = Ip, we say that nSn follows a white Wishart (or standard Wishart)
distribution. Note that Wn−1 := nΣ∗−1/2SnΣ∗−1/2 ∼ Wp(n − 1, Ip); also,
the condition 2Sn − Σ∗  0 is equivalent to Wn−1  n2 Ip, which holds if
and only if λmin(Wn−1) > n/2. Since Σ∗  0 by assumption, we obtain the
following lemma:
Proposition 3.3. The probability that ∆2Sn contains the true data-
generating covariance matrix Σ∗ does not depend on Σ∗ and is equal to
the probability that λmin(Wn−1) > n/2, where Wn−1 ∼ Wp(n− 1, Ip).
It is generally non-trivial to approximate the distributions of the extreme
eigenvalues of the Wishart distribution; [Mui82, Section 9.7] surveyed the
results available and provided expressions for the distributions of the ex-
treme eigenvalues in terms of zonal polynomial series expansions, which are
challenging to approximate accurately when p is large. Nevertheless, sub-
stantial progress has been achieved recently in the asymptotic scenario in
which n and p are large and n/p → γ > 1. It is noteworthy that these
asymptotic approximations are accurate even for values of p as small as
2; we refer to [Bai99, Joh01] for a review of these results. Recently, there
has also been work on deriving probabilistic finite-sample bounds for the
smallest eigenvalue [KM15]. Although in this section we base our analysis
on asymptotic results, in Section 5.2 we explain the consequences of the
finite-sample results with respect to violation of the Gaussian assumption.
In order to analyze the probability that ∆2Sn contains the true covari-
ance matrix Σ∗, we build on the recent work by Ma, who obtained improved
approximations for the extreme eigenvalues of the white Wishart distribu-
tion [Ma12] in terms of the quantities
µn,p =
(
(n− 12)1/2 − (p− 12)1/2
)2
,
σn,p =
(
(n− 12)1/2 − (p− 12)1/2
)(
(p− 12)−1/2 − (n− 12)−1/2
)1/3
,
9and
(3.4) τn,p =
σn,p
µn,p
, νn,p = log(µn,p) +
1
8
τ2n,p.
We denote by F the Tracy-Widom distribution corresponding to the Gaus-
sian orthogonal ensemble [TW96]. Then, Ma proved the following theorem:
Theorem 3.4. [Ma12] Suppose that Wn has a white Wishart distribu-
tion, Wp(n, Ip), with n > p. Then, as n→∞ and n/p→ γ ∈ (1,∞),
log λmin(Wn)− νn,p
τn,p
L−→ G,
where G(z) = 1− F (−z) denotes the reflected Tracy-Widom distribution.
As a consequence of Ma’s theorem we obtain:
P(λmin(Wn−1) >
n
2
) = P
(
log λmin(Wn−1)− νn−1,p
τn−1,p
>
log(n/2)− νn−1,p
τn−1,p
)
∼ 1−G
(
log(n/2)− νn−1,p
τn−1,p
)
,
where, for sequences an,p and bn,p, we use the notation an,p ∼ bn,p to denote
that an,p/bn,p → 1 as n→∞ and n/p→ γ ∈ (1,∞). So, we conclude that
(3.5) P(Σ∗ ∈ ∆2Sn) ∼ F
(
νn−1,p − log(n/2)
τn−1,p
)
.
Ma [Ma12, Theorem 2] also proved that if p is even then the reflected Tracy-
Widom approximation in Theorem 3.4 is of order O(p−2/3); numerical sim-
ulations in [Ma12] suggest that this result holds also if p is odd. In fact, this
convergence rate holds in more general scenarios with the standard normal-
ization without logarithms [FS10]. However, our simulations show that Ma’s
approach using logarithms is more accurate for small values of p.
Another important consequence of Theorem 3.4 is that P(Σ∗ ∈ ∆2Sn)
is well-approximated by a function that depends only on the ratio n/p. In
Figure 1, we provide graphs from simulated data to analyze the accuracy of
the approximation by the Tracy-Widom law for small p. By Proposition 3.3,
P(Σ∗ ∈ ∆2Sn) = P(λmin(Wn−1) > n2 ), a quantity which does not depend
on Σ∗, so we used the white Wishart distribution in our simulations.
In each plot in Figure 1, the dimension p is fixed and the sample size n
varies between p and 20p. The solid blue curve is the simulated probability
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Fig 1. In each plot, the dimension p ∈ {3, 5, 10} is fixed and the number of samples n varies
between p and 20p. The solid blue line provides the simulated values of P(λmin(Wn−1) >
n/2), i.e., the probability that a standard Wishart random variable with n − 1 degrees of
freedom has a minimal eigenvalue that is at least n/2, and the dashed black line is the
corresponding approximation by the reflected Tracy-Widom distribution.
that λmin(Wn−1) > n/2 and the dashed black curve is the corresponding
approximation resulting from the Tracy-Widom distribution, for which we
used the R package RMTstat [JMPS09]. The values for each pair (p, n) are
based on 10,000 replications. Figure 1 shows that the approximation is ex-
tremely accurate even for small values of p. For large values of n/p the two
curves virtually coincide even for p = 3. The approximation is nearly perfect
over the whole range of n as long as p ≥ 5.
As an example, suppose we wish to obtain P(Σ∗ ∈ ∆2Sn) > 0.95. We use
the approximation in (3.5) and the fact that F (0.98) ≈ 0.95 to compute n
such that
(3.6)
νn−1,p − log(n/2)
τn−1,p
> 0.98
for given p. In Figure 2, we provide for various values of p the minimal
sample size resulting in P(Σ∗ ∈ ∆2Sn) > 0.95.
It is interesting to study the behavior of the curves in Figure 1 for in-
creasing values of p. Our simulations show that both curves converge to the
step function which is zero for γ < γ∗ and is one for γ ≥ γ∗, where γ∗ is
some fixed number. This observation suggests that for large p, the minimal
Fig 2. The minimal sample sizes resulting in P(Σ∗ ∈ ∆2Sn) > 0.95.
p 3 5 10 20 100 1000 large
n ≥ 51 77 140 262 1214 11759 11.657 p
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sample size such that P(Σ∗ ∈ ∆2Sn) > 0.95 is equal to the minimal sample
size such that P(Σ∗ ∈ ∆2Sn) > 0. In the following result, we formalize this
observation.
Proposition 3.5. Define a sequence (fn,p)
∞
n,p=1 of numbers by
fn,p := F
(
νn−1,p − log(n/2)
τn−1,p
)
,
where νn−1,p, τn−1,p are defined as in (3.4) and F is the Tracy-Widom dis-
tribution. Define γ∗ = 6 + 4
√
2 ≈ 11.657. Suppose that n, p → ∞ and
n/p→ γ > 1. Then
fn,p →
{
1, if γ ≥ γ∗
0, if γ < γ∗.
Proof. Consider the expression
νn−1,p − log(n/2)
τn−1,p
,
and fix n = γp, letting p→∞. Direct computation shows that the limit of
this expression is +∞ if γ ≥ γ∗ and −∞ otherwise. The result follows from
F (−∞) = 0 and F (+∞) = 1.
An alternative way to derive γ∗ = 6+4
√
2 in Proposition 3.5 is to use the
fact that λmin(Sn) converges almost surely to (1− 1/√γ)2 [Bai99, Theorem
2.16]. We have (1−1/√γ)2 > 1/2 if and only if γ > 6+4√2. Proposition 3.5
shows that the choice of the threshold 0.95 for constructing Table 2 is im-
material for large p. Moreover, note that the results in this section do not
depend on the linearity of the model and can be applied to any Gaussian
model where the interest lies in estimating the covariance matrix.
3.2. The global maximum of the log-likelihood function. We denote by vˆ
the global maximum of the log-likelihood function `(v). The corresponding
covariance matrix is denoted by Σvˆ. In this section it is convenient to work
with the normalized version of the log-likelihood function
¯`(Σ) = log det(SnΣ
−1)− tr(SnΣ−1) + p,
which differs from the original log-likelihood function only by a term that
does not depend on Σ. By construction, ¯`(Sn) = 0. Denoting by λ1 ≥ · · · ≥
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λp the eigenvalues of Σ
−1/2SnΣ−1/2 and assuming that Sn has full rank,
then it holds that
¯`(Σ) =
p∑
i=1
(log λi − λi + 1).
Because log λi−λi+1 ≤ 0 for all i = 1, . . . , p and it is zero only if λi = 1, we
obtain that ¯`(Σ) < 0 for all Σ 6= Sn; so Sn is the unique global maximizer.
Such analysis of the Gaussian likelihood is typically attributed to [Wat64];
see also [AO85, Section 2.2.3].
Note that bounds on the value of ¯`(Σ) provide bounds on the values of λi.
In particular, if ¯`(Σ) > − for  > 0, we obtain that ∑i(λi− log λi− 1) ≤ .
Since each summand is nonnegative, this implies that 0 ≤ λi− log λi−1 ≤ 
for each i. The function f(x) = x − 1 − log(x) is non-negative for x > 0,
strictly decreasing for 0 < x < 1, reaches a global minimum at x = 1, and is
strictly increasing for x > 1. This means, in particular, that the condition
¯`(Σ) > − provides a lower bound on λp and an upper bound on λ1. We
now provide a basic result about the existence of the MLE.
Proposition 3.6. Let M⊂ Sp0 be closed in Sp0 and non-empty. If the
sample covariance matrix Sn has full rank, then the MLE over M exists.
In particular, the MLE exists for any linear covariance model M(G) with
probability 1 when n ≥ p.
Proof. Let c ≤ 0 be the value of the normalized log-likelihood function
at some fixed point in M. Note that the level set {Σ ∈ Sp0 : ¯`(Σ) ≥ c}
is compact. The constraint ¯`(Σ) ≥ c implies that the whole spectrum of
S
1/2
n Σ−1S
1/2
n must lie in a compact subset, which implies that S
1/2
n Σ−1S
1/2
n
lies in a compact subset of Sp0. Since Sn has full rank, Σ 7→ S1/2n Σ−1S1/2n
is a continuous bijection whose inverse is also continuous. This implies that
Σ is constrained to lie in a compact subset. By construction, the level set
`(Σ) ≥ c has non-empty intersection with the closed subset M and hence
this intersection forms a compact subset of Sp0. Then the extreme value
theorem guarantees that the log-likelihood function attains its maximum,
which completes the proof.
In the following theorem, we apply certain concentration of measure re-
sults given in the appendix to obtain finite-sample bounds on the probability
that the region ∆2Sn contains Σvˆ. By construction, if Σvˆ exists then Σvˆ  0.
Hence it suffices to analyze the probability that 2Sn − Σvˆ  0.
Theorem 3.7. Let vˆ be the MLE based on a full-rank sample covariance
matrix Sn of a linear Gaussian covariance model with parameter v
∗ ∈ Rr
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and corresponding true covariance matrix Σv∗. Let  = −12 log(12)− 14 ≈ 0.1.
Then,
P(Σvˆ ∈ ∆2Sn) ≥ 1−
2(n− 1)p
n22
−
p∑
i=1
ψ1(
n−i
2 ) +
(
p log( 2n−1) +
p∑
i=1
ψ(n−i2 )
)2
2
,
where ψ(·) and ψ1(·) denote the digamma and the trigamma function, re-
spectively. Moreover, as n→∞,
1−2(n− 1)p
n22
−
p∑
i=1
ψ1(
n−i
2 ) +
(
p log( 2n−1) +
p∑
i=1
ψ(n−i2 )
)2
2
= 1− 4p
n2
+O
( 1
n2
)
.
Proof. By Proposition 3.6 the MLE vˆ exists. Note that Σvˆ ∈ ∆2Sn if and
only if the minimal eigenvalue of Σ
−1/2
vˆ SnΣ
−1/2
vˆ , denoted by λˆp, is greater
than 1/2. By the discussion preceding Proposition 3.6, if ¯`(Σvˆ) > −2 for
 = −12 log(12)− 14 , then 0 ≤ λˆp − log λˆp − 1 ≤ − log 12 − 12 , and in particular
λˆp > 1/2. Since Σvˆ is the global maximizer, this implies that ¯`(Σvˆ) ≥ ¯`(Σv∗),
and in particular that
P(¯`(Σv∗) > −2) ≤ P(¯`(Σvˆ) > −2) ≤ P(λˆp > 1/2) = P(Σvˆ ∈ ∆2Sn).
Therefore a lower bound on P(¯`(Σv∗) > −2) gives a valid lower bound on
P(Σvˆ ∈ ∆2Sn). We have
¯`(Σv∗) = log det(SnΣ
−1
v∗ )− (tr(SnΣ−1v∗ )− p).
Noting that
tr(SnΣ
−1
v∗ ) =
1
n
tr(Wn−1),
where Wn−1 ∼ W(n − 1, Ip) and the equality is in distribution, we apply
Chebyshev’s inequality (see (A.1) in the Appendix) to obtain that, with
probability at least 1− 2(n−1)p
n22
,
(3.7) − 1
n
p−  ≤ tr(SnΣ−1v∗ )− p ≤ −
1
n
p+ .
Moreover,
log det(SnΣ
−1
v∗ ) = log detWn−1 − p log(n),
and we again apply Chebyshev’s inequality (see (A.2) in the Appendix) to
obtain that with probability at least
pdet := 1−
∑p
i=1 ψ1(
n−i
2 ) +
(
p log( 2n) +
∑p
i=1 ψ(
n−i
2 )
)2
2
,
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we have
(3.8) −  ≤ log det(SnΣ−1v∗ ) ≤ +.
Note that the events (3.7) and (3.8) are not independent. We then apply the
inequality P(A ∩ B) ≥ P(A) + P(B)− 1 to deduce that with probability at
least 1− 2(n−1)p
n22
− pdet,
¯`(Σv∗) >
p
n
−  > −,
which establishes that
P(Σvˆ ∈ ∆2Sn) ≥ 1−
2(n− 1)p
n22
− pdet.
Since 1 − 2(n−1)p
n22
− pdet is an increasing function of , we substitute  =
−12 log(12)− 14 , deducing that as n→∞,
1− 2p
n2
− pdet = 1− 2p
n2
− p
(
2
n +O(
1
n2
)
)
+
(
p log( 2n) + p
(
log(n2 ) +O(
1
n)
))2
2
= 1− 4p
n2
+O
( 1
n2
)
,
which completes the proof.
More accurate finite-sample bounds for this result can be obtained by ap-
plying inequalities for the quantiles of the χ2-distribution instead of Cheby-
shev’s inequality. Such bounds are given in Proposition A.1 in the Appendix.
3.3. The least squares estimator for linear Gaussian covariance models.
Anderson [And70] described an unbiased estimator for the covariance ma-
trix and recommended the use of that estimator as a starting point for the
Newton-Raphson algorithm. Anderson treated the case G0 = 0 and pro-
posed as an unbiased estimator the solution to the following set of linear
equations:
(3.9)
r∑
i=1
vi tr(GiGj) =
n
n− 1tr(SnGj), j = 1, . . . , r.
We denote by v¯ the estimator obtained from solving (3.9) without the scal-
ing by nn−1 . As we now show, v¯ is the least squares estimator and it can
be obtained by orthogonally projecting Sn onto the linear subspace defining
15
M(G): Denote byG the p2×r-matrix whose columns are vec(G1), . . . , vec(Gr).
Define
HG := G(G
TG)−1GT .
That GTG is positive definite and hence invertible follows from the assump-
tion that G1, . . . , Gr are linearly independent. The matrix HG is a symmetric
matrix representing the projection in Rp2 onto the linear subspace spanned
by vec(G1), . . . , vec(Gr). In particular, it follows that H
2
G = HG. The defin-
ing equations for v¯ can be expressed as
v¯ = (GTG)−1GT vec(Sn),
and since G0 is orthogonal to the linear subspace spanned by G1, . . . , Gr,
then
vec(Σv¯) = vec(G0) +G v¯ = vec(G0) +HG vec(Sn).
For instance, in the case of Brownian motion tree models, G0 = 0 and Σv¯
can be viewed as a mixture or average over all paths between ‘siblings’ in
the tree. For a star tree model with p leaves, Σv¯ is of the form
(3.10) (Σv¯)ij =
(Sn)ii, if i = j(p2)−1 ∑
i′<j′
(Sn)i′j′ , if i < j.
We now prove that Σv¯ also lies in ∆2Sn with high probability. If Wn
has a standard Wishart distribution Wp(n, Ip), then we can write Wn =
AAT , where A is a p × n matrix whose entries are independent standard
normal random variables. We denote the minimal and maximal singular
values of A by smin(A) and smax(A), respectively. So we have smin(A) =√
λmin(Wn) and smax(A) =
√
λmax(Wn). We will make use of the following
results from [DS01] and [Ver12, Section 5.3.1]:
Theorem 3.8 ([DS01], Theorem II.13). Let A be a p× n matrix whose
entries are independent standard normal random variables. Then for every
t ≥ 0, with probability at least 1− 2 exp(−t2/2) we have
√
n−√p− t ≤ smin(A) ≤ smax(A) ≤
√
n+
√
p+ t.
Lemma 3.9 ([Ver12], Lemma 5.36). Consider a matrix B that satisfies∥∥BBT − Ip∥∥ ≤ max(δ, δ2) for some δ > 0.
Then
1− δ ≤ smin(B) ≤ smax(B) ≤ 1 + δ.
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We now use these results to obtain exponential finite-sample bounds on
the probability that Σv¯ ∈ ∆2Sn . Let κ :=
∥∥Σ−1v∗ ∥∥ ‖Σv∗‖ ≥ 1 denote the
condition number of Σv∗ .
Theorem 3.10. Let Σv¯ denote the least squares estimator based on a
sample covariance matrix Sn of a linear Gaussian covariance model given
by Σv∗. Fix p and suppose that n ≥ 15 and large enough so that
 = (n) :=
√
2 + κ
√
p
1 + κ
√
p
−
√
n− 1
n
−
√
p
n
> 0.
Then 2Sn−Σv¯  0 with probability at least 1− 2 exp(−n2/2). Also, Σv¯  0
with probability at least 1− 2 exp(−n2/2). Consequently,
P(Σv¯ ∈ ∆2Sn) ≥ 1− 4 exp(−n2/2).
Proof. Note that 2Sn − Σv¯  0 if and only if
C := Σ
−1/2
v∗ SnΣ
−1/2
v∗ + Σ
−1/2
v∗ (Sn − Σv¯)Σ−1/2v∗  0,
or equivalently, if λmin(C) > 0. By the eigenvalue stability inequality [Tao12,
Equation (1.63)], for A,B ∈ Sp and for any eigenvalue λi,
(3.11) |λi(A+B)− λi(A)| ≤ ‖B‖ .
As a special case of this inequality we obtain
λmin(A+B) ≥ λmin(A)− ‖B‖ .
Setting A = Σ
−1/2
v∗ SnΣ
−1/2
v∗ and B = Σ
−1/2
v∗ (Sn − Σv¯)Σ−1/2v∗ in the latter
inequality, we obtain
λmin(C) ≥ λmin(Σ−1/2v∗ SnΣ−1/2v∗ )−
∥∥∥Σ−1/2v∗ (Sn − Σv¯)Σ−1/2v∗ ∥∥∥
≥ λmin(Σ−1/2v∗ SnΣ−1/2v∗ )−
∥∥Σ−1v∗ ∥∥ ‖Sn − Σv¯‖
=
1
n
λmin(Wn−1)−
∥∥Σ−1v∗ ∥∥ ‖Sn − Σv¯‖ ,
(3.12)
where Wn−1 := nΣ
−1/2
v∗ SnΣ
−1/2
v∗ ∼ W (n − 1, Ip). For the second inequality
in (3.12) we used the inequality ‖ABA‖ ≤ ‖A‖2 ‖B‖ and the fact that
‖A‖2 = ∥∥A2∥∥ for any positive definite matrix A. Since v¯ is the least squares
estimator,
‖Sn − Σv¯‖F ≤ ‖Sn − Σv∗‖F .
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As a consequence of standard inequalities on matrix norms we obtain
‖Sn − Σv¯‖ ≤ ‖Sn − Σv¯‖F
≤ ‖Sn − Σv∗‖F ≤
√
p ‖Sn − Σv∗‖ .
This implies that
λmin(C) ≥ 1
n
λmin(Wn−1)−√p
∥∥Σ−1v∗ ∥∥ ‖Sn − Σv∗‖
=
1
n
λmin(Wn−1)−√p
∥∥Σ−1v∗ ∥∥∥∥∥∥Σ1/2v∗ ( 1nWn−1 − Ip
)
Σ
1/2
v∗
∥∥∥∥
≥ 1
n
λmin(Wn−1)−√p
∥∥Σ−1v∗ ∥∥ ‖Σv∗‖ ∥∥∥∥ 1nWn−1 − Ip
∥∥∥∥ .
(3.13)
Define
δ :=
1
1 + κ
√
p
.
Suppose that
∥∥ 1
nWn−1 − Ip
∥∥ ≤ δ. Then 1nλmin(Wn−1) ≥ 1 − δ > 0, since
δ < 1, and hence the last line in (3.13) can be bounded further as follows:
1
n
λmin(Wn−1)− κ√p
∥∥∥∥ 1nWn−1 − Ip
∥∥∥∥ ≥ 1− δ − κδ√p = 0.
Combining the arguments made so far in this proof, we obtain a lower bound
on the probability that 2Sn − Σv¯  0, or equivalently that 2Sn − Σv¯  0:
P(2Sn − Σv¯  0) = P(λmin(C) ≥ 0) ≥ P
(∥∥∥∥ 1nWn−1 − Ip
∥∥∥∥ ≤ δ) ,
and it therefore suffices to obtain a bound for P
(∥∥ 1
nWn−1 − Ip
∥∥ ≤ δ).
Note that
∥∥ 1
nWn−1 − Ip
∥∥ ≤ δ is equivalent to
(3.14) (1− δ)n ≤ λmin(Wn−1) ≤ λmax(Wn−1) ≤ (1 + δ)n.
By Theorem 3.8 we have that for every t ≥ 0
(3.15)
√
n− 1−√p−t ≤
√
λmin(Wn−1) ≤
√
λmax(Wn−1) ≤
√
n− 1+√p+t
with probability at least 1− 2 exp(−t2/2). To bound the probability of the
event (3.14), we set
(3.16) t :=
√
n
(√
1 + δ −
√
n− 1
n
−
√
p
n
)
=
√
n(n).
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Since (n) > 0 by assumption, we also have t ≥ 0. By substituting the
expression for t given in (3.16) into the left inequality in (3.15), we obtain
√
n
(
2
√
n− 1
n
−√1 + δ
)
≤
√
λmin(Wn−1).
By applying Lemma 3.9 we obtain√
λmax(Wn−1) ≤
√
n
√
1 + δ.
Hence, with probability at least 1− 2 exp(−n2/2), there holds the inequal-
ities
√
n
(
2
√
n− 1
n
−√1 + δ
)
≤
√
λmin(Wn−1) ≤
√
λmax(Wn−1) ≤
√
n
√
1 + δ.
Now note that
√
n
√
1− δ ≤ √n
(
2
√
n− 1
n
−√1 + δ
)
for n ≥ 15. Hence also, with probability at least 1 − 2 exp(−n2/2) and
n ≥ 15, we have
√
n
√
1− δ ≤
√
λmin(Wn−1) ≤
√
λmax(Wn−1) ≤
√
n
√
1 + δ,
which is equivalent to (3.14). This establishes the exponential bound on the
probability that 2Sn − Σv¯  0.
The same bound holds for the event Σv¯  0, since Σv¯  0 is equivalent to
C ′ := Σ−1/2v∗ SnΣ
−1/2
v∗ + Σ
−1/2
v∗ (Σv¯ − Sn)Σ−1/2v∗  0
i.e., λmin(C
′) > 0. Again by the eigenvalue stability inequality (3.11) we
have
λmin(C
′) ≥ λmin(Σ−1/2v∗ SnΣ−1/2v∗ )−
∥∥∥Σ−1/2v∗ (Sn − Σv¯)Σ−1/2v∗ ∥∥∥ ,
the same expression as in (3.12). Finally, because the events {Σv¯  0} and
{2Sn − Σv¯  0} are not independent, we utilize the inequality P(A ∩ B) ≥
P(A) + P(B)− 1 to complete the proof.
Remark 3.11. We emphasise that Theorem 3.10 provides also lower
bounds on the probability that the least squares estimator is positive defi-
nite, which is of its own practical importance.
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Fig 3. Illustration of Example 3.12. In each plot the dimension p ∈ {3, 5, 10} is fixed and
the number of samples n varies between p and 20p. The solid blue curve shows the simulated
probability that the least squares estimator Σv¯ satisfies 0 ≺ Σv¯ ≺ 2Sn and the dashed black
curve is the approximation of the probability that the MLE Σv∗ satisfies 0 ≺ Σv∗ ≺ 2Sn
by the reflected Tracy-Widom distribution.
We now discuss some simulation results for P(Σv¯ ∈ ∆Sn) for the example
of Brownian motion tree models on the star tree.
Example 3.12. Consider the modelM(G), where G0 is the zero matrix,
Gi = Eii for i = 1, . . . , p, where Eii is the matrix with a 1 in position
(i, i) and zeros otherwise, and Gp+1 = 11
T , where 1 is the column vector
with every component equal to 1. This linear covariance model corresponds
to a Brownian motion tree model on the star tree. Suppose that the true
covariance matrix Σv∗ is given by v
∗
i = i for i = 1, . . . , p and v
∗
p+1 = 1. We
performed simulations similar to the ones that led to Figure 1.
For fixed p ∈ {3, 5, 10} we let n vary between p and 20p. For each pair
(p, n) we generated 10, 000 times a sample of size n from Np(0,Σv∗), com-
puted the corresponding sample covariance matrix and the least squares
estimator, and determined whether the least squares estimator belonged to
the region ∆2Sn . The simulated probabilities of the event 0 ≺ Σv¯ ≺ 2Sn are
given by the solid blue line in Figure 3. As in Figure 1, the dashed black
line represents the approximated probabilities, with the approximation be-
ing obtained through the Tracy-Widom law, of the event 0 ≺ Σv∗ ≺ 2Sn.
Figure 3 indicates that on average Σv¯ lies in ∆2Sn more often than Σv∗ .
3.4. Alternative initiation points for hill-climbing. The least squares es-
timator Σv¯ is a natural initiation point in any hill-climbing algorithm for
computing the MLE. We showed that such an initiation comes with con-
vergence guarantees when Σv¯ lies in ∆2Sn and we bounded from below the
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probability of the event {Σv¯ ∈ ∆2Sn}. In this section, we describe an al-
ternative initiation for the case when Σv¯ /∈ ∆2Sn . The suggested initiation
is motivated by shrinkage estimators used for high-dimensional covariance
matrix estimation [LW04, SS05].
In the following, we analyze linear Gaussian covariance models with G0 =
0. Similar techniques can be developed in other scenarios. Let Σ0 be a fixed
matrix and consider the convex combination S∗n = s((1 − t)Σ0 + tSn) of
G0, Σ0 and Sn, where s, t ∈ (0, 1]. We now show that by choosing s and t
appropriately, the projection of S∗n onto M(G) lies in the region ∆2Sn for
any matrix Σ0 ∈ M(G). Hence S∗n can be used as an alternative initiation
when Σv¯ /∈ ∆2Sn .
Proposition 3.13. Suppose that M(G) is a linear Gaussian covariance
model with G0 = 0. Let Σ0 be any covariance matrix in M(G) and consider
S∗n = s((1−t)Σ0 +tSn), where the coefficients s, t ∈ (0, 1] are such that t = 1
if Σv¯  0 and
t <
λmin(Σ0)
λmin(Σ0)− λmin(Σv¯)
otherwise, and s = 1 if 2Sn − ((1− t)Σ0 + tΣv¯)  0 and
s < 2λmin
(
Sn((1− t)Σ0 + tΣv¯)−1
)
otherwise. Then the orthogonal projection of S∗n onto M(G) given by Σ∗ =
s((1− t)Σ0 + tΣv¯) lies in ∆2Sn.
Proof. Consider the following three cases. First, if Σv¯  0 and 2Sn −
Σv¯  0, then Σ∗ = Σv¯ ∈ ∆2Sn and S∗n = Sn and hence the proposition holds.
Second, if Σv¯  0 and 2Sn − Σv¯ 6 0, then t = 1 and Σ∗ = sΣv¯  0. Using
the constraint on s we obtain
λmin(Sn(Σ
∗)−1) = λmin(Sn(sΣv¯)−1) =
1
s
λmin(SnΣ
−1
v¯ ) >
1
2
,
or equivalently, 2Sn − Σ∗  0, which implies Σ∗ ∈ ∆2Sn . The third and
final case is when Σv¯ 6 0. In this case we define Σ′ = (1 − t)Σ0 + tΣv¯. By
concavity of the minimal eigenvalue we obtain
λmin((1− t)Σ0 + tΣv¯) ≥ (1− t)λmin(Σ0) + tλmin(Σv¯)
= λmin(Σ0)− t(λmin(Σ0)− λmin(Σv¯)).
Hence, Σ′  0 for every t < λmin(Σ0)λmin(Σ0)−λmin(Σv¯) . By replacing Σv¯ by Σ′ in
the second case it follows that Σ∗ = sΣ′ ∈ ∆2Sn . It remains to show that
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in all three cases Σ∗ is the orthogonal projection of S∗ onto M(G). For
this, observe that if Σ0 lies in the linear span of M(G) then the orthogonal
projection of aΣ0+bSn is equal to aΣ0+bΣv¯, which completes the proof.
Note that when Σv¯ ∈ ∆2Sn , then Proposition 3.13 results in the least
squares estimator. When Σv¯  0, but Σv¯  2Sn, then Proposition 3.13
shrinks the estimator to lie in ∆2Sn . If the identity matrix lies in M(G)
then it is a natural choice for Σ0. IfM(G) contains all diagonal matrices as
for example for Brownian motion tree models, then it is more natural to take
Σ0 to be the diagonal matrix with sample variances on the diagonal, that
is, Σ0 = diag(Sn). Since Σ0 and Σv¯ coincide on the diagonal, this estimator
is obtained from Σv¯ by shrinking off-diagonal entries by a factor of st and
the diagonal entries by a factor of s.
4. Estimating correlation matrices. In this section, we discuss the
problem of maximum likelihood estimation of correlation matrices. In the
case of 3× 3 matrices this problem was analyzed by several authors [RM94,
SWY00, SOA99]. Computing the MLE for a correlation matrix exactly re-
quires solving a system of polynomial equations in
(
p
2
)
variables and can
only be done using Gro¨bner bases techniques for very small instances. In
the following, we demonstrate how this problem can be solved using the
Newton-Raphson method and show how such an approach performs for es-
timating a 3× 3 and a 4× 4 correlation matrix.
We initiate the algorithm at the least squares estimator. For correlation
models with no additional structure, the least squares estimator is given by
v¯ij = (Sn)ij , 1 ≤ i < j ≤ p,
and the corresponding correlation matrix is
Σv¯ = Ip +
∑
1≤i<j≤p
v¯ij(Eij + Eji),
where, as before, Eij is the matrix with a 1 in position (i, j) and zeros
elsewhere. Let v(k) be the k-th step estimate of the parameter vector v
obtained using the Newton-Raphson algorithm. At step k + 1, we compute
the update
rk+1 := v
(k+1) − v(k) = −∇v∇Tv `(v(k)) · ∇`(v(k)).
The gradient and the Hessian are derived from (3.1) and (3.2) by taking
A = Gi and B = Gj .
22 P. ZWIERNIK, C. UHLER, D. RICHARDS
Newton steps
R
at
io
1 2 3 4 5 6 7 8 9 10 S
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
3.
5
4.
0
Paths
(a) n = 10
Newton steps
R
at
io
1 2 3 4 5 6 7 8 9 10 S
0.
50
0.
75
1.
00
1.
25
Paths
(b) n = 50
Newton steps
R
at
io
1 2 3 4 5 6 7 8 9 10 S
0.
7
0.
8
0.
9
1.
0
1.
1
1.
2
Paths
(c) n = 100
Fig 4. Plot of 50 Newton-Raphson paths showing the ratio of the likelihood of the corre-
lation matrix obtained by the Newton-Raphson algorithm in the first 10 steps compared to
the likelihood of the true data-generating correlation matrix given in Example 4.1 (a). The
last point represents the ratio of the likelihood of the sample covariance matrix and the
true data-generating correlation matrix.
Example 4.1. We show how the Newton-Raphson method performed
on two examples. We sampled n observations from a multivariate normal
distribution with correlation matrix
(a) Σv∗ =
 1 1/2 1/31/2 1 1/4
1/3 1/4 1
 , (b) Σv∗ =

1 1/2 1/3 1/4
1/2 1 1/5 1/6
1/3 1/5 1 1/7
1/4 1/6 1/7 1
 .
We display in Figure 4 the Newton-Raphson paths for the 3× 3 correlation
matrix given in (a) and in Figure 5 we display the paths for the 4× 4 corre-
lation matrix given in (b). Note that the scaling of the y-axis varies in each
plot to provide better visibility of the different paths. In Figures 4 and 5 we
plotted the ratio of the likelihood of the correlation matrix obtained by the
Newton-Raphson algorithm and the likelihood of the true data-generating
correlation matrix. We show the first 10 steps of the Newton-Raphson algo-
rithm. The last point is the ratio of the likelihood of the sample covariance
matrix and the true data-generating covariance matrix. If the MLE Σvˆ ex-
ists, then the following inequalities hold:
1 ≤ likelihood(Σvˆ)
likelihood(Σv∗)
≤ likelihood(Sn)
likelihood(Σv∗)
.
The first inequality follows from the fact that Σv∗ lies in the model and
Σvˆ maximizes the likelihood over the model, whereas the second inequality
follows from the fact that Sn is the unconstrained MLE of the Gaussian
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Fig 5. Plot of 50 Newton-Raphson paths showing the ratio of the likelihood of the corre-
lation matrix obtained by the Newton-Raphson algorithm in the first 10 steps compared to
the likelihood of the true data-generating correlation matrix given in Example 4.1 (b). The
last point represents the ratio of the likelihood of the sample covariance matrix and the
true data-generating correlation matrix.
likelihood. These inequalities are also evident in Figures 4 and 5. This is an
indication that the Newton-Raphson algorithm has converged to the MLE.
To produce Figures 4 and 5 we performed 50 simulations for n = 10, n =
50, and n = 100 and plotted those simulations for which Σv¯ was not singular
since otherwise the corresponding likelihood is undefined. In Figure 6 we
provide the mean and standard deviation for P(Σvˆ  0) and P(2Sn−Σvˆ  0),
corresponding to the probability of landing outside the region ∆2Sn .
In Figures 4 and 5 we see that the Newton-Raphson method converges, in
about 3 steps, for estimating 3×3 correlation matrices with 100 observations.
The same procedure takes slightly longer for fewer observations or for 4 ×
4 matrices, and in all scenarios the Newton-Raphson method appears to
converge in fewer than 10 steps.
5. Choice of the estimator and violation of Gaussianity. In this
section we present additional statistical analyses that support the use of
the MLE of the covariance matrix in models with linear constraints on the
Fig 6. Probability that the MLE is outside the region ∆2Sn .
3× 3 correlation matrix 4× 4 correlation matrix
P(Σvˆ  0) P(2Sn − Σvˆ  0) P(Σvˆ  0) P(2Sn − Σvˆ  0)
n = 10 0.493 (±0.046) 0.120 (±0.030) 0.693 (±0.044) 0.077 (±0.024)
n = 50 0.037 (±0.017) 0.003 (±0.005) 0.055 (±0.022) 0.004 (±0.006)
n = 100 0.003 (±0.005) 0.000 (±0.000) 0.006 (±0.007) 0.000 (±0.000)
24 P. ZWIERNIK, C. UHLER, D. RICHARDS
covariance matrix. We first show that the MLE compares favorably to the
least squares estimator with respect to various loss functions. We then show
that the MLE is robust with respect to violation of the Gaussian assumption.
5.1. Comparison of the MLE and the least squares estimator. In this
section, we analyze through simulations the comparative behavior of the
MLE and the least squares estimator, with respect to various loss functions.
We argue that for linear Gaussian covariance models the MLE is usually
a better estimator than the least squares estimator. One reason is that,
especially for small sample sizes, Σv¯ can be negative definite, whereas Σvˆ
– if it exists – is always positive semidefinite. Furthermore, as we show in
the following simulation study, even when Σv¯ is positive definite, the MLE
usually has smaller loss compared to Σv¯.
We analyze the following four loss functions:
(a) the `∞-loss:
∥∥∥Σˆ− Σ∗∥∥∥
∞
,
(b) the Frobenius loss:
∥∥∥Σˆ− Σ∗∥∥∥
F
,
(c) the quadratic loss:
∥∥∥ΣˆΣ∗−1 − Ip∥∥∥, and
(d) the entropy loss: tr(ΣˆΣ∗−1)− log det(ΣˆΣ∗−1)− p
The functions (a) and (b) are standard loss functions, and the loss functions
(c) and (d) were proposed in [RB94]. We study as an example the time
series model for circular serial correlation coefficients discussed in [And70,
Eq. (5.9)]. This model is generated by G0 = 0, G1 = Ip, and G2 defined by
(G2)ij =
{
1, if |i− j| = 1 (mod p)
0, otherwise.
We display in Figure 7 the losses resulting from each loss function above
when simulating data under two time series models for circular serial cor-
relation coefficients on 10 nodes with the true covariance matrix defined
by v∗ = (0, 1, 0.3) and v∗ = (0, 1, 0.45). Note that the covariance matrix is
singular for v∗ = (0, 1, 0.5). Every point in Figure 7 corresponds to 1000 sim-
ulations and we considered only those simulations for which the least squares
estimator was positive semidefinite. Instances where the least squares esti-
mator was singular only occurred for n = 100 and v∗ = 0.45; in this case we
found that P(Σv¯  0) = 0.011 (±0.010).
In Figure 7 we see that, especially for small sample sizes and when the
true covariance matrix is close to being singular, the MLE has significantly
smaller loss than the least squares estimator. This is to be expected in par-
ticular for the entropy loss, since this loss function seems to favor the MLE.
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Fig 7. Comparison of MLE and least squares estimator using different loss functions for
the time series model for circular serial correlation coefficients on 10 nodes defined by the
true parameters being v∗ = (0, 1, 0.3) (top line) and v∗ = (0, 1, 0.45) (bottom line).
However, it is surprising that, even with respect to the `∞-loss, the MLE
compares favorably to the least squares estimator. This shows that forcing
the estimator to be positive semidefinite, as is the case for the MLE, puts a
constraint on all entries jointly and leads even entry-wise to an improved es-
timator. We show here only our simulation results for the time series model
for circular serial correlation coefficients; however, we have observed similar
phenomena for various other models.
5.2. Violation of Gaussianity. In this section, we provide a simple anal-
ysis of model misspecification with respect to the Gaussian assumption. In
our exposition we compare the results for the standard Gaussian distribution
to some natural alternatives.
Let X be a p×n random matrix with i.i.d. entries Xij . First, suppose that
the Xij , instead of being independent standard Gaussian random variables,
are sampled from a subgaussian distribution, i.e., a distribution with thinner
tails than the Gaussian distribution. Then by the universality result in [FS10,
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Fig 8. Comparison of the probability that 2Sdn − Ip  0 for different values of d ≥ 1. The
Gaussian case corresponds to the limit d→∞.
Theorem I.1.1], we obtain
P
(
λmin(XX
T ) >
n
2
)
≈ F
 n2 − (√p−√n)2
(
√
p−√n)
(
1√
p − 1√n
)1/3
 ,
where F is again the Tracy-Widom distribution. As in the Gaussian setting,
the approximation is also of order O(p−2/3) [FS10]. Hence, our results hold
more generally for subgaussian distributions.
Next, we analyze the case in which the Gaussian assumption is violated
in such a way that the true distribution has fatter tails. For this, we assume
that each Xi has a multivariate t-distribution with scale matrix Ip and d
degrees of freedom. Note that in the limit as d→∞ we obtain the original
standard Gaussian setting. We denote by Sdn the sample covariance matrix
corresponding to n i.i.d. observations from a multivariate t-distribution with
d degrees of freedom. Note that for d > 2, Sdn → d/(d− 2)Ip, almost surely,
as n→∞. Therefore, as n→∞, all eigenvalues of Sdn converge to d/(d−2),
which is a decreasing function of d. Hence, for sufficiently large n,
(5.1) P(2Sdn − Ip  0) > P(2Sn − Ip  0),
indicating that the optimization problem is better behaved under model
misspecification with respect to the degrees of freedom in a multivariate t-
distribution. Our simulations shown in Figure 8 suggest that (5.1) also holds
for finite sample sizes.
Moreover, as a consequence of results in [KM15], we obtain a finite-sample
exponential lower bound of the form 1−c√p/n on the minimal eigenvalue of
the sample covariance matrix based on a sample of n i.i.d. observations from
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a multivariate t-distribution with d > 4 degrees of freedom. More generally,
[KM15, Theorem 1.3] derived a finite-sample exponential lower bound for
the minimal eigenvalue of the sample covariance matrix based on a random
sample of n observations from any multivariate isotropic random vector X
for which there exists η > 2 and L ≥ 1 such that for every t ∈ Sp−1, the
unit sphere in Rp, and every u > 0,
P(|〈X, t〉| > u) ≤ L
u2+η
.
In summary, the analysis in this section shows that our results are sur-
prisingly robust against model misspecification with respect to the Gaussian
assumption for distributions with thinner or with fatter tails.
6. Discussion. The likelihood function for linear Gaussian covariance
models is, in general, multimodal. However, as we have proved in this paper,
multimodality is relevant only if the model is highly misspecified or if the
sample size is not sufficiently large so as to compensate for the dimension
of the model. We identified a convex region ∆2Sn on which the likelihood
function is strictly concave. Using recent results linking the distribution of
extreme eigenvalues of the Wishart distribution to the Tracy-Widom law,
we derived asymptotic conditions which guarantee when the true covariance
matrix and the global maximum of the likelihood function both lie in the
region ∆2Sn . Since the approximation by the Tracy-Widom law is accurate
even for very small sample sizes, this makes our results useful for applica-
tions. An important consequence of our work is that:
In the case of linear models for p × p covariance matrices, where p is as
small as 2, a sample size of 14 p suffices for the true covariance matrix to
lie in ∆2Sn with probability at least 0.95.
Moreover, this result is robust against various violations of Gaussianity.
Since the goal is to estimate the true covariance matrix, the estimation pro-
cess should focus on the region ∆2Sn , and then a boundary point that max-
imizes the likelihood function over ∆2Sn may possibly be of more interest
than the global maximum. If violations of Gaussianity are to be expected,
one might want to consider alternative loss functions other than the Gaus-
sian likelihood function. However, our results show that also in this case,
the optimization problem should be performed over the convex region ∆2Sn ,
since the true data generating covariance matrix is contained in this region
with high probability.
We emphasize that our results provide lower bounds on the probabilities
that the maximum likelihood estimation problem for linear Gaussian covari-
ance models is well behaved. This is due to the fact that ∆2Sn is contained
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in a larger region over which the likelihood function is strictly concave, and
this region is contained in an even larger region over which the likelihood
function is unimodal. We believe that the analysis of these larger regions
will lead to many interesting research questions.
To summarize, in this paper we showed that, similarly as for Gaussian
graphical models or in fact any Gaussian model with linear constraints on the
inverse covariance matrix, the problem of computing the MLE in a Gaussian
model with linear constraints on the covariance matrix is with high probabil-
ity a convex optimization problem. This opens a range of questions regarding
maximum likelihood estimation in Gaussian models where we impose a com-
bination of linear constraints on the covariance and the inverse covariance
matrix. Another related question is to study whether similar results hold for
maximum likelihood estimation for directed Gaussian graphical models. Fi-
nally, in this paper, we concentrated on the setting where n > p, motivated
by applications to phylogenetics. It would be of great interest to consider
also the high-dimensional setting and to consider the problem of learning the
underlying linear structure, both important directions for future research.
APPENDIX A: CONCENTRATION OF MEASURE INEQUALITIES
FOR THE WISHART DISTRIBUTION
Let Wn be a white Wishart random variable, i.e., Wn ∼ Wp(n, Ip). In the
following, we derive finite-sample bounds for P(|tr(Wn) − np| ≤ ) and for
P(| log detWn − p log(n)| ≤ ).
It is well known that tr(Wn) has a χ
2
np distribution; see, e.g. [Mui82,
Theorem 3.2.20]. Therefore, by Chebyshev’s inequality we find that
(A.1) P
(|Tr(Wn)− np| ≤ ) ≥ 1− 2np
2
.
Finite-sample bounds that are more accurate than (A.1) can be obtained
using results in [IL06, Ing10, LM00]. We present here the bounds from [LM00].
Let X ∼ χ2d; using the original formulation in [LM00, page 1325], we obtain
for any positive x,
P(X − d ≥ 2
√
dx+ 2x) ≤ exp(−x),
P(d−X ≥ 2
√
dx) ≤ exp(−x).
This can be rewritten for  > 0 as
P(X − d ≥ ) ≤ exp
(
− 1
2
(
d+ −
√
d(d+ 2)
))
,
P(d−X ≥ ) ≤ exp
(
− 
2
4d
)
.
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Consequently, we obtain the following result:
Proposition A.1. Let Wn ∼ Wp(n, Ip). Then,
P(|tr(Wn)−np| ≤ ) ≥ 1−exp
(
−1
2
(
np+ −
√
np(np+ 2)
))
−exp
(
− 
2
4np
)
.
We now derive finite-sample bounds for log det(Wn). In order to apply
Chebyshev’s inequality, we calculate the mean and variance of log det(Wn).
First, we calculate the moment-generating function of log det(Wn):
M(t) := E exp(t log det(Wn))
= E(det(Wn)
t) = E
p∏
i=1
Y ti =
p∏
i=1
E(Y ti ),
where Yi ∼ χ2n+1−i and the Yi are mutually independent. It is well-known
that
E(Y ti ) =
2t Γ(t+ 12(n+ 1− i))
Γ(12(n+ 1− i))
,
t > −12 , and in that case we obtain
M(t) =
p∏
i=1
2tΓ(t+ 12(n+ 1− i))
Γ(12(n+ 1− i))
.
Hence,
logM(t) = pt log 2 +
p∑
i=1
log Γ(t+ 12(n+ 1− i))− log Γ(12(n+ 1− i)).
Differentiating with respect to t and then setting t = 0, we obtain
E(log det(Wn)) =
d
dt
logM(t)
∣∣∣
t=0
= p log 2 +
p∑
i=1
ψ(12(n+ 1− i)),
where ψ(t) = d log Γ(t)/dt is the digamma function. Differentiating a second
time and then setting t = 0, we obtain
Var(log det(Wn)) =
d2
dt2
logM(t)
∣∣∣
t=0
=
p∑
i=1
ψ1(
1
2(n+ 1− i)),
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where ψ1(t) = d
2 log Γ(t)/dt2 is the trigamma function. Therefore, by the
non-central version of Chebyshev’s inequality, we have
(A.2)
P(| log detWn−p log(n))| ≤ ) ≥ 1−
p∑
i=1
ψ1(
n+1−i
2 ) +
(
p log
(
2
n
)
+
p∑
i=1
ψ(n+1−i2 )
)2
2
.
ACKNOWLEDGMENTS
We thank Mathias Drton, Noureddine El Karoui, Robert D. Nowak, Lior
Pachter, Philippe Rigollet, and Ming Yuan for helpful discussions. We also
thank two referees, an Associate Editor, and an Editor for constructive com-
ments.
P.Z.’s research is supported by the European Union 7th Framework Pro-
gramme (PIOF-GA-2011-300975). CU’s research is supported by the Aus-
trian Science Fund (FWF) Y 903-N35. This project was started while C.U.
was visiting the Simons Institute at UC Berkeley for the program on “The-
oretical Foundations of Big Data” during the fall 2013 semester. D.R.’s re-
search was partially supported by the U.S. National Science Foundation
grant DMS-1309808 and by a Romberg Guest Professorship at the Hei-
delberg University Graduate School for Mathematical and Computational
Methods in the Sciences, funded by German Universities Excellence Initia-
tive grant GSC 220/2.
REFERENCES
[AH86] D. F. Andrade and R. W. Helms. ML estimation and LR tests for the multivari-
ate normal distribution with general linear model mean and linear-structure co-
variance matrix: k-population complete-data case. Communications in Statis-
tics - Theory and Methods, 15(1):89–107, 1986.
[And70] T. W. Anderson. Estimation of covariance matrices which are linear combina-
tions or whose inverses are linear combinations of given matrices. In Essays
in Probability and Statistics, pages 1–24. University of North Carolina Press,
Chapel Hill, N.C., 1970.
[And73] T. W. Anderson. Asymptotically efficient estimation of covariance matrices
with linear structure. Annals of Statistics, 1:135–141, 1973.
[AO85] T. W. Anderson and I. Olkin. Maximum-likelihood estimation of the parame-
ters of a multivariate normal distribution. Linear Algebra and its Applications,
70:147–171, 1985.
[Bai99] Z. D. Bai. Methodologies in spectral analysis of large-dimensional random
matrices, a review. Statistica Sinica, 9(3):611–677, 1999. With comments by
G. J. Rodgers and J. W. Silverstein, and a rejoinder by the author.
31
[BSN+11] D. Brawand, M. Soumillon, A. Necsulea, P. Julien, G. Csa´rdi, P. Harrigan,
M. Weier, A. Liechti, A. Aximu-Petri, M. Kircher, F. W. Albert, U. Zeller,
P. Khaitovich, F. Gru¨tzner, S. Bergmann, R. Nielsen, S. Pa¨a¨bo, and H. Kaess-
mann. The evolution of gene expression levels in mammalian organs. Nature,
478(7369):343–348, 2011.
[BT11] J. Bien and R. J. Tibshirani. Sparse estimation of a covariance matrix.
Biometrika, 98:807–820, 2011.
[CDR07] S. Chaudhuri, M. Drton, and T. Richardson. Estimation of a covariance matrix
with zeros. Biometrika, 94:199–216, 2007.
[CP10] N. Cooper and A. Purvis. Body size evolution in mammals: complexity in
tempo and mode. The American Naturalist, 175(6):727–738, 2010.
[Dem72] A. P. Dempster. Covariance selection. Biometrics, 28:157–175, 1972.
[Die07] F. Dietrich. Robust Signal Processing for Wireless Communications, volume 2.
Springer Science & Business Media, 2007.
[DR04] M. Drton and T. S. Richardson. Multimodality of the likelihood in the bivariate
seemingly unrelated regressions model. Biometrika, 91(2):383–392, 2004.
[DS01] K. R. Davidson and S. J. Szarek. Local operator theory, random matrices and
Banach spaces. Handbook of the Geometry of Banach Spaces, 1:317–366, 2001.
[EDBN10] B. Eriksson, G. Dasarathy, P. Barford, and R. Nowak. Toward the practical use
of network tomography for Internet topology discovery. In IEEE INFOCOM,
pages 1–9, 2010.
[Fel73] J. Felsenstein. Maximum-likelihood estimation of evolutionary trees from con-
tinuous characters. American Journal of Human Genetics, 25:471–492, 1973.
[Fel81] J. Felsenstein. Evolutionary trees from gene frequencies and quantitative char-
acters: Finding maximum likelihood estimates. Evolution, 35:1229–1242, 1981.
[FH06] R. P. Freckleton and P. H. Harvey. Detecting non-brownian trait evolution in
adaptive radiations. PLoS Biol., 4:2104–2111, 2006.
[FS10] O. N. Feldheim and S. Sodin. A universality result for the smallest eigenvalues
of certain sample covariance matrices. Geometric and Functional Analysis,
20(1):88–123, 2010.
[IL06] T. Inglot and T. Ledwina. Asymptotic optimality of new adaptive test in
regression model. Annales de l’Institut Henri Poincare´ (B) Probabilite´s et
Statistiques, 42:579–590, 2006.
[Ing10] T. Inglot. Inequalities for quantiles of the chi-square distribution. Probability
and Mathematical Statistics, 30:339–351, 2010.
[Jen88] S. T. Jensen. Covariance hypotheses which are linear in both the covariance
and the inverse covariance. Annals of Statistics, 16(1):302–322, 1988.
[JMPS09] I. M. Johnstone, Z. Ma, P. O. Perry, and M. Shahram. RMTstat: Distributions,
Statistics and Tests derived from Random Matrix Theory, 2009. R package
version 0.2.
[JO00] M. Jansson and B. Ottersten. Structured covariance matrix estimation: a para-
metric approach. In Acoustics, Speech, and Signal Processing, 2000. ICASSP
’00. Proceedings. 2000 IEEE International Conference on, volume 5, pages
3172–3175 vol.5, 2000.
[Joh01] I. M. Johnstone. On the distribution of the largest eigenvalue in principal
components analysis. Annals of Statistics, 29:295–327, 2001.
32 P. ZWIERNIK, C. UHLER, D. RICHARDS
[KGP16] P. Kohli, T. P. Garcia, and M. Pourahmadi. Modeling the cholesky factors of
covariance matrices of multivariate longitudinal data. Journal of Multivariate
Analysis, 145:87–100, 2016.
[KM15] V. Koltchinskii and S. Mendelson. Bounding the smallest singular value of
a random matrix without concentration. International Mathematics Research
Notices, 2015.
[LBM+06] C. Lee, S. Blay, A.O. Mooers, A. Singh, and T. H. Oakley. CoMET: A Mesquite
package for comparing models of continuous character evolution on phyloge-
nies. Evolutionary Bioinformatics Online, 478:191–194, 2006.
[LM00] B. Laurent and P. Massart. Adaptive estimation of a quadratic functional by
model selection. Annals of Statistics, 28:1302–1338, 2000.
[LW04] O. Ledoit and M. Wolf. A well-conditioned estimator for large-dimensional
covariance matrices. Journal of Multivariate Analysis, 88(2):365 – 411, 2004.
[Ma12] Z. Ma. Accuracy of the Tracy-Widom limits for the extreme eigenvalues in
white Wishart matrices. Bernoulli, 18:322–359, 2012.
[Mui82] R. J. Muirhead. Aspects of Multivariate Statistical Theory. Wiley, New York,
1982.
[Pou99] M. Pourahmadi. Joint mean-covariance models with applications to longitu-
dinal data: unconstrained parameterisation. Biometrika, 86(3):677–690, 1999.
[Pou11] M. Pourahmadi. Covariance estimation: The GLM and regularization perspec-
tives. Statistical Science, 3:369–387, 2011.
[Rao72] C. R. Rao. Estimation of variance and covariance components in linear models.
Journal of the American Statistical Association, 67(337):112–115, 1972.
[RB94] B. Ruoyong and J. O. Berger. Estimation of a covariance matrix using the
reference prior. Annals of Statistics, 22:1195–1211, 1994.
[RLZ09] A. J. Rothman, E. Levina, and J. Zhu. Generalized thresholding of large
covariance matrices. Journal of the American Statistical Association, 104:177–
186, 2009.
[RM94] P. J. Rousseeuw and G. Molenberghs. The shape of correlation matrices. The
American Statistician, 48:276–279, 1994.
[Roc06] S. Roch. A short proof that phylogenetic tree reconstruction by maximum
likelihood is hard. IEEE/ACM Transactions on Computational Biology and
Bioinformatics, 3:92–94, 2006.
[RS82] D. B. Rubin and T. H. Szatrowski. Finding maximum likelihood estimates of
patterned covariance matrices by the em algorithm. Biometrika, 69(3):657–
660, 1982.
[SMHB13] J. G. Schraiber, Y. Mostovoy, T. Y. Hsu, and R. B. Brem. Inferring evolution-
ary histories of pathway regulation from transcriptional profiling data. PLoS
Comput. Biol., 9, 2013.
[SOA99] A. Stuart, J. K. Ord, and S. F. Arnold. Kendall’s Advanced Theory of Statistics
2A. Classical Inference and the Linear Model. Arnold, London, 1999.
[SS05] J. Scha¨fer and K. Strimmer. A shrinkage approach to large-scale covariance
matrix estimation and implications for functional genomics. Statistical Appli-
cations in Genetics and Molecular Biology, 4(1), 2005.
[SWY00] C. G. Small, J. Wang, and Z. Yang. Eliminating multiple root problems in
estimation. Statistical Science, 15:313–341, 2000.
33
[Sza78] T. H. Szatrowski. Explicit solutions, one iteration convergence and averag-
ing in the multivariate normal estimation problem for patterned means and
covariances. Annals of the Institute of Statistical Mathematics A, 30:81–88,
1978.
[Sza80] T. H. Szatrowski. Necessary and sufficient conditions for explicit solutions in
the multivariate normal estimation problem for patterned means and covari-
ances. Annals of Statistics, 8:802–810, 1980.
[Sza85] T. H. Szatrowski. Patterned covariances. In Encyclopedia of Statistical Sci-
ences, pages 638–641. Wiley, New York, 1985.
[Tao12] T. Tao. Topics in Random Matrix Theory, volume 30. American Mathematical
Society, Providence, R.I., 2012.
[TW96] C. A. Tracy and H. Widom. On orthogonal and symplectic matrix ensembles.
Communications in Mathematical Physics, 177:727–754, 1996.
[TYBN04] Y. Tsang, M. Yildiz, P. Barford, and R. Nowak. Network radar: tomography
from round trip time measurements. In Internet Measurement Conference
(IMC), pages 175–180, 2004.
[Uhl12] C. Uhler. Geometry of maximum likelihood estimation in Gaussian graphical
models. Annals of Statistics, 40:238–261, 2012.
[Ver12] R. Vershynin. Introduction to the non-asymptotic analysis of random matrices.
In Compressed Sensing, Theory and Applications, pages 210–268. Cambridge
University Press, New York, 2012.
[Wat64] G. S. Watson. A note on maximum likelihood. Sankhya¯, Series A, 26:303–304,
1964.
[WCM06] N. Wermuth, D. R. Cox, and G. M. Marchetti. Covariance chains. Bernoulli,
12(5):841–862, 2006.
[WX12] W. B. Wu and H. Xiao. Covariance matrix estimation in time series. Handbook
of Statistics, 30:187–209, 2012.
[ZC05] S. Zhou and Y. Chen. A comparison of process variation estimators for in-
process dimensional measurements and control. Journal of Dynamic Systems,
Measurement, and Control, 127:69, 2005.
P. Zwiernik
Department of Statistics
University of California, Berkeley
Berkeley, CA 94720, U.S.A.
E-mail: pzwiernik@berkeley.edu
C. Uhler
IDSS and EECS Department
Massachusetts Institute of Technology
Cambridge, MA 02139, U.S.A.
E-mail: cuhler@mit.edu
D. Richards
Department of Statistics
Penn State University
University Park, PA 16802, U.S.A.
E-mail: richards@stat.psu.edu
