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Audio scene analysis and its application to robot audition is indispensable for a 
rescue robot, both to detect victims and to sense the robot itself (i.e., location 
and posture) in disaster environments where visual and/or GPS sensors cannot be 
used. This work focuses on hose-shaped rescue robots used for probing narrow gaps 
under rubble. Arrays of microphones, inertial sensors, and loudspeakers on the 
robot are used for audio scene analysis. 
  Two fundamental problems of audio scene analysis are addressed: speech 
enhancement and posture (shape) estimation. Speech enhancement is crucial for 
detecting speech sounds in captured noisy signals. Posture estimation is essential 
for enabling an operator to control the flexible robot and for localizing the 
speech source by using the deformable microphone array. In addition, the 
integration of these techniques enables the robot to find and approach a victim 
autonomously. The major difficulties are that the layout of the microphones changes 
as the robot moves and that some of them are occasionally occluded by rubble. In 
this study, Bayesian signal processing is used for speech enhancement. The latent 
speech signals and parameters, which depend on the surrounding environment, are 
simultaneously estimated ． Multi-modal signal processing is used for posture 
estimation. Unreliable audio measurements due to occlusion are compensated for by 
using the measurements of other sensors. 
This thesis consists of seven chapters. Chapter 2 overviews audio scene analysis 
for rescue robots and reviews speech enhancement and posture estimation. 
Chapter 3 describes a speech enhancement method called Bayesian robust non-
negative tensor factorization. To deal with the dynamic configuration of the 
microphones, speech and noise signals are separated on the basis of their spectral 
pattern difference instead of on the phase difference (which is unreliable). Under 
the assumption that the speech and noise spectrograms are sparse and low-rank, 
respectively, they are separated from the input multichannel spectrogram without 
prior training. To cope with the partial occlusion of microphones, the speech 
volume gain at each microphone is estimated on the basis of its feasible gain. 
Experimental results showed that this method outperforms conventional multichannel 
methods even when a half of the microphones are occluded. 
To further improve the enhancement performance, a deep prior distribution on 
speech signals is introduced in Chapter 4. Instead of using the unrealistic sparse 
  
assumption for speech signals, a deep generative model is trained with clean speech 
signals from a large database. Posterior estimates of clean speech are obtained 
using the speech model as a prior distribution while adapting a noise model to the 
observed noisy signals. Experimental results showed that this method outperforms a 
method based on the low-rank and sparse decomposition. The results also showed that 
the method outperforms a conventional supervised method with deep learning in 
unseen noisy environments. 
Chapter 5 describes an audio-based posture estimation method that can deal with 
the dynamic configuration of microphones. The time differences of arrival (TDOAs) 
of beacon sounds, which depend on the locations of the microphones and 
loudspeakers, are used to estimate the posture. A state-space model representing 
the posture dynamics is formulated, and the current posture is tracked by 
estimating the posture change rate and predicting the current posture. 
In Chapter 6, the audio-based posture estimation method is extended to a multi-
modal 3D posture estimation method that can work when the microphones are partially 
occluded. The method can automatically exclude TDOA measurements distorted by 
obstacles and compensate for the missing posture information by using the tilt 
angles obtained from accelerometers. Experiments using a 3-meter hose-shaped rescue 
robot showed that this method reduces the tip position error of the initial state 
to about 0.2 m. When the error of the initial state is less than 20%, it can 
estimate the correct 3D posture in real time. 













































  更に、試問の結果の要旨（例えば「平成 年 月 日論文内容とそれに関連した 
  口頭試問を行った結果合格と認めた。」）を付け加えること。 
 
Webでの即日公開を希望しない場合は、以下に公開可能とする日付を記入すること。 
要旨公開可能日：     年   月   日以降 
 
