Gamma band synchronization has drawn increasing interest with respect to its potential role in neuronal encoding strategy and behavior in awake, behaving animals. However, contamination of these recordings by power line noise can confound the analysis and interpretation of cortical local field potential (LFP). Existing denoising methods are plagued by inadequate noise reduction, inaccuracies, and even introduction of new noise components. To carefully and more completely remove such contamination, we propose an automatic method based on the concept of adaptive noise cancellation that utilizes the correlative features of common noise sources, and implement with AutoRegressive model with eXogenous Input (ARX). We apply this technique to both simulated data and LFPs recorded in the primary visual cortex of awake macaque monkeys. The analyses here demonstrate a greater degree of accurate noise removal than conventional notch filters. Our method leaves desired signal intact and does not introduce artificial noise components. Application of this method to awake monkey V1 recordings reveals a significant power increase in the gamma range evoked by visual stimulation. Our findings suggest that the ARX denoising procedure will be an important pre-processing step in the analysis of large volumes of cortical LFP data as well as high frequency (gamma-band related) electroencephalography/magnetoencephalography (EEG/MEG) applications, one which will help to convincingly dissociate this notorious artifact from gamma-band activity.
regression in the z-transform domain (Friedlander, 1982) : 
126 where e(t) is a white noise process. Since two time series r(t) and 127 y(t) are measured in the experiment, it is possible to identify the coefficients of the transfer function, depending on the above predic-138 tion error. Then the output signalŷ(t) is generated, and reduces the 139 interference m(t) from the primary signal y(t). In principle, the LMS 140 algorithm can be applied to each value of na, nb, nk, independently.
141
The selection of a specific value for each of them is required to min-
142
imize their sum but also use coefficients (na + nb) large enough to 143 maximize the correlation between the processes y(t) and r(t). Our . y(t) and x(t) represent the primary input and reference input to the ARX model, respectively. And the primary input y(t) is modeled by the addition of interference component m(t) and information-bearing signal component s(t). The output of the model is given by subtracting the estimated noise componentm(t) from the primary input. See the corresponding text for a detailed explanation. filters (Hamilton, 1996) . If s e (t) is accurately estimated, the residual 177 signal will contain a lower level of noise contaminating the signal.
178
As the noise is reduced, the entropy of the residual signal should 179 decrease as well. The entropy, S, of the residual signal is calculated 180 as: face and body movements related to licking during data acquisition.
227
The present study did not aim to determine the tuning of indi- ods, respectively (see Table 1 ). Under all different levels of SNR, Table 1 Residual signal entropy of ARX and IIR filters (narrower-and wider-bands) as a function of SNR. The results obtained by the ARX model are significantly smaller than those of IIR filters (p < 2.08 × 10 −6 , p < 1.28 × 10 −5 for narrower-band and widerband IIR filters, respectively), which indicates the performance of ARX model is better than the predetermined IIR filters in this simulated case. (Courtemanche et al., 2003) ). But a low-profile recording chamber 432 popularly used in many studies (Baker et al., 1999; Gray et al., 2007) components in the gamma range of the targeted LFP signal (Fig. 5) .
446
In contrast, the performance of the method proposed in this study 447 was robust to this frequency mismatch, shown in Fig. 2B .
448
On the other hand, in event-related behavior paradigms, one still be embedded in these noise components (Ren et al., 2006) .
465
In addition, depending on the number of components, ICA decom- inputs (Titchener et al., 1982) . Note that using complex wavelets,
488
it is possible to retrieve the time-varying phases of an oscilla-
