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ABSTRACT
Reading is a commonmethod to consume information. Despite of its importance, the mecha-
nisms underlying the reading process are not well understood. The reason lies in our incapability
to directly observe the cognitive processes that occur during the reading act. For this reason,
we resort to measurements of eye movements as indirect observations of reading behavior. The
objective is then to interpret measurements of eye movements to understand the reading process.
We concentrate on the analysis of two factors that may influence eye movements. The first factor
is linguistic characteristics of text, such as length of words, syntactic complexity of sentences
or semantic ambiguity. The second factor is personal attributes, such as language skill or back-
ground knowledge of the reader. Psycholinguistic studies have investigated the relationships of
these two factors and eye movements, but experiments often impose constraints on the presen-
tation methods and linguistic features of text. We aim to design methods to recognize linguistic
features that influence reading behavior, and recognize personal attributes given measurements
of eye movements in natural reading tasks. There are three challenges associated with this work.
First, we need to correct systematic eye-tracking errors to recognize fixated words on studies
of reading behavior. Current error correction methods make strong assumptions on reading be-
havior, and do not performwell in natural reading tasks. We formulate the problem of systematic
error correction as a text-gaze alignment, where fixation coordinates need to be mapped to the
most plausible intended words. We use an image-registration technique, where the image repre-
sentation of gaze samples is spatially transformed to match the image representation of text. Our
method performs a global optimization using the structure of the text, and allows to recognize
fixated words with an accuracy beyond sensor capabilities of the eye-tracking equipment.
Our second challenge is to discover text areas that demand high cognitive effort, and identify
the linguistic features that cause such demand. Traditional natural language processing tech-
niques are capable of analyzing linguistic characteristics of text, but do not attempt to analyze
how text is consumed by readers. We show influences of linguistic features into cognitive effort,
and find that the degree of linguistic influence depends on the type of reading task. Then, we
use a Bayesian causal network to disentangle mixed effects of linguistic features into cognitive
effort. We estimate the parameters of our Bayesian network using a corpus on readability, where
each document is annotated with a readability level. We find that our generative model identifies
linguistic features that require high cognitive effort, and validate them with cognitive evidence.
In our third challenge, we aim to recognize latent personal attributes of readers and translators
given measurements of eye movements, typing events and text characteristics, as we believe
the construction of fine-grained user profiles may benefit user-centered and adaptive systems.
To this purpose, we extract features from reading and typing behavior, and build non-linear
functions that put them in correspondence with their personal attributes. We obtain significant
error reductions in the recognition of reader’s level of understanding and language skill, and show
their characteristic patterns of eye movements. We also obtain significant error reductions in the
recognition of expert and novice translators, and show their characteristic patterns of activity.
In this thesis, we present general methods to model the relationship of linguistic character-
istics of text, personal attributes of readers and their eye movements. Our methods are useful to
gain insight into what instantiations of linguistic features produce reading difficulties, and con-
tribute to the diagnosis of personal and text characteristics that cause understanding difficulties
when reading. This work is also a step towards the development of methods that guide text trans-
formation procedures to match the needs of populations with different readability requirements.
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Chapter 1
Introduction
After all, planes do not flap their wings!
Lindblom (1989)
1.1 Motivation
Natural text comes in a wide variety of forms, and we characterize it using its linguistic
features. Linguistic features arise in the analysis of text from different perspectives.
Lexical features consider how characters form words and their variations. Examples of
lexical features are the length of words, their morphological variations or how frequently
words appear in text. Consider the words:
1. house.
2. condominium.
Both words point to the same concept, but they differ in the number of characters that
conform them.
Syntactic features describe how words are connected to other words in a sentence.
Examples of syntactic features are syntactic complexity or dependency distance. To
illustrate the latter syntactic feature, consider two sentences:
1. I saw a girl wearing a hat.
2. I saw a girl with a telescope.
Both sentences have the same number of words, but they have different dependency
features (see Figure 1.1). In the first sentence (Figure 1.1a), the longest dependency
relation is between the word “saw” and “girl”, which has a distance of 2. In the second
sentence (Figure 1.1b), the longest dependency relation is between the word “saw” and
“with”, which has a distance of 3.
Semantic features relate to the meaning of words, and are also of great interest to
characterize text. Examples of semantic features are the semantic ambiguity or the level
of abstraction in terminology. Consider the sentences:
1
I saw a girl wearing a hat
ROOT
o o o o
o
o
(a) Shorter-range dependencies.
I saw a girl with a telescope
ROOT
o o
o
o
o o
(b) Long-range dependency: “saw”→ “with”.
Figure 1.1: Comparison of two sentences with same number of words but different de-
pendency distances.
1. I like cranes.
2. I like math.
Both “cranes” and “math” are simple words, but they refer to concepts with a very dif-
ferent level of abstraction (see Figure 1.2). The word “cranes” refers to a bird, whose
semantic representation is easy to connect with our previous experiences, and thus it is
easy to remember. However, the word “math” refers to the scientific discipline, which
has a more abstract meaning.
(a) Word with concrete meaning.

(b) Word with abstract meaning.
Figure 1.2: Comparison of two words with different level of abstraction.
During the text production (writing a report, an essay or a quick note), the author has
control on what words will appear in the text, their order, and other linguistic character-
istics that were described above. However, during the reading act, text users will process
the content according to their needs, interests or capabilities. Such reading process may
even occur in an unintended way, since the writer has control on the text, but not on the
reader. Figure 1.3 shows possible differences between the written word sequence, and
the reading path that a text user may follow when processing the content.
     
(a) Written word sequence.
W1 W2 W3 W4 W5 W6
(b) Possible reading word sequence.
Figure 1.3: Disparity between written and reading word sequence.
During the reading act, some words might be skipped and others re-read. An internet
user may just skim the content of an e-mail, to assess whether it needs an immediate re-
ply or not. Scientific texts might be dense and require a meticulous reading, which could
consist of a slow-paced text processing or re-reading of words or sentences. There are
multiple personal factors that may affect the reading process. A computer scientist may
read fluently a text on his/her discipline, rather than on medicine. Language familiarity
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or the age of the reader would also be decisive factors influencing the reading behav-
ior. While reading behavior is believed to be largely influenced by these (and maybe
other) personal characteristics, linguistic characteristics of the text may also influence
the reading behavior.
In general scene perception tasks, people keep their eyes still on certain locations of
interest during certain periods of time. These periods of time are called fixations, and are
used to recognize the objects in the scene. Similarly, in reading tasks people fixate on
certain locations of the text to recognize words, a process that we call lexical decoding.
Then, rapid eye movements are produced to place the point of gaze on a different area
of the text. These rapid eye movements are called saccades, and may have different
lengths and directions. Forward saccades are typically used to proceed in the text to
new information, and backward saccades are used to re-read a portion of the text. These
backward saccades are called regressions, and occur around the 10% to 15% of the time
in natural reading tasks [96].
Eye-movements have many other characteristics, such as fixation durations, saccade
accelerations or changes in the pupil diameter. Although it is difficult to precisely de-
scribe a certain reading behavior, in this thesis we will attempt to describe it using
a combination of these eye movement characteristics. As previously stated, linguis-
tic characteristics may also influence reading behavior. For instance, long words may
require longer fixations in order to perform the lexical decoding. That would be the
case of fixations on the word “house” and “condominium”, which have different lexical
characteristics (word length). Syntactic features, such as syntactic ambiguity, may also
influence reading behavior. That could be the case of the sentence:
• I saw a girl with a telescope.
(a) She has the telescope. (b) I have the telescope.
Figure 1.4: Different interpretations in a syntactically ambiguous sentence.
In this case, the modifier “with a telescope” can be attached to “a girl” or to “saw”.
The resolution of this syntactic ambiguity may need of the context where the sentence
appears, which could trigger a regression to go back to the sentence and re-interpret it.
Another example of linguistic influence on reading behavior would be that of semantic
ambiguity, as words may have different meanings. In the sentence:
• I like cranes.
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The word “cranes” may refer to a type of bird, or to construction machinery to move
heavy objects. In this case, the background of the reader may bias its interpretation, if
no context is given to its resolution.
(a) Crane might be a bird. (b) Crane might be construction machinery.
Figure 1.5: Interpretations of an ambiguous word may depend on reader’s background.
We have exemplified some personal characteristics of the reader and some linguistic
features of the text that may influence reading behavior. This thesis is dedicated to the
understanding of how readers perceive and process text, and how their reading behavior
depends on the reader’s personal characteristics and the linguistic features of the text. We
believe that gaining deeper insight on the reading process will allow us to produce text in
appropriate forms for the expected audience and to diagnose the causes of understanding
difficulties for specific readers.
The challenge in this work will be to enable automated, quantitative analysis of read-
ing behavior. For this reason, we need to explore automatic techniques to extract, inter-
pret and fuse characteristics of eye movements and linguistic features of text. These
two types of modalities are inherently ambiguous. Eye-movements may be the result
of cognitive processes that are not related to the reading act. Moreover, capturing these
eye movements with modern eye-trackers is still prone to variable and systematic errors.
Natural language processing techniques will be used to extract linguistic features of text.
However, the accuracy of state-of-the-art methods may also produce inaccurate results.
Our design decisions and experimental settings will thus bear in mind these intrinsic
ambiguities and inaccuracies.
1.1.1 Psycholinguistic Perspectives
Reading is a very important activity of deferred information transfer between humans.
Despite of its importance and wide use, there are many aspects of the reading processes
that remain unknown. The main difficulty in modeling the reading process is our inca-
pability to observe and measure the cognitive processes that occur in the reader’s mind.
During the reading process, certain information is obtained via the visual system of the
reader and processed in the brain. Then, the muscles that control the eyeballs are re-
programmed and a new saccade occurs in order to locate the point of gaze in a different
text area of interest, with the purpose to satisfy the perception needs of the subject. Al-
though we are not capable of observing these cognitive processes, we can record readers’
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eye movements during the reading act, which may reflect the on-line cognitive process-
ing to a certain extent [80].
Eye-trackers have been intensively used in psycholinguistic studies, resulting in in-
teresting fundamental insights into the complex process of reading. The objective in
these studies is to gain insight on the mechanisms of cognitive processing, and discover
the personal or linguistic causes of observable reading behavior. In order to discover
causal relations between personal or linguistic characteristics and reading behavior, psy-
cholinguistic experiments are carried out in very controlled scenarios. When there is full
control on the characteristics of the stimuli, subjects and other variables, psycholinguists
refer to it as experimental studies. For example, if subjects spend, on average, more
time reading words that are long (this is a lexical feature), then we could say that word
length affects lexical decoding, which is a hidden cognitive process that is not directly
observable. This type of studies contrast to quasi-experimental studies, where at least
one variable is not under the control of the experimenter. The advantage of truly exper-
imental studies is that variations in reading behavior can be attributed to variations in
the variables under the experimental control. However, causality might not be preserved
in quasi-experimental studies as variations in reading behavior might be caused by vari-
ables that were not under complete control. In the latter case, the experimenter may only
declare to have observed correlations, rather than cause-effects.
It has been debated whether current experimental studies are truly experimental. For
example, when studying the effects of word length on fixation duration, the variable un-
der control is the number of characters of words on a constant context. Then, researchers
produce controlled variations on the word length and measure the changes on fixation
duration on those words. However, due to language economy, longer words appear less
frequently in text, which reduces our familiarity to them. Thus, word length correlates
(negatively) with word frequency. If we measure larger fixation durations on longer
words, how could we claim that the length of the word causes longer fixation durations?
Longer fixation durations could also be the effect of word frequency (or familiarity).
Despite of this controversy, we should not surrender our research efforts to under-
stand the reading process. We are interested in discovering how our brain looks-up
symbols from our memory, how relationships between words in a sentence are discov-
ered, and how the overall meaning of the text is represented and stored in our brains.
Our writing and reading techniques have not evolved much for hundreds or thousands
of years. Is there any way to increase the bandwidth of information transfer in written
communication? Could that only be achieved by training readers, or are there forms of
written expression that ease the information transfer, improve recall or vividness of the
message? From a psycholinguistic perspective, our work is motivated by these ques-
tions. However, we do not expect to answer any of these, but we do hope to advance the
field to answer them someday.
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1.1.2 Computational Linguistics
Within the community of computational linguistics, we have seen many attempts to in-
troduce cognitive intuitions into traditional Natural Language Processing (NLP) tech-
niques. The common belief is that, if humans surpass machines in performing certain
tasks, perhaps machines should imitate humans in order to succeed. One strategy to
introduce these cognitive intuitions consists in performing qualitative or empirical ob-
servations of cognitive processes with the intention of gaining greater understanding of
how humans solve complex tasks. However, we are not aware of successful applications
of this strategy to improve the performance of traditional natural language processing
techniques, such as syntactic parsers or part-of-speech taggers.
Cognitive processes cannot be directly measured, and researchers from different dis-
ciplines attempt to infer them using measurements of physiological markers such as
superficial brain electrical activity, galvanic skin fluctuations or eye movements. There
are two main problems associated with these measurements that challenge their applica-
tion. First, we are constrained to work with small numbers of subjects exposed to small
amounts of stimuli (text), which prevents us from annotating large corpora with indirect
cognitive measurements. Large corpora is often a prerequisite to train robust models.
Second, measurements of eye movements and other physiological markers are inher-
ently ambiguous or difficult to interpret, except when the experimental conditions are
highly controlled. However, general models of natural language would need cognitive
annotations on a large array of linguistic phenomena.
For these reasons, we see no direct application of eye movement research to im-
prove traditional natural language processing techniques. If there is any suspicion that
a cognitively motivated feature or linguistic mechanism would positively influence the
performance of an automatic method, it would be easier to introduce such feature or such
mechanism into the automated linguistic model and test whether the model explains bet-
ter the linguistic phenomena. Note that no eye-tracking experiment would be needed in
the first place.
Despite of the challenges presented above, eye movement research may play two
important roles in computational linguistics, based on capabilities to observe the inter-
action between the reader and the text. The first role is the indirect evaluation of natural
language processing methods, since gaze-data allows to record reading difficulties at a
very fine granularity. Moreover, gaze-data also acts as a form of implicit or unconscious
feedback, which might be more faithful than results from questionnaires or other types
of explicit feedback. The second role is in building functions that put in correspondence
linguistic phenomena and cognitive attributes or processes, such as cognitive load, lexi-
cal decoding or syntactic integration. For instance, syntactic integration effort could be
modeled as a function of linguistic features, which would be useful to guide methods
for language transformation or generation to cause the desired amount of syntactic in-
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tegration effort. Different readers may suffer different amount of cognitive load when
reading the same text, depending on their personal attributes such as level of education
or background knowledge. However, if we average the cognitive load of a sufficiently
large population reading the same text, we might be able to attribute such expected cog-
nitive load as caused by characteristics of the text. Thus, eye-tracking data can be useful
to quantify hidden document characteristics that cannot be captured using traditional
natural language processing techniques, because they require cognitive support.
The construction of such functions that relate linguistic features of text and cognitive
states would find important applications in reading- and writing-aided systems such as
reading assistants, authoring tools and e-learning platforms for second language learners
that wish to improve their writing style. In these applications, our functions would mea-
sure the characteristics of the text and suggest refinements to decrease cognitive effort
of the expected audience or maximize the expected understanding.
1.2 Problem Statement
We illustrated how text and personal characteristics affect reading behavior. If we inte-
grate reading behaviors of a large and varied population when reading the same text, we
could claim an expected behavior to be caused by such text. Similarly, if we integrate
reading behaviors of the same subject reading large and varied text, we could claim an
expected behavior to be caused by the subject’s attributes. In this thesis, we explore both
aspects of reader and text modeling. However, when parametrizing reading behavior
on linguistic features, we work under the assumption of reliable geometrical alignments
between text areas and gaze locations. As we will see, this is often not the case, and we
devoted part of this thesis to geometrically align gaze locations and text.
1.2.1 Text-gaze Alignment
There have been great advances in the quality and affordability of modern eye-trackers.
Camera-based eye-trackers have high quality cameras that track the position of the eye
and the direction of the gaze. These cameras capture images of the eye at many frames
per second, and a point of gaze is estimated at every frame. Each of these points of gaze
are called gaze samples, and consist of the (x, y) coordinates where the eye-tracker “be-
lieves” the subject is looking at. But eye-trackers, as any other empirical instrument of
measurement, is subject to errors. Eye-tracking errors are of two types, namely variable
and systematic errors (see Figure 1.6). Variable errors are caused by lack of measure-
ment precision of eye-trackers, and consist of random measurement deviations around
the intended point of gaze. Systematic errors are caused by lack of measurement accu-
racy, and consist of constant shifts of the measured point of gaze, when compared to
the intended point of gaze. Although systematic errors are constant shifts at a certain
fixation location, there are different shifts in different areas of the screen.
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(a) Variable errors affect precision. (b) Systematic errors affect accuracy.
Figure 1.6: Variable and systematic errors caused by lack of precision and accuracy.
A fixations is a temporal sequence of gaze samples in a similar gaze location. Fix-
ations are a type of events in the sequence of eye movements and are detected using
a variety of fixation detection algorithms. These algorithms cluster sequences of gaze
samples into their center, naturally correcting variable errors. While variable errors can
be corrected by collapsing clusters of gaze samples into their cluster center, systematic
errors are more difficult to correct since the intended fixation location is not known a
priori.
We refer to text-gaze alignment as the task to map gaze samples or fixations into
words of the text being read. Formally, let F be a sequence of |F| fixations during a
reading session
F = {f1, . . . , f |F|}, (1.1)
and letW be a text composed of a sequence of |W| words,
W = {w1, . . . , w|W|}. (1.2)
A text-gaze alignment Aθ is a mapping
Aθ : F→W, (1.3)
where Aθ(f i) = wj if word wj is the intended fixated word of the measured fixation
f i. The problem is then to estimate the parameters θ that lead to the optimal mapping
between the recorded fixations F and the intended words in the textW.
Chapter 3 is dedicated to study this problem and formalize a general solution based
on image-registration. The result of such mapping will consist of a sequence of words
{wi, . . . , wj, . . . , wk} that will approximate the sequence of words that the reader per-
ceived during the reading act.
1.2.2 Recognition of Text Characteristics
One of the main objectives in the discipline of natural language processing is to enable
automatic analysis of the linguistic characteristics of text. There are multiple types of
linguistic characteristics, such as lexical, syntactic or semantic characteristics. These
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characteristics depend solely on the text and the language. There are other character-
istics associated with the text that are also related to how the text is read. An example
of this type of text characteristic is the “expected areas of cognitive effort”. Due to
their linguistic characteristics, these text areas require a higher amount of attention or
increased cognitive effort. Examples are text portions with a high density of technical
terms, syntactically complex sentences or semantically ambiguous expressions.
We work under the assumption that reading behavior (as measured by eye move-
ments) reflect cognitive effort. There are many characteristics of eye movements that
could be aligned to text areas in a document, such as fixation locations, fixation du-
rations, starting point (or landing) of regressions, and pupil dilations on every word.
However, many of these eye movement characteristics are ambiguous and difficult to
interpret. For example, if we observe that the starting location of a regression occurs
on word wi, can we guarantee that word wi caused the regression? Such regression
may have been caused by words or linguistic features that appeared earlier in the text.
Readers may proceed reading with the hope of recovering from an ambiguity or conflict.
For that reason, the starting point of regressions may not indicate that the cause is in the
immediate neighborhood of such location. Another eye movement characteristic that is
challenging to interpret is pupil dilations. The diameter of the pupil may change as a
reflection of increased cognitive effort. However, pupil dilations may also be caused by
changes in the brightness on the fixation point. Different words have different densities
of dark pixels, which may cause changes in brightness in different screen locations. For
that reason, when parametrizing reading behavior using linguistic features, only fixation
locations (and their durations) will be used to measure reading behavior.
In the parametrization of reading behavior using linguistic features, we need to test
whether these linguistic features are potential explanatory variables of reading behavior.
For this reason, our hypothesis in this direction can be stated as:
Hypothesis 1. A combination of linguistic features contribute to explaining reading be-
havior in naturalistic reading tasks.
We test this hypothesis in Chapter 4.1 by synthesizing image representations of lin-
guistic features and whose combination results in a saliency map that contains highly
informative linguistic characteristics that influence reading behavior and increase the
demand of cognitive effort.
Readability is a property of documents that measure how easily they can be under-
stood. Thus, readable documents are those that help people to maximize their under-
standing while minimizing the cognitive effort. Areas of high cognitive effort evidence
potential reading difficulties. But what is the contribution of each linguistic feature into
cognitive effort? For this reason, the study of the impact of linguistic features on the
cognitive effort is a critical part in readability studies. Traditional studies in readability
aimed to recognize how readable a text is, given the measurements of its observable lin-
guistic characteristics. However, these studies did not attempt to discover what specific
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linguistic characteristics where the cause of reading difficulties. One of our objectives
in this thesis will be to discover the linguistic causes of reading difficulty, since it would
allow to guide document transformation tools to optimize readability by decreasing the
expected cognitive effort (see Figure 1.7).
Figure 1.7: We aim to discover the linguistic causes of low readability.
The problem can then be stated as follows. Given measures of linguistic charac-
teristics of a text, quantify the influence of each linguistic characteristic on cognitive
effort. In Chapter 4.2, we will quantify the influence of each linguistic feature using
Bayesian causal networks, and results of the linguistic quantification will be validated
using measurements of cognitive effort, as given by gaze-data.
We believe that (semi-)automatic text transformation applications would benefit from
the solution to this problem. An example of automatic text transformation would be ma-
chine translation, where the output should convey the same message as the input from
a different language, and also be easy to understand. Document summarization, rank-
ing and recommendation would also benefit from routines of readability optimization.
Authoring systems would be an example of a semi-automatic readability optimization
system, where the authors would get suggestions of how certain parts of the text should
be modified in order to improve its readability.
1.2.3 Recognition of Personal Characteristics
User-centered and adaptive systems often benefit from abundant information from their
users. Those systems may adapt or recommend contents to a specific user according to
his/her personal characteristics, or recommend contents to other users according to the
preferences of similar ones. This user information can be explicitly provided by users
themselves when they set-up accounts in service providers, or can be inferred from their
environment preferences. Examples of personal information that users may provide is
the gender, age, native language or location. User-centered systems may also utilize
other information that can be inferred from the interactions of the user with the system.
Examples of information inferred from interactions are user interests when clicking on
links, background knowledge when visiting web-pages on a certain domain, or user
ratings on pictures, music or movies.
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Other type of user information may not be available to the system, because the user
does not want or does not know how to provide it. Examples of these features would be
the language skill, the familiarity with the topic of the content that the user is reading,
or how much the user is understanding from what s/he reads. In this thesis, we aim to
recognize this type of user information from the data collected of his/her eye movements,
with the purpose to use it as implicit feedback on the content (text) that is visualized.
However, eye movements is a noisy source of data, and the challenge will be to combine
eye movement characteristics with linguistic characteristics of the text, in order to obtain
useful information from users.
Our first objective in this direction will be to recognize how much readers are under-
standing from the content they are consuming, given measurements of their eye move-
ments and the linguistic characteristics of the text. Thus, our hypothesis can be stated
as:
Hypothesis 2. A combination of eye movement features and document characteristics
contains patterns that discriminate readers with low and high level of un-
derstanding.
The level of understanding is information related to the reader and the document that
is read, and we refer to it as a task attribute. Other task attributes are the familiarity of
the reader with the topic of the document, or the objective of the reading (such as leisure,
review or preparing a presentation). There are other attributes that depend solely on the
user, such as his/her language skill or reading ability, and we refer to them as personal
attributes. Our second objective will be to recognize personal attributes, and will inves-
tigate the specific case of recognizing the English language skill. Our hypothesis on this
respect could be stated as:
Hypothesis 3. A combination of eye movement features and document characteristics are
predictive of language skill.
In Chapter 5.2, we will attempt to test Hypotheses 2 and 3.
There are many possible objectives in the reading act. Following the same direction
in the recognition of personal attributes, we will then turn to analyzing reading behavior
patterns of translators when translating text. When translating text from a source lan-
guage into a target language, reading may occur with the objective to understand the
meaning of the sentence in the source language, or to check the fluency of the translated
sentence. Reading may also occur during typing activities, to check for typos. More-
over, reading occurs on sentences from two different languages in a short time span,
which makes this task very interesting. Our intention is to recognize personal attributes
given the observation of translation behavior, such as reading and typing events. Trans-
lator attributes that we will consider in this task are those related to translator expertise.
We state our next hypothesis as follows:
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Hypothesis 4. Sequences of events automatically classified into translation activities con-
tain statistical patterns that predict and characterize translator expertise.
The challenge in this task will be to merge two modalities of behavior measurements,
namely sequences of fixations and sequences of keystrokes. We will test this hypothesis
in Chapter 5.3.
1.3 Contributions
1.3.1 Text-gaze Alignment
A prerequisite to the challenge of enabling quantitative analysis of natural reading be-
havior is to obtain reliable gaze data on the intended words of a text. In Chapter 3, we
address the problem of correcting systematic eye-tracking errors in order to obtain plau-
sible geometrical alignments between text and gaze data, which is the first step towards
fusing these two types of data modalities. To that end, we propose a general-purpose
text-gaze alignment method that makes no assumptions on the reading behavior of the
user. Our method consists in applying a spatial transformation to fixation coordinates to
match the coordinates of words appearing in the text. For that purpose, we model the
text-gaze alignment problem using an image-registration technique. First, we synthesize
an image representation of the layout of the text. Then, we synthesize an image represen-
tation of fixations occurring during the reading act. Under the assumption that fixations
only occur on words of the text, our objective function defines a similarity metric be-
tween the image representation of text layout and the image representation of fixations.
This objective function rewards text-gaze alignments that correctly map fixations within
the bounding boxes of words in the text. Finally, we use non-linear optimization tech-
niques to find the best spatial transformation of the image representation of fixations that
optimizes our objective function.
The output of our method is a sequence of the recognized fixated words. We eval-
uate our method by comparing the sequence of recognized fixated words and the actual
sequence of fixated words, and show recognition accuracies of 70%, when compared to
manual text-gaze alignment. This method will be used to correct systematic eye-tracking
errors at a pre-processing stage in the recognition of text characteristics and personal at-
tributes.
1.3.2 Recognition of Text Characteristics
Our first type of quantitative analysis of natural reading behavior is the recognition of
text characteristics that induce high attentional effort. On one hand, eye movement mea-
surements consist of a temporal sequence of (x, y) coordinates that have associated gaze-
events, such as a change in the pupil diameter, whether a saccade occurs, or whether the
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current gaze sample is part of a fixation. On the other hand, text characteristics are quan-
tifications of its linguistic features, such as whether a word is a noun or a verb, or how
complex a syntactic tree is. We developed techniques to merge the error-corrected tem-
poral sequence of gaze measurements and measurements of the linguistic features of the
text, with the purpose to estimate the cognitive or attentional effort on every text span.
In views of automatic readability optimization, we propose to model readability us-
ing a generative approach, where the distribution of linguistic features and readability
are modeled jointly. The advantage of such approach is to enable probability queries in
any direction, which is useful to quantify the influence of each linguistic feature on low
readability (or high cognitive effort) in a specific document. As a by-product, we obtain
highly interpretable models of readability that can be used to gain general insight on how
linguistic features influence each other and the attentional effort that they induce.
1.3.3 Recognition of Personal Characteristics
Our second type of quantitative analysis of natural reading behavior is the characteriza-
tion of readers with specific personal attributes in terms of their reading patterns. We
propose methods to characterize personal attributes by using two types of features of
reading behavior.
The first type of features is fixation times on linguistic features, such as the propor-
tion of fixation time on prepositions or verbs. First, we represent every reading session
using a fixed-size feature vector where each component of the vector contains the fixa-
tion time on a certain linguistic feature. We found that a projection of these fixed-size
feature vectors onto two or three principal components led to a separation of subjects
according to their document understanding.
The second type of features are only related to gaze, such as the length of saccades
or the number of regressions. We combine fixation times on linguistic features and pure
gaze features to characterize reading behavior, with the objective to recognize document
understanding and language ability. We found that these features contain significant
patterns that:
1. are discriminative of readers with low and high level of understanding, and
2. contain significant signals that are predictive of language skill.
We characterize the reading behavior of readers with low and high level of understand-
ing, providing the most discriminative features that distinguish them, and the configura-
tion of their values.
We also design quantitative methods to analyze reading and typing behavior of trans-
lators, and found translation patterns that discriminate between novice and expert trans-
lators. We identified those translation patterns and found that are consistent with subjec-
tive evaluations of translation behavior in the literature.
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1.4 Outline
The structure of this thesis is as follows:
• Chapter 2: Related Work
We introduce the work that inspired this thesis and the most recent advances in
the field. We divide the chapter in three sections. The first section describes the
approaches for text-gaze alignment that were used in naturalistic reading tasks be-
fore and after the contribution of our method. The second section describes how
cognitive-related document characteristics have been investigated in information
retrieval, machine translation and readability studies. The third section describes
previous approaches to the recognition of personal and task attributes given mea-
surements of user behavior.
• Chapter 3: Text-gaze Alignment
We present in detail our solution to the text-gaze alignment problem, where we
map fixations or gaze samples on words appearing in the text. We test our method
in two reading tasks: precise reading and skimming. Precise reading requires a
reading behavior where consecutive words are fixated in sequence, while skim-
ming does not assume any specific word order. The systematic error-correction
method designed in this chapter will be used to correct eye-tracking errors in the
tasks of recognizing text characteristics and personal attributes (Chapters 4 and 5).
• Chapter 4: Recognition of Text Characteristics
In this chapter, we attempt to parametrize reading behavior and attentional effort in
terms of the linguistic features of the text stimuli. We first test our Hypothesis 1 by
quantifying linguistic features and combining them to explain the gaze evidence.
Then, we propose a measure of cognitive effort caused by every linguistic feature.
We introduce Bayesian causal networks to model readability and test our model
using gaze data that reflects cognitive effort.
• Chapter 5: Recognition of Personal Characteristics
Given measurements of reading behavior, in this chapter we build mechanisms that
predict personal attributes that caused such reading behaviors. We combine pure
gaze features and fixation times on linguistic features to test Hypotheses 2 and 3.
We show the most discriminative features to recognize readers with low and high
level of understanding and characterize them according to their reading behavior.
We then test Hypothesis 4 and identify the patterns of translation activities that
distinguish novice and professional translators.
• Chapter 6: Discussion and Future Work
Here we discuss the limitations of our methods. Although our text-gaze alignment
is a general purpose method, it is slow and does not solve non-linear systematic
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errors. Our Bayesian causal network displayed significant correlations with cog-
nitive effort, but our non-parametric approach might be a limiting factor to its
performance. We succeeded in finding statistically significant differences in pat-
terns between readers that had low and high level of understanding and language
skill, but the recognition accuracy of our methods may still not be useful in user-
centered information systems. We show how our methods can be further extended,
or point at possible alternatives.
• Chapter 7: Conclusions
In this chapter, we summarize our findings and the implications of our results
for the communities of eye-tracking, computational linguistics and user-centered
information systems.
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Chapter 2
Related Work
If I have seen further it is by standing on ye sholders of Giants.
Isaac Newton (1676)
2.1 Text-gaze Alignment
In Chapter 1.1, we have introduced the importance of tracking reader’s eye movements
when reading text. According to Rayner [96], there were three eras of eye movement
research that were characterized by the eye tracking technology available at the moment.
The first era spans from the late 1800s to around 1920, when researchers created con-
tact lenses with sticks attached to them, such that when eye movements occurred, the
sticks could draw representations of the eye movements on paper. With this procedure,
researchers obtained fundamental insights, such as measurements of saccade latency,
which is the time it takes from the perception of a stimulus to the initiation of a saccade;
or measurements of the area of perception, which are essential in the understanding of
fixations and saccades.
The second era in eye movement research spans from 1920 to 1970, and it was char-
acterized by the use of more advanced measurement devices, such as surface electrodes
attached to muscles around the eye, with the purpose to measure the electrical activ-
ity induced by muscular contractions during the execution of an eye movement. These
devices were useful to record temporal information of saccadic movements, but had lim-
ited capabilities to estimate fixation locations. Other devices were based on search coils,
which consisted in tightly fitting contact lenses with embedded coil of wire. Subjects
were placed within a magnetic field such that when the eye moves, the coil of wire also
moves and produces an electrical current that could be measured precisely. This method
produces recordings of eye movements with very high spatial and temporal resolution,
but the method is very invasive and causes great discomfort to subjects.
The third era could be characterized by optical tracking methods, where the tracking
of the eye and estimation of gaze points are estimated based on images captured by
cameras. Most popular devices illuminate the eye of subjects with infrared lamps and
capture corneal reflections with infrared video-cameras. To estimate the point of gaze,
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(a) Implicit Required Fixation Location. (b) Error measurements
Figure 2.1: On the left, an implicit Required Fixation Location in an experimental task.
On the right, error measurements between all implicit Required Fixation Locations in an
experiment and the actual fixation locations [53].
a calibration is necessary, where subjects are asked to look at different locations of the
screen and the relative location of the corneal reflection within the eye is associated with
the location of the screen. After the calibration is carried out, the point of gaze can be
estimated by interpolating the new measurements of corneal reflections. Nowadays, this
is the most most prevalent method to record eye movements and estimate points of gaze
in laboratory experiments, since it is relatively inexpensive and non invasive.
Following this methodology, quantitative studies in eye-tracking consist in defining
Areas of Interest manually and collecting basic statistics such as the number of fixa-
tions that fall within those Areas of Interest or the sum of their fixation durations. This
methodology relies on manual annotations of Areas of Interest, which is reasonable
when there are few (and static) objects of interest, as it is usually the case when present-
ing few words or single sentences to subjects. In the case of naturalistic reading, stimuli
usually consists of several hundreds of words, and the distance between adjacent words
can be very small.
For this reason, quantitative analyses of gaze data in naturalistic reading tasks are
specially sensitive to variable and systematic errors introduced by eye-trackers. Calibra-
tion of eye-trackers is performed by asking subjects to fixate at certain Required Fixa-
tion Locations, and the disparity of these locations and the recorded fixation locations is
measured. Such measurements are then used to compensate further measurements dur-
ing posterior experimental trials. Hornof and Halverson [53] noted that it is possible to
design experiments that also require subjects to fixate in certain screen locations at given
temporal timespans, in order to complete the task. The difference is that subjects are not
asked explicitly to fixate on those locations. Figure 2.1a displays an example of experi-
mental design, where a symbol is presented to the subject (on top), and the subject needs
to find that symbol among other symbols at the bottom. Although we do not know what
symbols the subject will fixate at the bottom of the scene, we are certain that the subject
will fixate to the symbol at the top at the beginning of the trial, in order to proceed with
the search. This observation allows to monitor disparities between recorded fixation
locations and implicit Required Fixation Locations during the experimental trials, and
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(a) Marker presentation and text layout.
c1,1 c1,2 c1,3 c.. c.. c.. c.. c.. c.. c.. c..c.. c1,79 c1,80
c2,1 c2,2 c2,3 c.. c.. c.. c.. c.. c.. c.. c..c.. c2,79 c2,80
c3,1 c3,2 c3,3 c.. c.. c.. c.. c.. c.. c.. c..c.. c3,79 c3,80
c4,1 c4,2 c4,3 c.. c.. c.. c.. c.. c.. c.. c..c.. c4,79 c4,80
c5,1 c5,2 c5,3 c.. c.. c.. c.. c.. c.. c.. c..c.. c5,79 c5,80
(b) Fixations on Dundee layout.
Figure 2.2: On the left, an schematic example of the presentation of a marker before
displaying the text, and its layout. On the right, artificial fixations on an schematic view
of a text in Dundee corpus [61].
trigger re-calibrations when eye-tracking accuracy degrades beyond a certain threshold.
Although identifying implicit Required Fixation Locations in a task can be challenging
by itself, the authors also suggest that disparities between recorded fixation locations and
implicit Required Fixation Location can be used to automatically compensate systematic
errors at a post-processing stage. However, while implicit Required Fixation Locations
can be found in many experimental setups in psycholinguistics, naturalistic reading tasks
do not easily allow to introduce them.
There have been several attempts to address the problem of systematic error correc-
tion in naturalistic reading tasks. Kennedy and Pynte [61] carried out a large study about
parafoveal-on-foveal effects when reading news articles. Since any fixation to word
mappings may introduce an undesirable bias in their study, they did not perform any
error-correction routine. Instead, they attempted to minimize the influence of systematic
errors. For that purpose, they only displayed 5 lines of 80 characters per screen. Before
the presentation of the text on every screen, they displayed a fixation marker three char-
acters to the left where the first word would appear next. Their subjects had to fixate the
marker in order to proceed to the next screen. Figure 2.2a and Figure 2.2b show an ex-
ample of a setup where a marker needs to be fixated, and an schematic view of the layout
used for the Dundee experiments. Moreover, there was a re-calibration of the eye-tracker
every three screens, in order to maintain the calibration accuracy. Although the quality
of their gaze measurements is believed to be high, the experimental setup may have been
disruptive of higher-level semantic interpretation, but we do not have access to the level
of understanding that subjects displayed after the reading sessions.
Hyrskykari [55] also noted in their experiments that systematic errors are different
in different parts of the screen. But in reading tasks, we can use assumptions on read-
ing behavior to inform heuristics that perform fixation to word mappings. Specifically,
they observed sequences of fixations with increasing values in x-coordinates (horizontal
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W1 W2 W3 W4 W5 W6
W7 W8 W9 W10 W11 W12
(a) Sticky lines method.
W1 W2 W3 W4 W5 W6
W7 W8 W9 W10 W11 W12
W13 W14 W15 W16 W17 W18
(b) Magnetic lines method.
Figure 2.3: On the left, an artificial example of the sticky lines method. Fixations in a
sequence are mapped to the same line as previous fixations. On the right, an artificial
example of the magnetic lines method. It relies on return sweep detection and heuristics
to map the first fixation to the most likely reading line [55].
W1 W2 W3 W4 W5 W6
W7 W8 W9 W10 W11 W12
N
ﬁxations
(a) Estimate fixation frequency on lines.
W1 W2 W3 W4 W5 W6
W7 W8 W9 W10 W11 W12
N
ﬁxations
(b) Map fixations on selected line.
Figure 2.4: On the left, the first N fixations are used to compute fixation frequency on
neighboring lines. On the right, fixations are mapped to the line that had most of the first
N fixations [86].
progression) but with small variations in y-coordinates such that are mapped to words
in different lines. Hyrskykari [55] claimed that readers are not likely to display such
reading behavior, and fixations in such sequences should be all mapped to words on the
same line. Thus, they proposed two complementary heuristics to address the problem.
The first heuristic is sticky lines, where sequences of fixations in horizontal progression
are all mapped to words on the same line as the fixations occurring at the beginning of
the sequence. Figure 2.3a shows an example of fixations at the end of the second line
that would be incorrectly mapped to words in the first line. The method sticky lines
would map those fixations to words on the same line as previous fixations in the reading
line. It then becomes crucial to correctly identify the actual line that the first fixations
in a sequence should be mapped. For that purpose, the second heuristic is magnetic
lines, where information on neighboring lines (above and below) of the candidate line
is used to correct vertical inaccuracies and decide on the current fixated reading line.
Figure 2.3b shows an example of magnetic lines method. It detects when a reading line
ends and a new reading line starts (return sweep), and uses information on what other
lines have already been fixated to inform the mapping of the first fixation in the new
reading line.
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W1 W2 W3 W4 W5 W6
W7 W8 W9 W10 W11 W12
W13 W14 W15 W16 W17 W18
(a) Possible fixation mappings.
W1 W2 W3 W4 W5 W6
W7 W8 W9 W10 W11 W12
W13 W14 W15 W16 W17 W18
(b) Lattice of possible fixation mappings.
Figure 2.5: On the left, three possible words to which the fixation could be mapped
to. On the right, the lattice of possible word sequences to which fixations could be
mapped [22].
Detecting the corresponding reading line from the initial fixation of a horizontal se-
quence is also a difficult problem. The first fixation on a line may just be an spurious
or failed fixation, but its location has the potential to influence the mapping of all subse-
quent fixations in the reading line. To overcome this problem, Mishra et al. [86] consider
the first N fixations in a horizontal progression to decide where the rest of the fixations
should be mapped. For that purpose, they count the frequency and total duration of the
first N fixations across several reading lines, where N is a number chosen from quali-
tative evaluations. Then, they select the line with the highest frequency and duration of
the first N fixations of the sequence. However, this method is still sensitive to wrong
decisions on the identity of the current reading line.
Carl [22] further generalized fixation to word mapping. Given a fixation, it considers
different words to where it could be mapped. Those words are often the words appearing
on the closest line, one line above the closest line, or one line below. Every mapping
decision has a cost associated with it, which is a combination of distances in pixels,
characters and words between the previous and current fixation. Such cost accounts for
the intuition that the next fixation should be mapped to words that follow, in a sequence,
the words that were fixated in previous fixations if the reading behavior were sequential.
Such sequence of decisions naturally expands into a lattice of possible mappings. Then,
the path of mapping decisions within this lattice is optimized globally using dynamic
programming. Figure 2.5 shows an example of this method. In Figure 2.5a, one fixation
is observed, and the method considers to map it on three possible words, namely w2,
w8 or w14. However, such decision is not made at this stage, and the three possible
mappings are kept as alternative hypotheses. When the second fixation is observed (see
Figure 2.5b), the possible words to which it can be mapped are w3, w9 or w15. Such
mapping would depend on the distance between the fixation location and the word co-
ordinates, and also on the distance between the possible word and the word to which
the previous fixation was mapped to. After three fixations are observed, there are mul-
tiple sequences of words to which the fixations could be mapped to, such as {w8, w9,
w10}, {w8, w9, w4} or {w2, w3, w4}. The optimal sequence of words will correspond
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W1 W2 W3 W4 W5 W6
W7 W8 W9 W10 W11 W12
W13 W14 W15 W16 W17 W18
Figure 2.6: Systematic vertical shift of fixation locations.
Figure 2.7: Fractional assignment of gaze samples to words in the neighborhood. Closer
words receive a large fraction of the gaze sample [108, 109].
to the one that minimizes the combination of pixel, character and word distances, using
a dynamic programming algorithm.
These methods perform relatively well when reading proceeds sequentially. How-
ever, they do not consider other types of reading needs such as that performed by pro-
fessional human translators when they need to carefully understand and formulate trans-
lations, or human annotators that label predicate-argument structures. Moreover, these
methods are likely to show degraded performance when the initial fixation locations are
shifted more than one or two lines above or below the intended reading line. Figure 2.6
shows an example of this common pattern of systematic eye-tracking error.
A very different approach to mitigate eye-tracking errors is used by Xu et al. [108,
109]. In that work, the amount of user attention is measured on every word of a document
as a fractional number of gaze samples. Every gaze sample is thus fractionally assigned
to its closest words, using a Gaussian kernel as a function to compute its fractions. Let
(x, y) be the coordinates of a gaze sample, wi a certain word and (xi, yi) the center
of the bounding box of wi, the fraction of the gaze sample fractionally assigned to wi
would be:
AT(wi) = exp(−
(xi − x)
2
2σ2x
−
(yi − y)
2
2σ2y
), (2.1)
which represents an exponential decay of the fraction size as a function of the distance to
the word. Here, σ2x and σ
2
y are parameters that account for the variable error (dispersion)
of the eye-tracker. Figure 2.7 illustrates this fractional assignment, where words closer
to the gaze sample receive larger fractions of the sample. Although this method solves
elegantly the uncertainty on the variable error, it does not account for systematic errors
and it is also sensitive to the errors depicted in Figure 2.6.
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The methods described above, either introduce strong constraints in the task or are
too specific to perform well for different reading behaviors (such as skimming). Our
research is motivated by recently emerging applications of eye-trackers such as user-
oriented document summarization [109], and relevance segments filtering [19]. While
conventional studies usually rely on carefully contrived experimental settings in a labo-
ratory, these new applications present us a challenge to handle the gaze data collected in
an open environment as well as the necessity of considering different types of reading
behavior.
Based on this, the objective of Chapter 3 is to propose robust and formalized tech-
niques for error correction of gaze data for unconstrained tasks. Specifically, the method
introduced in this work is based on the concept of feature-based image registration,
which performs a spatial transformation of gaze coordinates to find a good correspon-
dence with the image representation of a text. This method works independently of the
reading behavior of the user since it performs the alignment only by using the distribu-
tion of the gaze samples and the geometric characteristics of the text.
2.2 Recognition of Text Characteristics
It has been shown that characteristics of the text influence eye movements. An inter-
esting survey can be found in [96] condensing the findings on characteristics of ele-
mental eye movements, lexical processing and integration of information during reading
tasks. In the work of McDonald and Shillcock [80], it was shown that probabilistic
language models implemented as bi-grams could help to explain the on-line cognitive
processing of our brains and predict fixation times. That work suggested that statistical
models can be used to model cognitive processing and that hypotheses could be tested
using evidence extracted from the observation of eye movements. Other models of eye
movements when reading were developed, being the E-Z reader [97] one of the most
comprehensive. Remarkably, a corpus of eye movement data [61] was also built to test
previous computational models and paving the way to establish a common ground of
computational model development.
In computational linguistics, researchers aim to infer linguistic characteristics of
texts, such as Part-of-Speech (POS) tags, named entities or sentence structures. Eye-
movement research in reading tasks may allow us to discover other types of linguistic
characteristics that would be otherwise difficult to obtain using traditional Natural Lan-
guage Processing techniques. In the analysis of eye movements of different subjects
reading different documents, we can either study individual differences in reading be-
havior or extract general patterns of eye movements. In the latter case, the study of
common patterns of eye movements can be parametrized by linguistic features appear-
ing in the text, which would evidence relationships (if any) between those linguistic
features and expected eye movements.
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A recent example of the latter idea can be found in the field of active learning. Su-
pervised machine learning NLP approaches require an increasing amount of annotated
corpus and active learning has proved to be an interesting strategy to optimize human
and economical efforts. Active learning assumes the same cost to annotate different
text samples, which is not accurate. Cognitive load is an important variable that has
received a significant amount of attention since it is a good signal of task difficulty and
cognitive demand. With the purpose to unveil the real cost of named entity annotation,
Tomanek et al. [104] proposed to empirically extract linguistic features that influence the
expected cognitive effort by means of an eye-tracker. They affirm that their model built
using these linguistic features explains better the real annotation efforts. Doherty et al.
[35] followed a similar approach, in that they integrated measurements of reading be-
havior across subjects parametrized by machine translation output quality. They found,
in general, higher gaze time and fixation count on bad quality translated sentences than
on good quality translations, and suggested that eye-tracking data can be used to semi-
automatically assess translation quality. Biedert et al. [9] assume that eye movements
reflect difficulties in understanding the document being read and attempt to automati-
cally recognize the quality of the text by integrating eye data from multiple readers. In
that work, the authors investigate how different features of the eye movements can re-
flect the quality of the text, but do not take into consideration the influence of lexical,
syntactic and semantic complexity of the text on the eye movements.
This idea is central to our work. In Chapter 4.1 we parametrize reader’s attention
time by linguistic features of the texts, and estimate the influence of these linguistic fea-
tures on attentional effort. In our study, we consider a comparably larger set of linguistic
features in several tasks of reading and attempt to recognize text areas that require a
larger cognitive effort.
But, what is the relationship between the characteristics of text, the cognitive effort
that they cause, the understanding that they allow and the personal characteristics of the
readers? Readability studies have tried to address this question and several definitions
of readability have been proposed [30, 39, 50, 79]. From the perspective of this thesis,
readability can be considered as a property of texts that make them easy to understand
for a sufficiently large and varied population.
Readability formulas have been the subject of investigation long before the existence
of current Natural Language Processing techniques. Although sophisticated methods
could have been developed, there was an emphasis on easy-to-compute formulas, where
the readability score of a text is computed as a function of its linguistic features.
The Flesch-Kincaid formula [41, 62] was probably the first in gaining wide recogni-
tion among publishers. This formula is a linear combination of two variables1, as:
rscore = 0.39×ASL + 11.8 ×ASW− 15.59 (2.2)
1We will use the term variables interchangeably with linguistic features.
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where ASL is the average number of words per sentence, and ASW is the average num-
ber of syllables per word. Despite of its simplicity, ASL and ASW are very discrimi-
native linguistic features when assessing readability and this formula correlates surpris-
ingly well with human judgment.
The search for more discriminative linguistic features continued, and Mc Laughlin
[79] found that the number of polysyllabic words in a certain amount of text is also a
good predictor of reading difficulty. The rationale behind such a linguistic feature could
be that the required lexical processing is higher when the word is longer, or that long
words tend to be more infrequent and difficult to read [95]. This work was followed
by others [43] that counted the number of words in the text that were contained in the
vocabulary of specific word lists. The use of word lists introduced a new dimension in
readability, since it was possible to design hand-crafted lists that could not only account
for lexical frequency, but also for semantic complexity. Building on the idea of lexical
frequency and counting on large amounts of text data, the use of word lists was gen-
eralized into unigram language models [25, 100], which increased the correlation with
human judgment on readability.
Linguistic features of different nature were also explored, and grammatical features
are an example of them [52]. Those features alone were found not to be as discrimi-
nant as the lexical ones, but performed well in combination with them. However, the
effects were not additive, which suggests that variables correlated with each other to a
certain extent. This was also noted in some other works [60, 90, 99], where syntactic
features were also used, in combination with lexical and higher order n-gram language
models. Kate et al. [60] reported that language model-based features had the highest dis-
criminative power, but that syntactic and lexical features also contributed to increase the
performance of readability recognizers. Semantic features are also believed to influence
readability, but its investigation has been elusive due to the difficulty for computers to
quantify it. Barzilay and Lapata [5] noted that the distribution of entities across sentences
follow certain patterns of coherence and used features extracted from entity-grids to suc-
cessfully evaluate the quality of automatic summarizations. Most of traditional studies
have targeted texts in English, but other languages have also recently been addressed,
which require language-specific features to assess readability. Recent work studied the
influence of morphological features in assessing readability in Portuguese [1, 36], Ital-
ian [32] and German texts [48], in combination with lexical, syntactic and discourse
features, with considerable success.
Automatic text transformation for readability optimization is a task that naturally fol-
lows former readability studies and the large scale need of producing content for specific
audiences. Carroll et al. [23], Devlin et al. [34] and Siddharthan [101] approached the
problem using rules for syntactic transformation, anaphora substitutions and vocabulary
simplifications, but those rules were not experimentally tested for their target readers.
Williams and Reiter [107] did test their transformation rules, but they were limited to
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assess the effects of their set of rules, which had a low coverage. Other authors [1, 42]
integrated readability scores in authoring systems, to assist text simplification rather than
fully automating it.
Previous work has concentrated on finding linguistic features that are good predic-
tors of readability, and building discriminative models that best correlate with human
judgment. But those models can only indicate whether a piece of text is readable or not,
and fail in explaining the causes. In view of (semi-)automatic text simplification and
readability optimization, we propose Bayesian causal networks as a generative model
for readability. In this approach, readability is modeled as a factored joint probability
distribution over lexical, part of speech, syntactic, semantic and discourse features. This
provides an interpretable model to gain linguistic insight about what features impact
most on readability in a specific document and to understand how that text should be
transformed to increase readability even under human-imposed constraints.
2.3 Recognition of Personal Characteristics
In sociolinguistics, much has been investigated about observable effects of author’s char-
acteristics in written productions [8, 69]. The electronic availability of large collections
of text in blogs on internet has also inspired practitioners in computational linguistics
to investigate effects of author’s attributes (such as age and gender) in the written mate-
rial they produce [2, 18, 98]. These works showed that age and gender are reflected as
variations in language style and content, and they had different degrees of success in rec-
ognizing those author’s attributes. These works were followed by others that used more
sophisticated features such as patterns in sequences of POS tags [88], or that aimed to
recognize other personal attributes such as regional origin or political orientations from
Twitter [94].
With the objective of recognizing age, gender and native language, other forms of
modern informal communications were successfully used such as conversation tran-
scripts and e-mail [44] or transcribed telephone conversations [14]. As has been shown,
spontaneous and personal expressions can potentially reflect personal characteristics that
would otherwise be difficult to recognize.
Medero and Ostendorf [81] attempted to recognize reading performance, which is
a slightly different target attribute in nature since it depends both on the person and
the task. In their work, they examined atypical pauses in transcriptions of temporally
aligned prosodic speech with the objective to recognize reading skill. While individual
differences may reflect reading performance, reading hesitations of a sufficiently large
population would reveal actual text difficulties.
Our work shares the objectives described above, in that we aim to recognize a per-
sonal attribute such as English language skill, and a task attribute such as level of un-
derstanding. We described how human behavior expressions such as written text or
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transcribed speech has been used to recognize personal and task attributes. In this work
we use measurements on eye movements when reading, which are a more subtle and
unconscious modality of human behavior expression.
In Chapter 5 we study influences of personal attributes on eye movements. In the
work of Isaacowitz et al. [57], subjects from different ages were exposed to emotional
stimuli and the authors analyzed the patterns of eye movements to discover attentional
preference. Differences in patterns of eye movements have also been reported in the
context of autism studies [13].
Eye-movements were also used as implicit feedback in usability studies and infor-
mation foraging [29, 47]. There is a growing interest in the community of information
retrieval to understand what personal and task characteristics influence user behavior
as reflected by eye movements [4, 73, 89]. The common approach is to consider eye
movements as a dependent variable of personal or task characteristics and test for signif-
icance in eye movement variability between different personal or task conditions. This
approach follows a causal reasoning since eye movements are the result of an interaction
between the subject and the stimuli.
In our work, however, our independent variables are measurements on eye move-
ments, and we aim to recognize unobservable personal and task latent attributes given
these measurements. Although we do not attempt to model the causal relationship be-
tween personal and task attributes to eye movements, we will be able to provide an idea
of what are the features of reading behavior that best characterize different personal or
task attributes from a computational perspective. Regularities in eye movements across
subjects have been reported in eye-tracking research [51], but in Chapter 5 we aim to
infer individualities from the observation of reading behavior. To our knowledge, there
is only one work that attempted to recognize personal or task attributes from measure-
ments of eye movements in natural reading. Kunze et al. [68] computed the distribution
of fixation time on every word with the intention to infer language ability. However, no
evaluation was carried out to measure the success of their approach.
In this thesis, we also investigate reading behavior in the context of other task ob-
jectives. Human translation is a cognitively demanding activity that often requires in-
tensive reading. Dragsted and Carl [37] discovered common behavioral patterns among
translators and found certain tendencies characterizing translators with different levels
of expertise. Although these findings were mainly based on qualitative analysis of small
volumes of manually controlled data, they open the possibility of quantitative analyses
of human translators’ activities.
Similar challenges were encountered when modeling users in learning environments.
In these scenarios, “time” can be an ambiguous predictor since it may reveal users hav-
ing difficulties in the learning process or a lack of interest towards the learning task. In
absence of explicit user actions, eye-data proved to be a valuable source of information
to track attention shifts and recognize whether or not the user self-explains during the
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learning process [82]. Adaptive applications also benefit from other types of informa-
tion about the user such as his/her intentions or goals. For that purpose, models based
on sequences of user actions to recognize user goals have been widely investigated. Ar-
mentano and Amandi [3] estimated parameters of variable order Markov models with
sequences of actions annotated with their respective goal, which overcomes the limita-
tions of Bayesian networks in handling sequences of actions with cycles, and long-range
temporal dependencies of first order Markov models. They show successful prediction
capabilities, but require both annotated sequences of actions to goals, and actions that
elicit user plans.
In Chapter 5.3 we aim to recognize translator expertise, which is a slightly different
task. But we also work under the assumption that sequences of user actions are dis-
criminative of a user or task attribute. However, events recorded from user interactions
during the translation process cannot be easily identified as part of a plan (or activity),
since every event (fixation or keystroke) may differ in nature depending on its context.
Bauer [6], Ko¨ck and Paramythis [65] proposed an unsupervised approach to group simi-
lar action sequences into plan library entries or problem solving patterns using clustering
techniques, which has the advantage of not requiring explicit definitions of what plans
are, when prior knowledge is not available. Similarly in our task, we will compare the
performance of heuristic, supervised and unsupervised techniques to identify to what
type of activity every user event (fixation or keystroke) belongs to.
From sequences of activities, we aim to recognize translator expertise. Blaylock
and Allen [12] used bi-grams of sequences of actions annotated with top-level goal with
a considerable success. In this thesis, we extend that technique by using uni-grams, bi-
grams and tri-grams of sequences of actions to account for behavioral patterns, annotated
with several aspects of translator expertise.
Enabling quantitative analyses of human translator behavior and modeling transla-
tion activities parametrized by translator expertise will help us to gain insight into behav-
ioral patterns that make translators excel in their task, and inform the design of computer
assisted translation tools to boost the performance of novice and expert translators.
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Chapter 3
Text-gaze Alignment
What we observe is not nature itself,
but nature exposed to our method of questioning.
Werner Heisenberg (1958)
Although there have been many advances in eye-tracking technology, captured gaze
data is still noisy and there is a severe misalignment between positions of words in text
and positions of gaze samples obtained with eye-tracking devices. While conventional
studies usually rely on carefully contrived experimental settings in a laboratory, reading
experiments in unconstrained tasks or user-centered information systems present stimuli
consisting in natural text. Natural text often requires abundant words on the screen and
small separations between lines. For that reason, eye-tracking systematic errors present
an important challenge to the success of those applications. Error-correction methods
proposed in the literature [22, 53, 55, 61, 86, 109] either introduce strong constraints in
the task or are too specific to the task to be considered as general methods. Thus, more
sophisticated methods to correct eye-tracking measurement errors are necessary when
using eye-trackers in unconstrained or natural reading tasks.
In this chapter, we take advantage of the structure of textual information displayed on
the screen to build informed error-correction algorithms that generalize well. The idea is
to use feature-based image registration techniques to perform a linear transformation of
gaze coordinates to find a good alignment with text printed on the screen. This method
works independently of the reading behavior of the user since it performs the alignment
only by using the distribution of the gaze samples and the geometric characteristics of
the text. When searching the optimal parameters of the linear transformation, the solu-
tion space is not convex. For that reason, three optimization strategies are proposed to
avoid the problem of local minima, namely Monte Carlo, multi-resolution and multi-blur
optimization. We test the alignment algorithms using gaze data collected from two rep-
resentative reading behaviors: careful reading and skimming. The first set was collected
by instructing the subjects to read a text sequentially word-by-word. The second set was
obtained by instructing the subjects to look only at certain words following their pre-
29
ferred order. Experimental results show that a more precise alignment of gaze data with
words on the screen can be achieved by using these methods, allowing a more reliable
use of eye-trackers in complex and unconstrained tasks.
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3.1 Problem Formulation
Given a temporal sequence of gaze points on a text, the goal is to identify the fixations
done by the reader and align them with the words in the text so that the reading sequence
of the words can be identified. Since words have an irregular shape, we will use word
bounding boxes as a simplification to describe the basic features of the text such as the
layout, the width of words or the height of lines. Figure 3.1 shows an example of an
eye-tracking session. On the left, every dark point corresponds to a gaze sample. On the
right, words are represented by their bounding boxes.
Figure 3.1: On the left, image representation of the gaze data. Gaze samples are repre-
sented by small points in the figure. On the right, image representation of the text data.
Words of the text are represented by their bounding boxes.
There are two types of errors in a normal eye-tracking session [53]. The first one is
a variable error and can be corrected by aggregating gaze samples into fixations. The
second type is a systematic error, usually in the form of a particularly significant vertical
drift [55] and its correction is not obvious. There are also two important types of reading
behaviors depending on the task and goal. The first type is careful reading, where the
reader reads sequentially from left to right (in English) in a line by line basis. The second
type is skimming, where the reader may look for key words that can be randomly spread
all over the text. To preserve generality, no assumptions on the reading behavior are
made in this work. An example of the effect of measurement errors on gaze samples
when reading and skimming can be found in Figure 3.2.
There are a few observations about the problem that can be stated by looking at some
eye-tracking sessions when the subject is required to read a text:
1. A fixation point in a reading sequence should have its corresponding word in the
target text that the subject gazed at.
2. The positions of the observed gaze points often need vertical corrections using
time or location dependent offset values.
3. The goodness of the alignment can be measured by some evaluation function ei-
ther directly or indirectly.
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Figure 3.2: On the left, careful reading gaze data superimposed to word bounding boxes.
On the right, skimming gaze data on word bounding boxes. On the right plot, fixated
words during the skimming simulation are represented by bounding boxes with thicker
contours. Gaze samples are represented by points. A small but important vertical mis-
match between gaze data and word bounding boxes can be observed.
Although there is no assumption on a certain reading behavior, it is reasonable to
think that fixations are produced on the structure or content (i.e. words) of the text and
that the goodness of the alignment can be measured by some evaluation function either
directly or indirectly.
3.2 Image Registration
Image registration [17, 74, 76] is a well studied technique that plays a crucial role in the
analysis of medical images captured by different sensors or conditions. The goal is to
align two images by doing a spatial transformation of the source image to match a certain
target image. In this work, image registration can be seen as a procedure that performs a
spatial transformation of gaze coordinates to find a good correspondence with the image
representation of a text. There are many spatial transformations that can be applied to
an image. In general, the number of parameters that need to be optimized when consid-
ering a transformation tends to increase with the complexity of the transformation. In
Figure 3.2, it can be observed that the y-coordinates of the gaze data are in a special need
of a transformation. The key is to define a spatial transformation that solves the problem
while keeping under control the number of transformation parameters. Constraining
spatial transformations to translations (constant shifts) and scalings considerably sim-
plifies the problem by reducing the number of parameters that need to be learned and
restricts the optimization to a global alignment. Thus, a mapping (transformation) ga,b
from eye-coordinates (x, y) into text-coordinates can be defined as:
ga,b : (x, y)→ (x, y · b+ a) (3.1)
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where a (translation) and b (scaling) are the transformation parameters of the y-coordinates
that have to be estimated by means of an optimization strategy.
To complete the formalization of an optimization problem, the design of an objec-
tive function is essential. The ideal alignment locates every gaze sample into its corre-
sponding word bounding box. LetGa,b be the image representation of the mapped gaze
samples, where pixel Ga,b(i, j) has a low value if there is a gaze sample in coordinates
(i,j). And letW the image representation of word bounding boxes in a text, where pixel
W(i, j) has a low value if it falls inside a bounding box. A measure of alignment be-
tween the two image representations can be defined as the sum of absolute differences
of pixels (i,j):
f(Ga,b,W) =
∑
i
∑
j
|Ga,b(i, j) −W(i, j)| (3.2)
The intention is then to estimate the values (aˆ, bˆ) of the transformation parameters that
minimize the objective function f :
(aˆ, bˆ) = argmin
a,b
f(Ga,b,W) (3.3)
= argmin
a,b
∑
i
∑
j
|Ga,b(i, j) −W(i, j)| (3.4)
3.3 Optimization Strategies
Before selecting the optimization algorithm, it is worth studying the convexity of the
solution space either by using analytical or experimental methods. Due to the nature
of our problem, studying the solution space of an instance of the problem is the easiest
approach. For that purpose, the objective function was evaluated for a grid of values
(a, b) ranging as −60 ≤ a ≤ 60 and 0.8 ≤ b ≤ 1.4 (see Figure 3.3). It should be noted
that the solution space of other instances of the problem also present a “wavy” shape but
the global minimum is found for different values of a and b.
As we could observe in Figure 3.3, the solution space is not convex and finding the
optimal parameter values that minimize the objective function depends greatly on the
initialization values. Thus, methods to escape local minima are necessary. We present
three alternative optimization strategies to overcome the problem of the local minima, as
described below.
3.3.1 Multi-resolution Optimization
One optimization strategy is to smooth the solution space to transform it into a con-
vex space such that a standard optimization algorithm would find the optimal parameter
values regardless of the initialization. Then, those optimal values are used as initial
estimations in the optimization of a less smoothed solution space. This process is re-
peated for progressively less smoothed solution spaces, re-using the estimations of the
previous iteration. In the final iteration, the optimization algorithm is run on the original
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Figure 3.3: Evaluation of the objective function (distance between images) for rang-
ing values of the transformation parameters (a, b). The solution space is not convex.
Optimizations may suffer the problem of local minima.
solution space using informed initial estimations. In multi-resolution optimization, we
smooth the solution space by decreasing the resolution of the image representations of
gaze samples and word bounding boxes.
Figure 3.4 displays an example of the image representation of gaze samples with
a lower resolution, and its corresponding solution space. As it can be observed, the
solution space is less “wavy” than that of Figure 3.3, which increases our changes to
obtain the optimal solution in early stages of the iterative optimization procedure.
Low-resolution gaze data
Figure 3.4: On the left, image representation of gaze data with a low resolution. On the
right, the solution space of its linear transformations.
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3.3.2 Multi-blur Optimization
Multi-blur optimization is also an iterative optimization technique that blurs images by
convolving them with an isotropic gaussian filter with spread σ. The resolution of the
images is left unchanged, allowing for a more reliable re-use of estimations from previ-
ous iterations of the optimization process. The disadvantage of this technique is the cost
of performing linear transformations, which is more computationally expensive than in
the multi-resolution optimization strategy since there are more gaze samples that need
to be mapped.
Figure 3.5 shows an example of a blurred image representation of gaze samples, and
its corresponding solution space. As we can observe, the solution is less “wavy” than
the solution space in Figure 3.3, and it is smoother than the solution space in Figure 3.4.
Blurred gaze data
Figure 3.5: On the left, image representation of gaze data blurred with a gaussian filter.
On the right, the solution space of its linear transformations.
3.3.3 Monte Carlo Sampling
Optimizing a function using the Monte Carlo method [83] consists in performing a re-
peated random sampling of transformation parameters and select the assignment of val-
ues that provides the minimum value of the objective function. Since the dimensionality
of the solution space, the domain of reasonable values and the computational cost of
evaluating the function are small, a large amount of random samples can be drawn to
increase the chances of finding the global minimum.
Image processing techniques are not used to transform the image representations
of gaze samples nor bounding boxes (see Figure 3.6). At very random sample of linear
transformation parameters, we evaluate the objective function of image similarity, which
corresponds to a point in the 3D surface of Figure 3.6. If the random sampling is suffi-
ciently large, we will find parameter values of the linear transformation that are optimal
(blue area of solution space in Figure 3.6).
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Raw gaze data
Figure 3.6: On the left, original image representation of gaze samples. On the right,
solution space that will be sampled using the Monte Carlo method. A sufficiently large
sampling may find parameter values of the linear transformation with optimal values of
the objective function (blue area of solution space).
After finding the optimal parameter values in each optimization strategy, gaze coor-
dinates are mapped into the space of the words. Then, every gaze sample is assigned to
the word with the closest bounding box and all gaze samples that follow a temporal se-
quence and are assigned to the same word are aggregated into the same fixation. Finally,
fixations with a number of samples below a certain threshold are filtered out.
3.4 Experiments
In this section, we test the text-gaze alignment method presented above.
3.4.1 Data Collection
There are two types of reading behavior that are representative of most reading practices:
careful reading and skimming. The first type usually consists in a sequential reading
from top to bottom and from left to right when the text is written in English. In the
second type, readers follow a greedy strategy moving the eyes using longer saccades.
A reader doing skimming does not necessarily fixate words sequentially; instead, the
reader may look for key words that can be spread all over the text.
For this reason, there were two complementary sets of experiments that were car-
ried out in order to test the performance of our error-correction method. To collect the
necessary data for the first set, subjects were instructed to read in sequence all words
in a text, trying not to skip words nor make regressions. Although this is an unnatural
task in a reading behavior study, this setup allows to assume that the real sequence of
words T that the subject followed is known and has length |T | equal to the number of
tokens in the text since the subjects were told to fixate all of them. Readers were also
told that understanding the text was not required but fixating every word was important.
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In spite of these instructions, readers may have skipped some words or may have done
some regressions, but they are not expected to mislead the conclusions that can be ex-
tracted from the results obtained by any objective evaluation metric when the purpose is
the comparison of different optimization strategies.
For the skimming task in the second set of experiments, subjects were given more
freedom on the order of the words to be read. However, the identity of the words that
are truly fixated by subjects needs to be known. To simulate this reading behavior in
a controlled way, words in the text are turned into the same color as the background
and some randomly selected words are kept visible. Readers are then asked to fixate
once in all visible words, following their most preferred sequence order. An example of
documents used in both sets of experiments can be observed in Figure 3.7.
Figure 3.7: On the left, an example of a text1in the experimental setup where subjects
are required to read all words from left to right, line-by-line from the top to the bottom.
On the right, an example of a skimming task where subjects are required to fixate in all
visible words following their preferred word order.
For the collection of the data, Tobii TX300 was used to capture gaze samples at a
rate of 300 Hz in a 23” screen at a resolution of 1920 x 1080. The top-most left position
of the text was located at pixels (600px, 10px) and the bottom-most right position was
located at (1300px, 960px). Words were displayed in a web browser using Text2.0
framework2 [10] allowing to easily formatting the text using CSS style-sheets and being
able to recover the geometric boundaries of the words. The font family used was Courier
New of size 16px and line height 30px, in black on a light gray background. Reading
sessions started immediately after the text was displayed on the screen, and finished
when subjects signaled the operator with an unobtrusive hand gesture.
To reduce the error introduced by readers as much as possible, a chin rest was used
during the sessions to collect data. Figure 3.8 displays our eye-tracker and the chin rest
1The image is blurred here due to copyright restrictions.
2Freely available at http://www.text20.net/
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Figure 3.8: On the left, a picture of our Tobii TX300 that we used to capture gaze
samples. On the right, the chin rest used to prevent head movements from our subjects.
used. Text presented on the screen was short enough not to require scrolling nor any
other action to entirely visualize it. There were 6 male volunteer subjects participat-
ing in the data collection, where the eye-tracker was calibrated only once per subject.
Subjects were master students of Computer Science from Indonesia, China and Japan.
Every subject was required to participate in 4 tasks, two of them from the first set of
experiments and other two tasks from the second set, alternating them. All documents
were presented to all subjects in the same order.
According to preliminary experimentation using a disjoint data set, the number of
random samples drawn in the Monte Carlo method was set to 2400, the width of suc-
cessive resolutions in the multi-resolution optimization was 60, 59, . . . , 1 and, for com-
putational reasons, the σ in the multi-blur optimization was 30, 20, 10, 5, ǫ, for a very
small positive ǫ. We tuned the threshold on the number of samples that was used to filter
out fixations with a small number of gaze samples. For the tuning of such a threshold,
the multi-resolution algorithm was run on a set consisting of 5 preliminary tasks were
subjects were required to read texts with no constraints. The results of the tuning can
be found in Figure 3.9. Since we wish to be conservative in accepting fixations with
small number of samples, we set our threshold value to 8 samples. Thus, fixations that
comprise less than 8 gaze samples were filtered out.
As a baseline, a naı¨ve error-correction method was used where no linear transforma-
tion was applied, and gaze samples were assigned to the word with the closest bounding
box. Then, fixations with less than 8 gaze samples were filtered out in a similar way as
in the methods described above.
3.4.2 Evaluation Metrics
The evaluation metric eval for the first set of experiments is a similarity measure related
to the levenshtein distance [71] between the sequence T that readers were supposed to
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Figure 3.9: Tuning the threshold parameter (x-axis) to minimize the levenshtein distance
(y-axis) between the golden data and the recognized sequence of words using Monte
Carlo optimization.
follow and the sequence of wordsE recognized by the methods described in this chapter.
Specifically, the evaluation metric can be defined as:
eval(T,E) = 1−
lev(T,E)
|T |
(3.5)
where lev(T,E) is the levenshtein distance between the true sequence of words T and
the recognized sequence of words E and |T | is the number of words in the known se-
quence. This evaluation metric assigns a score of 1 when the word sequence has been
perfectly recognized and values lower than 1 when the recognition accuracy becomes
worse.
When skimming, fixated words are not random but they can be randomly spread
all over the text. To evaluate the performance of the algorithms on the skimming tasks
of the second set of experiments, the selected evaluation metric was the F-score F , a
weighted average between the precision and the recall of the visible words that subjects
were supposed to read and the recognized words by the described methods:
F = 2 ·
precision · recall
precision + recall
(3.6)
The F-score ranges from 0 to 1, assigning the value of 1 when the recognition of fixated
words is perfect.
3.4.3 Results
Results of the comparison of every optimization method for the careful reading and
skimming tasks are in Table 3.1. In general, recognition accuracy for the careful reading
task ranges from .43 to .53, which means that a maximum of about half of the words
in the true reading sequence have been correctly recognized. For the task simulating a
skimming behavior, recognition accuracy ranges from .29 to .43 which is much lower
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Careful reading Skimming
(avg. Levenshtein sim.) (avg. F-score)
baseline .43 .29
Monte Carlo .46 .35
Multi-resolution .47 .38
Multi-blur .53 .43
gold recognition .75 −
Table 3.1: Performance on the careful reading task was measured using the average
Levenshtein similarity and for the skimming task it was measured using the average
F-score among all readers.
than the recognition accuracy achieved in the careful reading task. These results sug-
gest that simply recognizing the set of words that the subject read when skimming is a
substantially more difficult task than recognizing the sequence of words when carefully
reading.
The highest recognition accuracy was achieved when using multi-blur optimization
in both types of reading behavior, significantly higher than the baseline. In general,
recognition accuracy for the careful reading task is higher than recognition accuracy
achieved in the skimming task. Text-gaze alignment by multi-blur optimization method
was found to be good in a subjective evaluation. A manual word sequence recognition
for the careful reading task led to an accuracy of about 75%, which we consider to be
an upper bound of the automatic recognition accuracy. There are several reasons for this
accuracy not to be 100%. The first reason is the impossibility for subjects to control
their eye movements at word level, which causes the true reading word sequence T to
be different from our assumption. The second reason is the existence of signal losses
by the eye-tracker. Thus, the best performing method achieves a recognition accuracy
of about 70% relative to the gold recognition accuracy. Note that manually retrieving
words fixated when skimming cannot be reliably performed due to the high ambiguity.
Finally, we performed a subjective evaluation of the quality of the alignments. Fig-
ure 3.10 shows the result of applying text-gaze alignment using multi-blur optimization
to reading sessions of Figure 3.2. In this case, gaze points are mapped to bounding boxes
of words that may have been truly fixated.
3.5 Summary
We formalized error-correction of gaze measurements as a feature-based image registra-
tion problem with three optimization strategies. We proved that using information about
the shape of words and the structure of the text to guide text-gaze alignment leads to an
increased recognition accuracy without making assumptions on user’s reading behavior.
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Transformed gaze data when reading Transformed gaze data when skimming
Figure 3.10: On the left, linearly transformed gaze samples superimposed to word
bounding boxes in a careful reading task. On the right, transformed gaze data on word
bounding boxes in a skimming task. Vertical mis-alignments have been corrected to a
certain extent.
While multi-blur optimization strategy was the method with the highest recognition
accuracy, Monte Carlo sampling was the worst performing strategy. However, Monte
Carlo optimization was the method that more often found global minimums for text-
gaze alignment, but such estimations did not lead to a better recognition accuracy. This
demonstrates a flaw in the objective function since a good text-gaze alignment does not
necessarily mean a good recognition accuracy. Multi-resolution and multi-blur optimiza-
tion strategies successfully overcome this problem. The automatic evaluation metric was
validated using a subjective evaluation and we found that the reading word sequence ac-
curacy is a good indicator of appropriate fits of gaze samples into focused words. The
reason for image registration methods to perform worse in the skimming task is proba-
bly due to the small amount of captured gaze samples and the possibility of finding an
inappropriate linear transformation that achieves a good alignment of gaze samples with
wrong words. In the design of the mapping function, there is a trade-off between its
complexity and the accuracy of estimations. Thus, an implicit assumption in the design
of the mapping function was that y-error is constant horizontally but linear vertically.
Counter-examples are not common but they are not negligible either. For this reason,
non-rigid transformation should also be considered in the future.
The methods that have been studied in this work perform error-correction in a batch
manner, after all gaze data has been collected. Although a batch error-correction meets
the demands of many research studies, applications that use eye-tracking devices as a
human-computer interaction modality need an instantaneous error-correction after every
gaze sample is captured by the sensor. For that purpose, the predictor-corrector nature of
Kalman filters [70] or particle filters [46] can be used to correct gaze sample coordinates
in an on-line manner.
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Chapter 4
Recognition of Text Characteristics
Essentially, all models are wrong, but some are useful.
George E. P. Box (1987)
Traditional natural language processing techniques measure characteristics of the
text or the language, independently on their potential users. With the introduction of
eye-tracking technology, we have now access to indirect observations of how this text is
consumed. In this chapter, we work under the assumption that readers want to maximize
their understanding during the reading act. Our observations consist of eye movements,
which reflect reading behavior. One of the aspects of reading behavior is the areas of
attentional effort, which corresponds to portions of text where the reader spends larger
time. Our objective is to discover what linguistic characteristics cause a text area to re-
quire larger attentional effort. In a preliminary study with a reduced number of subjects,
we first test whether linguistic characteristics of text are predictors of attentional effort,
by using a liner combination of features. Then, we will show how to estimate the in-
fluence of each linguistic feature on attentional effort using Bayesian Causal Networks,
and test its effectiveness on a larger population.
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4.1 Predicting Areas of Attentional Effort
When producing a text, the author may or may not be aware of the text areas that require
more attention from users. Moreover, depending on the reading objective or strategy,
there might be different areas that catch user’s attention for longer periods of time. The
goal is then, given a user and a text, provide a map with the text areas of highest atten-
tional effort according to user’s reading objective. We work under the assumption that
on-line cognitive processing influences on eye movements [80], and that people with
different reading strategies and objectives fixate on words and phrases with different
linguistic features. Thus, given the same text, different maps might be displayed when
users have different objectives or reading strategies.
Traditionally, in the field of computational linguistics, features and models have been
developed to explain observations of natural language, but not to explain the cognitive
effort required to process those observations by humans. In this chapter, the first step
is to test whether linguistic features influence the reading behavior of users in different
naturalistic reading tasks. We re-state our hypothesis presented in the introduction as:
Hypothesis 1. A combination of linguistic features contribute to explaining reading be-
havior in naturalistic reading tasks.
We will use an eye-tracker device to capture gaze samples when users read texts.
Then, we will synthesize image representations of these gaze samples and image repre-
sentations of several linguistic features. By assigning a relevance weight to the image
representations of linguistic features, we can find the best configuration of the value of
these scaling factors that best explain the image representation of the reference gaze
samples. After obtaining the influence of each linguistic feature on every reading ob-
jective, maps showing the attention requirements of new texts could be automatically
obtained and displayed to users before they start their reading act, or documents could
be conveniently re-written to optimize the attentional effort.
As far as we know, our approach is the first attempt to use natural language process-
ing techniques while preserving the topology of the words appearing on the screen. The
necessity to develop this framework arises from the integrated use of gaze information
that consists in spatial coordinates of gaze and the linguistic information that can be
extracted using traditional natural language processing techniques. We believe that by
synthesizing image representations of linguistic features, image processing techniques
become available to perform natural language processing that inherently incorporates
the geometric information of the text and gaze.
4.1.1 Computing Expected Attentional Effort
Psycholinguistic studies have long noted that fixation locations are strongly correlated
with current focus of attention and, when users read text, they indicate the identity of the
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word or phrase that the subject is currently processing. Another variable, fixation dura-
tions, is useful in quantifying other hidden processes such as user’s familiarity with the
text or with specific terms, whether or not the text is written in the user’s native language,
etc. Among saccadic movements, length and direction of regressions are also interesting
features of the reading act that occur in diverse situations as when the subject reads about
a fact that gets in contradiction with prior knowledge. Although forward and backward
saccadic movements provide relevant information on subjects and texts, they might be
ambiguous and difficult to interpret by using automatic methods in unconstrained tasks.
For this reason, in this work we will only focus on the interpretation of fixation locations
and their duration.
Fixation locations and their durations depend on many variables that mainly come
from two sources. The first source is from subject’s personal characteristics, namely
prior background knowledge, native language, cultural identity, interests or reading ob-
jectives. Examples of reading objectives are precise reading, question answering, writing
a review or preparing a presentation. The second source of variables are related to the
linguistic characteristics of the text.
We are interested in testing whether linguistic features explain certain reading be-
haviors when users are reading texts with different objectives in mind. When pursuing
these objectives, different users may have different levels of success. There are many
types of reading objectives that can be set to guide subject’s reading strategy, such as
writing reviews or preparing presentations. The level of success of these reading tasks
can be evaluated by assessing the performance of the actions that subjects have to carry
out after reading, but it might be difficult since there are other variables that may in-
fluence subject’s performance, such as personal (in)ability to prepare presentations or
prior prejudices about the topic the subject writes the review about. For this reason, we
limit ourselves to reading objectives whose attainment degree can be easily evaluated
as a function of the level of understanding achieved, measured by an interview with the
subject to quantify the accuracy and completeness of his/her answers. Examples of this
type of reading objectives are precise reading, question answering or obtaining general
information in a very limited amount of time.
In order to test our hypothesis, we will attempt to predict the text areas where subjects
are likely to fixate longer in order to maximize their level of understanding. Thus, we
have to obtain gaze evidence that serves as a reference of effective reading behavior.
One may be tempted to sample the population of subjects and select the most effective
reader. There might be, however, other subjects that follow a different reading strategy
and achieve other effectivity levels that we should take into consideration. In order to
include this uncertainty in our system, we weight the gaze evidence obtained by all users
according to their level of understanding. Let Gu be the image representation of gaze
evidence obtained from user u when reading a certain text, and let λu his/her level of
understanding on that text. By considering the image representation of gaze evidence as
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Figure 4.1: In order to obtain a reference gaze evidence Gτ that also accounts for the
uncertainty of different reading strategies, image representations of gaze samples are
scaled by the level of understanding λu of every user.
a matrix whose (i, j) positions denote pixels with a gray value between 0 and 1, we can
obtain a reference gaze evidence by scaling the evidence of every subject with his/her
level of understanding:
Gτ =
∑
u
λu ·Gu (4.1)
An schema representing the idea of scaling gaze evidence by user’s level of understand-
ing can be found in Figure 4.1. The linear combination of image representations of gaze
evidence is carried out using scaling factors λu and it is essential to preserve the sense
of uncertainty in our system.
4.1.2 Parametrization using Linguistic Features
Within the image recognition field, saliency maps [58] represent visual salience of a
source image. Similarly, we can synthesize image representations of a text that describe
it, while preserving the topological arrangement of words. There are multiple possi-
bilities to describe text according to its linguistic features. Many interesting linguistic
features can be numerically described. For instance, we can think of word unpredictabil-
ity as a probability, as given by an N-gram language model. Other examples are word
length, or semantic ambiguity, according to the number of senses in WordNet [84].
To synthesize an image representation of a certain linguistic feature, we filled the
word bounding boxes with a gray level between 0 and 1, proportional to the numerical
value of the linguistic feature. Figure 4.2 shows two examples of image representations
of linguistic features, namely “semantic ambiguity” and “nouns”. In order to account
for the uncertainty introduced by measurement and user errors, images are spatially
averaged by convolving them with an isotropic gaussian filter with spread σ = 10 pixels.
Finally, to normalize the intensity when comparing different image representations of
linguistic features, the intensity of the images are adjusted so that only the upper and
lower 1% of the pixels are saturated.
The final step is to find the weight ωf of the image representations of every linguis-
tic feature. Let’s consider again images as matrices whose pixels are elements with a
value between 0 and 1 and denote byGτ the image representation of the reference gaze
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Figure 4.2: On the left, image representation of semantic ambiguity as given by the
number of senses of every word in WordNet. On the right, image representation of
Nouns, where bounding boxes of words that are nouns are filled with high pixel values.
Pixel values are complemented for clarity.
evidence. We denote by WL1 = {W1, . . . ,Wk, . . . ,WL} the list of image represen-
tations of L linguistic features. A dissimilarity function between the gaze evidence and
the linguistic features can be defined as the absolute pixel-wise (i, j) difference between
the images:
g(Gτ ,WL1 ) =
∑
i
∑
j
|Gτ (i, j) −
L∑
k=1
ωk ·Wk(i, j)| (4.2)
where the image representations of the linguistic features are linearly combined by scal-
ing factors ωk. Then, a standard algorithm can be used to perform a non-linear optimiza-
tion to minimize the dissimilarity. Formally,
ωˆ = argmin
ω
g(Gτ ,WL1 ) (4.3)
= argmin
ω
∑
i
∑
j
|Gτ (i, j) −
L∑
k=1
ωk ·Wk(i, j)| (4.4)
A graphical schema of the combination process can be found in Figure 4.3. The
objective of the optimization is to estimate the importance of different linguistic features
so that the linear combination best explains the gaze evidence used as a reference.
4.1.3 Experimental Settings
In order to collect data for the preliminary investigation on the recognition of areas of
attention, 9 subjects were asked to read news and fiction documents in English following
different reading strategies. Subjects were students from China (1), Indonesia (1), Japan
(4), Spain (1), Sweden (1) and Vietnam (1) in Bachelor, Master, PhD and post-doctoral
levels of education in computer science. Three reading strategies were considered. The
first strategy was precise reading, where subjects were told to read two documents with
the objective of maximizing their comprehension and that their level of understanding
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Figure 4.3: Image representations of different linguistic features are linearly combined
with scaling factors ωk to explain reference gaze evidence.
would be tested after reading each document with yes-no questions, multiple-choice
questions and free-answer questions. The second strategy was skimming, with the ob-
jective of finding the answer to one or two questions (to each document, respectively)
and the accuracy and completeness of their answer was measured after subjects claimed
that they had found the necessary information to answer the questions. The third strat-
egy was named 10-second reading, where subjects were given 10 seconds to obtain as
much information as possible from two documents (respectively), and were asked to
show the amount of information they got and were scored proportionally to correctness
and completeness. Table 4.1 summarizes basic statistics of the documents.
While subjects were reading the documents on the screen, Tobii TX300 was used
to capture gaze samples at a rate of 300 Hz in a 23” screen at a resolution of 1920 x
1080, resulting in more than 800MBs of gaze coordinates. Text was justified in the
center of the screen, from the top-most left position located at pixels (600px, 10px) to
the bottom-most right position located at (1300px, 960px). Words were displayed in a
web browser using Text2.0 framework [10] allowing to easily format the text using CSS
style-sheets and to recover the geometric boundaries of the words. The font family was
Courier New of size 16px, text indentation of 50px and line height 30px, in black on a
light gray background. A chin rest was used to reduce errors introduced by readers, and
the eye-tracker was calibrated once per subject and document. Text on the screen was
short enough not to require any action to entirely visualize it. The total duration of the
reading sessions and question answering to obtain subject’s level of understanding was,
on average, 40 minutes.
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Reading strategy Document Avg. tokens / sent. Num. sent. Avg. reading time
10-second reading
doc. 1 23.4 11 10 s.
doc. 2 22.6 14 10 s.
Skimming
doc. 3 20.9 13 70± 64 s.
doc. 4 11.8 20 52± 38 s.
Precise reading
doc. 5 30.2 11 116± 49 s.
doc. 6 20.3 12 95± 36 s.
Table 4.1: Statistics on the average number of tokens per sentence (Avg. tokens / sent.),
number of sentences (Num. sent.) and average reading time (Avg. reading time). Statis-
tics were collected across all subjects for the 6 documents used during the experiments,
to record eye movements and obtain the linguistic features of those documents.
Randomizing the presentation order of the documents is a standard practice in psy-
cholinguistics. In the present work, however, the presentation order was kept constant,
due to concerns about the effects of the randomization when working with a limited
number of subjects. We believe that the results are not affected by this decision, since
subjects were compared within the same document and reading strategy (thus, under the
same experimental conditions).
The reading act started after the calibration, without using initial fixation markers. In
the careful reading task, the reading session ended when the subject decided that his/her
understanding of the text was maximized. In the question-answering task, the reading
session ended when the subject claimed that s/he found the answer to the questions. In
the 10 second reading task, reading sessions were ended by the operator after 10 sec-
onds of reading. During the off-line analysis, our text-gaze alignment method presented
in Chapter 3 was used to automatically correct vertical measurement errors. There were
two sessions1 (out of 60) that needed manual correction of horizontal errors and another
session had to be corrected using better vertical scaling and translation than the one au-
tomatically obtained by the unsupervised method. Finally, the eye-tracking session data
of a subject reading one of the documents in the 10-second reading task was discarded
due to unrecoverable errors during the eye-tracking session.
There is a large number of linguistic features that could be considered to explain
certain reading behaviors. Intuitively, some features might be more relevant than others,
but ideally all of them should be included in the model with different scaling factors
according to the gaze evidence. We divided the type of linguistic features into three
classes: lexical, syntactic and semantic features. Table 4.2 contains the linguistic fea-
tures that were used in this work. Among the lexical linguistic features, we measured
word length, whether the word contains a digit or not, the presence of upper case let-
1A session is defined as a subject reading a document.
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Category Linguistic feature type
Lexical
word length Integer
contains digit Binary
word unpredictability Real
contains uppercase Binary
is all uppercase Binary
Syntactic
is head Binary
is POS $tag (23 features) Binary
height of parse tree of its sentence Integer
depth of the word in the parse tree Integer
word position in sentence Integer
Semantic
is named entity Binary
ambiguity: number of senses from WordNet Integer
Table 4.2: List of linguistic features divided in three categories: lexical, syntactic and
semantic. Instances of $tag are “Noun”, “Adjective” or “Verb”.
ters or word unpredictability, as given by the perplexity from a 5-gram language model
trained on a big corpus [66] and smoothed using modified Kneser-Ney technique [24].
Syntactic features were also included in our model, such as whether a word is the head of
a phrase, binary features indicating whether a word has a certain Part-of-Speech (POS)
tag, total height of the parse tree of the sentence each word corresponds to or word po-
sition in the sentence. Parse trees, phrase heads and Part-of-Speech tags were obtained
using Enju [87], an English HPSG parser. We believe that semantic features also may
influence greatly on the eye movements, since it is reasonable to think that an important
part of the cognitive processing consists in an incremental integration of the information
into the personal knowledge base. However, due to the difficulty in formally defining
and properly quantifying semantic features, only two were considered, namely the word
ambiguity, as given by the number of senses in WordNet [84] that a word may have, and
a feature indicating whether a word or phrase is a named entity or not. The complete list
of linguistic features included in our model can be found in Table 4.2, and will be used
to synthesize image representations and compute how well they help to explain the gaze
evidence.
In order to find the best estimates ωˆ of the scaling factors ωf in Equation 4.4, we
used Powell’s dogleg trust region algorithm [92] as a standard non-linear optimization
method.
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precise reading question answering 10-second reading
doc. 1 doc. 2 doc. 3 doc. 4 doc. 5 doc. 6 scale
base. 403± 4.1 456± 5.9 463± 9.7 444± 4.5 431± 0.2 415± 0.1 ×103
comb. 288± 3.1 325± 2.6 349± 8.5 371± 3.6 419± 4.1 562± 5.7 ×103
Table 4.3: Average values and standard deviation of dissimilarity between the image
representation of the test gaze evidence and the linear combination of weighted linguistic
features in a cross-validation.
4.1.4 Results
We used leaving-one-out cross-validation to test whether the linear combination of lin-
guistic features is predictive of the reference gaze. Cross-validation was carried out
among all subjects within the same document, and every observation consisted in a sin-
gle session (per document) containing gaze evidence of a subject. Using the training set,
scaling factors of the linguistic features were estimated and an image representation of
the weighted linguistic features was synthesized and compared to the gaze evidence in
the test data. The average results of such comparison can be found in Table 4.3. As a
baseline, we used uniform weights to scale the image representations of the linguistic
features in Table 4.2.
It can be observed that in the precise reading and question answering tasks, there is
a consistent and significant reduction in the dissimilarity of the image representations of
the test gaze observations and the linear combination of image representations of linguis-
tic features, when compared to the baseline. However, in the 10-second task, the model
fails at predicting the distribution of the gaze evidence since the dissimilarity is not con-
sistently reduced. We have two alternative explanations. The first one is that subject’s
personal characteristics (e.g. background knowledge, native language, etc.) are essential
features to explain the reading behavior in the latter task. The second explanation is that
we have left out important linguistic features.
As we have seen, for the precise reading and the question answering task, the linear
combination of image representations of linguistic features helps to explain the gaze ev-
idence of readers within the same document. The remaining question is whether the
scaling factors of the linguistic features are good predictors for different documents
that are being read using the same reading strategy. To answer this question, we have
computed the average correlation between the value of the estimated scaling factors for
observations between different documents of the same reading task, together with the
correlations within the same document. The results can be observed in Table 4.4. It can
be appreciated that the inter-document correlation is low, suggesting that the estimated
weights of the linear combination from one document are not good predictors for other
documents. This contrasts with the high intra-document correlation, reinforcing the con-
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precise reading question answering 10-second reading
doc. 1 doc. 2 doc. 3 doc. 4 doc. 5 doc. 6
doc. 1 0.94 0.34 – – – –
doc. 2 0.34 0.96 – – – –
doc. 3 – – 0.93 0.37 – –
doc. 4 – – 0.37 0.96 – –
doc. 5 – – – – 0.96 −0.19
doc. 6 – – – – −0.19 0.94
Table 4.4: Average correlation between the vectors of scaling factors obtained from
the cross-validation. A high intra-document correlation can be appreciated between the
scaling factors within the same document. A low inter-document correlation can be
appreciated between the scaling factors estimated for different documents within the
same task.
sistency of the estimations to explain gaze evidence from different subjects within the
same document. Since the intra-document precision is considerable, the most plausible
explanation is that more documents of the same reading objective are needed to robustly
estimate the scaling factors of such amount of linguistic features.
4.2 Readability Diagnosis using Bayesian Causal Networks
In the previous section, we have presented positive evidence that a combination of lin-
guistic features are predictive of attentional effort as measured by gaze evidence. To
test our hypothesis, we employed a liner combination of linguistic features, which is a
powerful discriminative approach to explain gaze evidence. In this section, we turn to
the problem of identifying the characteristics of the text that require high attentional (or
cognitive) effort, which is connected to the concept of readability.
We say that a text is readable if it can be easily understood. More formally, a readable
text is such that its linguistic characteristics:
1. maximize our understanding, and
2. minimize our cognitive effort.
Readability studies have been dedicated to the study of the relationships between
the linguistic characteristics of a text and its readability. Traditionally, the objective
was to find linguistic features and design discriminative models that predict a readabil-
ity score such that correlates well with human judgment. But capabilities to correlate
with human judgment does not imply to gain capabilities to infer causality, and discrim-
inative models fail at recognizing the causes of readability. The capability to recognize
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those causes is important in the development of authoring systems that assist humans in
creating content, and in building systems for automatic text transformation such as ma-
chine translation, text summarization or readability optimization. With the objective of
diagnosing the causes of readability, generative approaches are necessary to model read-
ability. However, those models are difficult to test or validate with ground truth. Causes
of readability can be expressed in the form of an accurate quantification of positive or
negative influence of linguistic features into readability. In this section, we discuss how
eye-data can be used to test how well a generative model explains the causes of read-
ability, using the quantification estimated by the model and a function of eye-data on
the individual linguistic features of the text. This work contributes to the development
of a common framework to test generative readability models on cognitive evidence via
eye-data.
We propose the use of Bayesian causal networks to perform readability diagnosis.
That is, given a document, the objective of our Bayesian network is to recognize the spe-
cific parts of the document that are difficult to read and identify the linguistic causes of
reading difficulties (or increased cognitive effort). Bayesian networks are a type of gen-
erative model, where the joint probability distribution is constructed by making certain
independence assumptions. Their main advantage is that they allow to query the model
regarding any linguistic variable, generalizing the functionality of traditional models.
4.2.1 Discriminative and Generative Models
Previous work on readability assessment has focused on the development of discrimina-
tive models. Those discriminative models are functions φ that map instantiations ℓ of a
set of linguistic features L to a readability score r ∈ R, φ : L → R. In this work, ex-
amples of linguistic features are “proportion of verbs to words”, or “maximum number
of active lexical chains” in a given text, and their instantiations are their actual values for
that text. If we normalize the readability measure so that it assigns 1 to the whole space
of possible feature instantiations, we can regard the readability score as a probabilistic
measure, and without loss of generalization, reformulate the problem as:
rˆ = argmax
r
Pr (r | ℓ), (4.5)
where we have to find the readability score r with maximum probability, given the in-
stantiation ℓ of the set of linguistic features L .
In this approach, the probability on all possible reading score assignments is well de-
fined, but there is no attempt to model the probability of the instantiations ℓ of linguistic
features L . As it has been reported in related work, most explanatory effects on read-
ability do not add up across all linguistic features. This suggests that linguistic features
interact with each other and have mixed effects on readability prediction. There have
been ablation and correlation studies to bring light on those feature interactions [60],
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but they were limited to a few feature combinations and no attempts were done to study
causal relationships or other conditional independencies.
To attain diagnosis capabilities, we propose the use of Bayesian causal networks as
an example of generative models Pr(r, ℓ), where the readability score and the linguistic
features are modeled together using a joint probability distribution. There are, however,
some challenges associated with this model that are described below.
4.2.2 Independence Assumptions
Our objective is to find how linguistic features relate to readability, that is, to find a func-
tion that puts into correspondence linguistic features and readability. One possibility to
model such function is to use a parametric approach, where the readability r is a para-
metric function of linguistic features l1, . . . , lm. Selecting a parametric function forces
us to assume certain types of relationships between linguistic features and readability,
and among linguistic features themselves. In order to avoid assumptions on the shape
of this function, we opt to work with non-parametric functions. For this reason, we will
regard joint probability distributions as tables, where every row defines the probability
of a discrete value assignment to all linguistic features and the readability score.
The number of parameters to be estimated in the model is proportional to the number
of possible assignments, which is exponential with the number of linguistic features. The
joint probability distribution can be expressed as
(4.6)
Pr(r, ℓ) = Pr (r, l1, . . . , lm)
= Pr (r | l1, . . . , lm) · Pr (l1, . . . , lm)
which contains two factors, namely
• Pr(r | l1, . . . , lm), a possibly non-linear function that puts in correspondence
measurements of linguistic features l1, . . . , lm to readability r, and
• Pr(l1, . . . , lm), the prior or probability distribution over possible instantiations of
linguistic features.
The probability distribution Pr(l1, . . . , lm) can similarly, without loss of generality,
be decomposed as:
Pr (l1, . . . , lm) = Pr (l1 | l2, . . . , lm) · Pr (l2 | l3, . . . , lm) · · ·Pr (lm−1 | lm) · Pr (lm)
(4.7)
A simple approach to reduce the number of parameters in Equation 4.7 is to assume
that all linguistic features are independent from each other:
(4.8)
Pr (l1, . . . , lm) ≈ p(l1) · · · p(lm)
=
m∏
i=1
p(li)
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where p(li) are the priors over each linguistic feature li. Then, the joint probability
distribution in Equation 4.6 can be modeled as
(4.9)
Pr(r, ℓ) = Pr(r, l1, . . . , lm)
≈ p(r | l1, . . . , lm) ·
m∏
i=1
p(li)
where the readability r depends on all linguistic features, but all features are independent
from each other. The graphical representation of this model can be found in Figure 4.4,
in which gray circles are observed linguistic features, and edges encode probabilistic
influence (or dependency).
r
...li...l1 lj ... lm
Figure 4.4: Simple Bayesian network, where the readability score r depends on all lin-
guistic features li and all linguistic features are independent from each other.
The strong independence assumptions of Equation 4.8 allow us to greatly reduce the
number of dependencies to model Pr (l1, . . . , lm). However, the conditional probability
distribution p(r | l1, . . . , lm) still contains a large number of dependencies, and requires
to estimate millions of parameters if there are more than twenty linguistic features.
Thus, we need to reduce the number of parameters without reducing the number of
linguistic features. With this objective in mind, we will introduce language constructs
in the form of hidden variables and set structural dependencies between the linguistic
features and these language constructs. Guided by basic linguistic knowledge, we will
detect sets of inter-dependent linguistic features and group them to a language construct
consistent with the linguistic theory. Examples of language constructs are the lexical
difficulty Lex, the syntactic difficulty Syn, or the semantic difficulty Sem. Those
variables cannot be directly measured in a text (because they are not well defined), but
are rather unknown functions of some other linguistic features, such as the length of a
word (in characters or syllables), the amount of uppercase letters (e.g. in acronyms) or
the presence of digits (e.g. protein names in biology). The graphical representation that
introduces language constructs as hidden variables can be found in Figure 4.5.
Those hidden variables are typically introduced in joint probabilistic models by
marginalizing over them:
(4.10)
Pr(r, ℓ) = Pr(r, l1, . . . , lm)
=
∑
Lex
∑
Syn
∑
Sem
Pr(r,Lex,Syn,Sem, l1, . . . , lm)
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rSyn SemLex
...l1 li ...li+1 lj ...lj+1 lm
Figure 4.5: Structured Bayesian network that introduces language constructs (Lex, Syn
and Sem) as hidden variables (white ellipses), with the purpose of reducing the depen-
dencies of the readability score r from the rest of the linguistic features.
By inspecting Figure 4.5, we can observe that readability score r is independent
from observable linguistic features li given the language constructs Lex, Syn and Sem.
Thus, we can rewrite Equation 4.10 to factorize over the graph in Figure 4.5 as:
(4.11)
Pr(r, l1, . . . , lm)≈
∑
Lex
∑
Syn
∑
Sem
p(r | Lex,Syn,Sem) ·p(Lex | l1, . . . , li)
· p(Syn | li+1, . . . , lj) · p(Sem | lj+1, . . . , lm) ·
m∏
i=1
p(li)
where l1, . . . , li are inter-dependent lexical features that somehow influence the lexical
difficulty, li+1, . . . , lj are syntactic features that influence syntactic difficulty, and the
remaining are semantic features. Now the readability score r depends only on a small
set of language constructs, which dramatically reduces the number of parameters.
4.2.3 Estimating Parameter Values
Hidden variables and independency assumptions are often necessary to reduce the num-
ber of parameters that need to be estimated, specially when there are many variables
or there is a limited amount of training data. In the factor graph of Figure 4.6, there
is a conditional probability distribution (CPD) Pr(v | Pav) modeling the probability of
every linguistic feature v given its parents Pav in the graph
2. In this work, we make
no assumptions on how a variable is related to its parents and we model this unknown
relationship using non-parametric CPDs. The drawback is that we need to discretize the
values of the linguistic variables and that the number of parameters3 increases exponen-
tially with the number of parent variables.
The estimation of the parameter values can be carried out using standard techniques
that aim at optimizing the likelihood over the training data in presence of hidden vari-
ables. In this work, we used the Expectation-Maximization (EM) algorithm [33] for that
purpose.
2If a variable v has no parents, then its CPD is p(v).
3The term “non-parametric” might be misleading, since this type of CPDs have many parameters.
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Figure 4.6: Graphical representation of our Bayesian causal network. Observable linguistic features are represented by white ellipses. Language constructs
introduced as hidden variables are represented by gray ellipses. Directed edges indicate the direction of causality, and encode probabilistic influence.
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4.2.4 Querying the Model
Estimating the joint probability distribution Pr(r, ℓ) has its advantages, since it gives us
complete knowledge about the problem. In order to interpret the model, we can perform
some insightful queries involving any variable.
Marginal Maximum a Posteriori is used to find the most probable value assignment to
some linguistic features given some evidence. This query can mimic the functionality of
discriminative models, where the objective is to find the most probable readability score
rˆ given the linguistic evidence ℓ0, in presence of language constructs L:
MAP(rˆ | ℓ0) = argmax
r
∑
L
p(r,L | ℓ0) (4.12)
where the conditional probability distribution p(r,L | ℓ0) can be found by using the
Bayes rule:
p(r,L | ℓ0) =
p(r,L, ℓ0)
p(ℓ0)
(4.13)
Another application of marginal MAP queries is to gain linguistic insight about what
characterizes unreadable texts. This insight could be obtained by querying the model
in the opposite direction, i.e. MAP(ℓˆ | r0), where we want to obtain the most plausi-
ble linguistic instantiation ℓˆ given a certain readability level r0. More complex queries
can be similarly performed by conditioning the marginal MAP. For instance, the query
MAP(ℓˆ | Lexhigh, rgood) would result in the most plausible values of linguistic features
that have a high lexical difficulty but a good readability.
Sensitivity analysis allows us to understand how sensitive a certain variable is to some
observed linguistic features. In our study, we are interested in understanding what indi-
vidual or combination of observable linguistic features influence most in the readability
of a particular text. A common approach [63] is to compute the distance d between the
joint probability distribution with different instantiations of the linguistic features under
study.
4.2.5 Readability Corpora
To estimate the parameters of the Bayesian causal network and our baseline systems,
we opted to use texts from three corpora, namely Wikipedia Simple4, Wikipedia En-
glish5, and PubMed6. Wikipedia has been a valuable resource for the development of
text transformation methods, such as summarization [7], or machine translation [102],
among others. Wikipedia Simple is a relatively new version of the Wikipedia English,
where articles are written in simple English7. Wikipedia English does not require any
specific writing style other than clarity, precision and completeness. Finally, PubMed
4
http://simple.wikipedia.org/
5
http://en.wikipedia.org/
6http://www.ncbi.nlm.nih.gov/pubmed/
7Guidelines to write in simple English are proposed in Wikipedia Simple, but are not strictly enforced.
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corpus is a large collection of academic biomedical articles, where readability is often
sacrificed for precision and completeness. We assume that these three corpora have
different expected readabilities (high, intermediate and low, respectively), and we use
them as readability annotations at document level. Some linguistic features considered
in our work are sensitive to text length (i.e. number of active lexical chains or average
coreference distance). For this reason, we collected all abstracts from Wikipedia Simple
that contain 10, 11 or 12 sentences, obtaining 1212, 976 and 767 abstracts respectively.
Then, we randomly sampled from Wikipedia English and PubMed the same amount of
long abstracts with the same text length distribution as Wikipedia Simple, totaling in
8, 856 abstracts.
Our hypothesis is that Bayesian causal networks are capable of recognizing specific
parts of documents that make texts difficult to read. To test our hypothesis, we need
documents with readability annotations at sub-document level. But such fine-grained
annotations are difficult to obtain even for expert linguists because there are many lin-
guistic variables involved in the annotation decisions.
4.2.6 Gaze Data
In this work, we indirectly annotate the reading difficulty of every part of the text us-
ing an estimation of the expected cognitive effort required to understand that part of the
text. There are several methods that have been proposed to measure moment-to-moment
cognitive effort, such as functional magnetic resonance imaging (fMRI) to quantify ac-
tivations of certain brain areas, number of regressions or measurements in pupil size
changes. However, those methods have difficulties in aligning cognitive effort spatially
and temporally to segments in a text, and we opted to measure fixation durations on in-
dividual words due to its relative simplicity. Thus, we work under the assumption that
higher cognitive effort is reflected as longer fixation durations, since parts of the text that
are difficult to read require longer cognitive processing time.
The presentation of the stimuli was carried out on a web browser. Before the eye-
tracking session started, we presented a form to subjects in order to collect personal
information regarding their gender, age, field of study, native language, level of educa-
tion, self-reported English skill, TOEIC or TOEFL scores, and familiarity to the topics
of our texts. A screenshot of this form can be found in the appendix Figure A.1. At
the bottom of every screen, there was a button where subjects could click to proceed to
the next screens with minimal interaction with the eye-tracker operator. After complet-
ing the initial form with their personal data, subjects proceeded to a schematic view of
the experiment, that contained four stages. First, the eye-tracker would be calibrated.
Second, a text would appear on a web browser automatically, and subjects would have
to read it carefully. Then, a questionnaire would appear to assess their understanding.
Finally, the text would appear again and subjects had to skim through the text to spot
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words that they found subjectively difficult and speak them out. Subjects were wearing
a headset with a microphone that recorded their spoken words. A screenshot of this
schematic view can be found in the appendix Figure A.2. After subjects understood the
schematics of the experiment, they clicked the “Example” button at the bottom of the
schematic view, and proceeded to a dummy text that contained zzz-strings. The purpose
of this dummy text was to give an idea of the length of the text and its layout. A screen-
shot of this dummy text can be found in Figure A.3. At the bottom of the text, there
was another “OK” button that took subjects to a dummy questionnaire, where they could
observe that questionnaires would consist of eight single and multiple choice questions
(in two columns) that could be answered using radio- and check-buttons. A screenshot
of the dummy questionnaire can be found in Figure A.4. At the bottom of the question-
naire there was an “OK” button that took subjects back to the text, where subjects had to
speak aloud words from the text that cause them reading difficulties. A screenshot with
the dummy text used to exemplify this final stage can be found in Figure A.5. At the
bottom of this text, there was another “OK” button that finalized the reading session for
this dummy text. No initial fixation markers were used prior the start of the text reading
or question answering.
There were 2 documents on 3 topics (6 in total), about economy8,9, nutrition10 ,11 and
astronomy12 ,13 written in English. Documents contained 22.5 sentences and 469 words
on average, and they were displayed entirely on a single 23” screen with a resolution of
1920 × 1080 px. The font family was Courier New with a font size of 16px and line
height of 30px. The upper left corner of the text was located at pixels (500, 24) and the
bottom right at (1400, 980), at a distance of 70 cm from the reader.
We collected fixation durations on every word using the eye-tracker Tobii TX300,
and used the text-gaze aligner presented in Chapter 3 [77] to correct systematic errors
introduced by the eye-tracker. No chin-rest was used, to favor naturalistic reading be-
havior. There were 40 subjects participating in our study, but one of them was discarded
8 Bryant, Charles W., and Jane McGrath. “How Subprime Mortgages Work” 04 December 2007. How-
StuffWorks.com.
http://home.howstuffworks.com/real-estate/subprime-mortgage.htm 18 March
2014.
9 Clark, Josh. “How can mortgage-backed securities bring down the U.S. economy?” 29 September
2008. HowStuffWorks.com.
http://money.howstuffworks.com/mortgage-backed-security.htm 18 March 2014.
10 http://en.wikipedia.org/wiki/Dieting
11 Freudenrich, Ph.D., Craig. “How Fat Cells Work” 27 October 2000. HowStuffWorks.com.
http://science.howstuffworks.com/life/cellular-microscopic/fat-cell.htm
18 March 2014.
12 http://en.wikipedia.org/wiki/Dark_energy
13 Harris, William, and Craig Freudenrich, Ph.D.. “How Dark Matter Works” 04 September 2007.
HowStuffWorks.com.
http://science.howstuffworks.com/dictionary/astronomy-terms/dark-matter.htm
18 March 2014.
60
due to unrecoverable calibration errors. There were 12 female and 27 male subjects,
with ages ranging from 22 to 65 years (avg. 30 years, std. 8.4). Most subjects were
non-native English speakers linked to academia, with varying language skills and back-
ground knowledge. From a manual inspection of eye-data quality, we found that 20% of
sessions displayed an excellent tracking signal and perfect text-gaze alignment. About
70% of sessions had good eye-data quality but displayed text-gaze misalignments in
some parts of the screen. The remaining sessions displayed poor tracking signal and
strong text-gaze misalignments. Since we use gaze data for validation purposes in this
chapter, only the 20% of eye-tracking sessions with highest signal quality were selected
for this study to maximize reliability.
The two documents of each topic were randomly flipped for each reader, and the
three topics were also randomly permuted. The average duration of all reading and
question-answering sessions was 1 hour, and every subject was compensated with the
equivalent to 20 US dollars in cash. We collected data from 234 eye-tracking sessions
(39 subjects × 6 documents), which was later splitted into training and test sets to eval-
uate our recognition systems.
4.2.7 Linguistic Feature Set
Figure 4.6 shows the 22 linguistic features (gray ellipses) that were used in this work,
the 5 language constructs that were introduced as hidden variables (white ellipses), and
their probabilistic relationships (directed edges). Table 4.5 contains a short description
of the linguistic features, whether they are of lexical, syntactic, semantic or discourse
nature, and whether they are binary or continuous. The linguistic features that appear as
ancestors of lexical difficulty and Part of Speech (POS) in Figure 4.6 correspond to their
average at token level (i.e. in the case of “Numbers”, the percentage of tokens that are
numbers).
Named entities were extracted using the NLTK toolkit [11], word lengths (in syl-
lables) were computed by averaging the number of stresses in the CMU pronunciation
dictionary [105]. The perplexity was computed using Google 5-grams [15] with deleted
interpolation tuned on a tokenized and non-lowercased separate subset of representative
sentences from all three corpora. The percentage of prepositions, nouns and verbs was
computed using the NLTK POS tagger.
Following the work in [54] we considered the maximum dependency density and
average distance between dependents as linguistic features that influence syntactic dif-
ficulty, computed using a dependency parser [64]. Terminal node to non-terminal node
ratio is another typical phrase-based measure of syntactic difficulty, and it was computed
using an HPSG parser [87]. The figure of merit, as given by the same parser, is a func-
tion of the lexical probability rules that are triggered during the automatic parsing, and
somehow represents the parsing surprise.
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Height of hypernyms were computed as the average distance between token lemmas
to the most abstract term in WordNet [40] and measures how specific terms are. “Gen-
eral”, “Academic” and “OutVocabulary” features denote the average number of words
appearing in the General Word Service List [106], in the Academic Word List [28], or in
none of them.
The average distance between mentions and their referents, and the maximum num-
ber of active lexical chains were computed using a coreference resolution system [93]
in a similar fashion to how the average dependency distance and maximum dependency
density were computed to measure syntactic difficulty. Finally, the average number of
passive clauses was computed using the output of the HPSG parser, and the percentage
of tokens that are discourse connectors was measured checking the occurrence of every
token in a hand-crafted list of 279 connectors.
On the text side, we characterize a part of a text by a quantification of its linguistic
features at word level. Let li,j be the quantification of linguistic feature li at word wj .
As an example, linguistic feature “is noun”, lnoun,j = 1 if wj is a noun. Non-binary
linguistic features can be similarly quantified in the range [0, 1] dividing their value
by the maximum possible value. For features not defined at word level (e.g. “sentence
length”), the feature quantification of words in the span are all equal to the quantification
of the span.
In order to estimate fixation time Ti induced by every linguistic feature li, we ac-
cumulate fixation durations on words scaled by the quantification of every linguistic
feature at those words, and normalize it by the total amount of fixation durations and
total amount of feature quantification. Formally, let tj be the total amount of fixation
duration on word wj . Then, fixation time Ti on linguistic feature i can be computed as:
Ti =
∑
j tj · li,j
(
∑
j tj) · (
∑
j li,j)
(4.14)
The objective of the Bayesian causal network will be to predict cognitive effort on
each linguistic feature, and it will be compared to the results obtained by using discrim-
inative methods.
4.2.8 Baseline
Using our Bayesian network, we computed the importance of each linguistic feature li
for every document as the sensitivity of the network conditioned on the observation of the
rest of the variables {l1, . . . , lm}\li. We compared our system to two baselines. The first
baseline, raw features, measures the importance of linguistic features (across the
corpora) as the correlation between each linguistic feature and the readability score. As
a second baseline, we chose SVMmodels due to their success in readability studies [42].
We measured their sensitivity to each linguistic feature, by observing the variations on
the SVM response due to variations in each linguistic feature [27], while holding the
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Figure 4.7: Correlations between predictions of feature impact on reading difficulty
and the expected cognitive effort introduced by such features. Confidence intervals are
computed at 95%.
rest of linguistic variables to their average values. This baseline was built by training
and tuning an SVM with a Gaussian kernel in a cross-validation setup. Both baselines
obtain quantifications of feature influence on readability independent of the document
instantiation. For SVM sensitivity analysis, we also computed variability of SVM cate-
gorical response to changes in the linguistic feature under study while setting the rest of
linguistic features to the instantiations on each document. However, there was a negligi-
ble variance in SVM response, and results are not reported for that experiment.
Confidence intervals for all systems were obtained by measuring prediction vari-
ability in 10 runs of random sampling with 90% of the data. All linguistic features
were discretized in two intervals for the Bayesian network, except the readability score,
which had three states (one for each class). This is an important loss of information for
the Bayesian network, but it was necessary for computational reasons. SVM and raw
features baselines, however, used continuous values.
4.2.9 Results
Figure 4.7 shows correlations between predictions of feature impact on reading difficulty
and the expected cognitive effort introduced by such features. The x-axis corresponds
to the identifier of each document for which we have estimated cognitive effort using
the eye-tracker and the y-axis corresponds to correlations with the systems. Intervals for
every prediction at a 95% confidence are displayed above and below each bar.
As it can be observed, raw features do not capture meaningfully cognitive ef-
fort and their correlations are close to zero, with a high confidence (narrow confidence
intervals). The quantification on linguistic feature importance given by the SVM sensi-
tivity analysis is slightly negative with large confidence intervals, which suggests that
this type of analysis is not useful to predict reading difficulties in specific parts of the
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Linguistic feature Short description Type Binary
All uppercase Tokens with all letters capitalized Lexical Yes
Contains uppercase Tokens with at least one letter capitalized Lexical Yes
Numbers Token with at least one digit (e.g. protein name) Lexical Yes
Word length Number of syllables Lexical No
Perplexity Lexical surprise as given by an N-gram language model Lexical/Syntactic No
Prepositions Whether the token is a preposition Lexical/Syntactic Yes
Verbs Whether the token is a verb Lexical/Syntactic Yes
Nouns Whether the token is a noun Lexical/Syntactic Yes
Terminal nodes Ratio of terminal nodes to non-terminal nodes in HPSG parse tree Syntactic No
Dependency distance Maximum syntactic dependency distance spanning current token Syntactic No
Dependency density Number of dependencies spanning current token Syntactic No
FoM Figure of merit in building HPSG parse tree for sentence of current token Syntactic No
Sentence length Number of words in sentence of current token Syntactic No
Passive Verbs or verb phrases in passive form Syntactic Yes
Named entity Names of person, location or organization Semantic Yes
Height hypernym Quantification of concreteness of term Semantic No
General Tokens appearing in list of general and common words Semantic Yes
Academic Tokens appearing in list of academic words Semantic Yes
Out of Vocabulary Tokens not appearing in any list of words Semantic Yes
Coreference distance Maximum coreference distance spanning current token Discourse No
Lexical chains Number of active lexical chains at current token Discourse No
Discourse connectors Whether the token is (part of) a discourse connector Discourse Yes
Line feed Token at the beginning or the end of a line (not sentence) Physical Yes
Table 4.5: Linguistic features used to compute fixation time distribution. Linguistic features were mainly of lexical, syntactic, semantic and discourse nature.
Approximately half of the features were binary, while the rest were normalized in the interval [0, 1].
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Doc. 4 Cognitive effort Bayesian SVM raw features
feat. 1 Nouns General Dependency density General
feat. 2 Out Vocabulary Out Vocabulary General Out Vocabulary
feat. 3 Passive Academic Contains uppercase Academic
feat. 4 Academic Figure of Merit Dependency distance All uppercase
feat. 5 Height Hypernym Named entities Verbs Figure of Merit
Doc. 6 Cognitive effort Bayesian SVM raw features
feat. 1 Perplexity Named entities Dependency density General
feat. 2 Named entities Academic General Out Vocabulary
feat. 3 Out Vocabulary General Contains uppercase Academic
feat. 4 Passive Perplexity Dependency distance All uppercase
feat. 5 Academic Figure of Merit Verbs Figure of Merit
Table 4.6: List of 5 most influential linguistic features for documents 4 and 6, sorted in
descending order. The first column corresponds to the order given by cognitive effort.
The rest of the columns correspond to predictions of systems. The Bayesian network
finds 2 and 3 out of the 5 most influential features in documents 4 and 6. SVM and raw
features provide constant estimations for all documents.
documents. The Bayesian causal network obtains mild, but consistent and positive
correlations with the expected cognitive effort and its confidence intervals show strong
significance.
For the subjective analysis, we select document 6 to illustrate the performance of
the Bayesian network in a positive example. We also select document 4 to illustrate the
performance of our method and the baselines in a document where the set of linguis-
tic features that influence attentional effort is relatively different to those in document
6. Results can be found in Table 4.6, showing the most influential linguistic features
on reading difficulty for these two documents. According to the cognitively-grounded
reading difficulty, lexical perplexity (surprise), the occurrence of named entities, out of
vocabulary words, passive clauses, academic words, nouns and abstraction (hypernyms)
are the linguistic features that required longer fixation times in order to understand those
documents. The Bayesian network ranked, on top 5, two and three of the most influential
linguistic features for document 4 and 6.
4.3 Summary
We tested Hypothesis 1 and found that linguistic features influence reading behavior in
precise reading and skimming tasks, but not in 10-second reading task. We tested the
hypothesis by building a predictor of text areas that require higher attentional effort. Our
strategy consisted in three stages:
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1. We collected gaze evidence from subjects reading documents and measured their
level of understanding. Then, reference gaze data was obtained by linearly com-
bining the image representations of the gaze evidence of every subject scaled by
their level of understanding.
2. We synthesized image representations of linguistic features, that allow us to quan-
tify linguistic features while preserving the topology of the text.
3. Then, we estimated the scaling factors of a linear combination of image represen-
tations of linguistic features that best explain the reference gaze evidence.
We achieved an important prediction accuracy of the text areas that require higher atten-
tional effort for users to maximize their understanding in certain reading tasks, suggest-
ing that linguistic features influence and are predictive of reading behavior.
Then, we turned to the problem of identifying the linguistic features of a text area that
cause high attentional effort. With that objective in mind, we designed a non-parametric
Bayesian causal network to model the joint probability distribution of readability and
linguistic features. We introduced language constructs to summarize inter-dependent
linguistic features and reduce the number of dependencies in the network. We estimated
the parameters of the network using documents from corpora with three different ex-
pected readabilities, and validated performance using an estimation of cognitive effort
from gaze observations. The Bayesian causal network showed mild but statistically sig-
nificant correlations with estimations of cognitive effort.
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Chapter 5
Recognition of Personal and Task Attributes
If we encountered a man of rare intellect,
we should ask him what books he read.
Ralph Waldo Emerson, Letters and Social Aims (1876)
In a preliminary investigation, we search for patterns of reading behavior that reflect
reader attributes in a small population. For that purpose, we compute a vector such that
each component contains the amount of fixation time on every linguistic feature. We
then project this high dimensional vector into two or three principal components and ob-
serve a mild discrimination between readers with high and low level of understanding.
We raise the hypothesis that measurements of eye movements contain patterns that are
discriminative of readers with different levels of understanding and language skill. We
test that hypothesis on a larger population and characterize readers according to their
reading patterns. Finally, we analyze reading and typing behaviors from human transla-
tors. We raise the hypothesis that sequences of fixation and keystroke events reflect the
expertise of translators, and characterize expert and non-expert translators according to
their behavioral patterns.
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5.1 Preliminary Investigation
In our work, we consider the document and the eye movements of the reader as the only
observable variables in the reading act, and our general objective is to unveil the hidden
variables intervening and influencing the interaction, such as writer’s and reader’s per-
sonal characteristics. Examples of writer’s personal characteristics are writer’s intention,
concerns or emotional state, while reader’s characteristics could be the reading objec-
tive, nationality, domain of expertise or literacy. We think that personal characteristics
of readers define the mechanisms of their cognitive activity, and that when performing
certain tasks, the eye movements may reflect part of these personal characteristics. One
of the hidden variables of the reader is the task performance achieved after reading a
text, which is an intimate piece of information about the reader that could only be ex-
tracted so far by explicitly inquiring the subjects. Due to the interest and the broad range
of applications that could benefit from the recognition of reading performance from eye
movements and document characteristics, we will narrow our study to this variable.
The objective of this work is then to use the spatiotemporal data that can be obtained
by an eye-tracker when a subject reads a text and the linguistic information of the text
itself, to capture common patterns in reading behavior across subjects with similar task
performance. There are multiple ways of measuring task performance in reading tasks.
One could argue that the reading objective defines how to measure performance. For
example, the factors to measure success when reading a document with the objective of
writing a review or preparing a presentation are clearly different. However, for the sake
of simplifying and unifying our method to measuring task performance, we will resort
to measuring the level of understanding of subjects after reading a text.
5.1.1 Synthesizing Images of Linguistic and Gaze Evidence
With the objective of modeling the reading act, we first need to identify what variables
are present in the process. The interaction between the reader and the document has
latent and patent variables, where only the latter can be observed and measured. Nowa-
days, there is a large quantity of text that is being consumed in the form of digital content
that is projected on a display, and it is reasonable to think that the structure, the contents
and the linguistic features of the document can be observed and automatically extracted
in the form of statistical evidence.
We work under the assumption that eye movements can also be observed by means
of an eye-tracker system. There are multiple eye movements that have been recognized
and categorized (see [96] for details), There is a strong need of finding a suitable, uni-
fied representation of linguistic and gaze data in order to integrate these two sources of
information. Gaze data can be naturally represented using synthesized images out of the
(x, y) coordinates of the position where the eye-tracker “believes” the reader is gazing
at. At a constant sampling rate, areas in the image where the reader gazed at longer will
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have a larger amount of pixels with high values, each pixel representing a gaze sample.
There is, however, another aspect of the temporal data that can be obtained by an eye-
tracker that is related to the sequential order of the gaze samples. The sequential order of
the eye movements is valuable to detect regressions, which are backward saccades usu-
ally used by readers for disambiguation, refreshing previously read passages or resolve
apparent contradictions. Although these eye movements are very interesting to infer the
current state of mind of readers, they will not be included in our data representations due
to their complex nature.
As it was noted by several authors [53, 55], there are important variable and sys-
tematic errors in gaze location that need to be taken into account when working with
eye-tracking systems. For the purpose of smoothing the effect that those errors may
cause on our operations, we apply a gaussian convolution [49] to blur the image repre-
sentation of the gaze evidence and adjust the intensity of the pixel values to compensate
for subjects that spent more or less amount of time on the document. The left plot in
Figure 5.1 depicts a typical image representation of raw gaze data from an eye-tracking
session of a subject reading a document, where fixations (little clusters of black dots)
only occur on words or phrases (since those were the only objects of interest displayed
on the screen), and text rows can be appreciated as fixations aligned horizontally. On the
right plot, we depict the adjusted blurred version of the raw gaze data.
Raw gaze data Blurred gaze data
Figure 5.1: On the left, image representation of raw gaze data of an eye-tracking session.
On the right, blurred image representation used to preserve uncertainty on the variable
error introduced by the system. Pixel values are complemented for clarity.
Similarly, linguistic information can also be represented using synthesized images [78],
where the area of a word or phrase is filled with pixel values whose intensity is propor-
tional to the quantification of a certain linguistic feature within the document. It should
be noted at this stage that the image representations of linguistic features only quantify
the presence of linguistic features within the document and does not take into account
any gaze evidence. For this strategy of representation, there will be a synthesized image
for each linguistic feature that we include in our model. The quantification of a linguistic
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feature can be normalized so that it falls within the [0, 1] interval and the distribution of
the pixel intensity values over that range can be adjusted in a similar manner as gaze
images were, in order to compensate for linguistic features that occur too often or too
rarely in the documents. An example of a binary feature that takes the values 1 or 0 to
indicate whether a word is a noun or not can be seen on the left plot in Figure 5.2. The
right plot in Figure 5.2 shows an image representation of a feature that quantifies the
depth of a word in the parse tree of its corresponding sentence, normalized to fall within
the interval [0, 1].
Nouns Word depths
Figure 5.2: On the left, image representation of a linguistic feature indicating what
words are nouns (binary). On the right, image representation of a linguistic feature
quantifying the word depth in a parse tree (normalized). Image representations have been
smoothed to account for variable errors in gaze data. Pixel values are complemented for
clarity.
In this work, we characterize reading behavior by the eye movements of a subject,
which are in turn characterized by the distribution of fixations on parts of the text with
certain linguistic features. It is thus useful to quantify this distribution of attention on
each linguistic feature. Once we obtained the image representations of gaze evidence
and the image representations of linguistic features, we combine these two sources of
information by computing how well each linguistic feature explains the eye movements.
In line with our methodology, we will perform such combination by using image pro-
cessing methods.
Within the image recognition field, image registration is the technique to find corre-
spondences between two or more images with the purpose of estimating transformations
for spatial alignment or detect temporal changes using pixel intensity differences. Al-
though there is a wide variety of similarity measures that could be used to measure how
well a certain linguistic feature explains the eye movements, we opted for adapting pre-
cision, recall and F1 scores as they are known in natural language processing, to the
comparison of image representations.
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Computing the precision of how an image representation of a linguistic feature
(source image) explains the image representation of gaze evidence (target image) con-
sists in computing howmuch of pixel intensity in the source image is present in the target
image, divided by the total amount of intensity across all pixels from the source image.
Similarly, recall can be computed as the amount of pixel intensity from the source image
that is present in the target image, divided by the amount of intensity across all pixels
from the target image. Finally, the familiar expression F1 = 2 ·
precision·recall
precision+recall
can be
used to compute the F1 score, which is a value in the interval [0, 1]. An example of the
computation of precision, recall and F1 scores between images of only four pixels can
be found in Figure 5.3.
Figure 5.3: Example of computation of precision, recall and F1 score between a source
and a target image. On the top row, four pixels (complemented for clarity) are displayed,
and their corresponding pixel values on the bottom row. Precision = 1+0.7+0.5
1+0.7+0.6
= 0.96.
Recall = 1+0.7+0.5
1+1+0.5
= 0.88. Thus, F1 = 0.92.
5.1.2 Representation of Observations
A reading session consists of a subject reading a document. From every reading session,
we can obtain data from the eye movements and data about the linguistic features of the
text. As we described above, we can synthesize an image representation of the data from
the eye movements, and an image representation for each linguistic feature. Using the
F1 score, we computed how well the image representation of linguistic feature i match
(or explains) the image representation of the eye movements, and obtained a number
oi ∈ R such that 0 ≤ oi ≤ 1. If we match the image representation of every linguistic
feature against the image representation of the eye movements, we can obtain a fixed-
size feature vector o = [o1, . . . , oL] that has as many components (or dimensions) as
linguistic features L . An overview of the architecture can be found in Figure 5.4.
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Figure 5.4: Schema of the methodology used in this work to estimate the distribution
on how each linguistic feature explains subject’s reading behavior. First, a collection
of image representations of linguistic features is synthesized. Then, using the image
F1 score function, each linguistic feature is matched against the gaze data to obtain a
measure on how well it explains reading behavior. The result is a fixed-size feature
vector o representing a reading session.
Thus in our model, the reading behavior of a subject reading a document is defined
as o, which represents the distribution of attention (eye movements) on every linguis-
tic feature. Using fixed-size feature vectors to represent observations is a widely used
technique that, although it has a limited expressivity, it allows to use very well known
efficient analysis and inference techniques. Using this formalism, we will say that two
subjects have similar reading behavior if they have similar feature vectors, as defined by
a similarity metric in the feature space. For the sake of readability and ease of interpre-
tation in posterior sections, we chose the euclidean distance between two observations o
and o′ as a similarity measure, defined as:
dist(o,o′) =
√
(o1 − o′1)
2 + · · ·+ (oL − o′L)
2 (5.1)
where the smaller the distance, the higher the similarity between o and o′ is.
As it has been said, each reading session is represented by a feature vector o that
defines a distribution on how well each linguistic feature helps to explain the gaze evi-
dence from a certain subject. Our objective is to find patterns in this representation that
help to discriminate between subjects with a low and a high task performance. With this
objective, we will test for linear separability, that is, how well we can separate subjects
with a hypersurface1 in a certain reduced dimensionality.
1A straight line and a plane in 2 and 3 dimensions, respectively.
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5.1.3 Data Collection
For this preliminary investigation, we used the gaze data collected in Chapter 4.1.3 and
the linguistic features in Table 4.1.
In what follows, we assume that the score that subjects obtained in the questionnaires
after reading every document represents the subject’s level of understanding and that the
highest score among all subjects represents a 100% of understanding. There were two
rules used to partition subjects and test linear separability. In the first partition rule,
we select the subjects whose understanding was below 33%, and try to find a linear
decision boundary (in the form of a straight line or plane) that separates those subjects
from the rest of the participants. In the second partition rule, we select the subjects
whose understanding is above 66%, and proceed to test whether they can be linearly
distinguished from the rest.
Pixel intensity values were normalized in the image representations of the eye move-
ments and the image representations of the linguistic features, in order to compensate
for subjects spending different amount of time on the documents, and to account for rare
or too-frequent linguistic features that have a different amount of total pixel intensity in
the image. Thus, the intensity was adjusted in such a way that 1% of the highest and the
lowest non-zero pixel values were saturated (i.e. totally dark and totally white).
5.1.4 Patterns in the Variance
We proceed to analyze the variability of the distribution of attention on the linguistic
features across all subjects participating in our experiments. Studying the variability
of data is of special interest because patterns in variance are usually good signals to
be considered to discriminate between subjects. Thus, Principal Component Analysis
(PCA) [59] will be used to obtain the directions in the feature space where the covariance
matrix of the observations varies the most, as given by the eigen-vectors associated with
the highest absolute eigen-values.
Then, we can project the observations (our subjects) onto the two or three directions
that capture most of the variance. On the left plot of Figure 5.5, we can observe a
projection onto the two dimensions with highest variability, capturing 74.8% of the total
variance across all subjects in document 1 of the 10-second reading task. It can be
appreciated that the three subjects with the lowest level of understanding (marked as x)
are located on the left part of the plot, clearly separated from the rest of the subjects. On
the right plot of Figure 5.5, subjects were projected on the three directions that capture
most of the variability for the same document, capturing 85.6% of the total variance.
5.1.5 Linear Separability
In order to reveal the differences in reading patterns, we will test for linear separability
of subjects in a low dimensional space resulting from a principal component projection
73
Figure 5.5: Principal Component Analysis on the covariance matrix of the subjects
reading document 1 during the 10-second reading task. Subjects with low level of un-
derstanding are marked as x, and subjects with a high understanding are marked as o.
On the left plot, a projection onto two dimensions capture 74.8% of the variance; on the
right plot, a projection onto three dimensions capture 85.6%.
of the subjects. Despite of the apparently reduced number of subjects participating in
the experimentation, linear separability of a number of subjects (i.e. 8 or 9) in a space of
much smaller dimensionality (i.e. 2 or 3) is not likely to happen by pure chance.
The quantification of the linear separability can be found in Table 5.1. Subjects (ob-
servations o) were projected onto two and three dimensions using their two and three di-
rections of highest variability respectively, following the PCA dimensionality reduction
method. For every projection and every document, two partition rules were considered
to select the subset of subjects for which linear separability have to be tested. Then, a
decision line (in two dimensions) or a plane (in three dimensions) was obtained such that
maximizes the number of subjects from the subset of interest that are correctly separated
from the rest of the subjects, without allowing subjects that do not belong to the subset
of interest to be miss-classified. Every cell in Table 5.1 shows a fraction X/Y , where X
denotes the number of subjects from the subset of interest (i.e. subjects with the lowest
or the highest level of understanding) that were correctly separated from the rest of the
subjects by using the best possible linear separation, and Y denotes the total number of
subjects in the subset of interest.
In an instance of a positive example from Table 5.1, there were 8 subjects reading
document 1 in 10-second reading task and those subjects were projected onto two di-
mensions. Using partition rule 1, the 3 subjects with the lowest level of understanding
were selected, and all of them were correctly linearly separated. A negative example
can be found at the 2-dimensional projection of the 9 subjects reading document 3 of
the skimming task, where partition rule 1 is used to select the subset of subjects with the
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Partition rule 1 Partition rule 2
Reading strategy Document 2 Dim. 3 Dim. 2 Dim. 3 Dim. Num. subjects
doc. 1 3/3 3/3 2/2 2/2 8
10-second reading doc. 2 1/1 1/1 0/1 0/1 9
doc. 3 0/2 2/2 5/7 6/7 9
Skimming doc. 4 1/1 1/1 8/8 8/8 9
doc. 5 1/4 2/4 1/1 1/1 9
Precise reading doc. 6 1/1 1/1 1/1 1/1 9
Table 5.1: Quantification of the separability for subjects reading two documents follow-
ing 10-second, skimming and precise reading tasks. Subjects have been projected in two
and three dimensions (Dim.), and linear separability have been tested for two different
partition rules. At every cell,X/Y denotes that Y subjects were selected by the partition
rule to test their linear separability, andX of them were successfully separated from the
rest of the subjects.
lowest level of understanding. From Table 5.1, it can be read that not a single subject
with a low level of understanding can be linearly separated from the rest, thus not being
distinguishable from the other subjects by using the patterns on reading behavior that are
described in this preliminary investigation. An illustration of these two examples can be
found in Figure 5.6.
It can be observed that the subjects with a level of understanding below one third
of the highest level of understanding can be linearly separated from the rest of the sub-
jects in all documents of the 10-second and skimming reading strategies. This linear
separation was feasible in two and three dimensions respectively2 . At the precise read-
ing strategy, only some subjects with the lowest level of understanding were found to
be linearly separable from the rest of the subjects, indicating that the distribution of the
attention over linguistic features only contains limited information about reading perfor-
mance and that the eye movements might be influenced by factors of different nature,
which is consistent with [78].
Table 5.1 also contains a quantification of how well subjects with a high level of
understanding could be linearly differentiated from the rest of the subjects (columns
corresponding to partition rule 2). Although it can be appreciated that results are not
consistent across all reading tasks, there is a positive trend of linear separability. In
document 1 of the 10-second reading task, two subjects were selected by the partition
rule 2, and both of them were successfully linearly separated from the rest of the subjects
in 2 dimensions. In document 2, however, the partition rule only selected one subject
with the highest level of understanding, but neither projections in 2 nor 3 dimensions
2Note that if a subset is linearly separable in n dimensions, then it is also linearly separable in n+ 1 or
more dimensions.
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Figure 5.6: On the left, a positive example of linear separability in a projection on
two dimensions of the subjects reading document 1 in the 10-second reading task. On
the right, a negative example of a projection on two dimensions of the subjects reading
document 3 of the skimming task, where subjects with low level of understanding (x)
cannot be linearly differentiated from the rest of the subjects (o), using the patterns in
reading behavior described in this preliminary investigation.
allowed for linear separability. In document 3 of the skimming task, 7 subjects (out of
9) were selected as having the highest level of understanding, and 5 and 6 of them were
successfully linearly separated in 2 and 3 dimensions respectively. In document 4 of the
same task, the partition rule 2 selected 8 subjects, and all of them were linearly separated
from the remaining subject. Finally, in both documents of the precise reading task, only
1 subject in every document was selected as having the highest level of understanding,
and the subject was positively linearly separated from the rest of the subjects in 2 and 3
dimensions.
5.2 Recognition of Reader’s Attributes
In our preliminary investigation, we obtained some evidence that reading behavior may
contain characteristic patterns that reflect the reader’s level of understanding. In this
section, our objective is to quantify how discriminative eye movements are to recognize
level of understanding and language skill in a larger population. Thus, we can state our
hypotheses as follows.
Hypothesis 2. A combination of eye movement features and document characteristics
contain patterns that discriminate readers with low and high level of un-
derstanding.
Hypothesis 3. A combination of eye movement features and document characteristics are
predictive of language skill.
In this section, we propose a formal and general framework to build recognizers
(predictors) of personal and task attributes given measurements of reading behavior via
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eye movements and document characteristics. We proceed to describe the latent personal
and task attributes that we aim to recognize, and motivate the features that were used as
our predictors. Then, we describe our recognition systems and the method to select
the most relevant features. We also provide a detailed study of the most discriminative
features to recognize target attributes.
5.2.1 Personal and Task Latent Attributes
We work under the assumption that personal and task attributes are reflected in reading
behavior. We define personal and task latent attributes as those attributes of the user
or the task that cannot be directly observed by our system. In this work, our personal
attributes are a subjective and objective measurement of English language skill:
English: Self-reported language ability in English: beginner, intermediate or advanced.
ToE: English language ability as measured by a normalized score in either the Test
of English for International Communication (TOEIC) or Test of English as a Foreign
Language (TOEFL), scaled to mean = 0 and standard deviation = 1.
Task latent attributes that we aim to recognize depend on the reader and the document
to be read:
Understanding: A quantification of document understanding using an exhaustive ques-
tionnaire after reading every document, scaled to mean = 0 and standard deviation = 1.
Binarized understanding: Reading sessions where subjects’ understandings are below
the first quartile or above the third quartile are labeled as “low” or “high” understanding,
respectively.
Although they are out of the scope of our hypotheses statements, we will also attempt
to recognize other personal and task attributes, such as the age and gender of the subject.
Other attributes were:
Latin: Whether the native language of the reader is based on the latin alphabet.
Education: Level of education of the reader: bachelor, master, PhD, postdoctoral or
superior.
Topic familiarity: Self-reported knowledge on document topics: low, intermediate or
high.
Expertise: Whether the subject previously read a document on the same topic.
5.2.2 Feature Extraction
We divide our features into two groups. The first group contains features that are com-
puted solely from gaze data, such as sequence of fixations, saccades or changes in pupil
diameters. The second group consists of features that combine gaze data and linguistic
information, such as the proportion of fixation time on prepositions or long words.
Our gaze features are related to fixations, saccades and pupil dilations. Fixations
are short periods of time (between 200 and 300 milliseconds), where eyes gaze to a
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still location and are typically associated with lexical decoding. Saccades are rapid eye
movements used to change the fixation location. Although lexical processes may also
occur during saccadic eye movements [56, 110], saccade length may also be an effective
signal to recognize skilled readers in syntactic integration. Pupil dilation has proved to
reflect cognitive effort in certain tasks [91]. However, pupil response may have some
delays and obey to other conditions other than textual content, such as luminosity or
contrast in different screen locations, but they are included in this study due to their
potential discrimination power. We collected several statistics of this features.
Number of fixations: Skilled readers have an increased ability of identifying words in
the parafoveal region of the gaze point. Thus, the number of fixations per 100 words
may reflect reading skill or education level.
Reading time: Total reading time per 100 words is a rough measure of information
processing speed. A long reading time may reflect difficulties in understanding or a
careful interpretation of the content which may lead to greater comprehension. Although
it may not be a good predictor of how well a subject understands a document, it may
reflect how familiar the subject is to the topic.
Average fixation time and standard deviation of fixation time: Cognitive effort in
early stages of reading such as lexical decoding might be reflected by larger fixation
times. Since fixation time has a large variability during a reading session, we compute
the average and the standard deviation to obtain some information about the distribution.
Maximum fixation time: Some mental processes might be blocking and not allow the
reader to proceed until they are resolved. We extract the maximum fixation time from
every reading session to account for these potentially blocking situations.
Fixation mean velocity and fixation mean acceleration: Confident readers may pro-
duce longer saccades to advance faster along the text. We compute the mean of the first
and second derivatives of fixation locations with respect to x and y coordinates, obtain-
ing the fixation mean velocity and acceleration in x and y coordinates (four features).
Saccade median length: There are different types of saccadic eye movements. Forward
saccades are the most common type in sequential reading, regressions are backward
saccades to previously read content, while return sweeps are used to proceed to the
beginning of the next line. The length of saccades may give a sense of reader skill in
navigating through documents, but the average of saccade length is dominated by few
long return sweeps. For this reason, we compute the median length of saccades with the
intention of excluding return sweeps from this feature.
Number of regressions: There are multiple possible causes of regressions in natural
reading, such as resolving coreferences or semantic contradictions. The number of re-
gressions per 100words may reflect hesitations in integrating new information or reading
difficulties.
Pupil max-min diff: To quantify cognitive effort, we measure the difference between
the maximum and minimum diameter of the pupil during the reading of a document.
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Pupil standard deviation: Variations in pupil response to visual stimuli may reveal
genuine intention of understanding the text. We compute the standard deviation of pupil
dilations.
Pupil mean velocity and pupil mean acceleration: The velocity and acceleration of
changes in the pupil diameter may also reflect the intensity of cognitive effort. We
compute these two features as the first and second derivative of the pupil diameter from
the sequence of fixations.
Similar values of gaze features in different text locations may reveal different per-
sonal or task attributes. For example, fixating 200 milliseconds on a verb might be the
typical reading behavior of a native reader, but fixating 200 milliseconds on a prepo-
sition may reveal language difficulties. There are multiple gaze features that could be
measured on different text locations, such as fixation time, number of regressions or
pupil dilation. However, gaze features related to regressions or pupil dilations on text
locations are difficult to interpret. In the case of regressions, they may occur several
words or sentences after their actual cause, when the reader does not expect to recover
from processing errors anymore. In the case of pupil dilations, they might be caused
by changes in brightness in different physical locations. For this reason, our only gaze
feature on text locations will be the duration of fixations.
As we did in Chapter 4.2.5, we use Equation 4.14 to compute the total amount of
fixation time Ti induced by every linguistic feature li. For completeness, we reproduce
it here again:
Ti =
∑
j tj · li,j
(
∑
j tj) · (
∑
j li,j)
(5.2)
Thus, Ti will account for the proportion of the total amount of fixation time that
every linguistic feature li attracts from the reader, and they will be used as predictive
signals to recognize personal and task latent attributes. The list of linguistic features can
be found in Table 4.5. An example of proportions of fixation times on linguistic feature
“lexical chains” can be found in Figure 5.7.
5.2.3 Latent Attribute Recognition
We can formulate the problem of recognizing personal and task latent attributes as a
pattern recognition problem where, given measurements of reading behavior, our objec-
tive is to predict the value of the target attributes. Some latent attributes such as “ToE”
scores or the quantification of “understanding” are real numbers, and we will perform
the recognition in the form of a regression. Other latent attributes such as self-reported
English skill (three levels) or “binarized understanding” take values within a limited set
of classes. In this case, the recognition will take the form of a classification problem.
Formally, let x1, . . . , xp be the feature measurements of reading behavior described
above, and let y1, . . . , yq be the values of personal and task latent attributes of a subject
reading a certain document. The objective is to construct mechanisms gi that are capable
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Figure 5.7: Fixation times (red) on a quantification of active lexical chains (green) of a
single reader. Larger fixation times are displayed as intense red points. Density of active
lexical chains at every token (rectangular shapes) is proportional to intensity of green
color. Fixation and text overlaps in yellow.
of predicting attributes yi:
yˆi = gi(x1, . . . , xp) (5.3)
We will measure the degree of success in recognizing latent attributes by quantifying
the errors of every prediction mechanism i:
errori = difference(yi, yˆi) (5.4)
where the difference between the predicted attribute value yˆi and the actual attribute
value yi is the arithmetic difference between their numerical values in a regression task,
or a 0− 1 error if their classes differ in a classification task.
We use two models to build recognition mechanisms of latent attributes, namely
Support Vector Machines (SVM) [26, 38] and Random Forests [16]. Both models are
capable of performing classification and regression, but they are based in substantially
different ideas.
Support Vector Machines build a hyper-tube for regression or a separating hyper-
plane for classification and apply non-linear transformations to input feature values. Pa-
rameters for regression and classification are estimated with the objective of reducing the
error on the training set. When estimating the regression or classification parameters, a
certain degree C of mispredicted training observations might be allowed, which controls
overfitting and increases performance on unseen data. Another aspect of Support Vector
Machines that has to be decided is the non-linear transformation function of the input
feature values. The parameter C an the non-linear transformation function are usually
application-dependent.
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Random Forests are built by growing a multitude of classification or regression de-
cision trees with a controlled variance. Variability in the trees is introduced by two
techniques that complement each other. The first one consists in growing each tree with
a different random subsample of the training set. The second technique consists in using
a different number of m randomly selected features to split decision nodes at each tree.
Predictions of Random Forests are computed as the mode or average in classification or
regression, respectively. The error rate in Random Forests depends on the correlation
between trees and the predictive strength of individual trees. Both factors are controlled
bym, which can be estimated well from a disjoint set of training samples at each tree.
We used the permutation test technique of Random Forests to estimate the impor-
tance of each feature j to recognize each attribute yi. For every tree, we randomly
exclude about 1/3 of the training data into a separate subset called out-of-bag samples,
and we grow the tree with the remaining 2/3 of the data. For every tree, we compute
classification or regression for the out-of-bag samples. Then, we randomly permute the
value of feature j for these samples, and compute the new decision at every tree. Im-
portance of feature j can be computed as the difference between the number of correct
votes for the original out-of-bag sample and the number of correct votes for the out-of-
bag sample with perturbed feature j, normalized by the number of trees. The feature set
in our decision functions gi will consist of features with positive importance.
5.2.4 Data Collection
For this experimentation, we used the gaze data described in Chapter 4.2.6. Although
eye-tracking errors and text-gaze misalignments may influence negatively on the recog-
nition accuracy, in this chapter we decided to include all data in our experiments since
errors are a common factor in naturalistic applications of eye-tracking.
All readers self-reported on their own English language skill. Thus, our data set for
this personal attribute consisted in 234 observations. We had 22 readers reporting on
their TOEFL or TOEIC scores, and thus we had 132 reading sessions annotated with
a normalized score of English language skill. For the recognition of quantified under-
standing score, all readers were tested with questionnaires after reading each text. Thus,
all 234 reading sessions were used as data points for this attribute. The binarized ver-
sion of understanding (“understanding bin”) consisted in the first and fourth quartile of
quantified understanding scores, corresponding to 127 reading sessions from 38 different
readers.
To compute proportions of fixation times on linguistic features, we extracted features
from Table 4.5. These features were described in detail in Chapter 4.2.7. Documents had
different text lengths and linguistic characteristics. For that purpose, we normalized our
measurements, first by document and then across all reading sessions. Thus, all feature
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Figure 5.8: Average error in recognizing latent attributes using SVMs, Random Forests
and Baseline. Statistically significant error reductions are labeled with their p-values
computed using Wilcoxon paired t-test. Our systems had a considerable success when
recognizing the binary classification of understanding level (understanding bin), and
mild but significant error reduction in recognizing English language skill as measured
by a test of English (ToE).
values of pure gaze and fixation proportions on linguistic features were centered and
scaled, to have mean = 0 and standard deviation = 1.
There was no uniform distribution across classes or real-valued attributes. Thus, a
baseline that outputs a random value is weak. Instead, our baseline system uses the prior
on the data for the target attribute, that is, the mode for classification or the average for
regression tasks. SVMs used an RBF kernel and the parameter C was estimated from
the training data. Random Forests were estimated using 500 trees.
5.2.5 Results
Figure 5.8 compares the performance of the systems to our baseline in a leaving-one-
person-out cross-validation. That is, at every iteration, the reading session of one subject
is selected as a test sample and all remaining reading sessions are used as a training set.
To avoid overfitting and other biases, all other reading sessions of the test subject are
removed from the training data.
SVMs and Random Forests recognized English language skill (ToE) with a statis-
tically significant lower error than the non-informed baseline. However, neither SVMs
nor Random Forests found patterns in reading behavior that are discriminative of self-
reported English skill. To our surprise, the correlation between self-reported English
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No. ToE understanding bin
1 reading time fixation average
2 saccade median length saccade median length
3 fixation mean acceleration x fixation mean acceleration x
4 fixation std discourse connectors
5 fixation mean velocity y fixation std
6 fixation average fixation mean velocity x
7 num regressions num fixations
8 pupil mean velocity reading time
9 fixation mean acceleration y pupil mean acceleration
10 num fixations num regressions
Table 5.2: Top 10most discriminative features to recognize English language skill (ToE)
and level of understanding (understanding bin), sorted in descending order of discrimi-
native power. Pure gaze features are in general more discriminative than proportions of
fixation time on linguistic features, maybe due to text-gaze misalignments.
skill and the normalized ToE score is −0.39, which shows considerable differences in
our subject’s perceptions of their own English language ability. In the regression task
of recognizing the normalized text understanding score, our algorithms did not capture
any meaningful pattern that helps to predict this task attribute. In the binary classifica-
tion task of recognizing text understanding level, the systems obtained considerable error
reductions when discriminating between readers with high and low levels of understand-
ing. This suggests that this is a substantially easier task than its regression counterpart.
Finally, SVMs and Random Forests did not succeed in finding discriminative patterns of
other personal or task attributes, such as age, gender, or topic familiarity.
5.2.6 Variable Importance
Table 5.2 displays the top 10 most discriminative features for attributes that we suc-
ceeded to recognize. In general, pure gaze features proved to be more discriminative
than fixation time on quantifications of linguistic features. In the task of recognizing
English language skill (ToE), reading time proved to be a very discriminant feature in
our laboratory conditions, since subjects were probably well motivated to complete the
reading task. However, these conditions may not hold when users can be driven by
different reading objectives. Other very discriminative features were “saccade median
length” and “fixation mean acceleration x”, which are two similar features that mea-
sure the distance between two or three consecutive fixations. The fourth and sixth most
discriminative features in recognizing ToE were “fixation std” and “fixation average”,
which relate to the duration of fixations during the reading session and that have been
reported to correlate with speed in lexical processing [96].
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No. Feature low vs. high p-value
1 fixation average > 2 · 10−4
2 saccade median length < 3 · 10−6
3 fixation mean acceleration x < 3 · 10−4
4 discourse connectors > 6 · 10−4
5 fixation std > 2 · 10−5
6 fixation mean velocity x < 2 · 10−4
7 num fixations > 0.06
8 reading time > 4 · 10−3
9 pupil mean acceleration > 0.17
10 num regressions < 0.44
Table 5.3: Characterization of readers with a low and high level of understanding. Col-
umn “low vs. high” indicates whether each feature has a larger value (>) for readers
with a low level of understanding or vice versa (<). P-values are computed using the
Wilcoxon t-test.
In the binary classification task of recognizing the level of understanding, the most
discriminative features were “fixation average”, “saccade median length” and “fixation
mean acceleration x”, which relate to fixation durations and the distance between con-
secutive fixations. A discriminative feature of different nature was the proportion of
fixation time on “discourse connectors”, whose importance in text comprehension was
already suggested in [85]. The ninth most discriminative feature is related to pupil dila-
tions, which was found to correlate with cognitive effort in memory tasks [91].
5.2.7 Characterization of Readers
Studies on variable importance help us to discover what discriminative features play an
important role in the recognition of reader’s latent attributes. However, such studies fail
at giving us information on the actual relationship between each feature and the latent
attribute of interest. We computed the Wilcoxon t-test of differences in feature values
between readers with a low and high level of understanding. Results can be observed in
Table 5.3.
Readers that displayed lower level of understanding were characterized by having
significantly larger average fixation durations and larger variance on this duration, but
smaller saccade median length and fixation mean acceleration on the x-coordinates.
They also fixated longer discourse connectors and had longer overall reading times than
subjects with higher level of understanding. Although the variable importance method
based on Random Forests ranked “pupil mean acceleration” and “num regressions” as
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important features, there were no statistically significant value differences of those fea-
tures for different levels of understanding.
5.3 Recognition of Translator’s Attributes
In the previous section, we showed that measurements of reading behavior in the form of
eye movements contain patterns that reveal level of understanding and language skill. In
those experiments, the task was to read a text in order to maximize the understanding, as
measured by questionnaires. However, other tasks may require different types of reading
behavior. In this section, we analyze reading behavior of professional human translators.
There is a need of producing high quality translations from a source language to a
target language. Although machine translation has shown significant improvements over
the past years, human translators are essential to meet the quality standards from industry
and governmental agencies. Human translators engage in multiple activities during the
production of a translation, and translation process research investigates the patterns of
these activities to gain greater understanding of the task and optimize the process.
Computer aided translation systems were designed to ease the work of translators,
by providing them with tools to increase their productivity, such as bilingual phrase sug-
gestions, spell-checkers or on-line dictionaries. These systems could, at the same time,
record events from their users, which mainly consisted of keystrokes and clicks over
time. Studies on translator behavior were thus limited to the observations recorded by
these systems. However, some translation activities such as reading the source text for
understanding, or checking the fluency of the target text could not be observed previ-
ously, as there was no explicit action from the user to record.
With the introduction of eye-tracking technology, we were able to capture temporal
sequences of gaze samples, which became new events of translator behavior, together
with insertions and deletions of characters. In translation process research, descriptive
analysis of this new sequence of user events became labor intensive for their large quan-
tity and small granularity. Translator events such as fixations and keystrokes might be
part of very different activities depending on their nature and context. In the case of
fixation events, continued fixations on the source language text may correspond to a pre-
liminary effort to understand the source text before its translation takes place, whereas
alternating fixations between the source and the target text may indicate that the transla-
tor is assessing the quality of the produced translation. A common strategy is to classify
sequences of events into activities, and study the translation process in terms of those
activities. However, such classification is performed manually and may vary across
translation researchers.
Our objective in this section is to enable quantitative analysis of translator behavior
that reveals characteristics of the user or the task. Our hypothesis can be stated as:
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Figure 5.9: Schema of our strategy to classify user events into translator activities and
model behavior using N-grams of activities. A sequence of fixations f i, insertions ij and
deletions dk are classified into activities {A,B,C}, which are used to model translator
behavior.
Hypothesis 4. Sequences of events automatically classified into translation activities con-
tain statistical patterns that predict and characterize translator expertise.
Observations of translator behavior consist of a temporal sequence of events such
as character insertions, deletions or fixations in different text areas of interest. To gain
capabilities to recognize translator expertise, we propose the following four steps:
1. Extract features from fixation and keystroke events.
2. Classify events into translation activities, using heuristic, supervised or unsuper-
vised techniques.
3. Represent sequences of activities using N-grams.
4. Use N-grams as features to build a function that predicts translator expertise.
Figure 5.9 displays our pipeline for translator modeling. We proceed to describe our fea-
ture extraction, the automatic classification of user events into translator activities, and a
strategy to model user behavior using N-grams of translator activities. The objective of
our user modeling is to recognize translator expertise, using N-grams to build functions
for such recognition.
5.3.1 Feature extraction
We perform the classification of user events into activities by assigning every event into
an activity, given the features of every event and its context. Examples of features as-
sociated with the event are: whether the keystroke is a character deletion or insertion,
the cursor position of the edition, or whether the translator is looking at the source or
target text. These features might be useful to distinguish whether the user is typing a
new translation or revising a previous version, reading the source text for understanding
or reviewing the target text that is being composed to detect typos. Features related to
the context of every event include features of their history or future events3. Examples of
contextual features are the number of times the user alternates fixations between source
and target texts, or the number of insertions and deletions in the previous 10 events.
These contextual features may reveal translator activities such as checking the adequacy
3Classification is not performed in real time. Thus, we have information of future events at any time.
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of the composed translation by comparing the meaning of the source and target texts, or
correcting typos (sequence of insertions followed by a sequence of deletions), respec-
tively. The description of the full set of features that we extract for every event can be
found in Table 5.4, indicating to what type of event it corresponds to (time, fixation or
keystroke), and whether it is a binary feature or not.
5.3.2 Automatic Event Classification
We used three types of methods to classify fixation and keystroke events into translator
activities. The first type of methods are rule-based (heuristics), where we use expert
knowledge on translation process research to design rules that automatically classify
translator events into different numbers of translator activities. In the second type, we
manually classify a limited number of translator events into three activity types. Then,
we provide those manually classified events to a supervised machine learning algorithm
and expect it to learn how to classify unseen events. In the third type, we only decide
on the number of translator activities, and we expect the unsupervised machine learning
technique (clustering) to find regularities among events and group them into different
translator activities.
Heuristics
During the translation of a text in a source language to a text in a target language, human
translators engage in multiple types of activities. Given a minimum activity length of
one second, our first heuristic (heuristic(3)) classifies every event according to three
basic types of translation activities, namely:
1. Reading the text in the source language.
2. Typing the text of the target language.
3. Reading the translated text.
However, fixation events might be concurrent to typing events, since fixations have
a certain duration but keystrokes can be considered instantaneous events. Moreover,
within a certain time span (1.5 seconds), these three types of activities can be combined.
In our second heuristic (heuristic(8)), we consider eight types of activities, namely:
1. Source text reading.
2. Target text reading.
3. Source and target text reading.
4. Target text typing.
5. Target text typing and source text reading.
6. Target text typing and target text reading.
7. Target text typing, source text reading and target text reading.
8. Translator idle.
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Figure 5.10: K-means clustering of a pool of events from all translation sessions. Events
are partitioned into clusters according to similarity of their nature and context, and then
mapped back to a sequence of events using their cluster ID as a latent activity label.
Heuristics assign activity labels to events using deterministic rules. In this work, we
also explore the usefulness of non-deterministic methods. The first method performs
supervised training using Random Forests [16], and the second method performs an
unsupervised classification using clustering techniques.
Supervised Event Classification using Random Forests
Supervised techniques estimate the parameters of prediction functions using labeled
training data. In our task, labeled training data is a set of events from which we ex-
tract their features and pair them with manually annotated activity types (source text
reading, target text typing and target text reading).
Similarly as we did in Section 5.2.3, we use Random Forests to build our predic-
tion functions from a set of annotated events with the labels of activities to which they
correspond. Then, we use these functions to assign activity types to every event in un-
annotated translation sessions. We also used a technique based on Random Forests to
estimate the importance of each feature j from Table 5.4 in the automatic event classifi-
cation task. Our feature set to estimate the parameters of our classification function will
consist then of features with positive importance.
Unsupervised Event Classification using Clustering
Supervised techniques to build prediction functions require labeled observations. Our
objective is to classify each user event as belonging to a translation activity. However,
there is not a clear agreement on the definition and type of activities that human transla-
tors get engaged in. Moreover, we do not know the specificity of those activities, which
affect the number of activity types that we should consider to recognize translator exper-
tise. One solution could be to systematically decide on the number of possible activities
that a translator could engage in and their definition, classify events into those activities
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Feature name Description Type Binary
time Timestamp of the event. Time No
fixation location If the event is a fixation, whether the fixation was on the source or target text. Fixation No
fixation duration Duration of the fixation. Fixation No
position of fixated character Cursor position during the fixation. Fixation No
position of modified character Cursor position of a keystroke. Keystroke No
X fixation X coordinates of the fixation. Fixation No
Y fixation Y coordinates of the fixation. Fixation No
X modification X coordinates of character that is modified. Keystroke No
Y modification Y coordinates of character that is modified. Keystroke No
S. id fix Identifier of the word from the source text that is being fixated. Fixation No
S. id mod Identifier of the word from the source text that corresponds to the modified word. Keystroke No
T. id fix Identifier of the word from the target text that is being fixated. Fixation No
T. id mod Identifier of the word from the target text that corresponds to the modified word. Keystroke No
ins/del If the event is a keystroke, whether it is a character deletion or insertion. Keystroke No
switch Number of fixations alternating between the source and target text, in last 10 events. Fixation No
history(ins) Number of insertion events in the last 10 events. Keystroke No
history(del) Number of deletion events in the last 10 events. Keystroke No
future(ins) Number of insertion events in the next 10 events. Keystroke No
future(deletion) Number of deletion events in the next 10 events. Keystroke No
history(source text frequency) Number of times the source text was fixated, in the last 10 events. Fixation No
history(target text frequency) Number of times the target text was fixated, in the last 10 events. Fixation No
future(source text frequency) Number of times the source text is fixated, in the next 10 events. Fixation No
future(target text frequency) Number of times the target text is fixated, in the next 10 events. Fixation No
time history(ins) Number of insertion events in the last 5 seconds. Keystroke No
time history(del) Number of deletion events in the last 5 seconds. Keystroke No
time history(source text) Number of fixations on source text, in the last 5 seconds. Fixation No
time history(target text) Number of fixations on target text, in the last 5 seconds. Fixation No
time history(switch) Number of fixations alternating between the source and target text, in last 5 seconds. Fixation No
revision Whether current modification happens on a previously completed text segment. Keystroke Yes
source checking Whether current fixation happens on a word (in source text) that was previously fixated. Fixation Yes
revision checking Whether current fixation happens on a word (in target text) that was previously fixated. Fixation Yes
Table 5.4: Description of the features extracted from every event of the translation session. These features were used as signals of our supervised and unsupervised
methods for automatic classification into translator activities.
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Figure 5.11: Computation of uni-gram, bi-gram and some tri-gram proportions given a
sequence of events labeled according to their activity {A,B,C}. These proportions will
be used in our first strategy as predictors of translator expertise, since we believe they
contain characteristic patterns.
and test whether such activities are useful to our objective. However, there is a combi-
natorial number of those decisions and it is not practical to test even a small number of
them.
When there is not such a clear definition on the type and number of classification
labels, it becomes difficult to obtain labeled data to use supervised techniques. In this
case, unsupervised techniques can attempt to find regularities in the events to discover
latent activities, without having a priori information on how those activities should look
like. In this scenario, clustering techniques may help us to discover groups of events
that are similar to each other in terms of the features of the events themselves and their
context (previous and posterior fixations or keystrokes).
In this work we use k-means clustering, which is an unsupervised technique that,
given a k number of clusters, it partitions observations (events) into k different groups
according to event similarities in terms of their features. First, we extract the features
described in Table 5.4 from all events in the translation sessions. Then, all events from all
translation sessions are pooled and a k-means clustering partitions events into the desired
number of clusters. All events within the same cluster are labeled using their cluster
identity (ID) and then mapped back to their sequence of events in their corresponding
translation session. This process results in a classification of events into a sequence
of cluster IDs, where each cluster ID represents a latent activity. A diagram with our
clustering technique to classify events into a sequence of latent activities can be found
in Figure 5.10. As it can be observed, the choice of the number of clusters is a crucial
decision for the event classification. Larger number of clusters cause events in each
activity (cluster) to be very consistent with each other, but smaller number of clusters
are often easier to interpret. Our choice in the number of clusters will be driven by data
in the experiment section.
5.3.3 Recognition of Translator Expertise
Capabilities to automatically classify translation session events into translator activities
allow us to perform quantitative analysis of the translation process. Given observations
of translator behavior, one type of quantitative analysis is the statistical characterization
and recognition of individual translator attributes. In this work, we limit ourselves to the
recognition of translator expertise, as given by whether the translator is a certified trans-
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lator, his/her years of training and years of experience in translation. These attributes
measure different aspects of translator expertise, and we will use them separately to test
our models.
For the task of recognizing translator expertise, our observations consist of a se-
quence of activities that may contain imprecisions in the boundaries and identities of
the activities. In this strategy, we extract a fixed size feature vector that consists in the
proportion of uni-grams, bi-grams and tri-grams of event labels obtained from the au-
tomatic classification described above. We use tri-grams as the highest order N-gram
because the number of possible activity combinations is combinatorial with the number
of activities. Figure 5.11 shows an example of feature extraction for this strategy.
We believe that a user attribute such as translator expertise influences the behavior of
translators while performing their task, and that the extracted sequence of activities con-
tain characteristic patterns of N-gram proportions that reveal such user attribute. These
N-gram proportions will be paired with a label that represents translator expertise, such
as whether the user is a certified translator or not (binary classification), his/her years of
training (regression) and years of experience (regression). Then, Random Forests will
be used again to estimate predictive functions that are capable of recognizing expertise
given N-gram proportions of activities.
5.3.4 Experimental Conditions
In our experiments, we use events extracted from recorded translation sessions in TPR
Database4 [20]. User events (fixations and keystrokes) in TPR Database were recorded
using Translog-II [21], and contains about 800 translation sessions from more than 180
translators5 , from which 70% were females. Different research groups contributed to
TPRDatabase with translation sessions across 8 languages, using Tobii T60, 1750, T120,
TX300 and EyeLink 1000. To estimate the Random Forest event classifier model, we
manually classified events from 6 translation sessions into 3 types of translation activ-
ities. There were around 15, 000 events from these translations sessions, from which
8, 200 were fixation events, 5, 700 were character insertions, and 1, 000 were character
deletions. Translation sessions are accompanied with translator’s meta-data that includes
information such as gender of the translator, native languages or typing skills. We fil-
tered out sessions from translators whose attributes related to translation expertise are
not recorded in the database. There are three attributes present in TPR Database related
to translation expertise. The first attribute specifies whether or not the translator has re-
ceived formal authorization to work as professional translator (Certified Translator). The
second attribute indicates the number of years that the translator has received training on
translation (Years of Training), and the third attribute indicates the number of years that
the translator has been working as a professional translator (Years of Experience).
4Publicly available at http://bridge.cbs.dk/platform/?q=node/18
5Statistics collected in TPR-DBv1.2
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Specifically, there were 204 sessions that had information about whether the transla-
tor was certified or not, where 99 sessions were produced by 47 non certified translators,
and 105 sessions were produced by 47 certified translators. There were 277 sessions
with information about the years of experience of their translators, varying between 0
and 33 years (mean = 5.8, std = 7.8). Finally, there were 90 sessions with information
about the years of training, varying between 0 and 6 years (mean = 3.2, std = 2.0).
We used Random Forests as provided in [72] that were trained by growing 500 trees.
K-means clustering was used as provided in [75], which is an R library that implements
several clustering techniques.
In our experiments, the baseline is the prior on the training data. That is, for the
binary classification task (recognition of Certified Translator), the output of the baseline
system is the most common class in the training data. For the regression task (recog-
nition of Years of Training and Years of Experience), the baseline is the average years
in the training data. We compare systems in terms of average error. In the recogni-
tion of certified translators, we count an error if the system does not correctly recognize
whether the translation session was produced by a certified translator or not, whereas
in the recognition of years of training and years of experience, the error is measured
as the absolute difference between the predicted years and the true years of training or
experience. When predicting translator expertise given the observation of a translation
session, all translation sessions of the same translator were removed from the training
data to prevent biased and overfitted results.
5.3.5 Results
Table 5.5 shows results of expertise recognition using uni-grams, bi-grams and tri-grams
of translator activities as features. Events in translation sessions were classified into three
and eight activity types using two different heuristics (Heuristic (3) and Heuristic (8)).
Random Forests (RFs) were used to classify events into three types of activities, and
k-means clustering was used to classify into three to nine types of activities (clusters).
As it can be observed, there is a large and significant (p-values < 0.01) error reduction
in the recognition of certified translators, when fixation and keystroke events are classi-
fied using the methods described above. Similarly, our systems obtained moderate and
significant (p-values < 0.01) error reductions in the recognition of Years of Experience.
However, our methods did not obtain significant error reductions in the recognition of
Years of Training, except when sequences of fixations and keystrokes were classified
using four clusters. This suggests that N-grams of translator activities contain discrim-
inative patterns to recognize aspects of translator expertise, such as Certified Translator
and his/her Years of Experience.
Surprisingly, the lowest recognition error was obtained when classifying fixations
and keystrokes into latent activities using an unsupervised technique. The optimal num-
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ber of latent activities was three for the recognition of Years of Experience (error 4.15
years, compared to baseline error 5.83), and four for the recognition of Certified Trans-
lators (error .19 compared to baseline .49) and Years of Training (error 1.67 years com-
pared to baseline 1.83).
We also tested the effect of excluding information of eye-data in the task of recog-
nizing translator expertise. For that purpose, we removed all fixation events from the
sequence of translation events, and all features related to fixations (see column “Type”
in Table 5.4). In absence of eye-data, translation activities such as reading the source
or target text cannot be observed anymore, and different activity definitions would be
necessary. For that reason, our study will be limited to using the clustering technique
to classify events into a varying number of translation latent activities. Thus, we com-
pare the recognition capabilities of our strategy when classifying translation sessions
events with and without fixation-related information. Table 5.6 displays the results of
such comparison, where bold numbers indicate significant error reductions with p-value
< 0.01.
In the task of recognizing certified translators and Years of Experience, removing
fixation information from the sequence of translation events significantly (p-values <
0.01) diminishes the capability of our method to recognize those translator attributes,
except for the recognition of certified translators with six and nine clusters (p-values
0.051 and 0.023, respectively). There is a mild but non-significant effect in the error
reduction in the task of recognizing Years of Training when no fixation information is
taken into consideration, with respect to using fixation information. However, the error
reduction becomes significant when classifying translation session events to eight and
nine latent activities (p-values 0.0031 and 0.0015 respectively) in the task of recognizing
Years of Training with no fixation information.
5.3.6 Characterization of Translator Expertise
In the previous subsection we have demonstrated that sequences of fixations and keystrokes
classified into translation activities contain discriminative patterns of some aspects of
translator expertise. In this subsection, we characterize novice and expert translators
according to their pattern differences of activity sequences. We illustrate this characteri-
zation for the attribute “Certified Translator” using three methods of event classification:
two heuristics that consider three and eight activity types (as described in Section 5.3.2),
and clustering into four latent activities.
Table 5.7 shows the seven activity patterns that are most characteristic (in terms
of feature importance of Random Forests) to discriminate between certified and non
certified translators for the three classification methods. The difference in occurrence
proportions of those patterns are all statistically significant (p-value < 0.01).
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Certified Years Training Years Experience
Baseline .49 1.83 years 5.83 years
Heuristic (3) .37 ** 1.76 years 5.27 years **
Heuristic (8) .24 ** 1.78 years 4.84 years **
RFs. (3) .26 ** 1.88 years 4.97 years **
Clustering (3) .21 ** 1.69 years * 4.15 years **
Clustering (4) .19 ** 1.67 years ** 4.59 years **
Clustering (5) .21 ** 1.72 years * 4.72 years **
Clustering (6) .22 ** 1.74 years 4.72 years **
Clustering (7) .22 ** 1.68 years * 4.64 years **
Clustering (8) .23 ** 1.81 years 4.81 years **
Clustering (9) .24 ** 1.77 years 4.81 years **
Table 5.5: Error in expertise recognition using N-grams of activities. Activities were
automatically obtained using heuristics, supervised (Random Forests) and unsupervised
(clustering) classification of events. P-values below 0.01 and 0.05 are marked with (**)
and (*) respectively. Translator events were classified into a varying numbers of activity
types (shown in parenthesis).
In the case of the heuristic classification using three types of activities, the first pat-
tern “2, 1, 2” consists in typing text of the target language, followed by reading text
of the source language, and then typing again text of the target language. This is a typi-
cal activity of the translation drafting phase, and this specific sequence occurs in higher
proportions in certified translators than in non certified translators.
In the case of the heuristic classification using eight types of activities, the first pat-
tern “5, 5, 5” consists in a sequence of the activity “target text typing and source text
reading”, which occurs in higher proportions for certified translators than for non certi-
fied translators. This is a concurrent combination of two basic activities, namely “target
text typing” and “source text reading”, which is consistent with the pattern found using
heuristic (3). The second pattern in heuristic (8) is “4, 4, 8”, which corresponds to
“target text typing”, “target text typing” and “translator idle”. It should be noted that
“translator idle” does not necessarily mean that the translator was not doing anything,
but simply that there are no events recorded for a certain period of time, possibly when
the translator was checking external resources or thinking of a translation while looking
away to the computer monitor.
Characterizing certified translators using latent activities obtained using a clustering
technique is not straightforward, since there is not a clear definition on what a translation
activity is. In order to identify translation activities given cluster IDs, we analyze the
cluster representatives (cluster centers). The first pattern of the clustering technique is
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Certified Years Training Years Experience
Fix No Fix No Fix No
Baseline .49 1.8 years 5.8 years
Clustering (3) .21 .48 1.7 yrs 1.6 yrs 4.1 yrs 5.9 yrs
Clustering (4) .19 .43 1.7 yrs 1.6 yrs 4.6 yrs 5.6 yrs
Clustering (5) .21 .31 1.7 yrs 1.6 yrs 4.7 yrs 5.5 yrs
Clustering (6) .22 .27 1.7 yrs 1.6 yrs 4.7 yrs 5.4 yrs
Clustering (7) .22 .31 1.7 yrs 1.5 yrs 4.6 yrs 5.3 yrs
Clustering (8) .23 .30 1.8 yrs 1.6 yrs 4.8 yrs 5.5 yrs
Clustering (9) .24 .30 1.8 yrs 1.6 yrs 4.8 yrs 5.4 yrs
Table 5.6: Comparison of error in recognizing translator expertise when using eye-data
(Fix) and when excluding it (No). Translation events were classified using a clustering
technique with a varying number of latent activity types (number in parenthesis). Bold
numbers denote significant error reductions (p-value < 0.01).
“4, 3”. The cluster center of cluster ID 4 has large feature values for “history (target
text frequency)”, “future (target text frequency)” and “revision checking”, which may
correspond to revising the typed text for fluency check of the translation or to detect
typos. The cluster center of cluster ID 3 has large values in features “history (source text
frequency)” and “future (source text frequency)”, which may represent the continued
activity of reading the source text. This sequence pattern of activities is more common
in non certified translators than in certified translators.
5.4 Summary
Our objective in this chapter was to test whether reading behavior contains patterns that
reflect reader’s or translator’s personal attributes, and characterize readers and translators
according to these patterns.
First, we carried out a preliminary investigation with a small population. We intro-
duced a method to represent subjects as fixed-size feature vectors that denote the distri-
bution on how well each linguistic feature explains the eye movements when reading a
specific document. Information on gaze samples and linguistic features was integrated in
a common framework by encoding them into synthesized images whose pixels quantify
the strength of the statistical evidence. Although traditional statistical models could be
used with similar results, our method allowed us to include geometric information into
our linguistic models in a natural manner. Examples of image processing techniques
that resulted useful were the image registration to perform text-gaze alignment, blurring
images to carry the uncertainty of the error-correction into our subsequent models, ca-
pabilities to adjust intensity of pixel values to compensate for too common or too rare
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Pattern Non certified vs. certified importance
Heuristic (3)
2, 1, 2 < 15.0
2, 2, 1 < 9.9
2, 1 < 9.7
1, 2, 2 < 9.5
2, 1, 1 < 8.4
1, 2 < 7.1
2 < 6.0
Heuristic (8)
5, 5, 5 < 12.7
4, 4, 8 < 10.5
5 < 10.0
5, 5 < 9.5
4, 8, 8 < 9.2
8, 4 < 8.9
8, 8, 7 < 8.9
Clustering (4)
4, 3 > 14.6
3, 4 > 13.8
3, 3, 2 > 13.2
3 > 12.6
4, 3, 4 > 11.8
3, 3, 3 > 11.1
3, 4, 3 > 10.3
Table 5.7: Characterization of certified and non-certified translators in terms of se-
quences of activities. Events were classified using the two heuristics described in Sec-
tion 5.3.2, and the clustering method. P-values of proportion differences are all < 0.01.
linguistic features and ease in visually analyzing our reading models. We analyzed the
variability on the distribution over the personal feature vectors by projecting them onto
a lower dimensional space for visual inspection. We observed patterns in the distri-
bution of those feature vectors across all subjects, found that they are characteristic of
every subject and that they relate to the subject’s level of understanding. In order to
quantify the strength of those patterns to discriminate readers with different levels of
understanding, we used “linear separability”, which is a very exigent condition to satisfy
conditioned on the low dimensionality and the number of subjects that we presented. We
consistently succeeded in linearly discriminating subjects with low level of understand-
ing from the rest of the subjects at the 10-second and skimming reading tasks. However,
subjects with low task performance were not consistently linearly separable for the task
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of precise reading, suggesting that other methods might be necessary to discriminate
them.
Then, we raised the hypothesis that reading behavior contains patterns that discrim-
inate readers’ level of understanding and language skill. We presented a framework
to recognize English language skill and level of understanding given measurements of
reading behavior on a larger population. We achieved a small but significant error re-
duction in recognizing English language skill as measured by TOEFL or TOEIC, but
failed at recognizing self-reported English skill probably due to inconsistencies between
self-assessment of English ability by our readers. We did not achieve error reductions
in the recognition of the exact quantification of reader’s understanding with respect to
a non-informed baseline. However, we obtained large and very significant recognition
performance in the task of discriminating between readers with low and high level of
understanding, which is unprecedented given measurements of reading behavior. We
analyzed the most discriminative features of reading behavior in recognizing our target
latent attributes. We found that pure gaze features are more discriminative than propor-
tions of fixation times on different linguistic features, and we showed a characterization
of the readers in our study that showed low and high levels of understanding.
Finally, we raised the hypothesis that reading and typing behavior of professional
human translators contain patterns that are discriminative of expertise. We presented
heuristic, supervised and unsupervised methods to classify sequences of fixations and
keystrokes into activities and model translation sessions with the objective to recognize
translator expertise. We showed significant error reductions in the task of recognizing
certified translators and their years of experience. We concluded by evidencing patterns
of activities that distinguish expert and novice translators.
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Chapter 6
Discussion and Future Work
In this thesis, we considered two types of influences on natural reading behavior. The
first type of influence is the linguistic characteristics of text, while the second type is
the personal attributes of the reader. We have described efforts to enable the quantita-
tive analysis of these two types of influences on reading behavior. First, by parametrizing
attentional effort and reading behavior using linguistic features of text. Second, by build-
ing predictive functions to recognize personal attributes given measurements of reading
behavior via eye movements on text, and characterizing readers and translators accord-
ing to patterns in their behavior. However, in order to parametrize reading behavior
using linguistic features and obtain other accurate measurements of reading behavior,
we first need to recognize what words the reader fixated. In this chapter, we first dis-
cuss the advantages and limitations of our systematic error correction method, which is
used at a pre-processing stage in the analysis methods presented in this thesis. Then, we
discuss our findings in the recognition of linguistic text characteristics that induce atten-
tional or cognitive effort, and the recognition of personal attributes given measurements
of reading behavior.
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Figure 6.1: Example of non-linear systematic error on the right of the screen.
6.1 Text-gaze Alignment
Systematic error correction methods have higher demands in reading tasks than in other
perceptual tasks. The reason is that typical areas of interest in reading tasks consist of
single words, which are small, there are many, and they are very close to each other.
State-of-the-art methods perform the correction by mapping fixations to words, accord-
ing to assumptions of reading behavior. However, these assumptions do not cover all
possible reading behaviors, and the fixation mappings they produce inhibit important
features of eye movements that may contain useful information. Our text-gaze align-
ment method is designed with the only assumption that fixations are intended on words.
It uses global information on the structure of the text to guide the error-correction, and
optimizes a function of global fitness between fixation coordinates and word bounding
boxes. For this reason, it generalizes well when applied to different reading tasks, and
may also be usable to correct systematic eye-tracking errors in tasks other than reading.
The width of words is usually larger than their height. For this reason, the recognition
performance of fixated words is less sensitive to horizontal offsets than vertical offsets.
A horizontal error offset of 10 pixels may still map a fixation onto the intended word,
whereas a vertical error offset of 10 pixels is likely to map the fixation onto a word in
a different line. Other types of errors, although not so common, they are not negligible.
This is the case of non-linear systematic errors in Figure 6.1. This type of errors can not
be corrected by using our method, since we are applying a transformation that is linear
in the y axis, but constant in the x axis. Other non-linearities may occur, which would
require different functions to map fixations in different parts of the screen. The solution
might be to use non-rigid image registration techniques, where more complex functions
are used to spatially transform the source image to match the target image. However,
non-rigid image registration techniques require to introduce many parameters into the
model, which may pose practical challenges to the optimization.
Another limitation of our current method is its computational complexity. The best
optimization strategy is multi-blur optimization. Since there is no closed solution to
the optimization problem, we need to search the space of linear transformations to find
optimal values. At every iteration, we need to linearly transform blurred images at a high
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resolution, which is a computationally expensive operation. The eye movement analysis
presented in this thesis did not require fast error correction routines.
However, many applications that intend to use gaze-data as implicit or explicit feed-
back may need to correct systematic errors in real time. With that objective, on-line error
correction methods are necessary, which map coordinates of fixations or gaze samples
onto areas of interest immediately after their observation. Our method is not capable
of performing on-line correction, because it needs all gaze or fixation samples before
starting the optimization. Possible alternatives to the problem of on-line non-rigid im-
age registration are topology-preserving methods such as Self Organizing Maps [67],
elastic maps [45] and elastic nets [103]. These methods may allow to perform global op-
timizations with local constraints in real-time that are suitable to the text-gaze alignment
problem.
6.2 Recognition of Text Characteristics
Our first objective of this work was to test whether linguistic characteristics of a text
influence the occurrence of areas of high attentional effort, which is an aspect of reading
behavior. We showed how a linear combination of linguistic features contain information
that is useful to predict expected areas of attentional or cognitive effort. For that purpose,
we estimated scaling factors of each linguistic feature that best explain the gaze evidence.
Our second objective was to discern the identity of linguistic features that cause
high attentional or reading difficulties, and quantify their exact individual influence on
cognitive effort. However, as in other discriminative models, our linear combination of
linguistic features may contain correlating features and have mixed effects on attentional
effort, which prevents us from quantifying the exact influence of each linguistic feature.
For that reason, we proposed to use generative models as an alternative to discriminative
models. The advantage of generative models is that they model readability or attentional
effort together with linguistic features, and such model provides full knowledge on the
problem. Specifically, we use Bayesian causal networks with a hand-crafted topology,
which encodes our linguistic intuitions of linguistic feature independencies and allows
us to factor out linguistic effects on reading difficulty.
Using our Bayesian causal network, we predicted the linguistic features of texts that
cause reading difficulties. We found that predictions of our model correlated with cog-
nitive evidence. However, although such correlations were statistically significant, per-
formance was still limited. There are several possible reasons that explain such lim-
ited performance. The first one is the loss of information that occurs when discretizing
features in a non-parametric approach. Parametric approaches are a possible solution,
but they require certain assumptions on the shape of the functions that model relation-
ships between linguistic features and readability or cognitive effort. The second reason
could be related to our manual design of a Bayesian causal network. We designed the
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network according to our linguistic intuitions, but such topology may not necessarily
encode correct independence assumptions between linguistic features. In order to in-
crease the predictive power of the model, the network topology could be refined using
more thoughtful linguistic knowledge. Another alternative is to automatically estimate
the optimal network topology driven by data, but causal properties could be difficult to
preserve. Both methods can use the likelihood of a test set to guide decisions during
the construction of the network structure. The third reason could be the appropriateness
of Bayesian networks to model readability and cognitive effort. Markov networks are a
different type of models that allow to encode other types of feature independencies, and
its application to this problem might be worth investigating.
We used indirect measurements of cognitive effort that rely on the computation of a
normalized fixation time on every linguistic feature. Fixation durations were recorded
using a precise eye-tracker, but data collection is rarely exempt of systematic errors and
new methods to estimate cognitive effort should account for this degraded calibration.
It is also worth noting that higher cognitive effort is not only reflected by longer fixa-
tion times, but also by regressions, changes in pupil diameter and other features of eye
movements. Although those features of eye movements might be very informative about
the cognitive effort, they were not used in this work due to the complexity of its analy-
sis and interpretation. Moreover, the strength of the linguistic features estimated by the
cognitive study may depend on the reading task. For instance, if subjects are told that
they will be asked about details, they may fixate longer on numbers or named entities.
In order to develop models that explain areas of attentional effort or reading diffi-
culties at sub-document level, we need fine-grained annotations of reading difficulties
for every text span. In this work, we obtained those annotations indirectly, by using the
implicit feedback obtained from eye movement measurements. However, those indirect
annotations might be noisy or ambiguous. It is of high interest to us to obtain explicit
annotations by expert linguists on readability at every text span, in terms of a wide array
of linguistic features. However, such expert annotations may also be difficult to obtain,
since there are many linguistic features that occur simultaneously in every text area.
Future investigations in readability diagnosis would benefit from a combination of indi-
rect measurements of cognitive effort and readability annotations by linguistic experts at
sub-document level, that could be shared within the research community.
The first psycholinguistic studies developed readability formulas for grading pur-
poses, based on surface linguistic features. Those formulas, despite of their simplicity,
performed well and were widely used by editors to grade reading material for young
readers. However, content producers might be tempted to adapt their manuscripts by
tweaking the text features present in readability formulas, without gaining (or even de-
grading) real readability [31]. Bayesian causal networks for readability diagnosis have
an immediate application to authoring systems, where the inference engine automatically
detects text segments that make the text difficult to read. For that purpose, the average
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quantification of every linguistic feature has to be computed at document level. Then,
causal reasoning (Bayesian sensitivity analysis) would be performed to find linguistic
features with highest impact on reading difficulty for that specific document. Finally, in-
stantiations of such linguistic features at segment level whose quantifications are above
document average would be flagged for edition. Authors can then proceed to amend the
text, or assert constraints. These constraints can take the form of “I want to increase
readability without sacrificing the current lexical difficulty”. Such constraints can be
introduced using marginal MAPs as described in Section 4.2.4. There are, however, fea-
tures that cannot be tweaked individually and would require very complex user actions.
Others are simply very difficult to handle by humans, as in the case of the terminal node
to non-terminal node ratio. In an automatic readability optimization setup, a set of trans-
formation actions could be applied on a text, but discerning the most appropriate action
can be challenging. Bayesian networks could be a solution to it, since they can infer
the desirable configuration of linguistic values for a certain readability level in a given
document, and what actions would lead to the largest readability gain.
6.3 Recognition of Personal Characteristics
In this chapter we raised the hypotheses that reading behavior, as measured from eye
movements, contains patterns that are discriminative of readers’ level of understanding
and language skill. In a preliminary investigation on a small population, we computed
vectors where each component was the proportion of fixation time on each linguistic
feature. Then, we studied patterns of variance in proportions of fixation time that charac-
terize level of understanding, and found mild but encouraging patterns that discriminate
subjects with different levels of understanding.
We extended our feature set by adding gaze features that are independent on lin-
guistic features of the text, and tested our hypotheses on a larger population, building
non-linear functions to recognize reader’s personal attributes. We obtained a small but
statistically significant reduction in recognition error of English skill as measured by a
normalized test of English (ToE), but no error reductions were achieved when recogniz-
ing self-reported English skill (english). Surprisingly, there was no positive correlation
between self-reported English skill and English skill as measured by tests. Under the
assumption that tests of English (as given by TOEFL and TOEIC) are consistent across
subjects, a possible explanation for a lack of positive correlation is that our readers were
not consistent in their self-assessment of language ability. For that reason, our machine
learning methods may have had difficulties in finding characterizing patterns to discrimi-
nate different levels of self-reported English skill. We did not achieve error reductions in
the regression task of recognizing reader’s understanding score, but we achieved a con-
siderable success when discriminating readers with low and high level of understanding.
While personal attributes might be available in personalized reading environments, the
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level of understanding remains latent, and gaining capabilities to recognize it has advan-
tages in adaptive applications and information recommendation systems.
We estimated feature importance using sensitivity analysis on Random Forests, and
found that pure gaze features are more discriminative than proportions of fixation times
on linguistic features. The reason could be that small calibration drifts have a strong neg-
ative effect on the correct alignment between fixation locations to actual fixated words.
However, most pure gaze features are not strongly affected by small to moderate cali-
bration drifts, making them more robust features for these recognition tasks. In order to
characterize readers according to their eye movements, we displayed the differences in
feature values between readers with low and high level of understanding. Some features
did not show strong statistical significance in their values between the two reader popu-
lations. However, the optimal predictive mechanism may consist of a non-linear function
of those features, and Random Forest are capable of discovering those relationships.
Experiments presented in this work could be extended using a larger number of sub-
jects, possibly to recognize a wider set of latent attributes. Quality of eye-tracking data
and text-gaze alignment are affected by experimental conditions such as the use of a
chin-rest to prevent head movements, or displaying less lines per screen to reduce text-
gaze misalignments. In this work, we favored naturalistic reading conditions to preserve
validity in general applications, at the expense of potentially missing patterns of reading
behavior that are discriminative of other personal attributes.
In Chapter 5, we also attempted to discover behavioral patterns that are characteristic
of translator attributes. We have described three types of methods to classify fixations
and keystrokes into translation activities. The first type of method is heuristic, where
rules are used to assign activity labels to every event, according to some prior knowl-
edge on translation activities. The second type of method is a supervised model (Random
Forests), where we give examples of classified translation session events and we expect
the machine to learn how to classify new translation events. The third type does not rely
in previous knowledge on translation process nor in examples of event classifications,
and finds events that are somehow similar in nature and form latent activities. Then,
we extract uni-grams, bi-grams and tri-grams from these sequences of translation activi-
ties and estimate the parameters of predictive functions to recognize different aspects of
translator expertise. We found very discriminative patterns in the sequence of transla-
tion activities that are useful to recognize certified translators and Years of Experience,
and obtained significant error reductions in predicting those translator attributes when
compared to the non-informed baseline. However, we found limited evidence that our
methods could classify events into translation activities that contain significant discrim-
ination patterns to recognize Years of Training. Surprisingly, the best performance in
recognizing certified translators and Years of Experience was obtained when classify-
ing fixations and keystrokes in an unsupervised manner, which is advantageous since
it does not require prior knowledge on the task. However, it is difficult to characterize
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translators using latent activities since it is challenging to interpret cluster centers using
traditional terms from translation process research.
We compared the performance of our recognition systems when using events with
and without fixation-related information, and observed significant increases of error rates
when no fixation information was used in the task of recognizing certified translators and
Years of Experience. However, small but significant decreases in recognition error were
observed when classifying events into eight and nine latent activities with no fixation
information. One possible explanation is that the sequence of keystroke events alone
contain certain discriminative patterns that are predictive of the Years of Training of a
translator, but the comparatively large number of fixation events dilutes the discrimina-
tive power of those typing patterns.
We use proportions of occurrences of uni-grams, bi-grams and tri-grams as features
to build predictors of translator expertise. For this recognition task, we used Random
Forests, which allow to estimate the importance of every N-gram. In general, it is usu-
ally possible to perform this type of sensitivity analysis with supervised machine learn-
ing methods, and we illustrated how to discover characteristic patterns of certified and
non certified translators. Characterizing different translator profiles using heuristic clas-
sifications proved to be easier due to the high interpretability of the activities. However,
characterizing translators using latent activities obtained with unsupervised techniques
was challenging and subject to further interpretation of cluster representatives.
We also found that, for the task of recognizing certified translators and Years of
Experience, a small number of activity types were sufficient and optimal. A possible ex-
planation is that the number of intrinsic activities that are useful to discriminate between
expert and novice translators is small using N-grams of activities. However, modeling
other aspects of user behavior or translation task may require larger numbers of activity
types, but we leave that investigation for future work.
The results of this work have direct applications into user-centered information and
adaptive systems, where systems may suggest alternative documents that are suitable
for the user’s level of understanding or language skill. Specific examples of those ap-
plications are e-learning platforms, assistive technologies for senior citizens or reading
support that can be personalized to each reader.
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Chapter 7
Conclusions
There have been recent advances in eye-tracking technology in terms of affordability,
precision and accuracy of measurements. However, natural reading tasks have exigent
requirements in accuracy, since we need to recognize the identity of fixated words, which
are small and close to other words. For this reason, eye movement measurements ob-
tained by current eye-trackers contain systematic errors that need to be corrected for
our tasks. State-of-the-art error-correction methods map fixations to words guided by
strong assumptions on reading behavior. However, these assumptions may bias patterns
of reading behavior and inhibit informative signals.
In Chapter 3, we formulate the systematic error-correction problem as a text-gaze
alignment, where fixation coordinates need to be mapped to word bounding boxes of the
text appearing on the screen. We propose to use an image registration technique, which
is a very general method than can also be used in tasks other than reading. The only re-
quirement of our method is to be able to automatically identify the objects of interest and
extract their geometric properties. In our formulation, the image representation of gaze
samples needs to be spatially transformed in order to match the image representation of
the text. To the purpose of correcting vertical mis-alignments, we proposed to use a lin-
ear transformation of the vertical coordinates. However, the solution space in the search
of the optimal parameter values of the linear transformation is non-convex. We pro-
pose three optimization strategies, namely multi-blur, multi-resolution and Monte Carlo
optimization. Multi-blur and multi-resolution optimization strategies are iterative strate-
gies, where the solution space is smoothed at the beginning of the optimization process
to maximize the chances of finding the global optimum. Then, repeated optimizations
are performed in less smoothed solution spaces, re-using the parameter values estimated
from previous iterations. Monte Carlo optimization performs random sampling of the
parameter values that govern the linear transformation, and selects the optimal values
according to the sampled population. In our experiments, the best performing optimiza-
tion strategy was multi-blur optimization, which achieved 70% of relative accuracy in
the sequence of intended fixated words, when compared to manual recognitions.
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Using the content or the structure of the text to correct the errors in gaze samples can
be seen as a multimodal strategy. Researchers and practitioners in medical image regis-
tration have developed advanced techniques to register multiple images captured using
different sensors. Text-gaze alignment can benefit from those advances to increase the
performance of error-correction methods by using image representations of linguistic
features such as syntactical complexity of sentences, semantic ambiguity of words and
phrases or predictability of words as defined by a language model. It can also be inter-
esting to deepen in the image registration field to allow local transformations in what is
called an elastic or non-rigid alignment.
In Chapter 4, we tested the hypothesis that combinations of linguistic features oc-
curring in a text influence reading behavior. We tested the hypothesis by synthesizing
image representations of linguistic features and estimating the scaling factors of a linear
combination that best explain the reference gaze data. We found that linguistic features
influence reading behavior to different degrees, depending on the type of reading task.
In our experiments, linguistic features were very influential on eye movements when
reading precisely or when skimming. However, linguistic features were not predictive
of gaze data when users tried to grasp as much information as they could in only 10
seconds. In such case, there might be other factors that have a stronger influence on eye
movements, such as the personal characteristics of the reader.
Although the linear combination of linguistic features was predictive of eye move-
ments, it is not useful to identify what linguistic features cause high attentional effort
or reading difficulty. The reason is that linguistic features may correlate with each
other, and there might be mixed effects on attentional effort. To the purpose of dis-
entangling mixed linguistic influences on eye movement and reading behavior, we de-
signed a Bayesian causal network that models readability jointly with linguistic features.
We estimated the parameters of the network using a corpus with readability annotations
at document level, and compared its predictions to eye movements reflecting cognitive
effort. We observed small but significant correlations, which suggest that generative
models might be a solution to the problem of readability diagnosis.
In Chapter 5, we raised the hypotheses that eye movements contain characteristic
patterns that reflect reader’s level of understanding and language skill. In a preliminary
investigation on a small population, we represented eye-tracking sessions by estimating
proportions of fixation time on every linguistic feature. We analyzed the variance on
those proportions using principal component analysis, and found encouraging patterns
that discriminate subjects with low and high levels of understanding. We extended the
feature set by including features that are only related to eye movements, such as number
of regressions per 100 words or average of fixation duration. We tested our hypotheses
by building recognizers of understanding and language skill, and found significant error
reductions in the recognition of level of understanding and language skill as measured by
TOEFL and TOEIC tests. We carried out an analysis of the most discriminative features
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that contributed to recognize level of understanding and language skill, and found that
the most discriminative features were pure gaze features. Then, we characterized readers
with different levels of understanding according to their patterns of eye movements. We
found that readers that exhibit lower level of understanding did shorter saccades, longer
fixation durations on average, and more fixations per 100 words than readers with higher
level of understanding.
We also investigated reading behavior of human translators. During the translation
process, translators perform reading acts with very different objectives. Moreover, trans-
lators have different activities, such as typing translations, correcting typos, checking ex-
ternal references or bilingual vocabularies. The challenge in this work was to merge dif-
ferent streams of behavior measurements such as sequences of fixations and keystrokes.
We stated the hypothesis that fixations and keystrokes classified into translation activities
contain discriminative patterns that help to recognize translator expertise. We proposed
three techniques to obtain such classification and evaluated to what extent the resulting
sequence of activities contain patterns that reveal several aspects of translator expertise,
namely whether translators are certified or not, their years of training and their years
of experience. Specifically, we obtained large and significant error reductions in the
recognition of certified translators. We obtained moderate but significant error reduc-
tions in the recognition of years of experience, but our methods had limited capabilities
to recognize years of training of translators.
We compared the performance of our systems to recognize translator expertise with
and without fixation-related information. We found that fixation events and fixation-
related features were useful to recognize certified translators and years of experience,
when compared to our systems without using that information. However, our systems
performed better when excluding fixation information in the recognition of years of
training, which may suggest that the sequence of only typing events contain more dis-
criminative patterns to reveal this aspect of translator expertise. Finally, we exemplified
a technique to characterize translators with different profiles, by using an analysis of
feature importance. We found that patterns in sequences of latent activities contain the
most discriminative signals to recognize translation expertise, but these latent activities
are difficult to interpret in the characterization of translators. For this task, well defined
translation activities might be more appropriate in the context of translation process re-
search.
This work was our contribution towards enabling quantitative analysis of cognitively
complex tasks such as human translation. We used general models that either require
prior knowledge, manually annotated data or that can be deployed in absence of prior
knowledge on the types of activities that users may engage in. Although we tested the
performance of our expertise recognizers in the context of translation process research,
we believe that our methods are general enough to be implemented in other scenarios.
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We hope the present work can help us to better profile translators and improve adaptive
applications to assist users in complex tasks.
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Appendix A
Dummy text documents in reading experiments
Figure A.1: Questionnaire used to collect demographic statistics of the subjects that
participated in our experiments, and their personal attributes that we aimed to recognize.
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Figure A.2: Schematic view of the eye-tracking experiment. It contains a diagram with
a description of the four stages at every reading session: eye-tracker calibration, reading,
question answering and speaking aloud difficult words.
Figure A.3: Dummy text with zzz-strings used to give subjects an idea of the typical
length of the texts and their layout.
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Figure A.4: Dummy questionnaire used to tell subjects that there would be 8 single- and
multiple-choice questions arranged in two columns.
Figure A.5: Dummy text with some zzz-strings replaced by real and difficult words, to
exemplify that subjects had to find them within the text and speak them out.
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List of Symbols and Abbreviations
A
text-gaze alignment that maps fixations onto words. 8
ASL
average sentence length (in words). 24, 25
ASW
average word length (in syllables). 24, 25
F
sequence of fixations during the reading act, F = {f1, . . . , f|F|}. 8
f
fixation during the reading act. 8, 86
G
image representation of gaze data. 33, 45–47
Lex
language construct that represents lexical difficulty. 55, 56, 58
L
set of linguistic features or variables. 53, 71
ℓ
instantiations of a set of linguistic features. 53–55, 58
l
instantiation of a single linguistic feature. 54–56, 62, 79
r
readability score or readability classification. 24, 53–56, 58
Sem
language construct that represents Semantic difficulty. 55, 56
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Syn
language construct that represents Syntactic difficulty. 55, 56
w
word in a text. 8, 9, 21, 22, 62
W
sequence of words in a text, W = {w1, . . . , w|W|}. 8
W
image representation of word bounding boxes. 33, 47
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