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                                                             Abstract 
Image mining is the process of searching and discovering valuable information and 
knowledge in large volumes of data. It is a challenging field which extends traditional data 
mining from structured data to unstructured data such as image data. Image Mining is 
focused on extracting patterns, implicit knowledge, image data relationship or patterns which 
are not explicitly found in the images from databases or collections of images. The actual 
data analysis techniques suffer from the huge amount of complex data to process. So, in 
order to process this huge amount of data, efficient extraction of features is much more 
important. This paper presents a survey on various feature extraction techniques for image 
mining that were proposed earlier in literature. Also, this paper provides a marginal 
overview for future research and improvements. 
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INTRODUCTION 
Due to the large analysis and development 
of the recent years, there is an enormous 
volume of information out there for 
individuals. Therefore, sorting the 
information and getting specific 
information from databases has become of 
nice significance. Analysing image 
information forms a keystone of the many 
analysis areas [1, 2]. Looking out info at 
intervals pictures represents a special 
entity of information process. Pictures as a 
novel class of information disagree from 
text data in many aspects as in terms of  
 
their nature thus in terms of storing and 
retrieving. Pictures have visual character, 
they will be pictured in numerical kind, but 
great amount of numbers is to be evaluated 
so as to go looking image databases. 
Finding, extracting and classifying objects 
from pictures are the fundamental needs of 
process a picture with success. Figure 1 
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Fig. 1: General Image Mining System. 
In Image process, feature extraction starts 
from an initial set of measured information 
and builds derived values (features) meant 
to be informative and non-redundant, 
facilitating the next learning and 
generalization steps, and in some cases 
resulting in higher human interpretations. 
Feature extraction is said to spatiality 
reduction. The foremost common approach 
for feature extraction considers the 
fundamental characteristic of a picture as 
its relevant feature, as an example, color, 
texture, and shape [3, 4]. 
 
LITERATURE REVIEW 
D. Espinoza-Molina and M. Datcu (2013) 
discussed the feature extraction technique 
based on pixel-based analysis, which 
extracts the primitive features using the 
pixels in the images. Earth Observation 
(EO) retrieval system incorporates texture 
features as well as compression-based 
features [5, 6]. 
Texture Features 
EO-retrieval system uses Gabor filters 
(GFs) as feature extraction method. GFs 
can be considered as orientation and scale 
tunable edge and linear feature detectors, 
and the statistics of these micro features in 
a given region are often used to 
characterize the underlying texture 
information. 
Compression-Based Features 
The main idea is to extract directly 
dictionaries (sequence of repetitive 
patterns) from the image data by applying 
compression algorithms. A dictionary is 
extracted using the Lempel–Ziv–Welch 
(LZW) compression algorithm, which is a 
lossless dictionary-based compression 
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algorithms scans a file for patterns 
(sequences) of data that occur more than 
once. These sequences are stored in a type 
of codification called dictionary, which 
later represents the image descriptor [7– 
10]. 
C.-R. Shyu, et al. (2007), proposed the 
content-based multimodal Geospatial 
Information Retrieval and Indexing 
System (GeoIRIS).  The system includes 
automatic feature extraction.  
 
Tile-Based Feature Extraction 
Each ingested multispectral image is 
subdivided into image tiles of size 256 m × 
256 m. The tile-based feature extraction is 
then performed on these individual tiles. 
 
General Feature Extraction 
These options square measure necessary 
for discriminating between land-cover and 
land-use patterns like urban, residential, 
cropland, etc. The overall Feature 
Extraction relies on spectral options and 
texture options. 
 
Anthropogenic Feature Extraction 
Anthropogenic image content is often 
semisynthetic parts detectable within the 
satellite representational process like 
roads, buildings, and alternative structures. 
The phylogenesis feature extraction relies 




Object-Based Feature Extraction 
The system extracts objects from the 
image content victimization the differential 
morphological profiles (DMP). These 
objects are one by one processed to extract 
form and spectral options. Additionally, 
configurations of objects are extracted into 
multi object spacial relationships. The 
object-based feature extraction is 
predicated on single-object 
characterization and multiobject spacial 
relationships. 
M. Molinier and et al., (2007) proposed 
the feature extraction techniques using the 
color moments and texture. The features 
used were the following. 
 
Color Moments 
 The RGB colour coordinates of the pixels 
were first transformed to the hue-
saturation-value (HSV) coordinate system. 
Then, the mean, variance, and skewness of 
the HSV values were calculated and stored 
in a 9-D feature.  
 
Texture 
This feature was formed by studying the 
eight neighbours of each imagelet pixel. 
 
S. Durbha and R. King (2005), used the 
primitive feature extraction techniques. 
The primitive features that have been 
extracted from each region are used to 
perform an unsupervised classification 
(using KPCA), which extracts components 
of features that are nonlinearly related to 
the input variables. Since, the feature 
extraction produces large volumes of data 
that cannot be managed in practice, 
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estimated image parameters must be 
compressed and reduced.  
  
M. Datcu et al., (2003) proposed a system 
that extracts structural information from 
remote sensing images by selecting those 
prior models that best explain the 
structures within an image. On the lowest 
level, the image data, is used to capture the 
spatial, spectral, and geometric structures 
in the image [12].  
 
N. Boujemaa and J. Fauqueur (2001) says 
Visual appearance is automatically 
measured by numerical signature of image 
features such as color, texture, shape, or 
most often a combination of them. More 
specific image signatures have to be 
developed for special content and 
situations. 
 
Begüm Demir (2016) proposed the local 
invariant features extracted by the Scale 
Invariant Feature Transform (SIFT) is used 
to characterize each image within the 
considered archives. The SIFT is a 
translation, rotation, and scale-invariant 
image feature extraction technique and has 
recently been found very effective for 
Remote Sensing (RS) image retrieval. 
Scale-invariant feature transform (or SIFT) 
is an algorithm, which is used to detect and 
describe local features in images. For any 
object in an image, interesting points on 
the object can be extracted to provide a 
"feature description" of the object. This 
description, extracted from a training 
image, can then be used to identify the 
object when attempting to locate the object 
in a test image containing many other 
objects. To perform reliable recognition, it 
is important that the features extracted 
from the training image be detectable even 
under changes in image scale, noise and 
illumination. Such points usually lie on 
high-contrast regions of the image, such as 
object edges [13]. 
 
Ashfaqur Rahman et al., (2016) computed 
three sets of features from the processed 
images of the rock surfaces.  
 
Color Features 
Each color image is composed of three 
color channels: red (R), green (G), and 
blue (B). A histogram of the same size 
(i.e., number of bins) is computed from the 
three channels representing the distribution 




Images are first converted to gray level 
images to compute texture features. The 
variation of gray level values (highs and 
lows) across the image is encoded in a 
Gray Level Co-occurrence Matrix 
(GLCM). The GLCM is a tabulation of 
how often different combinations of pixel 




An edge detection algorithm is applied on 
the gray level image to compute edges. 
The image is then divided into N × N sub-
images. Each sub image is further 
subdivided into B × B square blocks. 
 
Jie Chen et al., (2010) propose a system to 
extent the powerful and robust local 
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descriptor, called the Weber Local 
Descriptor (WLD). It extracted the features 
based on Spectral Features and Texture 
Features.  It is based on the fact that 
human perception of a pattern depends not 
only on the change of a stimulus (such as 
sound, lighting) but also on the original 
intensity of the stimulus. It is based on the 
Weber’s Law, which states that “The ratio 
of the increment threshold to the 
background intensity is a constant”. 
  ΔI / I = K 
Where, 
 ΔI - Increment threshold 
   I   - Initial stimulus intensity 
 k - Constant 
 
Two parts of WLD: 
Differential Excitation 
The differential excitation uses the 
intensity differences between its 
neighbours and a current pixel as the 
changes of the current pixel. By this 
means, the system finds the salient 
variations within an image to simulate the 
pattern perception of human beings. 
 
Orientation 




In this 2D histogram, each column 
corresponds to a dominant orientation, and 
each row corresponds to a differential 
excitation histogram. If the intensity 
difference is smaller than a noticeable 
threshold, there is not a noticeable edge. 
But if intensity difference is larger than a 
noticeable threshold, there is a noticeable 
edge. 
  
Joohyun Lim et al., (2009) say local 
options may be computed to get a picture 
index supported native properties of the 
image. These native options, which require 
to be discriminated enough to 
“summarize” the native image data, square 
measure chiefly supported filtering, 
generally at completely different image 
scales. The discrete wavelets transform 
(DWT) decomposes an input signal into 
low and high frequency part employing a 
filter bank. Daubechies, Haar rippling, that 
characteristics the filter bank, has vital 
properties of orthogonality, linearity, and 
completenes. The Gabor wavelet transform 
uses a set of Gaussian enveloped basis 
functions that are orthogonal-like basis 
functions. Gabor wavelets provide analysis 
of the input signal in both spatial and 
frequency domains simultaneously. 
 
S. C. D. Pinto et al., (2011) proposed a 
new approach for the 3D human facial 
expressions analysis. After pre-processing, 
the 2D and 3D descriptors are extracted 
from different scales of wavelet transforms 
for the purpose of obtaining the facial 
expression features. The multi scale 
features are represented in a multivariate 
feature space, which is analysed by the 
Sequential Forward Floating Selection 
algorithm using an entropy criterion 
function to select the subset of features 
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This paper presents a survey on varied 
feature extracting techniques that was 
planned earlier by researchers for the 
higher development within the field of 
image mining. The aim of the mining is to 
provide all goodish patterns while not 
previous data of the patterns. Necessary 
info is hidden in pictures, conversely, few 
analysis refer data processing on them. 
Image segmentation is that the primary 
introduces image mining. In different 
words, image mining is just a growth of 
information mining within the field of 
image process. Image mining handles with 
the hidden data extraction, image 
knowledge association and extra patterns 
that do not seem to be clearly accumulated 
within the pictures. Also, this paper 
provides a marginal summary for f 
analysis and enhancements. Bound 
potential future investigations that will be 
exhausted the world of image mining 
including the experimentations on different 
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