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Onset of anomalous diffusion from local motion rules
Sarah de Nigris1, Timoteo Carletti1, Renaud Lambiotte1
1. naXys, Namur Center for Complex Systems, University of Namur,
rempart de la Vierge 8, B 5000 Namur, Belgium
(Dated: June 1, 2016)
Anomalous diffusion processes, in particular superdiffusive ones, are known to be efficient strate-
gies for searching and navigation by animals and also in human mobility. One way to create such
regimes are Le´vy flights, where the walkers are allowed to perform jumps, the flights, that can
eventually be very long as their length distribution is asymptotically power-law distributed. In our
work, we present a model in which walkers are allowed to perform, on a 1D lattice, cascades of n
unitary steps instead of one jump of a randomly generated length, as in the Le´vy case. Instead of
imposing a length distribution, we thus define our process by its cascade distribution pn. We first
derive the connections between the two distributions and show that this local mechanism may give
rise to superdiffusion or normal diffusion when pn is distributed as a power law. We also investigate
the interplay of this process with the possibility to be stuck on a node, introducing waiting times
that are power-law distributed as well. In this case, the competition of the two processes extends the
palette of the reachable diffusion regimes and, again, this switch relies on the two PDF’s power-law
exponents. As a perspective, our approach may engender a possible generalization of anomalous
diffusion in context where distances are difficult to define, as in the case of complex networks, and
also provide an interesting model for diffusion in temporal networks.
PACS numbers: 05.40.Fb, 02.50.-r, 05.60.Cd
I. INTRODUCTION
Diffusion processes, when seen as the continuous limit
of a random walk, are well known to display uncanny
properties when the associated probability distribution
of length or duration steps for a walker possesses diverg-
ing moments. Among these unusual diffusion processes,
Le´vy flights have been extensively studied on lattices and
continuous media [1, 2] as they can display superdiffusion,
so that the variance of the distance covered during the
process grows superlinearly 〈x2(t)〉 ∝ tγ with γ > 1 at
odds with linear diffusion for the Brownian motion [3, 4].
This enhanced diffusion entails an efficient exploration
of the space in which the diffusion process takes place:
thus both in natural contexts and in artificial ones Le´vy
flights have emerged as a strategic choice for such an ex-
ploration and for search strategies [5–21]. In the case of
Le´vy flights, the whole process relies on the divergence of
the second moment of the jump probability distribution
P (`), i.e. the probability to perform a jump of length
`. Therefore the walker is allowed to perform very long
jumps, the flights, which give, as macroscopic effect, the
aforementioned superlinear growth of the total displace-
ment variance 〈x2(t)〉 ∝ tγ [22, 23].
On the other hand, if we focus on the temporal prop-
erties of the diffusion, we can introduce for the walker
a waiting time probability distribution ψ(t) determining
the probability of jumping after a time t has elapsed since
the last move. It is straightforward to see that, assuming
its first moment is divergent, a subdiffusive behaviour
can emerge due to the occurrence of very long waiting
times that slow down the dynamics, i.e. 〈x2(t)〉 ∝ tβ
with β < 1 [22, 23]. These two ingredients, the jump
length and the waiting time distributions can be blended
to create a richer phenomenology as it is possible to steer
from the subdiffusive regime to the superdiffusive one by
tuning the power law distribution exponents of the jump
and waiting time probabilities [22, 24].
In the framework we just described, anomalous diffu-
sion arises from such a choice of the probability distribu-
tions for jumps and rest times but it could be unleashed
by other properties of the walkers’ motion. In this work,
we adopt precisely this perspective: in our model we rely
on setting microscopic rules for the walker’s displacement
so that each “flight” is seen as the result as a series of
n unitary very small hops, as in Fig. 1. Anomalous dif-
fusion will therefore stem without the need of an a pri-
ori knowledge of the jump length distribution, as in the
canonical Le´vy flight frame, but it shall be the macro-
scopic manifestation of such a fragmented and micro-
scopic walk. The fundamental pivot for the analysis will
thus be to relate these microscopic displacements with a
macroscopic jump probability distribution P (`). For a
sake of simplicity, we investigate this relation on a 1-D
chain where we derive an analytical form for the P (`)
distribution as well as an explicit formula for the dis-
placement variance 〈x2(t)〉. However, we would like to
stress that our results could be extended to a more gen-
eral setting of higher dimensional regular lattices. Our
main result will be that, under suitable conditions on
the elementary micro-steps distribution pn, the walker
can indeed exhibit nonlinear diffusion.
The paper is structured as follows: in Sec. II we in-
troduce the model and we demonstrate that the proba-
bility distribution of the jumps P (`) can display a diver-
gent second moment. Then, in Sec. III, we calculate the
probability distribution for the walker that, having in the
asymptotic limit a stretched exponential form, leads to
a superdiffusive behaviour. We conclude in Sec. V with
2some numerical simulations demonstrating super-linear
scaling of the displacement variance and we conclude in
Sec. VI with some final remarks.
II. THE MODEL
In our model, we consider walkers moving on a 1-D
lattice able of performing elementary steps of unitary
length, say +1 and −1, both with equal probability 1/2,
as shown in Fig. 1. At each time step, the walker is able
to perform n such elementary steps, where n is extracted
by some probability distribution function pn. In the fol-
lowing we will assume the latter to follow a power law
distribution of exponent γ > 1:
p0 ∈ [0, 1] and pn = Cγ
nγ
∀n ≥ 1 , (1)
being Cγ = (1 − p0)/ζ(γ) a normalising factor and ζ(γ)
the Riemann ζ-function. If the probability of not per-
forming any elementary jumps p0 > 0 then the walker
can remain stuck in its current position without doing
any elementary steps; on the other hand if p0 = 0 the
walker, at each time step, always performs some elemen-
tary jumps, whose possible outcome may eventually be
returning to its starting position.
As we sketched in the Introduction, the pivotal passage
for the analysis is to determine the probability pi(m) to
perform a total jump of length m for some m ∈ Z in
a time step. Assume the walker performs n elementary
steps, then the probability of making k ≥ 0 steps in the
positive direction, and thus n− k in the negative one, is
given by a binomial process 12n
(
n
k
)
, hence the total length
will result to be m = k− (n− k) = 2k−n. In conclusion
we can found:
pi(m) =
∑
n≥1
pn
2n
(
n
n+m
2
)
+ p0δm,0 , (2)
1/2
-1 +1
1/2
Elementary move
(a)
st1  hop nd2   hop
th4  hop rd3   hopth5  hopth6  hop
n=6, k=2
tot disp: m=-2
Micro-movements (b)
FIG. 1. The walker is allowed to perform at each step, n
elementary moves each one having equal probability 1/2 to
be in the positive or negative direction (Panel a). In panel b)
we present a possible avalanche, the walker performs n = 6
hops, two in the positive direction and 4 in the negative one,
for a total effective displacement of m = −2.
being the last term the probability of performing a total
jump of length m = 0 because the walker did not move
at all. The probability to have m = 0 is composed by
this term and an additional one, given by
∑
n≥1
pn
2n
(
n
n
2
)
,
which accounts for the case the walker makes an even
number of elementary steps whose total sum is equal to
0. Let us observe that, given m, not all the values of n
do contribute to the sum: to ensure the positivity of the
binomial coefficient, we must require n ≥ |m| and their
sum should be an even number, n + m = 2k, i.e. they
should be both odd or even at the same time. The func-
tion pi(m) is even, as we demonstrate in Appendix A; we
can thus restrict ourselves to m ≥ 0 and rewrite Eq. (2)
for even integers m = 2l as follows:
pi(2l) =
∑
h≥l
p2h
22h
(
2h
h+ l
)
∀l ≥ 1 , (3)
(note that h = 0 is not allowed in the sum because it is
taken into account thanks to the term p0) and the case
m = 0 reads
pi(0) =
∑
h≥1
p2h
22h
(
2h
h
)
+ p0. (4)
For odd integers m = 2l − 1 we obtain
pi(2l − 1) =
∑
h≥l
p2h−1
22h−1
(
2h− 1
h+ l − 1
)
∀l ≥ 1 . (5)
Having computed the probability pi(m), we now focus
on its momenta, in particular the second one as its di-
vergence is known to cause the departure from normal
diffusion [22]. Let (Xi)i≥1 be independent random vari-
ables such that P (Xi = m) = pi(m), that is Xi is the
displacement of the walker at the i–th jump, then one
can define Tk = X1 + · · ·+Xk to be the walker position
after k time steps. Because of the parity property of pi(m)
one gets 〈Xk〉 = 0, an thus 〈Tk〉 = 0 for all k ≥ 0 (see
Appedix A). Using this last remark one can compute the
mean square deviation (MSD) as E(T 2k ) =
∑
i≤k E(X2i )
and thus
E(X2i ) =
∑
m
m2pi(m) = 2
∑
m≥1
m2
∑
n≥m
pn
2n
(
n
n+m
2
)
=
∑
n≥1
pn
2n−1
n∑
m=1
m2
(
n
n+m
2
)
(6)
where we used the definition of pi(m) and we rearranged
the terms in the sum. This latter expression acquires a
far simpler form (see Lemma 1 in Appendix A and the
probability distribution Eq. (1)):
E(X2i ) =
∑
n≥1
npn =
∑
n≥1
Cγ
1
nγ−1
(7)
and thus
E(X2i ) =
{
Cγ/Cγ−1 < +∞ if γ > 2
+∞ if 1 < γ ≤ 2 . (8)
3In conclusion, if γ > 2 the walker undergoes a linear dif-
fusion process, E(T 2k ) = kCγ/Cγ−1. On the other hand,
if 1 < γ ≤ 2 we cannot conclude anything using the pre-
vious analysis; to overcome this difficulty we will consider
separately the case 1 < γ ≤ 2 in the next section.
III. DISCRETE TIME LE´VY FLIGHTS
Although Eq. (8) has proven the divergence of the MSD
when the pn ∼ 1/nγ with 1 < γ ≤ 2, we do not possess so
far any information on how, from a functional perspec-
tive, this divergence impacts on the probability distribu-
tion. Let us define Pk(d) the probability for the walker to
be at distance d from the starting position after exactly
k time steps, that is Pk(d) = P (Tk = d). Then using the
independence of each jump one can derive the following
relation:
Pk+1(d) =
∑
m
Pk(d−m)pi(m) , (9)
that is the probability to be at distance d at step k + 1
is given by the probability to be one step before at some
position d −m and then make a jump of length m. To
disentangle this convolution is customary to pass in the
Fourier space:
Pˆk(θ) =
∑
d
Pk(d)e
idθ and λ(θ) =
∑
m
pi(m)eimθ .
(10)
Hence using Eqs. (9) and (10), we obtain
Pˆk+1(θ) = Pˆk(θ)λ(θ) , (11)
from which, by iteration, the following expression results
Pˆk+1(θ) = Pˆ0(θ) (λ(θ))
k+1
, (12)
and, applying the inverse Fourier Transform, one can re-
cover Pk(d) from
Pk(d) =
1
2pi
∫ ∞
−∞
(λ(θ))
k
e−2piidθ dθ . (13)
Eq. (13) illustrates how, from the behaviour of λ(θ) for
θ → 0, one can deduce the behaviour of Pˆk(θ) and thus
of Pk(d) in the asymptotic limit of large |d|. We lever
here this standard result to circumvent the divergence in
Eq. (8) and, in order to unveil the divergence rate of the
MSD, we shall focus on the behaviour of λ(θ) for small
θ in the following. As we detail in Appendix B, we are
able to explicitly cast it in the form
λ(θ) =
∑
n≥1
pn(cos θ)
n + p0 . (14)
Let us define s = cos θ and µ(t) = λ(cos(θ)), then, using
the chosen form for pn, we can rewrite Eq. (14) as:
µ(s) = Cγ
∑
n≥1
sn
nγ
+ p0 . (15)
To determine the dependence on s in the sum we use the
following approximation:∑
n≥1
sn
nγ
∼
∫ ∞
1
sxx−γ dx , (16)
for any s ∈ (0, 1)- let us remember that we are interested
in θ → 0 and thus s→ 1−- we can define y = −x log s > 0
and thus change the integration variable form x to y:∫ ∞
1
sxx−γ dx =
= (− log s)γ−1
∫ ∞
− log s
e−yy−γ dy = (− log s)γ−1Iγ(s) ,
(17)
where Iγ(s) is defined by the last equality. We note that
for s → 1− then Iγ(s) → Iγ(1) = Γ(1 − γ). So, in
conclusion we obtain
µ(s)− 1 ∼ CγΓ(1− γ)(− log s)γ−1 for s→ 1−, (18)
where we used the fact that µ(1) = 1. Back to λ(θ) we
obtain for θ → 0
λ(θ)−1 ∼ CγΓ(1−γ)(− log cos θ)γ−1 ∼ CγΓ(1− γ)
2γ−1
θ2(γ−1)
(19)
being λ(0) = 1, cos θ ∼ 1 − θ2/2 and − log(1 − θ2/2) ∼
θ2/2. We thus have, from Eq. (12), for small θ
Pˆk(θ) = λ
k(θ) ∼
(
1−Aγθ2(γ−1)
)k
, (20)
where Aγ = −CγΓ(1 − γ)/2γ−1 > 0. Therefore, in
the limit of large k, the above expression tends to the
stretched exponential form typical of Le´vy flights char-
acteristic function:
Pˆk(θ) ∼ e−kAγθ2(γ−1) . (21)
The inverse Fourier Transform of the characteristic func-
tion in Eq. (21) does not have a straightforward analyti-
cal expression and, being non-analytic, the evaluation of
the MSD using the standard rule
〈
d2
〉
= ∂
2
∂2θ Pˆk(θ)
∣∣∣
θ=0
is impeded because the latter expression diverges. To re-
trieve the superlinear growth of the MSD analytically it
is nevertheless possible to exploit the self-similarity prop-
erty of the distribution (21) in order to obtain a scaling
relation showing the impact of the local exponent γ on
the MSD. Using Pak(a
1/gd) = a−1/gPk(d), we can thus
recast the inverse Fourier Transform
Pk(d) =
1
2pi
∫ ∞
−∞
e−2piidθ−kDγθ
2(γ−1)
dθ , (22)
from which we get
Pk(d) = k
−1/2(γ−1)Π
(
d
k1/2(γ−1)
)
, (23)
4where Π is a function of the sole variable d/k1/2(γ−1). We
are thus now able to provide the growth rate of the MSD
for the random variable Tk = X1 + · · · + Xk previously
defined. A standard computation gives [25]〈
d2
〉 ∝ k1/γ−1 (24)
As we are considering 1 < γ ≤ 2, the above expression
leads to a superdiffusive behaviour when γ 6= 2. As a
closure to the present section we would like to make a
remark on the probability of not making any microscopic
move p0. Let us observe that the walker will always per-
form Le´vy flights for any p0 ∈ [0, 1), being the impact of
p0 only on Cγ , more precisely Cγ → 0 when p0 → 1, but
not on the exponent 2(γ − 1). Only in the extremal case
p0 = 1 the walk degenerates into an absence of move-
ment.
IV. CONTINUOUS TIME APPROACH
In the previous section we considered a discrete time
process in which the steps occurred at a regular pace.
In this section we extend our analysis introducing in
our description the waiting time probability distribution,
which allows the walker to wait after n micro-steps at
the reached position for a time interval t before hopping
again. Thus our process is now composed by two moves:
a waiting time, whose length is weighted by a distribu-
tion ψ(t), and a “dynamic”phase in which n elementary
steps are instantaneously performed. In our approach,
we consider the probability distributions pi(m) and ψ(t)
as independent and the dynamic phase can be interpreted
as the flights in our model since it does not take time,
similarly to the classical Le´vy flights. With these hy-
potheses, the derivation of the final probability distribu-
tion in Fourier-Laplace space Pˆ (θ, s) is straightforward
in the Continuous Time Random Walk (CTRW) frame
[22], but we detail here the passages for the sake of com-
pleteness. We thus assume that the walker starts at t = 0
and let ψk(t) be the probability distribution function of
the occurrence of the k–th jump at time t = t1 + · · ·+ tk
where ti is the waiting time drawn at the i–th jump.One
clearly has
ψk(t) =
∫ t
0
ψk−1(t′)ψ(t− t′) dt′ . (25)
The Laplace Transform ψ˜(s) =
∫∞
0
e−stψ(t) dt applied to
the previous equation, allows to transform the convolu-
tion in an ordinary multiplication
ψ˜k(s) = ψ˜k−1(s)ψ˜(s) , (26)
from which we get by recursion
ψ˜k(s) =
(
ψ˜(s)
)k
. (27)
From the distribution ψ(t), we can now define Ψ(t),
the survival probability distribution on a given position,
which corresponds to the probability to remain stuck
more than t:
Ψ(t) = 1−
∫ t
0
ψ(t′) dt′ =
∫ ∞
t
ψ(t′) dt′ , (28)
and its Laplace transform given by
Ψ˜(s) =
1− ψ˜(s)
s
. (29)
We can now combine the two probabilities distribu-
tions Eq. (28) and Eq. (25) to obtain χk(t), which is the
probability to make exactly k jumps up to the time t
χk(t) =
∫ t
0
ψk(t
′)Ψ(t− t′) dt′ , (30)
where we observe that the integral can be interpreted
as the fact that the walker performed exactly k jumps
at time t′ ≤ t and then it waits on the arrival position
a time t − t′. Using again the Laplace transform and
recalling the previous definitions we get:
χ˜k(s) =
(
ψ˜(s)
)k 1− ψ˜(s)
s
. (31)
Now that the distribution χk accounts for the non-linear
relation between steps and time, we can proceed to in-
clude it within the definition of the P (d, t), i.e. the prob-
ability for the walker to be at distance d from the origin
(the initial point at time t = 0) at time t. We observe
that this probability is a generalisation of the previously
defined Pk(d): of course, in case all the waiting times are
equal to the duration of the rest period, τ , then P (d, t)
reduces to Pk(d) where k = t/τ , as we had in Eq. (23).
Macro-movements (a)
t2t0
+2 +5
t1 t3
+2
…
time
sp
ac
e
t
1
t
0 t2 t3
time
sp
ac
e
t1t0 t’1 t2 t’2 t3
Macro-movements with
waiting times (b)
FIG. 2. In the continuous time frame, at each time ti the
walker can, as before, perform n microscopic moves: in panel
a) these macro-movements result in displacements of m = 2,
m = 5 and m = 2. If we introduce the waiting times, the
displacements are interspersed by waiting intervals: in panel
b) the walker stays put from t1 to t
′
1 and from t2 to t
′
2.
5Using our starting hypotheses, i.e. that the jumps are
costless in time and the waiting time is uncorrelated with
the jumps, we can write
P (d, t) =
∑
k≥0
Pk(d)χk(t) , (32)
meaning that the probability P (d, t) is the probability
to be at d after exactly k steps times the probability to
have performed k steps in the time interval t. Using once
again the Laplace transform for time, Fourier for space
and the result of the previous section we arrive at the
classical result [22]:
Pˆ (θ, s) =
∑
k≥0
λk(θ)χ˜k(t) =
∑
k≥0
λk(θ)ψ˜k(s)
1− ψ˜(s)
s
(33)
=
1− ψ˜(s)
s
1
1− λ(θ)ψ˜(s) .
We thus have that the asymptotic behaviour of P (d, t)
shall be governed, in the d, t → ∞ limit, by the mo-
ments of the λ(θ) and ψ˜(s) in the corresponding limit
s, θ → 0 in the Fourier-Laplace space. Therefore we
combine the approximation of λ(θ) in Eq. (19) with a
waiting time distribution assumed to have a power-law
form ψ(t) ∼ τα/t1+α with 0 < α < 1 for t → ∞. Our
choice is motivated by the fact that this latter functional
form for the waiting time distribution is known to en-
tail subdiffusive regimes [22] and its Laplace Transform
reads ψ˜(s) ∼ 1−ταsα for small s by virtue of the Taube-
rian theorem. In order to investigate if the waiting time
distribution interferes with the super diffusive behaviour
shown in Eq. (24), we focus, for the jump part, on the
interesting case where 1 < γ ≤ 2 as we demonstrated in
the previous section that it leads the second spatial mo-
ment to diverge. Substituting the approximation of λ(θ)
and ψ˜(s), we obtain
Pˆ (θ, s) ∼ τ
αsα−1
ταsα +Aγθ2(γ−1)
. (34)
We then extrapolate the scaling behaviour in the same
fashion we derived Eq. (23), where now both the expo-
nents α and γ intervene in the temporal scaling [25]
P (d, t) = t−α/2(γ−1)Π
(
d
tα/2(γ−1)
)
, (35)
leading to the following temporal dependence for the sec-
ond moment 〈
d2
〉 ∝ tα/γ−1. (36)
Thus, since 0 < α < 1 and 1 < γ ≤ 2, we can
switch regime tuning the two exponents, as exemplified
by Fig. 3.
FIG. 3. Different diffusive regimes according to the exponents
α and γ. Along the solid line α = γ−1 we have the universal-
ity class of ordinary Brownian motion. In the region α > γ−1
we have the universality class of anomalous superdiffusion; in
the region α < γ − 1 we have the class of subdiffusion.
V. NUMERICAL SIMULATIONS
The aim of this section is to present some numerical re-
sults to support the theory presented above. We are left
now with the numerical evaluation of the MSD to con-
firm the impact brought by the local exponents α and
γ on the overall diffusion process and their competition
to create the regimes shown in Fig. 3. In our numeri-
cal study, we first consider the subdiffusive and normal
regimes: in these cases the divergence of the jump sec-
ond moment (Eq. (8)) is compensated by the possibil-
ity of being trapped on a position for long times. The
balance between the two processes avoids, from the nu-
merical point of view, the extreme variability displayed
by the walkers trajectories when the variance diverges.
This variability impedes a straightforward numerical es-
timation of the scaling in Eq. (24) and we then treat
this case separately later in this Section. Thus, as for
the subdiffusive and normal regimes, we considered in
our simulations the MSD obtained through the ensemble
averaging of 3 × 103 walkers’ trajectories over a simula-
tion of 104 events. Previously to the ensemble averaging,
we coarse-grained the trajectories through a logarithmic
binning. In Fig. 4 we display, in logarithmic scale, the
behaviour of
〈
d2
〉 ∝ tβ with β ∼ α/(γ − 1) thus con-
firming the scaling in Eq. (36). On the other hand, a
direct ensemble average is not possible in the superdiffu-
sive regime, where the variance of pi(m) diverges [26]. We
then resorted to the evaluation of the integral of the MSD
in order to attenuate the variability intrinsic to the tra-
jectories because of the aforementioned divergence. Our
variable of interest is thus Cn =
∑
k≤n〈x2(n)〉 and, from
the scaling in Eq. (24), it should follow Cn ∝ nγ/γ−1
as confirmed by our simulations in Fig. 5. As a closing
note, it is worth mentioning that other methods exists
to tame the numerical instability and investigate, albeit
indirectly, the theoretical scaling in Eq. (24) such as com-
puting the fractional moments
〈
xδ
〉
with 0 < δ < µ ≤ 2
and µ = 2(γ−1) [1], the mean of the displacements xi(t)
6(a)
100 102 104 106
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FIG. 4. Logarithmic scaling of the MSD for: (a) γ = 1.8 and
α = 0.5, (b) γ = 1.7 and α = 0.6. As a guide to the eye we
put the theoretical scaling with exponent (a) α
γ−1 = 0.62 and
(b) α
γ−1 = 0.85 .
logarithm, called the geometric mean r¯g [27] and, finally,
computing the probability density averaged within a box
with time depending bounds [L1t
1/µ, L2t
1/µ] [28].
VI. CONCLUSION
Concluding, in this work we introduced a random walk
model igniting a Le´vy flight type of behaviour and lead-
ing to superdiffusion on a one dimensional lattice. The
specificity of this model is to impose a microscopic condi-
tion on the walk, with no need for an a priori knowledge
of the topology in order to perform the jumps. In our ap-
proach, one jump event corresponds to an “avalanche” of
n elementary steps, whose size n is distributed according
to a probability distribution pn. We then demonstrated
(a)
100 101 102 103 104 105 106
100
102
104
106
108
1010
1012
1014
n
C
n
 
 
γ=1.9
(b)
100 101 102 103 104 105 106
100
102
104
106
108
1010
1012
1014
n
C
n
 
 
γ=1.8
FIG. 5. Logarithmic scaling of the MSD cumulative Cn =∑
k≤n〈x2(k)〉 for (a) γ = 1.9 and (b) γ = 1.8. As a guide
to the eye we put the theoretical scaling with exponent (a)
γ
γ−1 = 2.11 and (b)
γ
γ−1 = 2.25 .
that a power law form pn ∼ 1/nγ entails the divergence
of the second moment of the jumps length distribution
pi(m) when 1 < γ < 2. Starting from this divergence, we
derived, in Sec. III, the probability distribution Pˆk(θ) in
Fourier space which has the characteristic stretched ex-
ponential form and originates the superdiffusive scaling
given by Eq. (24). We furthermore introduced the possi-
bility for the walker to stay put on a position in Sec. IV,
showing how the long rests can conflict with the jumps,
altering the scaling of the MSD as shown in Eq. (36).
Finally, in Sec.V we confirmed through direct numerical
simulation the analytical behaviour of the mean square
displacement. On a closing note, we would like to stress
that the approach itself is independent of the pn func-
tional form and that it could be generalised to other dis-
tributions. The actual meaningful information carried by
7the pn is the creation of a divergence in the jumps sec-
ond moment computed using the pi(m) distribution. It is
worth of note that this divergence stems from the inter-
play of both the pn shape and the 1D topology; therefore
a careful choice of the former might be a way to create
anomalous diffusion in more general network topologies.
Widening further our perspective, the walk described in
this paper could be used when the underlying space does
not possess a proper metric and is small-world, as in the
case of complex networks [29], such that the probability
to perform a walk at a certain distance is not univocally
defined. In that case, adopting a local perspective for the
walker dynamics might prove useful to test the notion of
anomalous diffusion [30]. Another possible application
would the modelling of diffusion on temporal networks
[31], especially in the presence of burstiness [32] and the
number of events within a time window can be broadly
distributed, possibly under the form of trains of events
[33].
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8Appendix A: Walk properties
The symmetry of the walk reflects in the parity of pi(m), i.e. pi(−m) = pi(m):
pi(−m) =
∑
n≥|−m|
pn
2n
(
n
n−m
2
)
=
∑
n≥|m|
pn
2n
n!(
n−m
2
)
!
(
n+m
2
) = pi(m) . (A1)
Therefore, considering the first moment is trivially E(Xi) = 0 for all i ≥ 1:
E(Xi) =
∑
m
mpi(m) =
∑
m≥1
mpi(m) +
∑
m≥1
(−m)pi(−m)
=
∑
m≥1
mpi(m)−
∑
m≥1
mpi(m) = 0. (A2)
Hence on average the walker doesn’t move from the initial position E(Tk) =
∑
i≤k E(Xi) = 0. On the other hand, for
the MSD, the last equality in Eq. (6) gives
E(X2i ) =
∑
n≥1
pn
2n−1
n∑
m=1
m2
(
n
n+m
2
)
=
n∑
m=1
cnpn , (A3)
where
cn ≡ 1
2n−1
n∑
m=1
m2
(
n
n+m
2
)
. (A4)
In order to elucidate its behaviour, we shall use the following Lemma
Lemma 1. Let us define for all n ≥ 1
cn =
1
2n−1
n∑
m=1
m2
(
n
n+m
2
)
. (A5)
Then one has
cn = n . (A6)
Proof. Let us consider separately the case n = 2l (even) and n = 2l − 1 (odd).
From the definition of cn and using the parity assumption on m and n we can rewrite m = 2h, for some 1 ≤ h ≤ l,
and thus
c2l =
1
22l−1
l∑
h=1
(2h)2
(
2l
h+ l
)
.
The following relations hold to be true
p∑
k=0
(
p
k
)
= 2p ,
p∑
k=0
k
(
p
k
)
= p2p−1and
p∑
k=0
p2
(
p
k
)
= 2p−2(p+ p2) . (A7)
Let us develop the definition of c2l to be able to use the previous relations:
c2l =
8
22l
2l∑
j=l+1
(j − l)2
(
2l
j
)
=
8
22l
2l∑
j=0
(j − l)2
(
2l
j
)
− 8
22l
l∑
j=0
(j − l)2
(
2l
j
)
=
8
22l
[
(2l + 4l2)22l−2 − 4l222l−1 + l222l]− 8
22l
l∑
j=0
(j − l)2
(
2l
j
)
= 4l − 8
22l
l∑
j=0
(j − l)2
(
2l
j
)
,
9where Eqs. (A7) have been used to pass from the first line to the second one. Let us rewrite the rightmost term using
the change of summing index j − l = −h:
8
22l
l∑
j=0
(j − l)2
(
2l
j
)
=
8
22l
l∑
h=0
h2
(
2l
l − h
)
=
8
22l
l∑
h=1
h2
(
2l
l + h
)
= c2l ,
where we used the fact that
(
2l
l−h
)
=
(
2l
l+h
)
. In conclusion we have thus found
c2l = 4l − c2l → c2l = 2l .
The case n = 2l − 1 (odd) can be handled similary. Let us set m = 2h− 1, for some 1 ≤ h ≤ l, and thus
c2l−1 =
1
22l−2
l∑
h=1
(2h− 1)2
(
2l − 1
h+ l − 1
)
.
Then rewtire as done above the sum to make explicit usage of the relations Eqs. (A7) one ends up with:
c2l−1 = 2(2l − 1)− 1
22l−2
l−1∑
j=0
(2j − 2l + 1)2
(
2l − 1
j
)
.
Introducing 2j − 2l = −2h one can prove that the rightmost term is equal to c2l−1 and thus conclude that
c2l−1 = 2l − 1 .
From this equality and the definition of the probability distribution (Eq. (1)), it can be obtained
E(X2i ) =
∑
n≥1
npn =
∑
n≥1
Cγ
1
nγ−1
. (A8)
Appendix B: Behaviour of λ(θ)
In this appendix we detail the derivation of Eq. (14) for the function λ(θ). Firstly, we observe that using the parity
of pi(m) one can write its Fourier Transform λ(θ) as
λ(θ) = pi(0) + 2
∑
m≥1
pi(m) cos(mθ) , (B1)
but it is not possible to use the Taylor development cos(mθ) = 1−m2θ2/2+. . . because in the present case, 1 < γ ≤ 2,
we already know that
∑
m≥1 pi(m)m
2 diverges. We thus turn to definition of pi(m) and write
λ(θ) = pi(0) + 2
∑
m≥1
∑
n≥m
pn
2n
(
n
n+m
2
)
cos(mθ)
= pi(0) + 2
∑
n≥1
pn
n∑
m=1
1
2n
(
n
n+m
2
)
cos(mθ)
= pi(0) +
∑
n≥1
pngn(θ) , (B2)
where gn(θ) is defined using the last equality. For this function gn(θ) holds the following lemma
Lemma 2. Let gn(θ) be defined by Eq. (B2), then ∀l ≥ 1.
g2l(θ) = (cos θ)
2l − 1
22l
(
2l
l
)
(B3)
g2l−1(θ) = (cos θ)2l−1 . (B4)
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Proof. Let us consider once again separately the case n = 2l (even) and n = 2l − 1 (odd) for some l ≥ 1. Then once
can rewrite
g2l(θ) =
1
22l−1
l∑
h=1
(
2l
l + h
)
cos(2hθ) and g2l−1(θ) =
1
22l−2
l∑
h=1
(
2l − 1
l + h− 1
)
cos((2h− 1)θ) . (B5)
Let us rewrite the sum for the even case using the variable j = l+h and the sum for the odd case with the variable
j = l + h− 1:
g2l(θ) =
1
22l−1
2l∑
j=1+l
(
2l
j
)
cos(2(j − l)θ) and g2l−1(θ) = 1
22l−2
2l−1∑
j=l
(
2l − 1
j
)
cos((2j − 2l + 1)θ) . (B6)
Let add and remove in both sums the number of terms up to h = 0:
g2l(θ) =
1
22l−1
 2l∑
j=0
(
2l
j
)
cos(2(j − l)θ)−
l∑
j=0
(
2l
j
)
cos(2(j − l)θ)

g2l−1(θ) =
1
22l−2
2l−1∑
j=0
(
2l − 1
j
)
cos((2j − 2l + 1)θ)−
l−1∑
j=0
(
2l − 1
j
)
cos((2j − 2l + 1)θ)
 . (B7)
Rewriting cosx = (eix + e−ix)/2
g2l(θ) =
1
22l−1
 2l∑
j=0
(
2l
j
)
e−2liθ(e2iθ)j + e2liθ(e−2iθ)j
2
−
l∑
j=0
(
2l
j
)
cos(2(j − l)θ)

g2l−1(θ) =
1
22l−2
2l−1∑
j=0
(
2l − 1
j
)
e(−2l+1)iθ(e2iθ)j + e−(2l+1)iθ(e−2iθ)j
2
−
l−1∑
j=0
(
2l − 1
j
)
cos((2j − 2l + 1)θ)
 , (B8)
and using the definition of binomial coefficient (1 + x)n =
∑n
k=0
(
n
k
)
xk we get:
g2l(θ) =
1
22l−1
e−2liθ(1 + e2iθ)2l + e2liθ(1 + e−2iθ)2l
2
−
l∑
j=0
(
2l
j
)
cos(2(j − l)θ)

g2l−1(θ) =
1
22l−2
e(−2l+1)iθ(1 + e2iθ)2l−1 + e−(2l+1)iθ(1 + e−2iθ)2l−1
2
−
l−1∑
j=0
(
2l − 1
j
)
cos((2j − 2l + 1)θ)
 , (B9)
and some manipulations give
g2l(θ) = 2(cos θ)
2l − 1
22l−1
l∑
j=0
(
2l
j
)
cos(2(j − l)θ)
g2l−1(θ) = 2(cos θ)2l−1 − 1
22l−2
l−1∑
j=0
(
2l − 1
j
)
cos((2j − 2l + 1)θ) , (B10)
replacing in both sums j = l − h (and isolating the term j = 0 in the sum for even n) we get
g2l(θ) = 2(cos θ)
2l − 1
22l−1
(
2l
l
)
− 1
22l−1
l∑
h=1
(
2l
l − h
)
cos(−2hθ)
g2l−1(θ) = 2(cos θ)2l−1 − 1
22l−2
l∑
h=1
(
2l − 1
l − h
)
cos((2h− 1)θ) , (B11)
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and using the defintion of g2l and g2l−1 we obtain:
g2l(θ) = 2(cos θ)
2l − 1
22l−1
(
2l
l
)
− g2l(θ)
g2l−1(θ) = 2(cos θ)2l−1 − g2l−1(θ) , (B12)
that is
g2l(θ) = (cos θ)
2l − 1
22l
(
2l
l
)
g2l−1(θ) = (cos θ)2l−1 . (B13)
Using the previous result we can explicitly rewrite λ(θ) as
λ(θ) =
∑
n≥1
pn(cos θ)
n −
∑
l≥1
p2l
22l
(
2l
l
)
+ pi(0)
≡
∑
n≥1
pn(cos θ)
n + p0 , (B14)
and obtain Eq. (14).
