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In this paper we consider Schrodinger operators with magnetic tields and study 
which of the magnetic field and the scalar potential contributes to the leading term 
of the asymptotic distribution of eigenvalues. By studying the asymptotic behavior 
of the trace of the heat kernels, we see that, if the norm of the magnetic held 
diverges at infinity faster than the scalar potential, only the magnetic field 
contributes to the leading asymptotic and that only the scalar potential does if the 
opposite under mild conditions. 8 1991 Academic Press, Inc. 
1. INTRODUCTION 
This paper is concerned with the Schrodinger operator H = H,,, ,,) in 
L2(Rd) with the magnetic vector potential A(x) = (a,(x), . . . . ad(x)) and 
with the scalar potential V(x): 
H=$(iV+A(x))‘+ V(x). 
We will assume that H is essentially self-adjoint on Cz(Rd) and that, 
denoting by the same notation its self-adjoint realization in L2(Rd), H has 
compact resolvents. 
In the case A(x)=0 and V(x) tends to CC as 1x1 -+ co, many authors 
have studied the asymptotic distribution of eigenvalues of H and the 
following classical formula is well known: under some assumptions on V, 
it holds that 
N(A)=(27q”vol{(x, 5); 1512/2+ V(x)<~}(l+o(l)) (1.1) 
as 1 tends to co, where N(1) is the number of the eigenvalues of H less 
than A. See [ll, 131 and so on. 
On the other hand, Simon [14] has presented some examples where 
A(x) = 0 and (1.1) does not hold. Moreover, even if V(x) = 0, there are 
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some cases where H has compact resolvents (see, e.g., [2, 3, 6]), and Colin 
de Verdiere [l] and Tamura [17] have studied the asymptotic distribu- 
tions of the eigenvalues of such operators. In these cases we cannot expect 
a formula like (1.1) because 
vol{(x, 5); f (5j+Uj(x))2/2<A} = Co 
,=l 
for any A(x). In this sense we call such problems non-classical following 
c141. 
The purpose in the present work is to study the eigenvalue asymptotics 
for operators of general form. We will see, roughly speaking, that the 
magnetic vector potential A(x) does not contribute to the leading 
asymptotics and that the asymptotic distribution of eigenvalues is classical 
if V(x) grows to co faster than the norm b(x) of the magnetic field 
curl(d(x)). Conversely, if b(x) grows faster than V(x), we will see that V(x) 
is negligible and that the problem is non-classical. 
Since the leading asymptotic of N(L) is known from the small t behavior 
of Tr(exp( -tH)) by virtue of the Karamata-Tauberian theorem (a 
strategy of Kac [7]), we will concentrate on the asymptotic behavior of 
Tr(exp( - tH)) as t tends to 0. Here Tr(exp( - tH)) denotes the trace of the 
semigroup exp( - tH), t > 0, generated by H. 
Recently the author [IS] showed a similar result for the classical problem 
under different conditions from the present one. The method there was 
purely probabilistic. See also Odencrantz [9]. Also in the present work, 
some probabilistic arguments will be used to give some estimates for the 
integral kernel of the semigroup, but we will calculate Tr(exp( - tH)) by a 
similar method to that used in Tamura [17]. 
This paper is organized as follows. In Section 2 we will mention the main 
result for the classical problem, which will be proved in Sections 4 and 5 
after showing some estimates for the integral kernel of the semigroup 
generated by operators without vector potentials. The main theorem for 
the non-classical problem will be given in Section 6 and will be proved in 
Section 8. For the proof we will need some estimates for the integral kernel 
corresponding to the operator without scalar potential and with a uniform 
magnetic field, which we will show in Section 7. In Section 9 we will give 
some examples which are not included in the frameworks of the previous 
sections. 
2. CLASSICAL EIGENVALUE ASYMPTOTICS 
We consider the operator H(,,., on Rd defined by 
H ca, vj = 4 (iv + A(x))~ + V(x). (2.1) 
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First of all, we give the assumptions on the scalar potential V and the 
magnetic vector potential A. We assume for I’ the following: 
(VA) VE C’(Rd’ R); 
(V.2) there exist positive constants r and C, such that 
jPV(x)l B C,(l + 1x12’- ‘“1) 
for 1~11 = 0, 1 and all x E Rd; 
(V.3) there exist positive constants C, and C, such that 
V(x) 2 c2 lx12’ - c, for xeRd. 
We assume for A: 
(A.l) A(x) = (a,(x), . . . . ad(x)) E C2(Rd -+ Rd); 
(A.2) lPa,(x)l = o( V(x)) as 1x1 -+ cc for Ial = 0, 1, 2 and j= 1, . . . . d. 
By the assumptions (V.l) and (A.1 ), H,,, ,,) is essentially self-adjoint in 
CT(Rd) [ 12, Theorem 2.1 in Chap. 91. We denote by H its unique self- 
adjoint realization in L2(Rd). H has compact resolvents by virtue of (V.3). 
Now we are in the position to state the main theorem for the classical 
problem. 
THEOREM 1. Under the assumptions above, it holds that 
Tr(edfH)= (2xt)-d’2 jRdeP’c.(.X)dx(l +0(l)) (2.2) 
as t tends to 0. 
This theorem says that the effect of the magnetic field does not appear 
in the leading term and that, denoting by H, the unique self-adjoint 
realization of H,, Vj, 
Tr(eP’H)=Tr(e-‘H1)(l +0(l)) as tJ0. 
Therefore the leading asymptotics for the number of the eigenvalues of H 
and H, coincide and are given by the classical formula (1.1). 
3. SOME ESTIMATES FOR THE INTEGRAL KERNEL OF exp( -sH,) 
In this section we show some estimates for the integral kernel 
exp( -sH,)(x, y) of the semigroup exp( -sH,), s>O, generated by H,, 
which is formally written as -A/2 + K They will play an important role in 
the proof of Theorem 1. Throughout this section, we assume (V.l t(V.3). 
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By virtue of the Feynman-Kac formula, exp( -sH,) is written as 
e -SH’(x, y) = (27~s)-~‘~ e -1~~~12/zsE~,~[exp(-~~ V(wO)&)] 
= (27~s)~~‘~ e Ix - y’2’2y(s, x, y ), 
where 
fb, x, Y) = E;:: [exp( -sJ1: V(x + u( y - x) + &w,, du 
and E;,: denotes the expectation with respect o the d-dimensional pinned 
Brownian motion such that w0 = x and w, = y. Here we have used the self- 
similarity of the Brownian motions. Using this expression, we show: 
LEMMA 3.1. There exist positive constants C,, 1 < l< 3, such that the 
following holds for all x, y E Rd and s with 0 < s < 1: 
x (e- czs IX/*’ + e-C3 l#/J 1. (3.1) 
Proof In the sequel we denote by C,‘s the constants independent of the 
variables. At first we note that Ix + u(y - x)1 > 1x1/2 for 0 < u < l/4 if 1x1 > 
IyI and for 3/4g UG 1 if (yl > 1x1. 
Now assume 1x1 > (yl and let f1 be the indicator function of the set 
{sup O<U<l Iw,I 2 I-d/4 $1. Th en, since T/ is bounded from below by 
(V.3), we have 
f(s, x, Y)< GE;:: [exp (-sJ:” V(x + u( y -x) + Jw,) du 
+C,E$z[exp{-r/if4 V(x+u(y-x)+&w,)du (l-1,) I 1 
< C2P$( sup Iw,I 2 1x1/4 A)+ C, exp( -C4s(lxl/4)2’). 
OCU$l 
(3.2) 
Combining this with 
P$ sup I w,( B R) d 2d exp( - 2R2/d) for R>O 
OGU<l 
(see [15]), we get (3.1). 
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The case (y( > 1x1 can be proved in the same way if we restrict the 
integral in the exponent to [3/4, 11. 
Second, we give an estimate for the derivatives of first order of the 
integral kernel. 
LEMMA 3.2. There exist positive constants Cl, 1 < 16 3, such that the 
following holds for all x, y E Rd and s with 0 -C s -C 1: 
IV,e -ya-, y)l d c,s ~(d+I’~2e-1~-~~2’4.\(e-Cz.~~.~)“+e~c,~~~~2i.~) 
+~~~-(d-2)~-/.r-v1~/2s(l + ly--x~2r+l+ jxj2r-l) 
x (e 
- C’2.s l.xl2’ + e - c3 l’l~/J 
1. (3.3) 
Proof: It is intuitively clear and is easily justified that 
a 
Gfe 
pSH1(x, y) = (271s)p42 (xi- yj) f 'ep~'-'~2/2~(s, ,y, y) 
x (271s)y2 ,-i.Y-.v1~!2s 
$f(s, 4 Y) (3.4) 
I 
and 
&Is,., u)=E::;[ -sf 
0 
(ajv)(X+U(y-X)+~W,)UdU 
V(x+u(y-x)+&w,)du 
> 
. 
By using (V.2), it is easy to show 
El.0 0.0 [I, ‘(iiiV)(x+u(y-x)+~w,,)uda ’ 0 II 
<Cc,(l + Iy-xJ2’2’-l’+ lx/2(2r--‘)). 
Then, combining this with (3.1), Schwartz’s inequahty implies 
<Cc,s(l+ ly-x12’-‘+ 1x1+‘) 
x (e ~ cz.7 I.-# + e ~ c-4 I r/*!s). 
As to the first term of (3.4), we have only to use the elementary inequality 
ae - 092 6 e - 094 for a>O. 
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4. PROOF OF THEOREM 1 
Throughout we denote by B(x) the magnetic field, curl(A(x))= 
(8&x) - ~,u~(x))~,,= i ,_,_, d.Fix ZE Rd and define A,(x) = (a,,(x), . . . . adz(x)) 
by 
A,(x)= -$B(z)(x-z)+R,(x), 
where R,(x) = (rlz(x), . . . . rdz(x)) is given by 
rjz(x) = $ 1 j’ (Pu,)(z + s(x - z)) ds. 
/al=2 0 
Then we show the following lemma related to the gauge invariance of the 
magnetic Schrodinger operators. 
LEMMA 4.1. For each z, there exists a function g, E C’(Rd+ R) satis- 
fying 
&xl = A,(x) + Vgz(x). 
Proof If we identify the vector valued function A(x) and A,(x) with the 
l-form w = cJ’= i uj(x) dxj and O, = Xi”= i a,,(x) dXj, respectively, it is easy 
from the definition of A,(x) to show d(o - 0,) = 0. Now Poincark’s lemma 
implies the assertion. 
Let zf,, n = 1, 2, . . . . be the eigenfunction of H corresponding to the eigen- 
value A,, . Without loss of generality, we assume that {u,} ,“= i is a complete 
orthonormal system for L2( Rd). 
By Lemma 4.1, H is unitary equivalent to the operator H, defined by 
H, = 4 (iv + A,(x))~ + V(x); (4.1) 
that is, denoting by U, the multiplication operator defined by 
exp(ig,), H = U,H, U,*. Moreover exp( - ig2) u,, is the eigenfunction of H, 
corresponding to the eigenvalue A,. 
Next let 1,9 be a smooth function valued in [0, l] such that supp(ll/) c 
{x E Rd; 1x1 < 1 } and 1,5(x) = 1 for 1x1 < l/2. Moreover, let 6 be an arbitrary 
positive number and define +a= by 
Il/sAx) = Il/(SWP2 (x -z)). 
Then the following is easily verified, 
(4.2) 
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where KaZ = HI $az - t+bs,H,. Now, apply both sides of (4.2) and then U/, to 
exp( - ig=) u,. We obtain, evaluating at z, 
where 
e -inr%i(4 = J,,,(z) + J?h(Z) + J,,,(z), 
J,,(z) = e’gl(‘)e-‘Hl(~,;e~g’u,)(z) 
Jxn(z) = J; Lb, 2) ds 
Jm(z) = j-i2 fn(s, 2) ds 
fn(s, z) = e’g,(x)e~(‘--S)HI(K6;(e~‘n”e-iglu,))(x)l,=;. 
Now, for 6 with 0 < 6 < 1, choose a compact set Kb in Rd such that 
jaauj(z)l <TV and V(z)ZSp2 for zeRd\Kj, /cl1 =O, 1, 2 andj= 1, . . . . d. 
Here K,’ is the l-neighborhood of K6. Then it is easy to see that there exists 
a constant C, depending only on 6 such that 
For Jln, we calculate, by using Parseval’s equality, 
= jRd,, dz 1 epfH’k y)’ IClaz(,v)2 dr 
=Tr(e-2’Hl)-K,-K2, 
where 
K, = 
I ! 
dz e-‘“‘(z, y)’ dy, 
xb 
Here and henceforth the integrals without the domain denote the integrals 
on the whole space Rd. 
We will complete the proof of Theorem 1 if we show the following 
lemma, the proof of which will be given in the next section. 
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LEMMA 4.2. The following equality and inequalities hold: 
Tr(e- *‘“I) = (4nt)-‘I* s e-*“‘@) dz( 1 + o( 1)) (4.3) 
as tJO,and,forO<t<l, 
K, d Cat-dJ2, 
K, < c, #$-(d/*)(1+ l/r), 
cj-Rd,Ka IJz~n(z)lZdz~C2b2t--(d’2)(1+1/r), 1=1,2, 
n 
C3t-(d/2)(1+11k)~<r(e-‘H1) < C4t-(d/2)(1 + l/r). 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
Here Cd is a positive constant depending only on 6 and C,, 1 < l< 4, are 
positive constants independent oft and 6. 
5. PROOF OF LEMMA 4.2 
Equality (4.3) is well known. See, for example, [lo, 111. Inequality (4.4) 
can be shown by direct calculation using (3.1) by virtue of the compactness 
of K6. Moreover the second inequality of (4.7) is an easy consequence of 
(3.1). 
First we prove the first inequality of (4.7). We have 
e -yx, x) > (2nt) -42 E;; , [exP{-( V(x+&w,)du (1-I ) } I] 
> c t-dl*e-Cz 1-xI=’ 
/ 1 3 
where I, is the indicator function defined in the proof of Lemma 3.1. 
Integrating both sides, we get (4.7). A similar argument was used in 
Simon [ 141. 
Next we prove (4.5). Let y E supp( 1 - $i,). Then we have 
/y-z) >2P&‘V(z))“2 
and, by using (3.1), we obtain 
e -‘H1(~, y)*= ly-zled ly-zlde-‘H1(z, y)* 
<c, @jqz)“* (e-car l~lZr + e-~~ 142/r) 
x ~y-z~dt-de-l~--z121~~ 
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We get, by (V.2) 
for 0 < t < 1, which completes the proof of (4.5). 
Before giving the proof of (4.6), it is convenient to show the following: 
LEMMA 5.1. There exist positive constants Cl, 1 < 16 3, such that the 
following holds for 0 < s < 1, z E Rd\K,, and y E supp($,,): 
IGe yz, y)l d c, dv(x)1’2 s -(d+13/2e~ly~z12/4sg(s, z) 
+ C, bV(z)“‘(l + I~l~‘~‘)e-l~-“~‘~“g(s, z) 
+ C, d2V(z) s~d’2e-~Y--r12/2sg(s, z), (5.1) 
where 
g(s, z) = exp( - C2s Iz( 2r) + exp( - C, IzI 2/s). 
ProoJ Direct calculation shows 
KEcp)(x) = $&)(H~ cp)(x) - ff,($,,cp)(x) 
= (F,,(x), Vcpb) > + F2Ax) v(x), 
where 
F&) = Y&) - iti&) AZ(x), 
F2Ax) = ij @6,(x) - i(A,(x), Vdx)) 
- i (div 4(x)) $dx) -i IA~(X)I’ eaZ(x) 
and ( , ) denotes the usual inner product in Rd. Note that supp($,,)c 
{x;bV(z) (x-z) <l}c {x; Ix-zz( ~6) if ZER~\K*. Then we see, by the 
choice of K6, 
IK?zdx)l G C, dW)“2 IVdx)l + C, S2Uz) cp(x). 
Now, setting cp = exp( -sH,)(z, JJ), Lemmas 3.1 and 3.2 imply (5.1). 
Now we are in the position to give the proof of (4.6). First let I= 1. 
Using Schwartz’s inequality and Parseval’s equality, we obtain 
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IJz&)12 dz
<i jRd,Ka dz c j”’ epzAns (e-(‘-s)H1(K6Z(e-igzu,))(z)12 ds 
n 0 
<C, t jRd,Ks dz T jr ds I{ K$Z(e-(‘p”)H1(z, y)) e-ig2(y)u,(y) dyi2 
= C, t 1 
R%‘s 
dz j: ds j IKs*,(e-(‘pS)HL(z, y))j2 dy. 
Then, using (5.1), direct calculations show (4.6) for I = 1. 
Next let I= 2. We have 
IJ,,,(z)l < epAn”* “’ 
i 5 ds IG(e-SH’(z, y))l MYY dy. 0 
We change the variable from (y, S) to (u, r), where 
y = z + V(z) ~ I’* z l’*u and s= V(z)-’ t. 
The Jacobian a( y, s)/c?(u, r) is V(z)- d’2- ’ r”*. Then, we get, by using (5.1) 
and (5.2), 
IJ22n(~)( < C2 6eeAnri2 duz-‘12e-C3 lui2 
x eCc4’12 lu,(w)l, 
where I2 is the indicator function of the set ((t, u); ri’* 1~1 <S-l} and 
w = w(u, z, z) = z + v(z)p2 2”2u. 
Therefore Schwartz’s inequality implies 
Integrating this over Rd\Ks, we make a change of variable: z --) w. Since 
aw, ctz=s4-; v-(z)-3’* ajv(z)2”2uj I 
and 
lagqz) ~(~)-3q G C, 1~1 +--l d c7 6l + I/* 
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for z E Rd\K,, we have for the Jacobian 
if z E Rd\Ka and T”~ 101 < 6 ‘. Therefore. integrating in z at first, we get 
~.I,,,(z)(~ dz d C, J2 Tr(r-‘H). 
Moreover we have, by the Feynman-Kac-Ito formula, 
Tr(eerH) < Tr(e-‘H1). 
Therefore (4.7) implies (4.6) for I= 2. The proofs of Lemma 4.2 and 
Theorem 1 are now completed. 
6. NON-CLASSICAL EICENVALUE DISTRIBUTIONS 
In the rest we will consider the case that (1.1) does not hold. In this 
section and Section 8 we will consider the non-classical problem, where the 
scalar potential does not affect the leading term of the asymptotic behavior 
for Tr(exp( -tH)) as t tends to 0. For this purpose we assume (A.l) and 
the following. Let B(x) be the magnetic field corresponding to A, that is, 
the skew-symmetric matrix-valued function B = curl(A) with the (j, k) 
component 
Set 
Bp(X) = d,u,(x) - iJ,u,(x). 
We will assume: 
(A.3) b(x) + cc as 1x1 -+ co; 
(A.4) IPaj(x)l = o(b(x)‘12) as (xl + co, j= 1, . . . . d; 
(AS) there exist positive constants A, and C such that 
m(2L) < cm(n) for E,>.4,, 
where m(n) is the volume of the set {x; b(x) < A}. For the scalar potential 
V we assume: 
(V.4) V(x) is of L&(Rd) and is bounded from below; 
(V.5) I’(x) = o(b(x)) as 1x1 -+ co. 
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Let H be the operator defined by (2.1) and define H, by 
H, = ; (iv + A(x))*. 
Then, by assumptions (A.l) and (V.4), H and H, are both essentially self- 
adjoint in C,“(JY’) [12]. We denote by the same notations their unique 
self-adjoint realizations in L2(Rd). Assumptions (A.3) and (A.4) imply that 
both H and H, have compact resolvents by the results in [2, 61. 
Now the main result for the non-classical problem is: 
THEOREM 2. Under assumptions (A.l), (A.3)-(A.5) (V.4) and (V.S), it 
holds that 
Tr(eP’H)=Tr(eP’H2)(1 +0(l)) as tl0. (6.1) 
We close this section by giving some remarks on Tr(exp( - tH,)) and 
(6.1) following Colin de Verdiere [ 11. Let w be the l-form corresponding 
to the vector potential A, o = xi”=, ai dx,. Then the magnetic field 
corresponds to the 2-form dw 
do = c Bjk(x) dxj A dxk. 
jck 
Then, if we choose another suitable coordinate (yi, . . . . yd) of Rd, do can be 
written as 
dU= C b,(X) dyzj- 1 A dyzj 
j=l 
b,(x) > h,(x) 2 . . . 2 b,(x) > 0 
r = r(x) = rank(B(x))/2. 
(6.2) 
In other words, there exists an orthogonal d x d matrix M, such that 
‘M,B(x)M, = diag(b,(x)J), J= 
Colin de Verdiere [ 1 ] showed 
Tr(e-‘H2) = (2nt)-42 /Rd :!, sin:tE:z,2) dx 
J 
and we will prove (6.1) by showing directly 
Tr(ePfH) = (27uedj2 !*, ,$ sin2i$,2) dx(1 + o( 1)). 
J 
(6.3) 
Expression (6.2) will be used in the proof of Theorem 2. 
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When d=2 or 3, T(X) = 1 for sufficiently large 1x1 by the assumptions 
and b,(x) = b(x). Therefore (6.3) can be written more clearly. For this, see 
Tamura [ 173. 
7. INTEGRAL KERNELS FOR OPERATORS WITH UNIFORM MAGNETIC FIELDS 
In this section we will give an explicit formula for the integral kernel of 
the semigroup generated by a Schrodinger operator with uniform magnetic 
field. Note that, for such operators, the vector potential can be given as a 
linear function. Moreover we will give some estimates for the integral 
kernel, which will play an important role in the proof of Theorem 2. 
For later use, we consider the operator defined as follows. Fix z E Rd and 
define the Schrodinger operator HO, with the uniform magnetic field B(z) 
by 
II,,=+ (iv-$l(z)(x-z))2, (7.1) 
where B(z) = (curl A)(z). Let B(z) = diag(bj(z)J) be the normal form of 
B(z) mentioned in the last part of the previous section and let MZ be the 
orthogonal matrix such that ‘M,b(z) MZ = B(z). Then we show: 
LEMMA 7.1. It holds that 
r(=) 
XrI 
Sbj (Z)/‘2 
i=, slnh(sb,(z)P) 
eF2,hx, W), 
where 
F,](X, y; z) = i<W)(x - z), Y -z), 
F2j(s, x3 Y; z)= (I"z(Y-x)l,2/2s) 
x (1 -(b,(z) s/2) coth(b,(z) s/2)), 
I",(y-x)1,2=(M,(y-x))tj-, + (“Z(Y-x))ij’ 
ProoJ By the Feynman-Kac-Ito formula, we have 
e-s~,,z(x, v) = (2ns)-d/2 ,-l.~-.~12/2~,~~,(-~~v~=) 
(7.2) 
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where E[ 1 w, = y-x] denotes the conditional expectation given 
\yS t y - $} of the d-dimensional .standard Brownian motion. { w,},,.~ = 
w,, ‘.., w,)},~~. Then the mvariance of the law of Browman mottons 
under orthogonal transformations implies 
- wt’-‘odw: w,=M,(y-x) 1 
The rest is easily seen by the self-similarity of the Brownian motions and 
by the formula for the characteristic function of the Levy stochastic area. 
For the stochastic area, see, for example, [S, 183. 
Using this explicit expression (7.2) for exp( -.rHOz)(x, y), the following 
can be easily shown: 
LEMMA 7.2. There exist positive constants C,, 1 < l< 5, such that 
le-“&qX, y)l < ~~~~d/2~-Czb(=)~,-I~~.~l~/2~ (7.3) 
and 
IV,e 
-.~ffo;(~, y), < c3s-(d+ 1Y2e-Cddz).~e-Cs IP=I~/s. 
(7.4) 
8. PROOF OF THEOREM 2 
In this section we prove Theorem 2. We will use a similar to that of 
Tamura [17] and that of the proof of Theorem 1. 
Let us choose an arbitrary small number 6 > 0 and fix it. Then, by the 
assumptions, there exists a compact set K6 in Rd such that 
Idaa, d c~~~(x)~I~, bi = 2, j = 1, . . . . d, 
b(z)<d-2, 
V(z) < 6b(z) 
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hold for z E R”\Kj , where Kj denotes the 1 -neighborhood of K6. Then it 
is easy to see that there exist constants C,;i and Czs, depending only on 6, 
such that 
<C26m(f-‘)-’ ‘x’ ep”d(m(A) Adi2). 
s (8.1) 0 
Next let Ho= and H, be the operators defined by (7.1) and (4.1), respec- 
tively. They are essentially self-adjoint on Com(Rd) by the assumptions and 
we denote by the same notations their self-adjoint realizations in L2(Rd). 
By Lemma 4.1, H, is unitary equivalent with H. Moreover, denoting by u,, 
rz = 1, 2, . ..) the eigenfunction of H corresponding to the eigenvalue A,,, there 
exists a C’ function gz such that exp( - ig,) u,, is an eigenfunction of Hz 
corresponding to the eigenvalue A,. Without loss of generality, we assume 
here also that {un}~=r is a complete orthonormal system for L2(Rd). 
Let II/ be a smooth function used in Section 4 and define cpsz by 
cp&) = WWP2 (x - 2)). 
Then, noting that 
we get as in Section 4 
e -i.n’d4 = G,,(z) + G,,,(z) + G22n(z), 
where 
G,,(z) = eigl(z)e-‘*OZ((P6ze-ig’u,)(z), 
G,,,(z)=j~f,(~, z) 4 
G22nk) = jl;,Lb z) 4 
We will prove the following lemma, which, combined with (8.1), shows 
the assertion of Theorem 2. 
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LEMMA 8.1. There exist positive constants Cg, depending only on 6, and 
C,, 1 ,< 1~ 3, independent of 6 and t, such that the following inequalities hold 
for sufficiently small t: 
IJ 
Rd,Khx IG,,(z)12dz-Tr(e~Z’Hz) 
t n 
<C,tpd12+C1 6* J me-2t1 d(m(A) Ad”), (8.2) 0 
5 
m 
< C2 6’ ,-*I’ d(m(A) Ad’*) (8.3) 
0 
for 1= 1,2 and 
s 
m 
eeztA d(m(A) ,I”“) < C, Tr(e-2rHz). (8.4) 
0 
Proof of (8.2). By Parseval’s equality, we have 
I c IG&)l* dz R’\Ka ,, 
= lRd,Ka dz c /i eprHozk y) cpdy) e-igz(y)dy) 41’ n 
= JRd dz J Je-‘HOz(z, y)/* dy - J dz J JecfHOz(z, y)l* dy 
- JRd,K6 dz J WfHozk yN2 i- cpdy~‘~ 4 
=L1-L2-L,, say. 
For the integral in y over the whole space Rd, we make a change of 
variable: i: = M,( y -z), where M, is the orthogonal matrix mentioned in 
the previous section. Then, carrying out the integral in y, we get 
L, = (4nt)-d’2 ,,I$ sin~‘,;zlj dz, 
J 
(8.5) 
which is equal to the leading term of Tr(exp( -2tIi,)) by the result in 
Colin de Verdiere [ 11. 
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For LZ, we carry out the integral in y by the same way as above. Then 
we get 
because Kb is compact and the function x(sinh x)) ’ on R is bounded. 
As to L,, we note, for y E supp( 1 -q&}, that 
(y-21 22-l S-‘b(z)-“2 
and, by using (7.2), that 
lehrHoz(z, ~)(2=J~-z~~dI~-z~dle~‘Ho~(z, y)12 
<c, ,jd/,(z)d/* e--C2H~)~ (y-z~d t-de-li-v12/r. 
Therefore we obtain, by assumption (A.5), 
L3 < C, dd / let’s e -C2h(z)’ dz 
s 
s 
< C, dd e-*Ii. d(m(A) A”‘), 
0 
which completes the proof of (8.2). 
Before giving the proof of (8.3), we state a lemma without proof since it 
can be proved by using (7.2)(7.4) in the same way as in the proof of 
Lemma 5.1. See also [ 17, Lemma 7.41. 
LEMMA 8.2. It holds that 
supp(L,*Ze-‘“Or (z, ‘))C {y; /y-z1 <C%(z)-“2) 
and there exist positive constants C,, 1 < 1~ 3, such that 
K&e -““oz(z, y)l d C, c%(z) h(b(z), (y - zl) 
(8.6) 
where 
h(a, /?) = 1 + G?‘*/? + afi’ for tl, fl> 0. 
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Proof of (8.3). At first let I = 1. By Schwartz’s inequality, 
1 lG21,(z)12 <iI jr’* ds /I e-(l-“)HoZ(z, y)(Ld,e-‘%,)(y) dy/* 
n ” 0 
(L~Ze-“-“)HoZ(z, y)) epigZ(y)un(y) dy 2. 
Moreover Parseval’s equality implies 
T IG21,,(z)12 < t f: ds j IL6*ze-“-S)HoZ(z, y)l* dy. 
Now we use (8.6). Then we get 
I IL2 
-(t-S)ff~r(~, y)12 dy 
<Cl ~S*b(z)~ t-“‘*h(b(z)‘, t) e-c26(Z)f 
for 0 d s d t/2. Therefore we obtain, by assumption (AS), 
fRd,K6 C lG2dz)12 dz< C2 d2tpd’* Jam h(1*, t) e-C3’a dm(1) 
” 
< C, 8*ted12 
s 
m e-csAr dm(A) 
0 
s 
m < c, 6= e-*” d(m(A) A”“). 
0 
Next consider the case I= 2. We have 
(G22n(~)I <epanf12 
s s 
’ ds JLa*,e-(‘p”)HoZ(z, y) u,(y)\ dy. 
r/2 
Following [ 171, let us make a change of the variable from (y, s) to (u, z) 
by 
y = z + b(z)-“2 t1i2u and s= b(z)-’ z. 
Then, setting 
g(u, z) = L,*,eCsHoz(z, y), 
(8.6) is rewritten as 
Ig(f.4 T)l (d(y, s)/d(u, T)) < C, dh(z, Iul) e-C*‘e-C9’u12Z3, 
580/95/2-17 
478 HIROYUKI MATSUMOTO 
where I, is the indicator function of the set {(a, r); T ID/ < & ’ )-, Therefore 
we obtain, by Schwartz’s inequality, 
where w = W(Z, u, r) = z + h(z) ~ ‘I2 r’!2 v. Making a change of the variable 
from z to W, we carry out the integral in Z. Then, if ZE Rd\Kb and T IuJ d 
6-l, 
$f$ T’12Vk = 6, + o(6). 
Therefore the Jacobian satisfies 
qz, T, v) acw) -1 
a(w, 7, v) = atz) (-1 = 1 + O(6). 
Now, summing in n and integrating in z first for (8.7), we obtain 
s 1 IG22,(z)12 dz < Cl1 6’ Tr(e-‘*). .‘+\Ka n
The proof of (8.3) will be completed if we show 
Tr(eP’H) < Cl2 s 3c eezAr d(m(E,) ndj2). 0 
For this we note that, letting Aj, be a real function on Rd and IZj = i aj + a,, 
2 Im(Ajk17,h J&d) = -(AjkBjkh 4) + W,4, akAjk4) - (nk$, ajA,k4), 
where (B,,) = curl A. Then, setting A, = -Bjk(b(x)) ~ ‘, we get 
j,k= 1 
= 2@4,‘$) + 2 { (n,h akAjk$) - (n/d> ajAjkb)b 
j,k= 1 
Now it is easy to see that 
(ff434) 2 ((Cn(b - 1) + VI $4 4). 
Therefore, denoting by H, the operator -A/4 + C,36, the Feynman- 
Kac-Ito formula implies 
Tr(e-‘“) < C,, Tr(e-‘“j) for O<t<l. 
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Here we have used the boundedness of I/ from below. The argument above 
was used in Iwatsuka [6] to show the compactness of the resolvent of H 
under assumptions (A.3) and (A.4). See also [ 171. 
Now, tracting the argument in Ray [lo], we get, by (AS), 
s 00 G Cl, eC2” d(m(;l) A”‘), 0 
which completes the proof of (8.3). 
Proof of (8.4). Let r = max(r(z)). Note 2r d d. Then, by (8.5), we get 
Tr(eP2’H2) = (4rct))d’2 sin?$jzbiz)))’ dz 
> (47~t)-“~ j ( sin;);;z)))d’2 dz 
2 (4x)-4’ Jo= Ad12e-d’“i2 dm(1). 
The rest is easy from (A.5) and we omit it. The proofs of Lemma 8.1 and, 
therefore, Theorem 2 are completed. 
9. SOME EXAMPLES 
In this final section, we give examples which are not included in the 
framework of Theorems 1 and 2. We will consider H as a perturbed 
operator from the Hamiltonian of a harmonic oscillator. In these examples, 
both the magnetic field and the scalar potential contribute to the leading 
asymptotics of Tr(exp( - tH)) as t tends to 0. 
We work in R3 and consider the operator H defined by (2.1). Let /I be 
a positive constant and set 
V(x) = p (x(*. (9.1) 
For the vector potential A(x), we assume A E C’(R3 + R3). Moreover, for 
the norm b(x) of the magnetic field, we assume that the following limit 
exists uniformly on compact sets, 
!I$ &%(&-lx) = bO(x) (9.2) 
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and that 
ho(x) # 0 for sufficiently large /x/. (9.3) 
Statements (9.2) and (9.3) hold if u,(x), 1 <j< 3, are suitable polynomials 
of degree 3 in the coordinates. 
Setting t = s2 from the probabilistic point of view and making a change 
of variable from x to EC’X, we have 
where 
Tr(e-“*“) = (2n)-3/2 s m6 s R3ft(~) dx, 
and 0 dw, denotes the Stratonovich integral with respect to the 3-dimen- 
sional pinned Brownian motion {w~}~~~= ((w,!, WE, w:)}~,~ such that 
w,=w,=o. 
Moreover, using the stochastic Stoke’s theorem [4, 161, we have 
where 
and 
~jk(X;i)=Zi’~jk(X+ur)lld~ 
0 
Now, making the skew-symmetric matrix (Bjk(sP’x)) into the normal 
form as in Section 7 and by the bounded convergence theorem, we get 
yx4= . 
b”(x)/2 e-B I-42 
smh(b’(x)/2) . 
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Next, by the same argument as in the proof of Lemma 3.1, we see, for 
O<&<l, 
where Z4 is the indicator function of the set {supOGSG 1 Iw,[ > 1x1/2}. 
Now, by the Lebesgue dominated convergence theorem, we have proved: 
PROPOSITION 9.1. Let H be defined by (2.1) with d= 3 and define V by 
(9.1). For A, we assume (9.2) and (9.3). Then it holds that 
y; t3 Tr(e-‘H) = (2~)-~‘~ JR3 sin~~~~$2) e-B’X1z dx. 
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