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Abstract—This paper presents an arbitration mechanism to
balance bandwidth consumption or data throughputs between
packets in a network-on-chip (NoC) with ID-based wormhole
cut-through switching method. When data traffic flowing through
a network communication link is high, the bandwidth space of
the link, which is comsumed by a message or a data stream,
could be affected by the distance between the source node,
from which the message is injected, and the hotspot node.
Without considering the number of stream flows from different
input ports, a simple arbitration control such as round-robin
arbitration cannot balance throughput between the streams.
This paper proposes an arbitration control strategy capable of
assigning bandwidth or data rate fairly between the data streams.
The fair arbitration mechanism is enabled by which the arbiter
units detect active requests from input ports and the number of
the streams flowing from the input ports of the routers. By using
the arbitration mechanism, a stream coming far from a hotspot
node, can share bandwidths fairly with other streams nearby the
the hotspot node.
Index Terms—Network-on-Chip, Arbitration Control, ID-
based Routing Organization, Wormhole Cut-Through Switching.
I. INTRODUCTION
Chip-Level multicore processor (CMP) system has been a
challenging issue in recent years. The number of processor
cores on a single chip will be significantly increased in the
future. The main reason to increase the number of processor
cores are to improve processor system performance and system
reliability and to maintain the processor power at an accepted
level such that the chip temperature level will not degrade the
processor performance and its life cycle.
The interconnection between processor cores can be imple-
mented by using bus systems. However, the use of the tradi-
tional bus interconnection will lead to performance bottleneck,
especially when the number of processor cores is high, or
even reaches more than hundred cores. The use of network
implemented together on a single chip with the processor
core is a sophisticated and natural solution. The bandwidth
of the on-chip networks is scalable. Due to the interesting
characteristic of the on-chip network, multicore and many-core
processing systems will designed integrated with a network-
on-chip (NoC) platform in the future.
Fig. 1 present an architecture of a chip-level multicore
systems based on a network-on-chip platform. As depicted
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Fig. 1. A chip-level multicore processor (CMP) system in a 2D 8×8 mesh
network opology.
in the figure, the network-on-chip platform is established in
a 2D 8×8 mesh topology. Each processor tile consists of a
microcomputer system, a network interface and a network
router. The router on each processor tile is connected to other
(neighbor) routers on the other neighbor tiles.
There are many issues regarding the networks-on-chip top-
ics. Some of them are for examples network performance,
power dissipations, scalability issue, chip testability, etc. This
paper will discuss about the performance issue related to the
arbitration scheme of a NoC router. Arbiter unit is one of the
router components located at the output port side. It is used
to arbitrate or select one packet coming from an input port.
The use of a sophisticated arbitration scheme can affect the
network performance. This issue will be explored further in
this paper.
II. RELATED WORKS
The new arbitration scheme presented in this paper is
designed for XHiNoC (eXtendable Hierarchical Network-on-
Chip) router [4], [5] that uses wormhole cut-through switching
method [8], in which packets are switched flit-by-flit or can be
interleavead at flit level. This switching method is proposed to
2014 Makassar International Conference on Electrical Engineering and Informatics (MICEEI)
Makassar Golden Hotel, Makassar, South Sulawesi, Indonesia
26-30 November 2014
173 ISBN :  978-1-4799-6725-4978-1-4799-6726-1/14/$31.00 © 2014 IEEE 
Packet APacket BPacket C
Packet D Packet E Packet F
R1R2R3 33.33 %
33.33 %
33.33 %
11.11 %
11.11 %
11.11 %
5.55 %
5.55 %
Fig. 2. The problem of the packet flows.
TABLE I
COMMUNICATION LABELS IN THE TRANSPOSE TRAFFIC SCENARIO.
From node To node
number (x, y) number (x, y)
Com 1 node 2 (2, 1) node 5 (1, 2)
Com 2 node 3 (3, 1) node 9 (1, 3)
Com 3 node 4 (4, 1) node 13 (1, 4)
Com 4 node 7 (3, 2) node 10 (2, 3)
Com 5 node 8 (4, 2) node 14 (2, 4)
Com 6 node 12 (4, 3) node 15 (3, 4)
solve head-of-line blocking problems, which commonly occur
when the packets are switched using traditional wormhole
switching method. The XHiNoC router uses ID-based routing
organization and has capability to switch and route multicast
packets [9], [7], [6].
There are also many arbitration methods proposed for
networks-on-chip such as priority-based arbitration schemes
[2], [3], [1]. However, the priority-based arbitration meth-
ods give unfair arbitration between packets, because certain
packets will be given the first priority to flow than other
packets. This arbitration scheme is commonly used when the
NoC routes packet requesting bandwidth guaranty for specific
applications, such as audio and video processing applications.
This paper will focus on finding a fair arbitration scheme,
in such a way that all packet stream will be given the same
bandwidth space, regardless the location of the source node of
the packets.
III. PROBLEM DEFINITION AND SOLUTION
A. Problem Definition
The bandwidth comsumed by a message or a data stream
could be affected by the distance between the source node
from which the message is injected and the target node where
the message will be received. Without considering the number
of stream flows from different input ports, a simple arbitration
control such as round-robin arbitration [10] cannot balance
bandwidth assignments between the data/stream flows.
Fig. 2 illustrates the problem of the unfair bandwidth
consumptions because of the different distances of each packet
flow from an output port, where the packets compete to use
it. As presented in the figure, packet A, B, C, D, E and F
compete to use the same EAST output port of the router node
R1. Assuming the packets are expected to flow with maximum
throughput, then by using a round arbitration between input
ports NORTH, WEST and SOUTH at the router node R1,
packet A and F will use 33.33% link bandwidth, respectively.
The remaining 33.33% bandwidth is shared between packet
B, C, D, and E.
From router node R2, based on the same situation, i.e. 3
flows from input ports NORTH, WEST and SOUTH to the
same EAST output port, the rest 33.33% bandwidth is then
assigned to 11.11% to packet B and E from NORTH and
SOUTH, respectively and also 11.11% to packet C and D
from WEST input port. Finally, packet C and D will share
fifty-fifty (5.55%) the remaining 11.11% bandwidth.
B. Problem Solution
It seems that the port-by-port round arbitration scheme is
not fair, because packets farther away from an output port,
in which packets compete to flow, will use less bandwidth.
A new arbitration control strategy is proposed accordingly
based on the fair abitration between flows of packets. The fair
arbitration scheme is established based on the flow attention
for balancing the bandwidth space consumption between the
packets. The proposed arbitration control strategy can help
on-chip routers to fairly assign bandwidth space or data rate
between the stream flows by detecting active requests and the
number of the stream flows from the input ports of the routers.
This arbitration control strategy is possible in our current
NoC, because of the use of ID-based routing organization. The
arbiter will only check the availaible ID tags at each input
port to know the number of flows from the input ports. The
modification on the current arbiter unit (modeled in VHDL) is
therefore applicable and simple. This new arbitration scheme
is then called Throughput-Balance-Aware arbitration (TBA)
control strategy.
IV. EXPERIMENTAL RESULTS
In order to see directly the impact of the proposed arbitration
method on the performance characteristics of NoC, an exper-
imental simulation will be presented in this paper by using a
transpose traffic scenario. We use static or deterministic XY
routing algorithm in the experiment. The static routing will
ease the analysis of the traffic. Hence, the positive impacts
of the proposed Throughput-Balance-Aware Arbitration (TBA)
method over the flit-by-flit round arbitration (FRA) method
can be overviewed analytically and graphically.
We measure the transient response of data rate for each
individual communication pair. The transient responses of the
injection rate at source nodes and receiving rate at target
nodes will be measured in the experiments. The data rates
are measured in order to see how the arbitration methods
allocate their selections to drain data stream input ports of
the NoC routers. Tail flit lantecy is also measured in order to
see the effect of the invidual data rates on the latency of each
communication with different workload sizes.
A. Transpose Traffic Scenario
In this transpose traffic scenario, we use a 4 × 4 2D mesh
NoC (16 network nodes), where a data stream from node
(x, y) will be sent to node (y, x). There will be 12 data
communication pairs in this case, in which network nodes
having address (x, y) where x = y will neither send nor
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Fig. 3. The transient response of data injection/receiving rate of Com 1, 2 and 3 in transpose scenario under saturated condition.
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Fig. 4. The transient response of data injection rate of the Com1, Com2 and Com3 in transpose scenario under saturated condition.
receive data. However, only 6 communication pairs will be
analysed in this scenario, because the other 6 communication
pairs will present similar performance by using the static
routing algorithm.
The label of the communication pairs is presented in Table I.
The node number in the NoC can be seen also in Fig. 6.
B. Data Rates Measurement under Saturated Condition
When data are injected to the NoC with relative higher
injection rates, then the NoC could be saturated. In this section,
we will present the data rate measurement under saturated
condition. In this case, the data are injected at each source node
with rate of 0.5 fpc (flit per cycle). By using this injection rate,
the NoC becomes saturated. We must note that the maximum
bandwidth (BW) capacity of the links in our NoC is 0.5 fpc.
Fig. 3 shows the transient responses of the data rate mea-
surement of the Com 1, Com 2 and Com 3 by using the flit-
by-flit round arbitration (FRA) method as shown in Fig. 3(a),
Fig. 3(b) and Fig. 3(c), and the TBA method as presented in
Fig. 3(d), Fig. 3(e) and Fig. 3(f). The the transient responses
of the data rate measurements are made at the source node
as the injection (injc.) rate and at the target node as the data
receiving (recv.) rate measurement. We can see that the NoC
switchs with TBA method can balance the througput of the
Com 1, Com 2 and Com 3 after steady-state condition. In
the NoC switchs with FRA method, Com 2 and Com 3 have
the same data bandwidth consumption, while Com 1 has as
twice as the data rate of the Com 2 or Com 3 after steady-
state condition.
Let us see again the data injection rates of the Com 1,
Com 2 and Com 3 as depicted in Fig. 4. This result is
interesting to show, because their contention to share the
same communication links is a good example of a problem
addressed in this paper. As presented in Fig. 4(a), by using
the FRA arbitration method, the NoC router cannot perform a
fair arbitration between the contenting communications, where
2014 Makassar International Conference on Electrical Engineering and Informatics (MICEEI)
Makassar Golden Hotel, Makassar, South Sulawesi, Indonesia
26-30 November 2014
175 ISBN :  978-1-4799-6725-4
−0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0  5  10  15  20  25  30  35  40  45  50  55  60
D
at
a 
R
at
e 
(fp
c)
Clock Cycle
expected
injc. rate (FRA)
recv. rate (FRA)
(a) Com 4 (Flit-by-Flit Round Arbitration)
−0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0  5  10  15  20  25  30  35  40  45  50  55  60
D
at
a 
R
at
e 
(fp
c)
Clock Cycle
expected
injc. rate (FRA)
recv. rate (FRA)
(b) Com 5 (Flit-by-Flit Round Arbitration)
−0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0  5  10  15  20  25  30  35  40  45  50  55  60
D
at
a 
R
at
e 
(fp
c)
Clock Cycle
expected
injc. rate (FRA)
recv. rate (FRA)
(c) Com 6 (Flit-by-Flit Round Arbitration)
−0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0  5  10  15  20  25  30  35  40  45  50  55  60
D
at
a 
R
at
e 
(fp
c)
Clock Cycle
expected
injc. rate (TBA)
recv. rate (TBA)
(d) Com 4 (Throughput-Balance-Aware Arbitr.)
−0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0  5  10  15  20  25  30  35  40  45  50  55  60
D
at
a 
R
at
e 
(fp
c)
Clock Cycle
expected
injc. rate (TBA)
recv. rate (TBA)
(e) Com 5 (Throughput-Balance-Aware Arbitr.)
−0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
 0.55
 0.6
 0.65
 0.7
 0.75
 0.8
 0  5  10  15  20  25  30  35  40  45  50  55  60
D
at
a 
R
at
e 
(fp
c)
Clock Cycle
expected
injc. rate (TBA)
recv. rate (TBA)
(f) Com 6 (Throughput-Balance-Aware Arbitr.)
Fig. 5. The transient response of data injection/receiving rate of Com 4, 5 and 6 in transpose scenario under saturated condition.
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Fig. 6. The bandwidth share in the transpose traffic scenario.
Com 1 in this case has better data rate, because the location of
its source node to the contenting node is the nearest compared
to Com 2 and Com 3. The TBA arbitration method as the
counterpart can fairly assign arbitration between the three
communications. Therefore, the communications can have
equal steady-state data injection rate as shown in Fig. 4(b).
The transient responses of the data rate measurements for
Com 4, Com 5 and Com 6 are presented in Fig. 5. Fig. 5(a),
Fig. 5(b) and Fig. 5(c) show the transient responses, when the
NoC switch uses the FRA arbitration method. The transient
responses of the data rates when using the TBA arbitration
method are presented in Fig. 5(d), Fig. 5(e) and Fig. 5(f).
We can see that Com 6 can be injected equal to its expected
injection rate (i.e. 0.5 fpc), becaus this communication has no
contention with other communications. Meanwhile, Com 4
and Com 5 must share the maximum link bandwitdh (BW)
capacity, i.e. a half of the maximum link BW capacity or
0.25 fpc, because they content each other to share the same
communication link.
As shown in all figures presented in this section, after
steady-state condition, the injection rates at the source nodes
will be equal to the data receiving rates at the target nodes.
C. Traffic Analysis on the Transpose Traffic Scenario
By using the static routing algorithm, it is easy to analyse
the traffic flows in the transpose traffic scenario. Fig. 6
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Fig. 7. Tail flit latency measurement for different workloads in transpose scenario under saturated condition.
illustrates the traffic flows and the steady-state data rate of each
communication in the transpose traffic scenario. The figure
presents the steady-state data rate values, when messages (data
streams) are injected with 0.5 fpc from each source node. In
Fig. 6(a) and Fig. 6(b), we can see the steady-state data rates of
the communications when using the FRA and TBA arbitration
method, respectively. The data rates presented in the figure is
the same as the simulation results presented before.
D. Latency Measurement with Different Workload Sizes
We have also made experiments, in which the workload
sizes (the number of data flits) are changed from 500 until
10000 flits under saturated condition as shown in Fig. 7.
Fig. 7(a) presents the simulation result for the NoC that uses
the flit-by-flit round arbitration (FRA) method, and Fig. 7(b)
presents the other one for the NoC that uses the traffic-balance-
aware arbitration (TBA) method.
V. CONCLUSIONS
This paper has presented a new arbitration control strat-
egy to improve the performance of networks-on-chip with
the wormhole cut-through switching method. The arbitration
scheme is called the Throughput-Balance-Aware arbitration
(TBA) method, because the arbiter units at each output port
of the router can balance the bandwidths of all packet streams
flowing throughout the NoC router.
The simulation results have also presented that the TBA
routing method give a fair bandwidth space assignment for
each packets compared to the flit-by-flit round arbitration
method. The fair assignment is independent from the distance
of the source node of the packet from the output port, in which
the packet compete with other packets to flow to the same
output port.
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