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Abstract
One of the most important problems in solving nonlinear equations is the construction of such initial conditions which
provide both the guaranteed and fast convergence of the considered numerical algorithm. Smale’s approach from 1981,
known as “point estimation theory”, treats convergence conditions and the domain of convergence in solving an equation
f(z)= 0 using only the information of f at the initial point z0. A procedure of this type is applied in this paper to
iterative methods for the simultaneous approximation of simple zeros of polynomial equations. We have stated new,
re:ned initial conditions which ensure the guaranteed convergence of the most frequently used simultaneous methods
for solving algebraic equations: the Durand–Kerner method, B=orsch-Supan method, the Ehrlich–Aberth method and the
square-root family of one parameter methods. The stated initial conditions are of signi:cant practical importance since
they are computationally veri:able; they depend only on the coeAcients of a given polynomial, its degree n and initial
approximations to polynomial zeros. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 65H05
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convergence
1. Introduction to point estimation theory
One of the crucial problems in solving equations of the form f(z)= 0 is the construction of
such initial conditions which provide the guaranteed convergence of the considered numerical al-
gorithm. These initial conditions involved an initial approximation z(0) to the zero of f and they
should establish in such a way that the sequence {z(m)}m= 1;2; ::: of approximations, generated by the
∗ Corresponding author.
E-mail address: msp@junis.ni.ac.yu (M.S. Petkovi*c).
0377-0427/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(00)00620-8
284 M.S. Petkovi*c, -D. Herceg / Journal of Computational and Applied Mathematics 136 (2001) 283–307
implemented algorithm which starts from z(0); tends to the zero of f. Study of a general problem of
the construction of initial conditions and the choice of initial approximations furnishing guaranteed
convergence is a very diAcult one and it cannot be solved in a satisfactory way in general, even in
the case of simple functions, such as algebraic polynomials.
The traditional approach to this problem is mainly based on asymptotic convergence analysis using
some strong hypothesis on diIerentiability and derivative bounds in a rather wide domain. This kind
of conditions often involves in the estimation procedure some unknown parameters as constants, or
even desired roots of equation. Such results are most frequently of theoretical importance and they
provide only a qualitative description of the convergence property.
This paper is devoted to the study of practically applicable initial conditions which guarantee
the convergence of iterative methods for the simultaneous approximation of polynomial zeros. We
present new, improved conditions which provide both guaranteed and fast convergence of the most
frequently used simultaneous methods for solving algebraic equations: the Durand–Kerner method
(Section 3), B=orsch-Supan method (Section 4), the Ehrlich–Aberth method (Section 5) and the
square-root family of one parameter methods (Section 6). These conditions depend only on the
coeAcients of a given polynomial P(z)= zn+an−1zn−1 + · · ·+a1z+a0 of degree n and the vector of
initial approximations z(0) = (z(0)1 ; : : : ; z
(0)
n ). The stated initial conditions are computationally veri:able
so that they are of practical importance.
Before discussing the main problem, we recall some historical notes. First results on convergence
analysis and convergence conditions were established for Newton’s method and its modi:cations.
The Newton method attempts to solve f(z)= 0 by an iteratively de:ned sequence
zn+1 = zn − f′(zn)−1f(zn) (n=0; 1; : : :)
for an initial point z0. If this initial point is well chosen, then the convergence of the sequence {zn}
is reasonable fast. The proof of quadratic convergence for general n was presented in a doctoral
thesis by Bussmann and communicated by Rechbock in Z. angew. Math. Mech. 22 (1942). Later,
Kantorovich derived the proof to very general problems of functional analysis [17]. From a theoretical
as well as practical point of view, this fundamental result has had a great importance and it has
initiated a series of papers (cf. [18,13,24,37,43]).
First results which are concerned with computationally veri:able domain of convergence have
been obtained in [20,38–40]. This approach, often referred to as “point estimation theory”, treats
convergence conditions and the domain of convergence in solving an equation f(z)= 0 using only
the information of f at the initial point z0.
In 1981 Smale [40] introduced the concept of an approximate zero as an initial point which
provides the guaranteed convergence of Newton’s method. Several versions of this notion exist
for Newton’s method and other higher-order iterative methods (cf. [7,8,20,38–42]). The following
de:nition seems most appealing since it deals with the terms of convergence property and, at the
same time, reQects the order of convergence:
Denition 1. z0 ∈C is an approximate zero of f provided∥∥∥∥ f(zk)f′(zk)
∥∥∥∥ 6 (12
)rk−1−1 ∥∥∥∥ f(z0)f′(z0)
∥∥∥∥ (k =1; 2; : : :);
where zk =r(zk−1) and r is a method of order r.
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In particular, for Newton’s method (r=2 and 2(zk)= zk − f(zk)=f′(zk)); the above de:nition
reduces to Smale’s original de:nition, given below for its historical importance.
Denition 2 (Smale [40]). z0 ∈C is an approximate zero of f provided
‖zk − zk−1‖6
(
1
2
)2k−1−1
‖z1 − z0‖ (k =1; 2; : : :):
Evidently, in the case of single polynomials the norm ‖ · ‖ can be replaced by the absolute value
| · |.
Let f(k) denote kth derivative of f at z. A function (z; f) de:ned by
(z; f)= |f(z)f′(z)| sup
k¿1
∣∣∣∣∣ f(k)k!f′(z)
∣∣∣∣∣
1=(k−1)
has an important role in constructing a test for an approximate zero. Smale [42] in the report titled
as “point estimation” in the international conference held in 1986, and Kim [20] in her dissertation,
independently proved the so called -test for Newton’s method:
Theorem 1.1. For some constant 0; (f; z)¡0 implies that z is an approximate zero of f; where
(f; z)=
∣∣∣∣ f(z)f′(z)
∣∣∣∣ sup
k¿1
∣∣∣∣∣ f(k)(z)k!f′(z)
∣∣∣∣∣
1=(k−1)
:
Smale found a constant 0≈ 0:130707 appearing in Theorem 1.1 which enables the convergence of
Newton’s method in the light of the introduced approximate zero. Later, by introducing majorizing
sequence method into the “point estimation”, Wang and Han [45] obtained the constant 0 = 3 −
2
√
2≈ 0:171573¿0:130707; which was an improvement of Smale’s results. Wang and Zhao [46]
achieved a further improvement of these results under weaker condition. New improvements was
recently established by Wang [44]. The study in this :eld was extended by Curry [8] and Kim [21]
to some higher-order iterative methods including Euler’s method and Halley’s method, and by Chen
[7] who dealt with the general Newton-like quadratically convergent iterative algorithms. After this
work a number of results on this subject has been presented in [3,15,25–33,36,44,46,49], most of
them devoted to the iterative methods for the simultaneous approximations of polynomial zeros.
In the case of monic algebraic polynomials of the form
P(z)= zn + an−1zn−1 + · · ·+ a1z + a0;
which are the main subject of our investigation, initial conditions should be some functions of
polynomial coeAcients a=(a0; : : : ; an−1), its degree n and initial approximations z(0) = (z
(0)
1 ; : : : ; z
(0)
n ).
A rather wide class of initial conditions can be represented by the inequality
(z(0); a; n)¡0: (1.1)
It is well known that the convergence of any iterative method for :nding zeros of a given function
is strongly connected with the distribution of its roots. If these zeros are well separated, almost all
algorithms demonstrate mainly good convergence properties. Contrary, in the case of very close
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zeros (“clusters of zeros”) almost all algorithms either fail or work with a big eIort. From this short
discussion it is obvious that a measure of separation of zeros should be taken as an argument of the
function  given in (1.1). Since the exact zeros are unknown, it remains to deal with the minimal
distance among initial approximations d(0) =minj = i |z(0)i − z(0)j |. Furthermore, the closeness of initial
approximations to the wanted zeros is also an important parameter which inQuences the convergence
of the applied method. A measure of this closeness can be suitably expressed by a quantity of the
form u(z)= |P(z)=Q(z)|; where Q(z) does not approach to 0 when z lies in some neighbourhood
() of any zero  of P. For example, in the case of simple zeros of a polynomial the choice
Q(z)=P′(z); Q(zi)=
∏
j = i
(zi − zj)
or
|Q(z)|= |P′(z)|−1 sup
k¿1
∣∣∣∣∣ P(k)(z)k!P′(z)
∣∣∣∣∣
1=(k−1)
(see Theorem 1:1)
gives satisfactory results. Let us note that, considering algebraic equations, the degree of a polynomial
n appears as a natural parameter in (1.1). Therefore, instead of (1.1) we could take the inequality
of the form
’(u(0); d(0); n)¡0; (1.2)
where u(0) depends on P and Q at the initial point z(0).
Let In:={1; : : : ; n} be the index set. For i∈ In and m=0; 1; : : : let us introduce the quantity
W (m)i =
P(z(m)i )∏n
j= 1
j = i
(z(m)i − z(m)j )
(i∈ In; m=0; 1; : : :); (1.3)
which is often called Weierstrass’ correction since it appeared in Weierstrass’ paper [47]. In [46]
Wang and Zhao improved Smale’s result for Newton’s method and applied it to the Durand–Kerner
method for the simultaneous determination of polynomial zeros. Their approach led in a natural way
to an initial condition of the form
w(0)6 cnd(0); (1.4)
where
w(0) = max
16 i; j6 n
i = j
|W (0)i |; d(0) = min
j = i
|z(0)i − z(0)j |:
A quite diIerent approach presented in [26] for the same method, also led to the condition of the
form (1.4). In both cases the quantity cn was of the form cn=1=(an+b); where a and b are suitably
chosen positive constants. It turned out that initial conditions of this form are also suitable for other
simultaneous methods for solving polynomial equations, as shown in the subsequent papers [3,25
–33,36,44,46,49]. For these reasons, in the convergence analysis of simultaneous methods considered
in this paper, we will also use initial conditions of the form (1.4) We note that (1.4) is a special
case of condition (1.2). The quantity cn, which depends only on the polynomial degree n; will be
called the inequality factor, or i-factor for brevity. We emphasize that in the last years a special
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attention has been paid to the increase of the i-factor cn for the following obvious reason. From
(1.4) we notice that a greater value of cn allows a greater value of |W (0)i |. This means that more
rough initial approximations can be chosen, which is of evident interest in practical realizations.
We note that all considerations in this paper are given for n¿ 3 regarding that algebraic equations
of the order 6 2 are trivial and their numerical treatment is unnecessary. For this reason, throughout
this paper we will always assume that the polynomial degree is ¿ 3.
Most of the iterative methods for the simultaneous determination of simple zeros of a polynomial
can be expressed in the form
z(m+1)i = z
(m)
i − Ci(z(m)1 ; : : : ; z(m)n ) (i∈ In; m=0; 1; : : :); (1.5)
where z(m)1 ; : : : ; z
(m)
n are some distinct approximations to simple zeros i; : : : ; n, respectively, obtained
in the m-th iterative step by method (1.5). In what follows, the term
C(m)i =Ci(z
(m)
1 ; : : : ; z
(m)
n ) (i∈ In)
will be called the iterative correction term or simply the correction.
Let (i) a reasonably close neighbourhood of the zero i (i∈ In). In this paper we consider a
class of iterative methods of the form (1.5) with corrections Ci which can be expressed as
Ci(z1; : : : ; zn)=
P(zi)
Fi(z1; : : : ; zn)
(i∈ In); (1.6)
where the function (z1; : : : ; zn) 
→ Fi(z1; : : : ; zn) satis:es the following conditions for each i∈ In:
(1) Fi(1; : : : ; n) =0,
(2) Fi(z1; : : : ; zn) =0 for distinct approximations zi ∈(i),
(3) Fi(z1; : : : ; zn) is continuous in Cn.
Starting from mutually disjoint approximations z(0)1 ; : : : ; z
(0)
n ; the iterative method (1.5) produces n se-
quences of approximations {z(m)i } (i∈ In) which, under certain conditions, converge to the polynomial
zeros. Indeed, if we :nd the limit values
lim
m→∞ z
(m)
i = i (i∈ In);
then having in mind (1.6) and conditions (1)–(3) we obtain from (1.5)
0 = lim
m→∞(z
(m)
i − z(m+1)i )= limm→∞Ci(z
(m)
1 ; : : : ; z
(m)
n )
= lim
m→∞
P(z(m)i )
Fi(z
(m)
1 ; : : : ; z
(m)
n )
=
P(i)
Fi(1; : : : ; n)
(i∈ In):
Hence P(i)= 0; that is, i is a zero of the polynomial P.
In our analysis we will deal with a real function t 
→ g(t) de:ned on (0; 1) by
g(t)=

1 + 2t; 0¡t6 12
1
1− t ;
1
2¡t¡1:
The lower bound of this function is given in the following lemma whose proof is elementary.
288 M.S. Petkovi*c, -D. Herceg / Journal of Computational and Applied Mathematics 136 (2001) 283–307
Lemma 1.1. Let
sm(t)=
m∑
i= 0
ti + tm (t ∈ (0; 1); m=1; 2; : : :):
Then sm(t)6 g(t).
The following theorem has the key role in our convergence analysis of simultaneous methods.
Theorem 1.2. Let the iterative method (1:5) have the correction term of the form (1:6) for which
conditions (1)–(3) hold; and let z(0)1 ; : : : ; z
(0)
n be distinct initial approximations to the zeros of P. If
there exists a real number "∈ (0; 1) such that the following two inequalities
(i) |C(m+1)i |6 "|C(m)i | (m=0; 1; : : :);
(ii) |z(0)i − z(0)j |¿g(")(|C(0)i |+ |C(0)j |) (i = j; i; j∈ In);
are valid, then the iterative method (1:5) is convergent.
The proof of this theorem is similar to that presented in [32], where the function g was de:ned in
a diIerent manner. A more suitable choice of the function g in this paper provides better convergence
results for the considered simultaneous methods.
In the next sections we will apply Theorem 1.2 to the most frequently used iterative methods for
the simultaneous approximations of simple zeros of a polynomial. We will assume that an iterative
method is well de:ned if F(z1; : : : ; zn) =0 under the stated initial conditions and for each array of
approximations (z1; : : : ; zn) obtained in the course of the iterative procedure.
For the most of the considered methods we will discuss optimal values of the i-factor cn appearing
in the initial condition (1.4). The choice of the i-factor cn has the important role. A greater cn
allows a greater |Wi| and, thus, the choice of cruder initial approximations. In this paper we study
the choice of “almost optimal” factor cn. The notion “almost optimal” i-factor is a consequence
of the use of arithmetic of :nite precision. Namely, the optimal value cn would be obtained as a
solution of the corresponding equation which appears in the convergence analysis. Since we deal
with arithmetic of :nite precision, the optimal value (exact solution) cannot be represented exactly
so that cn should be decreased for a few bits to satisfy the necessary inequalities (see Remark
2). The required conditions (in the form of inequalities) are still ful:lled with great accuracy.
This decrease of the i-factor cn related to the optimal value is negligible from practical point of
view.
The entries for cn; furnished in this way and presented in this paper, are increased compared with
those given in the papers [28,32,33,36] (see Table 1), which means that newly established initial
conditions for the safe convergence of the considered processes are weakened.
2. Some auxiliary results
The convergence analysis of the considered simultaneous methods is essentially based on Theorem
1.2 and the four relations between the quantities |Wi| (Weierstass’ corrections), d (minimal distance
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between approximations), and |Ci| (iterative corrections). These relations are named (W-D), (W-W),
(C-C), and (C-W) inequalities according to the quantities involved, and read thus
(W-D): w(0)6 cnd(0); (2.1)
(W-W): |W (m+1)i |6 #n|W (m)i | (i∈ In; m=0; 1; : : :); (2.2)
(C-C): |C(m+1)i |6 "n|C(m)i | (i∈ In; m=0; 1; : : :); (2.3)
(C-W): |C(m)i |6 $n
|W (m)i |
cn
(i∈ In; m=0; 1; : : :): (2.4)
Here #n; "n and $n are real positive constants depending only on the polynomial degree n. The (W-D)
inequality (2.1) de:nes the initial condition for the guaranteed convergence of an iterative method
and plays the main role in the presented convergence analysis.
The convergence analysis consists of the two steps:
(1) Starting from the (W-D) inequality (2.1), derive the (W-W) inequality (2.2) for each m=0;
1; : : : . The i-factor cn has to be chosen so that #n¡1 holds. In this way the convergence of the
sequences of Weierstrass’ corrections {W (m)i } (i∈ In) to 0 is provided.
(2) Derive the (C-C) inequality (2.3) for each m=0; 1; : : : under condition (2.1). The choice of
the i-factor cn must provide the validity of the (C-W) inequality (2.4), and the inequalities
"n¡1 (2.5)
and
$n¡
1
2g("n)
: (2.6)
The last requirement arises from the following consideration. Assume that (2.1) implies inequality
(2.4) for all i∈ In. Then using (2.1) we obtain
|z(0)i − z(0)j |¿d(0)¿
w(0)
cn
¿
|C(0)i |+ |C(0)j |
2$n
:
Hence, to provide inequality (ii) in Theorem 1.2, it is necessary to be 1=(2$n)¿g("n) (inequality
(2.6)) where, according to the conditions of Theorem 1.2, the (positive) argument "n must be less
than 1 (inequality (2.5)). Note that the requirement "n¡1 is also necessary to provide the contraction
of the correction terms (see (2.3)) and, whence, the convergence of the considered simultaneous
method.
In the next sections we will apply the described procedure to the most favourable simultaneous
methods. This procedure needs certain bounds of the same type and, to avoid the repetition, we give
them in the following lemma.
Lemma 2.1. For distinct complex numbers z1; : : : ; zn; zˆ1; : : : ; zˆn let
d= min
16 i; j6 n
i = j
|zi − zj|; dˆ= min
16 i; j6 n
i = j
|zˆi − zˆj| (i∈ In)
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and
|zˆi − zi|6 $nd (i∈ In): (2.7)
Then
|zˆi − zj|¿ (1− $n)d (i∈ In); (2.8)
|zˆi − zˆj|¿ (1− 2$n)d (i∈ In); (2.9)
and ∣∣∣∣∣∣
∏
j = i
zˆi − zj
zˆi − zˆj
∣∣∣∣∣∣ 6
(
1 +
$n
1− 2$n
)n−1
: (2.10)
Proof. Applying the triangle inequality, we :nd
|zˆi − zj|¿ |zi − zj| − |zˆi − zi|¿d− $nd=(1− $n)d
and
|zˆi − zˆj|¿ |zi − zj| − |zˆi − zi| − |zˆj − zj|¿d− $nd− $nd=(1− 2$n)d: (2.11)
From∏
j = i
zˆi − zj
zˆi − zˆj =
∏
j = i
(
1 +
zˆj − zj
zˆi − zˆj
)
and ∣∣∣∣∣ zˆi − zjzˆi − zˆj
∣∣∣∣∣ 6 $nd(1− 2$n)d = $n1− 2$n ;
we obtain∣∣∣∣∣∣
∏
j = i
zˆi − zj
zˆi − zˆj
∣∣∣∣∣∣ =
∏
j = i
∣∣∣∣∣1 + zˆj − zjzˆi − zˆj
∣∣∣∣∣ 6∏
j = i
(
1 +
∣∣∣∣∣ zˆj − zjzˆi − zˆj
∣∣∣∣∣
)
6
∏
j = i
(
1 +
$n
1− 2$n
)
=
(
1 +
$n
1− 2$n
)n−1
:
Remark 1. Since dˆ6 |zˆi − zˆj|, from (2.11) we obtain
dˆ6 (1− 2$n)d: (2.12)
3. The Durand–Kerner method
One of the most frequently used iterative method for the simultaneous determination of simple
zeros of a polynomial is the Durand–Kerner (or Weierstrass) method de:ned by
z(m+1)i = z
(m)
i −W (m)i (i∈ In; m=0; 1; : : :); (3.1)
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where W (m)i is given by (1.3). In this case the iterative correction term is equal to Weierstrass’
correction, that is, Ci =Wi =P(zi)=Fi(z1; : : : ; zn), where
Fi(z1; : : : ; zn)=
n∏
j= 1
j = i
(zi − zj) (i∈ In):
Formula (3.1) appeared for the :rst time in Weierstrass’ proof of fundamental theorem of algebra,
printed in [47], but he did not use this formula for the numerical calculation of polynomial zeros. In
the 1960s formula (3.1) has been rediscovered several times (see [4,9,10,19]) and has been derived
in various ways. The great importance of the iterative method (3.1) lies in the fact that this method
possesses a global convergence in practice for almost all starting distinct approximations z(0)1 ; : : : ; z
(0)
n
(see [16,48]).
To simplify the denotation, in the sequel, we will omit sometimes the iteration index m and
denote quantities in the subsequent (m + 1)th iteration by ˆ (“hat”). Also, we will omit indices in
the products
∏
and the sums
∑
, assuming that they run from 1 to n. We will always assume that
the polynomial degree n is not smaller than 3.
Lemma 3.1. Let z1; : : : ; zn be distinct approximations and let
w6 cnd; (3.2)
cn ∈ (0; 0:5); (3.3)
#n:=
(n− 1)cn
1− cn
(
1 +
cn
1− 2cn
)n−1
6 1− 2cn (3.4)
hold. Then
(i) |Ŵi|6 #n|Wi|;
(ii) wˆ6 cndˆ.
Proof. Let $n= cn. From (3.1) and (3.2) there follows
|zˆi − zi|= |Wi|6w6 cnd: (3.5)
According to this and Lemma 2.1 we obtain
|zˆi − zj|¿ (1− cn)d (3.6)
and
|zˆi − zˆj|¿ (1− 2cn)d: (3.7)
From the iterative formula (3.1) it follows
Wi
zˆi − zi = − 1;
so that
n∑
j= 1
Wj
zˆi − zj + 1=
Wi
zˆi − zi +
∑
j = i
Wj
zˆi − zj + 1=
∑
j = i
Wj
zˆi − zj : (3.8)
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Putting z= zˆi in Lagrange’s interpolation formula
P(z)=
 n∑
j= 1
Wj
z − zj + 1
 n∏
j= 1
(z − zj); (3.9)
we :nd by (3.8)
P(zˆi)= (zˆi − zi)
∑
j = i
Wj
zˆi − zj
∏
j = i
(zˆi − zj):
After dividing with
∏
j = i (zˆi − zˆj), one obtains
Ŵi =
P(zˆi)∏
j = i (zˆi − zˆj)
= (zˆi − zi)
∑
j = i
Wj
zˆi − zj
∏
j = i
(
1 +
zˆj − zj
zˆi − zˆj
)
: (3.10)
Using inequalities (3.2), (3.5), (3.6), (3.7) and Lemma 2.1, from (3.10) we estimate
|Ŵi| 6 |zˆi − zi|
∑
j = i
|Wj|
|zˆi − zj|
∏
j = i
(
1 +
|zˆj − zj|
|zˆi − zˆj|
)
6 |Wi| (n− 1)w(1− cn)d
(
1 +
cnd
(1− 2cn)d
)n−1
6 |Wi|(n− 1)cn1− cn
(
1 +
cn
1− 2cn
)n−1
= #n|Wi|:
This proves assertion (i) of the lemma.
Since
dˆ= min
16 i; j6 n
i = j
|zˆi − zˆj|;
from (3.7) one obtains
dˆ¿ (1− 2$n)d=(1− 2cn)d; that is; d6 dˆ1− 2cn ;
so that, because of (3.4),
|Ŵi|6 #n|Wi|6 #ncnd6 #n1− 2cn cndˆ6 cndˆ:
Therefore, assertion (ii) is valid.
Theorem 3.1. Let the assumptions from Lemma 3:1 be valid. If z(0)1 ; : : : ; z
(0)
n are distinct approxi-
mations for which the initial condition
w(0)6 cnd(0) (3.11)
is valid; then the Weierstrass method (3:1) is convergent.
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Proof. It is suAcient to prove assertions (i) and (ii) of Theorem 1.2 taking C(m)i =W
(m)
i in this
particular case.
According to (ii) of Lemma 3.1 we conclude that (3.11) provides the implication w(0)6 cnd(0) ⇒
w(1)6 cnd(1). In the similar way, we show the implication
w(m)6 cnd(m) ⇒ w(m+1)6 cnd(m+1);
proving by induction that the initial condition (3.11) implies the inequality
w(m)6 cnd(m) (3.12)
for each m=1; 2; : : : : Hence, by (i) of Lemma 3.1 we get
|W (m+1)i |6 #n|W (m)i |= "n|W (m)i | (3.13)
for each m=0; 1; : : : : Let us note that (3.13) is a (W-W) inequality of the form (2.2), but also a
(C-C) inequality of the form (2.3) since Ci =Wi in this particular case with "n= #n, where #n is
given by (3.4). Therefore, assertion (i) holds true.
In the similar way as for (3.7), under condition (3.11) we can prove the inequality
|z(m+1)i − z(m+1)j |¿ (1− 2cn)d(m)¿0 (i = j; i; j∈ In; m=0; 1; : : :);
so that
Fi(z
(m)
1 ; : : : ; z
(m)
n )=
∏
i = j
(z(m)i − z(m)j ) =0
in each iteration. Therefore, the Durand–Kerner method (3.1) is well de:ned.
Since "n= #n, from (3.4) we see that "n¡1 (necessary condition (2.5)), and the function g is well
de:ned. To prove (ii) of Theorem 1.2 we have to show that inequality (2.6) is valid. If "n¿ 1=2;
then (2.6) becomes
1
1− "n¡
1
2$n
;
which is equivalent to (3.4). If "n¡1=2; then (2.6) reduces to
1 + "n¡
1
2$n
; that is; $n= cn¡
1
2(1 + 2"n)
∈ (0:25; 0:5);
which holds according to assumption (3.3) of Lemma 3.1. Since we have proved both assertions (i)
and (ii) of Theorem 1.2, we conclude that Weierstrass’ method is convergent.
The choice of “almost optimal” value of cn is considered in the following lemma.
Lemma 3.2. The i-factor cn given by
cn=
1
An+ B
; A=1:76325; B=0:8689425 (3.14)
satis@es conditions (3:3) and (3:4).
Proof. Since cn6 c3≈ 0:16238, it follows cn ∈ (0; 0:5) and (3.3) holds true.
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To prove (3.4) it is suAcient to prove the inequality
'n:=
#n
1− 2cn =
n− 1
1− cn
cn
1− 2cn
(
1 +
cn
1− 2cn
)n−1
6 1: (3.15)
Since
lim
n→∞
1
1− cn =1; limn→∞
(
1 +
cn
1− 2cn
)(1−2cn)=cn
=e; lim
n→∞
(n− 1)cn
1− 2cn =
1
A
;
where A=1:76325 appears in (3.14), we obtain
lim
n→∞ 'n=
1
A
e1=A¡0:99998¡1:
Since the sequence {'n}, de:ned by (3.15), is monotonically increasing for n¿ 3, we have
'n¡'∞¡0:99998¡1.
Remark 2. The constant A=1:76325 is determined as the reciprocal value of the approximate so-
lution of the equation xex =1, and chosen so that it satis:es the inequality e1=A=A¡1 (to ful:l the
condition limn→∞ n¡1). The use of an approximate solution of the equation xex =1 instead of
the exact solution (that cannot be represented in Qoating-point arithmetic of :nite precision) just
leads to the notion “almost optimal” i-factor. Taking greater number of decimal digits for A (and,
consequently, for B, see Remark 3), we can make inequality (3.16) to be arbitrary sharp. In this
way we can improve the i-factor cn to the desired (optimal) extent but, from a practical point of
view, such improvement is negligible.
Remark 3. Note that the coeAcient B appearing in (3.14), not only for the Durand–Kerner method
but also for other methods, is chosen so that the entries #n; "n and $n appearing in (W-W), (C-C) and
(C-W) inequalities (2.2)–(2.4) provide the validity of these inequalities for some particular n, most
frequently for n=3. For example, this coeAcient for the Durand–Kerner method is B=0:8689425.
According to Theorem 1.2 and Lemma 3.2 we can state the convergence theorem which considers
initial conditions for the guaranteed convergence of the Durand–Kerner method.
Theorem 3.2. The Durand–Kerner method is convergent under the condition
w(0)¡
d(0)
1:76325n+ 0:8689425
: (3.16)
Remark 4. The sign ¡ (“strongly less”) in inequality (3.16) diIers from “6 ” used in the previous
consideration since the concrete choice of A and B in (3.14) yields #n¡1 − 2cn in (3.4) (also
“strongly less”). This is also the case in all remaining methods presented in this paper so that the
latter situations of this type will not be explained again.
Some authors have considered initial conditions in the form of the inequality
n∑
i= 1
|W (0)i |6)nd(0)
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instead of condition (3.11). Obviously, one can take )n= ncn since (3.11) implies
|W (0)i |6 cnd(0) (j=1; : : : ; n):
As already mentioned, the choice of cn and )n as great as possible enables weakened requirements
in selecting initial approximations.
We recall some previous ranges concerned with the bounds of )n for n¿ 3: Zhao and Wang
obtained in [49]
)n=
n
n− 1(3− 2
√
2)∈ (0:1716; 0:2574) (n¿ 3):
The same authors improved in [46] the above result yielding the interval
)n ∈ (0:2044; 0:3241) (n¿ 3):
Recently, in [3,32] it was dealt with cn=1=(2n); which gives )n=0:5: The choice of cn in this
section (see (3.14)) furnishes
)3 = 3c3 = 0:48712
and
)n ∈
(
4c4; lim
n→∞ ncn
)
=
(
0:50493;
1
A
)
=(0:50493; 0:56713) (n¿ 4);
which is better compared to all previous results.
4. B&orsch-Supan’s method
B=orsch-Supan’s third-order method for the simultaneous approximations of all simple zeros of a
polynomial, presented for the :rst time in [5] and later in [23], is de:ned by the iterative formula
z(m+1)i = z
(m)
i −
W (m)i
1 +
∑n
j= 1
j = i
W (m)j =(z
(m)
i − z(m)j )
(i∈ In; m=0; 1; : : :); (4.1)
where W (m)i is given by (1.3). This formula has the form (1.6) with the correction
Ci(z1; : : : ; zn)=
P(zi)
Fi(z1; : : : ; zn)
(i∈ In);
where
Fi(z1; : : : ; zn)=
1 +∑
j = i
Wj
zi − zj
∏
j = i
(zi − zj) (i∈ In):
Before establishing the main convergence theorems, we prove two auxiliary results.
Lemma 4.1. Let z1; : : : ; zn be distinct complex numbers; and let
cn ∈
(
0;
1
n+ 1
)
(4.2)
and
w6 cnd: (4.3)
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Then
(i)
cn
$n
6
∣∣∣∣∣1 +∑j = i Wjzi − zj
∣∣∣∣∣ 6 2− cn$n ;
(ii) |zˆi − zi|6 $ncn |Wi|6 $nd;
(iii) |zˆi − zj|¿ (1− $n)d;
(iv) |zˆi − zˆj|¿ (1− 2$n)d;
(v)
∣∣∣∣∣∑nj= 1 Wjzˆi − zj + 1
∣∣∣∣∣ 6 (n− 1)$ncn1− $n ;
(vi)
∣∣∣∣∣∏j = i zˆi − zjzˆi − zˆj
∣∣∣∣∣ 6
(
1 +
$n
1− 2$n
)n−1
;
where $n= cn=(1− (n− 1)cn):
Proof. Since 1−2$n=(1− (n+ 1)cn)=(1− (n− 1)cn); from (4.2) it follows 0¡1−2$n¡1; whence
$n ∈ (0; 0:5): By (4.3) and the de:nition of d; we obtain∣∣∣∣∣∣1 +
∑
j = i
Wj
zi − zj
∣∣∣∣∣∣ ¿ 1−
∑
j = i
|Wj|
|zi − zj|¿ 1−
(n− 1)w
d
¿ 1− (n− 1)cn= cn$n
and ∣∣∣∣∣∣1 +
∑
j = i
Wj
zi − zj
∣∣∣∣∣∣ 6 1 + (n− 1)wd 6 1 + (n− 1)cn=2− cn$n ;
which proves (i). By (i) and (4.3) we prove (ii):
|zˆi − zi|= |Wi||1 +∑j = i Wj=(zi − zj)|6 |Wi|1− (n− 1)cn = $ncn |Wi|6 $nd:
Assertions (iii), (iv) and (vi) follows directly according to Lemma 2.1.
Omitting the iteration index, from (4.1) we have
Wi
zˆi − zi = − 1−
∑
j = i
Wj
zi − zj ;
so that∣∣∣∣∣∣
n∑
j= 1
Wj
zˆi − zj + 1
∣∣∣∣∣∣ =
∣∣∣∣∣∣ Wizˆi − zi +
∑
j = i
Wj
zˆi − zj + 1
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
j = i
Wj(zi − zˆi)
(zˆi − zj)(zi − zj)
∣∣∣∣∣∣ :
Hence, using (4.3), (ii) and (iii),∣∣∣∣∣∣
n∑
j= 1
Wj
zˆi − zj + 1
∣∣∣∣∣∣ 6 |zˆi − zi|
∑
j = i
|Wj|
|zˆi − zj||zi − zj|6
(n− 1)$ncnd2
(1− $n)d2 =
(n− 1)$ncn
1− $n ;
which means that (v) is also true. This completes the proof of the lemma.
According to the previous lemma we can prove the following assertions.
M.S. Petkovi*c, -D. Herceg / Journal of Computational and Applied Mathematics 136 (2001) 283–307 297
Lemma 4.2. Let z1; : : : ; zn be distinct approximations and let assumptions (4:2) and (4:3) of Lemma
4:1 holds. In addition; let
#n:=
(n− 1)$2n
1− $n
(
1 +
$n
1− 2$n
)n−1
6 1− 2$n (4.4)
be valid. Then
(i) |Ŵi|6 #n|Wi|;
(ii) wˆ6 cndˆ:
Proof. Setting z= zˆi in (3.9), where zˆi is a new approximation produced by the B=orsch-Supan
method (4.1), one obtains
P(zˆi)= (zˆi − zi)
 n∑
j= 1
Wj
zˆi − zj + 1
∏
j = i
(zˆi − zj):
After dividing with
∏
j = i (zˆi − zˆj); we get
Ŵi =(zˆi − zi)
 n∑
j= 1
Wj
zˆi − zj + 1
∏
j = i
zˆi − zj
zˆi − zˆj :
Using bounds (ii), (v) and (vi) of Lemma 4.1, we estimate
|Ŵi|= |zˆi − zi|
∣∣∣∣∣∣
n∑
j= 1
Wj
zˆi − zj + 1
∣∣∣∣∣∣
∣∣∣∣∣∣
∏
j = i
zˆi − zj
zˆi − zˆj
∣∣∣∣∣∣ 6 |Wi|(n− 1)$
2
n
1− $n
(
1 +
$n
1− 2$n
)n−1
;
that is
|Ŵi|6 #n|Wi|:
Therefore, assertion (i) is hold true.
According to (iv) of Lemma 4.1 there follows
dˆ¿ (1− 2$n)d:
This inequality, together with (i) of Lemma 4.2 and (4.4), gives (ii), that is
|Ŵi|6 #n|Wi|6 #n1− 2$n cndˆ6 cndˆ:
Theorem 4.1. Let the assumptions from Lemmas 4:1 and 4:2 hold and; in addition; let
"n:=
(
2$n
cn
− 1
)
#n¡1 (4.5)
and
g("n)¡
1
2$n
: (4.6)
If z(0)1 ; : : : ; z
(0)
n are distinct initial approximations satisfying
w(0)6 cnd(0); (4.7)
then the BAorsch-Supan method (4:1) is convergent.
298 M.S. Petkovi*c, -D. Herceg / Journal of Computational and Applied Mathematics 136 (2001) 283–307
Proof. It is suAcient to prove (i) and (ii) of Theorem 1.2 for the iterative correction given by
C(m)i =
W (m)i
1 +
∑
j = i W
(m)
j =(z
(m)
i − z(m)j )
(i∈ In; m=0; 1; : : :)
(see (4.1)). By virtue of Lemma 4.2, which holds because of conditions (4.2), (4.4) and (4.7), we
can prove by induction that
w(m+1)6 #nw(m)6
#n
1− 2$n cnd
(m+1)6 cnd(m+1)
holds for each m=0; 1; : : : :
Starting from assertion (i) of Lemma 4.1, under condition (4.7) we prove by induction
Fi(z
(m)
1 ; : : : ; z
(m)
n )=
1 +∑
j = i
W (m)j
z(m)i − z(m)j
∏
j = i
(z(m)i − z(m)j ) =0
for each i∈ In and m=0; 1; : : : : Therefore, the B=orsch-Supan method (4.1) is well de:ned in each
iteration.
Using (i) of Lemma 4.1 we :nd
|Ci|= |Wi||1 +∑j = i Wj=(zi − zj)|6 $ncn |Wi|; (4.8)
so that for the next iterative step we obtain by Lemma 1 and (i) of Lemma 2
|Ĉi| 6 $ncn |Ŵi|6
$n#n
cn
|Wi|
|1 +∑j = i Wj=(zi − zj)|
∣∣∣∣∣∣1 +
∑
j = i
Wj
zi − zj
∣∣∣∣∣∣
=
$n#n
cn
|Ci|
∣∣∣∣∣∣1 +
∑
j = i
Wj
zi − zj
∣∣∣∣∣∣ 6 $n#ncn
(
2− cn
$n
)
|Ci|
= #n
(
2$n
cn
− 1
)
|Ci|= "n|Ci|;
where "n¡1 (assumption (4.5)). Using the same argumentation we prove by induction
|C(m+1)i |6 "n|C(m)i |
for each i∈ In and m=0; 1; : : : :
By (4.7) and (4.8) we estimate
1
$n
|C(0)i |6
|W (0)i |
cn
6d(0):
According to this and (4.6) we see that
|z(0)i − z(0)j |¿d(0)¿
w(0)
cn
¿
1
2$n
(|C(0)i |+ |C(0)j |)¿g("n)(|C(0)i |+ |C(0)j |)
holds for each i = j; i; j∈ In: This proves (ii) of Theorem 1.2. The validity of (i) and (ii) of Theorem
1.2 shows that the B=orsch-Supan method (4.1) is convergent under the given conditions.
The choice of the i-factor cn is considered in the following lemma.
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Lemma 4.3. The i-factor cn de@ned by
cn=

1
n+
9
2
; n=3; 4;
1
309
200
n+ 5
; n¿ 5
(4.9)
satis@es the condition of Theorem 4:1.
The proof of this lemma is elementary and it is derived by a simple analysis of the sequences
{"n} and {g("n)}:
According to Lemma 4.3 and Theorem 4.1 we may state the following theorem.
Theorem 4.2. The BAorsch-Supan method (4:1) is convergent under condition (4:7); where cn is
given by (4:9).
5. The Ehrlich–Aberth method
One of the most eAcient method for the simultaneous determination of simple zeros is the Ehrlich–
Aberth method, see [1,11], de:ned by the iterative formula
z(m+1)i = z
(m)
i −
1
P′(z(m)i )=P(z
(m)
i )−
∑n
j= 1
j = i
1=(z(m)i − z(m)j )
(i∈ In; m=0; 1; : : :): (5.1)
Alike the B=orsch-Supan method, the Ehrlich–Aberth method (5.1) has a cubic convergence. Let
us note that the iterative formula (5.1) previously appeared in the papers by Maehly [22] and
B=orsch-Supan [4].
In [6] Carstensen pointed out that the following identity
P′(zi)
P(zi)
−
∑
j = i
1
zi − zj =
1
Wi
∑
j = i
Wj
zi − zj + 1

is true. In regard to this and comparing the iterative formulas (4.1) and (5.1), we conclude that
these formulas are equivalent. Theoretically, these two formulas would give same results in the
case of Qoating-point arithmetic of in:nite precision. In practice, especially when a single-precision
arithmetic is used, the eIect of the round-oI causes that approximations produced by (4.1) and (5.1)
slightly diIer. However, this eIect is negligible in the :rst iterations so that the initial convergence
condition (4.7), stated for the B=orsch-Supan method (4.1), also provides the guaranteed convergence
of the Ehrlich–Aberth method (5.1). Convergence analysis of these two methods, although derived
in various ways in [28,33], showed that the stated i-factors cn for these methods are rather close to
each other.
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6. Square-root family of simultaneous methods
Starting from the Hansen–Patrick one parameter family presented in [14], the following square-root
family of one parameter iterative methods for the simultaneous approximation of all simple zeros of
a polynomial P has been derived in [34]
z(m+1)i = z
(m)
i −
(+ 1)W (m)i
(1 + G(m)1; i )(+
√
1 + 2(+ 1)t(m)i )
(i∈ In; m=0; 1; : : :); (6.1)
where  is a :xed parameter and
G(m)k; i =
∑
j = i
W (m)j
(z(m)i − z(m)j )2
(k =1; 2); t(m)i =
W (m)i G
(m)
2; i
(1 + G(m)1; i )2
(i∈ In; m=0; 1; : : :):
It has been proved in [34] that the order of convergence of the iterative methods of family (6.1) is
equal to four for any :xed and :nite parameter : If = − 1; then applying a limiting operation in
(6.1) we obtain the Halley-like simultaneous method
z(m+1)i = z
(m)
i −
W (m)i
(1 + G(m)1; i )(1 + t
(m)
i )
(i∈ In; m=0; 1; : : :); (6.2)
derived in a diIerent way by Ellis and Watson [12].
Let us introduce the quantities
q=
(n− 1)c2n
(1− (n− 1)cn)2 ; h=
√
1− 2|+ 1|q:
In the sequel, a disk with centre z and radius - will be denoted by {z; -}: Some basic operations
with disks used in this section, often called circular arithmetic operations, may be found in [2,
Chapter 5] or [35, Chapter 1].
In our consideration it is necessary that h is a real nonnegative quantity. For this reason, we start
from the inequality 2| + 1|q6 1 and obtain the following range for the parameter ; called the
-disk,
An():=
{
−1; 1
2q
}
⊇
{
−1; 2c
2
3
(1− 2c3)2
}
with the centre at the point z= − 1: The convergence analysis presented in [34] shows that large
values of the parameter  generate the methods with the cubic convergence only. A number of
numerical examples has also indicated that the choice of relatively large value of  can produce the
inferior behaviour of the methods belonging to family (6.1). For this reason, the above restriction
on  should not be regarded as a disadvantage. In what follows, we will always assume that  lies
in the disk An():
Before stating the main results, we give two lemmas omitting the iteration index.
Lemma 6.1. Let z1; : : : ; zn be distinct approximations to the zeros 1; : : : ; n of a polynomial P; and
let zˆ1; : : : ; zˆn be new approximations obtained by the iterative formula (6:1). If the inequality
w6 cnd; cn ∈
(
0;
2
5(n− 1)
]
(6.3)
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holds; then for i; j∈ In we obtain
(i)
cn
(1− 2q)$n =1− (n− 1)cn6 |1 + G1; i|61 + (n− 1)cn=2−
cn
(1− 2q)$n ;
(iii) |ti|6 q;
(iii)
√
1 + 2(+ 1)ti ∈
{
1;
2|+ 1|q
1 + h
}
;
(iv) |zˆi − zi|= |Ci|6 $ncn |Wi|6 $nd;
where
$n=
cn
(1− 2q)(1− (n− 1)cn) :
Lemma 6.2. Let distinct approximations z1; : : : ; zn satisfy conditions (6:3) and let
#n:=
(
(n− 1)$2n
1− $n +
14$nq
5cn
)(
1 +
$n
1− 2$n
)n−1
6 1− 2$n: (6.4)
Then
(i) |Ŵi|6 #n|Wi|;
(ii) wˆ6 cndˆ:
We omit the proofs of these lemmas since they are technically similar to those presented
in [36].
Theorem 6.1. Let ∈An(); and let (6:4) be valid. In addition; let
w(0)6 cnd(0); cn ∈
(
0;
2
5(n− 1)
]
; (6.5)
"n:=#n
(
2$n
cn
− 1
1− 2q +
14$nq
5cn
)
¡1 (6.6)
and
g("n)¡
1
2$n
: (6.7)
Then the one parameter family (6:1) is convergent.
Proof. According to (ii) of Lemma 6.2 we have the implication
w(0)6 cnd(0) ⇒ w(1)6 cnd(1):
Using the same argument, under the given conditions we derive the implication
w(m)6 cnd(m) ⇒ w(m+1)6 cnd(m+1):
Hence, we prove by induction that (6.5) implies
w(m)6 cnd(m)
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for each m=1; 2; : : : ; which means that all assertions of Lemmas 6.1 and 6.2 are true for each
m=1; 2; : : : : In particular, the inequalities
|W (m+1)i |6 #n|W (m)i | (i∈ In; m=0; 1; : : :) (6.8)
and
|C(m)i |= |z(m+1)i − z(m)i |6
$n
cn
|W (m)i | (i∈ In; m=0; 1; : : :) (6.9)
are valid.
From (6.1) we see that the iterative correction C(m)i is given by
C(m)i =
(+ 1)W (m)i
(1 + G(m)1; i )(+
√
1 + 2(+ 1)t(m)i )
: (6.10)
Omitting the iteration index, from (6.9) we obtain by (6.8) and (6.10)
|Ĉi|6 $ncn |Ŵi|6
$n#n
cn
|Ci||yi|; (6.11)
where
yi =
(1 + G1; i)(+
√
1 + 2(+ 1)ti)
+ 1
: (6.12)
According to (6.3) and (i) of Lemma 6.1 we have
|1 + G1; i|6 1 + (n− 1)cn6 1 + 2(n− 1)5(n− 1) =
7
5
:
By this bound and (iii) of Lemma 6.1 we :nd from (6.12)
yi ∈ (1 + G1; i)+ {1; 2|+ 1|q=(1 + h)}+ 1 = (1 + G1; i)
{
1;
2q
1 + h
}
⊆ {1 + G1; i; 2q|1 + G1; i|}⊆
{
1 + G1; i;
14q
5
}
;
wherefrom we :nd the upper bound for |yi|:
|yi|6 |1 + G1; i|+ 14q5 6 2−
cn
(1− 2q)$n +
14q
5
:
Using this bound, from (6.11) we obtain
|Ĉi|6 $n#ncn
(
2− cn
(1− 2q)$n +
14q
5
)
|Ci|= "n|Ci|;
where "n is given by (6.6).
In the case = − 1; letting that → − 1 in (6.12) we obtain
yi =(1 + G1; i)(1 + ti):
According to (i)–(iii) of Lemma 6.1 there follows
|yi|6 |1 + G1; i|(1 + |ti|)6
(
2− cn
(1− 2q)$n
)
(1 + q)¡2− cn
(1− 2q)$n +
14q
5
:
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Therefore, in both cases,  = − 1 and  = −1; we have proved the inequality
|C(m+1)i |6 "n|C(m)i | (i∈ In; m=0; 1; : : :);
which completes the proof of assertion (i) of Theorem 1.2.
To prove (ii) of Theorem 1.2 we use bound (iv) from Lemma 6.1 and :nd |C(0)i |6 $n|W (0)i |=cn:
According to this, (6.5) and (6.7) one obtains
|z(0)i − z(0)j |¿d(0)¿
w(0)
cn
¿
1
2$n
(|C(0)i |+ |C(0)j |)¿g("n)(|C(0)i |+ |C(0)j |):
Finally, we prove that the family of iterative methods (6.1) is well de:ned in each iteration.
Omitting the iteration index, from (6.1) we observe that
Ci =
P(zi)
Fi(z1; : : : ; zn)
;
where
Fi(z1; : : : ; zn)=
(
1 + G1; i
1 + 
)
(+
√
1 + 2(+ 1)ti)
∏
j = i
(zi − zj):
Let  = − 1: From (iii) of Lemma 6.1 we :nd
+
√
1 + 2(+ 1)ti ∈
{
+ 1;
2|+ 1|q
1 + h
}
⊆(+ 1){1; 2q};
where {1; 2q} is the disk centered at 1 with the radius 2q: Since |z|¿ 1 − 2q for any z ∈{1; 2q};
we obtain
|+√1 + 2(+ 1)ti|¿ |+ 1|(1− 2q): (6.13)
Taking the upper bound cn6 2=5(n− 1) (see Lemma 6.1), we estimate
q6
4
9(n− 1)6
2
9
: (6.14)
According to (6.13), (6.14) and the bound
|1 + G1; i|¿ 1− (n− 1)cn¿ 1− (n− 1) 25(n− 1) =
3
5
: (6.15)
(see (i) of Lemma 6.1), from (6.13) we :nd∣∣∣∣(1 + G1; i1 + 
)
(+
√
1 + 2(+ 1)ti)
∣∣∣∣ ¿ |1 + G1; i|(1− 2q)¿ 35
(
1− 4
9
)
=
1
3
¿0:
In addition, since |zi − zj|¿d¿0; we :nd that ∏j = i (zi − zj) =0; and thus, Fi(z1; : : : ; zn) =0:
In a similar way we derive the proof in the case = − 1: Namely, then
Fi(z1; : : : ; zn)= (1 + G1; i)(1 + ti)
∏
j = i
(zi − zj);
so that by (6.15) and (ii) of Lemma 6.1 we :nd
|Fi(z1; : : : ; zn)| = |1 + G1; i||1 + ti|
∏
j = i
|zi − zj|
¿ (1− (n− 1)cn)(1− q)dn−1¿ 35 ·
7
9
dn−1 =
7
15
dn−1¿0:
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Theorem 6.2. Let z(0)1 ; : : : ; z
(0)
n be distinct initial approximations satisfying the initial condition
w(0)6
d(0)
2:7n+ 0:75
: (6.16)
Then the family of simultaneous methods (6:1) is convergent.
Proof. Having in mind the assertion of Theorem 6.1, it is suAcient to prove that the concrete
value of the i-factor cn=1=(2:7n + 0:75) appearing in (6.16) satis:es conditions (6.4)–(6.7) of
Theorem 6.1.
First, we directly verify that cn=1=(2:7n + 0:75)∈ (0; 2=(5(n − 1)]: Further, the sequence {#n};
given by (6.4), is monotonically decreasing for n¿ 4 and #n6 #4¡0:362 (n¿ 4) holds. In addition,
#3¡0:365 so that #n¡1: Besides, 1− 2$n¿0:68 (n¿ 3) and, therefore, #n¡0:365¡1− 2$n; which
means that (6.4) holds. The sequence {"n} is monotonically decreasing for n¿ 4 and
1¿"3 = 0:66352 : : : ; 0:731¿"4¿ "n (n¿ 4);
that is, condition (6.6) is ful:lled.
Finally, the sequence {g("n)− 1=2$n} is monotonically decreasing for n¿ 4 and
g("n)− 12$n 6 g("4)−
1
2$4
= − 0:211826 · · ·¡0
is valid. In particular, g("3) − 1=2$3 = − 0:161 · · ·¡0: Therefore, the inequality g("n)¡1=2$n
holds for all n¿ 3; and thus, condition (6.7) is also satis:ed. This furnishes the proof of the
theorem.
7. Some practical aspects
In the recent papers the following quantities )n= n · cn were obtained:
The Durand–Kerner method (3.1) [3,32]: )n= ncn= n(1=2n)= 1=2:
The BAorsch-Supan method (4.1) [28]: )n= n=(2n+ 2):
The family of one parameter methods (6.1) [36]: )n= n=(3n+ 3):
These values have been compared with the corresponding re:ned values )n= ncn stated in this
paper. The i-factors cn are given in Lemma 3.2 (the Durand–Kerner method), Lemma 4.3 (B=orsch-
Supan’s method) and Theorem 6.2 (family of one parameter methods).
To compare the previously found values of the quantity )n= ncn with the the improved values of
)n obtained in this paper, we have represented graphically the sequences {)n} for n=5; 6; : : : ; 30
(Fig. 1)by connecting the points (n; )n): The previous )n is represented by normal line and the
improved )n by full line. The letters DK , BS and F stand for the Durand–Kerner method, the
B=orsch-Supan method and the family of simultaneous methods, respectively, where ∗ indicates the
improved )n: From these graphics we notice the improvement of )n:
The entries of the i-factor cn given in the presented convergence theorems are mainly of theoretical
importance. We were forced to choose smaller values of cn to provide the validity of inequalities
and bounds appearing in convergence analysis. In spite of that, these theoretical values of cn rank
the considered methods very well regarding their initial conditions for the guaranteed convergence
and convergence behaviour in practice.
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Fig. 1.
Table 1
cn 1:5cn 2cn 3cn 5cn 10cn
The Durand–Kerner method (3:1) 5 5 6 8 10 18
B=orsch-Supan’s method (4:1) 4 4 4 6 8 16
The Ehrlich–Aberth method (5:1) 4 4 4 5 7 13
Family (6:1) 3 3 3 4 6 10
Actually, in practical realization, we can take greater cn related to that given in the convergence
theorems, and still to provide guaranteed and fast convergence. It is diAcult to determine precisely
the upper bound of cn when favourable features (guaranteed and fast convergence) of the considered
method stop to valid since many various causes exert inQuence on this bound. Practical experiments
are only means to obtain some information on this bound. Table 1 shows the results of practical
experiments. We have tested the considered methods in examples of many algebraic polynomials
with degree ranging from 5 to 15. Initial approximations have been chosen so that the i-factor has
taken the values kcn for k =1 (theoretical entry applied in the stated initial conditions) and for
k =1:5; 2; 3; 5 and 10. The stopping criterion was given by the inequality
max
16 i6 n
|z(m)i − i|¡10−15:
The average number of iterations needed to satisfy this criterion is given in Table 1.
From Table 1 we see that the new i-factor not greater than 2cn still provides the same convergence
behaviour as in the case of the theoretical value cn given in the presented convergence theorems,
while the value 3cn is rather acceptable from the practical point of view. The choice of 5cn decreases
the convergence rate, while the value 10cn; although enables the convergence, signi:cantly decreases
the convergence rate of all considered methods. The smaller minimal distance d(0) (a situation of
close zeros), the worse convergence behaviour of all tested methods.
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