Pulling back the weight system associated with the exceptional Lie algebra g 2 by a modification of the universal Vassiliev-Kontsevich invariant yields a link invariant; extending it to 3-nets, we derive a recursive algorithm for its evaluation.
Introduction
There is a well-known technique for the construction of Vassiliev link invariants: define a weight system (i.e. a linear form on the space of chord diagrams respecting certain relations) on the basis of some Lie algebraic data and pull it back by the universal Vassiliev-Kontsevich invariant. But unfortunately, the latter is not known explicitly enough to allow direct evaluation of these link invariants.
Efforts have been made to handle the universal Vassiliev-Kontsevich invariant by considering only "elementary" parts of links into which any link may be cut. This approach has been successful in so far as one may hope to find skein relations for the link invariants coming from Lie algebras-a skein relation being an equation implying a recursive algorithm for the computation of a link invariant, for example the one that determines the famous Jones polynomial:
It has been shown that the link invariants obtained from the classical simple Lie algebras sl n , so n , and sp n satisfy certain versions of the skein relation of the HOMFLY polynomial (sl n ; see [LM 1]) resp. the Kauffman polynomial (so n , sp n ; see [LM 2]) . But what about the exceptional simple Lie algebras?
In this paper, we deal with the case of the exceptional Lie algebra g 2 . By means of a generalization of the notion of links-since we have to introduce branchings, we call them 3-nets-we manage to establish a skein relation for the (g 2 , V )-invariant, V being the 7-dimensional "standard" representation of g 2 . As a by-product, we obtain an extension of the (g 2 , V )-invariant to closed 3-nets. Kuperberg's skein relation for the quantum g 2 -invariant (see [K] ) turns out to be a special case of ours; it is not too surprising that there is a connection between these skein relations since the restrictions to knots of the two invariants coincide according to a result of Piunikhin's in [P] .
We expect that our method can be adapted to the case of the other exceptional Lie algebras.
To the reader not familiar with Lie theory, we recommend [H] and [FH] . For an introduction to Vassiliev invariants and weight systems, see [BN 1] ; a more general definition of weight systems is given in [V] , section 6.
Overview over the categories and functors appearing in this paper: In this section, we will define 3-nets and 3-tangles. They are generalizations of links and tangles. We will also construct the category T tpf of trivalent framed tangles, which will allow us to work in a category-theoretical setting.
A 3-net will be something like a "link with branchings". To describe the situation near a trivalent vertex (i.e. near a branching point), we will need the following notion: Let B be the unit ball in R 3 , i.e. {x ∈ R 3 ; |x| ≤ 1}, together with the dis-
with a finite subset {t 1 , . . . , t n } ⊂ N such that: The points t 1 , . . . , t n are called trivalent vertices of N; boundary points x of N with x ∈ U i (∀i) are called univalent vertices of N.
Observe that 3-nets without trivalent and univalent vertices are simply framed links. When we represent a framed 3-net N by a diagram, the framing of N is given by the blackboard framing 2 . The 3-net in the following figure is a 3-net with 7 trivalent and 3 univalent vertices.
As all 3-nets in this paper will be framed 3-nets, we will usually omit the word "framed". 
Remark 1.3
The overview in the introduction intimates that we will obtain an invariant of closed 3-nets that is composed of Vassiliev invariants (see also section 6). Vassiliev invariants are usually defined for oriented links, but we remind the reader that there is a definition for unoriented links (see e.g. [St] ):
of L and any subset C of the set of crossings of D(L) with cardinality greater than m the following equation holds: First, we will define non-associative words (which will be the objects of T tpf ). Definition 1.6 A non-assocative word is a word w in the alphabet {⋄, ), (} such that w is equal to the empty word, ⋄, (w 1 ) or (w 1 w 2 ) where w 1 , w 2 are nonassociative words. The length l(w) of a non-associative word w is the number of symbols ⋄ in w. 
v,w and a morphism v,w for each pair (v, w) of nonassociative words: The source of these morphisms is (v, w) and their target is (w, v). We will depict them as follows:
and a morphism with sources ( ) and (⋄⋄) and targets (⋄⋄) and ( ) respectively; graphically:
and a morphism with sources ⋄ and (⋄⋄) and targets (⋄⋄) and ⋄ respectively; graphically:
The graphical representation of the tensor product of two morphisms is obtained by putting the first above the second, the graphical representation of the composition S 2 • S 1 is obtained by glueing the graphical representation of S 2 to the one of S 1 from the right:
The graphical representations of the morphisms allow us to assign a 3-tangle to each morphism M (namely a 3-tangle T with the graphical representation of M as diagram, supplied with the blackboard framing).
Definition 1.9
The monoidal C-category T tpf is the category whose objects are the objects ofŤ tpf and whose morphisms are the equivalence classes of the morphisms ofŤ tpf under the following equivalence relation: Two morphisms from u to w are equivalent if they get assigned equivalent 3-tangles.
Remark 1.10 The equivalence relation in the above definition can be described locally. For morphisms generated by (G1)-(G3) this is done in [BN 2]. If we take the generators in (G4) as well, we have to add the following relations for any word w:
Observe that any 3-tangle, and in particular any closed 3-net, is equivalent to a 3-tangle assigned to a morphism of T tpf , and so the equivalence classes of 3-tangles correspond exactly to a basis of the morphisms of T tpf . One might achieve this by taking much simpler generators (e.g. only generators without multiple strands), but then the local description of the equivalence relation given in remark 1.10 would be more complicated.
The universal Vassiliev-Kontsevich invariant extended to 3-tangles
Now we want to extend and adapt the universal Vassiliev-Kontsevich invariant to the 3-tangles in T tpf . Since this invariant operates by taking a diagram representing the given tangle as support and adding some chords, we have to generalize the notion of chord diagram and introduce trivalent vertices in the support, too.
Definition 2.1 A 3-diagram is a finite trivalent graph K (by which we understand a graph with every vertex being either univalent or trivalent or else bivalent and adjacent to a loop) equipped with the following data:
• 
Obviously, the morphisms involved in the relations described above can be composed of the generators of D 3 ; the relation (IHX2) for example can be written as follows:
= -But for obvious reasons, we refrain from doing so. 
All the other generators (without any labelling) are not affected by ∆.
As an immediate consequence of the relation (IHX3), we obtain:
Finally, we get to the definition of the universal Vassiliev-Kontsevich invariant:
Definition and Theorem 2.8 The following assignments define a monoidal functorẐ f : T tpf →D 3 , the (unoriented) universal Vassiliev-Kontsevich invariant:
n , where u is a non-associative word of length n.
where e 
respectively by repeated use of ∆, e.g.
Remark 2.9 As Φ, A, B, C are formal power series in certain 3-diagrams with degree 0-part 1, one may take their inverses and square roots by substituting x for their higher degree parts and expand the corresponding function of x in a Taylor series.
Remark 2.10 Since the number of trivalent vertices in a 3-tangle is invariant, r may be chosen freely.
Proof of 2.8: In section 1 of [MO] , Murakami and Ohtsuki define the universal Vassiliev-Kontsevich invariant for oriented 3-tangles and prove that it is indeed an invariant. Their definition can be modified-without destroying the invariance of the functor-as follows: Omit the signs accounting for the orientation of the strands, and introduce the antisymmetry relation (AS3) instead of the corresponding (implicit) symmetry relation in the category of oriented 3-diagrams. In order to obtain as degree 1-part ofẐ f ( ) :=Ẑ f ( ) −Ẑ f ( ) the diagram in which the double point is replaced by a chord (arriving at the support on either side like this:
), we have adjusted the sign in the exponent of the image of the crossings.
With this modified version, nothing can keep us from forgetting the orientations both of the 3-tangles and of the 3-diagrams.
3 The (g 2 , V )-weight system extended to 3-diagrams
Let A be the subspace of the morphisms ofD 3 generated by diagrams with support S 1 and without univalent vertices. It has been known for some time that given a Lie algebra g, a representation V of g, and an ad-invariant symmetric non-degenerate bilinear form on g, one can construct a linear form-called weight system-on A if an orientation on the support is added (see e.g. [BN 1], section 2.4, or [V] , section 6) 7 . In this section, we construct an unoriented and extended version of the weight system one gets from g 2 with its 7-dimensional standard representation 8 and the bilinear form hκ (where h is any non-zero complex number and κ the Killing form on g 2 ). We do this by defining a functor Ψ fromD 3 to C(g 2 ), a modification of a subcategory of the category of representations of g 2 .
Denote by V the 7-dimensional irreducible representation and by L the adjoint representation of g 2 . Let the highest weights of these representations be (1, 0) and (0, 1) respectively.
The following fact assures that V is selfdual (i.e. V ∼ = V * ) and that there exist g 2 -linear embeddings i C and i V from C and V respectively into V ⊗ V unique up to scalars.
where W is the irreducible representation of g 2 with highest weight (2, 0).
For the construction of the functor Ψ, we will also need the following g 2 -linear maps:
• f lip X⊗Y : X ⊗ Y → Y ⊗ X, the g 2 -linear map taking x ⊗ y to y ⊗ x (∀x ∈ X, y ∈ Y for X, Y ∈ {V, L}).
• cas : C → L ⊗ L with (hκ) • cas = 14id C . Observe that cas maps 1 to the Casimir belonging to hκ. Now we define the category C(g 2 ) that will be the target of the functor Ψ. Letĥ be a formal parameter.
Definition 3.2 The category C(g 2 ) is the monoidal C[[ĥ]]-category with objects
Obj(C(g 2 )):= {C[[ĥ]] ⊗ C U | U
is a tensor product over C with factors V and L} and with the following morphism spaces:
The definition of Ψ is contained in the following proposition whose proof will be omitted, because it just consists in checking straightforwardly that Ψ respects all relations required. 
Remark 3.4 The factor k in (v) depends on the embedding
The value of k for a fixed embedding i V can be found by solving the equa-
) must hold. The factor 7 in (iii) has been chosen to assure Ψ( ) = Ψ( ); it is independent of the embedding i C . The formal parameterĥ has been introduced to assure the existence of Ψ(D) for every morphism D ofD 3 : Due toĥ, the morphism spaces of C(g 2 ) can be regarded as graded spaces in the obvious way. This makes Ψ a grade preserving functor that is well defined in every degree and hence on the whole ofD 3 .
Remark 3.5 In the introduction to this section, we mentioned the construction of a weight systemΨ (out of Lie algebra information) given in [BN 1] and [V] . In these papers, the support of the diagrams is oriented, and so the reader familiar with them might ask if there is still a connection between Ψ andΨ. From the following observations, one can deduce thatΨ of an oriented diagram of degree m is exactly the degree m part of Ψ of the underlying unoriented one:
whereΨ(D) is obviously regarded as map and not as tensor).
9 Observe that hκ induces an isomorphism from L to L * .
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4 The skein relation for the (g 2 , V )-invariant
What we have achieved so far, is the construction of an invariant for 3-tangles:
Unfortunately, we cannot evaluate it directly because the expression known for the associator Φ is not explicit enough to allow concrete computations. But we will derive a skein relation, i.e. recursive rules by which we can reduce the problem to finding the values for planar 3-tangles (with these, we will deal in the next section). The idea is to cut out a small neighbourhood of a crossing and insert something else without changing the value of the invariant. The substitute for the crossing has to be a linear combination of small, simple 3-tangles with four univalent vertices. Obvious candidates for such are the inverse crossing, , and ; as their values will prove to be linearly independent in the space of endomorphisms of V ⊗ V , these are not sufficient, and therefore, we include into our considerations.
As V ⊗ V decomposes into four different irreducible representations (namely C, V , L and W ; see fact 3.1), each g 2 -linear map V ⊗ V → V ⊗ V is determined by the four corresponding eigenvalues. To establish our skein relation, we have to ascertain the four eigenvalues of
Eigenvalues of I (g 2 ,V ) ( ) and I (g 2 ,V ) ( ) The eigenvalues of I (g 2 ,V ) ( ) and I (g 2 ,V ) ( ) are the products of the corresponding eigenvalues of Ψ(e 
) is the identity on V ⊗ V , its only eigenvalue is 1.
Eigenvalues of I (g 2 ,V ) ( ) Let c be the scalar by which Ψ( C ) operates on V . Then we have:
Hence I (g 2 ,V ) ( ) is 0 everywhere except on C, where it has the eigenvalue 7c.
Remark 4.1 Observe that:
As Piunikhin has shown in [P] that for framed knots the Reshetikhin-Turaev quantum invariants yield the same values as the invariants obtained by using the corresponding weight systems, we can use a result of Rosso and Jones in [RJ] to determine the value of c:
where ∆ + is a possible choice for the set of positive roots of g 2 λ is the highest weight of V δ := R∈∆ + R ( , ) is the bilinear form on the weight space of g 2 induced by the bilinear form hκ on g 2 .
Simplifying this expression and setting q := eĥ 2 24h , we get:
Eigenvalues of I (g 2 ,V ) ( ) Let a (resp. b) be the eigenvalue of Ψ( A ) (resp. Ψ( B )) on V . Then we have:
Since Ψ( ) is 0 everywhere except on V , the parameterr occurs nowhere but in the eigenvalue of I (g 2 ,V ) ( ) on V , which is 
The leftmost column can be expressed as a linear combination of the other columns; i.e. substituting this linear combination of the 3-tangles , , , and for a crossing in a 3-tangle does not change the value of I (g 2 ,V ) .
Theorem 4.4 For the invariant I (g 2 ,V ) , the following skein relation holds:
Since I (g 2 ,V ) is a monoidal functor and invariant under ambient isotopy, we can deduce another skein relation as follows:
Combining these two versions of the skein relation, we obtain:
Corollary 4.5 For the invariant I (g 2 ,V ) , the following skein relation holds 10 :
10 Setting r = −(q 2 + q + 1 + q −2 + q −3 + q −4 ), we obtain the skein relation given in [K] .
It is clear that by means of this relation, every 3-tangle can be reduced to a linear combination of planar 3-tangles. 
5 Values of the (g 2 , V )-invariant on closed planar 3-nets
In this section, we show how the value of I (g 2 ,V ) on a closed planar 3-net can be calculated recursively.
The following lemma assures that it is sufficient to consider connected 3-nets.
Lemma 5.1 If a closed 3-net N is equivalent to a 3-net consisting of two closed 3-nets
As, by definition, every planar 3-net is equivalent to a 3-net contained in R 2 × {0} with only upward pointing vectors assigned, it is enough to calculate I (g 2 ,V ) for these. Therefore, we assume that all planar 3-nets in this section are of this type.
Definition 5.2 Let N be a planar 3-net. A mesh of N is the closure of a connected component of (R 2 × {0})\N. A n-mesh is a mesh with n trivalent vertices in the boundary.
We will show how in any non-empty connected closed planar 3-net the number of meshes can be reduced without changing the value of the invariant. As we know that I (g 2 ,V ) (empty 3-net) = 1 (the empty 3-net is the unity in T tpf and I (g 2 ,V ) is a monoidal functor), this will allow us to calculate the invariant of a closed planar 3-net recursively. 
To replace n-meshes for n ≤ 5, we will use the following lemma:
Lemma 5.5 The following equations hold:
Proof of the Lemma: Equation (o) is proved in remark 4.1. Equation (i) is true because I (g 2 ,V ) ( ) is a g 2 -linear map from C to V and must therefore be 0. Equation (ii), we get from I (g 2 ,V ) ( ) = Ψ( 
= rΨ(
). To get equation (iii), we use the skein relation given in theorem 4.4 (rotated by 90
• ):
Note that I (g 2 ,V ) ( ) = I (g 2 ,V ) ( ) • I (g 2 ,V ) ( ) = −q 3 I (g 2 ,V ) ( ) (only the eigenvalue of I (g 2 ,V ) ( ) on V matters). Equation (iv) and (v) can be obtained in a similar way. For (v), it may help to use that ∼ . of lemma.
As I (g 2 ,V ) is a monoidal functor, equations (o)-(v) will still hold if the 3-nets depicted in the arguments of I (g 2 ,V ) are parts of bigger 3-nets that are identical outside the depicted region for all arguments in the same equation. The observation that for all equations, the 3-nets appearing on the right-hand side have fewer meshes than the one on the left-hand side concludes the proof of the proposition. Now we are able to compute the value of the I (g 2 ,V ) -invariant for every oriented closed planar 3-net recursively. Planar 3-tangles that are not closed can often be reduced by the same technique, but because in this case, lemma 5.4 is no longer true, it may happen that we get stuck before reaching the empty 3-net (example:
).
Some examples
To do explicit calculations, the following lemmas may be helpful, the first comparing 3-nets to their mirror images, the second suggesting some short cuts. 
