In this paper, we propose the use of a Convolutional Neural Network (CNN) to identify offensive tweets. We use an end-to-end model (i.e., no preprocessing) and fine-tune pretrained embeddings (FastText) during training for learning words' representation. We compare the proposed CNN model to a baseline model, such as Linear Regression, and several neural models. The results show that CNN outperforms other models, and stands as a simple but strong baseline in comparison to other systems submitted to the Shared Task.
Introduction
The fast growth of online social networks (OSNs) has provided a medium for users to express their ideas and opinions about any topic. However, some users post offensive content which may deter other users from engaging in online discussions. Despite the tools provided by some OSNs to block other users and report offensive content, the manual verification of these events are limited in scale and costs due to a large number of malicious events performed by users or bots. Therefore, it is critical to developing automated tools to moderate the content that are robust to ambiguity, sarcasm, and adversarial attacks (Fortuna and Nunes, 2018) .
Offensive language detection is an active research area, and several research efforts aim to contribute datasets, propose taxonomies, and improve current models to identify offensive content. In this direction, Zampieri et al. (2019b) proposed a shared task for Identifying and Categorizing Offensive Language in Social Media. The shared task is composed of the following subtasks: a) Offensive language identification, b) Automatic categorization of offense types, and c) Offense target identification. Table 1 shows some examples in the dataset of the shared task, and the labels in each of the subtasks. The labels indicate if the tweet is Offensive (OFF) and if it is an untargeted (UNT) or targeted (TIN) offense. The targets of the offensive tweets are individual (IND), group (GRP), other (OTH). This paper contributes specifically to the subtask A in the shared task.
The unstructured and noisy nature of usergenerated content on OSNs poses a challenge for classification models. Traditional approaches use a sparse representation for text data, such as the bag of words (BOW) or TF-IDF (Manning et al., 2008) .
We propose a model based on Convolutional Neural Networks (CNN) to identify and categorize offensive language on tweets. The learning representation relies on FastText pre-trained word embeddings (Mikolov et al., 2018) . Although, this paper focus only on the first subtask, it can be extended to learn the other subtasks.
The rest of the paper describes related work in section 2. Then, we explain in detail our proposed model in section 3, and section 4 shows the results. Finally, we outline the conclusions and future work in section 5.
Related Work
Previous work has studied several types of online misbehavior such as aggression (Cheng et al., 2015) , cyberbullying (Pieschl et al., 2015) , hate speech (Saleem et al., 2017) , offensive, and abusive language identification (Waseem et al., 2017) .
The major challenge in studying online misbehavior is the several forms it can take and the lack of a standard definition (Saleem et al., 2017) . (Waseem et al., 2017) proposed a typology of abusive language sub-tasks. Similarly, a taxonomy proposed to detect toxic messages on Wikipedia discussion pages demonstrated the impact on community health both on and offline (Wulczyn et al., 2017) . Wikimedia Foundation found that 54% of contributors decreased participation in the activities when they suffer harassment 1 . The same impact could happen on social media when aggression and offensive language deter other users from engaging in online discussions.
Previous works introduced several datasets like the Internet Argument Corpus (Walker et al., 2012) and the "Hate Speech Twitter Annotations" corpus (Waseem and Hovy, 2016) . Most datasets are small in comparison to the Wikipedia dataset (Wulczyn et al., 2017) , which enables to train neural models on a large-scale dataset.
In the multilingual aspect, several studies tackle languages other than English like Chinese (Su et al., 2017) , Slovene (Fišer et al., 2017) , and related shared tasks such as GermEval (Wiegand et al., 2018) . However, the studies tackle each language individually due to the difficulty for automated systems to handle multiple languages as idiomatic expressions are dependent on the location and culture. Recent research on identifying profanity vs. hate speech highlighted the challenges of distinguishing between profanity and threatening language which may not contain profane language (Malmasi and Zampieri, 2018) .
Recent surveys by (Schmidt and Wiegand, 2017) and (Fortuna and Nunes, 2018) summarizes the taxonomies and methods proposed for detecting abusive language. Also, recent work by introduces the Hate Speech Detection dataset used in several studies (Malmasi and Zampieri, 2017; ElSherief et al., 2018; Zhang et al., 2018) .
Methodology
The model architecture, shown in Figure 1 , is a slight variant of the CNN architecture proposed by Kim (2014) . We define x i ∈ R k as the kdimensional word vector (i.e., word embeddings) corresponding to the i-th word in the tweets. We padded the tweets to make all equal length, and represent a tweet of length n as
where ⊕ is the concatenation operator. In general, we refer x i:i+j to the concatenation of words x i , x i+1 , . . . , x i+j . Then, we apply a convolution operation that uses a filter w ∈ R hk , over a window of h words to produce a new feature. For example, we generate feature c i from a window of words x i:i+h−1 by
We denote b ∈ R as the bias term and f as a RELU activation function defined as f (x) = x + = max(0, x), where x in the input to the neuron (Glorot et al., 2011) . The convolution layer applies the filter to each possible window of words in the sentence {x 1:h , x 2:h+1 , . . . , x n−h+1:n } to produce a feature map
with c ∈ R n−h+1 . Then, we apply a maxover-time pooling operation over the feature map and take the maximum valueĉ = max{c} as the feature corresponding to this particular filter. The goal is to capture the essential feature (the highest feature value) for the feature maps. The pooling scheme allows us to deal with variable sentence lengths. The CNN architecture used to identify offensive tweets using binary output layer.
We have described the process by which we extract one feature from one filter. The model uses multiple filters to obtain multiple features. These features feed a fully connected layer with a RELU activation function, and finally a sigmoid layer that outputs the probability distribution over labels.
For regularization, we employ a dropout layer with rate r = 0.2, constrained on l 2 -norms of the weight vectors. We apply the dropout after the embeddings and the penultimate layer. Dropout prevents co-adaptation of hidden units by randomly dropping out (i.e., set to zero) a proportion of p of the hidden units during forwardbackpropagation. That is, given the penultimate layer z = [ĉ 1 , . . . ,ĉ m ] (note that here we have m filters), instead of using
for output unit y in forward propagation, dropout uses
where • is the element-wise multiplication operator and r ∈ R m is a masking vector of Bernoulli random variables with probability p of being 1. Gradients are backpropagated only through the unmasked units. At test time, the learned weight vectors are scaled by p such thatŵ = pw, and w is used (without dropout) to score unseen sentences. We additionally constrain l 2 -norms of the weight vectors by rescaling w to have ||w|| 2 = s whenever ||w|| 2 > s after a gradient descent step.
Experiments
In this section, we describe the experimental settings and the results for the subtask A: identifying offensive tweets. We use the data provided in the shared task OffensEval described in Zampieri et al. (2019a) . Table 2 describe the label distribution for each of the subtasks. We use the F 1 score as an evaluation metric for the models, and it is the official ranking metric for the shared task is macro-averaged F1.
Subtask A tweets NOT 8840 OFF 4400 Table 2 : Distribution of the labels in the training dataset.
Embeddings
We evaluate the CNN model with several word embeddings such as: a) Random Uniform initialized, b) Word2Vec (Mikolov et al., 2013) , and c) FastText (Mikolov et al., 2018) . During training, we fine-tune the embedding layer for each type of embeddings. Table 3 
Models
We compare the CNN model against baseline models such.
Logistic Regression (LR) with liblinear solver and class weight to account for the imbalance of the labels.
FastText as a simple and efficient baseline for text classification, and often on par with deep learning classifiers regarding the accuracy but orders of magnitude faster for training and evaluation (Joulin et al., 2016) .
LSTM in its vanilla implementation (Tang et al., 2015) , with one LSTM layer after the Embeddings Layer.
Bi-LSTM implements a bi-directional LSTM architecture (Zhou et al., 2016) . Table 4 shows the performance of crossvalidation data for the proposed CNN model and the baseline models. For evaluation purposes, we split the training dataset in 80% for training subset and 20% testing subset. We use k fold cross validation (k = 10) on the training subset. The CNN model outperforms other models in detecting Offensive Tweets and the overall Macro F 1 but detecting Not Offensive tweets works better with Bi-LSTM. We found that the non-neural LR model outperforms neural models such as FastText and LSTM. Bi-LSTM and CNN performance Table 4 : Benchmark of supervised learning models. CNN yields the best performance based on the metric F 1 .
are on pair, and further evaluation of the hyperparameters (e.g., number of layers/neurons, activation functions) is required to determine which of them performs better. Table 5 show the results in the shared task evaluated on the testing dataset for subtask A. We include a random baseline generated by assigning the same labels for all instances. For example, "All OFF" in sub-task A represents the performance of a system that labels everything as offensive. The CNN model outperforms by a large margin the random baseline.
System
F 1 (macro) Accuracy All NOT baseline 0.4189 0.7209 All OFF baseline 0.2182 0.2790 CNN 0.7591 0.8105 Table 5 : Results for Sub-task A using CNN model compared to simple baseline. Figure 2 shows the confusion matrix for the results with our CNN model. Due to the imbalance in the labels, the False Negatives in the results affects by a large margin the F 1 macro score.
Conclusion
In this paper, we proposed a neural model based on Convolutional Neural Networks to identify and categorize offensive tweets on social media. The model outperforms baseline models and other Sequential Models such as LSTM and Bi-LSTM. The reason CNN perform better than sequential models could be due to the noisy and unstructured form of the tweets.
In future work, we plan to use several variations of CNN such as multi-channel and multi-view architectures. Also, we will use recent advances in learning representations based on deep contextualized embeddings such as ELMo (Peters et al., 2018) and BERT (Devlin et al., 2018) . 
