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Abstract. Little is known about the microscopic physics that gave rise to inflation in
our universe. There are many reasons to wonder if the underlying description requires a
careful arrangement of ingredients or if inflation was the result of an essentially random
process. At a technical level, randomness in the microphysics of inflation is closely related
to disorder in solids. We develop the formalism of disorder for inflation and investigate the
observational consequences of quenched disorder. We find that a common prediction is the
presence of additional noise in the power spectrum or bispectrum. At a phenomenological
level, these results can be recast in terms of a modulating field, allowing us to write the
quadratic maximum likelihood estimator for this noise. Preliminary constraints on disorder
can be derived from existing analyses but significant improvements should be possible with
a dedicated treatment.
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1 Introduction
Despite the considerable phenomenological success of inflation, much remains unknown about
the microscopic physics that gave rise to it. The observed (near) scale-invariance of the power
spectrum points to a fairly symmetric ultraviolet theory: over a large number of e-folds, the
Hubble parameter and other quantities must have been very nearly constant. However, many
ultraviolet constructions of inflation contain ingredients that can cause much larger violations
of these symmetries. For example, there can be additional particles, strings or branes whose
couplings to the inflaton lead to unacceptably large violations of scale invariance. By ar-
ranging the pieces appropriately, we are able to find viable models of inflation (see e.g. [1–3]
for review). Nevertheless, one might hope that these arrangements do not need to be terri-
bly delicate and that even a haphazard (random) distribution of these ingredients would be
capable of producing a viable model.
In contrast, the qualitative appearance of many real-world systems is a poor guide to the
short distance symmetries. Many materials appear to be homogeneous on large scales despite
the presence of microscopic inhomogeneities from impurities or irregular configurations of
atoms. These types of (statistical) deviations from perfect homogeneity are very well studied
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in the context of disorder (see e.g. [4, 5] for review) and have revealed some remarkable
properties, including the absence of propagating waves (i.e. Anderson localization [6, 7]).
An analogy between disorder in materials and the complexity of microscopic models of
the universe has been advocated by several authors [8–11]. This work is often motivated by
the complexity of vacua that would be necessary to explain the small size of the cosmological
constant. In the specific application to inflation, the analogue of disorder is to replace nearly
uniform potential with one that is generated randomly [12–20]. This approach has proven
valuable in answering statistical questions about inflation in specific random landscapes.
However, we are still laking an understanding of randomness in inflation akin to the case of
solids. Furthermore, inflation may not be of the slow-roll type and we should explore the
space of models more generally.
More broadly, we would like to learn about the microphysics of inflation directly from
cosmological data. The most common and successful strategy to date has been targeted
searches, where one constructs templates for well-motivated models and fits them to data.
This is typically the optimal way to look for a specific model, but one also hopes that other
models will have significant overlap with these templates (perhaps in the sense of [21]).
However, when the microphysics is itself random, there may be no expected signal in any
one search. Yet, if we examine all the searches in totality, one may expect to see statistically
significant deviations from ΛCDM. Exploring these types of models may lead to new ways
to looking at the data for signatures of new physics.
In this paper, we will explore these issues by further developing the connection between
disorder and inflation. When phrased in terms of the effective field theory (EFT) of infla-
tion [22, 23], there is very little difference between disorder in inflation and disorder in a
real world material.1 We will use this similarity for guidance in deriving the formalism and
it will lead us quite far from previous work on random potentials. Our interest is both in
identifying universal features that result from random microphysics and testing these ideas
with current and future data.
Using this formalism, we will find that disorder introduces additional noise into ob-
servable correlation functions. This noise exhibits correlations that can be predicted for a
given model; yet, there is no specific signal that is expected in correlation functions currently
constrained by Planck [24]. This noise arises from two separate physical effects: a random
modulation of the amplitude of the metric fluctuations and the excitation of their quantum
state. Both of these effects could have been anticipate in terms of resonant features in each
realization of the potential [25–29] and non-slow-roll generalization thereof [30, 31].
From a purely phenomenological perspective, disorder introduces a statistical field that
modulates the power spectrum and/or bispectrum without additional violations of isotropy.
As such, it differs qualitatively from other types of modulations that are constrained by
Planck [24, 32] (or measured, in the case of the lensing potential [33–36]). Nevertheless,
the formalism of Hanson and Lewis [37] applies directly to this statistical field and it is
straightforward to find the quadratic maximum likelihood estimator. We discuss some of its
properties for cosmic variance limited modes. Interestingly, we find that constraints can be
derived from general consistency tests of the data such as the χ2 of the fit to ΛCDM or the
total integrated bispectrum [38]. Significant improvements in these constraints should be
possible with a dedicated treatment.
1Inflation and solids can be expressed in terms of spontaneously broken translations in time or space
respectively. Disorder in both cases is then defined as random coupling functions in these EFTs. The
difference between the two cases is whether these are functions of time (inflation) or space (solids).
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This paper is organized as follows: in section 2 we will introduce the formalism of dis-
order to inflation and discuss the relation to previous work. In section 3, we will compute
the effects of disorder on the power spectrum and bispectrum and their covariance matrices.
We perform these calculations in the context of several specific models of single-field infla-
tion, but we expect the qualitative behavior to be more general. In section 4, we discuss
the observational consequences from a more phenomenological perspective, illustrating how
constraints on the microscopic parameters can be derived. We conclude in section 5.
This paper contains five appendices. Appendix A contains the details of the calculations
relevant to disorder in single-field slow-roll inflation. In appendix B, we explore disorder in
the frequency domain. This relation is important for understanding a number of the results
in section 3. In appendix C, we illustrate how the formalism can be applied to multi-field
inflation. In appendix D, we explain the relationship between our results and some aspects
of Anderson localization. In appendix E, we derive the estimator for the disorder using the
results of [37].
2 Formalism
The idea of generating inflationary potentials at random is not new (see e.g. [12–20]). Many
studies have defined a distribution from which V (φ) is drawn and then determine the sub-
sequent evolution for various initial conditions. In these distributions, the variation of V (φ)
is often large, even to the point where inflation may or may not occur from realization to
realization. These studies are well suited to address the likelihood that inflation can occur
in a given random landscape and the statistical distributions of observables that result.
Here we will consider a mild introduction of randomness, analogous to introducing
a potential
V (φ) = V¯ (φ) + δV (φ) , (2.1)
where V¯ is a fixed background potential and δV is chosen at random. Inflation and its basic
observables are controlled by V¯ and do not change with each realization. We will consider
more general variations on this idea, but the spirit of our construction will follow from here.
The motivation for this construction is analogous to disorder in solids. In that case,
one considers a material that is more or less uniform but, due to impurities (for example),
there are small variations from point to point. Since the locations of the impurities cannot
be predicted, one treats them as a realization of a random distribution.
In essence, we want to allow for the possibility that the inflationary background is influ-
enced by “impurities” that appear randomly along a the path of the inflaton.2 In addition,
we will further assume that these impurities do not have light degrees of freedom associated
with them and only modify the evolution of the background. This assumption is typically
categorized as quenched disorder.
We will analyze this problem using the EFT of inflation [23] as it offers several advan-
tages. First, there is a significant computational advantage as we do not have to determine
the evolution of φ(t) for each realization of V (φ). Second, this approach naturally allows for
generalizations that are not described by slow-roll inflation. Finally, this language is most
similar to disorder in solids which will allow us to make the comparison, when applicable.
2Our results will not assume that inflation is described by slow-roll or even a fundamental scalar, but the
language will occasionally be useful for explanatory purposes.
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2.1 The EFT of inflation
The EFT of inflation [22, 23] describes the spontaneous breaking of time translations (which
are then gauged by coupling to gravity). The effective Lagrangian may contain explicit
functions of t, provided they appear in the combination t + pi(x, t) where pi is the Gold-
stone boson that non-linearly realizes the time translation symmetry. To describe the in-
flationary background, the theory is coupled to gravity and the time translation symmetry
becomes a component of the diffeomorphsims. The gauge invariant action for the coupled
system is given by
S =
∫
d4x
√−g
[
1
2
M2plR+M2plH˙(t+ pi)∂µ(t+ pi)∂µ(t+ pi)−M2pl
(
3H2(t+ pi) + H˙(t+ pi)
)
+
1
2
M42 (t+ pi) [∂µ(t+ pi)∂
µ(t+ pi)+1]2+
1
3!
M43 (t+ pi) [∂µ(t+ pi)∂
µ(t+ pi)+1]3
]
, (2.2)
where we have dropped terms that are higher order in ∂µ(t + pi) or in derivatives. Solving
Einsteins equations produces an FRW solution where H(t) = a˙a with the parameters H(t)
and M2,3(t) being arbitrary
3 functions of time. Inflation, as we will define it, is the case
where the background is nearly de Sitter, namely |H˙|  H2.
We can also identify the terms in this action around a slow-roll background using Ein-
stein’s equations: M2plH˙ = −12 φ˙(t)2 andM2pl(3H2+H˙) = V (φ(t)). Therefore, to make contact
with inflation on a random potential, we should draw H(t) from a probability distribution.4
We will also consider generalizations of this idea where M2,3(t) are stochastic variables.
The action for pi simplifies in the decoupling limit, Mpl → ∞ and H˙ → 0 holding
M2pl|H˙|  H4 fixed. In this limit, the coupling the gravity becomes negligible and we can
write the action directly for pi around an FRW background (up to total derivatives) as
S=
∫
d4xa3
[
M2pl
(
H˙(t)+H¨pi
)
∂µpi∂
µpi+2M42 (t)
(
p˙i2−p˙i∂µpi∂µpi
)
+2M˙42 (t)pip˙i
2− 4
3
M43 (t)p˙i
3
]
,
(2.3)
where we have dropped terms O(pi4) and those suppressed by H˙ → 0. Typically, one will
rewrite M42 in terms of the speed of sound as M
4
2 (t) = −
M2plH˙(1−c2s)
2c2s
. For our purposes, it will
be useful to work in terms of M42 (t) directly.
For single-field inflation, observational predictions are computed in terms of the con-
served curvature perturbation ζ. The action in (2.3) and ζ = −Hpi will be sufficient for
computing the correlation functions of ζ of interest in the next section. Of course, we will
have to justify the use of the decoupling limit in any such calculation, which requires showing
that corrections of order H˙ are negligible.
2.2 Disorder
We are now ready to introduce disorder into inflation. Starting from (2.3), we will split
M2plH˙(t)→M2plH˙(t) +M2plh˙(t) M42,3(t)→M42,3(t) +m42,3(t) , (2.4)
3The null energy condition demands that H˙ < 0 and the absence of superluminal modes requires M42 > 0.
These constraints are not explicitly built into the EFT of inflation but can be imposed as additional constraints.
4The relation to disorder in a solid can be understood as follows. A solid spontaneously breaks translations
in space [39–41] and disorder is described by disorder potentials, which are stochastic functions of position
but are independent of time. Inflation spontaneously breaks time translations and the “disorder potentials”,
H(t) and M2,3(t), are stochastic functions of time but are independent of position.
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where H˙(t),M42,3(t) are fixed functions of time while h˙(t),m2,3(t) are stochastic variables that
will be sampled from some probability distribution. The contributions from the stochastic
variables are assumed to be sub-dominant to the fixed background and therefore it is reason-
able to consider them as perturbations.
We now split the Hamiltonian into a solvable piece plus a perturbation, H = H0 +HI,
where HI is treated perturbatively and includes all of our stochastic variables and non-linear
terms. We want to compute the expectation value of some operator Q(τ) which is a product
of local operators at different points in space but at a fixed conformal time τ . The in-in
formalism tells us that for a given realization of the stochastic parameters, the quantum
mechanical expectation value is given by [42]
〈Q(τ)〉 =
〈0|
[
T¯ exp(i
∫ τ
−∞(1+i) adτ
′HI(τ ′)
]
QI(τ)
[
T exp(−i ∫ τ−∞(1−i) dτ ′HI(τ ′)] |0〉
〈0|
[
T¯ exp(i
∫ τ
−∞(1+i) adτ
′HI(τ ′)
] [
T exp(−i ∫ τ−∞(1−i) adτ ′HI(τ ′)] |0〉 , (2.5)
where QI(τ) is the interaction picture operator which is evolved with H0. The denominator
in this formula is likely unfamiliar for good reason. First, when  → 0, the denominator
is simply 〈U †U〉 = 1 where U is the unitary time evolution operator. Even for finite ,
one can check that the denominator is independent of τ and is therefore just an overall
normalization which is irrelevant in most circumstances. However, this constant will depend
on the stochastic parameters which is why it can play a non-trivial role for disorder.
Ultimately, we want to compute the statistical predictions over many realizations of the
stochastic variables:
〈Q(τ)〉R ≡
(∏
i
∫
Dxi(t)
)
P [xi(t)]〈Q(τ)〉 , (2.6)
where xi(t) denotes the stochastic parameters h˙(t) and m
4
2,3(t), which are sampled from a
probability distribution P [xi(t)]. The denominator in (2.5) adds a new challenge to defining
this theory non-perturbatively, as we compute the average over the stochastic parameters
in (2.6) after taking the ratio in (2.5). This is an important distinction that separates
disorder from dissipation.
In practice, we will find that the denominator is negligible when performing pertur-
bative calculations. We will expand out the numerator and denominator in powers xi and
evaluate at each order in this expansion using the statistical correlation functions of xi(t)
and quantum mechanical correlations for the fields, which factorize. In this approach, the de-
nominator removes some quantum mechanical vacuum bubble diagrams. At low loop order,
these diagrams are effectively trivial and can be removed by hand.
Without loss of generality, we can make the assumption that
〈xi(t)〉R = 0 , (2.7)
as we can always shift the values of H˙(t) or M42,3(t) to absorb any non-zero average. This
ensures that the linear order correction to any correlation function will vanish. Therefore,
the leading contribution in xi(t) with HI = a3(t)
∑
i xi(t)Oi(t) is given by
〈Q(t)〉(2)R =
∑
i,j
(∫ τ
−∞
a4(τ1)dτ1
∫ τ
−∞
a4(τ2)dτ2〈Oi(τ1)Q(τ)Oj(τ2)〉〈xi(τ1)xj(τ2)〉R (2.8)
−2Re
∫ τ
−∞
a4(τ1)dτ1
∫ τ1
−∞
a4(τ2)dτ2〈Oi(τ1)Oj(τ2)Q(τ)〉〈xi(τ1)xj(τ2)〉R
)
.
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where τ ∼ − 1aH is the conformal time. If we specify all the correlations of the xi(t), then
this procedure can be carried out to any order. It is common in the literature to assume
that the statistics of the disorder potentials are gaussian, in part because it can be treated
non-perturbatively.
The formalism for computing 〈Q(t)〉R is essentially the same as the one used for dissipa-
tion [43, 44]. In that case, one couples pi to some additional operators O˜(t,x) with specified
correlation functions. Dissipation differs in detail because O˜(t,x) has quantum mechanical
fluctuations that depend on both time and space. The first important difference this intro-
duces is that disorder does not contain terms linear in pi, such as L ⊃ x˜1(t)∇2(t+pi), as they
correspond to tadpoles5 for pi around any realization of the stochastic parameters. Linear
terms are allowed for dissipation (e.g. x˜1(t)→ O˜(t,x)) because the quantum fluctuations of
O˜ eliminate the tadpole, provided that 〈O˜〉 = 0. The second distinction is that for quenched
disorder there is no feedback (response) between pi and xi(t). This can be understood simply
from symmetries: since xi(t) is only a function of time it, cannot depend on pi(x, t) locally.
So far, we have been completely agnostic about the nature of the disorder parameters.
The assumption we will make here is that their distributions are independent and purely
local, such that
〈xi(t)xj(t′)〉R ∝ δijδ(t− t′)→ 〈xi(τ)xj(τ ′)〉R = Ciδij(−Hτ)p+1δ(τ − τ ′) . (2.9)
Here we have introduce a power law in conformal time, (−Hτ)p, to allow for some breaking
of scale invariance. In the limit p → 0, this two point function is invariant under t → t + c
and our results will be scale invariant. In addition, to simplify calculations it is useful to
analytically continue in p, even when taking p → 0 at the end of the calculation. There is
no reason that p need be the same for each i, but in what follows this generalization can be
implemented trivially.
It should come as no surprise that the stochastic variables h˙(t) and m42,3(t) multiply
derivatives of pi. Since pi is a Goldstone boson, the underlying symmetry puts strong con-
straints on the action. Non-derivative terms are constrained by tadpole cancelation and do
not arise in the decoupling limit. It is therefore natural to expect that the stochastic terms
are irrelevant in the technical sense. When we consider time scales much shorter than a
Hubble-time (i.e. the modes are inside the horizon), we can see this more precisely by us-
ing (2.9) since 〈x2i 〉R scales as t−1. This suggests that we can treat xi(t) an “operator” of
dimension 1/2. In the same limit, pi behaves as a dimension one field and therefore we have
that h˙(t)∂µpi∂
µpi, m42(t)p˙i
2 and m43(t)p˙i
3 are dimension 9/2, 9/2 and 13/2 respectively. In this
sense, disorder is irrelevant during inflation.
When the modes cross the horizon, this scaling behavior breaks down and results in a
correction of fixed amplitude. The size of the effect is given as ratio of scales between H
and some scale Λi  H which controls the strength of the irrelevant operator. If we were
to take H → 0 holding everything else fixed, disorder should have no effect on inflationary
observables. For example, if
〈m42(τ)m42(τ ′)〉R =
1
Λ2
(
M2pl|H˙|
)2
(−Hτ)δ(τ − τ ′) (2.10)
then we will find that at O(m82), disorder produces corrections of order HΛ2 as one would
expect from a dimension 9/2 operator.
5Alternatively, we could include such terms in the action but they will only modify the k = 0 mode of pi.
Such terms can always be removed by a diffeomorphism.
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It may seem surprising that disorder is irrelevant. Specifically, in a slow-roll model we
can write down a stochastic mass term for the inflaton which is relevant. Such terms are
present in the full pi Lagrangian in equation (2.2) but they vanish in the decoupling limit
H˙, h˙ → 0 (e.g. L ⊃ 6M2pl|H˙|h˙pi2). Taking this limit with fixed H2 amounts to assuming
that the background solution produces a large number of e-folds of inflation. Essentially,
demanding that inflation occurred at all requires that any relevant disorder parameters are
negligible6 and that only the irrelevant terms survive.
While our discussion is focused on disorder in single field inflation, the formalism natu-
rally generalizes to multi-field inflation as shown in appendix C. Additional fields are not as
constrained by the underlying symmetry and relevant disorder does arise. Nevertheless, even
relevant disorder in inflation does not exhibit the more dramatic consequences of disorder
seen in solids, as discussed in appendix D. As long as disorder is perturbative, we expect that
most of our qualitative conclusions will generalize beyond the single-field case.
Given the apparent generality of these arguments, it is worth emphasizing that there
were two key assumptions that separate the present work from the work of many previous
authors. First, we are working in the limit of perturbative disorder. Inherent to the above
power counting is the assumption that the dominant contribution to inflationary correla-
tion functions is from a non-stochastic component. Many previous studies assumed the full
inflationary background was generated stochastically and therefore one cannot rely on per-
turbative power counting techniques to estimate the size of the effect. Our power counting
shows that the effects of disorder can be made controllably small but has little to say if we
made the effect large from the beginning.
The second difference is that we have assumed the correlation length of the stochastic
field is essentially zero.7 If we draw the coefficients of the lagrangian from a distribution,
it is likely that there are long range correlations in the potential (i.e. stochastic parameters
separated by a Hubble-time are correlated). There was nothing about our formalism that
demanded we make this choice, but short range disorder is the most analogous to the case
of solids which was one of our primary motivations. Allowing for long range correlations is
an interesting generalization of the results presented here.
3 Noisy correlation functions
Having introduced disorder, we are now ready to compute corrections to various correlation
functions. Around a given realization, the power spectrum and bispectrum will be modified
at leading order in the stochastic parameters. However, these effects average to zero over
many realizations. Nevertheless, the implication is that there will be added noise in these
correlation functions or, alternatively, there are additional contributions to their covariance
matrices. As a result, it will be natural to consider both the correlation function and its
covariance matrix at the same time.
Throughout this section, we will assume that the stochastic parameters obey
〈xi(τ)xj(τ ′)〉R = δij
M4pl|H˙|2
Λi
(−Hτ)p+1δ(τ − τ ′) , (3.1)
6If we were to work with ζ rather than pi, one would find that all the relevant disorder parameters are
absent [45].
7The model studied in [15] shares some qualitative features with ours, including short-range correlations
for a stochastic (multi-field) potential.
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where xi = {M2plh˙,m42}. The assumption that the different parameters are uncorrelated
means that the leading corrections can be considered in isolation. We also typically assume
that the statistics are gaussian, but we will briefly consider the non-gaussian case as well.
Under the above assumption, the corrections from stochastic terms in (2.3) relative to
leading non-stochastic terms are suppressed by HΛi  1. The stochastic terms that we have
neglected by taking the decoupling limit are further suppressed by at least an additional
factor of |H˙|
H2
 1 and are therefore negligible. Non-stochastic slow-roll corrections may be
comparable to the leading stochastic term, i.e. HΛi ∼
|H˙|
H2
, but can be treated independently
at the order we are working.
3.1 Noisy power spectra
The most basic observable of interest in cosmology is the power spectrum. One can think of
the effects of h˙ and m42 as a stochastic modification of the amplitude of the fluctuations, so
it should be no surprise that these contribute extra noise in the power spectrum (i.e. a non-
gaussian trispectrum). In addition to the modulation of the amplitude, the time-dependence
of any realization will also excite the quantum state of pi. Both effects should be famil-
iar from the context of resonance [25–31], which is closely related to disorder, as we show
in appendix B.
Power spectrum from m42: let us begin by computing corrections from 2m
4
2p˙i
2 with the
further simplification8 that M42 = 0. With this assumption, we have pik = p¯ikaˆ
†
k + h.c. where
aˆ†k is the creation operator and
p¯ik =
H
2Mpl|H˙|1/2
1
k3/2
(1− ikτ)eikτ . (3.2)
This case is relatively simple because HI only involves
˙¯pik = − H
2
2Mpl|H˙|1/2
τ2k1/2eikτ . (3.3)
Plugging into (2.8) we have that
∆〈ζkζk′〉′R =Pζ(k)2k2
(
1 + k2τ20
) ∫ τ0
−∞
dτ
∫ τ0
−∞
dτ ′e2ik(τ−τ
′) 〈m42(τ)m42(τ ′)〉R
M4plH˙
2
− 2 RePζ(k)2k2 (1 + ikτ0)2 e−2ikτ0
∫ τ0
−∞
dτ
∫ τ
−∞
dτ ′e2ikτ
′ 〈m42(τ)m42(τ ′)〉R
M4plH˙
2
,
(3.4)
where 〈〉′ means we have removed the momentum conserving delta function. In writing this
expression to have kept the i prescription implicit (see appendix A for details). Using (3.1)
8Under these assumptions, a Lorentz invariant UV completion (i.e. a UV theory with vanishing commu-
tators outside the light-cone) cannot literally produce this EFT as cs > 1 on realizations of m
4
2. This can
be avoided with a non-zero M42 . Since the fluctuations of m
4
2 are small compared to M
2
plH˙, the required
modification of cs is likely negligible. Nevertheless, this example is primality for illustration and we will not
worry about this detail.
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and taking the limit τ0 → 0, one finds that the first line vanishes for p > −2. Integrating the
second line we get
∆〈ζkζk′〉′R = −RePζ(k)2k2(1 + ikτ0)2e−2ikτ0
∫ τ0
−∞
dτ
(−Hτ)p+1
Λ2
e2ikτ (3.5)
→ Pζ(k)H
Λ2
cos(ppi2 )Γ[p+ 2]
21+p
(
H
k
)p
≡ ∆Pζ(k) , (3.6)
where we took τ0 → 0 in the second line. As expected, the correction is suppressed by HΛ2
and is scale invariant in the limit p → 0. The only subtle aspect of this calculation is that
the δ-function in (3.1) is evaluated at the boundary of integration in (3.4), which effectively
introduces a factor of 12 .
Trispectrum from m42: around a specific m
4
2(t), the power spectrum is modified at linear
order by
∆〈ζkζk′〉′ = Pζ(k)2Re(−i)
∫ τ0
−∞
dτke2ikτ
m42(τ)
M2pl|H˙|
. (3.7)
Of course, this term averages to zero, but it means that the amplitude of the power spectrum
varies randomly as a function of k. We would expect this to show up as more noise in the
measurement of the power spectrum or equivalently, as added power in the 4-point function.
This is straightforward to compute as
〈ζk1ζk2ζk3ζk4〉′R = (Pζ + ∆Pζ)(k1)(Pζ + ∆Pζ)(k3)δ(k1 + k2)δ(k3 + k4)× (3.8)[
1−Rek1k3
4
∫ τ0
−∞
dτ
(−Hτ)p+1
Λ2
(
e2i(k1+k3)τ−e2i(k1−k3)τ
)]
+permutations
→ (Pζ + ∆Pζ)(k1)(Pζ + ∆Pζ)(k3)δ(k1 + k2)δ(k3 + k4)× (3.9)[
1+
H
Λ2
cos(ppi2 )Γ[p+ 2]
24+p
(
Hpk1k3
(k1 + k3)2+p
− H
pk1k3
|k1 − k3|2+p
) ]
+permutations ,
where we simplified the expression from the beginning by eliminating contributions that
vanish as τ0 → 0. This expression is only valid to leading order in HΛ2 . Notice that the first
line alone is the gaussian expectation given the power spectrum Pζ + ∆Pζ .
At first sight, the appearance of two δ-functions may suggest that this contribution is
not “connected”. Specifically, this shows that there is no exchange of momentum between
the two pairs of fields. Nevertheless, the trispectrum is connected (i.e. it is irreducible) due
to the exchange of energy. Specifically, the pairs are correlated through the coupling to
m2(τ) which depends explicitly on time but not on space. This type of behavior is perfectly
consistent because this is a non-relativistic system.
There is something very clearly wrong with (3.9) in the limit k1 → k3. We see that
the second term diverges (which, a priori, is not necessarily an issue) and that is negative.
However, k1 = k3 should be computing the diagonal elements of the covariance matrix, which
one would expect to be positive on very general grounds. Something unphysical is happening
in this limit.
The first term in (3.9) captures the intuitive effect that the amplitude of the power
spectrum is varying randomly in time. The second term is capturing the excitation from
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the ground state, which characteristically introduces divergences at k1 = k3. The energy at
which the state can be excited is related to the timescale on which the background varies. By
using 〈m42(τ)m42(τ ′)〉 ∝ δ(τ − τ ′), we have implicitly allowed for arbitrarily rapid changes in
the stochastic parameters which means arbitrarily large energies in the state. This is shown
most directly in appendix B in terms of a resonance model. To maintain control, we impose
a bound on the frequencies that appear in the stochastic parameters, xi(t) ⊃ eiωt, such that
ω < Λ¯ < (M2pl|H˙|)1/4 [30, 46]. Fourier transforming this to the time domain introduces an
additional suppression factor e¯(k1+k3)τ in equation (3.8), where ¯ ≡ H/Λ¯ (see appendix B
for details). Talking the limit p→ 0, one finds
〈ζk1ζk2ζk3ζk4〉′R → (Pζ + ∆Pζ)(k1)(Pζ + ∆Pζ)(k3)δ(k1 + k2)δ(k3 + k4)× (3.10)[
1+
H
64Λ
(
k1k3
(k1 + k3)2
+Re
k1k3
(i(k1 − k3)+¯(k1 + k3))2
)]
+ permutations .
This modified result now has a more physical limit k1 → k3, as it is bounded and positive.
The above formula will be modified depending on how the short-time behavior is resolved. In
practice, the resolution is important only for k1 ∼ k3, at which point the result is essentially
determined by scale invariance up to the overall normalization (in the limit p→ 0).
Power spectrum in slow-roll: computing corrections to the power spectrum during slow-
roll inflation (i.e. contributions from M2plh˙(t)) are somewhat more complicated than the above
case and have been computed in appendix A. The calculation itself is similar in structure to
the previous case, with the final result being
∆〈ζkζk′〉′R = −
H
Λ1
Pζ(k)
4 + (1− p)p
2− p cos
(ppi
2
)
Γ[p]
(
H
2k
)p
. (3.11)
Unlike the case of m42, the contribution for h˙ is not well behaved in the limit p→ 0,
lim
p→0
∆〈ζkζk′〉′R = −2
H
Λ1
Pζ(k)
[
1
p
+
3
4
−
(
γ + log
k
2H
)]
. (3.12)
We see that the result diverges as p → 0 and the finite part is not scale invariant. The
formula as written in equation (3.11) holds for p > 0 but is not valid in the p → 0 limit. It
is instructive to understand the source of the problem.
First, it is clear that any violation of scale invariance with p = 0 must be accompanied
by a divergence. We started with an integral that was manifestly invariant under the rescaling
k → λk and τ → λ−1τ . The conservation of ζ further guarantees that our result should be
independent of τ0 [47]. Therefore the only way that the result could violate scale invariance
(i.e contains explicit functions of k) is if the integral itself is not well defined.
The cause of the divergence is again due to exited states of arbitrarily high energy. The
time integral implicitly sums over all the modes that are in excited states, which is unbounded.
When this divergence is a power law, it is easily removed through analytic continuation in
p. However, for p = 0 the divergence is logarithmic and cannot be removed trivially. We
can again regulate the integral by including a suppression factor e¯kτ and, taking the p→ 0
limit, one finds that
lim
p→0
∆〈ζkζk′〉′R =
1
2
H
Λ1
Pζ(k)
[
−3− 2 log ¯
2
4
]
. (3.13)
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The result is now scale invariant, as it should be. We also see that the result is divergent as
¯ → 0, which is consistent with the appearance the unphysical behavior we observed in the
absence of the regulator.
Trispectrum in slow-roll: unlike the power spectrum, the subtleties associated with ex-
cited states and the trispectrum were already visible with the simpler case studied above.
The expression for general p is given the appendix A.2. The result is rather lengthly and not
terribly illuminating. Talking the limit p → 0 (and dropping the gaussian piece) produces
the result
∆〈ζk1ζk2ζk3ζk4〉′R →
H
64Λ1
Pζ(k1)Pζ(k3)δ(k1 + k2)δ(k3 + k4)× (3.14)(−16k21 +31k1k3−16k23
(k1 − k3)2 +
16(k21 +k
2
3)
k1k3
ArcTanh
(
k3
k1
))
+permutations
for k1 ≥ k3. As we saw before, this expression is badly behaved when k1 → k3. The
divergence that appears in this limit are cut off when k1−k3 < (k1 +k3)¯, as we saw in (3.9).
Unlike the power spectrum, the trispectrum is scale invariant without the appearance of
log ¯ corrections.
3.2 Noisy bispectra
As we saw in the previous section, the primary signature of disorder is that it introduces
additional noise into the power spectrum. This effect is most easily captured as a modification
to the trispectrum beyond the usual gaussian expectation. There is no reason for such effects
to be limited to the power spectrum. As an illustrative example, we will show two ways in
which disorder can produce noisy bispectra.
Disordered interactions: it was clear from the EFT description that there is no rea-
son that disordered couples only to pi quadratically. The most straightforward example
comes from
Lint = 1
3!
m43(t+ pi) [∂µ(t+ pi)∂
µ(t+ pi) + 1]3 ' −4
3
m43(t)p˙i
3 , (3.15)
where m43(t) is a gaussian random field with a power spectrum
〈m43(τ)m43(τ ′)〉R =
M6pl|H˙|3
H4Λ3
(−Hτ)p+1δ(τ − τ ′) . (3.16)
For any realization of m43(t), this interaction introduces a bispectrum. As with the power
spectrum, at linear order in m43(t), the average amplitude of the bispectrum is zero. Unlike
the power spectrum, there is no contribution to the bispectrum at order (m43)
2. Nevertheless,
at this order, we find a non-zero correction to the covariance of the bispectrum (beyond the
gaussian contribution) which, in the p→ 0 limit, is given by
∆〈ζk1ζk2ζk3ζk4ζk5ζk6〉R =
10
3
H
Λ3
Pζ(k1)Pζ(k2)Pζ(k3)δ(k1+k2+k3)δ(k4+k5+k6)× (3.17)
k21k
2
2k
2
3
k3k4k5
(
1
|∑i ki|6− 1|k1+k2+k3−k4−k5−k6|6
)
+permutations .
The form of the bispectrum covariance is very similar to the trispectrum we found in (3.9).
The second term shows a divergence when k1 + k2 + k3 = k4 + k5 + k6 (or any permutation
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thereof). At this point, it should be clear that this is the result of being in an excited state
of arbitrarily large energy. This divergence is regulated if we cutoff in energy being input
into the system.
If we consider the limit when k1 + k2 + k3 → k4 + k5 + k6, there is still important
information on the particular configurations where the noise dominates. We regulate the
divergence at energies above Λ¯ by including a suppression factor e
1
2
¯(
∑
i ki)τ . To leading
order one finds
lim
k4+k5+k6→k1+k2+k3
∆〈ζk1ζk2ζk3ζk4ζk5ζk6〉′R =
10
3
H
¯6Λ3
(
2pi2∆2ζ
)3
k1k2k3k4k5k6|k1 + k2 + k3|6 , (3.18)
where ∆2ζ = 2.2× 10−9 [48]. We should compare this to the shape of the bispectrum that is
generated by L ⊃ 43M43 p˙i3 [49]
Bp˙i3(k1, k2, k3) =
486
5
1
k1k2k3|k1 + k2 + k3|3 . (3.19)
Therefore, we see that
lim
k4+k5+k6→k1+k2+k3
∆〈ζk1ζk2ζk3ζk4ζk5ζk6〉R ∝ Bp˙i3(k1, k2, k3)Bp˙i3(k4, k5, k6) . (3.20)
It should not be surprising that we have excess noise in the shape Bp˙i3(k1, k2, k3), given that
this was the form of the interaction. This observation is still non-trivial as the time depen-
dence of the coefficients modify the shape, which did give rise to the unusual contributions
to the covariance matrix away from the limit k1 + k2 + k3 → k4 + k5 + k6.
Disordered interactions can also produce a contribution to the trispectrum by essen-
tially contracting two of the external momenta in the 6-point function to form an internal
line. Because this exchanges momentum, the form of the trispectrum has a more familiar
δ-function structure
∆〈ζk1ζk2ζk3ζk4〉R = 30
H
Λ3
Pζ(k1)Pζ(k2)δ(k1 + k2 + k3 + k4)× (3.21)
k21k
2
2|k1 + k2|
k3k4
(
1
|∑i ki|6 − 1|k1 + k2 − k3 − k4|6
)
+ permutations .
The first term in this expression is insensitive to ¯ and has a cosine [50] of 0.25 with the
constant trispectrum, defined by
〈ζk1ζk2ζk3ζk4〉 = tNL
8(2pi2∆2ζ)
3
(k1k2k3k4)9/4
. (3.22)
The current limit is given by tNL = (−1.33 ± 3.62) × 106 [51]. A proper analysis of this
trispectrum is beyond the scope of this work, but we should expect to derive a constraint
H
Λ3
. 10−2 or better.
Non-gaussian disorder: in the presence of disorder, non-gaussianity in pi may arise
from non-gaussianity in the disorder field. As an illustrative example, we will consider the
case where
〈m42(τ1)m42(τ2)m42(τ3)〉R =
(
M2pl|H˙|
)3
Λ24
(−Hτ1)p+2δ(τ1 − τ2)δ(τ2 − τ3) . (3.23)
– 12 –
J
C
A
P03(2015)020
We again compute the bispectrum covariance because the bispectrum itself vanishes at every
order in m42. We now must compute to order (m
4
2)
3. To do so, we use
〈Q(t)〉(3)R = 16Re
(
i
∫ τ
−∞
a4(τ1)dτ1
∫ τ1
−∞
a4(τ2)dτ2
∫ τ
−∞
a4(τ3)dτ3
× 〈O2(τ1)O2(τ2)Q(τ)O2(τ3)〉〈m42(τ1)m42(τ2)m42(τ3)〉R (3.24)
− i
∫ τ
−∞
a4(τ1)dτ1
∫ τ1
−∞
a4(τ2)dτ2
∫ τ2
−∞
a4(τ3)dτ3
× 〈O2(τ1)O2(τ2)O2(τ3)Q(τ)〉〈m42(τ1)m42(τ2)m42(τ3)〉R
)
.
The calculation is again straightforward (being careful with delta functions at the boundaries
of integration) and results in
∆〈ζk1ζk2ζk3ζk4ζk5ζk6〉R = −
1
32
H2
Λ24
Pζ(k1)Pζ(k3)Pζ(k5)δ(k1 + k2)δ(k3 + k4)δ(k5 + k6)×(
k1k3k5
|k1 + k3 − k5|3 +
1
3
k1k3k5
|k1 + k3 + k5|3
)
+ permutations . (3.25)
The unusual appearance of δ-functions is again due to the “exchange” of stochastic fields
which do not exchange momentum.
4 Observational signatures
The calculations presented in the previous section show how disorder affects the statistics
of ζk. Unlike more traditional signatures, the dominant features of these models are similar
in form to the covariance matrices for the cosmic variance limit modes. As a result, these
signatures may hide more easily in data than for more traditional observables.
In this section, we will discuss the predictions of these models from a phenomenological
perspective. The general implications of this framework are not overly sensitive to the specific
models presented in the previous section. For the power spectrum, this will be closely related
to existing work on statistical anisotropy of the cosmic microwave background (CMB), as
demonstrated in appendix E. The signal for the bispectrum is qualitatively similar to the
power spectrum, but is less directly related to the signatures of existing models.
Unfortunately, we will not derive precise constraints on our model parameters, not even
suboptimal ones. We will explain the order of magnitude of constraints that can be derived,
in principle, using existing analyses. However, both the power spectrum and bispectrum do
show some additional noise, which is the signal of these models. However, these are likely
due to instruments effects and approximations in the covariance matrices, rather a primordial
signal.9 We will estimate the constraints assuming that there is no such additional noise (for
cosmic variance limited modes) but deriving a precise limit would require a careful treatment
of these issues.
9We thank Raphael Flauger for explaining these points.
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4.1 Noisy power spectra
In order to gain intuition for the observational signatures, it is useful to think about the
modulation of a mode, ζk, by a given realization of m
4
2(t). Using the in-in formalism, or the
equations of motion, we can write ζk = ζ¯kaˆ
†
k + h.c. with
ζ¯k = ζ¯k,0 [1 + f(k)] , (4.1)
where ζ¯k,0 is the solution computed with m
4
2 = 0 and
f(k) =
∫ 0
−∞
dτ k sin(kτ)
2m42(τ)
M2pl|H˙|
eikτ . (4.2)
We were able write a simple expression for (4.2) because there is no issue taking τ0 → 0
before integration (this would not hold for h˙(t)). Any realization of m42(t) will then impact
the temperature fluctuations using
Θ`,m = 4pii
`
∫
d3k
(2pi)3
∆`(k)
(
ζ¯k,0[1 + f(k)]aˆk + h.c.
)
Y`,m(kˆ) , (4.3)
where Θ = δTT , ∆`(k) is the linear CMB transfer function and Y`,m are the spherical harmon-
ics. We see that f(k) will play the role of an additional statistical field that modulates the
temperature fluctuations.
The problem of how to reconstruct an arbitrary (but small) modulating field from
observations of the CMB temperature multipoles was solved by Hansen and Lewis [37]. The
connection is more clear in terms of the covariance
Cθθ`,m;`′,m′ = C`δ``′δmm′(1 + κ`) + C
NN
`,m;`′,m′ (4.4)
where CNN`,m;`′,m′ is the contribution from instrumental noise and
κ` ≡ 4pi
C`
∫
d log k
k3
2pi2
Pζ(k)∆`(k)
2 2Ref(k) . (4.5)
The form of the modulating field κ` is unlike the lensing potential or additional fields during
inflation, which introduce off-diagonal terms in m and m′. The reason no such effects arise
is because every realization of m42(τ) preserves homogeneity and isotropy. As a result, the
temperature power spectrum is diagonal in ` and m for any m42(τ). Now we can use the
results of Hanson and Lewis to write an estimator for κ` (see appendix E for a derivation).
The form of the estimator most intuitive when we consider only cosmic variance limited
modes (i.e. CNN = 0), in which case we find
κˆ` =
1
C`
(
Cobs.` − C`
)
, (4.6)
where 12`+1
∑
m Θ
∗
`,mΘ`,m ≡ Cobs.` . The form of the estimator is essentially what one would
have defined starting from equation (4.4). It is just difference between the observed C` and
the one predicted when κ` = 0.
A proper analysis will be left to future work, but we can estimate the size of con-
straint that could be derived from existing analyses. Suppose we take our reconstructed κ`
and compute ∑
`
1
2
(2`+ 1)κˆ2` =
∑
`
(2`+ 1)
2
(Cobs.` − C`)2
C2`
= χ2 . (4.7)
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We get a constraint on a sum over κ2` from the χ
2 of the fit to the ΛCDM model. Of course,
there is noise in our estimator so we have
〈κˆ`κˆ`〉R = 2
2`+ 1
[
1 + 〈κ2` 〉R
]
(4.8)
which implies that
〈χ2〉R = `+
∑
`
1
2
(2`+ 1)〈κ2` 〉R . (4.9)
The appearance of the factor of (2` + 1) in accounts for the increasing precision we expect
in measurements of C` (or κ`) at higher values of `. In other words, additional noise in the
higher ` modes are more highly constrained because there are more modes.
There is some subtlety to measuring the value of χ2 correctly, but it is consistent with
ΛCDM at the χ2 − ` = O(10 − 100) level [52]. From here is it straightforward to derive
constraints on the underlying parameters. For example, if 〈κ2` 〉R = κ20, then we would find
κ0 . 10−2 , (4.10)
using Planck cosmic variance limited modes up to `max = 1500. This constraint is somewhat
weaker than the naive expectation of N
−1/2
modes ' 10−3 (where Nmodes ' `2max is the number of
cosmic variance limited modes observed) because of we allowed for some excess χ2 that in
the existing data.
Using χ2 to derive limits on disorder will typically lead to a weaker constraint than
expected. The main difficulty is that it requires a very precise model for the expected noise,
as any excess χ2 will weaken the constraint (or fake a signal). On the other hand, the
noise produced by κ` should also exhibit correlations between different values of ` that are
predicted from the trispectra computed in section 3.1. These correlations are not accounted
for by χ2 but could be used to separate disorder for other sources of excess noise. A given
fit may find a χ2 that differs from gaussian predictions for any number of reasons. However
if we were to observe the specific correlations in the noise predicted by disorder, it might be
more difficult to find a conventional explanation.
4.2 Noisy bispectra
Technically speaking, there is very little distinction between the signature in the power
spectrum and in the bispectrum. We could repeat the previous steps to construct an estimator
for the field that modulates the bispectrum. For the case of non-gaussian disorder, this
estimator is still given by equation (4.6) but we should also look for higher order correlations
in the noise. For disordered interactions, we would likely need a new estimator constructed
from the bispectrum directly. In principle, such analyses can be performed, but are quite
different from what has been currently constrained.
In practice, our best understanding of primordial bispectra comes from projecting the
data onto specific bispectrum templates. These templates may be organized into a basis of
orthogonal polynomials which then provide a complete basis for the space of signals [53].
The coefficient of each template is measured in the data and can but used to reconstruct the
bispectrum of the CMB [38].
To understand what our noisy bispectra would look like to such a procedure, we will
imagine that observations are made directly in terms of ζk (the application to the CMB is
– 15 –
J
C
A
P03(2015)020
straightforward, but beyond the scope of this work). To measure the amplitude in a given
shape, B¯(k1, k2, k3), we use the estimator
fˆNL =
1
B¯ · B¯
∑
ki
ζk1ζk2ζk3B¯(k1, k2, k3) [Pζ(k1)Pζ(k2)Pζ(k3)]
−1 , (4.11)
where
B¯ · B¯ ≡
∑
ki
B¯(k1, k2, k3)
2 [Pζ(k1)Pζ(k2)Pζ(k3)]
−1 . (4.12)
If we average over realizations of the stochastic parameters, we will find that 〈fˆNL〉R = 0.
The noise that is expected is given by
〈fˆ2NL〉R =
6
B¯ · B¯ +
1
(B¯ · B¯)2
∑
ki,k
′
j
B(k1, k2, k3)B(k
′
1, k
′
2, k
′
3)∆〈ζk1ζk2ζk3ζk′1ζk′2ζk′3〉R
Pζ(k1)Pζ(k2)Pζ(k3)Pζ(k
′
1)Pζ(k
′
2)Pζ(k
′
3)
. (4.13)
The first term is what you would expect from a purely gaussian universe, while the second
term depends only on the stochastic contribution.
At this point, one could plug in specific models and templates into equation (4.13) to
determine the numeric coefficients as a function of the stochastic variables. What should be
clear is that the expected noise in fˆNL will be larger than would arise in a purely gaussian
universe.
However, if all we did was measure a single fˆNL, then we would only derive a relatively
weak bound on this additional noise (which may or may not be a meaningful bound on the
microscopic parameters). If the correction to the noise is small, there would be slightly higher
probability to measure large values of fNL. However, this is not useful if you only make one
measurement. In order to strengthen the constraint, we want to measure fˆNL for a number
of different templates. In essence, this gives us access to many more realizations.
For example, suppose we measure the amplitude of n orthogonal templates labelled by
fˆNL,i, and compute
∆f¯2NL ≡
1
n
n∑
i=1
fˆ2NL,i = 〈fˆNL〉2R +O
(
1√
n
)
, (4.14)
where we have assumed that each template is normalized to have the same error, 〈fˆ2NL〉R.
The second term is the error in ∆f¯2NL itself, which vanishes in the limit n→∞ as 1√n . This
allows us to make a meaningful measurement of the additional noise in the bispectrum and
therefore constrain stochastic contributions to the bispectrum.
Planck essentially performs the above measurement in the CMB in terms of the modal
decomposition. Specifically, they construct a basis of orthogonal templates and measure the
amplitude of each template. They show results for n = 600 templates and they define a
similar quantity to (4.14) which they call the total integrated bispectrum [38]. They find
some excess beyond the gaussian expectation but it is not statistically significant (see figure
10 of [24]). From the above scaling, this will constrain the additional noise to be below the
5 percent level.
Although the above is intuitively clear from gaussian statistics, it may not be completely
transparent how this translates into a bound on a specific model. The first term in (4.13)
scales as ∆−2ζ N
−1
modes (where Nmodes are the number of data points used to measure each
individual template) but the scaling of the second term depends in detail on the template
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and the noise. In the presence of a non-zero bispectrum, the second term would scale as
N0modes, which we can interpret as the usual (S/N) ∝ N−1/2modes. For disordered interactions,
this scaling is weakened but depends on the correlation length in the noise (which is ulti-
mately model dependent). We also saw that a constraint is derivable from the trispectrum in
equation (3.21). To determine which constraint is stronger is a detailed question. In practice,
it may be easier to construct an estimator for the noise in the bispectrum, much as we did
for the power spectrum. We will leave a detailed analysis for later work.
In the case of non-gaussian disorder, the Nmode dependence of both terms is similar
(due to the additional δ-functions). However, unless the disorder is highly non-gaussian, we
expect the stronger constraint to arise from the power spectrum.
5 Discussion
In this paper, we introduced a formalism for disorder to inflation. In the presence of disor-
der, the evolution of the background is subject to perturbations that arise randomly. This
problem is treated by introducing stochastic functions of time into the effective theory of
inflation. We computed observational predictions in the limit where the disorder can be
treated perturbatively and is uncorrelated at different times.
The most robust observational prediction is the presence of additional noise in the
power spectrum or bispectrum. This noise is correlated between different scales, which can
be predicted for a microscopic model. These correlations should allow one to distinguish
disorder from other sources of noise or errors in the covariance matrices. In this paper, we
showed how constraints could be derived from existing analyses, but a dedicated analysis is
an interesting problem for future work.
The results presented here differ from other studies of inflation on a random potential
in a few key respects. Previous work has typically focused on multi-field models of inflation
where the couplings constants are drawn from a random distribution. In most cases, the
resulting potentials cannot be treated as a small perturbation around a fixed model and
are therefore in the regime of strong disorder. In other cases, the sizes of these random
coefficients were chosen to be small and may admit a perturbative treatment. However, it
is likely that when these models are phrased in terms of disorder, their stochastic fields will
have a large correlation length. This may explain why previous models have not shown a
tendency for noisy correlation functions (although see [15] for a possible exception).
In the absence of a microscopic model, the choices we made were motivated by the
similarity to the treatment of disorder in solids. These choices may have a more natural
origin in specific models such as trapped inflation [54, 55] or solid inflation [56–58]. In
trapped inflation, the microscopic origin of the model involves a number of independent
particle production events at fixed positions along the inflaton trajectory. The locations
were chosen to be evenly spaced to avoid significant violations of scale invariance. As we
have seen here, moderate statistical variations in the location of these events would likely
produce signatures similar to what was found above (although we would also need to include
dissipation [43, 44]).
Solid inflation is perhaps the most natural home for disorder. Because inflation is
literally driven by a solid, the results from previous work on disorder should apply directly.
One would simply be postulating that inflation is driven by an amorphous solid or a solid
with impurities. The observational signatures in that case will differ qualitatively from those
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we found here, because any realization of the disorder (which would be a function of position,
rather than time) would break homogeneity and isotropy.
Disorder is a very general framework that should have applications well beyond the
narrow choices we made for simplicity or lack of imagination. There are likely interesting
generalization in the single and multi-field contexts that will show different behavior from
what we illustrated here and perhaps also novel signatures for current or future probes of the
initial conditions.
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A Corrections in slow-roll
The leading stochastic term in slow-roll inflation is M2plh˙(t) ∂µpi∂
µpi. While this may be the
correction of most interest, the calculation itself is more involved. In this appendix we will
provide a detailed derivation of the results in the main text.
The primary challenge with slow-roll is that we must split ∂µpi∂
µpi = −p˙i2 + 1
a2
∂ipi∂
ipi
because time and space are treated differently. In practice, it is easiest to treat each term a
separate perturbation, but it also means there are more terms to compute.
The corrections any equal time correlator at order h˙2 can be computed using (2.8) if we
defined O1 ≡ (p˙i2), O2 ≡ − 1a2∂ipi∂ipi and x1(t) = x2(t) ≡ M2plh˙(t). We will therefore break
the corrections into four terms
〈Q(t)〉R,αβ =
∫ τ
−∞
a4(τ1)dτ1
∫ τ
−∞
a4(τ2)dτ2〈Oα(τ1)Q(τ)Oβ(τ2)〉〈xα(τ1)xβ(τ2)〉R (A.1)
−2Re
(∫ τ
−∞
a4(τ1)dτ1
∫ τ1
−∞
a4(τ2)dτ2〈Oα(τ1)Oβ(τ2)Q(τ)〉〈xα(τ1)xβ(τ2)〉R
)
,
where α, β ∈ {1, 2}.
A.1 Power spectrum
We have already computed 〈ζkζk′〉′R,11 in section 3.1, where we found
∆〈ζkζk′ 〉R,11 =
1
2
H
Λ1
Pζ(k)
cos
(ppi
2
)
Γ[p+ 2]
4
(
H
2k
)p
(A.2)
The next term to compute is
∆〈ζkζk′〉′R,12 + ∆〈ζkζk′〉′R,21 = 2Re
[
Pζ(k)
k2(1 + k2τ20 )
2
∫ τ0
−∞
(−Hτ)p−1
Λ1
(1− ikτ)2
]
(A.3)
− Re
[
Pζ(k)
k2(1 + ikτ0)
2e−2ikτ0
2
(A.4)
×
∫ τ0
−∞
dτ
(−Hτ)p−1
Λ1
ei2kτ
(
(1− ikτ)2 + (1 + k2τ2)) ]
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Evaluating the terms separately in the limit τ0 → 0 (assuming p > −1) we get
2Re
[
Pζ(k)
k2
(
1 + k2τ20
)
2
∫ τ0
−∞
(−Hτ)p−1
Λ1
(1− ikτ)2
]
→ H
Λ1
Pζ(k)× −(−Hτ0)
p
p
(A.5)
and
− Re
[
Pζ(k)
k2(1 + ikτ0)
2e−2ikτ0
2
×
∫ τ0
−∞
dτ
(−Hτ)p−1
Λ1
ei2kτ
(
(1− ikτ)2 + (1 + k2τ2))]
→ H
Λ1
Pζ(k)×
[
(−Hτ0)p
p
− 1
2
(2 + p) cos
(
ppi
2
)
Γ[p]
(
H
2k
)p]
. (A.6)
Combining the two terms leads to
∆〈ζkζk′〉′R,12 + ∆〈ζkζk′〉′R,21 = −
1
2
H
Λ1
Pζ(k)(2 + p) cos
(
ppi
2
)
Γ[p]
(
H
2k
)p
. (A.7)
Notice that when p < 0 the two contributions diverge as τ0 → 0 but these divergences
cancel. This type of cancelation occurs in nearly all calculations and is necessarily to get
sensible results.10 However, this feature would not appear if we were to naively analytically
continue in τ while keeping the correlations in xi(τ) local. Specifically, in the first term of
equation (A.1), the correct analytic continuation has Imτ1 > 0 and Imτ2 < 0 (this can be
seen in equation (2.5)) and therefore a purely delta function correlation would vanish. As a
result, there would be no cancelation of the divergence in the second term and we would get
an unphysical result. Therefore, physical results in complex τ will require that xi(τ) have
non-local correlations.
Finally we need to compute 〈Q(t)〉R,22. This case is nearly identical to the previous
case, but there are more divergent contributions that cancel between the two terms, leaving
the final result
∆〈ζkζk′〉′R,22 → −2
H
Λ1
Pζ(k)
[
1
2− p + p(5 + p)
]
cos
(
ppi
2
)
Γ[p]
(
H
2k
)p
. (A.8)
Collecting all these terms we find that
∆〈ζkζk′〉′R = −
H
Λ1
Pζ(k)
4 + (1− p)p
2− p cos
(
ppi
2
)
Γ[p]
(
H
2k
)p
. (A.9)
In the limit p→ 0, we find the result is both divergent and violates scale invariance. As
discussed in section 3.1 and appendix B, these unphysical results arise from including changes
to h˙(t) of arbitrarily large frequency. Putting a cutoff in frequency introduces a suppression
factor e¯kτ , which modifies the above results by terms proportional to (¯k)p. For p > 0, these
terms are suppressed by ¯ 1 and may be dropped. However, in the p→ 0 limit, when we
include these corrections we find
∆〈ζkζk′〉′R,11 =
1
2
H
Λ1
Pζ(k)
[
1
¯2
+
1
4
]
(A.10)
∆〈ζkζk′〉′R,12 + ∆〈ζkζk′〉′R,21 = −
1
2
H
Λ1
Pζ(k)
[
2
¯2
+ 1 + log
¯2
4
]
(A.11)
∆〈ζkζk′〉′R,22 =
1
2
H
Λ1
Pζ(k)
[
1
¯2
− 9
4
− log ¯
2
4
]
. (A.12)
10Every realization of h˙ is a model of slow-roll inflation so ζ must be conserved outside the horizon [45, 47].
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Collecting all these terms we find that
lim
p→0
∆〈ζkζk′〉′R =
1
2
H
Λ1
Pζ(k)
[
−3− 2 log ¯
2
4
]
. (A.13)
A.2 Trispectrum
The trispectrum calculation follows nearly identical steps to the power spectrum, with only
minor modifications. We will therefore quote the results of the calculation with limited
details. The first term of interest is
∆〈ζk1ζk2ζk3ζk4〉R,11 = Pζ(k1)Pζ(k3)δ(k1 + k2)δ(k3 + k4)× (A.14)[
H
Λ1
cos
(ppi
2
)
Γ[p+ 2]
26+p
(
Hpk1k3
(k1 + k3)2+p
− H
pk1k3
|k1 − k3|2+p
)]
+permutations
As discussed in the main text, the divergence when k1 → k3 is unphysical and requires some
additional input. We will quote results in this appendix with the understanding that k1 6= k3.
From the discussion in section 3.1, it should be clear how to correct these formulas in the
limit k1 → k3.
The terms that are relevant for the slow-roll are
∆〈ζk1ζk2ζk3ζk4〉R,12+21 =
H1+p
Λ1
cos
(ppi
2
)
Γ[p]
25+p
Pζ(k1)(Pζ)(k3)δ(k1 + k2)δ(k3 + k4)× (A.15)[
2(k1 − k3)2(k21 + k23)− pk1k3(k1 − 2k3)(k3 − 2k1) + p2k21k23
k1k3|k1 − k3|2+p
− 2(k1+k3)
2(k21 +k
2
3)+2pk1k3(k1+k3)
2+p2k21k
2
3
k1k3(k1+k3)2+p
]
+permutations
and
∆〈ζk1ζk2ζk3ζk4〉R,22 =
H1+p
Λ1
cos
(ppi
2
)
Γ[p]
26+p
Pζ(k1)(Pζ)(k3)δ(k1 + k2)δ(k3 + k4)× (A.16)[
4(2+p)(k41 +k
4
3)−4(2+p)2k1k3(k21 +k23)+(1+p)(16+p(6+p))k21k23
(2− p)k1k3|k1 − k3|2+p
− 4(2 + p)(k1 + k3)
2(k21 + k
2
3 + pk1k3) + p(p+ 1)(2− p)k21k23
(2− p)k1k3|k1 + k3|2+p
]
+ permutations .
The sum of these terms gives the correction to the gaussian trispectrum, but no particular
simplification occurs. The results simplify significantly in the p→ 0 limit, where we find
∆〈ζk1ζk2ζk3ζk4〉′R →
H
64Λ1
Pζ(k1)Pζ(k3)δ(k1 + k2)δ(k3 + k4)× (A.17)(−16k21 +31k1k3−16k23
(k1 − k3)2 +
16(k21 +k
2
3)
k1k3
ArcTanh
(
k3
k1
))
+ permutations
assuming k1 > k3.
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B Relation to resonance
The models of disorder we study here can be recast in terms of resonant behavior of the
potential. Specifically, there is a well studied class of models where a traditional slow-roll
potential V0(φ) is modified by [25–29]
V (φ) = V0(φ) + Λ
4 cos
(
φ
f
)
. (B.1)
To leading order in slow-roll, the extra term modifies H2(t) = H20 [1 + b cos(ωt)] for ω ∼ φ˙f
and b ∼ Λ4/(3M2plH20 ). These sinusoidal terms have a natural generalization to any coupling
in the EFT of inflation [30, 31].
We see that disorder and oscillatory features can be related if we make the choice
M2plh˙ =
∫ ∞
−∞
dω
2pi
λωe
iωt (B.2)
were λ†ω = λ−ω is a stochastic variable which satisfies
〈λωλω′〉R =
M4plH˙
2
Λ1
(2pi)δ(ω + ω′) . (B.3)
After integrating over ω, we recover the case p = 0 for h˙(t). Clearly any model of disorder
can be related to a model of resonance by taking the Fourier transform in this way.
The advantage of working with the oscillations is that it makes it more transparent
that we are introducing arbitrarily large frequencies into the system. In perturbation theory,
these terms will excite modes of arbitrarily large energy. This leads to a number of unphysical
features of our results in the limit p → 0. Of course, there is only a finite energy density
available so this is a sign that the effective description breaks down for these high frequen-
cies. In this language, it is clear that we can resolve this issue by enforcing introducing an
exponential suppression in equation (B.3) for ω > Λ¯. With the added suppression, let us
examine the previously problematic contribution to 〈ζkζk′〉′R,22 from
I ≡
∫ τ
−∞
a4(τ1)dτ1
∫ τ
−∞
a4(τ2)dτ2〈O2(τ1)ζkζk′(τ0)O2(τ2)〉M4pl〈h˙(τ1)h˙(τ2)〉R . (B.4)
We are interested in the regime where the delta function in not a good approximation, namely
−kτ1,2  ΛH . Using |∆τ | ≡ |τ2 − τ1|  |τ1|, we find that
I ∼ 1
16
H
Λ1
Pζ
∫ τ0
−∞
dτ1
(−Hτ1)4
(
1 + k2τ20
) (
1 + k2τ21
)2 ∫ ∞
−∞
d∆τ
∫ ∞
−∞
dω
2pi
e−
|ω|
Λ¯ eikτ12e
i ω
H
∆τ
τ1
∼ 1
16
H
Λ1
Pζ
∫ τ0
−∞
dτ1
(−Hτ1)4
(
1 + k2τ20
) (
1 + k2τ21
)2
(−Hτ1)e¯kτ1 . (B.5)
where ¯ ≡ H/Λ¯. We see that the integral over τ1 is the same as the previous case when
Λ¯→∞, but is exponentially suppressed for k|τ1|  Λ¯H . As shown in section 3, including this
exponential in τ is sufficient for achieving physical results in the p→ 0 limit.
In general, the form of this suppression will depend on the details of the model at
small separation in time. In the main text we used the above suppression factor, e¯kτ1 , in
part because it simplifies the calculations. In practice, the observational predictions should
depend weakly on this choice. For higher point correlation functions, we will use e
1
2
¯τ1
∑
i ki ,
where ki are the external momenta.
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C Multi-field generalization
In the main text we consider disorder in single-field inflation. The application to multi-field
inflation is straightforward, but is complicated by the fact that it is less clear what quantities
are observable. In this appendix, we will illustrate how disorder can be introduced into a
multi-filed context, but we will leave a detailed study to future work.
Multi-field inflation was first introduced into the EFT of inflation in [59] with the
application to quasi-single field inflation [60] being future developed in [61, 62]. The basic
structure is the same as the single-field case but with additional fields that may couple to pi.
The complication is that ζ may depend on all the fields, not just pi. As in the case of single
field inflation, the role of disorder is to promote the coupling functions (of time) to stochastic
variables. For the purpose of illustration, we will include a scalar field χ that is light during
inflation but is a spectator to the background dynamics (i.e. 〈χ〉 = 0). For simplicity, we will
be described the dynamics of χ by the action
Sχ =
∫
dtd3xa3
(
−1
2
∂µχ∂
µχ− 1
2
m2(t+ pi)χ2
)
. (C.1)
We will take m2(t) to be a purely stochastic variable with
〈m2(τ)m2(τ ′)〉R = m¯3(−Hτ)δ(τ − τ ′) . (C.2)
Given the calculations that have been performed in terms of ζ and pi, it should be clear how
to compute correlation functions of χ, using χk = χ¯ka
†
k + h.c. with
χ¯k =
H√
2k3
(1− ikτ)eikτ . (C.3)
The one new feature that arises in this case is that the corrections may depend on log τ0. This
is the leading power of τ0 can arise in a perturbative equal-time correlation function, as shown
in [63]. To illustrate this feature, it is sufficient to compute the correction to power spectrum
∆〈χχ〉R = H
2
2k3
× m¯
3
H3
14− 4γ − 4 log(2τ0k)
9
. (C.4)
In this case, the separate terms in equation (2.8) produce contributions that scale as τ−60 ,
τ−40 and τ
−2
0 but all such terms cancel in the final result.
In contrast to couplings in single-field inflation, this stochastic mass parameter is rel-
evant. Nevertheless, the calculation can be kept under perturbative control for sufficiently
small m¯ provided that m¯
3
H3
 1. This concretely demonstrates that the is no analogy of An-
derson localization for these additional fields (or at least that it doesn’t occur for arbitrarily
weak disorder). A concrete comparison is made in appendix D.
It is worth emphasizing that it is not a physical requirement that disorder is perturba-
tive. The specific coupling in (C.1) is precisely the one studied in [43, 44, 54] and can lead
to dissipation in the limit of strong disorder.11 This regime is also calculable, although not
with the techniques used in the present work. Other regimes of strong disorder may show
similarly interesting phenomenology but we currently lack the tools to explore them.
11We thank Rafael Porto for emphasizing this point.
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D Connection with localization
Perhaps the most famous implication of disorder is Anderson localization [6, 7]. Anderson
localization is the phenomena that wave functions can become localized in materials as a
result of disorder. One interesting feature is that localization of electrons occurs even for
arbitrarily weak disorder in D ≤ 2 spatial dimensions. We can roughly understand why the
result depends on the spatial dimension as follows. Suppose we have a fermion, ψ, coupled
to a medium with impurities localized at random positions such that the action is given by
Sψ =
∫
dDxdt
[
iψ¯ /∂ψ −m(x)ψ¯ψ] , (D.1)
where m(x) is a stochastic variable with 〈m(x)m(y)〉R ∝ δ(x−y). By our previous dimension
counting argument, m(x) behaves like a dimension D/2 operator. Similarly, ψ is a dimension
D/2 field. As a result, the stochastic mass term has dimension 32D, which is relevant for
D < 2. The reason that localization occurs for arbitrarily weak disorder is that its effective
strength grows as we look at longer distances. Any finite amount of disorder will effectively
become strong eventually.
It is tempting to draw an analogy between Anderson localization and inflation in many
dimensions [8, 9]. In some such models (see e.g. [3]), inflation is described by the motion of
a space-filling brane through higher dimensions. The brane acts like a particle responding to
the forces of a number of localized sources. From a four-dimensional perspective, the number
of extra-dimensions determines the number of scalar fields needed to describe the brane’s
position. If there were some analogy of localization, it would prevent inflation from occurring
with too few fields by confining the brane to a point. However, this is not what we found.
While our analysis is essentially no different than the case of electrons in a metal,
there are two important aspects that are responsible for the different conclusion. First, the
disorder potential in inflation involves only time, no matter how many fields play a role
during inflation. The reason this occurs from the higher dimensional perspective is that the
brane fills our three spatial dimensions so quantum mechanical effects are suppressed by the
volume of space through an effective ~effective = ~/V3D → 0. As a result, the wave functions
are just classical trajectories, with no analogue of the interference effects that are important
to Anderson localization.
Second, inflation does not probe the system at arbitrary low energies, but is instead
controlled by physics at the Hubble scale. In this sense, the only question of interest is
whether disorder can be perturbatively small at the scale H. As we saw previously, by
appropriate choices of parameters, disorder can be perturbative whether it arises from an
irrelevant, marginal or relevant operator. For solids, we are instead interested in the behavior
at arbitrarily low energies after fixing a non-zero amplitude for disorder. This slight difference
in the order of limits is largely responsible for the difference between inflation and a solid.
E Derivation of the optimal estimator
Given a field κ that modulates the temperature fluctuations, the optimal estimator is given
by [37]
κˆ = F−1[κ¯− 〈κ¯〉] , (E.1)
where
κ¯ =
1
2
∑
`,m,`′,m′
Θ¯†`,m∂κC`,m;`′,m′Θ¯`′,m′ , Θ¯ ≡ C−1κ=0 Θ (E.2)
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and
F = 〈κ¯κ¯〉 − 〈κ¯〉〈κ¯〉 . (E.3)
Here Θ = δTT is the temperature fluctuation of the CMB and C`,m;`′,m′ is its covariance matrix.
As we derived in the main text, the observational consequences of disorder on the power
spectrum can be recast in the form
C`,m;`′,m′ = C`δ``′δmm′(1 + κ`) + C
NN
`,m;`′,m′ (E.4)
where CNN`,m;`′,m′ is the contribution from instrumental noise. This is sufficient to define the
estimator in general using
κ¯` =
1
2
∑
m
Θ¯∗`,mC`Θ¯`,m . (E.5)
This result is most intuitive for cosmic variance limited modes, in which case
κ¯` =
1
2
(C`)
−1∑
m
Θ∗`,mΘ`,m (E.6)
and
F`,`′ = δ`,`′ 1
2
(2`+ 1) +O(κ`) . (E.7)
Combining these results we find
κˆ` =
1
(2`+ 1)C`
(∑
m
Θ∗`,mΘ`,m
)
− 1 = 1
C`
(
Cobs.` − C`
)
, (E.8)
where 12`+1
∑
m Θ
∗
`,mΘ`,m ≡ Cobs.` .
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