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Abstract 
Perhaps, change is the only constant attribute of any phenomenon in the universe! 
All systems are dynamic in nature in one or more properties. From an evolutionary 
perspective, any system that does not adapt to the constantly evolving surroundings 
gets obliterated soon - something that the theory of survival of the fittest strongly 
proposes and explains. From the angstroms to the light years, time-varyingness is a 
common feature in all systems. We study most systems by their behaviour, reflected 
in the signals that we measure, dong with the accumulated knowledge about them. 
Timeinvariance is only an approximation and a simplifed, convenient paradigm for 
studying complicated natural systems. 
Time-varying models provide for a higher resolution representation of natural 
systemsJsignals than the time-invariant models. Speechlaudio signals are common 
examples of the output of time-varying systems whose subtle variations we perceive 
and utilize effectively. The human ability to perceive changes in speech/audio sig- 
nals is remarkable and speech/audio communication are excellent instances of highIy 
evolved systems for communicating information, emotion, entertainment etc. 
One of the basic models for signals with time-varying properties is in terms 
of varying amplitude (envelope) and/or frequency of oscillation. Mathematically 
stating, 
where s ( t )  is the measured signal, A(t) is termed as the instantaneous amplitude 
(envelope or amplitude modulation, AM), $(t) is the instantaneous phase (or phase 
modulation, PM) and f ( t )  = &% is the instantaneous frequency (or frequency 
modulation, FM). The god is to obtain A(t) and $(t) given s(t). There can be 
other models of signals with time-varying properties, but we confine our attention 
to the AM-FM signals and their linear combination to represent speech and music 
signals. 
First, we consider a phase signal and develop a novel peripheral auditory pro- 
cessing motivated level-crossing based technique for estimating the instantaneous 
frequency. It is well known that the mammalian auditory system performs filter- 
bank type of specialized spedrwm analysis for estimating time-varying properties 
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of the stimulus. The neurons, each sensitive to  a frequency region and specific 
amplitude threshold, carry the timing information of the signal. This is probably 
the best way to transmit information from the peripheral auditory system to the 
cortex. We show that the timing information for any single level perfectly charac- 
terizes the frequency information of the phase signal. Reconstructing the frequency 
moddation from the timing information is a problem studied within the domain 
of irregular sampling for which we propose two model-based solutions: (i) polyno- 
mial model and (ii) harmonic model. The experimintal results have shown that 
the new dgorithm performs very well and is superior to the other algorithms for 
instantaneous frequency estimation. Considering the noisy phase signal, we show, 
analytically and experimentally, that the zero-crossing information is more robust 
than any other level-crossing information. Further, considering typical combina- 
tions of the level-crossing estimates, we show that the median combination is better 
in performance than other linear combinations. However, no combination is found 
to be better than the zerecrossing estimate. 
Next, we consider the problem of frequency estimation in the absence of apriori 
knowledge of the phase model. We solve for the instantaneous frequency using an 
adaptive window local polynomial fitting approach using the zerc~crossing informa- 
tion. The adaptation is carried out with a minimum mean square error criterion 
and the notion of the intersection of estimator confidence intervals. The simulation 
results show that the performance of the adaptive window zero-crossing approach 
is superior to the adaptive window time-frequency distribution based instantaneous 
frequency estimation methods. 
In the process of developing the adaptive window zero-crossing algorithm, we 
discover a remarkable relationship between the second and fourth moments of the 
noisy phase signal and the signal-to-noise ratio (SNR). We show that though the 
signal has a time-varying spectrum, the even-order moments are time-invariant. 
Hence, the SNR can be estimated with better accuracy than other algorithms in 
the literature. The beauty of the new estimator is that it does not require phase 
synchronization. Infact, we show that the new moments-based SNR estimator can 
be used to yieId higher accuracy in frequency estimation. 
Extending the time-varying phase signals to include amplitude and frequency 
moduIation, we develop a two stage algorithm to compute the envelope and Ere- 
quency parametas sequentially- The zero-crossings of the signal are recognized as 
excellent data for frequency estimation since they are unaffected by the positive 
valued envelope. First, the instantaneous frequency is estimated using the zero- 
crossings and a k-nearest neighbour formulation. The estimated frequency is then 
used to compute the envelope through time-vaxying coherent demodulation. The 
simulation results show that this new technique is superior to the Teager energy 
based Discrete Energy Separation Algorithm (DESA) in terms of the signal param- 
eters such as modulation depth, carrier frequency etc. and also robustness to noise. 
At the next level of complexity of time-varying signals, we propose a linear 
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combination of a fixed number of AM-FM components as shown below: 
Such a signal decomposition is not unique and is signal-dependent. However, as 
a first step in modeling rd-life signals, we decompose the signal into 32 fixed 
iiequency bands using a perfect reconstruction cosine-modulated filterbank. Each 
bandpass signal is represented using an AM-FM model. We show that the signals 
such as speech/music can be represented accurately, t o  perceptually transparent 
reconstruction using the AM-FM model. Further, we hypothesize that the AM-FM 
components are related to the physical properties of the signal production mech- 
anism and hence, are slowly varying. Therefore, these parameters are amenable 
for efficient quantization, resulting in signal cornpression/bit rate reduction. We 
explore the utility of the AM-FM model for low bit rate coding. The perceptual 
masking thresholds are obtained as per the MPEG-2 AAC standard. The envelope 
and phase of each subband signal are quantized in such a way that the reconstruc- 
tion error is below the perceptual masking threshold. A time-frequency domain 
non-linear, post-processing technique is developed to reduce artifacts arising from 
the frame-based quantization approach. We report results on the speech/music sig- 
nals from the Sound Quality Assessment Material (SQAM), sampled a t  16kHz and 
represented using 16 bits/sample. We show that the new coder works equally well 
for both speech as well as music signals, bringing out the generality and usefulness 
of the AM-FM model. We show that the AM-FM model based signd compression 
yields near-transparent signal reconstruction, indistinguishable from the MP3 * or 
MPEG-2 AAC at comparable bit rates for some signals. We also present compara- 
tive listening test results for these coders. 
Thus, we have been able to model complex practical signals using timevarying 
models, whose parameters are estimated by non-linear signal measurements such 
as zero-crossings/level-crossings. We have also shown that such a representation is 
useful for speech/music signal compression. 
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