Abstract. The transcorrelated (TC) method is one of the wave-function-based methods used for first-principles electronic structure calculations, and in terms of the computational cost is applicable to solid-state calculation. In this method, a many-body wave function of electrons is approximated as a product of the Jastrow factor and the Slater determinant, and the first-principles Hamiltonian is similarity-transformed by the Jastrow factor. The Schrödinger equation is rewritten as an eigenvalue problem for this similarity-transformed Hamiltonian, from which one obtains a self-consistent field (SCF) equation for optimizing one-electron orbitals in the Slater determinant at low computational cost. In contrast, optimization of the Jastrow factor is computationally much more expensive and has not been performed for solid-state calculation of the TC method before. In this study, we develop a new method for optimizing the Jastrow factor at a reasonable computational cost using the random-phase approximation (RPA) and pseudo-variance minimization. We apply this method to some simple solids, and find that the band gap of a wide-band-gap insulator is much improved by RPA.
Introduction
First-principles electronic structure calculation has played an active and important role in condensed matter physics. In particular, density functional theory (DFT) [1, 2] has produced prominent successes because simple approximations for the exchange-correlation functional of DFT, such as local density approximation (LDA) or generalized gradient approximation (GGA), provide satisfactory results for many systems at relatively low computational cost. However, it is well known that such simple approximations have several problems in accuracy, e.g., the band gap is much underestimated, and van der Waals interaction is not correctly described. In addition, improving accuracy is difficult to achieve systematically for DFT-based methods because, in DFT, we have to handle the exchange-correlation functional, the exact form of which is quite nontrivial. On the other hand, wave-function theory, in which one explicitly handles the many-body wave function, has a systematic way of improving accuracy, hence it is expected to be a good candidate for high-accuracy calculation. Unfortunately, however, the Hartree-Fock (HF) method, which is the starting point for most of wave-function theories, is known to be highly inaccurate for solid-state calculations because it neglects all electron correlation effects such as the screening effect in solids, whereas other sophisticated wave-function theories are often too expensive for solid-state calculations.
The transcorrelated (TC) method [3, 4, 5, 6, 7, 8] is one of the promising wave-function theories, which is applicable to solid-state calculation in terms of the computational cost [9, 10] . In the TC method, a many-body wave function is approximated as a product of the Jastrow factor and the Slater determinant, and the first-principles Hamiltonian is similarity-transformed by the Jastrow factor. Using this similarity-transformed Hamiltonian, a self-consistent field (SCF) equation is derived just like the HF method, and then one-electron orbitals in the Slater determinant can be optimized by solving the SCF equation with reasonable computational cost. The TC method has been applied to various systems, such as atoms or molecules [3, 4, 8, 11, 12] , the homogeneous electron gas [13, 14, 15, 16] , solids [9, 10] , and the Hubbard model [17] . Because the TC method takes into account the electron correlation effect through the Jastrow factor, its accuracy is much improved over the HF method: for example, calculated band gaps show good agreement with the experimental values for some semiconductors and insulators [9, 10] . However, for solid-state calculations, optimization of the Jastrow factor is very computationally intensive, so instead we use a parameter-free Jastrow function determined from an analysis based on the random phase approximation (RPA) for the homogeneous electron gas [18] and the cusp condition [19] . Although this simple Jastrow function yields accurate results as mentioned above, this function is unsatisfactory for an accurate description of solids: e.g., the screening effect for large-gap insulators should not be correctly described by using the analysis of the homogeneous electron gas.
For optimization of the Jastrow factor, the most popular method is the variational Monte Carlo (VMC) [20] , which has been widely applied to solid-state calculation and known to provide accurate results. However, VMC is computationally intensive, needing to perform 3N -dimensional integrations for calculations of the total energy for a system of N electrons. A few researchers have proposed alternative optimization methods and applied these to atomic or molecular systems [8, 12] , but for solid-state calculations these are also computationally expensive.
In this study, we propose a new method for optimizing the Jastrow factor aiming for a lowcost computation. The long-range behavior of the Jastrow factor is determined using the static dielectric constant calculated using the RPA; the rest of the Jastrow factor is optimized by minimizing the pseudo-variance, which is defined for the similarity-transformed Hamiltonian of the TC method and can be calculated at reasonable computational cost. In section 2, we introduce a basic idea of the TC method. Our new method for optimizing the Jastrow factor is described in section 3. Some results from applications of our method to some simple solids are presented in section 4, and the final section is devoted to the conclusion of this study.
Theory: the TC method
In the TC method, we rewrite a many-body wave function Ψ 0 in the form Ψ 0 = F Φ 0 , where F is the Jastrow factor, a symmetric product of two-body positive function, with Φ 0 a many-body function formally defined as Φ 0 = Ψ 0 /F . Then the Schrödinger equation,
is equivalent to a similarity-transformed eigenvalue equation,
For the first-principles Hamiltonian of many-electron systems, the TC Hamiltonian H T C can be expressed in the form,
where the Jastrow factor used in our calculation is
with the usual notation that x i represents position r i and spin σ i of the i-th electron. Without loss of generality, we can assume the Jastrow function u(x i , x j ) to be symmetric. Because the electron correlation effect is partially taken into account through F , it is expected that we can obtain a relatively accurate result with a simple approximation for Φ 0 . In this paper, we assume that Φ 0 is a single Slater determinant:
This approximation is equivalent to the so-called Slater-Jastrow ansatz. We can derive an SCF equation like the HF method for the similarity-transformed Hamiltonian,
where one-electron orbitals φ(x) are orthonormalized, v 2body and v 3body are defined as,
and
We can then optimize the one-electron orbitals of the Slater determinant and obtain the band structure while using an explicitly correlated many-body wave function. This is one advantage of the TC method. The total energy of the ground state is evaluated as
In the next section, we introduce our new method for optimizing the Jastrow factor. 
Optimization of the Jastrow factor
Because optimizing the Jastrow factor is computationally intensive, we have used a very simple Jastrow function formerly [9, 10] ,
where A 0 = (4πN/V ) −1/2 (N : the number of electrons in the simulation cell, V : the volume of the simulation cell) and
The former condition for A 0 is derived by the RPA analysis of the uniform electron gas [18] , and the latter condition for C 0 by the cusp condition [19] . Thus we can take the screening effect in solids into account to some extent and have a many-body wave function satisfying the cusp condition even though a simple Jastrow function is used. However, we can see some unfavorable features. First, we only use the conditions for |r − r ′ | → ∞ (RPA) and |r − r ′ | → 0 (cusp condition), and say nothing of and have no degrees of freedom for the intermediate region. Second, RPA is applied not to a target system but to the uniform electron gas with the same valence-electrondensity on average as the target system. This causes too much screening of the electron-electron interaction, especially for large-gap insulators.
To resolve these problems, we added additional terms to the Jastrow factor, and optimized parameters therein:
where Θ(x) is the Heaviside step function defined as Θ(x) = 0 (x < 0), 1 (x > 0). In this paper, we call the first term of (11), (A/|r − r ′ |)(1 − exp(−|r − r ′ |/C σ,σ ′ )), the long-range term because it describes the asymptotic behavior at infinity (|r − r ′ | → ∞); the second term we call the short-range polynomials as these involve a cutoff length, L. No cutoff length is required for the long-range term because a special treatment exists for 1/r-type long-range functions, which was originally developed for the HF method by Gygi and Baldereschi [21] . The shortrange polynomials have the same form as those in [22] . In this reference, the performance of the damping factor (|r − r ′ |/L − 1) P before the Heaviside step function was checked for P = 2 and 3, and it was found that the results for P = 3 are more accurate than those for P = 2; we adopt P = 3 here.
We proceed by determining the value of A using the dielectric static constant ε such that A = A 0 1 − (1/ε), which reproduces the macroscopic screening of the electron-electron interaction in insulators: 1/r → 1/(εr). This is based on the fact that the screening effect is caused by the three-body terms ∇u · ∇u [10] and its strength is proportional to A 2 in the long-range region. The dielectric static constant is calculated by an RPA relation [23] using LDA orbitals φ LDA and LDA orbital energies ǫ LDA ,
where k and q are wave-vectors in the k-space, and i and a are indices of the valence and conduction bands respectively. RPA was also used to optimize the Jastrow factor in the previous study by other researchers [24] , but they adopted a more complex form of the Jastrow function and used RPA in a different manner from ours. Here, we use this simple way to achieve a low-cost computation. Next, we determine the values of
, to satisfy the cusp condition. The value of L is determined from (4/3)πL 3 = V , where we use a large value for L to obtain an adequate optimization within the size of the simulation cell for which the periodic boundary condition is imposed.
Finally, with the cusp condition being imposed as a constraint, we optimize the values of c m;σ,σ ′ by the following method. For this purpose, we cannot use minimization of the expectation value, Φ 0 |H T C |Φ 0 , of H T C , because H T C is non-Hermitian and the variational principle does not hold. On the other hand, minimization of the variance,
is still applicable to this non-Hermitian eigenvalue problem and was used in [8] for atomic and molecular systems. However, it involves six-body terms, and is not easy to apply to solid-state calculations. Instead, we define a new variable, called the pseudo-variance here, for arbitrary many-body (3N -dimensional) functions Φ p :
and we use its minimization as the guiding principle for optimizing the parameters c m;σ,σ ′ in the Jastrow function. Pseudo-variance has several favorable features: (i) it is a nonnegative real number, (ii) it is easy to calculate because it does not involve 3N -dimensional integrations nor evaluations of six-body terms such as the variance of H T C , (iii) it equals zero if H T C Φ 0 = E 0 Φ 0 exactly holds, and (iv) if the number of Φ p is infinite and the completeness relation, p |Φ p Φ p | = id., holds, it equals the variance of H T C . Additionally, in (13), we can see that the length of the vector (H T C − E 0 )Φ 0 , which is zero for the exact ground state, is measured with projection to each direction Φ p , so it is expected that the pseudo-variance minimization does work for optimizing the Jastrow function even if the number of Φ p is small. This is a similar idea to [12] or the variance minimization of VMC calculation [25] .
Because c m;σ,σ ′ are linear parameters in the Jastrow function, the pseudo-variance is written as a polynomial of c m;σ,σ ′ . Optimization of these parameters is carried out with low computational cost because the coefficients of such a polynomial are unchanged during the optimization process, and so the calculation is required only once. In principle, also the 'A' parameter in the Jastrow function can be optimized with pseudo-variance minimization, but we do not take this measure, aiming to perform an efficient, i.e., low-cost computation.
We should mention the choice of Φ p . In this study, we used doubly excited configurations Φ ··· ,N ) ], where electrons in the i-th and j-th occupied states of the ground state are excited to a-th and b-th unoccupied states. It is noteworthy that Φ p |H T C |Φ 0 equals zero for a singly excited configuration because of the Brillouin's theorem, proved in the Appendix, and also zero for an excited configuration involving four or more excited electrons because the similarity-transformed Hamiltonian consists of up to threebody interactions. The contribution from the triply excited configuration is non-zero but its calculation is too intensive, hence not considered here.
In fact, a very similar method to pseudo-variance minimization was already proposed and applied to a neon atom by Boys and Handy, who originally proposed the TC method [4, 5] . They used Therefore, for our study, we used the pseudo-variance, which does not introduce a weighting factor.
Results

Procedure and some conditions of our calculations
Our calculation was carried out as follows: (i) perform an LDA calculation, (ii) calculate the static dielectric constant with the RPA relation (12), (iii) determine the values of A and C σ,σ ′ in the Jastrow function using the static dielectric constant, (iv) solve the SCF equation (7) to optimize one-electron orbitals of the TC method with the Jastrow function without the shortranged polynomial terms, (v) use the Jastrow function of (11) hereafter, and optimize c m;σ,σ ′ by pseudo-variance optimization, (vi) obtain physical quantities by solving the SCF equation (7), and (vii) repeat steps (v) and (vi) until convergence is achieved. Initial guesses for the values of c m;σ,σ ′ in step (v) are all zero.
Step (vii) was always unnecessary for the calculations leading to results presented in this paper because our results, such as the total energy and the band gap, changed very little. The LDA [26] calculations were done with tapp code [27, 28] using a plane-wave basis, and the HF and TC calculations with tc++ code [9, 10] . For this paper, one-electron orbitals in the HF and TC method are expanded as linear combinations of LDA orbitals. Convergence was achieved with respect to the number of LDA orbitals. Non-local norm-conserving pseudopotentials generated by the method developed by Troullier and Martins [29] were used for the LDA, HF, and TC calculations. For the HF and TC calculations, singularities in the electron-electron Coulomb interaction and the Jastrow function in the k-space were handled with a method proposed by Gygi and Baldereschi [21] , where we used an auxiliary function of the same form as that proposed by Massidda et al. [30] . The Message Passing Interface (MPI) system was used for parallelization of the calculations.
Results: determination of the long-range parameter using the RPA
First, we use the Jastrow function without the short-ranged polynomials, with values for A and C σ,σ ′ determined by the RPA, as described above. In other words, we will show results for step (iv) of our procedure described in the previous subsection.
The results for the band-gap calculations applied to bulk silicon and lithium fluoride are listed in the Table 4 .2. The LDA calculations needed to evaluate the static dielectric constant were performed using a 16 × 16 × 16 to a 32 × 32 × 32 k-point mesh, and the following TC calculations were performed using a 4 × 4 × 4 k-point mesh. The cutoff energy for the plane waves for silicon and lithium fluoride were 36 and 144 Ry, respectively. While the band gap obtained for silicon did not change very much, that for lithium fluoride was much improved by RPA. This is reasonable because the discrepancy between the electronic structure of solids and that of the homogeneous electron gas is much larger for a large-gap insulator like lithium fluoride than for silicon.
Results: pseudo-variance minimization for the short-range parameters
Next, we will present some results for the pseudo-variance minimization using a Jastrow function with the short-range polynomials, (11), i.e., results obtained by performing the whole procedure of our calculations described in section 4.1.
The results for bulk silicon are listed in Table 4 .3. We used four valence bands (i.e., all valence bands) and 48 conduction bands for doubly excited configurations Φ p for calculation of the pseudo-variance, (13) . It should be noted that we used a 4 × 4 × 4 k-point mesh, but [31] c See [32] electron excitations were restricted on a 2 × 2 × 2 k-point mesh; a similar idea is used in [33] applied to MP2 calculations. This restriction reduces the computational cost by a factor of several dozen. The cutoff energy for FFT was 36 Ry. With M denoting the number of the short-range polynomial terms, M = 0 corresponds to the Jastrow function without any shortrange polynomials. Because the cusp condition makes c 0;σ,σ ′ zero when M = 1, results for M = 1 is not included here; the Jastrow function for M = 1 is completely equivalent to that for M = 0. We can see that the pseudo-variance is actually decreased with increasing M within a reasonable computation time. However, the band gap and valence bandwidth change very little with short-range polynomials added. It is an open question whether the position-dependent Jastrow function like χ(r)u(|r − r ′ |)χ(r ′ ) or three-body function including the positions of nuclei might improve the band gap. Also the application of the pseudo-variance minimization to other materials is an important future problem to check whether the same trends as described in this section can be found for other materials. Table 2 . Results for pseudo-variance minimization applied to bulk silicon. M is the number of the short-range polynomial terms defined in (11) . M = 0 corresponds to the Jastrow function without the short-range polynomials. Note that the degrees of freedom for c m;σ,σ ′ are 2(M − 1) because of the spin degrees of freedom and the cusp condition imposed as a constraint. 
Conclusion
In this study, we developed a new method for optimizing the Jastrow factor aimed at achieving low-cost computation. In our method, we use the RPA and minimization of the pseudo-variance, the latter of which is defined for the similarity-transformed Hamiltonian and can be calculated at reasonable computational cost. We have applied this method to some simple solids, and found that the band gap of lithium fluoride, one of the large-gap insulators, is much improved using the RPA. In addition, we found that the optimization of the Jastrow factor by pseudo-variance minimization can be performed at low computational cost, although the short-range polynomials of the electron-electron distance did not improve the band gap of silicon.
Appendix: Brillouin's theorem for the TC method We provide a proof of the Brillouin's theorem for the TC method,
for any singly excited configuration Φ a i defined as ǫ ij φ j (x 1 ) (∵ Eq. (7)) = 0 (∵ φ a is orthogonal to every φ j .)
It is noteworthy that Φ 0 |H T C |Φ a i = 0 caused by the non-Hermiticity of the TC Hamiltonian. However, if we use a biorthogonal formulation of the TC method, we can obtain the Brillouin's theorem for both sides. [34] 
