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ABSTRACT 
On dkfinit et l’on ktudie la notion “d’ikments propres” d’une matrice bookenne. 
Une “forme normale” est etablie, qui permet de caractiriser les matrices booleennes 
de rayon spectral (booleen) nul ou egal a 1. On est alors en mesure de demontrer trois 
resultats: theoreme de Perron-Frobenius booleen, theorbme “tronqui” de Stein-Ro- 
senberg booleen, theoreme de Stein-Rosenberg booleen, qui sont les analogues 
bookens des theoremes usuels valables pour les matrices a elements reels > 0. 
L’application de ces resultats est developpee par ailleurs. 
ABSTRACT 
The eigenelements of a Boolean matrix are defined. A “normal form” is given, 
which allows one to characterize those Boolean matrices the (Boolean) spectral radius 
of which is 0 or 1. Then the following results are proved: a Boolean Perron-Frobenius 
theorem, a “Truncated” Boolean Stein-Rosenberg theorem, and a Boolean Stein-Ro- 
senberg theorem, which are the exact Boolean analogues of the usual corresponding 
theorems concerning real nonnegative matrices. Applications of these results are 
given elsewhere. 
1. INTRODUCTION 
L’etude des proprietes spectrales des matrices carries, rkelles, i elements 
positifs ou nuls, conduit i deux theoremes de base: le theorime de Perron- 
Frobenius [3, 4, 8, 131 et celui de Stein-Rosenberg [3, 8, 131. 
On sait que ces dew thCor&mes servent constamment d’outils dans 
l’btude de la convergence de pro&d& itkratifs sur R”, linhires [3, 131 ou 
non lin6aires [l, 2, 5-9, 11.. . 1. 
LINEAR ALGEBRA AND ITS APPLZCA7ZONS 19,237X250 (1978) 
0 Ekevier North-Holland, Inc., 1978 
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Pour etudier la convergence de pro&d& iteratifs analogues, mais sur des 
ensembles finis [12] on a eti: amen& a se poser la question de savoir s’il etait 
possible d’elaborer des “versions booleennes” de ces deux theoremes. 
L’objet de ce travail est de montrer comment on peut apporter une 
reponse affirmative a cette question. 
2. NOTATIONS 
E = { 0, l} designera l’algebre de Boole usuelle: 
o+o=o, 0+1=1+0=1, 1+1=1, 
o.o=o, O.l=l.O=O, l.l=l. 
E k = (0, l}k designera l’ensemble des “vecteurs” booleens i k com- 
posantes, ensemble muni de la somme (booleenne) et de la multiplication par 
un scalaire (booleen). 
on-k designera l’ensemble des matrices booleennes (k, k) ensemble muni 
de la somme (booleenne), de la multiplication (booleenne) de deux matrices 
booleennes et de la multiplication (booleenne) d’une matrice booleenne par 
un scalaire booleen. 
On notera indifferemment par < la relation d’ordre “composante a 
composante” sur Ek ou “element a element” sur uxk, induite par la relation 
d’ordre sur E: 
0 < 0, o< 1, l< 1. 
Ces relations d’ordre introduites respectivement sur Ek et ?Xk ont toutes 
les proprietes usuelles de compatibilite avec les diverses lois algebriques 
consider&es. 
3. ELEMENTS PROPRES DUNE MATRICE BOOLEENNE 
Soit B une matrice booleenne (k, k). Un element non ml u de E k est dit 
uecteur propre (booleen) de B s’il existe h E E = (0, l} tel que 
Bu=hu. 
h sera alors appelee valeur propre (booleenne) attachee au vecteur propre U. 
Ainsi, si une matrice booleenne admet une valeur propre, celle-ci ne peut 
etre que 0 ou 1. 
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EXEMPLES. 
Toute matrice bookenne 
base pour vecteurs propres, 
comme valeurs propres. 
La matrice 
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diagonale admet kvidemment les vecteurs de 
avec les Gments diagonaux correspondants 
1 
0 1 1 
1 0 0 
0 0 0 
admet la valeur propre 1 associke au vecteur propre 
1 
II 1 0 
rnuis n’admet pas la valeur propre 0. 
REMARQUE. Si B admet une valeur propre X attach&e au vecteur propre 
U, alors, pour toute matrice de permutation P, la matrice boolkenne PfBP 
admet h pour valeur propre attach&e au vecteur propre v = P’u: 
Bu=Xu d’oti PtBP P’u=Ap%. 
B et PtBP ont done m&mes valeurs propres [B = P (P’Z?P)P’]. Dans ce qui 
suit, on htudie et I’on caractkise les &Bments propres d’une matrice book- 
enne quelconque. 
PROPOSITION 1. Pour qu’une matrice boolkenne B admette 0 pour valeur 
propre, il faut et il suffit qu’elle admette au mains une colonne nulle. Alors 
tout vecteur propre associi est obtenu comme somme de vecteurs de base 
correspondants ci des colonnes nulles o!e B. 
Gmonstration. Si la i&me colonne de B est nulle, il est clair que 
Be, =0= O-ei done e, est vecteur propre de B associi: 8 la valeur propre 0. 
Inversement s’il existe u #O tel que Bu = 0, il est clair que pour toute 
composante ui non nulle (done = 1) de u, la iime colonne de B est tiulle. 
Si Z est un sous-ensemble de { 1,2,. . . , k} pour lequel les colonnes 
correspondantes de B sont nulles, il est clair que Z? z i E ,e, = 2 i E I Be, = 0 done 
u = Xigrei est vecteur propre de B attach& i la valeur propre 0. 
Inversement si u #O est tel que Bu = 0, on a u = ziglei, OU Z dksigne 
l’ensemble des indices des composantes non nulles de u, et l’on a vu que 
pour ces indices les colonnes correspondantes de B sont nulles. n 
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PROPOSITION 2. Soit B une matrice hool6enne. Alors: 
(1) ou hien B n’n aucune ligne nulle. 
(2) ou bien il existe une matrice de permutation P telle que P’BP nit lu 
forme suivante: 
r 
’ T I 0’ 0 
PtBP= ff3 l<r<k. U V 
T &unt trianguhire infhieure stride et V n’ayunt aucune ligne nulle. 
(3) ou hien il existe une mutrice de permutution P telle que P”BP= T soit 
trianguluire infhrieure stricte. 
Dhonstru tion . En effet, ou bien B n’a aucune ligne nulle [point (l)] ou 
bien elle en a au moins une, qu’on amhe en premifke position par 
permutation de lignes et des memes colonnes (ce qui donne bien une 




On peut alors itkrer le raisonnement, sur la sous-matrice (k - 1, k - 1). 
Finalement-ou bien le pro&d& s’arGte aprks r pas (r < k). On a done alors 





1 O 0 T tl3 u V 
avec T triangulaire infkrieure stricte et V sans aucune ligne nulle: en posant 
P= P,,..., P,., on obtient ainsi le point (2)-ou bien le pro&d6 peut ktre 
poursuivi jusqu’8 r = k et l’on obtient le point (3). Les points (1) et (3) sont 






BE 1 0 0 0 0 0 3 01111 . 
101011 
0000002 
Sans faire les permutations, on peut: 
barrer les lignes nulles de B et les colonnes de mEme numkro 
it&w le pro&d& 
I1 vient: 




P= P1P2P3P4 = 000100 000001. 
000010 000010 
010000 0 0 0 1 0 o2 
p2 p4 
Car 






0 0 0 1 0 0 
001000 
0 0 0 0 0 1 
0 0 0 0 1 0 
010000 
0 0 0 0 0 0 
0 0 0 0 0 0 
p’Bp= k+ 1 0 0 0 0 0 
1 0 1 0 0 0 
1110 10 
1110 11 
PROPOSITION 3. Pour qu’une matrice boolienne B admette 1 pour valeur 
propre, il faut et il suffit qu’elle contienne une sous-matrice principale 
n’ayant aucune ligne nulle. 
Dkmonstration. Dire que B contient une sous-matrice principale 
n’ayant aucune ligne nulle, c’est dire que l’on est dans les cas (1) ou (2) de la 
proposition pr&Gdente. Montrons done que dans les cas (1) et (2) B posskde 
la valeur propre 1 et que dans le cas (3) B ne la possbde pas: 
Duns le cas (I), le vecteur e dont toutes les composantes valent 1 vkrifie 
kvidemment Be = e: 1 est valeur propre de B. 
Duns le cas (2), bn a: 
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car V n’a aucune ligne nulle: done 1 est encore valeur propre de B. 
Duns Ze cus (3), soit u tel que Tu = u; T &ant triangulaire inferieure 
stricte, il vient, necessairement: 
u,=O puis u,=O puis ... puis u, =0 
done u = 0 ne peut etre vecteur propre. n 
R~MARQUE. 11 est possible de caracteriser (de faGon un peu technique) 
les vecteurs propres attaches a la valeur propre 1. 
PROPOSITION 4. Toute matrice boolkenne admet au mains une valeur 
propre . 
Un tel resultat n’est pas a priori evident, il necessite une demonstration, 
elementaire d’apris les Propositions 1, 2 et 3: 
Dhonstration. Considerons les cas (1) et (2) de la Proposition 2. Alors 
d’apres la Proposition 3, B admet pour valeur propre 1. 
Dans le cas (3) B n’admet pas la valeur propre 1 (toute sous-matrice 
principale de B admettant au moins une ligne nulle) mais, B ayant alors au 
moins une colonne nulle, B admet la valeur propre 0 d’apres la Proposition 1. 
n 
EXEMPLES, 
admet la valeur propre 1, mais pas la valeur propre 0. 
admet la valeur propre 1, mais pas la valeur propre 0. 
[ 0 1 0 1 1 admet la valeur propre 1, muis pas la valeur propre 0. 
[ 0 0 1 1 admet la valeur propre 1 et la valeur propre 0. 
[ 0 0 1 admet la valeur propre 0 mais pas la valeur propre 1. 
D@FINITION. p(B) designera la plus grande valeur propre booleenne 
d’une matrice booleenne B [p(B) = 0 ou l] et sera appele le rayon spectral 
(boo&en) de B. 
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PROPOSITION 5. Soit B une matrice boolkenne (k,k). Pour que p(B) =O, 
il fuut et il suffit yue l’une des deux conditions kquivalentes suivantes soit 
v&fif2e: 
(a) il existe une matrice de permutation P telle yue PtBP soit triangubire 
infirieure stricte, 
(b) Bk=O. 
Dhonstration. Le point (a) est evident d’aprbs la Proposition prbce- 
dente: C’est le cas (3) de la Proposition 2. Etablissons le point (b): En effet, si 
p( B ) = 0, il existe done une matrice de permutation P telle que P’BP soit 





Inverserment, si p(B)#O, B admet la valeur propre 1: il existe u non nul 
telque Bu=ud’ouBku=ud’otip(Bk)=ldoncBk#O. w 
(1) Le r&z&at de la Proposition 5 ci-dessus est formellement le meme 
que pour des matrices a elements reels positifs ou nuls [B]. 
(2) 11 est clair q ue dans les cas (2) et (3) de la Proposition 2, B est 
reductible. Done si une matrice booleenne B est irriductible, elle verifie le 
cas (1) done en particulier p(B) = 1, et le vecteur e dont toutes les com- 
posantes sont egales h 1 est vecteur propre de B attache i la valeur propre 1. 
Inversement, une matrice booleenne B peut verifier le cas (1) et etre 
reductible: 
1 0 
[ 1 1 1 
et admette egalement la valeur propre 0: 
1 0’ 
[ 1 1 0 * 
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(3) Enfin, pour qu’une matrice booleenne I3 soit de rayon spectral 
booleen p(B) egal a 1, il faut et il suffit que les points (a) et (b) de la 
proposition precedente ne soient pas satisfaits, ou encore, d’apres la Proposi- 
tion 3 que B contienne une sous-matrice principale n’ayant aucune ligne 
nulle: c’est le cas (1) ou (2) de la Proposition 2. 
4. THEOREME DE PERRON-FROBENIUS BOOLEEN 
TH~OR~ME. Soit B une matrice booleenne (k, k). Aloes: 
(1) Son rayon spectral booleen p(B) est valeur propre, a laquelle est 
attache un vecteur propre u > 0. 
(2) Si B < C alors p(B) < p(C). 
(3) Pour toute partie M non vide de { 1,2,. . . , k} on a: 
max min 2 bii= p(B) < 
M ieM 1'EM 
(L’inegalite n’etant en general pas une egalite.) 
(4) Si B est irreductible, alors p(B) = 1, correspondant (au mains) au 
vecteur propre e (to&es composantes= 1) et l’on a alors l’dgalite: 
P(B)=i=~2~, k  $ bij=l’ 
’ 1-l 
(5) Pour tout A E (0, l} tel que Be < Xe alors p(B) GX. 
(6) Soit u #O. Alors pour tout h tel que Xu < Bu, on a: X < p(B). 
R~MARQUE. On notera l’analogie de ce rbsultat avec le theoreme de 
Perron-Frobenius [4, 8, 131 valable dans le cas de matrices i elements 
reels > 0. Les demonstrations different (et sont beaucoup plus simples dans le 
contexte booleen). 
Demonstration. 
Le point (l), trivial d’apres ce qui precede, n’est rappel6 que par analogie 
avec le theoreme classique. 
Le point (2): Soit C, matrice booleenne, telle que B < C. Si p(B) = 1 alors 
B admet une sous-matrice principale n’ayant aucune ligne nulle, done C de 
m&me et p(C)=l. Si p(B)=0 alors O<p(C). 
Le point (3): 
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(a) max,C ibii n’est nul que pour B = 0 d’ou n(B) = 0. L’inegalite 
p(B)<. ma 
z=l,Z,...,k l$lbii 
est done etablie (l’exemple suivant: 
B= 0 0 
[ 1 1 0 
avec B#Oetp(B)=O 
montre que l’inegalite en question n’est pas en general une egalite). 
(b) Soit M une partie non vide de { 1,2, . . . , k}. Alors, dire que 
miniE,EiEMbii= 1, c’est d ire que la sous-matrice principale de B difinie par 
M n’a aucune ligne nulle. 
Done 
Si 
max min x bii=l, 
M iEM iEM 
cela signifie que B admet une sous-matrice principale sans aucune ligne 
nulle. Alors (Proposition 3) 1 est valeur propre de B et p(B) = 1. 
Si 
max min x bii=O, 
M iEM iEM 
cela signifie au contraire que dans toute sous-matrice principale de B, il 
existe une ligne nulle. Alors (Proposition 3) 1 ne peut etre valeur propre de 
B, done (Proposition 4) 0 est la seule valeur propre de B et p(B) =O. 
R~MARQUE. Pour la matrice 
B= o o 
[ 1 1 1 
on a 
p(B)=1 et min max C $=O. 
M iEM jEM 
Les points (4) et (5): Completement triviaux d’apres ce qui precede, ne 
sont cites que par analogie avec le theorbme de Perron-Frobenius classique 
dans la version don&e dans [8]. 
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Le point (6): Trivial pour h =O. Pour A = 1: Soit u #O, Bu > u; alors, i 
une permutation de lignes et colonnes p&s, on a la situation suivante: 
I I 
done 
Bzj/-r[jl d’oti B4[j]-I/l 
ce qui montre que, B4 n’ayant aucune ligne identiquement nulle, B admet- 
tant B4 pour sous-matrice principale, on a p(B) = 1. n 
5. THEOREMES DE STEIN-ROSENBERG BOOLEENS 
TH~OR~ME DE STEIN-ROSENBERG “TRONQU~". Soient L et U deux 
matrices boo1Lenne.s (k, k). Si l’on pose: 
s,=[I+L+- +L’]u+L’+’ (r=0,1,2,...) 
alors toutes les matrices S, ont m&me rayon spectral boolken. 
Dt?monstration. A partir de S, = L + U les matrices S, se dbfinissent par 
rkurrence: 
S r+l= Ls,+ u (r=O,1,2 ,... ). 
Supposons exister u #O tel que S,u = u [p( S,) = l] et montrons par 
rkurrence que S,.u = u. En effet, si S,u = u alors: 
d’oti p(S,) = 1 pour tout r. 
Supposons au contraire que p( S,) =O. Alors (Qoposition 5) il existe une 
matrice de permutation P telle que la matrice S,= P&P soit triangulaire 
infkrieure stricte. Or S, = L + U done 
s,= PfS,P= PzP+ P”UP 
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avec 
z= P'LP < i. done L triangulaire infhieure stricte, 
c= P tUP < i. done c triangulaire infbrieure stricte. 
Alors puisque 
_ 
il est facile de voir que la matrice S,= P'S,P s’exprime en 
s,=(z+L+. . +L’)U+L’+’ 
_ _ 
d’oti r&ulte que S, est triangulaire inftkieure stricte’ done p(S,) = 0 et par 
condquent: 
p(S,)=O (puisque S,=PS,P'). n 
REMARQUES. Lorsque_p( S,) = 0, on a Cvidemment 0 < p(L) =G p( S,) = 0 
done p(L) = 0 (d’ailleurs L = P'LP est triangulaire infhieure stricte). Done 
L k = 0, de sorte que 1 partir de r = k - 1, S, est stabilisi: sur la matrice 
[z+L+*** + L k- '1 U qui est done de rayon spectral nul. 
Lorsque p( S,) = 1, mais que p(L) = 0, on a encore L k = 0, de sorte que li 
encore, i partir de r= k - 1, S est stabilisk sur la matrice [I + L + . . . + 
L k-1] U qui est done de rayon spectral &gal i 1. 
D’oti le: 
T&OF&ME DE STEIN-ROSENBERG BOOL~EN. Soient L et U deux matrices 
boo&nnes (k,k). Si p(L+U)=O aloes p[(Z+L++*. +Lkpl)U]=O. Si p(L 
+U)=l, p(L)=Oalorsp[(Z+L+~~* +LkP1)U]=l. 
REMARQUE. Dans le dew&me cas, la condition p(L) = 0 ne peut 6tre 
enlevke; car pour L telle que p(L) = 1 et pour U nul, il est clair que: 
p[(z+L+.. * +Lk-')U]=p(O)=O 
avec nkanmoins p( L + U ) = p(L) = 1. 
‘I+ L+ . . . + F est triangulaire infkieure g diagonale unite, mais son produit par fl, 
triangulaire infhrieure stricte, redonne une triangulaire infhieure stricte a laquelle s’ajoute 
fi+l, triangulaire stricte, pour former S,. 
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On notera l’analogie de ces resultats avec le theoreme de Stein-Rosenberg 
classique [3, 8, 131 et le theoreme de Stein-Rosenberg “tronque” [8, lo] 
valables pour des matrices car&es a elements Gels > 0. Voir aussi [14]. 
6. CONCLUSION 
Ainsi, les theoremes de Perron-Frobenius et Stein-Rosenberg passent 
parfaitement dans le contexte de matrices booleennes, avec d’ailleurs des 
demonstrations t&s simplifiees. C’est en fait pour I’btude de la convergence 
d’algorithmes iteratifs sur des ensembles finis que nous avons 6ti: amen& i 
etudier cette extension: on trouvera dans [12] le dkeloppement de cette 
application, que nous resumons bribvement pour terminer: si X est le produit 
cartesien de k ensembles finis, et si F est une application de X dans X, on 
s’interesse a l’evolution de la m&ode des approximations successives SUT F, 
et A la m&ode de Gauss-Seidel associee. On prouve dans [12] que si la 
matrice (booleenne) d’incidence de F est de rayon spectral (boolben) in- 
ferieur i 1 (done nul), F admet un point fixe unique, atteint au bout d’un 
nombre fini de pas par chacune des deux methodes considerees, quel que 
soit le point de depart: il y a en effet alors contraction de l’operateur F 
relativement a une certaine distance vectorielle sur X. Ces resultats s’in- 
terpretent dans le contexte d’automates cellulaires a nombre fini de cellules: 
la methode des approximations successives correspond au fonctionnement 
(usuel) “en parallele” de l’automate, celle de Gauss-Seidel au fonctionne- 
ment “serie”. Ces iterations produisent ainsi, sous les hypotheses prises, une 
configuration stable (point fixe de F) en un nombre fini de pas. 
Ie remercie R. J. Plemm pour ses cimmentaires et suggestions, en 
partidier pour la question de savoir si 152s r&ult4zts p&sent& ici s’6%mdent 
ci des matrices ci dhments pris dans une alg&e de Book ghkrak. 
Nous luisserons cette question ouverte. 
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