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Model bicategories and their homotopy bicategories
Descotte M.E., Dubuc E.J., Szyld M.
Abstract
We give the definitions of model bicategory and w-homotopy, which are natural
generalizations of the notions of model category and homotopy to the context of
bicategories. For any model bicategory C, denote by Cfc the full sub-bicategory of
the fibrant-cofibrant objects. We prove that the 2-dimensional localization of C at the
weak equivalences can be computed as a bicategory Ho(C) whose objects and arrows
are those of Cfc and whose 2-cells are classes of w-homotopies up to an equivalence
relation. The pseudofunctor C
r
−→ Ho(C) which yields the localization is constructed
by using a notion of fibrant-cofibrant replacement in this context. When considered
for a model category, the results in this article give in particular a bicategory whose
reflection into categories is the usual homotopy category constructed by Quillen.
1 Introduction
We refer to the notion of model category introduced in [17]. An important feature of model
categories is the construction of the localization at a class of arrows, the weak equivalences,
as the quotient by the congruence determined by homotopies between arrows. The main
contributions of this article are a generalization of the concept of model category to the
context of bicategories as well as a corresponding localization construction.
As in dimension 1, a model bicategory consists of a bicategory together with three
families of arrows, namely fibrations, cofibrations and weak equivalences, satisfying a set
of axioms. The axioms we give, which are similar to the ones given in [3] for the particular
case of 2-categories, are a natural generalization to bicategories of those given by Quillen
in the sense that they are obtained by requiring the diagrams to commute up to invertible
2-cells, and by considering a 2-dimensional aspect of the lifting properties which relate
these families of arrows. In particular, note that when we consider a category as a trivial
bicategory, the two notions coincide: it will be a model bicategory if and only if it is a
model category. We note that the notion of model bicategory seems like a natural one to
explore, if by no other reason simply due to the relevance that each of the two notions
(that is, model categories and bicategories) have separately. Despite this fact, we remark
that we developed this theory with a particular application in mind which we will briefly
describe in the last paragraph of this introduction.
Given a model bicategory C, denote by Cfc the full sub-bicategory given by the fibrant-
cofibrant objects of C. We construct a bicategory Ho(C) whose objects and arrows are
those of Cfc and whose 2-cells are the classes of w-homotopies (a 2-dimensional version
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of Quillen’s notion of homotopy) up to an equivalence relation. We prove that the 2-
dimensional localization of C with respect to the class W of weak equivalences can be
computed as Ho(C). More specifically, our main theorem (Theorem 6.1) asserts that there
is a pseudofunctor C
r
−→ Ho(C) which sends weak equivalences to equivalences and has
the following universal property:
Hom(Ho(C),D)
r∗
−→ HomW ,Θ(C,D)
is a pseudoequivalence of bicategories for every bicategory D; where HomW ,Θ(C,D) stands
for the full sub-bicategory of Hom(C,D) given by those pseudofunctors that send weak
equivalences into equivalences.
We will introduce w-homotopies as σ-homotopies (that is homotopies which are taken
with respect only to the class W) which satisfy some extra conditions. This allows to use
previous results of [4], where for an arbitrary pair (A,Σ) given by a family of arrows of a
bicategory we construct a bicategory Ho(A,Σ) whose objects and arrows are those of A
and whose 2-cells are formed with σ-homotopies. In this general case there is no vertical
composition of σ-homotopies, and thus the 2-cells of Ho(A,Σ) are given by classes of
finite sequences of σ-homotopies by an appropriate equivalence relation. Associated with
Ho(A,Σ) there is a projection 2-functor A
i
−→ Ho(A,Σ). To prove Theorem 6.1, we will
use the following two results:
A.Ho(C) inherits the bicategory structure ofHo(C,W) in a way thatHo(C) = Hofc(C,W),
that is the full subbicategory of Ho(C,W) given by the fibrant-cofibrant objects.
B. There is a fibrant-cofibrant replacement for model bicategories, that is an assignation
from C to Cfc, X
f //
µ⇓
g
// Y ❀ RQX
RQf //
RQµ⇓
RQg
// RQY satisfying the appropriate conditions.
This assignation is not necessarily functorial but if it is composed with C
i
−→ Ho(C,W),
then there are structural 2-cells of Ho(C) which make it into a pseudofunctor r.
We will deduce item A from the following two facts regarding homotopies between
arrows of Cfc.
1. w-homotopies can be composed vertically: for any pair of composable w-homotopies
there is a single w-homotopy representing the composition.
2. For any σ-homotopy there is a w-homotopy in the same class.
Regarding the structural 2-cells mentioned in item B, we note that while some com-
putations for its construction are intrinsic to the passage to bicategories, we were able to
avoid a doubling of the complexity by proving a basic lemma (Lemma 5.11) which estab-
lishes some properties which are not lost when applying a replacement, and thus can be
applied twice.
Using the results A and B, we will prove Theorem 6.1 by considering the following
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diagram (recall that Ho(C) = Hofc(C,W))
C
i
''
r
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆
Cfc
inc
11
i //Ho(Cfc,W)
# //Ho(C)
inc //Ho(C,W)
,
in which # is a sort of comparison functor. Note that the left part of the diagram is
commutative, but the right part isn’t so. Even though C
i
−→ Ho(C,W) is not in general
a localization, it is shown in [4] that it always satisfies that the pseudofunctors C
F
−→ D
that map weak equivalences to equivalences can be extended to Ho(C,W)
F ′
−→ D. It also
satisfies the corresponding 2-dimensional property. The desired pseudoextension F of such
an F to Ho(C) will be given by restricting F ′, and the result B will allow to explicitly
construct the pseudonatural equivalence Fr ⇒ F .
When restricted to Cfc, the family W satisfies a property (Proposition 3.12) which
is analogous to the fact for dimension one that any weak equivalence between fibrant-
cofibrant objects can be written as a section followed by a retraction. This implies that
Cfc
i
−→ Ho(Cfc,W) maps the weak equivalences to equivalences, and thus using the prop-
erties of the fibrant-cofibrant replacement we can conclude that so does r.
In particular, we can extend r to a pseudofunctor Ho(C,W)
r′
−→ Ho(C). We will show
that the composition r′ inc is the identity of Ho(C), and this will allow to deduce the
2-dimensional universal property of r from the analogous one of i.
Despite the independent interest that the results in this article may have, a motivation
for the authors to develop a theory of model bicategories comes from potential applica-
tions in the homotopy theory of topoi. Given a site C, the category of coverings with
refinements as arrows fails to be filtered, but it underlies a 2-category which is 2-filtered
in the sense of [5]. The Cˇech nerve COV(C)
Cˇ
−→ SS into the category of simplicial sets fol-
lowed by the functor SS −→ Ho(SS) into the homotopy category factors through the poset
cov(C) of coverings under refinements, which is filtered, and so it determines a pro-object
cov(C) −→ SS, that is, it determines an object of the category Pro(Ho(SS)), where the in-
formation coded into the explicit homotopies is lost. In [2], the first two authors developed
a 2-dimensional theory of pro-objects which generalizes Grothendieck’s pro-objects theory,
and in [3] it is proven that a 2-model structure in a 2-category C can be lifted to the 2-
category 2-Pro(C), a 2-dimensional generalization of the construction in [9]. This paper, in
particular, completes [2] and [3]. The Cˇech nerve can be seen as a simplicial 2-pro-object,
and thus it determines an object of the 2-category Ho(2-Pro(SS)). In particular, shape
theory of topological spaces discards the explicit homotopies and works with the Cˇech nerve
in the category Pro(Ho(SS)). Strong shape theory works in the category Ho(Pro(SS)),
that keeps the information coded in the explicit homotopies, but has the difficulty that the
Cˇech nerve is not an object of Pro(Ho(SS)). Our results provide a conceptual framework
to use the Cˇech nerve in strong shape theory as a object in Ho(2-Pro(SS)), as it is used
in shape theory.
3
Organization
The paper is structured as follows. Section 2 contains preliminaries on bicategories and
pseudofunctors. In Section 3 we give the basic definitions of the theory of model bicat-
egories. In Section 4 we define the homotopy bicategory Ho(C) and prove the result A
above. Section 5 begins with the definition of the fibrant-cofibrant replacement, and then
we construct the pseudofunctor r as explained in B. Section 6 consists of Theorem 6.1 and
its proof.
2 Preliminaries
While the theory of bicategories is nowadays well-established, it is still convenient to ex-
plicitly define its basic concepts in order to fix the notation that we will use throughout
the paper.
A bicategory C consists of all the following:
1. A family of objects that we will denote by X, Y, Z, . . . .
2. For each pair of objects X, Y ∈ C a category C(X, Y ) whose objects are the arrows
X
f
−→ Y of C and whose arrows are the 2-cells α : f ⇒ g between those arrows. Thus we
have a vertical composition of 2-cells which we denote by “◦”, and identity 2-cells “idf”.
We abuse the notation by denoting indistinctly f
idf
⇒ f or f
f
⇒ f , thus f = idf as 2-cells.
Note that for any 2-cell α as above we have α ◦ f = α = g ◦α, and in particular f ◦ f = f .
3. For each X, Y, Z ∈ C, a functor C(Y, Z) × C(X, Y ) −→ C(X,Z). This is a horizontal
composition which we denote by “∗ ”, for each configuration X
f1 //
α⇓
f2
// Y
g1 //
β⇓
g2
// Z we have
g1 ∗ f1
β∗α
==⇒ g2 ∗ f2.
All these data has to satisfy the following axioms:
H1. For each X
f
−→ Y
g
−→ Z ∈ C, idg ∗ idf = idg∗f .
H2. For each configuration X
f1
α⇓
//
f2
β ⇓
//
f3//
Y
g1
γ ⇓
//
g2
δ ⇓
//
g3//
Z ∈ C, (δ ∗ β) ◦ (γ ∗ α) = (δ ◦ γ) ∗ (β ◦ α).
This is the “Interchange law”
In order to avoid parenthesis, we consider “ ∗ ” more binding than “ ◦ ”, thus
(δ ∗ β) ◦ (γ ∗ α) above could be written as δ ∗ β ◦ γ ∗ α.
4. Finally, part of the structure of C is given by the identities, the unitors and the associator
as follows:
I. For each X ∈ C, we have a 1-cell X
idX−→ X .
U. For each X
f
−→ Y ∈ C, we have invertible 2-cells f ∗ idX
λ
⇒ f , idY ∗ f
ρ
⇒ f .
A. For eachW
f
−→ X
g
−→ Y
h
−→ Z ∈ C, we have an invertible 2-cell f ∗(g∗h)
θ
⇒ (f ∗g)∗h.
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We will use these same letters θ, ρ, λ for any bicategory, and we will denote the inverses
of these 2-cells also by the same letters. The unitors and the associators are required to
satisfy the well-known pentagon and triangle identities ([15, XII,6]) and are required to be
natural in each of the variables.
Coherence. There is a well-known coherence theorem (see for example [14]) which gen-
eralizes the coherence theorem for tensor categories. Given any sequence of composable
arrows in a bicategory, the parenthesis determine the order in which the compositions are
performed. The coherence theorem states that the arrows resulting of any choice of paren-
thesis (and adding or subtracting identities) are canonically isomorphic by an unique 2-cell
built with the associators and the unitors. This justifies the following abuse of notation
which greatly simplifies the computations:
-2.1. We write any horizontal composition of arrows omitting the parenthesis and the iden-
tities. In this way, the associator and the unitors disappear in the diagrams of 2-cells.
Elevators calculus. In addition to the usual pasting diagrams, we will use the Elevators
calculus 1 to write equations between 2-cells. In this article, each elevator represents a
composition of 2-cells in a bicategory. Objects are omitted, arrows are composed from right
to left, and 2-cells from top to bottom. Axiom H2 shows that the correspondence between
elevators and 2-cells is a bijection. Using the basic move (2.2) we form configurations of
cells that fit valid equations in order to prove new equations.
g1
✛✛
✛✛
✛
★★
★★
★
β
f1
g2 f1
✛✛
✛✛
✛
★★
★★
★
α
g2 f2
=
g1 f1
✛✛
✛✛
✛
★★
★★
★
α
g1
✛✛
✛✛
✛
★★
★★
★
β
f2
g2 f2
=
f2
✛✛
✛✛
✛
★★
★★
★
β
f1
✛✛
✛✛
✛
★★
★★
★
α
g2 g1
(2.2)
Definition 2.3. A pseudofunctor C
F
−→ D between bicategories is given by functors
C(X, Y )
F
−→ D(FX, FY ), one for each pair of objects X, Y ∈ C, invertible 2-cells
idFX
ξX
⇒ F (idX), one for each object X ∈ C and natural isomorphisms ∗ ◦ (F × F )
φ
⇒
F ◦ ∗ : C(X, Y ) × C(Y, Z) −→ C(X,Z) with components Fg ∗ Ff
φf,g
==⇒ F (g ∗ f), one for
each triplet X, Y, Z ∈ C. As with the associators and unitors, we will omit the subindexes
of ξ and φ, and use the same letters for the inverses. The following equalities are required
to hold:
For each X
f
−→ Y ∈ C, P1.
Ff
✙✙
✙✙✪✪
✪✪
ξ
Ff F idX
Ff
☛☛☛φ
✱✱✱
=
Ff
Ff
P2.
✙✙
✙✙✪✪
✪✪
ξ
Ff
F idX Ff
Ff
✒✒✒φ
✸✸✸
=
Ff
Ff
1Developed in 1969 by the second author for draft use.
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For each W
f
−→ X
g
−→ Y
h
−→ Z ∈ C, P3.
Fh FgXXFf
F (hg)
φ
✶✶✶✶
✁✁✁✁
Ff
F (hgf)
✠✠✠✠φ
❂❂❂❂
=
FhXXFg Ff
Fh F (gf)
φ
❃❃❃❃ ☞☞☞
F (hgf)
✁✁✁✁φ
✺✺✺✺
We will often use the naturality of φ, thus we make it explicit:
For each X
f1 //
α⇓
f2
// Y
g1 //
β⇓
g2
// Z ∈ C, Nφ.
Fg1 Ff1
F (g1f1)
☎☎☎☎φ
✿✿✿✿
✌✌✌✶
✶✶F (βα)
F (g2f2)
=
Fg1
✗✗
✗✬✬
✬
Fβ
Ff1
✗✗
✗✬✬
✬
Fα
Fg2 Fg1
F (g2f2)
✄✄✄✄φ
✿✿✿✿
A 2-functor is a pseudofunctor such that all the 2-cells φ and ξ are identities.
Definition 2.4. A pseudonatural transformation θ : F ⇒ G : C → D between pseudofunc-
tors consists of a family of arrows FX
θX−→ GX, one for each X ∈ C and a family of
invertible 2-cells
Gf
★★
★★
★
θf
θX
✛✛
✛✛
✛✛
θY Ff
, one for each X
f
−→ Y ∈ C, satisfying the following axioms:
PN0. For each X ∈ C,
θX
✙✙
✙✙✪✪
✪✪
ξ
θX FidX
=
✙✙
✙✙✪✪
✪✪
ξ
θX
GidX
✪✪
✪
θX
θidX ✙✙
✙
θX FidX
PN1. For each X
f
→ Y
g
→ Z ∈ C,
Gg Gf
✪✪
✪
θX
θf ✙✙
✙
Gg
✪✪
✪
θY
θg ✙✙
✙
Ff
θZ Fg Ff
θZ Fgf
✍✍✍φ
✵✵✵
=
Gg Gf θX
Ggf
✏✏✏✏✏✏
φ
✳✳✳✳✳✳
★★
★★
★
θX
θgf
✛✛
✛✛
✛✛
θZ Fgf
PN2. For each X
f //
⇓ α
g
// Y ∈ C,
Gf
✚✚
✚✚
✚
✩✩
✩✩
✩
Gα
θX
Gg
★★
★★
★
θX
✛✛
✛✛
✛✛
θg
θY Fg
=
Gf
★★
★★
★
θX
✛✛
✛✛
✛✛
θf
θY Ff
✚✚
✚✚
✚
✩✩
✩✩
✩
Fα
θY Fg
As a particular case, we have the notion of pseudonatural transformation between
2-functors. A 2-natural transformation between 2-functors is a pseudonatural transforma-
tion such that θf is the equality for every arrow f of C.
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Definition 2.5. A modification ρ : θ → η : F ⇒ G : C → D between pseudonatural
transformations is a family of 2-cells θX
ρX=⇒ ηX of D, one for each X ∈ C such that:
PM. For each X
f
−→ Y ∈ C,
Gf
✪✪
✪
θX
✙✙
✙θf
θY
✗✗
✗✬✬
✬
ρY
Ff
ηY Ff
=
Gf θX
✚✚
✚✚
✚✚
✩✩
✩✩
✩✩
ρX
Gf
★★
★★
★
ηX
✛✛
✛✛
✛
ηf
ηY Ff
Pseudofunctors, pseudonatural transformations and modifications can be composed in
order to define, for each pair C,D of bicategories, a bicategory Hom(C,D). We omit the
details as they are ubiquitous in the literature.
-2.6. An arrow X
f
−→ Y of a bicategory is an equivalence if there exists an arrow Y
g
−→ X
(which we call a quasiinverse of f) and isomorphisms g ∗ f ∼= idX , f ∗ g ∼= idY . It is
well-known that these isomorphisms can be taken satisfying the usual triangular identities,
and we will assume that this is the case when needed.
It is considerably well-known that a pseudonatural transformation θ : F ⇒ G : C −→ D
is an equivalence (in the bicategory Hom(C,D), i.e. there exists G
µ
⇒ F and invertible
modifications θ ◦ µ ∼= idG, µ ◦ θ ∼= idF ) if and only if each θX is an equivalence in D.
A pseudofunctor C
F
−→ D is an pseudoequivalence of bicategories if there exist a pseudo-
functor D
G
−→ C (which we call a pseudoinverse of F ) and pseudonatural transformations
GF
α
⇒ idC, FG
β
⇒ idD which are equivalences.
3 Model bicategories
Recall that a weak factorization system in a category C consists of a pair (L, R) of classes of
arrows such that every arrow in the category can be factored as the composite of an arrow
in L followed by an arrow in R, and the arrows of L have the left lifting property with
respect to the arrows of R. A model category involves two weak factorization systems,
and this will also happen for the model bicategories considered in this paper, with the
notions correctly adapted to the 2-dimensional case. We begin by giving the notion of
lifting property for a pair of arrows in a bicategory. Note that a stronger notion in which
the lifting is required to be universal is considered for factorization systems (not weak) in
2-categories in [6, 1.3,1.4].
Definition 3.1. Let C be a bicategory and A
i
−→ X, Y
p
−→ B be two morphisms in C. We
say that the pair (i, p) has the lifting property if the following two axioms are satisfied:
LP1. For each diagram in C as on the left below, there exist a morphism f and invertible
2-cells λ, ρ as in middle diagram which satisfy the equation on the right:
A
a //
i

∼= ⇓ γ
Y
p

X
b
// B
❀
A
a //
i

∼= ⇓ λ
Y
p

∼= ⇓ ρ
X
b
//
MMfMM⑦
⑦
⑦
>>⑦
⑦
⑦
B
,
p a
✏✏
✏ ✱✱
✱
λ
p f i
b
✑✑✑ρ
✱✱✱
i
=
p
✩✩
✩✩
γ
a
✚✚
✚✚
b i
(3.2)
In this case, we say that (f, λ, ρ) is a filler for the left most diagram in (3.2).
LP2. Given two diagrams as in the left side of (3.2) p ∗ a1
γ1
=⇒ b1 ∗ i, p ∗ a2
γ2
=⇒ b2 ∗ i
and fillers (f1, λ1, ρ1), (f2, λ2, ρ2), for each pair of 2-cells a1
α
⇒ a2, b1
β
⇒ b2 satisfying the
equation on the left below there exists a 2-cell f1
δ
⇒ f2 such that the middle and right
equations hold:
p a1
✚✚
✚✚✩✩
✩✩
α
p
✩✩
✩✩
γ2
a2
✚✚
✚✚
b2 i
=
p
✩✩
✩✩
γ1
a1
✚✚
✚✚
b1
✚✚
✚✚✩✩
✩✩
β
i
b2 i
❀
a1
✙✙
✙✙✪✪
✪✪
α
a2
✎✎
✎✎ ✱✱
✱✱
λ2
f2 i
=
a1
✎✎
✎✎ ✱✱
✱✱
λ1
f1
✚✚
✚✚✩✩
✩✩
δ
i
f2 i
,
p f1
✚✚
✚✚✩✩
✩✩
δ
p f2
b2
✏✏✏✏
ρ2
✱✱✱✱
=
p f1
b1
✏✏✏✏
ρ1
✱✱✱✱
✚✚
✚✚✩✩
✩✩
β
b2
-3.3. Terminology on Limits. Let A
F
−→ C be a pseudofunctor between bicategories.
By the Limit of F (also known as bilimit in the literature, see for example [13, §6], but
note our use of an initial capital letter) we refer to a universal pseudocone in the sense
that postcomposition with it yields an equivalence of categories (instead of an isomor-
phism as in the pseudolimit case). We will consider Initial objects, Products, Pullbacks,
Comma-objects and their dual coLimit versions Terminal objects, coProducts, Pushouts
and coComma-objects. We refer primarily to [1, 1.7-1.9] for details on these Limits, [13]
is also a convenient reference. We only remark that the difference between Pullbacks and
Comma-objects is that the 2-cell in the square diagram of the definition is invertible in the
case of Pullbacks.
We denote the coProduct of X and Y by X ∐ Y and its inclusions by i0, i1. Given
arrows X
f
−→ Z, Y
g
−→ Z, we denote the induced arrow (note that this is an abuse of
notation since the arrow is not unique) by
(
f
g
)
: X ∐ Y −→ Z. We leave unnamed the
invertible 2-cells f ∼=
(
f
g
)
∗ i0, g ∼=
(
f
g
)
∗ i1. Reciprocally, given an arrow X ∐ Y −→ Z we
denote it by
(
f
g
)
to indicate that we define f =
(
f
g
)
∗ i0, g =
(
f
g
)
∗ i1. Note that if we have
in addition Z
h
−→ W , we have h ∗
(
f
g
)
=
(
h∗f
h∗g
)
. Given 2-cells X
f //
α⇓
f ′
// Z, X
g //
β⇓
g′
// Z, we
denote the induced 2-cell by
(
α
β
)
:
(
f
g
)
⇒
(
f ′
g′
)
. When Y = X we denote the codiagonal(
idX
idX
)
by ∇X .
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Definition 3.4. We say that a bicategory C is a model bicategory if it is equipped with
three classes of morphisms F , coF and W called respectively fribrations, cofibrations and
weak equivalences satisfying the following set of axioms
M0. C has Initial objects, Pullbacks, and their dual coLimit versions.
M1. Given a cofibration i and a fibration p, if one of them is a weak equivalence, then the
pair (i, p) has the lifting property.
M2. Every morphism f can be factored up to an invertible 2-cell as f ∼= p ∗ i with i
a cofibration and p a fibration. In addition, we may require either i or p to be a weak
equivalence.
M3. Fibrations (respectively cofibrations) are closed under composition and Pullbacks (re-
spectively Pushouts). Every equivalence is a fibration and a cofibration. If there is an
invertible 2-cell f ∼= g and f is a fibration (resp. a cofibration), then so is g.
M4. If a morphism f is the Pullback (resp. Pushout) of a fibration (resp. cofibration)
which is also a weak equivalence, then f is a weak equivalence.
M5. The class of weak equivalences satisfies the “3 for 2” axiom: for every three arrows
f, g, h such that there is an invertible 2-cell gf ∼= h, whenever two of the three arrows are
weak equivalences, so is the third one. Also, every equivalence is a weak equivalence.
Remark 3.5. Axiom M0 above is the bare minimum regarding Limit existence that we
can ask for. We can consider stronger completeness axioms depending on the context:
MC0. C has all conical finite Limits. MW0. C has all weighted finite Limits.
A notion of 2-model 2-category was introduced in [3], where axiom MW0 was con-
sidered. Our reason for considering axiom M0 here is that the coTensor {I, X} with the
generic isomorphism (that is the category I of two objects and an isomorphism between
them) fits in a diagram
{I, X}
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
X
<<②②②②②②②②②
// X ×X = {0, 1} ⊗X
given by the inclusion
{0, 1} ⊂ I. Under certain assumptions this is a functorial path-object for X (see [18]),
though we note that we have not investigated this line. Also, note that to construct the
injective model structure in 2-Pro(C) ([2], [3]) MC0 suffices.
Regarding axiom M1, note that we ask for the lifting property according to our Defi-
nition 3.1. Condition LP2 of this Definition was not considered in [3], but it is needed for
the results of Section 5.
Example 3.6. A model category ([17]) can be regarded as a model bicategory (2-category)
in which every 2-cell is the identity.
Example 3.7. Any bicategory satisfying M0 is a model bicategory with W the equiva-
lences, and every arrow a fibration and a cofibration.
For the rest of the article, except when we consider the more general case of a pair
(C,W), C will denote an arbitrary model bicategory.
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Definition 3.8. We say that an arrow in C is a trivial (co)fibration if it is simultaneously
a (co)fibration and a weak equivalence. We will use the following notation:
1. ·
∼ // · is a weak equivalence.
2. · // // · is a fibration, ·
∼ // // · is a trivial fibration,
3. · 
 // · is a cofibration, · 
 ∼ // · is a trivial cofibration
Definition 3.9. Let X be an object of C.
1. We say that X is a fibrant object if the morphism X −→ ∗ is a fibration.
2. We say that X is a cofibrant object if the morphism 0 −→ X is a cofibration.
We denote by Cf , Cc, Cfc the full subbicategories of fibrant, cofibrant and fibrant-cofibrant
objects (i.e. objects that are both fibrant and cofibrant) respectively. We denote with the
same letters F , coF ,W the restrictions of these families of arrows to the three bicategories.
Remark 3.10. Note that 0 and ∗ are denoting the Initial and the Terminal object respec-
tively given by axiom M0. More explicitly, 0 satisfies that for each X ∈ C, there exists a
morphism 0 −→ X ∈ C up to unique invertible 2-cell, and dually for ∗. In the previous
definition the abuse of saying “the morphism” is justified by axiom M3.
It is well known that any weak equivalence between fibrant-cofibrant objects of a model
category can be factored as a section followed by a retraction, both of them weak equiv-
alences, and that this fact can be used to prove Whitehead’s theorem (see [10, Th. 1.10],
and also [19, Prop. 3.1.21]). We now show the bicategorical equivalent of this statement.
Definition 3.11. Let X
s
−→ Y , Y
r
−→ X be arrows of a bicategory. If there is an
invertible 2-cell rs ∼= idX , s is called a w-section for r, and r is called a w-retraction for s
(“w” stands for “weak”). An arrow X
s
−→ Y is called a w-section if there exists r such that
s is a w-section for r and dually an arrow is called a w-retraction if it admits a w-section.
An arrow that is either a w-section or a w-retraction is called a w-split arrow.
Proposition 3.12. Let X
f
−→ Y ∈ C be a weak equivalence, with X fibrant and Y cofi-
brant. Then axiom M2 yields a factorization of f as a composition X
i
−→ Z
p
−→ Y of a
w-section and a w-retraction, both of them weak equivalences. If furthermore both X and
Y are fibrant-cofibrant, then so is Z.
Proof. Let X
f
−→ Y be such a weak equivalence. By axioms M2 and M5 we have
X ∼
f // o
i   ❅
❅❅
❅❅
❅❅
❅
∼ ∼=
Y
Z
p
?? ??⑦⑦⑦⑦⑦⑦⑦⑦
∼ . The last statement of the proposition clearly holds. We will show
that i is a w-section, dually it follows that p is a w-retraction. Using axiom M1, we have
X
idX //
i

X

Z //
r
∼=
>>
1
as desired.
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4 The homotopy bicategory of a model bicategory
We fix throughout this section a model bicategory C. We will define a notion of w-homotopy
between arrows of C, which is analogous to Quillen’s notion of homotopy for model cate-
gories. Our objective is to show that there is a bicategory Ho(C) whose objects and arrows
are those of Cfc, and whose 2-cells are the classes of w-homotopies under an equivalence
relation, which will be the localization of C at the weak equivalences.
We will introduce w-homotopies as σ-homotopies (that is homotopies which are taken
with respect only to the class W) which satisfy some extra conditions. This allows to use
previous results of [4], where where for an arbitrary pair (A,Σ) given by a family of arrows
of a bicategory there is a construction of a bicategory Ho(A,Σ) whose 2-cells are formed
with σ-homotopies. However, unless a vertical composition can be defined, the 2-cells of
Ho(A,Σ) consist of the classes of finite composable sequences of σ-homotopies.
In §4.1 we will show that w-homotopies can be vertically composed, and in §4.2 we will
show that for any σ-homotopy between arrows of Cfc there is a w-homotopy in the same
class. This will allow to give Ho(C) the bicategory structure of Ho(C,W).
Definition 4.1. We consider any pair (C,W) given by a family that we call weak equiv-
alences of a bicategory C. Let X ∈ C. A σ-cylinder C (for X) is given by the data
C = (W,Z, d0, d1, x, s, α0, α1), fitting in
X
d0 //
d1

MMxMM
❆❆
❆❆
❆❆
  ❆
❆❆
❆❆
❆
∼= ⇓ α0
W
∼s

∼= ⇑ α1
W ∼
s // Z
. We denote α˜ = α−11 ◦ α0.
If (C,W) is part of a model bicategory structure, then a w-cylinder is a σ-cylinder such
that Z = X, x = idX , and the arrow
(
d0
d1
)
: X ∐X −→ W is a cofibration. In this case we
write C = (W, d0, d1, s, α0, α1).
Let f, g : X → Y ∈ C. A left σ-homotopy H from f to g, which we will denote by
f
H +3/o/o /o/o g, is given by the data H = (C, h, η, ε), where C is a σ-cylinder for X as above,
h is an arrow W
h
−→ Y and η, ε are 2-cells f
η
⇒ h ∗ d0, h ∗ d1
ε
⇒ g. A w-homotopy is a
σ-homotopy in which C is a w-cylinder.
We say that a σ-cylinder (in particular a w-cylinder) is fibrant if the arrow s is a
fibration. We use the same terminology for homotopies.
Note that the abuse of saying “the arrow
(
d0
d1
)
is a cofibration” is justified by axiom M3.
-4.2. In this section we will work only with left σ-homotopies, and thus omit to specify it.
We record, for its use in next section, the dual structure of a right σ-homotopy f
H +3/o/o /o/o g.
It is given by H = (C, h, η, ε), where C = (W,Z, d0, d1, y, s, α0, α1) and this data fit as
11
Y oo
d0
OO
d1
``
MMyMM
❆❆
❆❆
❆❆
❆❆
❆❆
❆❆
∼= ⇓ α0
WOO
∼s
∼= ⇑ α1
W oo ∼
s
Z
, X
h
−→W , f
η
⇒ d0 ∗ h, d1 ∗ h
ε
⇒ g.
Remark 4.3. For any X ∈ C, we can construct a fibrant w-cylinder for X as follows. We
use axiom M2 and factorize
X ∐X
∇X // r
(d0d1) $$
❍❍
❍❍
❍❍
❍❍
❍ X
W
s
>> >>⑤⑤⑤⑤⑤⑤⑤⑤
∼α⇑
∼= . By the universal property of the
coProduct
(
s∗d0
s∗d1
) α
⇒ ∇X corresponds to two invertible 2-cells s ∗ d0
α0=⇒ idX , s ∗ d1
α1=⇒ idX
and thus we have a fibrant w-cylinder C = (W, d0, d1, s, α0, α1).
The concepts of w-cylinder and w-homotopy are the bicategorical analogues of Quillen’s
notions in [17]. The following is the bicategorical equivalent of Quillen’s [17, 1, Lemma 2].
Lemma 4.4. Let X ∈ C be a cofibrant object, and let C be a w-cylinder for X as in
Definition 4.1. Then both d0 and d1 are trivial cofibrations, and W is a cofibrant object.
Proof. By definition of X ∐X , the fact that X is cofibrant and axiom M3, we have that
X
i0−→ X ∐X is a cofibration. Then, since d0 ∼=
(
d0
d1
)
∗ i0, by axiom M3 d0 is a cofibration.
Also, since s ∗ d0 ∼= idX , by axiomM5 d0 is a weak equivalence. A similar reasoning shows
that d1 is also a trivial cofibration. Since X is cofibrant, it is clear that then so is W .
An important consequence of the previous lemma is that any fibrant w-homotopy be-
tween objects of Cfc is inside Cfc:
Corollary 4.5. Let f, g : X → Y ∈ C, and f
H +3/o/o /o/o g be a fibrant w-homotopy as in
Definition 4.1. If X is cofibrant and Y is fibrant, then W is a fibrant-cofibrant object.
We will define now an equivalence relation between w-homotopies, in a way such that
its classes will form the 2-cells of a bicategory Ho(C). This relation has been considered
more generally in [4] for σ-homotopies, we recall this now.
-4.6. We say that an arrow X
f
−→ Y of a bicategory is a quasiequivalence, a concept
weaker to that of equivalence, if for every object Z the functors C(Z,X)
f∗
−→ C(Z, Y )
and C(Y, Z)
f∗
−→ C(X,Z) are full and faithful. The σ-homotopies and the σ-cylinders
can be thought of something that would be an actual 2-cell if the weak equivalences were
quasiequivalences. When this is the case, we can associate to a σ-homotopy H as in
Definition 4.1 the 2-cell Ĥ given by the composition f
η
⇒ h ∗ d0
h∗Ĉ
==⇒ h ∗ d1
ε
⇒ g, where
d0
Ĉ
⇒ d1 is the unique 2-cell such that s ∗ Ĉ = α˜. For any 2-functor C
F
−→ D, we denote
by FH the structure obtained applying F to each of the components of H . If F maps the
weak equivalences to quasiequivalences, it follows that there is a 2-cell F̂H of D.
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Definition 4.7. For any bicategory D, we denote by (C,W)
F
−→ (D, qΘ) a 2-functor
which maps the weak equivalences to quasiequivalences2. We say that two σ-homotopies
(in particular two w-homotopies) f
H,K +3/o/o /o/o g are in the same class if F̂H = F̂K for all
(C,W)
F
−→ (D, qΘ) (for all bicategories D).
Lemma 4.8. Given (C,W)
F
−→ (D, qΘ) and a 2-functor D
G
−→ E , for any σ-homotopy H
it holds GF̂H = ĜFH.
Proof. F̂H is the composite 2-cell Ff
Fη
⇒ Fh ∗ Fd0
Fh∗F̂C
====⇒ Fh ∗ Fd1
Fε
⇒ Fg. Applying
G, it is clear that is suffices to show that GF̂C = ĜFC. By the definition of ĜFC, this
amounts to showing that GFs ∗ GF̂C = GFα˜, which follows applying G to the equation
defining F̂C.
Remark 4.9. It is the composition α˜ = α−11 ◦ α0 which is used in order to determine the
class of a σ-homotopy. Different pairs of 2-cells α0, α1 can yield the same 2-cell α˜. As an
example (which will be relevant later) consider any σ-homotopy H as in Definition 4.1,
and define C0 = (W,Z, d0, d1, s∗d0, s, s∗d0, α˜
−1), C1 = (W,Z, d0, d1, s∗d1, s, α˜, s∗d1), and
Hi = (Ci, h, η, ε) (for i = 0, 1). We have in particular [H ] = [H0] = [H1].
-4.10. On the composition of homotopies with arrows. Consider arrows X
f,g
−→ Y
and a σ-homotopy H = (C, h, η, ε) : f +3/o/o /o/o g.
Given an arrow Y
r
−→ Y ′ we can define r ∗H = (C, r ∗ h, r ∗ η, r ∗ ε) : r ∗ f +3/o/o /o/o r ∗ g,
and it is immediate to show that ̂F (r ∗H) = Fr ∗ F̂H (see [4, Prop. 3.24, 3] for a proof).
Note that if H is a w-homotopy, then so is r ∗ H , and thus this can be used to define a
composition r ∗ [H ] = [r ∗H ] of Ho(C).
Dually, given an arrow X ′
ℓ
−→ X , we can define a σ-homotopy H ∗ ℓ and show that
̂F (H ∗ ℓ) = F̂H∗Fℓ (see [4, Prop. 3.24, 4]). We note however that, if H is a w-homotopy it
is not clear how to define a w-homotopy H ∗ℓ satisfying this equation. In the 1-dimensional
case [17], this is solved using the dual notion of right homotopy. In §4.2 below we will show
that, for fibrant-cofibrant objects, any σ-homotopy admits a w-homotopy in the same class.
Thus this is the way in which the composition [H ]∗ℓ in Ho(C) is defined, as a w-homotopy
in the same class of H ∗ ℓ.
-4.11. On the bicategory of σ-homotopies. For an arbitrary pair (C,W) as in Definition
4.1, the definition in 4.6 can be extended to finite sequences of composable σ-homotopies
f
H1 +3/o/o /o/o f1
H2 +3/o/o /o/o f2 · · · fn−1
Hn +3/o/o /o/o g and in this way a bicategory Ho(C,W) is defined. Its
objects and arrows are those of C, the 2-cells are the classes of finite sequences of composable
σ-homotopies, horizontal composition is given as in 4.10 and vertical composition is defined
by juxtaposition. Together with Ho(C,W) there is a projection 2-functor C
i
−→ Ho(C,W),
2Working with the notion of quasiequivalence instead of equivalence is what allows to consider 2-functors
instead of general pseudofunctors, see [4, 2.10] for details.
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which is the identity on objects and arrows and maps a 2-cell µ of C to the class of a
σ-homotopy Iµ which satisfies that F̂ Iµ = Fµ for any (C,W)
F
−→ (D, qΘ). We refer to [4]
for more details on this construction, as we will not need them here.
For an arbitrary pair (C,W), i is not the localization of C at W, since i(f) will not be
in general an equivalence for each weak equivalence. However i(f) will always satisfy the
“faithful” part in the definition of quasiequivalence:
Proposition 4.12. For any weak equivalence X
f
−→ Y and any object Z, the functors
Ho(C,W)(Z,X)
f∗
−→ Ho(C,W)(Z, Y ) and Ho(C,W)(Y, Z)
f∗
−→ Ho(C,W)(X,Z) are faith-
ful.
Proof. We deal with f∗ first, note that it suffices to consider the case of a single σ-homotopy
Z
//
[H]⇓ // X . Then it suffices to put f = r in 4.10. The case of f
∗ is dual, putting f = ℓ.
-4.13. We consider Hofc(C,W), that is the full subbicategory of Ho(C,W) given by the
fibrant-cofibrant objects. The following two facts, which will be showed in §4.1 and §4.2
will allow to give Ho(C) the bicategory structure inherited from that of Ho(C,W).
1. w-homotopies of Hofc(C,W) can be composed vertically: for any pair of w-homotopies
f1
H1 +3/o/o /o/o f2
H2 +3/o/o /o/o f3 there is a single w-homotopy f1
H +3/o/o /o/o f3 representing the composition.
2. For any σ-homotopy of Hofc(C,W) there is a w-homotopy in the same class, which
furthermore is fibrant.
Another way of expressing the above is: 1 and 2 state that Hofc(C,W) can be taken as
a definition of the bicategory Ho(C), since it satisfies the description of the first paragraph
of Section 4.
4.1 Vertical composition of w-homotopies
A situation in which σ-homotopies can be vertically composed has been considered in [4,
Lemma 3.37]:
Lemma 4.14. Assume that we have X
f1,f2,f3 // Y , and σ-homotopies f1
H1 +3/o/o /o/o f2
H2 +3/o/o /o/o f3
as in Definition 4.1, with Z1 = Z2 = Z, x1 = x2 = x fitting in the following diagram,
where ν1, ν2, γ1, γ2 are invertible 2-cells.
W 1
b1 %%❑❑
❑❑❑
❑❑❑
❑❑❑ ◦s
1
∼= ν1
$$
h1
∼= γ1
$$
X
d11
99sssssssssss
d20 %%❑
❑❑
❑❑
❑❑
❑❑
❑ ⇓δ W ◦
s //
h
66Z Y
W 2
b2
99ssssssssss ◦
s2
∼= ν2
::
h2
∼= γ2
::
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Assume also that
1. The 2-cell h1∗d11
ε1
⇒ f2
η2
⇒ h2∗d20 equals h
1∗d11
γ1∗d11===⇒ h∗b1∗d11
h∗δ
==⇒ h∗b2∗d20
γ2∗d20===⇒ h2∗d20,
2. The 2-cell s1∗d11
(α11)==⇒ x
(α20)
−1
==⇒ s2∗d20 equals s
1∗d11
ν1∗d11===⇒ s∗b1∗d11
s∗δ
==⇒ s∗b2∗d20
ν2∗d20===⇒ s2∗d20.
Then we can construct a σ-homotopy H from f1 to f3 such that [H ] = [H
2, H1].
Furthermore, H can be constructed as follows. Take the σ-cylinder
C = (W,Z, b1 ∗ d10, b
2 ∗ d21, x, s, α0, α1), with α0 and α1 defined as the compositions
α0 : s ∗ b
1 ∗ d10
ν1∗d10===⇒ s1 ∗ d10
α10=⇒ x, α1 : s ∗ b
2 ∗ d21
ν2∗d21===⇒ s2 ∗ d21
α21=⇒ x
Then H is given by H = (C, h, η, ε), with η and ε defined as the compositions
η : f1
η1
⇒ h1 ∗ d10
γ1∗d10===⇒ h ∗ b1 ∗ d10, ε : h ∗ b
2 ∗ d21
γ2∗d21===⇒ h2 ∗ d21
ε2
⇒ f3.
We will compose w-homotopies by showing that they can be made to fit in this situation,
and that the resulting σ-homotopy is in fact a w-homotopy. This is a generalization of
Quillen’s construction of [17, Lemmas 3,4] to bicategories, which will be possible if we
assume a further condition in the definition of model bicategory, namely the additional
axioms:
MM0. C has Comma-objects and coComma-objects.
MM3. Fibrations (respectively cofibrations) are closed under Comma-objects (respec-
tively coComma-objects).
MM4. If a morphism f is the Comma-object (resp. coComma-object) of a fibration (resp.
cofibration) which is also a weak equivalence, then f is a weak equivalence.
Note that these axioms hold automatically if every 2-cell of C is invertible. Also note
that, since we are working with left homotopies, we will use only the coComma case of
these axioms.
Lemma 4.15. Given X ∈ C cofibrant, arrows X
f1 //
f2 //
f3 //
Y ∈ C and w-homotopies
f1
H1 +3/o/o /o/o f2
H2 +3/o/o /o/o f3 , there exists a w-homotopy H from f1 to f3 such that [H ] = [H
2, H1].
Note that this means that for any 2-functor C
F
−→ D that maps the weak equivalences to
quasiequivalences, F̂H = F̂H2 ◦ F̂H1.
Proof. We consider the following diagram, where (W, b1, b2, δ) is the coComma-object of
d11 and d
2
0. Then s, ν
1 and ν2 are induced by the 2-cell s1 ∗ d11
α11=⇒ idX
(α20)
−1
====⇒ s2 ∗ d20, and
h, γ1 and γ2 are induced by the 2-cell h1 ∗ d11
ε1
⇒ f2
η2
⇒ h2 ∗ d20. Note that by construction
all the hypothesis of Lemma 4.14 are satisfied (the arrow s is a weak equivalence since b1
is so by axiom MM4 and Lemma 4.4).
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W 1
b1 %%❑❑
❑❑❑
❑❑❑
❑❑❑ s
1
⇑ν1
%%
h1
⇑γ1
$$
X
d11
99sssssssssss
d20 %%❑
❑❑
❑❑
❑❑
❑❑
❑ ⇓δ W
s //
h
66X Y
W 2
b2
99ssssssssss
s2
⇓ν2
99
h2
⇓γ2
::
Thus, by Lemma 4.14 we have a σ-homotopy H such that [H ] = [H1, H2]. Note that,
by the construction of H , in order to conclude that H is a w-homotopy it only remains to
prove that
(
d0
d1
)
is a cofibration. We consider the diagram
X ∐X
(d0d1)
**
d10∐idX //
⇓
W 1 ∐X
(b
1
d1
)
//
⇓
W
X
i0
OO
 
d10
∼ //W 1
i0
::tttttttttt
X ∐X
d11∐idX
ff▼▼▼▼▼▼▼▼▼▼▼
 
(
d20
d2
1
)
//W 2
b2
OO
in which the upper triangle commutes (up to isomorphism) by the definition d0 = b
1 ∗ d10,
the left square is a Pushout and the right square is a coComma object. Using axioms M3
and MM3, it follows that the top horizontal arrows in the squares are cofibrations and
thus so is
(
d0
d1
)
.
Remark 4.16. A different construction of H , which doesn’t use axiom MM3, is also
possible as follows. Proceed as in the proof above to construct a σ-homotopy H such
that [H ] = [H1, H2]. Then, assume furthermore that Y is fibrant, and use Proposi-
tion 4.30 below. However, we preferred to give this proof because the vertical composition
of w-homotopies is independent of the results which lead to Proposition 4.30 (which assume
Y fibrant).
4.2 Relating σ-homotopies and w-homotopies
-4.17. In this section we will prove item 2 in 4.13. Our strategy for finding a fibrant
w-homotopy in the same class of an arbitrary σ-homotopy will consist on finding for any
σ-cylinder C a fibrant w-cylinder C ′ which is linked to C by a finite sequence of cylinder
morphisms, and using that in this case a σ-homotopy H (with respect to C) determines a
w-homotopy H ′ (with respect to C ′) in the same class.
Definition 4.18. A morphism C1
M
−→ C2 between σ-cylinders (with the notation of Defi-
nition 4.1) is given by the data M = (k, ℓ, γ0, γ1, µ, ν), where k, ℓ are arrows, γ0, γ1, µ and
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ν are invertible 2-cells fitting as follows and satisfying the two underlying equalities:
X
d10 //
d11
//
d20
++
d21
++
x1
((α10⇑α
1
1 ⇑
W 1
k

◦
s1 //
µ⇑
Z1
ℓ

γ0⇑ γ1 ⇑
W 2 ◦
s2 // Z2
= X
ν ⇑
x2
""
d20
++d21 ++
x1
((
α20⇑α
2
1 ⇑
Z1
ℓ

W 2 ◦
s2 // Z2
(4.19)
Remark 4.20. Clearly α1i determines α
2
i and, if l is a quasiequivalence, α
2
i determines α
1
i .
Thus:
1. Given all the data in the previous definition except for α20 and α
2
1, they can be
uniquely defined in order to have C2 and a morphism C1
M
−→ C2.
2. Given all the data in the previous definition except for α10 and α
1
1, if ℓ is a quasiequiv-
alence they can be uniquely defined in order to have C1 and a morphism C1
M
−→ C2.
Lemma 4.21. Let f
H1 +3/o/o /o/o g, f
H2 +3/o/o /o/o g be σ-homotopies (with the notation of Defini-
tion 4.1) with σ-cylinders C1, C2 respectively, and a morphism C1
M
−→ C2 as in Defini-
tion 4.18. Assume there exists an invertible 2-cell h2 ∗ k
ρ
⇒ h1 such that
1. η1 equals the composition f
η2
=⇒ h2 ∗ d20
h2∗γ0
===⇒ h2 ∗ k ∗ d10
ρ∗d10==⇒ h1 ∗ d10.
2. ε1 equals the composition h1 ∗ d11
ρ−1∗d11====⇒ h2 ∗ k ∗ d11
h2∗γ−11====⇒ h2 ∗ d21
ε2
=⇒ g.
Then [H1] = [H2].
Proof. Recalling Definition 4.7, let (C,W)
F
−→ (D, qΘ), and let Fdi0
F̂Ci
==⇒ Fdi1 be the 2-cell
such that Fsi ∗ F̂C i = Fα˜i, i = 1, 2. From Definition 4.18, it follows that α˜2 equals the
composition
s2 ∗d20
s2∗γ0
===⇒ s2 ∗k ∗d10
µ∗d10==⇒ ℓ∗s1∗d10
ℓ∗α˜1
==⇒ ℓ∗s1∗d11
µ−1∗d11====⇒ s2 ∗k ∗d11
s2∗γ−11====⇒ s2 ∗d21. (4.22)
We start by showing that the 2-cell F̂C2 equals the composition
Fd20
Fγ0
==⇒ Fk ∗ Fd10
Fk∗F̂C1
=====⇒ Fk ∗ Fd11
Fγ−11===⇒ Fd21.
By applying Fs2∗(−) to this composition, and comparing it with the value of the 2-functor
F at the composition in (4.22) above, it follows that it suffices to show that F (s2 ∗k)∗ F̂C1
equals the composition
F (s2 ∗ k ∗ d10)
F (µ∗d10)====⇒ F (ℓ ∗ s1 ∗ d10)
F (ℓ∗α˜1)
====⇒ F (ℓ ∗ s1 ∗ d11)
F (µ−1∗d11)======⇒ F (s2 ∗ k ∗ d11).
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This follows from axiom W1 applied to the configuration FX
Fd10 //
F̂C1⇓
Fd11
// Fd
1
1
F (ℓ∗s1)//
Fµ−1⇓
F (s2∗k)
// FZ .
Therefore, the 2-cell F̂H2 is the composition
Ff
Fη2
⇒ Fh2∗Fd20
Fh2∗Fγ0
====⇒ Fh2∗Fk∗Fd10
F (h2∗k)∗F̂C1
=======⇒ Fh2∗Fk∗Fd11
Fh2∗Fγ−11=====⇒ Fh2∗Fd21
Fε2
⇒ Fg.
By looking at the expression of the 2-cells η1 and ε1 in the hypothesis of the lemma, it
follows that in order to show F̂H2 = F̂H1 it suffices to show that F (h2∗k)∗F̂C1 equals the
composition Fh2∗Fk∗Fd10
Fρ∗Fd10====⇒ Fh1∗Fd10
Fh1∗F̂C1
=====⇒ Fh1∗Fd11
Fρ−1∗Fd11======⇒ Fh2∗Fk∗Fd11,
which follows from axiom W1 applied to the configuration FX
Fd10 //
F̂C1⇓
Fd11
// Fd
1
1
Fh1 //
Fρ−1⇓
F (h2∗k)
// FY .
Remark 4.23. Clearly η1 and η2 determine each other, and so happens with ǫ1 and ǫ2.
Thus:
1. Given all the data in Lemma 4.21 except for η2 and ε2, they can be defined in order
to have H1 such that [H1] = [H2].
2. Given all the data in Lemma 4.21 except for η1 and ε1, they can be defined in order
to have H2 such that [H1] = [H2].
Combining Remarks 4.20 and 4.23 it follows:
Corollary 4.24. 1. Given all the data in Lemma 4.21 except for α20, α
2
1, η
2 and ε2,
they can be defined in order to have a σ-homotopy H2 with [H1] = [H2].
2. Given all the data in Lemma 4.21 except for α10, α
1
1, η
1 and ε1, if ℓ is a quasiequiva-
lence, they can be defined in order to have a σ-homotopy H1 with [H1] = [H2].
If H1, H2 in the previous lemma have the same σ-cylinder C = C1 = C2, we may take
M to be the evident identity morphism and we have
Corollary 4.25. Let f
H1 +3/o/o /o/o g, f
H2 +3/o/o /o/o g be σ-homotopies (with the notation as in
Definition 4.1) with the same σ-cylinder C. Assume there exists an invertible 2-cell h2
ρ
⇒
h1 such that
1. η1 equals the composition f
η2
=⇒ h2 ∗ d2
ρ∗d1
==⇒ h1 ∗ d1.
2. ε1 equals the composition h1 ∗ c1
ρ−1∗c1
====⇒ h2 ∗ c2
ε2
=⇒ g.
Then [H1] = [H2].
We develop now the strategy envisaged in 4.17. The following lemmas lead to Propo-
sition 4.30, which states that for arrows with fibrant codomain, each σ-homotopy has a
fibrant w-homotopy in the same class. Clearly item 2 in 4.11 follows from this.
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Lemma 4.26. Let X
f //
g
// Y ∈ C, with Y a fibrant object. Let f
H +3/o/o /o/o g be a σ-homotopy
as in Definition 4.1. Then, there is a σ-homotopy f
H′ +3/o/o /o/o g with W ′ and Z ′ fibrant objects,
such that [H ′] = [H ].
Proof. We use axiomM2 to factorize
Z // o
ℓ   ❅
❅❅
❅❅
❅❅
❅
∼
1
Z ′
?? ??⑧⑧⑧⑧⑧⑧⑧
∼= and
W
h // p
k !!❈
❈❈
❈❈
❈❈
❈
∼
Y
W ′
h′
>> >>⑤⑤⑤⑤⑤⑤⑤⑤
ρ ⇓ ∼= Then we
use axioms M1 and M5 in order to have
W
ℓ∗s
∼
//
 _
k

∼
Z ′

µ⇑∼=
W ′
s′
>>
∼
// 1
. The existence of the desired H ′
follows then by Corollary 4.24, item 1, using the following diagram (to be compared with
(4.19))
X
d0 //
d1
//
d′0
++
d′1
++
x
''α0⇑α1 ⇑
W
k

∼
s //
µ⇑
Z
ℓ

id⇑ id⇑
W ′ ∼
s′ // Z ′
=
X
id⇑
x′
""
d′0
++d′1 ++
x
''
Z
ℓ

W ′ ∼
s′ // Z ′
Lemma 4.27. Let f
H +3/o/o /o/o g be a σ-homotopy as in Definition 4.1, with W a fibrant object.
Then, there is a fibrant σ-homotopy f
H′ +3/o/o /o/o g such that [H ′] = [H ].
Proof. We use axioms M2 and M5 to factorize
W ∼
s // p
k !!❈
❈❈
❈❈
❈❈
❈
∼
Z
W ′
s′
>> >>⑤⑤⑤⑤⑤⑤⑤⑤
∼µ ⇑
∼= . Then we use axiom
M1 in order to have
W
idW //
 _
k

∼
W

ε⇓∼=
W ′
m
==
// 1
. The existence of the desired H ′ follows from Corollary
4.24, item 1, taking h′ = h ∗m, ρ = h ∗ ε : h′ ∗ k =⇒ h and considering the diagram
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Xd0 //
d1
//
d′0
++
d′1
++
x
''α0⇑α1 ⇑
W
k

∼
s //
µ⇑
Z
idZ

id⇑ id⇑
W ′ ∼
s′ // Z
X
id⇑
x′
""
d′0
++d′1 ++
x
''
Z
idZ

W ′ ∼
s′ // Z
Remark 4.28. The previous two lemmas admit a unified proof using Corollary 4.24 only
once. However we consider that the proof in two separate steps is easier to follow.
Lemma 4.29. Let f
H +3/o/o /o/o g be a fibrant σ-homotopy, then there is a fibrant w-homotopy
f
H′ +3/o/o /o/o g such that [H ′] = [H ].
Proof. We proceed in two steps. In step 1., we will show that given H as in the hypothesis,
there exists H ′ with [H ′] = [H ], which is still fibrant and such that Z ′ = X and x′ = idX .
In step 2., we will show that given H satisfying these extra conditions, there exists a
fibrant w-homotopy H ′ (i.e. satisfying the condition that
(
d0
d1
)
is a cofibration) such that
[H ′] = [H ].
1. We consider in the diagram below the Pullback W ′ of s and s∗d1 (recall axiomsM3 and
M4 so that s′ results a trivial fibration). From the universal property of the coProduct
(recall our notation from 3.3), we have a 2-cell
(
α˜
ididX
)
: s∗
(
d0
d1
)
⇒ s∗d1∗∇X , which induces
by the universal property of the Pullback the diagram below
X ∐X
∇X
((α′ ⇑ ∼=
γ ⇑ ∼=
(d
′
0
d′
1
)
//
(d0d1) ,,
W ′
k

∼
s′ // //
µ⇑
X
s∗d1

W ∼
s // // Z
= X ∐X
∇X
((
(d0d1) ,,
( α˜ididX
) ⇑
X
s∗d1

W ∼
s // // Z
It is clear that the equality above is equivalent to the following two equalities
X
d′0 //
d′1
//
d0
,,d1 ,,
id
((α′0⇑α
′
1 ⇑
W ′
k

∼
s′ //
µ⇑
X
s∗d1

γ0⇑ γ1 ⇑
W ∼
s // Z
= X
ids∗d1 ⇑
α˜⇑ ididX ⇑
s∗d1
""
d0
,,d1 ,,
idX
''
X
s∗d1

W ∼
s // Z
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Recalling from Remark 4.9 the definition of the σ-cylinder C1, we note that these
equalities are those defining a morphism C ′ −→ C1, which allows to use Remark 4.23, item
2 (considering h′ = h ∗ k, ρ = id) in order to have H ′ with [H ′] = [H1] = [H ].
2. We use axiom M2 and factorize
X ∐X
(d0d1) // r
(d
′
0
d′
1
) $$■
■■
■■
■■
■■
W
W ′
k
== ==④④④④④④④④
∼γ ⇑
∼= . We consider the diagram
X
d′0 //
d′1
//
d0 ,,
d1
,,
idX
((
W ′
k

∼
s′ //
id⇑
X
idX

γ0⇑γ1 ⇑
W ∼
s // X
X
α0⇑α1 ⇑
ididX ⇑
idX
""
d0
,,d1 ,,
idX
''
X
idX

W ∼
s // X
which by Corollary 4.24, item 2 allows to define the desired fibrant w-homotopy H ′ .
Proposition 4.30. Let X
f //
g
// Y ∈ C, with Y a fibrant object. Let f
H +3/o/o /o/o g be a σ-
homotopy. Then there is a fibrant w-homotopy H ′ such that [H ′] = [H ].
Proof. Use in turn Lemmas 4.26, 4.27 and 4.29.
5 Replacement for model bicategories
In this section we will construct a pseudofunctor C
r
−→ Ho(C) which will be the localization
of C with respect toW. We will construct r by developing a fibrant-cofibrant replacement,
that is an assignation X
f //
µ⇓
g
// Y ❀ RQX
RQf //
RQµ⇓
RQg
// RQY satisfying appropriate conditions
and such that all the RQX are fibrant-cofibrant objects. Note that we will not assume
this assignation to be functorial, but when we compose it with C
i
−→ Ho(C,W) then we
will be able to find the 2-cells which make it into a pseudofunctor r.
Definition 5.1. Let C be a model bicategory. We define the following:
• Given an object X, by factorizing 0 −→ X using axiom M2, we construct a cofibrant
object that we call QX and a trivial fibration that we call QX
pX
−→ X. If X is already
cofibrant, we choose QX = X and pX = idX .
• Given an arrow X
f
−→ Y , we use axiom M1 to construct Qf and ρf :
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0 //

∼=
QY
pY

QX pX
// X
f
// Y
❀
0
∼=
//

QY
pY

∼= ⇓ ρf
QX
MMMQfMMM✇
✇
✇
;;✇
✇
✇
pX
// X
f
// Y
If X and Y are cofibrant, we choose Qf = f and ρf = idf .
• Given a 2-cell X
f //
µ⇓
g
// Y , we use axiom M1 (see item LP2 in Definition 3.1), to
construct QX
Qf //
Qµ⇓
Qg
// QY such that pY ∗Qµ = (ρg)
−1 ◦ µ ∗ pX ◦ ρf .
If X and Y are cofibrant, we choose Qµ = µ.
Dually, we construct for each X a fibrant object RX and a trivial cofibration X
iX−→ RX,
for each X
f
−→ Y an arrow RX
Rf
−→ RY and an invertible 2-cell iY ∗ f
λf
⇒ Rf ∗ iX , and
for each 2-cell f
µ
⇒ g a 2-cell Rf
Rµ
⇒ Rg. Note that if X is fibrant (resp. cofibrant), then
so is QX (resp. RX).
Remark 5.2. Note that, in the case that f is a weak equivalence, both Qf and Rf are
also weak equivalences by axiom M5.
The following results, which we state only for Q, admit dual versions for R which we
omit to write explicitly.
Remark 5.3. Note that Q does not necessarily define a pseudofunctor C −→ Cc. In order
to have this, one has to pass to the homotopy bicategory, which we will do below.
Lemma 5.4. Consider C
i
−→ Ho(C,W).
1. For X
f //
µ⇓
f
// Y , if iµ = idf then iQµ = idQf .
2. For X
f
µ⇓
//
g
ν ⇓
//
h //
Y , X
f //
δ⇓
h
// Y , if i(ν ◦ µ) = iδ then i(Qν ◦Qµ) = iQδ.
Proof. 1. From the definition of Qµ we have pY ∗ Qµ = ρ
−1
f ◦ µ ∗ pX ◦ ρf , thus applying i
it follows pY ∗ iQµ = idpY ∗Qf , and we conclude that iQµ = idQf by Proposition 4.12.
2. From the definition of Q in 2-cells we have pY ∗ (Qν ◦Qµ) = ρ
−1
h ◦ (ν ◦ µ) ∗ pX ◦ ρf ,
pY ∗ Qδ = ρ
−1
h ◦ (δ ∗ pX) ◦ ρf . Applying i it follows pY ∗ i(Qν ◦ Qµ) = pY ∗ iQδ, and we
conclude by Proposition 4.12.
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Proposition 5.5. Recall that Ho(C) = Hofc(C,W), the full subbicategory of
Ho(C,W) given by the fibrant-cofibrant objects. We consider the projection 2-functor
C
i
−→ Ho(C,W), recall from 4.11 that iX = X, if = f . There is a pseudofunctor
r : C → Ho(C) such that
r(X
f //
µ⇓
g
// Y ) = RQX
RQf //
i(RQµ)⇓
RQg
// RQY.
Remark 5.6. We denote by Cfc
i|fc
−→ Ho(C) the 2-functor given by the restriction of i.
Since for objects, arrows and 2-cells of Cfc we have RQX = X , RQf = f , RQµ = µ, then
the restriction of r to Cfc equals i|fc.
The proof of the previous proposition will occupy the remainder of this section. Note
that it is not at all evident that the definition of r above can be made part of a pseudo-
functor structure. It is the technical Lemma 5.11 which will allow us to prove that this is
the case by finding the structural 2-cells ξ, φ.
Definition 5.7. We say that a w-homotopy H = (C, h, η, ε) has invertible cells when η
and ε are invertible.
Lemma 5.8. Let X
f //
µ⇓
g
// Y ∈ C be an invertible 2-cell. Then we can choose f
Iµ +3/o/o /o/o g
in 4.11 to be a fibrant w-homotopy with invertible cells.
Proof. We proceed as in Remark 4.3 and construct a fibrant w-cylinder
C = (W, d0, d1, s, α0, α1). We define H = (C, f ∗ s, f ∗ α
−1
0 , µ ◦ f ∗ α1). To verify
H = Iµ, let C
F
−→ D be a 2-functor that maps the weak equivalences to equivalences, then
F̂H is the composition
Ff
Ff∗Fα−10======⇒ Ff ∗ Fs ∗ Fd0
Ff∗Fs∗F̂C
======⇒ Ff ∗ Fs ∗ Fd1
Ff∗Fα1
=====⇒ Ff
Fµ
==⇒ Fg.
Since by definition we have Fs ∗ F̂C = Fα−11 ◦Fα0, the composition clearly reduces to
Fµ as desired.
The w-homotopies with invertible cells are the ones that allow to generalize to the
context of bicategories the following results which hold for model categories and will be
used for the proof of Lemma 5.11.
Lemma 5.9. Let X
f //
g // Y
′ p
∼
// // Y ∈ C, and let p ∗ f
H +3/o/o /o/o p ∗ g be a w-homotopy with
invertible cells. Then there exists a w-homotopy f
H′ +3/o/o /o/o g with invertible cells such that
[p ∗H ′] = [H ].
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Proof. We use axiom M1 as follows (recall our notation from 3.3):
X ∐X
(
f
g
)
//
(
d0
d1
)

∼= ⇓ ( ηε−1)
Y ′
p

W
h
// Y
❀
X ∐X
∼= ⇓ (λ0λ1)
(
f
g
)
//
(
d0
d1
)

Y ′
p

∼= ⇓ ρ
W
MMMh′MMM①
①
①
<<①
①
①
①
h
// Y
We define H ′ = (C, h′, λ0, λ
−1
1 ), thus by definition (see 4.10) p∗H
′ = (C, p∗h′, p∗λ0, p∗
λ−11 ). We will show that [p ∗H
′] = [H ] using Corollary 4.25. Thus it only remains to check
the hypothesis of the Corollary, which become in this case:
1. p ∗ λ0 equals the composition p ∗ f
η
=⇒ h ∗ d0
ρ−1∗d0
====⇒ p ∗ h′ ∗ d0.
2. p ∗ λ−11 equals the composition p ∗ h
′ ∗ d1
ρ∗d1
==⇒ h ∗ d1
ε
=⇒ p ∗ g.
But these two conditions are clearly equivalent to the equation ρ ∗
(
d0
d1
)
◦ p ∗
(
λ0
λ1
)
=
(
η
ε−1
)
,
which we have from axiom LP1 in Definition 3.1.
We now consider the notion of right w-homotopy, dual to that of Definition 4.1. It
arises from considering the opposite model structure on the bicategory Cop, which is done
exactly as in the 1-dimensional case (note that we reverse the 1-cells but not the 2-cells of
C). Explicitly, a right w-homotopy H from f to g is a right σ-homotopy as in 4.2 in which
Z = Y , y = idY and W
(d0,d1)
−−−−→ Y × Y is a fibration. The notion dual of that of w-cylinder
is called w-path-object, and it is cofibrant when the arrow s is a cofibration. Note that the
construction in 4.6 can be easily dualized for a right σ-homotopy, and thus Definition 4.7
makes sense when either one or both H,K are right σ-homotopies.
The following lemma is a bicategorical version of [17, I,1,Lemma 5], it allows to switch
from left to right homotopies staying in the same class. Note also that, used together with
its dual, it implies that for fibrant-cofibrant objects, left w-homotopies with invertible cells
can always be taken with respect to a fixed w-cylinder. The possibility of considering a
fixed w-cylinder is relevant regarding the size of the bicategory Ho(C). We were not able
to prove a generalization of the lemma below for homotopies with arbitrary 2-cells (and in
fact we don’t think it holds), thus for arbitrary model bicategories the results of Section 4
is as far as we can go on the description of Ho(C).
Lemma 5.10. Let X
f //
g // Y ∈ C, with X a cofibrant object, and f
H +3/o/o /o/o g a left w-
homotopy with invertible cells. Then there exists a right cofibrant w-homotopy f
H′ +3/o/o /o/o g
with invertible cells such that [H ′] = [H ], which furthermore can be taken with respect to
any choice of w-path-object.
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Proof. We can construct a cofibrant w-path-object for Y , C ′ = (W ′, d′0, d
′
1, s
′, α′0, α
′
1) dually
as it is done in Remark 4.3. Note that the construction below can be made for an arbitrary
w-path-object C ′. We define the 2-cell γ0 as the composition d
′
0∗s
′∗f
α′0∗f===⇒ f
f∗α−10====⇒ f∗s∗d0
and the 2-cell γ1 as the composition d
′
1 ∗ s
′ ∗ f
α′1∗f===⇒ f
η
=⇒ h ∗ d0. By Lemma 4.4, we can
use axiom M1 as follows:
X
s′∗f //
d0

∼= ⇓ (γ0,γ1)
W ′
(d′0,d
′
1)

W
(f∗s,h)
// Y × Y
❀
X
∼= ⇓ λ
s′∗f //
d0

W ′
(d′0,d
′
1)

∼= ⇓ ρ
W
MMMkMMM②
②
②
<<②
②
②
②
(f∗s,h)
// Y × Y
We have thus the equalities
1.
d′0 s
′ f
✗✗✗✗✗
α′0
✮✮✮✮
f
✑✑
✑✑
✑
✵✵
✵✵
α−10
f s M d0
=
d′0 s
′
✪✪
✪✪
λ
f
✙✙
✙
d′0
✪✪
✪
ρ0
k
✙✙
✙✙
d0
f s d0
2.
d′1 s
′ f
✔✔✔✔✔
α′1
✱✱✱✱✱
f
✏✏
✏ ✵✵
✵
η
h d0
=
d′0 s
′
✪✪
✪✪
λ
f
✙✙
✙
d′0 k d0
h
✏✏✏✏
ρ1
✴✴✴
d0
We define h′ = k ∗ c, η′ as the composition f
f∗α−11====⇒ f ∗ s ∗ d1
ρ−10 ∗d1====⇒ d′0 ∗ k ∗ d1, ε
′ as
the composition d′1 ∗ k ∗ d1
ρ1∗d1
===⇒ h ∗ d1
ε
⇒ g and H ′ = (C ′, h′, η′, ε′). Note that from the
equation Fs ∗ F̂C = Fα−11 ◦ Fα0 defining F̂C it follows 3. Fs ∗ F̂C ◦ Fα
−1
0 = Fα
−1
1 , and
similarly for F̂C ′. We show now that [H ′] = [H ] (note that H ′ is a right σ-homotopy and
H is a left σ-homotopy).
Ff
✕✕
✕✕✮✮
✮✮
F̂H′
Fg
=
Ff M
✑✑
✑✑
✑
✴✴
✴✴
✴
Fα−11
Ff
✩✩
✩✩
Fρ−10
Fs
✚✚
✚✚
✚
Fd1
Fd′0
✙✙
✙✙✪✪
✪✪
F̂C′
Fk
Fd′1 Fk
Fh
✎✎✎✎✎
Fρ1
✶✶✶✶✶
✴✴
✴✴
✴
Fε
Fd1
  
  
  
Fg
3.
=
Ff MM
☛☛
☛☛
☛
✺✺
✺✺
✺
Fα−10
Fs Fd0
✙✙
✙✙✪✪
✪✪
F̂C
Ff
✩✩
✩✩
Fρ−10
Fs
✚✚
✚✚
✚
Fd1
Fd′0
✙✙
✙✙✪✪
✪✪
F̂C′
Fk
Fd′1 Fk
Fh
✎✎✎✎✎
Fρ1
✶✶✶✶✶
✴✴
✴✴
✴
Fε
Fd1
✇✇
✇✇
✇✇
✇
Fg
(2.2)
=
Ff MM
☛☛
☛☛
☛
✺✺
✺✺
✺
Fα−10
Ff
✩✩
✩✩
Fρ−10
Fs
✚✚
✚✚
✚
Fd0
Fd′0 Fk Fd0
✙✙
✙✙
✙
✪✪
✪✪
✪
F̂C
Fd′0
✙✙
✙✙✪✪
✪✪
F̂C′
Fd1
Fd′1 Fk
Fh
✎✎✎✎✎
Fρ1
✶✶✶✶✶
✴✴
✴✴
✴
Fε
Fd1
✇✇
✇✇
✇✇
✇
Fg
1.
=
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MM
✠✠
✠✠
✠
✹✹
✹✹
✹
F (α′0)
−1
Ff
Fd′0 Fs
′
✩✩
✩✩
✩
Fλ
Ff
✚✚
✚✚
Fk Fd0
✙✙
✙✙✪✪
✪✪
F̂C
Fd′0
✙✙
✙✙✪✪
✪✪
F̂C′
Fd1
Fd′1 Fk
Fh
✡✡✡✡✡
Fρ1
✺✺✺✺✺
✹✹
✹✹
✹
Fε
Fd1
✆✆
✆✆
✆
Fg
(2.2)
=
MM
✠✠
✠✠
✠
✹✹
✹✹
✹
F (α′0)
−1
Ff
Fd′0
✙✙
✙✙✪✪
✪✪
F̂C′
Fs′
Fd′1 Fs
′
✩✩
✩✩
✩
Fλ
Ff
✚✚
✚✚
Fd′1 Fk Fd0
Fh
✡✡✡✡✡
Fρ1
✺✺✺✺✺
Fd0
✙✙
✙✙✪✪
✪✪
F̂C
Fh Fd1
Fg
✹✹✹✹✹
✆✆✆✆✆
Fε
3.
=
MM
✠✠
✠✠
✠
✹✹
✹✹
✹
F (α′1)
−1
Ff
Fd′1 Fs
′
✩✩
✩✩
✩
Fλ
Ff
✚✚
✚✚
Fd′1 Fk Fd0
Fh
✡✡✡✡✡
Fρ1
✺✺✺✺✺
Fd0
✙✙
✙✙✪✪
✪✪
F̂C
Fh Fd1
Fg
✹✹✹✹✹
✆✆✆✆✆
Fε
2.
=
Ff
✎✎
✎✎ ✶✶
✶✶
✶
Fη
Fh Fd0
✙✙
✙✙✪✪
✪✪
F̂C
Fh Fd1
Fg
✌✌✌✌✌
Fε
✴✴✴✴✴
which equals F̂H.
By the previous lemma (and its dual version), when we are only interested in classes of
homotopies with invertible cells between fibrant-cofibrant objects, we can avoid to mention
explicitly if we are working with left or right homotopies.
For any σ-homotopy H between arbitrary arrows (in particular for any w-homotopy),
we write [H ] for its class in Ho(C,W), but note that for arrows between fibrant-cofibrant
objects this class coincides with the class in Ho(C).
Lemma 5.11. Recall the construction Q from Definition 5.1. For this lemma we will
consider only left w-homotopies with invertible cells, thus for convenience we will omit to
specify it each time: for the statement of this lemma, by +3/o/o /o/o we mean a left w-homotopy
with invertible cells.
1. Given X
f
−→ X ∈ C and idX
H +3/o/o /o/o f , there exists idQX
ξQH +3/o/o /o/o Qf such that
pX ∗ [ξQH ] = ρ
−1
f ◦ [H ] ∗ pX .
2. Given X
f
−→ Y
g
−→ Z, X
l
−→ Z ∈ C and g ∗ f
H +3/o/o /o/o l , there exists
Qg ∗Qf
φQH +3/o/o /o/o Ql such that pZ ∗ [φQH ] = ρ
−1
l ◦ [H ] ∗ pX ◦ g ∗ ρf ◦ ρg ∗Qf .
3. Given X
f
−→ X
g
−→ Y ∈ C, idX
H1 +3/o/o /o/o f and g ∗ f
H2 +3/o/o /o/o g such that
[H2] ◦ g ∗ [H1] = idg, then [φQH2] ◦Qg ∗ [ξQH1] = idQg.
4. Given X
f
−→ Y
g
−→ Y ∈ C, idY
H1 +3/o/o /o/o g and g ∗ f
H2 +3/o/o /o/o f such that
[H2] ◦ [H1] ∗ f = idf , then [φQH2] ◦ [ξQH1] ∗Qf = idQf .
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5. Given X
f
−→ Y
g
−→ Z
h
−→ W ∈ C, g ∗ f
H1 +3/o/o /o/o g ∗ f , h ∗ g
H2 +3/o/o /o/o h ∗ g ,
h ∗ (g ∗ f)
H3 +3/o/o /o/o h ∗ g ∗ f and (h ∗ g) ∗ f
H4 +3/o/o /o/o h ∗ g ∗ f such that
[H4] ◦ [H2] ∗ f = [H3] ◦ h ∗ [H1], then [φQH4] ◦ [φQH2] ∗Qf = [φQH3] ◦Qh ∗ [φQH1].
6. Given X
f1 //
α⇓
f2
// Y, Y
g1 //
β⇓
g2
// Z,X
l1 //
γ⇓
l2
// Z ∈ C, g1 ∗ f1
H1 +3/o/o /o/o l1 and g2 ∗ f2
H2 +3/o/o /o/o l2
such that [H2]◦β∗f2◦g1∗α = γ◦[H1], then [φQH2]◦Qβ∗Qf2◦Qg1∗Qα = Qγ◦[φQH1].
Proof. 1. Apply Lemma 5.9 to ρ−1f ◦H ∗ px.
2. Apply Lemma 5.9 to ρ−1l ◦H ∗ px ◦ g ∗ ρf ◦ ρg ∗Qf .
3. By Proposition 4.12, it is enough to check that they coincide followed by pY . In the
following elevators, by ∼ we mean that both sides are in the same equivalence class.
Recall that we abuse of notation as explained in 2.1.
pY Qg
✗✗
✗✗✬✬
✬✬
ξQH1
Qg Qf
pY Qg
☞☞☞
φQH2
✷✷✷
2.
∼
pY Qg
✗✗
✗✗✬✬
✬✬
ξQH1
pY
✪✪
✪
ρg
Qg
✙✙
✙
Qf
g pX
✪✪
✪
ρf
Qf
✙✙
✙
g f pX
g
✌✌✌✌
H2
✵✵✵✵
✫✫
✫
ρ−1g
pX
✘✘
✘
pY Qg
(2.2)
∼
pY
✫✫
✫
ρg
Qg
✘✘
✘
g pX
✗✗
✗✗✬✬
✬✬
ξQH1
pX
✪✪
✪
ρf
Qf
✙✙
✙
g f pX
g
✌✌✌✌
H2
✵✵✵✵
✫✫
✫
ρ−1g
pX
✘✘
✘
pY Qg
1.
∼
pY
✫✫
✫
ρg
Qg
✘✘
✘
g
✗✗
✗✗✬✬
✬✬
H1
pX
g f
g
✒✒✒
H2
✵✵✵✵
✫✫
✫
ρ−1g
pX
✘✘
✘
pY Qg
It is immediate from the hypothesis that the elevator on the right above gives the
identity of pY ∗Qg.
4. The proof is analogous to the one of the previous item.
5. By Proposition 4.12, it is enough to check that they coincide followed by pW :
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pW Qh Qg Qf
Q(h ∗ g)
rrrrrr
φQH2
❃❃❃❃
Qf
pW Q(h ∗ g ∗ f)
▲▲▲▲▲
φQH4 ②②②②
2.
∼
pW
✪✪
✪
ρh
Qh
✙✙
✙
Qg Qf
h pZ
✪✪
✪
ρg
Qg
✙✙
✙
h
✪✪
✪
H2
g
✙✙
✙
pY
h g pY
✪✪
✪
ρf
Qf
✙✙
✙
h
✪✪
✪ g
H4
f
✙✙
✙
pX
h
✺✺
✺✺
✺ g
ρ−1
h∗g∗f
f pX
①①①
①①
pW Q(h ∗ g ∗ f)
(2.2)
∼
pW
✪✪
✪
ρh
Qh
✙✙
✙
Qg Qf
h pZ
✪✪
✪
ρg
Qg
✙✙
✙
g pY
✪✪
✪
ρf
Qf
✙✙
✙
h
✪✪
✪
H2
g
✙✙
✙
f pX
h
✪✪
✪ g
H4
f
✙✙
✙
h
✽✽
✽✽
✽ g
ρ−1
h∗g∗f
f pX
✈✈✈
✈✈
pW Q(h ∗ g ∗ f)
∼
pW
✪✪
✪
ρh
Qh
✙✙
✙
Qg Qf
h pZ
✪✪
✪
ρg
Qg
✙✙
✙
g pY
✪✪
✪
ρf
Qf
✙✙
✙
g
✪✪
✪
H1
f
✙✙
✙
pX
h
✪✪
✪ g
H3
f
✙✙
✙
h
✽✽
✽✽
✽ g
ρ−1
h∗g∗f
f pX
✈✈✈
✈✈
pW Q(h ∗ g ∗ f)
2.
∼
pW
✪✪
✪
ρh
Qh
✙✙
✙
Qg Qf
h pZ Qg Qf
pZ
✙✙
✙ ρg∗f
Q(g ∗ f)
✼✼
✼✼
❏❏❏❏❏❏
φQH1 ✞✞✞
h
✪✪
✪ g
H3
f
✙✙
✙
pX
h
✽✽
✽✽
✽ g
ρ−1
h∗g∗f
f pX
♠♠♠
♠♠♠
♠♠
pW Q(h ∗ g ∗ f)
(2.2)
∼
pW Qh Qg Qf
pW
✪✪
✪
ρh
Qh
✙✙
✙
Qgf
✺✺✺φQH1 ✒✒✒
h pZ
✙✙
✙ ρg∗f
Qgf
✱✱
✱✱
h
✪✪
✪ g
H3
f
✙✙
✙
pX
h
✽✽
✽✽
✽ g
ρ−1
h∗g∗f
f pX
⑥⑥
⑥⑥
pW Qhgf
2.
∼
pW Qh Qg Qf
Qh
✻✻
✻
Qgf
☛☛☛
φQH1
✿✿✿✿
☎☎
☎☎
pW Qhgf
φQH3
6. By Proposition 4.12, it is enough to check that they coincide followed by pZ :
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pZ Qg1 Qf1
✗✗
✗✬✬
✬
Qα
Qg1
✗✗
✗✬✬
✬
Qβ
Qf2
Qg2 Qf2
pZ Qℓ2
☞☞☞
φQH2
✶✶✶
2.
∼
pZ Qg1 Qf1
✗✗
✗✬✬
✬
Qα
Qg1
✗✗
✗✬✬
✬
Qβ
Qf2
pZ
✪✪
✪
ρg2
Qg2
✙✙
✙
g2 pY
✪✪
✪
ρf2
Qf2
✙✙
✙
g2 f2 pX
ℓ2
☞☞☞H2
✴✴✴
✪✪
✪
ρ−1
ℓ2
pX
✙✙
✙
pZ Qℓ2
5.1.
∼
pZ Qg1 Qf1
✗✗
✗✬✬
✬
Qα
pZ
✫✫
✫
ρg1
Qg1
✘✘
✘
Qf2
g1
✘✘
✘✫✫
✫
β
pY
g2 pY
✪✪
✪
ρf2
Qf2
✙✙
✙
g2 f2 pX
ℓ2
☞☞☞H2
✴✴✴
✪✪
✪
ρ−1
ℓ2
pX
✙✙
✙
pZ Qℓ2
(2.2)
∼
pZ
✪✪
✪
ρg1
Qg1
✙✙
✙
Qf1
g1 pY Qf1
✗✗
✗✬✬
✬
Qα
pY
✪✪
✪
ρf2
Qf2
✙✙
✙
g1
✙✙
✙✪✪
✪
β
f2 pX
g2 f2
ℓ2
☞☞☞H2
✴✴✴
✪✪
✪
ρ−1
ℓ2
pX
✙✙
✙
pZ Qℓ2
5.1.
∼
pZ
✪✪
✪
ρg1
Qg1
✙✙
✙
Qf1
g1 pY
✪✪
✪
ρf1
Qf1
✙✙
✙
f1
✙✙
✙✪✪
✪
α
pX
g1
✙✙
✙✪✪
✪
β
f2
g2 f2
ℓ2
☞☞☞H2
✴✴✴
✪✪
✪
ρ−1
ℓ2
pX
✙✙
✙
pZ Qℓ2
∼
pZ
✪✪
✪
ρg1
Qg1
✙✙
✙
Qf1
g1 pY
✪✪
✪
ρf1
Qf1
✙✙
✙
g1 f1 pX
ℓ1
✙✙
✙✪✪
✪
γ
☛☛☛H1
✴✴✴
ℓ2
✪✪
✪
ρ−1
ℓ2
pX
✙✙
✙
pZ Qℓ2
2.
∼
pZ Qg1 Qf1
pZ
✪✪
✪
ρℓ1
Qℓ1
✙✙
✙
✟✟✟
φQH1
✻✻✻
ℓ1
✙✙
✙✪✪
✪
γ
pX
ℓ2
✪✪
✪
ρ−1
ℓ2
pX
✙✙
✙
pZ Qℓ2
5.1.
∼
pZ Qg1 Qf1
Qℓ1
✟✟✟
φQH1
✻✻✻
✗✗
✗✬✬
✬
Qγ
pZ Qℓ2
Proof of Proposition 5.5. The fact that C(X, Y )
r
−→ Ho(C)(RQX,RQY ) is a functor for
each X, Y follows from Lemma 5.4 and its dual version applied one after the other (con-
sidering µ = idf in item 1, and δ = ν ◦ µ in item 2). The structural 2-cells of r are given
by (recall Lemma 5.8):
ξX = [ξR ξQ I
idX ] for each X and φf,g = [φR φQ I
g∗f ] for each f, g
It is important to be aware that we are using the fact that QX is cofibrant for all X and
Lemma 5.10 in order to be able to pass from left homotopies to right homotopies and use
the dual version of Lemma 5.11. Since RQX is fibrant-cofibrant for all X , this procedure
yields 2-cells of Ho(C) as desired. It only remains to verify the pseudofunctor axioms.
P1. Since idf ◦ f ∗ ididX = idf , this axiom follows from item 3 of Lemma 5.11 and its dual
version applied one after the other.
29
P2. is identical to the previous one but using item 4 instead of item 3.
P3. Since idh∗g∗f ◦idh∗g∗f = idh∗g∗f ◦h∗idg∗f , this axiom follows from item 5 of Lemma 5.11
and its dual version applied one after the other.
Nφ. Since idg2∗f2 ◦ β ∗ f2 ◦ g1 ∗ α = β ∗ α ◦ idg1∗f1 , this axiom follows from item 6 of
Lemma 5.11 and its dual version applied one after the other.
6 The localization theorem
The following is the main result of this article:
Theorem 6.1. For any model bicategory C, the pseudofunctor r defined in Proposition 5.5
is the localization of C with respect to W, in the sense that it maps the arrows of W to
equivalences and furthermore the pseudofunctor Hom(Ho(C),D)
r∗
−→ HomW ,Θ(C,D) is a
pseudoequivalence of bicategories for every bicategory D. Note that this amounts to the
following three statements:
1. For any pseudofunctor C
F
−→ D that maps the weak equivalences to equivalences,
there exist a pseudofunctor Ho(C)
F
−→ D and a pseudonatural equivalence Fr
eF
=⇒ F .
2. Given two pseudofunctors Ho(C)
F,G
−−→ D and a pseudonatural transformation Fr
θ
⇒
Gr, there is a pseudonatural transformation F
θ
⇒ G and an invertible modification θr ∼= θ.
3. Given two pseudofunctors Ho(C)
F ,G
−−→ D, two pseudonatural transformations Fr
θ,η
=⇒
Gr and a modification θr
ρ
−→ ηr, there is a modification θ
ρ
−→ η unique such that ρr = ρ.
Recall that Ho(C) = Hofc(C,W). Consider the following diagram (for which the left
part is commutative by Remark 5.6, but the right part isn’t so):
C
i
''
r
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆
Cfc
inc
11
i //Ho(Cfc,W)
# //Ho(C)
inc //Ho(C,W)
(6.2)
The 2-functor # above is defined by the formulas #X = X , #f = f , #[H ] = [H ], and
exists with greater generality for any full subbicategory of C. Note that the equivalence
relation defining each of the classes ofH is different, but for any two suchH,K if F̂H = F̂K
for any 2-functor (Cfc,W)
F
−→ (D, qΘ), then this also happens for any (C,W)
F
−→ (D, qΘ)
as we can restrict it to Cfc. This gives the well-definition of #.
For the proof of this theorem we will apply the following two results, considering the
two projection 2-functors i of the diagram above. The first result is proven in [4, Th. 3.46]:
Proposition 6.3. Consider the projection 2-functor C
i
−→ Ho(C,W), for a family W of
arrows of an arbitrary bicategory C. For the statement of this proposition, let us denote
by (C,W)
F
−→ (D,Θ) a pseudofunctor C
F
−→ D between bicategories that maps the weak
equivalences to equivalences.
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1. For any (C,W)
F
−→ (D,Θ), there exists a unique extension of F to Ho(C,W). That
is, there is a pseudofunctor Ho(C,W)
F ′
−→ D, unique such that F ′i = F . Furthermore the
value of F ′ in the class of a σ-homotopy H is F̂H, that is, F ′[H ] = F̂H.
2. For every pseudonatural transformation F
θ
⇒ G : (C,W) −→ (D,Θ) there is a
pseudonatural transformation F ′
θ′
⇒ G′ unique such that θ′i = θ.
3. For every modification θ
ρ
−→ η : F ⇒ G : (C,W) −→ (D,Θ) there is a modification
θ′
ρ′
−→ η′ unique such that ρ′i = ρ.
Recall also [4, Prop. 3.54]: the projection 2-functor i maps w-split weak equivalences
(see Definition 3.11) to equivalences. Thus, from Proposition 3.12 we have:
Proposition 6.4. The 2-functors Cfc
i
−→ Ho(Cfc,W) and Cfc
inc
−→ C
i
−→ Ho(C,W) map
the weak equivalences to equivalences.
Considering Cfc
i
−→ Ho(Cfc,W) as F in Proposition 6.3, it follows:
Corollary 6.5. For any σ-homotopy H of Ho(Cfc,W), we have [H ] = îH.
Proof of Theorem 6.1. r maps the weak equivalences to equivalences since for any such
f , RQf is also a weak equivalence by Remark 5.2 and therefore r(f) = i(RQf) is an
equivalence by Proposition 6.4.
We show now item 1 of the Theorem. Let (C,W)
F
−→ (D,Θ), we consider its extension
F ′ to Ho(C,W) given by Proposition 6.3 and take F as its restriction to Ho(C), F = F ′inc.
We will define a pseudonatural equivalence Fr
eF
⇒ F .
Note that for X ∈ C, FrX = FRQX and so we define eFX = FpX ∗ Fi
−1
QX (where
Fi−1QX denotes a pseudo inverse of FiQX, see the diagram (6.6) below). Note that it is an
equivalence as desired.
For the definition of the 2-cells eFf it is convenient to use the following notation: given
an arbitrary 2-cell of C fitting as follows
·
α ⇓
f //
g

·
h

·
ℓ
// ·
, we denote by F˜α the 2-cell given by
the composition Fh ∗ Ff
φ
⇒ F (h ∗ f)
Fα
⇒ F (ℓ ∗ g)
φ
⇒ Fℓ ∗ Fg. By the constructions in
Definition 5.1, for each arrow X
f
−→ Y of C we have the diagram
FRQX
F˜ λQf ⇓ ∼=FRQf

FQX
F˜ ρf ⇓ ∼=FQf

FpX //
F iQXoo FX
Ff

FRQY FQY
FpY
//
F iQY
oo FY
(6.6)
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Note that F ′0rf = FRQf and so we can define e
F
f as the following composition:
Ff
✪✪
✪
F˜ ρf
FpX
✙✙
✙
Fi−1QX
FpY
☛☛
☛☛
✼✼
✼✼
✼
∼=
FQf
Fi−1QY FiQY
✩✩
✩✩
F˜ λQf
FQf
✚✚
✚✚
FRQf FiQX Fi
−1
QX
FpY Fi
−1
QY FRQf
☞☞☞☞☞
∼=
✷✷✷✷✷✷
(6.7)
We will show now axioms PN0-2. The three proofs involve similar ideas, for the sake
of exposition it is convenient to start with axiom PN2, for which computations are the
easiest. By the definitions of Qµ and RQµ in Definition 5.1 we have the equalities
f
✘✘
✘✫✫
✫
µ
pX
g
✫✫
✫
ρg
pX
✘✘
✘
pY Qf
=
f
✪✪
✪
ρf
pX
✙✙
✙
pY Qf
✗✗
✗✬✬
✬
Qµ
pY Qg
,
iQY Qf
✘✘
✘✫✫
✫
Qµ
iQY
✪✪
✪
λQg
Qg
✙✙
✙
RQg iQX
=
iQY
✪✪
✪
λQf
Qf
✙✙
✙
RQf
✘✘
✘✫✫
✫
RQµ
iQX
RQg iQX
Applying F and using axiom P3, it easily follows
A.
Ff
✗✗
✗✬✬
✬
Fµ
FpX
Fg
✪✪
✪
F˜ ρg
FpX
✙✙
✙
FpY FQf
=
Ff
✪✪
✪
F˜ ρf
FpX
✙✙
✙
FpY FQf
✗✗
✗✬✬
✬
FQµ
FpY FQg
, B.
F iQY FQf
✘✘
✘✫✫
✫
FQµ
FiQY
✪✪
✪
F˜ λQg
FQg
✙✙
✙
FRQg FiQX
=
FiQY
✪✪
✪
F˜ λQf
FQf
✙✙
✙
FRQf
✘✘
✘✫✫
✫
FRQµ
FiQX
FRQg FiQX
Now, the equality in PN2 that we have to show is the following (note that F ′0rµ =
FRQµ)
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Ff
✘✘
✘✫✫
✫
Fµ
FpX Fi
−1
QX
Fg
✪✪
✪
F˜ ρg
FpX
✙✙
✙
FpY
✌✌
✌✌
✹✹
✹✹
✹
∼=
FQg
Fi−1QY FiQY
✩✩
✩✩
F˜ λQg
FQg
✚✚
✚✚
FRQg FiQX Fi
−1
QX
FpY Fi
−1
QY FRQg
✍✍✍✍✍
∼=
✵✵✵✵✵
=
Ff
✪✪
✪
F˜ ρf
FpX
✙✙
✙
Fi−1QX
FpY
✌✌
✌✌
✺✺
✺✺
✺
∼=
FQf
Fi−1QY FiQY
✩✩
✩✩
F˜ λQf
FQf
✚✚
✚✚
FRQf FiQX Fi
−1
QX
FRQf
✘✘
✘✫✫
✫
FRQµ
✌✌✌✌✌
∼=
✶✶✶✶✶
FpY Fi
−1
QY FRQg
and it follows using the equalities A, B and (2.2).
We show now axiom PN1. By the constructions of φQ(idg∗f) and φRφQ(idg∗f) we have
the following coming from item 2 in Lemma 5.11 (recall that ∼ denotes the equivalence
relation between homotopies):
g f
✪✪
✪
ρf
pX
✙✙
✙
g
✪✪
✪
ρg
pY
✙✙
✙
Qf
pZ Qg Qf
pZ Q(g ∗ f)
✞✞✞
φQidg∗f
✼✼✼
∼
g ∗ f
✪✪
✪
ρg∗f
pX
✙✙
✙
pZ Q(g ∗ f)
,
iQZ
✪✪
✪
λQg
Qg
✙✙
✙
Qf
RQg iQY
✪✪
✪
λQf
Qf
✙✙
✙
RQg RQf iQX
RQ(g ∗ f)
③③③③
φRφQidg∗f
❈❈❈❈
iQX
∼
iQZ Qg Qf
iQZ
✪✪
✪
λQ(g∗f)
Q(g ∗ f)
✙✙
✙
✄✄✄✄
φQidg∗f
✿✿✿✿
RQ(g ∗ f) iQX
Each of these equalities of classes of homotopies implies by definition an equality of
2-cells of D which is obtained applying F̂ . Using 4.10 and axioms P3 and Nφ, it isn’t hard
to show that these equalities are the following ones:
A.
F g Ff
✪✪
✪
F˜ ρf
FpX
✙✙
✙
Fg
✪✪
✪
F˜ ρg
FpY
✙✙
✙
FQf
FpZ FQg FQf
F (Qg ∗Qf)
sssssφ
❏❏❏❏❏
FpZ FQ(g ∗ f)
ttttttt̂FφQidg∗f
❏❏❏❏❏❏❏
=
Fg Ff FpX
F (g ∗ f)
④④④④φ
❇❇❇❇
✪✪
✪
F˜ ρg∗f
FpX
✙✙
✙
FpZ FQ(g ∗ f)
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B.
F iQZ
✪✪
✪
F˜ λQg
FQg
✙✙
✙
FQf
FRQg FiQY
✪✪
✪
F˜ λQf
FQf
✙✙
✙
FRQg FRQf FiQX
F (RQg ∗RQf)
♦♦♦♦♦♦φ
❖❖❖❖❖❖
FRQ(gf)
♦♦♦♦♦♦♦♦♦̂FφRφQidg∗f
❖❖❖❖❖❖❖❖❖
FiQX
=
FiQZ FQg FQf
F (Qg ∗Qf)
tttttφ
❏❏❏❏❏
FiQZ
✪✪
✪
˜FλQ(g∗f)
FQ(g ∗ f)
✙✙
✙
ttttttt
̂FφQidg∗f
❏❏❏❏❏❏❏
FRQ(g ∗ f) FiQX
Now, the equality in PN1 that we have to show is
Fg Ff
✪✪
✪
F˜ ρf
FpX
✙✙
✙
Fi−1QX
Fg
✪✪
✪
F˜ ρg
FpY
✙✙
✙
✑✑
✑✑
✶✶
✶✶
✶
∼=
FQf
FpZ
✒✒
✒✒
✴✴
✴✴
✴
∼=
FQg Fi−1QY FiQY
✩✩
✩✩
F˜ λQf
FQf
✚✚
✚✚
Fi−1QZ FiQZ
✩✩
✩✩
F˜ λQg
FQg
✚✚
✚✚
FRQf FiQXFi
−1
QX
FRQg FiQY Fi
−1
QY
✑✑✑✑✑
∼=
✲✲✲✲✲
FRQg
✌✌✌✌✌
∼=
✶✶✶✶✶
φ
FRQf
✩✩
✩✩
F (RQg ∗RQf)
▼▼▼▼▼▼▼
rrrrrrr
✚✚
✚✚
FpZFi
−1
QZ FRQ(g ∗ f)
̂FφRφQidg∗f
=
Fg Ff FpX Fi
−1
QX
F (g ∗ f)
✎✎✎✎φ
✻✻✻✻
✪✪
✪
F˜ ρg∗f
FpX
✙✙
✙
FpZ
✑✑
✑✑
❃❃
❃❃
❃❃
∼=
FQ(g ∗ f)
Fi−1QZ FiQZ
✩✩
✩✩
˜FλQ(g∗f)
FQ(g ∗ f)
✚✚
✚✚
FRQ(g ∗ f) FiQX Fi
−1
QX
FpZ Fi
−1
QZFRQ(g ∗ f)
✑✑✑✑✑
∼=
✽✽✽✽✽✽
Using first a triangular equality for the equivalence FiQY , then B and finally A, the
reader will be able to obtain the right side starting from the left one.
Finally we show axiom PN0. By the constructions of ξQ(ididX ) and ξRξQ(ididX ) we have
the following coming from item 1 in Lemma 5.11:
pX
✫✫
✫
ξQididX ✘✘
✘
pX QidX
∼ ✫
✫✫
ρidX
pX
✘✘
✘
pX QidX
, ✪✪
✪✪
ξRξQididX ✙✙
✙✙
iQX
RQidX iQX
=
iQX
✪✪
✪✪
ξQididX ✙✙
✙✙
iQX
✪✪
✪
λQidX
QidX
✙✙
✙
RQidX iQX
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Similarly to the case of axiom PN1, applying F̂ and using 4.10 and axioms P1 and P2 it
follows
A.
FpX
✙✙
✙✙✪✪
✪✪
ξ
✪✪
✪✪
F (idQX)
̂FξQididX ✙✙
✙✙
FpX FQidX
=
✙✙
✙✙✪✪
✪✪
ξ
FpX
FidX
✪✪
✪
F˜ ρidX
FpX
✙✙
✙
FpX FQidX
, B.
✙✙
✙✙✪✪
✪✪
ξ
FiQX
✪✪
✪✪
FidRQX
̂FξRξQididX ✙✙
✙✙
FRQidX FiQX
=
FiQX
✙✙
✙✙✪✪
✪✪
ξ
✪✪
✪✪
FidQX
F̂ξQid ✙✙
✙✙
FiQX
✪✪
✪
˜FλQidX
FQidX
✙✙
✙
FRQidX FiQX
The equality in PN0 that we have to show is
FpX Fi
−1
QX
✚✚
✚✚✪✪
✪✪
ξ
✪✪
✪✪
FidRQX
̂FξRξQididX ✚✚
✚✚
FpX Fi
−1
QX FRQidX
=
✙✙
✙✙✪✪
✪✪
ξ
FpX Fi
−1
QX
FidX
✪✪
✪
F˜ ρidX
FpX
✙✙
✙
FpX
✍✍
✍✍
✾✾
✾✾
✾
∼=
FQidX
Fi−1QX FiQX
✩✩
✩✩
˜FλQidX
FQidX
✚✚
✚✚
FRQidX FiQX Fi
−1
QX
FpX Fi
−1
QX FRQidX
✎✎✎✎✎
∼=
✸✸✸✸✸✸
Using first A, then B and finally a triangular equality, the reader will be able to obtain
the left side starting from the right one.
To prove items 2 and 3 of the Theorem, since r maps weak equivalences to equivalences
we can use Proposition 6.3 and complete the diagram (6.2) to
C
i
''
r
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆
Cfc
inc
11
i //Ho(Cfc,W)
# //Ho(C) inc //Ho(C,W)
r′oo
(6.8)
We will show that the composition r′ inc equals the identity of Ho(C). On objects and
arrows, this follows from the fact that RQX = X and RQf = f for objects and arrows of
Cfc. For 2-cells, by Proposition 4.30, we can consider a fibrant w-homotopy H of Ho(C).
We compute
r′[H ] = r̂H = #̂iH = #îH = #[H ] = [H ],
where the equalities are given in turn by Proposition 6.3, Corollary 4.5, Lemma 4.8, Corol-
lary 6.5 and the description of # below (6.2).
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Note that for any Ho(C)
F
−→ D, since r′i = r we have that (Fr)′, that is the unique
extension of Fr to Ho(C,W) given by Proposition 6.3, can be given by Fr′.
We prove now item 2, consider thus Fr
θ
⇒ Gr. By Proposition 6.3, there is a unique
Fr′
θ′
⇒ Gr′ such that θ′i = θ. Thus F
θ′inc
===⇒ G satisfies θ′inc r = θ′i = θ. Also, note that we
have unicity: if any other θ satisfies θr = θ, by unicity of θ′ we have θr′ = θ′ and composing
with inc it follows θ = θ′inc. To prove item 3, replace θ by ρ in the argument.
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