We consider the minimum vertex cover problem having applications in e.g. biochemistry and network security. Quantum annealers can find the optimum solution of such NP-hard problems, given they can be embedded on the hardware. This is often infeasible due to limitations of the hardware connectivity structure. This paper presents a decomposition algorithm for the minimum vertex cover problem: The algorithm recursively divides an arbitrary problem until the generated subproblems can be embedded and solved on the annealer. To speed up the decomposition, we propose several pruning and reduction techniques. The performance of our algorithm is assessed in a simulation study.
INTRODUCTION
We consider the minimum vertex cover problem (abbreviated as MVC in the remainder of this article), one of Karp's 21 NP-complete problems. Formally, we are given an undirected graph G = (V , E) with vertex set V and edge set E ⊆ V ×V . A subset V ′ ⊆ V is called a vertex cover if every edge in E has at least one endpoint in V ′ , that is, if for every e = (u, v) ∈ E it holds true that u ∈ V ′ or v ∈ V ′ . A minimum vertex cover is a vertex cover of minimum size.
For NP-hard (graph) problems, such as MVC, graph partitioning or the maximum clique problem, novel technology allows us to obtain solutions which are very hard to find classically [10] . One such device is the quantum annealer of D-Wave Systems, Inc. [17] , which allows us to find approximate solutions of quadratic unconstrained binary optimization and Ising problems, given by the minimization min H (x 1 , . . . , x n ), where
In (1), the a i ∈ R, i ∈ {1, . . . , n}, are linear weights and a i j ∈ R for i < j are quadratic couplers. The problem (1) is called a quadratic unconstrained binary optimization (QUBO) problem if x i ∈ {0, 1} and an Ising problem if x i ∈ {−1, +1} for all i. The function (1) is often called a QUBO or Ising Hamiltonian, respectively. Both QUBO and Ising formulations are equivalent [20] . The D-Wave quantum annealer aims to find a minimum of the function (1) by mapping it to a physical quantum system, from which a solution is read off after annealing is completed. It is known that many NP-hard problems can be easily expressed as the minimization of a Hamiltonian of the form (1) including, for instance, graph partitioning, graph coloring, or maximum clique finding: see [31] for a comprehensive overview of QUBO and Ising Hamiltonians for a variety of NP-hard problems. According to [31, Section 4.3] , the MVC Hamiltonian for a graph G = (V , E) is given by
In (2) , each x v ∈ {0, 1} for v ∈ V is a binary variable indicating if vertex v belongs to the MVC. The first term in (2) encodes the constraint that each edge in G is incident to at least one vertex in the MVC, and the second term is simply the size of the MVC. As shown in [31] , choosing 0 < B < A ensures that minimizing (2) is equivalent to solving the MVC problem. As an explicit choice, we fix B = 1 and A = 2 in the remainder of the article. Our goal in this paper is to compute the minimum of (2) on a quantum annealer. However, this is often not possible without preprocessing due to a variety of reasons: First, there is a limitation on the input problem sizes we can solve due to the finite number of available qubits (up to roughly 5000 qubits for the newest DWave generation). Second, even if the number of qubits exceeds the number of variables, the current (D-Wave) technology provides only limited qubit connectivity [17] . It is thus not guaranteed that all the required quadratic couplers in (2) needed to map MVC onto the annealer hardware are available. This problem can be alleviated with a so-called minor embedding of the problem Hamiltonian onto the D-Wave hardware, where each variable is embedded onto a set of connected qubits, rather than a single one, at the expense, however, of a severe reduction in the number of available qubits [10] . For instance, the largest embeddable complete graph on D-Wave 2X has 46 vertices, thus guaranteeing that arbitrary problems with 46 variables can be approximated on D-Wave.
In this article we propose a novel decomposition algorithm for MVC in order to allow larger problems to be solved on D-Wave (for instance, problem sizes exceeding the number of available qubits). The decomposition algorithm recursively splits a given instance of MVC into smaller subproblems until, at a certain recursion level, the generated subproblems are small enough to be solved directly, e.g., using a quantum annealer. The decomposition algorithm is exact, meaning that the optimality of the solution is guaranteed provided all generated subproblems are solved exactly. A variety of techniques outlined in Section 3 allows us to eliminate entire subproblems during the recursion that cannot contribute to the MVC, or to reduce the size of subproblems by removing vertices which cannot belong to the MVC.
This article is structured as follows. After a brief literature review in Section 1.1, Section 2 introduces our decomposition algorithm for MVC. To prune subproblems during the decomposition, we discuss a variety of bounds on the size of the MVC in Section 3. We assess the performance of our decomposition method in a detailed simulation study in Section 4. The article concludes with a discussion of our results in Section 5.
Literature review
The development of exact algorithms for NP-hard problems has been an area of constant attention in the literature [19, 29, 49] .
In particular, the minimum vertex cover problem has been widely studied in the literature from a variety of aspects [6, 12, 14, 21, 33, 46] . For instance, [13] present a selection of techniques to reduce the size of an MVC instance and introduce a polynomial space and exponential time algorithm of the order of O(1.27 k ), where k is the sought maximal size of the MVC, thus improving over the O(1.29 k ) algorithm of [34] . A variation of the MVC problem, the weighted MVC problem, is studied in [50] .
Decomposition algorithms, such as the algorithm presented in this article, have already been suggested in [47] and successfully applied to solve a variety of NP-hard problems (see [39] ) such as graph coloring.
A decomposition algorithm for another NP-hard graph problem, the maximum clique problem, has been proposed in [10, 38] . In [38] , the authors additionally investigate a variety of techniques to prune subproblems during the recursive decomposition, for instance by computing bounds on the clique size. Similarly, to solve the maximum independent set problem, an equivalent formulation of the maximum clique problem, several algorithms are known including some relying on graph decomposition [16, 23] .
A DECOMPOSITION METHOD FOR MVC
The focus of this article lies on a decomposition algorithm for MVC instances presented in this section.
We are given a graph G = (V , E) for which we aim to compute a MVC. Let V ′ ⊆ V denote the (unknown) MVC. If G cannot be processed as a whole, we suggest the following technique to split the problem into two subproblems. Select any vertex v ∈ V . Then there are two cases: Either v ∈ V ′ or v V ′ , each case leading to a subproblem of reduced size (see Figure 1, top) .
If v ∈ V ′ , we augment the set of vertices belonging to the MVC by v; afterwards, we can remove v and all edges adjacent to v since those edges are already covered by the choice of v. This is illustrated in Figure 1 with subgraph G + .
If v V ′ , we observe that for all edges with endpoint v, that is all (v, u) ∈ E, it must hold true that u ∈ V ′ . This is true since, if v V ′ , those edges must still be covered by their other endpoint u in the MVC. Also, we can remove v from G since we know it is not in the MVC (likewise we can remove all u with (u, v) ∈ V and the adjacent edges of all such u since those vertices are known to belong to the MVC). In Figure 1 , under the assumption that v V ′ , all vertices inside the blue circle must belong to the MVC. After removing v and all its adjacent edges, and assigning all encircled vertices to the MVC, we are left with the subgraph G − .
Since the cases v ∈ V ′ and v V ′ are exhaustive, we split G into both G + and G − and continue to compute MVC on both subgraphs. If either graph is still too large to compute an (exact) solution of MVC on it, the above decomposition can be recursively applied. In a recursive application, some bookkeeping is needed to remember the current set of cover vertices for each generated subgraph.
Since neither of the generated subgraphs G + and G − contains v, the graph size is reduced by at least one in each recursion level, thus guaranteeing the termination of the algorithm. The algorithm as described will output the exact MVC given we employ an exact method to solve MVC on the subgraphs at leaf level. Typically, for instance when applying D-Wave at leaf level to compute MVC solutions for graphs of at most 46 vertices (see Section 1), an exact solution is not guaranteed. However, our algorithm can also be applied probabilistically: If the solver applied to the subgraphs at leaf level finds optimal solutions with probability p, our decomposition algorithm will report the correct MVC for the original graph with the same probability p.
PRUNING TECHNIQUES FOR MVC
The recursive decomposition proposed in Section 2 can be simplified and accelerated using a variety of bounding and pruning techniques.
Upper and lower bounds
First, we bound the size of the MVC of each generated subgraph. If a lower bound on any subgraph exceeds the current best vertex cover size, we do not need to consider that subproblem for further decomposition as it cannot contain an optimal solution. We compute the following lower bounds:
(i) First, we take the maximum of three easy to compute deterministic lower bounds.
• The function min_weighted_vertex_cover of the NetworkX package [27] computes an approximate vertex cover of at most twice the size of the optimal cover using the algorithm of [7] . Hence, dividing its result by a factor of two results in a lower bound on the size of the MVC.
• We employ the matrix rank upper bound on the order of the maximum independent set of [9] to any generated subgraph. Since the complement of any independent set of vertices is a vertex cover, any upper bound on the maximum independent set size corresponds to a lower bound on the MVC size.
• We use the easy to compute minimum degree bound of [48, page 20] . (ii) Any graph coloring provides an upper bound on the chromatic number. Since all vertices in a maximum clique need to be assigned different colors, the chromatic number is again an upper bound of the clique number. This means that it gives an upper bound of the size of the maximum independent set of the complement graph and can thus be used as described in the previous point. To compute a graph coloring we use the heuristic function greedy_color of the NetworkX package [27] , which is applied to the complement G of G. (iii) Lastly, we compute the Lovász number [30] of G if the size of G is less than or equal to 50. If G is larger than 50 we return instead the size of G, a trivial upper bound of the Lovász number. The reason for this is the excessive computation time associated with finding the Lovász number, as well as practical program memory limitations with the implementation we adapted from [45] . The Lovász number is an upper bound for the maximum independent set number of G [25] , and consequently a lower bound on the size of the MVC of
G.
We compute upper bounds on the size of the MVC as follows:
(i) At any point in the decomposition tree, the best solution found so far in G + (the larger subgraph of the two generated subgraphs G + and G − ) is an upper bound on the size of the MVC. Therefore, we follow the recursive G + branches in the decomposition first until we can compute the MVC on any of the generated G + subgraphs: its MVC size then becomes a good upper bound for all the other (smaller) generated subgraphs. We call this strategy the decomposition bound.
(ii) The size of the MVC of G added to the clique number of G equals the size of G. Consequently, any heuristic solver that finds an approximate solution of the clique number in G can be used to compute an upper bound on the size of the MVC of G. We apply the fmc solver [37] in heuristic mode to G, thus giving us an upper bound on the size of the MVC of G.
The above bounds are employed during the recursion to prune those subproblems which cannot contain vertices belonging to the MVC of the input graph.
Reduction techniques
In addition to using upper and lower bounds, we also use three reduction techniques that allow us to figure out a partial solution to the MVC by deciding for a subset of the vertices of G whether they belong to V ′ or not. These reduction techniques are the following:
(i) We coin the first method neighbor based vertex removal. Essentially, we search and remove triangles, vertices of degree 1, and vertices of degree zero in any subgraph. Since in a triangle, any two arbitrarily chosen degree 2 triangle vertices belong to the MVC, we add a contribution of 2 to the overall size of the MVC and remove the triangle. Analogously, vertices of degree 1 are automatically in the MVC and can be removed, along with the only neighbor of that vertex, after adding a contribution of 1 to the current size of the MVC. Vertices of degree zero can be removed without further processing.
(ii) Another reduction technique works on the QUBO formulation of the MVC given in (2) instead of on the graph itself. In particular, for any subgraph produced by our algorithm we generate the corresponding MVC Hamiltonian (2), which is then analyzed. Several general-purpose preprocessing techniques are capable to identify binary relations or persistencies in QUBO or Ising Hamiltonians. Persistencies determine the value of certain variables in every global minimum (strong persistencies) or at least one global minimum (weak persistencies). In [8] , a comprehensive overview of such techniques is given. Suppose variable x v for vertex v (see Section 1) is assigned the value x v = 1 in the persistency analysis: we can then add v to the current vertex cover and remove v and its adjacent edges from the subgraph. If x v = 0 we can remove v and its adjacent edges without further processing. We employ the qpbo Python bindings of [43] to carry out the persistency analysis.
(iii) In [2] , the authors state a variety of reduction techniques for MVC that have been used in the theoretical study of exponentialcomplexity branch-and-reduce algorithms. For instance, those techniques include degree-one reductions, decomposition, dominance rules, unconfined vertex reduction, LP-and packing reductions, as well as folding-, twin-, funnel-and desk reductions. We employ only the reduction methods from the Java package vertex_cover-master [3] . For a given input graph, vertex_cover-master returns a superset of the MVC. This means that any vertex not contained in the output of vertex_cover-master is definitely not part of the MVC and can be removed. The code can be applied repeatedly until no further vertices are found that can be removed.
The simulations in Section 4 assess the effectiveness of the aforementioned techniques.
EXPERIMENTAL RESULTS
This section presents three performance analysis experiments. In Section 4.1, we evaluate four different choices for the selection of the vertex v used in the algorithm of Section 2 to split any subgraph into two smaller parts. Moreover, in Section 4.1, we separately evaluate the bounds on the size of the MVC discussed in Section 3.1, and the reduction techniques of Section 3.2.
Based on the assessment in Section 4.1, we select the best strategy of vertex selection for splitting, lower and upper bounds on the MVC size of the generated subgraphs, and reduction techniques, and call the resulting method the DBR algorithm (decomposition, bounds, reduction). Section 4.2 evaluates our DBR algorithm on simulated graphs, benchmark test graphs, and real world graphs. In Section 4.3, we make a prediction on its behaviour on future D-Wave architectures.
We compare all algorithms using two measures, the preprocessing time, as well as the solution time. The preprocessing time is the CPU clock time our algorithm needs to decompose a problem instance into subproblems of size 46; the time to solve the subproblems then depends on the solver being used, and is hence not included in the preprocessing time. We define the solution time as the sum of the preprocessing time and an additional contribution of 1.6sec*N , where 1.6 seconds is the average QPU access time for 10 4 anneals on D-Wave 2X, and N is the number of leaf subgraphs generated in a decomposition run.
All figures have logarithmic scale on the y-axis. Next, we test all six different options for combining the three lower and the two upper bounds presented in Section 3.1 (against no bounds as seventh option). Here the picture is more complex (Figure 3) . With respect to the preprocessing time, the version with "no bounds" is the best, and close to it are the combinations labeled "decompositionśdeterministic" (the decomposition upper bound and the lower deterministic bound) and "decomposition-chrome" (the decomposition upper bound and the chromatic number lower bound). The two Lovász-based combinations take the longest preprocessing times. Although they produce the lowest number of subgraphs, they also have the highest computational cost per bound (due to the computationally intensive computation of the Lovász number already pointed out in [38] ). In Figure 3 (left) we include in the total time only the preprocessing (CPU) time needed to decompose the original graph into subgraphs of sufficiently small sizes, but do not include the D-Wave time for solving these subproblems. In the next experiment, we do include that time. In Figure 3 (right), we present solution time.
Evaluation of vertex selection, bounding and pruning techniques for MVC
There is no clear winner in Figure 3 (right). The combinations "fmc-determ" and "fmc-chrome" perform best for the most difficult case, at 0.1 density. From density 0.2 the two Lovász-based algorithms perform the best. The combination "fmc-deterministic" does not work well. At density 0.8 and 0.9, the combination "fmc-chrome" behaves similarly to the Lovász-based options. Taking into account both experiments, we concluded that "fmc-chrome" offers the most balanced performance and we use this combination in our implementation of the algorithm of Section 2. Although the bounds based on the Lovász number give excellent subgraph reduction, both the calculation of the Lovász number as well as our implementation becomes intractable to use in practice above the size limit (50) we used in Figure 3 . Scaling this approach to larger D-Wave architectures as well as larger problem graphs would be entirely impractical for any approach involving the computation of the Lovász number. Therefore, the best bound combination in terms of scalability as well as overall solution time is the decomposition upper bound in connection with the chromatic number lower bound. We will use this combination in the DBR algorithm in Section 4.2.
Third, we evaluate the reduction techniques of Section 3.2, where we apply any given reduction technique on every subgraph generated at each level of the decomposition tree. Results are shown in Figure 4 . We observe that all three reduction techniques are capable of decreasing the number of generated subgraphs for low densities (in comparison to using no reduction in the decomposition algorithm), with the neighbor based vertex removal yielding the best results. Moreover, the neighbor based vertex removal is also the fastest technique, thus making it our choice for the DBR algorithm presented in Section 4.2.
In all experiments, one can observe that upon increasing the graph density (and thereby the size of the edge set of G) the running time decreases, which seems counter-intuitive. This can be explained by the specifics of our decomposition algorithm, which benefits from vertices of high degrees. In Figure 1 , the larger the degree of the vertex v, the smaller the size of graph G − . This results in decomposition trees with some very short branches for dense graphs, which in some cases may lead to nearly linear recursions. In contrast, for sparse graphs the decomposition trees are balanced and thus might be of exponential size.
The DBR algorithm
We use our results from Section 4.1 in order to fully specify our decomposition algorithm presented in Section 2. In particular, we employ the decomposition from Section 2 with highest degree vertex selection at each level of the decomposition. For each generated subproblem, we bound the size of the MVC it contains using the decomposition upper bound and the chromatic number lower bound (see Section 3.1).
We apply the DBR algorithm to random graphs of size |V | ∈ {50, 60, . . . , 130} and record the preprocessing time as well as the solution time. Figure 5 shows results for graphs with four fixed average vertex degrees d ∈ {10, 20, 30, 40}. Those results are based on the average of 10 repetitions. Due to the logarithmic scale on the y-axis, the results suggest an exponential increase in both subgraph count and computation time. This is to be expected as the MVC is an NP-hard problem. As outlined above, graphs with higher average vertex degrees yield lower numbers of generated subgraphs and thus faster computation times due to the characteristics of our decomposition algorithm.
Apart from random graphs, we also evaluate the DBR algorithm on DIMACS benchmarks graphs [5] . Results are given in Table 1 . We observe that the DBR algorithm is capable of computing the optimal solution of MVC on such benchmark graphs in reasonable time.
We also evaluate the DBR algorithm on several real world graphs provided in the Network repository [40] in a single run. We specifically selected graphs with undirected and unweighted edges, and of a size of at most a few thousand vertices.
We selected graphs from the following categories in the Network repository (listed in the order they appear in Table 2 ):
(1) the first five graphs in Table 2 (2) the next two graphs contain data from the Retweet networks category [41, 42] , (3) followed by two enzyme structure graphs in the Cheminformatics category, (4) two graphs from the Web graphs category [1, 24] , (5) two graphs from the Collaboration networks category [18, 32] , (6) two graphs from the Interaction networks category [15, 36] , (7) one graph from the Infrastructure networks category [35] , (8) one graph from the Biological networks category [22] , (9) one graph each from the category E-mail networks and Proximity networks, (10) one graph from the Technological networks category [44] , (11) and a graph from the Road networks category.
Apart from applying the DBR algorithm, we solve each graph with the fmc solver of [37] (since fmc finds maximum cliques, we determine the vertex cover as those vertices not belonging to the maximum clique of the complement of G). Another way of solving for the optimal vertex cover is to apply a linear programming solver such as Gurobi [26] or CPLEX [28] to the Hamiltonian in eq. (2).
However, as shown in [11, Table 1 ] for an equivalent classical NPcomplete problem, using the fmc solver (which is tailored to graph problems) is considerably faster than employing a general-purpose solver such as Gurobi, and we thus report results for fmc only.
Results are given in Table 2 . We never observed in our simulations that the fmc solver was able to compute the optimal vertex cover when our DBR algorithm could not. We therefore only display graphs which could be solved by the DBR algorithm in reasonable time (sixth column of Table 2 ), and indicate the solution time (or NA if fmc had not produced a result after 19 hours of wall clock runtime) for fmc in the last column. Table 2 suggests two main conclusions: First, the fmc solver is usually only able to compute the vertex cover for graphs with relatively few vertices. If fmc is able to compute a solution, it does so around 100 times faster than the DBR algorithm. Second, for graphs unsolvable with fmc, our DBR algorithm is able to compute the vertex cover in seconds or minutes, with a maximal solve time of around 15 minutes which seems reasonable for practical applications. 
Performance on future D-Wave architectures
One way of using the DBR algorithm is to perform the described decomposition until the subgraphs are of a size that can be solved on one of the D-Wave quantum annealers. For D-Wave 2X, the largest graph of arbitrary density that can be embedded onto the quantum processing unit may roughly contain 46 vertices (this number varies due to manufacturing errors of the chip). For D-Wave 2000Q, arbitrary graphs of roughly 65 vertices can be embedded. The next generation of D-Wave annealers (currently named Pegasus P16) has a higher number of qubits (5640) and a higher connectivity (40484 couplers vs. 6000 for 2000Q) than the previous D-Wave machines, resulting in a maximum complete graph size of 180 that can be embedded onto its quantum processor. We refer to this machine as 5000Q in this paper. We are interested in how the performance of the DBR algorithm changes for those architectures. Figure 6 shows subgraph count and runtime for the three different architectures (D-Wave 2X, 2000Q, and 5000Q) as a function of the graph size, while we fixed the average degree at 160 in all generated graphs. All results are averages over 10 repetitions. The figure shows that D-Wave 2X and 2000Q have a very similar behavior, which is to be expected as both use the same low qubit-connectivity architectures [17] , leading to very similar sizes of the largest embeddable graph on the qubit chip (roughly 46 vs. 65 vertices) despite the roughly 1000 and 2000 nominal qubits, respectively. In contrast, the considerably larger embeddable graph size on the next generation Pegasus architecture leads to a significantly better scaling behavior of our algorithm.
DISCUSSION
This article proposed a novel decomposition algorithm for the MVC problem. The algorithm recursively splits a given MVC instance into smaller subproblems until, at some recursion level, the generated subproblems can be solved with any method of choice, including a quantum annealer. The algorithm is exact, meaning that the optimal solution of MVC is guaranteed given all subproblems can be solved exactly. If subproblems are solved probabilistically (with error probability of at most ϵ), then this guarantee carries over to an error of at most ϵ for the overall solution returned by our algorithm.
Several pruning and reduction techniques were investigated in order to reduce the number of generated subproblems during the recursion. Our simulation study (a) evaluates possible choices for vertex selection, bounds and reduction techniques for our DBR algorithm and (b) evaluates the DBR algorithm on random and DIMACS graphs as well as on larger D-Wave architectures. We summarize our findings as follows:
(1) Selecting the highest degree vertex at each recursion level to split each graph further is both fastest in terms of preprocessign time as well as overall solution time. The combination of decomposition upper bound and chromatic number lower bound yields the best trade-off between speed and reduction power. Reduction methods seem to only have an impact at low graph densities which, however, are the most interesting one since they are the hardest cases for our decomposition algorithm, and here the neighbor based vertex removal performs best. We call the algorithm that uses the aforementioned choices in the decomposition approach of Section 2 the DBR (decomposition, bounds, reduction) algorithm. (2) The DBR algorithm has good predictable scaling behavior on random graphs of fixed vertex degree. DIMACS benchmark graphs (with as many as thousand vertices and hundreds of thousands of edges), as well as real world graphs from the Network repository (with thousands of vertices and more than ten thousand edges), can be solved exactly with DBR in reasonable time. Future work could include the investigation of further techniques to bound, reduce and prune subproblems as well as an improved implementation of the DBR algorithm. In particular, if it was possible to calculate the Lovász number for large graphs in an efficient manner, using the Lovász lower bound for MVC could greatly improve the capabilities of our decomposition algorithm for solving large MVC problems on D-Wave.
