Abstract. Let φ be a smooth function on a compact interval I. Let γ(t) = t, t 2 , · · · , t n−1 , φ(t) .
In this paper, we show that
holds in the range 1 ≤ p < n 2 + n + 2 n 2 + n , 1 ≤ q < 2 n 2 + n p .
Introduction
Let γ : I → R n be a smooth curve and let f be a Schwartz function on R n . We are interested in understanding restriction bounds of the form (1) I f (γ(t)) q w(t)dt
wheref is the Fourier transform of f , C is a constant independent of f , and p, q ≥ 1. In this context, it is natural to take where
is the torsion of γ. The image of the measure |τ (t)| 2 n(n+1) dt under γ is called the affine arclength measure of γ, which possesses several invariance properties. We refer the reader to Guggenheimer [16] for more background on this notion. In what follows, unless otherwise stated, we will always assume that w(t) = |τ (t)| Figure 1 . The shaded region corresponds to the range (3).
When γ is nondegenerate, that is when τ (t) is nonvanishing on I, it has been shown by Sjölin [22] (for n = 2) and Drury [11] (for n ≥ 3) that the restriction bound (1) holds for (3) 1 ≤ p < n 2 + n + 2 n 2 + n , 1 ≤ q ≤ 2 n 2 + n p provided that I is a compact interval. Here p = p p−1 is the conjugate exponent of p. The range of p is sharp, for example when γ is the moment curve γ(t) = (t, t 2 , · · · , t n ).
See Arkhipov, Chubarikov and Karatsuba [1] . Sharpness of the range of q follows from Knapp's homogeneity argument. For more general curves γ, it is harder to obtain (1) in the whole range (3). Partial results were obtained by Ruiz [21] , Christ [7] , Drury and Marshall [13] , [14] and Drury [12] for some classes of finite-type curves. For monomial curves of the form γ(t) = (t a 1 , · · · , t an ) (where a 1 , · · · , a n are distinct nonzero real numbers), sharp global results are due to Drury [11] for (a 1 , · · · , a n ) = (1, · · · , n) and Bak, Oberlin and Seeger [4] , [5] for general exponents. In [5] a restricted strong type bound at the endpoint p = n 2 +n+2 n 2 +n is also obtained. For curves that are perturbations of the monomial curves, sharp local results are due to Dendrinos and Müller [8] . Improving upon earlier work of Dendrinos and Wright [10] , Stovall [24] obtained sharp global results for all polynomial curves, with bounds uniform over polynomials of given degree.
In this paper, we focus on smooth curves of the form (4) γ(t) = t, t 2 , · · · , t n−1 , φ(t) .
For such curves one has τ (t) = Cφ (n) (t) where C > 0 is a dimensional constant. Following [13] and [3] , we will call such curves simple curves.
Note that if φ is so that γ is of finite type or is a perturbation of a monomial curve, sharp restriction bounds for γ follow from the work of Dendrinos and Müller [8] mentioned above. If φ is a polynomial, a uniform bound at the endpoint p = n 2 +n+2 n 2 +n is obtained by Bak, Oberlin and Seeger [5] . In the case n = 2, Sjölin [22] obtained sharp uniform bounds for all simple curves with convex φ. For n ≥ 3, Bak, Oberlin and Seeger [3] identified some general conditions on φ that imply sharp uniform bounds. Their conditions in particular require φ (n) (t) to be nondecreasing and to satisfy a geometric inequality. As a consequence, one obtains sharp restriction bounds for the simple curves with
See [3, Section 4] for details. For general simple curves in n = 2 defined on compact I, Sjölin [22] showed that (1) holds in the whole range (3) if one instead takes w(t) = w ε (t), where
Moreover, he showed that (1) fails with w(t) = w 0 (t) if q = 2 n 2 +n p < ∞ and
where α, β > 0 and β is sufficiently large. Our main result extends Sjölin's result to n ≥ 3.
1 Theorem 1. Let n ≥ 3 and let γ be a simple curve as in (4) with φ defined on a compact interval I. Then the restriction bound (1) holds in the following cases: (i) w(t) = w ε (t), ε > 0 and
(ii) w(t) = w 0 (t) and
Case (ii) is not explicitly formulated in Sjölin [22] , but follows easily from the treatment for case (i). See also Drury and Marshall [13, Theorem 1] for a similar formulation.
The sharpness of Theorem 1 can be justified by Sjölin's oscillating curves. Sjölin's result in n = 2 relies on uniform restriction bounds for simple curves with convex φ. In n ≥ 3, we deduce Theorem 1 based on uniform restriction bounds for simple curves with essentially constant torsion. Lemma 1. Let n ≥ 3 and let γ be a simple curve as in (4) with φ satisfying
Then the restriction bound (1) holds for
and for a constant C depending only on p and n.
It is important to note that the constant C is independent of φ. Drury [11, Theorem 2] has obtained a similar result for all smooth curves defined on compact I, but with the constant C depending on other information of the curve (besides the assumption (8)). Such dependence cannot be avoided in Drury's result as can be seen by taking γ to be a nondegenerate closed curve (for the existence such curves, see Costa [20] ). Note also that Lemma 1 follows from Theorem 1 in Bak, Oberlin and Seeger [4] if φ satisfies some additional mild assumptions.
With the uniform restriction bounds for convex simple curves in n = 2, Sjölin deduced his result for general simple curves using the following lemma.
Lemma 2. [22, Lemma 1]
Let ϕ be a smooth function on a compact interval I. Let E = {t ∈ I : ϕ(t) = 0} and let {I k } ∞ k=1 be the connected components of I\E. Then
In n ≥ 3, we deduce Theorem 1 from Lemma 1 using the following lemma.
Lemma 3. Let ϕ be a smooth function on a compact interval I.
and such that
Note that Lemma 2 follows from Lemma 3, but not vice versa. More general versions of Lemma 3 and Theorem 1 under weaker assumptions are stated in Section 3 and Section 4 respectively.
The proof of Lemma 1 follows Drury's argument in [11] using offspring curves. We are able to obtain uniform bounds here because the special form of the simple curves allows several technical steps in the iteration process to go through uniformly. The proof of Theorem 1 proceeds by decomposing the curve into segments according to the size of φ (n) (t) and then summing up the pieces directly using Lemma 1 and rescaling. Such an approach has also been applied to polynomial curves in Stovall [24] , where it is coupled with a square function estimate so that the pieces are summed up in a more efficient way.
The paper is organized as follows. In Section 2 we give a detailed proof of Lemma 1. In Section 3 we prove a more general version of Lemma 3 under weaker smoothness assumptions. In Section 4 we prove a more general version of Theorem 1 based on Sections 2 and 3. In Section 5 we prove Proposition 1 by examining Knapp type examples. A technical calculation needed in Section 5 is postponed to Section 6. Throughout the paper, C denotes a constant whose value may change from line to line.
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Proof of Lemma 1
In this section, we give a detailed proof of Lemma 1 following Drury's argument in [11] . We will assume that I = [a, b] is a compact interval and φ ∈ C n (I) satisfies (8) .
Associated with the given curve
define a family of curves
where
Note that γ ∈ Υ. A curve γ α ∈ Υ takes the form
To prove Lemma 1, we will show that
holds uniformly for all γ α ∈ Υ, where p, q satisfy (9) and C p,n depends only on p and n. For simplicity, we will denote γ = γ α , I = I α .
By duality, it suffices to show that the operator
The proof is by induction on p . The induction hypothesis is that for some p 0 and q 0 with n 2 + n 2
holds uniformly for γ α ∈ Υ. The base case is that (14) holds for p 0 = ∞ and q 0 = 1, with C = 1. By Fubini's theorem, we can write
Since the last integral is symmetric in t 1 , · · · , t n , we have
Apply the change of variables
From (16) we can write
where h 1 ≡ 0 and B is the image of A under the change of variables (17) . Note that the curves
belong to the family Υ. Write
and define
By Minkowski's inequality and the induction hypothesis (15),
.
On the other hand, consider the change of variables
The corresponding Jacobian is
By a generalized Rolle's theorem (see Exercises 95 and 96 in Part V, Chapter 1 of [18] ), we have
for some ξ ∈ (t + h n−1 , t + h n ). Therefore, by (10),
In particular, J is nonvanishing on B. It follows that (see [9, Prop. 3.9] ) the change of variables (21) is injective. So we can write (19) as
where A is the image of B under the change of variables (21) . By the Plancherel theorem, we have
Changing the variables back and using (22), we get
By an interpolation argument (see [6] ), from (20) and (23) we obtain
for any
with θ ∈ (0, 1), and for a constant C p 0 ,n depending only on p 0 and n. In particular, taking
in (24), we obtain, by (18) ,
By [13, Lemma 1], we have
Therefore, with (27) 1 < r < 1 + 2 n and ρ = 2 n(r − 1)
we can bound
It follows that
Combining (26), (28) and (30), we obtain
as long as (25) , (27), (31) and (29) are satisfied. By interpolation, this produces a new bound (12) for any p , q satisfying (13) with p > p 1 , q < q 1 ,
Iterating this process, we see that (12) holds for p , q in the full range (13) . This completes the proof of Lemma 1.
Proof of Lemma 3
We now prove Lemma 3. Let ϕ be a continuous (real-valued) function defined on a compact interval [a, b] . Let r > 0. Suppose the set
For t ∈ E r , define Note that ϕ has a definite sign on I t .
Lemma 4. For any t 1 , t 2 ∈ E r , we have either
Proof. If t 2 ∈ I t 1 , then by the definitions of I t 1 and I t 2 , we must have
Notice that {I t } t∈Er forms an open cover of the compact set E r in [a, b]. So there must be a finite subcover. Combining with Lemma 4, we get the following.
Lemma 5. {I t } t∈Er is a finite set of disjoint intervals.
With Lemma 5, we can make the following. Proof. Since the intervals I t corresponding to ϕ and r are disjoint, there must be at least N /2 many of them that satisfy
After perhaps excluding one such interval (the rightmost one), each of them has its right endpoint satisfying either ϕ = ±2r or ϕ = ±r/4. Without loss of generality, assume that at least a quarter of these right endpoints satisfy ϕ = r/4. Denote them by
In each of the corresponding intervals there must be a point at which ϕ = r/2. Denote them by c 1 < · · · < c M . By the mean value theorem, for j = 1, · · · , M , there exists ξ j ∈ (c j , b j ) at which
On the other hand, for j = 1, · · · , M −1, there exists η j ∈ (b j , c j+1 ) at which
Therefore, we must have
Since N ≥ 20, we have
and the conclusion follows.
We also need the following lemma.
Proof. Denote N = N (r; ϕ). As in the proof of Lemma 6, there must be at least N /2 many of the I t 's that satisfy
Without loss of generality we may assume that N ≥ 2. It follows that there is at least one such I t on which
On the other hand, since ϕ ∈ C α [0, 1],
Combining, we obtain
Iterating Lemma 6, we see that
Combining this with Lemma 7, we obtain the following (which contains Lemma 3 as a corollary). Since ϕ is bounded, we may assume without loss of generality that (33) is satisfied. By (32) and Lemma 7, it follows that
From this we obtain (with a different constant C)
as desired.
Proof of Theorem 1
We now prove a more general version Theorem 1 using Lemma 1 and Lemma 8. We first make the observation that Lemma 1 remains valid if the condition (8) is replaced by
since the proof of Lemma 1 does not rely on the exact values of the constant bounds. Observe also that, for r > 0, by considering the following affine image of the original curve
Lemma 1 implies
in the same rage (9), provided r/4 ≤ |φ (n) (t)| ≤ 2r, t ∈ I.
sFurthermore, by Hölder's inequality, the range (9) can be extended to (6) if I a finite interval. Now suppose I is a compact interval, ε > − 2 n 2 +n , and p, q satisfy (6). Then we can write
where k 0 ∈ Z depends only on φ (n) ∞ and
j=1 be as in Section 3 associated with ϕ = φ (n) and r = 2 −k . Then we can bound
By (34), we can bound each
Therefore,
Combining this with Lemma 8, we obtain the following. Theorem 2. Let I be a compact interval and let α > n. Suppose γ is a simple curve as in (4) with φ ∈ C α (I). Then the restriction bound (1) holds with w(t) = w ε (t), provided
Applying Theorem 2 with α → ∞, this proves Theorem 1.
Proof of Proposition 1
We now prove Proposition 1. It is clear that for any α, β > 0,
where I = [0, 1]. Therefore, by Theorem 1 the restriction bound (1) holds in cases (i) and (ii) of Theorem 1. Now assume w(t) = w 0 (t), p > 1, and q = 2 n 2 +n p . We are going to show that (1) fails for β > (n+1) 2 α. We do this by examining Knapp type examples. Fix a function χ ∈ C ∞ c (R) that satisfies χ(t) = 1, |t| ≤ 1. For δ ∈ (0, 1), let
By a simple dilation argument, we have
On the other hand, since | sin(t −β )| ≤ 1, we have
Combining these, we see that, if (1) holds, then
To estimate the left-hand side, we will prove the following lemma in the Appendix.
Lemma 9. Let φ be given by (37) with β > α and let ρ > 0. Then
Applying Lemma 9 with ρ = 2 n(n+1) to (38), we obtain
which gives rise to a contradiction if
This completes the proof of Proposition 1.
Appendix
In this section we give a proof of Lemma 9. We first observe that, since β > α, by induction on n we have φ (n) (t) = e −t −α P (t −1 ) sin(t −β ) + Q(t −1 ) cos(t −β )
where P and Q are 'polynomials' consisting of fractional powers and max{deg P, deg Q} = n(β + 1).
Write u = t −β . Then Since 2kπ and δ −β differ by at most a constant, we can further bound this below by Cδ −ρn(β+1)+1+α e −ρδ −α , which completes the proof of Lemma 9.
