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Une formule du type Baker-Campbell-Hausdorff pour
les groupo¨ıdes de Lie
Birant Ramazan
Re´sume´. On de´montre dans le contexte d’un groupo¨ıde de Lie G un analogue de la
formule de Baker-Campbell-Hausdorff. Comme application on calcule les fonctions de
structure de l’alge´bro¨ıde de Lie associe´ a` G.
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1. INTRODUCTION
Cet article est consacre´ a l’ e´tude locale d’un groupo¨ıde de Lie G dans des cartes con-
venablement choisies. En particulier on obtient dans le the´ore`me 2.4 le developpement de
la multiplication ce qui constitue un analogue de la formule de Baker-Campbell-Hausdorff
du cas des groupes de Lie (cf. [K] par exemple). Ce re´sultat a e´te´ pre´sente´ brie`vement
dans [Ra1], [LR] ou il est utilise´ pour demontrer que le groupo¨ıde tangent G˜ associe´ a` un
groupo¨ı]de de Lie G est lui aussi un groupo¨ıde de Lie. Il intervient aussi de manie`re essen-
tielle dans le calcul du commutateur dans l’alge`bre de convolution du groupo¨ıde tangent
G˜, ce qui permet de quantifier la structure de Poisson canonique du dual de l’alge´bro¨ıde
de Lie associe´ a` G.
L’article est structure´ comme il suit. Apre`s avoir fixe´s la terminologie et les notations,
on rappelle pour le benefice du lecteur les diffe´rentes constructions de l’alge´bro¨ıde de Lie
G associe´ a` un groupo¨ıde de Lie G. Dans la suite on explicite la structure locale de G
dans une carte et on montre comment on associe a` une carte de G choisie convenablement,
une carte de son alge´bro¨ıde de Lie G. On e´crit la multiplication et l’inversion de G dans
ces cartes et on les developpe en se`ries de Taylor pour obtenir l’analogue de la formule
de Baker-Campbell-Hausdorff. Enfin, comme application, on calcule les fonctions de
structure de G.
Rappelons brie`vement les principaux faits sur les groupo¨ıdes de Lie et les alge´bro¨ıdes
de Lie associe´s. Pour une pre´sentation detaille´e de la the´orie des groupo¨ıdes de Lie on
pourra se reporter aux ouvrages de A. Weinstein, P. Dazord et A. Coste [CDW], ou`
K. Mackenzie [M]. Les notations et les de´finitions de la the´orie des groupo¨ıdes seront
celles donne´es dans [Re] par J. Renault. Par de´finition un groupo¨ıde est un ensemble G
muni d’un produit G×G ⊃ G(2) ∋ (g1, g2) 7−→ g1g2 ∈ G de´fini sur un sous-ensemble G
(2)
de G×G, et une application inverse G ∋ g 7−→ g−1 ∈ G ve´rifiant:
1. (g−1)−1 = g
2. Si (g1, g2), (g2, g3) ∈ G
(2) alors (g1g2, g3), (g1, g2g3) ∈ G
(2) et (g1g2)g3 = g1(g2g3)
3. (g−1, g) ∈ G(2). Si (g1, g2) ∈ G
(2) alors g−11 (g1g2) = g2
4. (g, g−1) ∈ G(2). Si (g2, g1) ∈ G
(2) alors (g2g1)g
−1
1 = g2
1
G(2) s’appelle l’ensemble des paires composables et pour g ∈ G on appelle s(g) = g−1g
le domaine de g et r(g) = gg−1 l’image de g. La composition g1g2 est bien de´finie si et
seulement si r(g2) = s(g1). L’ensemble s(G) = r(G), note´ G
(0), sera identifie´ a` une partie
de G et appele´ espace des unite´s. Pour x ∈ G(0), on notera Gx = r−1(x), Gx = s
−1(x).
Un groupo¨ıde de Lie est un groupo¨ıde G qui a une structure de varie´te´ diffe´rentiable
compatible avec la structure alge´brique :
1. G(0) est une sous-varie´te´ de G
2. r, s : G→ G(0) sont des submersions
3. la multiplication : G(2) → G est diffe´rentiable
Comme consequences de la de´finition il faut noter que l’application i : G −→ G,
i(γ) = γ−1 est un diffe´omorphisme (voir [M], p.85), et aussi le fait qu’en notant m =
dimG et n = dimG(0), pour tout x ∈ G(0), Gx et Gx sont des sous-varie´te´s de G de
dimension m− n.
On rappelle maintenant les differentes constructions de l’alge´bro¨ıde de Lie associe´ a` un
groupo¨ıde de Lie G de base G(0). Les alge´bro¨ıdes de Lie ont e´te´ introduits par J. Pradines
[P1], et ge´ne´ralisent la notion d’alge`bre de Lie dans le cadre de la the´orie des groupo¨ıdes
de Lie.
Pour fixer les notations, pour toute application diffe´rentiable f entre les varie´te´s M et
N , Tf designe l’application tangente et Txf l’application tangente en x entre les espaces
tangents TxM et Tf(x)N . Aussi pour E fibre´ vectoriel de classe C
∞ sur la varie´te´ M on
notera par C∞(M,E) l’ensemble des sections de classe C∞ de E sur M .
Par de´finition un alge´bro¨ıde de Lie sur une varie´te´ M est un triplet constitue´ d’un
fibre´ vectoriel E de base M et classe C∞, une structure de R-alge`bre de Lie sur l’espace
des sections C∞(M,E), dont on note [·, ·] le crochet et un morphisme ρ : E → TM de
fibre´s vectoriels C∞, appele´ ancre tels que:
(i) L’application induite entre les espaces des sections ρ : C∞(M,E)→ C∞(M,TM),
ρ(ξ)(x) = ρ(ξ(x)), ξ ∈ C∞(M,E), x ∈ M , est un morphisme d’alge`bres de Lie :
[ρ(ξ), ρ(η)] = ρ ([ξ, η])
(ii) Pour toute fonction f ∈ C∞(M) et pour tout couple (ξ, η) de sections C∞ de E ,
[ξ, fη] = f [ξ, η] + ρ(ξ)(f)η
On fixe {e1, e2, ..., ep} un repe`re local sur U ⊂M pour E et (q1, ..., qn, λ1, ..., λp) coor-
donne´es locales de E avec les qi coordonne´es locales pour la baseM et les λj coordonne´es
dans les fibres associe´es au repe`re {e1, e2, ..., ep}. Alors, localement, le fait que E est un
alge´bro¨ıde de Lie implique l’existence des fonctions de structure cijk, aij ∈ C
∞(U) telles
que [ei, ej ] =
∑
k
cijkek et ρ(ei) =
∑
j
aij
∂
∂qj
.
Remarquons tout d’abord que pour tout g ∈ G, Rg : Gr(g) → Gs(g), Rg(h) = hg et
Lg : G
s(g) → Gr(g), Lg(h) = gh sont des diffe´omorphismes et que pour tout g ∈ G on a
TgG
r(g) = KerTgr et TgGs(g) = KerTgs. Cela permet de de´finir les champs invariants a`
gauche sur G par L(G) = {ξ ∈ C∞(G,TG) | ξ ∈ KerTr, TLg ◦ ξ = ξ ◦ Lg} et les champs
invariants a` droite par R(G) = {ξ ∈ C∞(G,TG) | ξ ∈ KerTs, TRg ◦ ξ = ξ ◦Rg}. Il est
facile a voir que L(G) et R(G) sont des alge`bres de Lie.
Le fait que G(0) est une sous-varie´te´ de G permet de considerer TxG
(0) sous-espace de
TxG, pour tout x ∈ G
(0). On note L, R, respectivement N , les fibre´s vectoriels sur G(0)
dont les fibres au dessus de u ∈ G(0) sont Lu = KerTur, Ru = KerTus, respectivement
Nu = TuG/TuG
(0).
LEMME 1.1. On a les isomorphismes des espaces vectoriels L(G) ≃ C∞(G(0),L) et
R(G) ≃ C∞(G(0),R).
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Preuve. L’application Φ : L(G) → C∞(G(0),L),Φ(ξ) = ξ|
G(0)
est bien de´finie. Mon-
trons que Φ est injective. Soit ξ|
G(0)
= η|
G(0)
. Alors pour g ∈ G on a ξ(g) = ξ(gu) =
TuLgξ(u) = TuLgη(u) = η(gu) = η(g), ou` u = s(g).
Montrons que Φ est surjective. Soit η ∈ C∞(G(0),L). On de´finit ξ : G −→ TG,
ξ(g) = TuLgη(u), pour u = s(g). On voit que Lu = IdGu , d’ou` ξ(u) = η(u) pour u ∈ G
(0),
donc η = ξ |G(0) . Il reste a` montrer que ξ ∈ L(G). On a Tg′Lgξ(g
′) = Tg′Lg
[
TuLg′ξ(u)
]
=
TuLgg′ξ(u) = ξ(gg
′), ou` u = s(g′). On a utilise´ le fait que Tg′Lg ◦ TuLg′ = Tu(Lg ◦ Lg′) =
TuLgg′ . Comme Φ est e´videmment line´aire on a de´montre´ le premier isomorphisme. La
de´monstration du second isomorphisme est analogue.
Les fibre´s L, avec le crochet donne´ par [ξ, η] = Φ(
[
Φ−1(ξ),Φ−1(η)
]
) et l’ancre ρ :
L → TG(0), ρu = Tus, respectivement R, avec le crochet de´fini de manie`re analogue a`
L et l’ancre µ : R → TG(0), µu = Tur, sont deux alge´bro¨ıdes de Lie antiisomorphes par
l’application tangente T i de l’inversion i de G.
L’application Ix−Txr : TxG→ KerTxr, X 7→ X−TxrX, est bien de´finie et surjective.
Son noyau est TxG
(0) et par factorisation on obtient l’isomorphisme d’espaces vectoriels
Nx ≃ KerTxr. De la meˆme manie`re, en conside`rant Ix − Txs : TxG → KerTxs, X 7→
X − TxsX on de´montre l’isomorphisme Nx ≃ KerTxs.
Ces deux isomorphismes de´finissent sur N deux structures d’alge´bro¨ıde de Lie an-
tiisomorphes. Le crochet de Lie sur C∞(G(0),N ) est de´fini en utilisant l’isomorphisme
L(G) ∋ ξ 7→ [ξG(0) ] ∈ C
∞(G(0),N ), ou` [X] est l’image de X ∈ TxG dans TxG/TxG
(0).
L’ancre sur N est ρ : N → TG(0), ρx = Txr − Txs.
Dans la suite on appellera alge´bro¨ıde de Lie du groupo¨ıde de Lie G le fibre´ L avec
la structure d’alge´bro¨ıde de´finie pre´ce´demment et pour mettre en e´vidence qu’il est
l’alge´bro¨ıde associe´ au groupo¨ıde G il sera note´ G.
2. La structure locale d’un groupo¨ıde de Lie
2.1. Les cartes. Soit G un groupo¨ıde de Lie et G son alge´bro¨ıde de Lie. On va
expliciter dans cette section la structure de G dans une carte convenablement choisie au
voisinage d’un point x0 ∈ G
(0) ⊂ G. Des cartes de ce genre ont e´te´ utilise´es aussi dans
[NWX].
Comme r est une submersion au point x0 appartenant a` la sous-varie´te´ G
(0) de G, il
existe U voisinage ouvert de 0 dans Rn, V voisinage ouvert de 0 dans Rm et les cartes
ψ : U × V → G, ϕ : U → G(0) ve´rifiant:
1. ψ(0, 0) = x0
2. r(ψ(u, v)) = ϕ(u)
3. ψ(U × {0}) = ψ(U × V )
⋂
G(0)
(1)
La deuxie`me condition revient au diagramme commutatif :
✻ ✻
✲
✲
G ⊃ ψ(U × V )
U × V
ϕ(U) ⊂ G(0)
U
ϕψ
r
pr1
3
Des deux dernie`res conditions on de´duit ϕ(u) = ψ(u, 0), et en conse´quence on pourra
exprimer la structure de G en utilisant seulement la carte ψ. Toutefois pour la simplicite´
des notations on gardera ϕ = ψ(·, 0).
A la carte ψ de G s’associe canoniquement une carte de l’alge´bro¨ıde de Lie G. Plus
pre´cise´ment on a :
LEMME 2.1. L’application θ : U×Rm → G, θ(u, v) = (ϕ(u),
∂ψ
∂v
(u, 0)v) est une carte
de G au voisinage de la fibre Gx0 et la famille {e1, e2, .., em} de´finie par ei(ϕ(u)) = θ(u, fi),
i = 1,m, ou` {f1, f2, ..., fm} est la base canonique de R
m, est un repe`re mobile de G sur
ϕ(U).
Preuve. Pour tout u ∈ U on a
Gϕ(u)
⋂
ψ(U × V ) = {γ ∈ ψ(U × V )|r(γ) = ϕ(u)} = ψ({u} × V )
L’application ψ(u, ·) : V → Gϕ(u) est alors une carte de la sous-varie´te´ Gϕ(u), qui associe
0 ∈ V a` ϕ(u). On peut identifier {u}×Rm avec Tϕ(u)G
ϕ(u) par l’isomorphisme
∂ψ
∂v
(u, 0) :
T(u,0)({u}×V ) = {u}×R
m → Tϕ(u)G
ϕ(u). L’image de θ est le voisinage θ(U×Rm) = Gϕ(U)
de la fibre Gx0 .
Remarque. Dans un groupe de Lie il existe un voisinage de l’unite´ diffe´omorphe avec
un voisinage de l’e´le´ment nul de l’alge`bre de Lie associe´. Le lemme pre´ce´dent permet de
donner la ge´ne´ralisation suivante pour les groupo¨ıdes de Lie :
Pour tout x0 ∈ G
(0) il existe un voisinage de x0 dans G qui est diffe´omorphe avec un
voisinage de (x0, 0) dans G.
✲G ⊃ θ(U × V ) ψ(U × V ) ⊂ G
U × V
◗
◗
◗
◗
◗
◗
◗◗❦
✑
✑
✑
✑
✑
✑
✑✑✸
ψθ
α˜
En effet avec les notations pre´cedentes, α = ψ ◦ θ−1 est un diffe´omorphisme entre le
voisinage θ(U × V ) de (x0, 0) ∈ G et le voisinage ψ(U × V ) de x0 dans G. On remarque
de plus que pour tout x ∈ ϕ(U), α(Gx) ⊂ G
x.
Ce re´sultat n’est qu’un cas particulier de la proposition suivante qui est base´e sur
l’existence d’une application exponentielle pour tout groupo¨ıde de Lie. Cette application
exponentielle introduite par Pradines dans [P2] ge´ne´ralise a` la fois l’exponentielle d’un
groupe de Lie et l’exponentielle d’une varie´te´ munie d’une connexion.
PROPOSITION 2.2. Soit G un groupo¨ıde de Lie et G son alge´bro¨ıde de Lie. Il
existe alors un voisinage V de G(0) vu comme la section nulle
{
(x, 0)|x ∈ G(0)
}
dans G,
un voisinage W de G(0) dans G et un diffe´omorphisme α : V → W tel que α(Gx
⋂
V ) =
Gx
⋂
W et α′x(0) est l’identite´ de Gx, ou` αx est la restriction de α sur Gx
⋂
V .
L’ide´e de la de´monstration est la suivante. Soit ∇ une connexion sur l’alge´bro¨ıde de Lie G.
On associe a` ∇ une connexion invariante a` gauche sur G, dont la restriction a` Gx est une
connexion line´aire ∇x. On peut alors de´finir fibre par fibre une application exponentielle,
et prendre comme α cette exponentielle. Pour les de´tails voir [L] ou [NWX].
2.2. La multiplication et l’inversion. Pour exprimer le produit et l’inversion de
G dans la carte ψ on a besoin de la forme de l’application source s dans cette carte, forme
qui est explicite´e dans le lemme suivant.
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LEMME 2.3. Il existe une submersion σ : U × V → U telle que s(ψ(u, v)) =
ϕ(σ(u, v)). De plus σ(u, 0) = u.
Preuve. En re´duisant eventuellement V , on peut supposer que s(ψ(u, v)) ∈ ϕ(U), pour
(u, v) ∈ U × V . Il existe alors un e´le´ment σ(u, v) ∈ U tel que s(ψ(u, v)) = ϕ(σ(u, v)).
Evidemment σ = ϕ−1 ◦ s ◦ ψ est une submersion, comme expression dans les cartes de la
submersion s. Enfin ϕ(σ(u, 0)) = s(ψ(u, 0)) = ψ(u, 0) = ϕ(u), donc σ(u, 0) = u.
On peut maintenant donner les de´veloppements dans la carte ψ de la multiplication
et de l’inversion de G. Le re´sultat suivant repre´sente l’analogue de la formule de Baker-
Campbell-Hausdorff pour les groupo¨ıdes de Lie.
PROPOSITION 2.4. (i) Pour u, u1 ∈ U et v,w ∈ V on a (ψ(u, v), ψ(u1 , w)) ∈ G
(2)
si et seulement si u1 = σ(u, v). Dans ce cas le produit est donne´ par ψ(u, v)ψ(σ(u, v), w) =
ψ(u, p(u, v, w)) ou` p : U × V × V → V est une application diffe´rentiable qui a un
de´veloppement de la forme p(u, v, w) = v+w+B(u, v, w) +O3(u, v, w) avec B biline´aire
en (v,w) et O3(u, v, w) de l’ordre de ‖(v,w)‖
3.
(ii) Soit (u, v) ∈ U×V tel que ψ(u, v)−1 ∈ ψ(U×V ). Alors ψ(u, v)−1 = ψ(σ(u, v), w),
ou` w ve´rifie p(u, v, w) = 0. De plus on a le de´veloppement w = −v+B(u, v, v)+O3(u, v),
avec O3(u, v) de degre´ d’homoge´ne´ite´ superieur a` 3 en v.
Preuve. (i) Soit g = ψ(u, v) et h = ψ(u1, w). On a s(g) = ϕ(σ(u, v)) et r(h) = ϕ(u1) ce
qui montre que (g, h) ∈ G(2) si et seulement si u1 = σ(u, v). De plus r(gh) = r(g) = ϕ(u)
assure l’existence d’un unique p(u, v, w) ∈ V tel que
ψ(u, v)ψ(σ(u, v), w) = ψ(u, p(u, v, w))
On de´finit ainsi l’application p : U × V × V → V , qui ve´rifie en particulier p(u, 0, w) = w
et p(u, v, 0) = v. En effet
ψ(u, p(u, 0, w)) = ψ(u, 0)ψ(σ(u, 0), w) = ϕ(u)ψ(u,w) = ψ(u,w)
ψ(u, p(u, v, 0)) = ψ(u, v)ψ(σ(u, v), 0)) = ψ(u, v)s(ψ(u, v)) = ψ(u, v).
Il s’ensuit que
∂p
∂v
(u, v, 0) = I,
∂p
∂w
(u, 0, w) = I,
∂2p
∂v2
(u, 0, 0) = 0,
∂2p
∂w2
(u, 0, 0) = 0, et
par un de´veloppement de Taylor p(u, v, w) = p(u, 0, 0) +
∂p
∂v
(u, 0, 0)v +
∂p
∂w
(u, 0, 0)w +
B(u, v, w) +O3(u, v, w) = v+w+B(u, v, w) +O3(u, v, w), ou` B(u, v, w) est pour chaque
u biline´aire en (v,w) et O3(u, v, w) est homoge`ne d’un degre´ superieur a` 3 en v et w.
(ii) Soit g = ψ(u, v). On cherche u1 et w tels que g
−1 = ψ(u1, w). D’une part
r(g−1) = ϕ(u1) et s(g) = ϕ(σ(u, v)) impliquent u1 = σ(u, v). D’autre part comme
gg−1 = r(g), on de´duit ψ(u, v)ψ(σ(u, v), w) = ψ(u, 0), donc p(u, v, w) = 0. Le the´ore`me
des fonctions implicites assure l’existence d’un f diffe´rentiable tel que w = f(u, v). On
de´veloppe
f(u, v) = f(u, 0) +
∂f
∂v
(u, 0)v + ... = f1(u, v) + f2(u, v) + ...
ou` fk(u, v) est de degre´ d’homoge´ne´ite´ k en v. On va de´terminer f1 et f2. Pour cela on
utilise p(u, v, w) = 0. On a donc
0 = p(u, v, w) = v + w +B(u, v, w) + ...
= v + f1(u, v) + f2(u, v) + ...+B(u, v, f1(u, v) + f2(u, v) + ...) + ...
Le terme de degre´ d’homoge´ne´ite´ 1 dans le de´veloppement pre´ce´dant est v + f1(u, v)
donc f1(u, v) = −v. On remplace dans l’e´quation pre´ce´dente et on trouve 0 = f2(u, v) +
B(u, v,−v) + .... En identifiant le terme de degre´ 2 on obtient f2(u, v) = B(u, v, v).
3. Le calcul des fonctions de structure de G
On se propose de calculer les fonctions de structure de l’alge´bro¨ıde de Lie G. On
rappelle que aij = ρ(ei)(qj) et les cijk sont donne´es par [ei, ej ] =
∑
cijkek, ou` ρ = Ts est
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l’ancre de G, {e1, ..., em} le repe`re mobile de G de´fini dans le lemme 2.1 et qj = prj ◦ ϕ
−1
sont les fonctions de coordonne´es de G(0). On notera par B1, .., Bm les coordonne´es de
l’application B : U × V × V → V dans la base {f1, f2, .., fm} de R
m.
PROPOSITION 3.1. Pour tout u ∈ U , les fonctions de structure de l’alge´bro¨ıde G
sont donne´es par aij(ϕ(u)) =
∂σj
∂vi
(u, 0) et cijk(ϕ(u)) = Bk(u, fi, fj)−Bk(u, fj , fi).
Preuve. (i) Le calcul de aij
On obtient la forme de aij par le calcul suivant
aij(ϕ(u)) = ρ(ei)(qj)(ϕ(u)) = ρ(ei(ϕ(u)))(qj) = (Tϕ(u)s)(ei(ϕ(u)))(qj)
= ei(ϕ(u))(qj ◦ s) = (
∂ψ
∂v
(u, 0)fi)(prj ◦ ϕ
−1 ◦ s)
=
∂
∂vi
(prj ◦ ϕ
−1 ◦ s ◦ ψ)(u, 0) =
∂σj
∂vi
(u, 0).
(ii) Le calcul de cijk
1. On explicite d’abord la forme d’une section ξ ∈ C∞(G(0),G) dans les cartes de
G(0) et G engendre´es par ψ.
✻ ✻
✲
✲
G(0) ⊃ ϕ(U)
R
n ⊃ U
Gϕ(U)
U × Rm
θϕ
ξ
Ξ
Cette forme est donne´e par Ξ(u) = θ−1 ◦ ξ ◦ ϕ(u) = (u,
∂ψ
∂v
(u, 0)−1(ξ(ϕ(u)))). On note
ξ0 : U → R
m, ξ0(u) =
∂ψ
∂v
(u, 0)−1(ξ(ϕ(u))) et on a Ξ(u) = (u, ξ0(u).
2. Par le lemme 1.1, on associe a` tout ξ ∈ C∞(G(0),G) une section e´quivariante a`
gauche Φ−1(ξ) ∈ C∞(G,TG), de´finie par Φ−1(ξ)(γ) = (Ts(γ)Lγ)ξ(s(γ)) et le crochet de
Lie sur C∞(G(0),G) est donne´ par [ξ, η] = Φ
([
Φ−1(ξ),Φ−1(η)
])
.
On note Ω(ξ) = (ψ′)−1 ◦Φ−1(ξ) ◦ ψ la forme de Φ−1(ξ) dans les cartes.
✻ ✻
✲
✲
G
R
n × Rm ⊃ U × V
TG
T (U × V )
ψ′ψ
Φ−1(ξ)
Ω(ξ)
On montre dans cette e´tape que
Ω(ξ)(u, v) = (0, ξ0(σ(u, v)) +B(u, v, ξ0(σ(u, v))))(2)
Par de´finition
Φ−1(ξ)(ψ(u, v)) =
(
Ts(ψ(u,v))Lψ(u,v)
)
ξ(s(ψ(u, v)))
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=
(
Ts(ψ(u,v))Lψ(u,v)
)(∂ψ
∂v
(σ(u, v), 0)ξ0(σ(u, v))
)
= T0
(
Lψ(u,v)ψ(σ(u, v), ·)
)
ξ0(σ(u, v))
Mais Lψ(u,v)ψ(σ(u, v), w) = ψ(u, v)ψ(σ(u, v), w) = ψ(u, p(u, v, w)), ce qui par de´rivation
conduit a` T0
(
Lψ(u,v)ψ(σ(u, v), ·)
)
=
∂ψ
∂v
(u, v)
∂p
∂w
(u, v, 0), donc
Φ−1(ξ)(ψ(u, v)) =
∂ψ
∂v
(u, v)
∂p
∂w
(u, v, 0)ξ0(σ(u, v))(3)
Comme p(u, v, w) = v + w +B(u, v, w) +O3(u, v, w) on a
∂p
∂w
(u, v, 0) = I +
 B1(u, v, f1) B1(u, v, f2) ... B1(u, v, fm)... ... . . . ...
Bm(u, v, f1) Bm(u, v, f2) ... Bm(u, v, fm)
(4)
En remplac¸ant 4 dans 3 on obtient
Φ−1(ξ)(ψ(u, v)) =
∂ψ
∂v
(u, v)ξ0(σ(u, v)) +
∂ψ
∂v
(u, v)B(u, v, ξ0(σ(u, v)))(5)
La formule 2 re´sulte comme suit :
Ω(ξ)(u, v) = ψ′(u, v)−1
(
Φ−1(ξ)(ψ(u, v))
)
= ψ′(u, v)−1
∂ψ
∂v
(u, v) (ξ0(σ(u, v)) +B(u, v, ξ0(σ(u, v))))
= (0, ξ0(σ(u, v)) +B(u, v, ξ0(σ(u, v))))
3. La formule 2 montre en particulier que Ω(ei)(u, v) = (0, fi +B(u, v, fi)). Pour les
e´le´ments de cette forme le crochet de Lie dans T (U × V ) est donne´ par
[(0, a(u, v)), (0, b(u, v))] =
(
0,
∑
k
(
ak(u, v)
∂b
∂vk
(u, v) − bk(u, v)
∂a
∂vk
(u, v)
))
En utilisant la biline´arite´ de B on obtient [Ω(ei),Ω(ej)] (u, v) =
=
(
0,
∑
k
(δik +Bk(u, v, fi))B(u, fk, fj)−
∑
k
(δjk +Bk(u, v, fj))B(u, fk, fi)
)
= (0, B(u, fi, fj) +B(u,B(u, v, fi), fj)−B(u, fj , fi)−B(u,B(u, v, fj), fi))
et en particulier [Ω(ei),Ω(ej)] (u, 0) =
= (0, B(u, fi, fj)−B(u, fj, fi) +B(u,B(u, 0, fi), fj)−B(u,B(u, 0, fj), fi))
= (0, B(u, fi, fj)−B(u, fj, fi)) .
On peut ainsi conclure
[ei, ej ] (ϕ(u)) =
[
Φ−1(ei),Φ
−1(ej)
]
(ψ(u, 0)) = ψ′(u, 0) [Ω(ei),Ω(ej)] (u, 0)
=
∂ψ
∂v
(u, 0)
∑
k
(Bk(u, fi, fj)−Bk(u, fj , fi)) fk
=
∑
k
(Bk(u, fi, fj)−Bk(u, fj , fi)) ek(ϕ(u)).
COROLLAIRE 3.2. Pour toutes sections ξ, η ∈ C∞(G(0),G) on a
[ξ, η]0 (u) = B(u, ξ0(u), η0(u)−B(u, η0(u), ξ0(u))
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Preuve. On de´veloppe ξ =
∑
ξiei et η =
∑
ηjej dans le repe`re mobile {e1, ..., em} et
on s’en sert de la proposition pre´cedente pour remplacer cijk dans [ξ, η] =
∑
ξiηjcijkek.
Il ne reste qu’a` utiliser la biline´arite´ de B.
Exemple. Soit G un groupe de Lie d’unite´ e. Dans ce cas U = {0} et ψ : V → G est
une carte ve´rifiant ψ(0) = e. On associe a` ψ la carte θ = ψ′(0) : Rm → G de l’alge`bre
de Lie. Par la proposition 2.4 le produit dans G est de la forme ψ(v)ψ(w) = ψ(p(v,w)),
ou` p : V × V → V est une application diffe´rentiable qui admet un de´veloppement de la
forme p(v,w) = v+w+B(v,w)+O3(v,w) avec B biline´aire et l’inversion est donne´e par
ψ(v)−1 = ψ(−v + B(v, v) + O3(v)). Comme σ = 0 on retrouve aij = 0 et la proposition
3.1 montre que les constantes de structure cijk de l’alge`bre de Lie sont donne´es par
cijk = Bk(fi, fj)−Bk(fj, fi).
On retrouve ainsi des re´sultats connus pour les groupes et alge`bres de Lie qu’on peut
trouver par exemple dans [K].
Exemple. Soit G = M ×M , le groupo¨ıde principal transitif associe´ a` la varie´te´ M ,
un e´le´ment (x, x) ∈ G(0) et α : U1 → M une carte de M telle que α(0) = x. On peut
prendre la carte ψ : U × V → G, donne´e par ψ(u, v) = (α(u), α(u + v)), ou` U, V sont
des voisinages de 0 ∈ Rm telles que U ∈ U1 et U + V ∈ U1. La carte de TM engendre´e
par ψ est θ : U × Rm → G, θ(u, v) = (α(u), α′(u)v). Dans ce cas σ(u, v) = u + v,
p(u, v, w) = v + w, B(u, v, w) = 0. Pour les fonctions de structure de TM on retrouve
aij = δij et cijk = 0.
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