In this paper we study two types of unique continuation properties of solutions of higher order Schrödinger equation with potential in spatial dimension one:
Introduction
In this paper, we consider two kinds of unique continuation properties of the one dimensional linear higher order Schrödinger equation with potential:
where D x = i −1 ∂ x and m is any positive integer.
Our first main result concerns quantitative unique continuation for (1.1) with timeindependent potential V(t, x) = V(x). More precisely, we shall prove the following. We first point out that Theorem 1.1 is sharp regarding the decay index 2m 2m−1 , which can be shown in the free case V ≡ 0, even in higher spatial dimensions if a similar result to Theorem 1.1 holds. Recall that the kernel K(z, x − y) = F −1 (e −z|·| 2m )(x − y) of the analytic semigroup {e −z(−∆) m } Re z>0 , where ∆ = n j=1 ∂ 2 x j and F −1 : f (ξ) → (2π) −n R n e ix·ξ f (ξ)dξ, is the inverse Fourier transform, satisfies (e.g. [1, 2] )
, Re z > 0, x, y ∈ R n . (1.4) In fact, if we choose
then clearly u 0, and by (1.4) we have
In Remark 2.7, we shall construct another type of nontrivial solutions for the free higher order Schödinger equation saturating (1.3) , and since such constructions work in all dimensions, if a similar quantitative unique continuation property holds in higher dimension, the presumed decay index should be at least 2m 2m−1 . We also mention that u in Theorem 1.1 is not assumed to have spatial regularity.
A straightforward motivation of studying Theorem 1.1 comes from the second order case (m = 1), where such type of results has been richly exploited over the recent two decades. It was first pointed out in [4] that if u is a solution to i∂ t + ∆u = 0, (t, x) ∈ [0, T ] × R n , (1.6) which satisfies u(0, x) = O(e −β|x| 2 ), u(T, x) = O(e −α|x| 2 ) and √ αβ > 1 4T , then u ≡ 0; if √ αβ = 1 4T , then u(0, x) is a constant times e −(β+ i 4T )|x| 2 . Since the solution of (1.6) has the Fourier expression u(t, x) = (2πit) −n/2 e i|x| 2 /4t F e i|·| 2 /4t u(0, ·)
x 2t , (1.7)
this property is just rephrasing the famous Hardy's uncertainty principle which says if f (x) = O(e −β|x| 2 ), (F f )(ξ) = O(e −α|ξ| 2 ) and √ αβ > 1 4 , then f ≡ 0; if √ αβ = 1 4 , then f is a constant multiple of e −β|x| 2 . Just to mention a few, in a series of papers [4, [6] [7] [8] [9] , Escauriaza, Kenig, Ponce and Vega extended such result to the case of variable coefficients where the explicit formula (1.7) fails in general, and the authors combined abstract methods and Carleman estimates to prove uniqueness. One consults [10] for a more complete overview on this topic for Schrödinger equations including their roots in elliptic and parabolic equations.
In higher order case, such type of quantitative uniqueness property has not been much studied yet for dispersive equations. We mention that Dawson [3] and Isaza [17] considered some higher order KdV type equations and proved that if the difference of two solutions has certain exponential spatial decay at two different times, then the two solutions coincide.
For Theorem 1.1, our proof is split into two ingredients. The first is to establish the convexity of weighted energy, which says that condition (1.3) implies a certain logarithmic convexity of the quantity e γ|·| 2m/(2m−1) u(t) 2 L 2 . This part actually works in all spatial dimensions. Such ideas were initiated in [5, 6] in the second order case, where the logarithmic convexity of e γ|·| 2 u(t) 2 L 2 or of similar quantities was deduced by bootstraping the formal calculation of the second order time derivative; what is somehow different in higher order case is that, it is way more difficult to only have calculative attempts with the weight function e γ|x| 2m/(2m−1) . As it is indicated by the example (1.5), we shall take advantage of some knowledge from higher order analytic semigroup {e −z((−∆) m +V) } Re z>0 to approach the higher order Schrödinger group {e −it((−∆) m +V) } t∈R in certain manners. Such treatments also help us avoid regularity assumption on the solution. The second ingredient for proving Theorem 1.1 is to establish a quantitative Carleman inequality as what most unique continuation problems need. However, in order to fit the weighted energy estimate, we are only able to prove a reasonable Carleman estimate in one spatial dimension, and we look forward to future possibilities in higher dimensions.
Our second main result concerns global unique continuation across hyperplanes for (1.1) with integrable potential V(t, x) over the whole time-space R × R. For any fixed m ∈ N + and p ≥ 1, denoted by
we shall prove the following.
2m (R 2 ), and u ∈ W 4m+2 4m+1 (R 2 ) solves (1.1). Then u can not vanish in any half space of R 2 without vanishing identically.
We first emphasize that the regularity space W 4m+2 4m+1 (R 2 ) is of importance to our consideration. In fact, if we let V ≡ 0, a classical theorem of Hörmander (e.g. [12, Theorem 8.6 .7]) shows, for example, that there exists nontrivial C ∞ function with support exactly equal to {(t, x) ∈ R 2 ; t ≥ 0, x ∈ R} solving the equation (1.1). Then such solution must not lie in W 4m+2 4m+1 (R 2 ) by Theorem 1.2. Notice that {(t, x) ∈ R 2 ; t = 0, x ∈ R} is a characteristic hyperplane for P = i∂ t − D 2m
x , our result is somehow a positive supplement to the well known Holmgren's uniqueness theorem for P, while Hörmander's result above is a negative one.
One of our interests for Theorem 1.2 is to include unbounded potentials, but such result is completely global. For a comparison in the higher order case, we mention that in the recent work of the first author [14] , global unique continuation across hyperplane for higher order Schrödinger equations with bounded lower order terms was proved, where the hyperplane cannot be characteristic but locality is allowed in the time variable and one spatial direction. (In particular, this is a local result in one spatial dimension, also see [16] .) Here, Theorem 1.2 allows integrable potentials in L 2m+1 2m (R 2 ), but the underlying space must be the whole time-space R 2 .
In the second order case, Theorem 1.2 was first proved by Kenig and Sogge [19] for all spatial dimensions n ≥ 1. More recently, Lee and Seo [20] extended it to include potentials in spaces with mixed norms of the type L p t L s x , and it was further extended in [21] to Wiener amalgam norms. By establishing suitable weighted L 2 Carleman estimates, Seo [22] also obtained results for time-independent potentials V(x) under integrable conditions, and later in [23] established the link between the problem and the weighted L 2 resolvent estimates of (−∆ − z) −1 , z ∈ C \ R.
Our key tool for proving Theorem 1.2 is the following L p Carleman inequality.
Here ·, · is the inner product in R 2 . The main point of the estimate (1.8) is that the constant C > 0 can be chosen independent of λ ∈ R and v ∈ S 1 . We first remark that (1.8) can be seen as some kind of uniform Strichartz inequality, since its special case λ = 0 can be derived from the following well known restriction estimate originally due to Strichartz (e.g. [25, p. 369 
In the proof of (1.8), we shall follow the frequency localization argument introduced by Kenig, Ruiz and Sogge [18] (see also [19] ) in the case m = 1 (and n ≥ 1), compared with which, the main difficulty for us in higher order setting comes from the treatment for more complicated lower order terms when considering the conjugated operator e λ (t,x),v (i∂ t − D 2m
x )e −λ (t,x),v . We will first establish the uniform estimate for a "frozen" Fourier multiplier (see (3.10)), where an oscillatory integral with polynomial phase that has lower degree terms varying signs is encountered, for which we must use the van der Corput lemma to obtain sharp point-wise decay. Then we use Littlewood-Paley theory to reduce our problem to the study of certain Fourier multipliers associated with high and low frequencies. After a careful study on the boundedness of these multipliers by comparing them with some proper frozen ones, we are able to show that they all lead to estimates uniform in the parameters λ and v that appear in (1.8) . We also point out the difficulty in seeking a higher dimensional version of (1.8) in Remark 3.1.
The rest of this paper is organized as follows. In section 2, we shall prove Theorem 1.1, by first proving an L 2 convexity estimate for the weighted solution and then a quantitative L 2 Carleman inequality. Section 3 is devoted to proving the L p Carleman inequality (1.8), which implies Theorem 1.2 via a standard method.
Throughout the paper, C denotes a generic positive constant whose value may vary from line to line. We shall generally use D = i −1 ∂ for the convenience of using Fourier transform, whose subscript will be specified when necessary. For f, g ∈ L 2 , ( f, g) = fḡdx denotes the inner product. S and S ′ respectively denote the Schwartz functions and temperate distributions. The Fourier transform of f in R n is defined to be (F f )(ξ) = f (ξ) = e −ix·ξ f (x)dx.
Proof of Theorem 1.1
Throughout Section 2, we assume m is any positive integer and denote p = 2m 2m−1 for convenience. As mentioned in the Introduction, this section will be divided into three parts. The first part will prove a logarithmic convexity of weighted energy for (1.2) using approximation by the higher order analytic semigroup, where results are in any spatial dimension; the second part will prove a quantitative Carleman inequality in one spatial dimension; and we will prove Theorem 1.1 in the third part by combining the previous two estimates.
2.1. Logarithmic convexity of weighted energy. The main estimate we shall prove in this part is the following proposition.
If there exists γ > 0 such that e γ|·| p u(0, ·), e γ|·| p u(1, ·) ∈ L 2 (R n ), then we have
We need some preparation before proving Proposition 2.1. First recall that if K(t, x, y) is the kernel of the higher order heat semigroup
, then there exist C 1 , C 2 > 0 and ω 0 ∈ R such that (see [1, 2] )
For the boundedness of V, Zheng and Zhang [26, Theorem 2.1] shows that for some ω, C, c > 0, the kernel K(z, x, y) of the analytic semigroup
holds for all γ > 0 and f with e γ|·| p f ∈ L 2 (R n ), where
(2.4)
thus for any a > 0 we have
by the convexity of | · | p , we have for all x, y ∈ R n that
Using Young's inequality we derive R n e a|·| p −b|·−y| p −γ|·| p |e γ|y| p f (y)|dy
For u in Proposition 2.1 and any ǫ > 0, we define
(2.5)
By analyticity and ellipticity, we have u ǫ ∈ C ∞ ([0, 1]; H 2m (R n )) and
Proof. Applying Lemma 2.2 with A = ǫ and B = t, we have, with
then for any j = 1, · · · , n, by taking
Finally we take γ ǫ < γ (2m−1) 2 , and by (2.7) we have
thus similar to (2.8), we integrate by parts, use (2.9) and the regularity of u ǫ to obtain (2.6).
The following abstract lemma for logarithmic convexity discussion was proved in [5, 6] . Lemma 2.4. Suppose S and A are symmetric and anti-symmetric differential operators in R n with time-independent smooth bounded coefficients. Then
Now we are ready to prove Proposition 2.1.
where u ǫ is defined by (2.5). Since ϕ R and all its derivatives are bounded, we know that
. Here S R is symmetric with order 2m − 1, A R is anti-symmetric with order 2m, and they both have time-independent smooth bounded coefficients. From now on we assume
Notice that V is real valued, it follows from (2.10) that
In order to consider sending R → +∞ in (2.13), we first notice that
Since θ R and all its derivatives are bounded uniformly in R, we have
On the other hand, we have the almost everywhere convergence as R → +∞: 
. This just means that the distribution
In the other words,
For the rotation symmetry of (−∆) m , we also have
Recall that the following subordination inequality was proved in [7] :
If we replace x by (2pΘ ǫ,0 (γ)) 1 p x in (2.17), replace λ by 1 2 (2pΘ ǫ,0 (γ)) 1 p λ in (2.16), multiply both sides of (2.16) by e −|λ| q /q |λ| n(q−2)/2 and integrate over R n with respect to λ, we have by Hölder's inequality that , and the following is the special case in dimension one for real polynomial.
Lemma 2.5. Let Q(x) = ax+ b 2 x 2 +c be a real quadratic function on R, P be a polynomial on R with real constant coefficients. Then for all u ∈ C ∞ c (R), denoted by v = e Q/2 u, we have
where P (k) is the k-th derivative of P and the summation above is obviously finite.
Proof. Denoted by α = γR p and v = e Q/2 u,
where
To treat I, notice that Q = 4αφ(t) R x + 4α/R 2 2 x 2 + 2α(φ(t)) 2 , we apply Lemma 2.5 in the spatial integral to have
(2.20)
To treat II, notice that the commutator
then integration by parts and Cauchy-Schwarz inequality give 
(2.23)
Next we study the lower bound of the second line on the right hand side of (2.23). Notice that
if γ 0 is known and R 0 = (d 2 1 γ 0 ) − 1 p , recall that | x R + φ(t)| ≥ d 1 in supp v, we have when γ ≥ γ 0 and R ≥ R 0 that 2d 2 1 α − 1 ≥ d 2 1 α, and thus
(2.24)
Combining (2.23), (2.24), and the facts that α = γR p , p = 2m 2m−1 , we have
Now we can choose γ 0 large enough to complete the proof.
Proof of uniqueness.
Proof of Theorem 1.1. Since (2.1) holds, we can define u ǫ,γ (t) = e −ǫγ −(2m−1) (D 2m x +V) u(t) for ǫ ∈ (0, 1), and apply Lemma 2.2 with A = ǫγ −(2m−1) , B = 0 and f = u(t). Then
where the second line above comes from the fact (see (2.4)) that
and from the proof of Lemma 2.3. Ifγ is found independent of ǫ such that when γ >γ we can prove u ǫ,γ ≡ 0 by (2.25), then we can let ǫ → 0 to complete the proof. Therefore we may just assume without loss of generality, that for some γ > 0,
(2.26)
Next, we take η ∈ C ∞ c ((0, 1); [0, 1]) such that η ≡ 1 on [ 1 4 , 3 4 ]; and take θ ∈ C ∞ c (R; [0, 1]) such that θ(x) = 1 when |x| < 1 2 
To apply Lemma 2.6 to U R with φ(t) = −4(t − 1 2 ) 2 + 9 4 , notice when (t, x) ∈ supp U R it follows that
then there exist γ 0 , R 0 and C > 0 such that when R ≥ R 0 we have
When R is large, the potential term on the right hand side of (2.27) is absorbed into the left hand side. Then we can restrict the domain of integration on the left hand side to (t, x) ∈ [ 7 16 , 9 16 
(2.28)
Therefor, if
Combining (2.28), (2.30) and (2.32), using the assumption (2.26), we let R → +∞ to conclude that u ≡ 0 on [ 7 16 , 9 16 ] × R and thus on [0, 1] × R by the isometry of e −it((−∆) m +V) on L 2 (R). The choices for the largeness of γ in (2.29) and (2.31), as well as the discussion from (2.25) to (2.26), show thatγ is found and the proof is complete. Remark 2.7. As mentioned in the introduction, we shall now show the sharpness of Theorem 1.1 by constructing a nontrivial solution to the free higher order Schrödinger equation which is different to (1.5). Let n, m ∈ N + and f (x) = e −|x| p , x ∈ R n . Then we can apply Lemma 2.2 with A = 1, B = 0, to have e Θ 1,0 ( 1
we can also apply Lemma 2.2 with A = 1, B = t, to have e Θ1,t( 1
A similar construction was earlier found in the second order case in [6, Remark 1] , where similar to Lemma 2.2, a parabolic decay estimate considering Gaussian weight can be proved by a more standard energy method.
Proof of Theorem 1.2
In the rest of the paper, we shall denote by p = 4m+2 4m+1 and its dual index p ′ = 4m + 2 which appear in Lemma 1.3. The main effort of this section is made for proving Lemma 1.3, but we first show how it implies Theorem 1.2 in a standard way for the sake of completeness.
Proof of Theorem 1.2. By translation invariance, we may assume that u = 0 in the half space
for some v ∈ S 1 , and then it suffices to prove the vanishing of u in the strip
for some ρ > 0. For this sake, we first take
Now applying the Carleman inequality (1.8) to the function u ǫ, R yields
Consider λ > 0 and observe that
then by the regularity assumption u ∈ W p and Fourier multiplier theorem (e.g. [24, Theorem 1.2]), we can let R → ∞ in (3.2) to have
The boundedness of e λ (t,x),v in Γ v, ǫ and the regularity of u also guarantee dominated convergence of (3.3) when ǫ → 0, thus we can use equation (1.1) and the support assumption (3.1) to have
where the last line comes from Hölder's inequality and the fact that 1 p = 2m 2m+1 + 1 p ′ . If we choose ρ > 0 to be so small that the first term on the last line above is absorbed into the left hand side, we have
By shrinking the left hand side of (3.4) to integration on S v, ρ−ǫ for any small ǫ > 0 where e λ ( (t,x) ,v +ρ) is lower bounded by e λǫ , we can send λ → +∞ to obtain u = 0 in the strip S v, ρ , which completes the proof. Now we turn back to the proof of Carleman inequality (1.8).
Proof of Lemma 1.3. If v = (v 1 , v 2 ) in (1.8), by scaling (t, x) → ((λv 2 ) 2m t, λv 2 x) and our choice of indices p and p ′ , one checks that (1.8) is equivalent to
We may set f = e (t,x),(b,1) u and instead prove its conjugated form
Denote a multiplier by
then (3.5) is implied by the Fourier multiplier estimate:
for all f ∈ S (R 2 ) whose Fourier transformf (τ, ξ) is supported away from the one dimensional manifold {(τ, ξ) ∈ R 2 ; M b (τ, ξ) −1 = 0}, which form a dense subset of L p (R 2 ).
First observe that
where the real polynomials P(ξ) and Q b (ξ) are of degrees 2m and 2m − 1 respectively, we may write
Denoted by a j = Re ξ b, j , we assume without loss of generality that
The proof of (3.6) shall be split into four steps.
Step 1. We first establish a uniform L p − L p ′ Fourier multiplier estimate:
If we replace f by e −itRe z f (t, x), one checks that the proof of (3.10) is reduced to the special parallel cases z = iβ, β ∈ R \ {0}, and let's just consider β > 0 in the following. Let
Iff (t, ·) denotes the Fourier transform of f in the spatial variable, then
where a(s) = R e iτs τ+iβ dτ = −2πiH(−s)e βs and H is the Heaviside function. Clearly we have a L ∞ ≤ 2π.
(3.11) On the other hand, notice that P(ξ) in (3.7) is real and of degree 2m, we can apply van der Corput lemma (see e.g. [25] ) to have the following pointwise estimate in the sense of oscillatory integral:
This and the fact that e −isP(D x ) L 2 −L 2 = 1 imply the interpolation
Thus we use (3.11), (3.13) and Minkowski's inequality to obtain
and (3.10) follows by applying the one dimensional Hardy-Littlewood-Sobolev inequality to (3.14) with the fact that 1 + 1
Step 2. Let χ 0 be the characteristic function of interval (a 1 − |a 1 | 2 , a 2m−1 + |a 2m−1 | 2 ], χ + be the characteristic function of (1, 2] , χ − be the characteristic function of (−2, −1], and define
As earlier observed in [18, p. 336] for the second order case, we conclude that (3.6) is a consequence of the following localized estimates: there is some constant C > 0 independent of k and b such that
and
By one dimensional Littlewood-Paley theorem associated with non-smooth dyadic sums (see [11, p. 349] ), Minkowski's inequality with the fact that p < 2 < p ′ , (3.15) and (3.16) , we obtain
(3.17)
We remark that χ ± k has translation and scaling factors depending on b, but such operations for frequency cut-offs in Littlewood-Paley theorem leave the same equivalence constants, thus the constant C in (3.17) is universal. Now we are left to prove (3.16) and (3.15) .
Step 3. We only show (3.16) in the "+" case. By uniform estimate (3.10), there is a constant C > 0 independent of k and b such that
where a 2m−1,k = a 2m−1 + 2 k−2 |a 2m−1 |. This and the difference
indicate that (3.16) follows if one can prove the following uniform estimates
for k ≥ 1 and b ∈ R. For such purpose, we write
where in the third equality we change the variable ρ = τ + P(ξ), and in the last equality F b,k,ρ (s, ·) is the inverse spatial Fourier transform of
.
Notice that decay estimate (3.13) and the Hardy-Littlewood-Sobolev inequality imply the following Strichartz estimate Now we are left to study the L p − L p bound associated with Fourier multiplier in (3.19) . Recall that supp χ + k ⊂ [a 2m−1 + 2 k−2 |a 2m−1 |, a 2m−1 + 2 k−1 |a 2m−1 |], thus if we take φ + ∈ C ∞ c (( 1 2 , 5 2 )) such that 0 ≤ φ + ≤ 1 and φ + ≡ 1 on [1, 2] , denoted by
we have φ + k ≡ 1 on supp χ + k . Then it suffices to show the L p − L p bound associated with
, recall (3.9), we have for 1 ≤ j ≤ 2m − 1 and k ≥ 1 that
and consequently
Here we have used an elementary fact: if x, y, z > 0 and there exist C 1 , C 2 ≥ 1 such that
where C = ( 5 2 ) 2m−1 . Also notice that when
which implies
Thus by (3.23) and (3.25) we have
Then we apply the Mihlin multiplier theorem on R (see e.g. [11] ) to obtain Step 4. Arguments for (3.15 ) are similar to those in Step 3. Let χ 0,ν be the characteristic function of ( a ν−1 +a ν 2 , a ν +a ν+1 2 ] for 1 ≤ ν ≤ 2m − 1, where a 0 = a 1 − |a 1 | and a 2m = a 2m−1 + |a 2m−1 |, we have χ 0 = 2m−1 ν=1 χ 0,ν . (If a ν = a ν−1 = a ν+1 , we define χ 0,ν ≡ 0.) With χ ± defined at the beginning of Step 2, we also set
, χ − 0,ν,k (ξ) = χ − ξ − a ν 2 k−1 (a ν − a ν−1 )
, k ≤ −1, whenever a ν+1 > a ν or a ν > a ν−1 . They are supported in supp χ 0,ν , and With an argument similar to Step 2, we only have to focus on proving
where χ + 0,ν,k is non-trivial and C > 0 is uniform in ν, k, b.
Denoted by a 0,ν,k = 5 · 2 k−2 (a ν+1 − a ν ), Q b,ν (ξ) = Q b (ξ + a ν ) = 2m 2m−1 j=1 (ξ + a ν − ξ b, j ). and notice that Q b,ν (a 0,ν,k ) 0, by Step 1 we have
Using the same arguments in Step 3, it suffices to consider the L p − L p bound associated with the following Fourier multiplier M + b,ν,k,ρ (ξ) = (Q b,ν (a 0,ν,k ) − Q b (ξ))φ + 0,ν,k (ξ) (ρ + iQ b (ξ))(ρ + iQ b,ν (a 0,ν,k )) ,
where similar to (3.21) we are here using
Since L p − L p bound is translation invariant for Fourier multiplier, we may instead con-siderM In the view of (3.26) and (3.27), we have proved (3.28) and thus (3.15) . Now the proof of Lemma 1.3 is complete. Remark 3.1. We finally point out to careful readers that, our failure for proving a version of (1.8) in higher dimension mainly comes from (3.12), where we have to obtain a sharp decay estimate for the oscillatory integral with polynomial phase function P that has lower degree terms varying signs, and we are indebted to the van der Corput lemma here. In dimension n > 1, it seems that |s| − n 2m should be the correct decay rate to obtain which will lead to a result that is compatible with Strichartz type restriction estimates as mentioned in the Introduction, but such decay does not look true for (3.12) since the oscillatory integral is degenerate. (We mention that for P with positive lower degree terms, such decay is true, see [15] .) Moreover, the frequency decomposition is also way more delicate, for Q b in (3.8) has both radial and non-radial behaviors in higher dimension, and we do not over-exaggerate the issues here.
