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 Abstrakt 
Práce je věnována tématu problematiky získávání znalostí z databází. Je zaměřena na základní 
metody klasifikace a predikce pro dolování dat. Dále se práce zaobírá extrakci nízkoúrovňových rysů 
z video dat a obrázků, a také shrnuje poznatky z podobnostního vyhledávání v multimediálním 
obsahu a indexaci tohoto typu dat. Závěr je věnován implementaci vybrané klasifikační metody a 
porovnání dosaţených výsledků s nástrojem LibSVM. 
 
 
 
 
 
Abstract 
This master„s thesis is dedicated to theme of knowledge discovery in Multimedia Databases, 
especially basic methods of classification and prediction used for data mining. The other part 
described about extraction of low level features from video data and images and summarizes 
information about content-based search in multimedia content and indexing this type of data. Final 
part is dedicated to implementation Gaussian mixtures model for classification and compare the final 
result with other method SVM. 
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1 Úvod 
 
Tato diplomová práce se zaměřuje na získávání znalostí z audiovizuálních dat, konkrétně na jejich 
obrazovou část. Kde pro jejich indexaci a vyhledávání za pomocí klasifikace je potřeba vyuţít některé 
z automatizovaných vyhledávajících vlastností tedy obrazových rysů. Pro nalezení patřičných objektů 
je nejprve potřeba určit kritéria, podle kterých se budeme řídit při porovnávání obrazových dat. Pro 
určení jsou-li dvě fotografie podobné či nikoliv se pouţívá tzv. „Vzdálenostní funkce“ popsaná 
v kapitole 5.6.1. Tato funkce určí „vzdálenost“, jak jsou dva objekty sobě vzdálené. Čím je 
vzdálenost větší, tím více jsou si od sebe objekty podobnostně vzdáleny a tím méně podobné. 
Pro dnešní společnost hrají důleţitou roli audiovizuální informace, která se zaznamenávají 
převáţně v digitální podbě. AV zdroje budou hrát čím dál větší roli v našich ţivotech, jako bude 
narůstat potřeba tyto zdroje dále zpracovávat. 
Univerzální databázové systémy (database management systems – DBMS) v současné době 
představují nejrozšířenější prostředek pro uchovávání a manipulaci s daty komerčních aplikací. 
Zajišťují relativně jednoduchou správu rozsáhlých databází, integritu, efektivní vyhledávání a 
zpracovávání informací, odolnost proti poruchám a výpadkům a další výhody. Tohoto úspěchu bylo 
docíleno za cenu maximálního zjednodušení základního datového modelu a operací. 
Nejběţnějším modelem pouţívaným v dnešních databázových systémech je relační datový 
model. Hlavní výhodou tohoto modelu je jednoduchost a tím pádem i snadná standardizovatelnost a 
přenositelnost. V relačním modelu dat se struktura a vztahy dat uchovávají pouze jako mnoţina 
tabulek. Relační databáze jsou a i nadále zůstanou hlavním prostředkem pro správu dat komerčních 
aplikací, které jsou charakteristické velkým objemem údajů s jednoduchou strukturou. Řada aplikací, 
například z oblasti designu, multimédií, geografických systému apod., však potřebuje takový datový 
model, který umoţní lepší korespondenci mezi sloţitými reálnými daty a jejich reprezentací v 
databázovém systému. Tímto modelem je objektový model dat. Objektový model dat v databázových 
systémech vychází ze známých principu objektově orientovaného modelování a programování. Je 
však dále obohacen o techniky perzistence, reprezentace vztahu, dotazování, transakčního přístupu 
apod. 
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2 Získávání znalostí z databází 
Na konci 80. let a zejména v 90. letech minulého století výrazně vzrostly schopnosti generovat, sbírat 
a ukládat různá data. V oblastech vědy, obchodu a výroby a státní správy se začal projevovat rostoucí 
problém přesycení přílišným mnoţstvím informací. Díky dostupnosti obrovského mnoţství uloţených 
dat v elektronické podobě se dostala do popředí potřeba přeměny dat na uţitečné informace a znalost, 
vyuţitelných v řadě aplikací včetně analýzy trhu, podpory řízení, správy a rozhodování. Jedním 
z moţností jak řešit uvedený problém se snaţily informační technologie za pomocí vytváření 
datových skladů a aplikací různých dotazovacích a analytických nástrojů OLAP, schopných 
prezentovat různé agregované údaje v co nejnázornější podobě. Nástroje OLAP jsou určeny pro 
interakční datovou analýzu. Výsledkem snaţení o poskytnutí nástrojů, metod a technik, které by 
výsledky analýzy dat určitým způsobem automatizovaly, byl vznik nového směru v oblasti 
počítačových věd nazvaný Knowledge Discovery in Databases v češtině známé jako získávaní 
znalostí z databází. 
Získávaní znalostí z databází představují extrakci netriviálních, skrytých, dříve neznámých a 
potenciálně uţitečných modelů dat a vzorů z velkých objemů dat. Tyto modely a vzory reprezentují 
znalosti získané z dat. Netriviální znamená, ţe se nejedná o jednoduchou informaci, kterou lze získat 
např. pomocí nějakého SQL dotazu nad databázi, nýbrţ je potřeba pouţít sofistikovanější postup. 
 Mezi nejběţnější úlohy zabývající se získáváním znalostí z databází patří např. analýza 
nákupního košíku. Cílem je nalezení častých vzorků tedy zboţí, které nejčastěji zákazníci společně 
kupují. K tomu slouţí asociační pravidla, která vyjadřují určitý závěr vyplývající z analýzy 
jednotlivých nákupů, např. ţe si zákazník koupí nový počítač a současně s ním i operační systém. 
Další velkou oblastí potenciálních aplikací získávání znalostí z databází jsou finanční analýzy a řízení 
rizik. Patří sem analýza predikce cash flow, analýza a predikce vývoje cen v čase, predikce rizika 
poskytnutí půjčky apod. 
Jedná se o jednu z atraktivních oblastí oborů zabývajících se databázemi. Tato disciplína čerpá 
z databázových technologií, statistiky a matematiky, umělé inteligence, teorií získávání a sběru dat a i 
v dalších vědních oblastech. 
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2.1 Proces získávání znalostí z databází 
Získávání znalostí z databází probíhá v několika krocích, které se zpravidla v určitých iteracích 
opakují. Jednotlivé kroky jsou znázorněny na následujícím obrázku. 
 
 
Obrázek 1: Proces získávaní znalostí z databází - převzato z [9] 
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Získávání znalostí sestává z těchto částí, jak můžeme vidět na obrázku Obrázek 1[4]: 
1. Čištění dat: Převáţná většina reálných databází, které jsou vyuţívány k dolování, nejsou 
zpravidla ve stavu, kdy bychom jejich data mohli bezprostředně podrobit dolovacímu 
algoritmu. Cílem tohoto kroku je data předzpracovat, tedy doplnit scházející data, odstranit 
šum případně vyřešit nekonzistenci dat.  
2. Datová integrace: cílem je seskupit data pocházející z více datových zdrojů do jednoho 
koherentního zdroje. V převáţné většině případů je tento krok společný s procesem čištění, 
jelikoţ vyčištěná data potřebujeme někam ukládat. Problém vznikající při integraci dat z více 
zdrojů je ve většině případů vzniklá nekonzistence, proto současně s tímto krokem probíhá i 
čištění dat. Mezi další problémy spojené s integrací dat patří konflikt schématu, hodnot a 
identifikace. 
3. Výběr dat: cílem je vybrat data, která jsou podstatné pro dosaţení korektních výsledků. 
Jedná-li se o relační databázi, kde data jsou v tabulkách, výběr dat představuje výběr 
relevantních sloupců. V případě datových skladů výběrem jsou dimenze. 
4. Transformace: cílem je transformovat data do podoby vhodné pro dolování.  Transformace 
dat můţe zahrnovat operace vyhlazení, agregace, generalizace, normalizace, konstrukce 
atributů. Pro odstranění šumu z dat se vyuţívá operace vyhlazení. Při pouţití agregece jsou 
detailní hodnoty agregovány. Při generalizaci se zdrojová data nahrazují koncepty 
z konceptuální hierarchie. Normalizace provádíme proto, jelikoţ to vyţaduje dolovací 
algoritmus, anebo nenormalizovaná data by nepříznivě ovlivnily výsledek. Operace 
normalizace mapuje hodnoty do zadaných specifických intervalů např. interval <-1.0, 1.0>  
Poslední operací, kterou lze pouţít v procesu transformace dat je konstrukce atributů. Tato 
operace je pouţívaná při vytváření nových atributů, které nejakým způsobem mohou 
pozitivně ovlivnit a usnadnit dolování. Hodnoty takový atributů  jsou odvozeny od atributů 
jiných. Ty se potom pouţijí pro dolování místo atributů původních.  
5.  Dolování dat: zde probíhá samotný proces dolování. Základní typy dolovacích úloh 
můţeme rozdělit do dvou skupin. První skupinu tvoří úlohy deskriptivní, charakterizují 
obecné vlastností dolovaných dat. Základním typem úlohy je popis konceptu/třídy. U tohoto 
typu mohou být data asociována s určitým konceptem nebo třídou. Dalším typem dolovací 
úlohy jsou úlohy zaměřené na odhadování vztahů mezi atributy, patří sem dolování 
frekventovaných vzorů, korelací a asociací. Duhou skupinu dolovacích úloh tvoří prediktivní, 
mezi něţ patří klasifikace a predikce. Cílem klasifikace je nalézt takový model, který 
popisuje a současně rozlišuje data do tříd. Celý proces se skládá z trénování, kdy je vytvořen 
potřebný klasifikační model na základě analýzy trénovací mnoţiny. Po té následuje testování 
dat, které určí, jak dobře jsou data klasifikována do daných tříd. V posledním kroku 
vytvořený klasifikační model klasifikuje neznámá data, u nichţ není známá výsledná třída. 
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V prvních dvou korcích je třída známa. Klasifikace se pouţívá k predikci hodnot diskrétních. 
Pro hodnoty spojitých atributů pouţíváme predikci. V tomto případě předikujeme chybějící 
nebo nedostupnou numerickou hodnotu. Nejčastější metodou predikce je regresní analýza. 
Dalším typem úlohy je shluková analýza. Na rozdíl od klasifikace a predikce, které při 
vytváření klasifikačního modelu analyzují datové objekty, jejichţ přiřazení do tříd je známé, 
shlukování analyzuje datové objekty bez znalosti přiřazení do tříd. Cílem shlukování je 
nalezení tříd objektů, které mají co nejvíce společného a naopak se od ostatních tříd co 
nejvíce liší. 
6. Hodnocení modelů a vzorů: cílem je identifikovat skutečně zajímavé vzory. Zajímavé 
vzory můţeme vymezit čtyřmi základními vlastnostmi, které je charakterizují. První nutnou 
vlastností je snadná srozumitelnost pro člověka. Následujícími vlastnosti jsou platnost, 
potenciální uţitečnost a novost. Míry zajímavosti mohou být objektivní nebo subjektivní. 
Existuje několik veličin, které pouţíváme pro objektivní posouzení zajímavost. Jsou zaloţeny 
na struktuře objevovaných vzorů a statistických údajů, které se k nim vztahují. Pro objektivní 
posouzení se pouţívá veličina podpora a spolehlivost. Podpora udává četnost výskytu daného 
pravidla v databázi transakcí, kterou analyzujeme. Hodnoty jsou udávány jako relativní 
v procentech nebo absolutní, tedy obsahují počet transakcí. Podpora tedy vyjadřuje 
pravděpodobnost )( YXP  , kde YX   značí, ţe transakce obsahuje jak poloţky mnoţin 
X a Y v transakcích společně. Neumoţňuje určit zda-li neexistuje mnoho transakcí, které 
obsahují poloţky mnoţiny X, ale neobsahují poloţky mnoţiny Y.  Proto se zavádí ještě jedna 
veličina nazvaná spolehlivost. Tato veličina ohodnocuje stupeň jistoty platnosti daného 
asociačního pravidla 
7. Prezentace znalostí: cílem je prezentace výsledků dolování vyuţitím vizualizace a 
reprezentace znalostí uţivateli. 
 
 První čtyři částí získávání znalostí z výše uvedeného procesu jsou různou formou 
předzpracováním dat. V části dolování můţe docházet k interakci s uţivatelem nebo algoritmus můţe 
vyuţít nějakých znalostí o datech, která mohou být uloţena v databázi znalostí. Častěji se spíš 
setkáme s  pojmem dolování, na místo celého názvu získávání znalostí z databází. I kdyţ dolování je 
jen jednou z částí komplexního procesu. Výsledek dolování můţe databázi znalostí obohatit o nové 
znalosti, a ty mohou být pouţity pro další iterace.  
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Architektura typického systému pro dolování obsahuje těchto šest hlavních komponent: 
 
 Datové zdroje – Čištění a integrita dat nad jednou nebo více databázemi případně jiném 
úloţišti informací.  
 Databázové servery nebo datové sklady – získávání dat ze specifikovaných datových 
zdrojů 
 Databáze znalostí – databáze znalostí, která můţe být vyuţita k vyhledávání a hodnocení 
zajímavosti získaných vzorů.  Mohou se zde nacházet různé prahové hodnoty.  
 Dolovací stroj – komponenta samotného jádra dolování. Skládá se z řady funkčních 
modulů např. klasifikace, predikce, shlukování a evoluční analýzy. 
 Modul hodnocení modelů a vzorů – tato komponenta vyhodnocuje zajímavost získaných 
vzorů. Bývá integrován s moduly dolovacího stroje, aby hodnocení zajímavosti bylo co 
nejhlubší v procesu dolování.  
 Uţivatelské rozhraní – slouţí ke komunikaci mezi uţivatelem a dolovacím systémem, 
umoţňuje uţivateli zasahovat do systému a specifikovat dolovací dotazy případně 
prohlíţet data. 
 
 
 
 
Obrázek 2: Architektura typického systému pro dolování dat - převzato z [9] 
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2.2 Druhy dat pro dolování 
Zdroje dat pro dolování můţeme rozdělit podle existujících databází a jejich způsobu uloţení na 
následující [9]: 
 
 Relační databáze – jedná se o databázový systém, který je zaloţen na relačním modelu dat a 
relační algebře. Kde relací rozumíme tabulky obsahující řádky (n-tice) a jejich hodnoty.  
Tabulky obsahují strukturu záznamů s pevně definovanými sloupci (atributy). Kaţdý sloupec 
je definován jednoznačným názvem, typem neboli doménou. Vztahy neboli relace, slouţí ke 
svázání dat, která spolu souvisejí a jsou umístěny v různých databázových tabulkách. Kaţdá 
dvojice nebo prvek kolekce, reprezentuje záznam jako objekt s jednoznačným 
identifikátorem. 
 Transakční databáze – databáze je tvořena souborem záznamů, reprezentujících transakce. 
Transakce obsahuje jednoznačný identifikátor transakce a seznam poloţek, které transakci 
tvoří.  
 Datový sklad – ve většině případů je modelován jako multidimenzionální databázová kostka 
tzv. OLAP technologie, kde jednotlivé dimenze odpovídají atributům případně skupině 
atributů ve schématu, a kaţdá buňka obsahuje agregované údaje. 
 Pouţití objektového přístupu k výše definovaným variantám 
 
 
Rozlišní podle uloţených dat [6]: 
 Prostorová data jako mohou být geografické mapy, medicínské snímky ať uţ uloţené 
v rastrové nebo vektorové podobě. 
 Temporální a časově uspořádaná data.  Informace tohoto typu jsou uchovány v klasických 
relačních případně transakčních databázích, kde převládá text a časová informace s časovými 
razítky. 
 Multimediální data vizuální textové a smíšené dokumenty, statické obrázky, video a samotná 
audio data. 
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3 Klasifikace a Predikce 
Klasifikace je proces hledání různých vlastností dat a na základě těchto vlastností se provádí separace 
do tříd. Tedy kaţdá třída má zpravidla jednu dominantní vlastnost, kterou se vyznačují všechny prvky 
uvnitř takovéto třídy. 
Proces přiřazování prvků do tříd se nazývá algoritmem „učícím“, který je prováděn na vybrané 
trénovací mnoţině dat,  kde je jiţ předem známá příslušnost prvků do jednotlivých tříd. 
Klasifikace probíhá ve dvou fázích. V první fázi jak jiţ bylo řečeno, jsou z databáze vybrány 
vzorky dat. U těchto dat je podmínkou znát jejich zařazení do tříd. Tyto vzorky dat jsou vstupem pro 
klasifikátor, jehoţ úkolem je vhodným způsobem zjistit tzv. klasifikační pravidla. Pomocí těchto 
pravidel lze s jistou přesností zařadit neznámý objekt do dané třídy. Ve druhé fázi probíhá testování 
daného klasifikátoru. I v tomto případě jsou vybrány vzorky dat z mnoţiny nazvané testovací, u nichţ 
je předem známa klasifikační třída. Tyto vzorky musí být nezávislé na předchozích datech, neměly by 
být vybrány z trénovací mnoţiny. Data jsou jiţ naučeným klasifikátorem zařazována do patřičných 
tříd, přičemţ díky známosti skutečné třídy, kam daný vzorek patří, se procentově určí, v kolika 
případech provedl klasifikátor správnou klasifikaci. Na základě získaných výsledků můţe být 
rozhodnuto, zda klasifikátor můţe být pouţit v budoucnu pro data, u nichţ není známo, do jaké třídy 
patří. 
 
Porovnání klasifikačních metod se provádí podle následujících kritérií: [2] 
 Přesnost předpovědi – vyjádřena v procentech úspěšnost klasifikování dat, která nebyla 
obsaţena v trénovací mnoţině. 
 Rychlost – výpočetní sloţitost pro vytvoření a pouţití klasifikačních pravidel. 
 Robustnost – vytvoření správného modelu i v případě, ţe jsou data zašuměna, případně 
hodnoty scházejí. 
 Stabilita – vytvoření modelu i pro velké mnoţství dat. 
 Interpretovatelnost – sloţitost daného modelu pro pochopení. 
 
Klasifikační model můţe mít různou podobu jako například klasifikace pomocí IF-THEN 
pravidel, rozhodovacího stromu, matematické formule, Bayesovská klasifikace, SVM (Support 
Vector Machine) nebo neuronové sítě. 
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Obrázek 3 Klasifikační modely: a) IF-THEN pravidla, (b) rozhodovací strom, (c) neuronová síť – 
převzato z [9] 
 
K predikci diskrétních a neuspořádaných hodnot tříd se pouţívá klasifikace. Pro hodnoty 
spojité pouţíváme predikci, kdy se predikuje nedostupná případně chybějící numerická hodnota. 
Nejčastěji pouţívanou statickou metodou je regresní analýza. 
 
3.1 Klasifikace metodou SVM 
V roce 1992 Vldimír Vápnik a jeho kolegové představili poprvé studii metody SVM, jejíţ základ byl 
vytvořen počátkem 60. let [10].  SVM nebo také „Algoritmy podpůrných vektorů“ (Support Vector 
Machine) patří mezi relativně nové a výkonové klasifikační a regresní techniky.  Tyto metody 
vyuţívají výhody poskytované efektivními algoritmy pro nalezení lineárních hranic a současně 
schopnosti reprezentovat i vysoce sloţité nelineární funkce. Metoda poskytuje moţnosti pro 
klasifikaci lineárních i nelineárních dat. Metoda SVM můţe být popsána pomocí matematického 
zápisu rovnice přímky, která odděluje objekty jednotlivých tříd. 
Základní princip klasifikačního algoritmu je zaloţen na převodu vstupních dat do 
vícedimenzionálního prostoru pomocí nelineárního mapování. Nově vytvářeným dimenzionálním 
prostorem jsou vstupní data vymezena pomocí lineární hranice rozhodnutelnosti, tzv. „boundary 
decision“ do jedné třídy. Nalezení vhodné lineární hranice, aby byla vedena co nejefektivněji 
z hlediska kategorizace budoucích dat, které nebyly součástí trénovací mnoţiny, patří mezi 
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komplikovanější záleţitosti, ale v zásadě řešitelné. Specifickou vlastností SVM strojů patří souběţná 
minimalizace empirické klasifikační chyby a maximalizace geometrických okrajových oblastí.  
Na vstupní data můţe pohlíţet jako na dvojici mnoţin vektorů v  n-rozměrném prostoru. 
SVM má za cíl vyprodukovat model, který bude schopen určit hranice, které oddělují určité třídy ve 
vstupním prostoru. SVM pro vytvoření hranic vyuţívá nadrovinu maximalizující okraj mezi dvěma 
skupinami dat. Takto vytvořená oddělovací nadrovina má co největší vzdálenost k sousedním bodům 
obou tříd. 
V praxi vyuţití této metody můţeme nalézt při rozpoznávání obrazu, rozpoznávání ručně 
psaných textů, ale také v oblastech bioinformatiky, pro analýzu dat týkajících se genové exprese. 
3.1.1 Lineární separovatelnost dat 
Schopnost rozdělit vzorky dat do tříd pomocí oddělující přímky. Sloţitost nalezení lineární hranice je 
demonstrovaná na následujícím příkladu [9], kdy máme dvourozměrný prostor definován jako 
mnoţinu dat 𝐷 s atributy  𝑋1 ,𝑦1 ,  𝑋2 ,𝑦2 ,…  (𝑋 𝐷 ,𝑦 𝐷 ), kde 𝑋𝑖  jsou vzorky z trénovací mnoţiny dat 
asociované ke třídě označené 𝑦𝑖  nebývající jednu z následujících hodnot +1 nebo -1.  Při rozhodování 
o tom, do které třídy nově neoznačený objekt patří, se rozhodujeme ve většině případů na základě jiţ 
známých případů či objektů, které jsou novému objektu nějakým způsobem podobné. Často platí 
závislost, pokud jsou si dva objekty 𝑥𝑖  a 𝑥𝑗  podobné, budou podobné či shodné také třídy 𝑦𝑖  a 𝑦𝑗 , do 
kterých objekty náleţí. K porovnání objektů je zapotřebí zavést nějakou míru podobnosti či naopak 
rozdílnosti v prostoru 𝑥. Bude se tedy jednat o funkci, která vrací číselnou hodnotu určující míru 
podobnosti objektů pro vstupní objekty z daného prostoru. V SVM je takováto funkce často nazývaná 
jádrem (kernel). 
 Obrázek 4 blíţe popisuje příklad pro dva atributy A1 a A2, vynesené v 2-D grafu. Podle něho, 
lze usoudit, ţe data jsou lineárně separovatelná, jelikoţ vykreslené přímky jednoznačně oddělují 
prostor pro všechny vzorky. Cílem je nalezení pouze jediné vhodné podélné čáry, která bude schopna 
s minimálním počtem klasifikačních chyb separovat data do tříd. Ve 3 – D prostoru je lineární hranice 
tvořená separovací nadrovinou.  
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Obrázek 4 Lineární separace trénovacích dat - převzato z [9] 
 
Jak tedy správně nalézt nejefektivnější dělící hranici a nebo nadrovinu? Metoda SVM volí 
takovou přímku případně nadrovinu, která maximalizuje vzdálenost mezi přímkou a nejbliţším 
bodem na protějších okrajích tzv. margin viz následující obrázek . 
 
Obrázek 5 Demonstrace separace nadroviny s okraji - převzato z [9] 
 
Pro body leţící nad separační nadrovinou platí následující rovnice: 
 
 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2  > 0       (3.1) 
 
  
 14 
Podobně pro body leţící pod separační nadrovinou platí matematická rovnice: 
   
  𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2  < 0          (3.2) 
 
Vzorky nacházející se nejblíţe hledané nadrovině jsou nazývány „support vectors“. Podle 
toho metoda získala svůj název. V případě, ţe nelze nalézt takovou nadrovina, budeme hledat takovou 
nadrovinu, která oddělí vzorky dat nikoliv dokonale, ale nejlépe jak to jen lze pro daný případ. 
Snahou bude získat nadrovinu, která bude maximalizovat vzdálenost mezi nadrovinou a nejbliţšími 
dobře oddělenými případy z obou tříd, tím lze tolerovat a zpracovávat např. data obsahující šum [21]. 
Pro tento případ s pouţitím „soft margin“, řešení optimalizačního problému spočívá v nalezení 𝑤 a 𝑏, 
pro které platí minimalizována hodnota 
1
2
 𝑤 2 + 𝐶  𝜁𝑖𝑖  a to pro všechny dvojice (𝑥𝑖 , 𝑦𝑖) platí 
následující podmínka: 
  𝑦𝑖 𝑤 ∙ 𝑥𝑖 + 𝑏 ≥ 1 − 𝜁𝑖   a  𝜁 ≥ 0      (3.3) 
Kde 𝜁 představuje vzdálenost mezi vzorkem a dělící přímkou nebo nadrovinou. Parametr C slouţí 
k zabezpečení proti přílišné specializaci získaného modelu a tím zabránit případnému „přeučení“. 
 
3.2 Bayesovská klasifikace 
Tato klasifikační metoda je postavena na statistickém modelu. Kdy pro nové vzorky dat statistické 
metody určí, s jakou pravděpodobností daný vzorek patří do jednotlivých tříd. Vzorek je poté zařazen 
do třídy, pro kterou je jeho vypočtená pravděpodobnost nejvyšší.  
3.2.1 Podmíněná pravděpodobnost, Bayesův vzorec 
Základem Bayesova vzorce je podmíněná pravděpodobnost. Kterou můţeme definovat takto. Nechť 
𝐴 a 𝐵 jsou dva obecné jevy. Zápisem 𝑃(𝐴|𝐵) se označuje podmíněná pravděpodobnost. Určuje 
pravděpodobnost jevu 𝐴 za podmínky výskytu jevu 𝐵, tedy udává pravděpodobnost, ţe nastane jev 𝐴, 
pokud bezpečně víme, ţe nastal jev 𝐵. Podmíněná pravděpodobnost je pak vypočítána podle vzorce: 
[24]  
 
𝑃 𝐴 𝐵 =
𝑃 𝐴 ∩ 𝐵 
𝑃 𝐵 
 
 (3.4) 
 
Pravděpodobnost, ţe nastane jev 𝐴 a 𝐵 současně je definována jako 𝑃 𝐴 ∩ 𝐵 , 𝑃 𝐴  představuje 
pravděpodobnost jevu A. 
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3.2.2 Jednoduchá bayesovská klasifikace 
Poté můţeme Bayesův teorém zapsat jako: 
 
𝑃 𝐻 𝑋 =  
𝑃 𝑋 𝐻 𝑃(𝐻)
𝑃(𝑋)
,        (3.5) 
 
kde 𝑋 označuje jednotlivé třídy, do kterých jsou vzorky z mnoţiny trénovacích dat 
klasifikovány. 𝐻 představuje hypotézu, ţe daný vorek patří do určité třídy. Kde zápis 𝑃 𝑋 𝐻  udává 
podmíněnou pravděpodobnost tedy, ţe nějaký libovolný vzorek padne do třídy 𝑋𝑖 . Cílem je nalezení 
takové hodnoty 𝑖 pro kterou platí, ţe hodnota 𝑃 𝐻 𝑋  pravděpodobnosti bude největší. Prvek poté 
bude klasifikován právě do této třídy 𝑋𝑖 . Výsledná pravděpodobnost bude maximální jen v případě, 
ţe výsledná hodnota výrazu 𝑃 𝑋 𝐻 𝑃 𝐻  bude taky maximální, neboť pro konkrétní vzorek 𝑋 je 
𝑃 𝑋  konstantou. Je nutné rozlišovat zápis 𝑃 𝐻 𝑋  od 𝑃 𝑋 𝐻 , jelikoţ 𝑃 𝐻 𝑋  nám udává 
pravděpodobnost, ţe prvek 𝑋 patří do tříd 𝐻𝑖 . Naopak 𝑃 𝑋 𝐻  nám udává, jaká je pravděpodobnost, 
ţe daný prvek ze třídy 𝐻𝑖  bude mít stejné hodnoty atributů jako prvek 𝑋. 
3.3 Gaussian Mixture Model 
Mixture model je pravděpodobnostní model popisující rozloţení hustoty pravděpodobnosti. 
Klasifikační metoda nazvaná Gaussian Mixture Model (GMM), patří tak jako Bayesovská klasifikace 
mezi metody pouţívající princip zaloţený na statistickém rozpoznávání vzorů. Vychází 
z předpokladu, ţe modely stejných tříd mohou mít i některé podobné statistické vlastnosti. Takovou 
techniku vyuţívá právě také GMM, který modeluje hledané třídy pomocí směsi gaussovských funkcí. 
Gaussovská funkce je definována následujícím zápisem [22]: 
 
𝑓 𝑥 = 𝑎𝑒
−
(𝑥−𝑏)2
2𝑐2  ,         (3.6) 
 
kde pro koeficienty platí a, b ,c > 0. Graf gaussovské funkce je symetrický připomínající “zvon” 
blíţící se k ±∞. Parametr 𝑎 určuje nejvyšší hodnotu vrcholu křivky a hodnota b je pozice středu 
vrcholu a poslední koeficient c určuje šířku gassovské křivky.  
Gaussovské funkce jsou nejčastěji pouţívány ve statistice, kde slouţí např. k popisu 
normálního rozloţení pravděpodobnosti. Normální rozdělení pravděpodobnosti s parametry 𝜇 a 𝜎2  je 
definováno hustotou pravděpodobnosti podle následujícího vzorce [23]: 
𝑝 𝑥 =  
1
𝜎 2𝜋
𝑒
(−
(𝑥−𝑦 )2
2𝜎2
)
        (3.7) 
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3.3.1 EM (Expectation Maximization) 
Je řazen mezi obecné iterativní algoritmy hledající maximální odhad pravděpodobnosti (maximum 
likehood) parametrů pravděpodobnostních modelů. Pro modely, u kterých závisí na skrytých 
proměnných. A je tedy součástí klasifikačních algoritmů např. GMM.  
Algoritmus se skládá ze dvou kroků a to „Expectation“ (E)  a Maximization (M). V prvním ze 
zmiňovaných je snahou vypočet odhadu pravděpodobnosti „likelihood“ zahrnutím skrytých dat, 
jakoby byly pozorovány. V druhém kroku se EM algoritmus snaţí o maximalizaci „likelihood“ 
parametrů maximalizací očekávání nalezeného v kroku E. 
Pro odhad parametrů se vyuţívá funkce pro výpočet hustoty pravděpodobnosti „Probability 
Density Function“ (PDF) z hlediska 𝑥. Musí platit následující vztah [25]. 
 
 𝑓 𝑥 𝑑𝑥 = 1
∞
−∞
         (3.8) 
 
kde musí platit následující podmínka 𝑓 𝑥 ≥ 0,∀𝑥 ∈ 𝜒. 
 
 
Lze definovat také pomocí Gaussovy funkce pro rozloţení hustoty pravděpodobnosti: 
 
𝑝 𝑥 𝜃 =  Ν 𝑋 𝜇,𝜎 =  
1
 2𝜋𝜎2
𝑒
−(𝑥−𝜇 )2
2𝜎2        (3.9) 
V odborné terminologii v oblasti statistik je výraz likelihood často uţíván v souvislosti s 
pravděpodobností (probability). Výpočet maximální hodnoty likelihood slouţí k výpočtu parametrů. 
Funkce pro výpočet maximální hodnoty likelihood (ML) je označována jako 𝐿 𝜃 𝑥, 𝑧  . Kde symbol 
𝜃 reprezentuje vektor parametrů, 𝑥 jsou pozorovaná data a 𝑧 reprezentuje hledané hodnoty.  
Maximální odhad hodnoty likelihood, je definován okrajovou pravděpodobností pozorovaných dat. 
Tato pravděpodobnost je definována následovně pro dvourozměrný náhodný vektor 𝑋 = (𝑋1 ,𝑋2) 
[28]: 
 𝑝1 𝑥1 =  𝑝(𝑥1 ,𝑥2)𝑥2  , respektive 𝑝2(𝑥2) =  𝑝(𝑥1 ,𝑥2)𝑥1     (3.10) 
 
 
Obecně pro 𝑝𝑖(𝑥𝑖) platí následující vzorec: 
𝑝𝑛 𝑥𝑛 =  …  … 𝑝(𝑥)𝑥𝑛→∞𝑥𝑛+1→∞𝑥𝑛−1→∞𝑥1→∞      (3.11) 
  
Definice likelihood funkce pro kompletní data: 
𝐿 𝜃 𝑍 = 𝐿 𝜃 𝑥,𝑦 = 𝑝(𝑥,𝑦|𝜃) ,      (3.12) 
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kde 𝑥 jsou pozorovaná data generovaná určitou distribuční funkcí, 𝑦 jsou skrytá data a 𝑍 = (𝑥,𝑦) 
reprezentuje kompletní data 
 
Krok maximization, v kaţdém kroku se hodnota log-likelihood zvyšuje pomocí následujícího zápisu. 
𝜃(𝑡+1) = arg𝑚𝑎𝑥𝜃 [𝑄
𝑡 𝜃 + log𝑝(𝜃)],       (3.13) 
kde očekávaná hodnota 𝑄𝑡 𝜃  je vypočtena v kroku E, jako komplentí log-likelihood s respektováním 
neznámých dat 𝑦: 
𝑄 𝜃 𝜃 𝑖−1  = 𝐸[𝑙𝑜𝑔𝑝(𝑥,𝑦|𝜃)|𝑥,𝜃(𝑖−)] ,     (3.14) 
kde 𝑥 a 𝜃(𝑖−1)  jsou konstanty, 𝜃 je běţná proměnná, kterou chceme přizpůsobit a 𝑦 je náhodná 
proměnná řízená distribuční funkcí 𝑓(𝑦|𝑥,𝜃(𝑖−1)). 
 
3.4 Predikce 
Je proces přiřazující datům hodnoty, které mají obecně spojitý charakter. Mezi nejčastěji pouţívané a 
nejznámější metody predikce patří lineární jednoduchá a násobná regrese. Pomocí těchto metod, lze 
spoustu nelineárních problémů přetransformovat na tyto typy regrese.  
3.4.1 Lineární jednoduchá regrese 
Regresní analýza je jednou z nejpouţívanějších statistických technik analýzy dat. Pouţívá se pro 
odhad hodnoty náhodné veličiny (někdy nazývané závislé nebo cílové proměnné) na základě znalosti 
jiných veličin (nezávislých proměnných). Lineární regrese vyjadřuje závislost mezi jednou, případně 
více nezávislými proměnnými a závislou proměnnou nabývající spojitých hodnot. Při aplikaci regrese 
je nezávislá proměnná reprezentována jednotlivými atributy datového vzorku a závislá proměnná 
představuje cílový atribut, jehoţ hodnota je predikována. 
Jednoduchá lineární regrese očekává data ve tvaru  𝑥1 ,𝑦1 ,  𝑥2 ,𝑦2 ,… , (𝑥𝑠 ,𝑦𝑠), kde 
𝑥𝑖  reprezentuje vstupní atribut a 𝑦𝑖  reprezentuje výstupní atribut. Tato data jsou aproximovány 
přímkou o rovnici:  
𝑌 = 𝑎𝑋 + 𝑏       (3.15) 
 
Závislá proměnná je označena 𝑌 nezávislá proměnná jako 𝑋 a 𝑎, 𝑏 jsou koeficienty určující parametr 
přímky. Mezi nejznámější metodu pro určení koeficientů 𝑎, 𝑏 v rovnici přímky, patří metoda 
nejmenších čtverců. Jeho princip je zaloţen na podmínce, ţe součet druhých mocnin a rozdílu 
 18 
skutečné 𝑦𝑖   a aproximované hodnoty 𝑌𝑖  je minimální. 
 
Koeficienty 𝑎, 𝑏  pro metodu nejmenších čtverců jsou počítány podle následujících vzorců [9]: 
 
 
𝑎 =  
  𝑥𝑖 −  𝑥 (𝑦𝑖 − 𝑦)
𝑠
𝑖=1
 (𝑥𝑖 − 𝑥)2
𝑠
𝑖=1
 
 
𝑏 = 𝑦 −  𝑎𝑥      (3.16) 
 
3.4.2 Lineární násobná regrese 
Vychází z jednoduché lineární regrese rozšířené o moţnost zpracovávat 𝑛 vstupních atributů. 
Poţadovaná data jsou tedy ve tvaru [9]: 
  𝑥11 ,𝑥12 ,… , 𝑥1𝑛 ,𝑦1 ,  𝑥21 ,𝑥22 ,… , 𝑥2𝑛 ,𝑦2 ,… ,  𝑥𝑠1 ,𝑥𝑠2 ,… , 𝑥𝑠𝑛 ,𝑦𝑠   (3.17) 
 
Aproximační rovnice pro n rozměrný vstupní atribut má poté tvar: 
 𝑌 = 𝑎0 + 𝑎1𝑋1 + 𝑎2𝑋2 +  …+ 𝑎𝑛𝑋𝑛       (3.18) 
 
Pro nalezení hodnot koeficientů 𝑎0 , 𝑎1 ,  𝑎2 ,… ,𝑎𝑛  se pouţije matice A, která je určena podle vzorce: 
𝐴 = (𝑋𝑇𝑋)−1𝑋𝑇𝑌         (3.19) 
Index T označuje matici transponovanou a horní index -1 matici inverzní. 
 
Y = aX + b 
y2 
x 
y 
Y2 
Y5 
x2 
y3 
Y3 
x3 
y1 
Y1 
x1 
y4 
Y4 
x4 
y5 
x5 
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3.4.3 Nelineární regrese 
Jak jiţ bylo v úvodu naznačeno, nelineární regrese je většinou řešena tak, ţe ji transformujeme na 
regresi lineární převzato z [9].   
Pro případ provedení regrese za pomocí polynomiální funkce, tedy funkci, kterou hledáme ve tvaru: 
 𝑌 =  𝑎0 + 𝑎1𝑋 + 𝑎2𝑋
2 + 𝑎3𝑋
3      (3.20) 
 
Potom můţeme nadefinovat nové proměnné označeny 𝑋1 ,𝑋2 ,𝑋3, kde 𝑋1 = 𝑋,  𝑋2 = 𝑋
2 ,𝑋3 = 𝑋
3 
Tyto nové proměnné dosadíme do uvedeného vzorce (3.20) a tím dostáváme následující zápis funkce 
Y: 
𝑌 = 𝑎0 + 𝑎1𝑋1 + 𝑎2𝑋2 + 𝑎3𝑋3       (3.21) 
Tento zápis je nám ovšem jiţ důvěrně známý, jelikoţ to není nic jiného, neţ samotný zápis pro 
vícenásobnou regresi viz 3.4.2,  kterou řešíme pomocí metodou nejmenších čtverců zobecněnou pro 𝑛 
atributů. 
 
 
 
4 Shluková analýza 
Je podobná klasifikaci a predikci s tím rozdílem, ţe nejsou předem známy vlastnosti, podle kterých se 
prvky shlukují. Principem shlukové analýzy je nalezení maximálních podobných vlastností uvnitř 
shluku a vzájemné minimální podobnosti mezi jednotlivými shluky. Podobnost objektů se posuzuje 
na základě hodnot jednotlivých atributů objektů a často se vyuţívá i tzv. vzdálenostní funkce. 
 Shluková analýza je vyuţívána v nejrůznějších aplikacích, mezi které patří například 
rozpoznávání vzorů, datová analýza, zpracování obrazů nebo průzkum trhu. Shluková analýza je 
v některých případech pouţívána k předzpracování dat pro další algoritmy, jako jsou algoritmy pro 
klasifikaci a charakterizaci. Ve shlukové analýze jsou vyuţívány poznatky z mnoha vědních oborů, 
především ze statistiky, z oblastí technologie databází a získávání dat, ze strojového učení a 
z biologie. Z pohledu strojového učení představuje shlukování způsob učení bez učitele. Tedy 
shluková analýza nevyţaduje ţádnou trénovací mnoţinu, jak je tomu u klasifikace. 
Z pohledu vyuţití shlukování pro získávání znalostí z databází nás zajímají metody, které 
jsou schopné účinně a efektivně zpracovávat rozsáhlé databáze. Na shlukové metody jsou kladeny 
následující poţadavky [4]: 
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 Škálovatelnost – nahrazení rozsáhlé databáze jen vzorkem objektů za pouţití vysoce 
šalovacích algoritmů, jelikoţ během analýzy vytvořených vzorků můţe vést ke zkreslení 
výsledků. 
 Schopnost zpracovávat různé typy atributů – schopnost shlukování různých typů dat, ne 
jen numerických, ale také např. binárních, ordinálních typů. 
 Vytváření shluků různého tvaru – vytváření nejen tříd na základě Euklidovské, 
Manhattanovské vzdálenostní funkce, ale také shluky, které lépe odpovídají hledaným třídám 
dat. 
 Minimální požadavky na znalost problému při určování parametrů – nalezení vhodných 
hodnot vstupního parametru, který je mnoha shlukovými metodami vyţadován. 
 Schopnost vyrovnat se s daty obsahujícími šum – většina databází obsahuje určité procento 
záznamů, které obsahují chybná, neznámá nebo chybějící data. Kvůli takovýmto záznamům 
můţe být sníţena kvalita shluků. 
 Necitlivost na pořadí vstupních záznamů – pouţití jen algoritmů, které nejsou citlivé na 
pořadí záznamů v databázi. 
 Schopnost shlukování na základě omezování – cílem je nalézt třídy dat, které splňují 
poţadované omezení. 
 Interpretovatelné a použitelné shluky – výsledné shluky jen v srozumitelné a pouţitelné 
podobě. 
4.1 Metody shlukové analýzy 
Metody shlukování je moţné rozdělit do následujících skupin. Na metody hierarchické, zaloţené na 
rozdělování, zaloţené na hustotě a další. 
  Hierarchické metody, vytvářejí hierarchický rozklad dané mnoţiny objektů. Výsledkem této 
metody je strom obsahující jednotlivé shluky. Podle způsobu jak probíhá tento hierarchický rozklad, 
se dále hierarchické metody dělí na shlukující a rozdělující hierarchické metody. Shlukující 
hierarchické metody (metody zaloţené na shlukování směrem zdola-nahoru) nejprve umístí kaţdý 
objekt do zvláštní třídy. Následně dochází ke slučování nejpodobnějších tříd, dokud všechny třídy 
nejsou spojeny do jedné třídy nebo nedosáhneme poţadovanou úroveň shlukování. Druhým moţným 
způsobem jsou rozdělující hierarchické metody. Kdy se nejprve všechny objekty umístí do jedné třídy 
a následné se jednotlivé třídy rozdělují na menší, dokud není kaţdý objekt zařazen do zvláštní třídy 
nebo není dosaţeno poţadované úrovně rozdělování. Pro obě metody je moţné specifikovat počet 
tříd, do nichţ chceme objekty rozdělit, případně tato hodnota můţe představovat podmínku pro 
ukončení shlukování anebo rozdělování. Jednotlivé shluky se dále spojují nebo rozdělují na základě 
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vzdálenosti mezi shluky. Nejčastěji se vzdálenost mezi shluky vyjadřuje pomocí některé z těchto 
metrik: minimální vzdálenost, maximální vzdálenost, střední vzdálenost nebo průměrná vzdálenost. 
 Metody zaloţené na rozdělování, rozdělují 𝑛 objektů do 𝑘 tříd, kde platí 𝑘 ≤ 𝑛. Jednotlivé 
třídy musí splňovat následující podmínky: kaţdá třída musí obsahovat alespoň jeden objekt a kaţdý 
objekt patří pouze do jedné třídy. Pro tento typ metody je potřeba na začátku specifikovat počet tříd, 
do kterých chceme objekty rozdělit. V prvním průběhu je vybráno náhodně 𝑘 objektů, reprezentující 
jednotlivé třídy. V následném kroku se iterativně hledají objekty, které nejlépe reprezentují jednotlivé 
třídy a objekty se přesunují mezi třídami tak, aby byla podobnost uvnitř jedné třídy maximální a 
podobnost prvků z různých tříd minimální. Iterace je většinou ukončena v případě, ţe jiţ nedochází k ţádnému 
přesouvání prvků mezi shluky anebo pokud se uţ výsledná kvalita nezlepšuje. Mezi nejznámější metody patří 
metoda zaloţená na centrálním bodu (k-means). 
 Metody zaloţené na hustotě povaţují za shluky oblasti s velkou hustotou objektů v prostoru dat, 
které jsou od sebe oddělené oblastmi s malou hustotou vyskytujících se objektů. Objekty vyskytující 
se v oblastech s malou hustotou objektů, se povaţují za šum. Díky tomu tyto metody umoţňují 
nacházet shluky různých tvarů a navíc jsou schopny se vypořádat s výskytem šumu a odlehlých 
hodnot. 
 
 
 
5 Multimediální databázové systémy 
S rostoucí výkonností a paměťové kapacity počítačů roste i trend po multimediálních aplikacích. 
Prudký rozvoj v oblasti multimediálních databázových systémů nastává od poloviny 90. let. Tyto 
systémy slouţí pro převod formátu ve formě obrazu, zvuku, videa do digitalizované podoby. Pro 
uchování perzistentních multimediálních dat je potřeba zavést odpovídající nové typy dat a operace 
pracující nad novými datovými typy.  
5.1 Multimediální databáze 
Mezi hlavní úkoly multimediální databáze patří zajištění fyzického uloţení, dotazování, indexaci, 
extrakci obsahu a prezentaci dat. 
Na první pohled nám multimediální databáze slouţí jako dobrý pomocník pro uchovávání 
multimediálních dat. Ovšem jedním z hlavních problémů multimediálních dat je náročnost samotného 
vyhledávání.  
Vyhledání hodnoty atributu v relačních databázích je jednoduše představitelné a realizovatelné, 
neţ nalezení poţadovaného objektu na obrázku, akci na videu, melodie nebo slova ve zvukových 
 22 
datech. Vyhledávání v multimediálních datech se děje za pomocí metadat. Metadata představují 
nástroj pro popis jiţ existujících dat. Takovéto specifické informace slouţí pro snadnější správu, 
vyhledávání poţadovaných dat. Obecně mohou být metadata rozdělena do dvou skupin a to na ty, 
které popisují samotné médium (např. informace o velikosti obrázku, datum pořízení apod.) a na 
druhé straně na ty, které popisují obsah zkoumaných dat (např. ve videu otevíraní výtahových dveří).  
Podle způsobu popisu se dá vyhledávání rozlišit na vyhledávání na základě textového popisu 
anebo podle podobnosti. První ze způsob vyhledávání tedy podle textového popisu je zaloţen na 
vyhledávání slovního popisu obsahu obrazu, tedy sémantiky dat, který byl uţivatelem přidán při 
jejich tvorbě. Ovšem nevýhodou tohoto způsobu je pracnost tvorby takového popisu a v neposlední 
řadě vliv subjektivního pohledu tvůrce popisu. Na druhou stranu vyhledávání podle podobnosti se 
skládá z dotazů, která mají typicky podobu vzorového obrazu případně náčrtku. Obecně neexistuje 
pouţitelná metoda, která by odvodila reprezentaci vyjadřující sémantiku obrazu, pracuje se pouze 
s vizuálními vlastnostmi. Mezi základní přístupy patří metrický a transformační. Metrický přístup je 
zaloţený na metrice, kdy porovnání dvou obrazů se provádí vyhodnocením podobnostní funkce. Pro 
reprezentaci těchto obrazů se typicky pouţívá vektor rysů. Na druhou stranu transformační přístup 
vyjadřuje podobnost dvou obrazů jako cenu transformace prvního obrazu na druhý nebo naopak. [2] 
5.2 DBMS 
Systém řízení multimediální báze dat (database management system - DBMS) je prostředí nebo také 
programová vrstva spravující různé typy dat odpovídající různým mediím potenciálně reprezentované 
v různých formátech. Od DBMS je poţadováno jednotným způsobem se dotazovat nad daty různých 
datových typů, v různých formátech a z různých datových zdrojů. Moţnost doručit výsledky dotazu 
klientovi s kvalitní prezentaci. Definice a vytváření slovníku dat, zajištění nezávislosti, bezpečnosti a 
integrity dat, zotavení po chybách, souběţný přístup, distribuované zpracování a zajištění co nejvyšší 
výkonnosti. 
5.3 Multimediální data 
Multimediálními daty zpravidla rozumíme nestrukturovaná data, která podle způsobu vnímání dělíme 
na vizuální (textové a smíšené dokumenty, statické obrázky, video) a audio data.  
Ve výpočetní technice se v poslední době objevilo velké mnoţství multimediálních formátů, 
které slouţí k uchování multimediálních dat. Většinou kaţdý slouţí pro jeden typ informace, ale 
existují i tzv. kontejnery umoţňující kombinaci více forem dohromady (typicky video obsahuje 
obrazová a zvuková data). Jelikoţ v multimediálních datech se objevuje vysoká redundance a tím i 
jejich prostorová náročnost, vznikaly postupem času algoritmy s cílem úspory místa nutného pro 
uloţení multimediální informace. V tomto případě hovoříme o kompresi dat. Ve většině případu jde o 
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kompresi ztrátovou, tedy část informace se během převodu dat ztratí. Vzhledem k velké redundanci 
dat to ve výsledku nepředstavuje váţný problém v případě vhodně zvolené kompresi. V dnešní době 
většina multimediálních dat nějakou kompresi pouţívá. 
 
5.3.1 Audio data 
Data reprezentující zejména zvuky. Zvuk se skládá z vln neboli kmitů o nestejném tlaku. Tlak je 
vytvářen ve vzduchu našimi hlasivkami, hudebními nástroji. Pro převod zvuku do digitální podoby se 
vyuţívá AD převodníku. Kdy je spojitý signál nahrazen diskrétními vzorky dat v procesu nazvaném 
vzorkování. Tím vzniká digitální podoba dříve analogového signálu. Za nejběţnější formáty jsou 
povaţovány tyto tři: 
 AU formát navrţen firmou Sun Microsystems. Je to jeden z nejstarších formátů pouţívaných 
na internetu dnes jiţ je nahrazován novějšími. 
 WAV byl uveden společně s Microsoft Windows. Vzhledem k rozšíření tohoto systému 
představuje nástupce formátu AU. 
 MPEG tento formát byl původně určen pro ukládání pohyblivého obrazu. V novějších 
verzích jej lze pouţít i pro zvukové informace. 
5.3.2 Video data 
Video jsou audiovizuální data s temporálním charakterem [2]. Tedy video data chápeme jako 
sekvenci snímků s definovaným časem, ve kterém se mají zobrazit. Kromě obrazových dat je součástí 
i zvuková stopa a v některých případech mohou být i další dodatečné informace ve formě např. 
textových dat např. titulky. Proto je často pouţíván v této souvislosti název multimediální kontejner. 
Podobně jako obrazová a zvuková tak i video data obsahují velké mnoţství redundantních informací. 
Pomocí kompresních algoritmů je moţné ji odstranit a tím i sníţit datovou náročnost. Mezi přední 
odborníky na kompresi patří skupina semknutá kolem MPEG (Moving Picture Experts Group).  
MPEG pro kompresi pouţívá tři druhy snímků I, B a P. I snímky (Intra Pictrues) jsou 
základním stavebním kamenem ostatních snímků. Tento snímek má největší velikost, jelikoţ je 
uchován a přenášen celý. Snímky P jsou předpovědi vzhledem k předchozímu I nebo P obrázku a 
přenášejí se v rámci komprese jen rozdíly oproti jiţ přenesenému (referenčnímu). Snímky I a P jsou 
nakonec ještě proloţeny třetím typem a to typem snímku B (Bidirectional Predicted), který se přenáší 
silně zkomprimován, nebo se nepřenáší vůbec – jsou to obousměrné předpovědi vzhledem 
k předcházejícímu I nebo P snímku, a tedy se přenáší pouze rozdíl vzhledem k referenčnímu 
makrobloku. [16] 
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5.3.3 Obrazová data 
U statických obrazových dat dělení probíhá na základě způsobu jejich datové reprezentace – 
bitmapové (rastrové) a vektorové. V prvním případě jsou obrazová data rozdělena na pixely pomocí 
mříţky, tzv. rastru. Kaţdý pixel je popsán pomocí své barvy (např. modelem RGB) a jasové sloţky. 
Mezi nejznámější formáty patří JPEG, PNG, GIF, TIFF, BMP. Nevýhodou této reprezentace je 
značná redundance, proto je výhodné pouţití nějakého kompresního algoritmu. Naopak hlavní 
výhodou je snadnost vytvoření cílového obrázku.  
Druhým způsobem ukládání statických dat je pomocí vektorové grafiky. Kde je výsledný obraz 
sloţen z mnoţiny geometrických objektů (přímek, bodů, křivek, plochami, atd.). Tedy obrázek je 
v souboru uloţen pomocí matematické reprezentace. Značnou výhodou této reprezentace je moţnost 
měnit měřítko zobrazení bez ztráty kvality. Naopak značnou nevýhodou je obtíţnost vytvoření 
výsledného obrázku. 
5.3.4 Dokumenty 
Dokumenty dnes mohou obsahovat nejen prostý text, ale i například obrázky. S čistě textovým 
obsahem jsou brány soubory označené příponou txt. Je reprezentován prostou sekvencí znaků. Mezi 
další formáty umoţňující uloţit víc neţ jen prostý text patří DOC, PDF, Tex, PostScript, HTML atd.  
5.4 Způsob popisu normou MPEG-7 
 
Zaloţen komisí MPEG (Motion Picture Expert Group), tedy skupinou expertů zabývající se 
pohyblivými obrázky. Konsorcium MPEG mimo jiné stojí za úspěšnými standardy MPEG-1 (1992), 
MPEG-2 (1994), a MPEG-4 (1998 a 1999) [7]. Standardy kódování videa MPEG-1 a MPEG-2 jsou 
základem celého segmentu produktů a technologií, jako Video CD, MP3, DVD, digitální televize 
DVB aj. MPEG-4 je první standard pro reprezentaci multimédií, umoţňující interaktivitu a kombinaci 
přirozeného a syntetického obrazu ve formě objektů (jeho základem je model audiovizuálních dat 
jako kompozice těchto objektů).  
Standard MPEG-7 neboli „Multimedia Content Description Interface“ představuje rozhraní pro 
popis obsahu multimediálních dat, ale není formátem pro kódování audiovizuálních dat. 
Elementy metadat a jejich struktury a vztahy, které jsou definovány ve standardu MPEG-7, 
v podobě Deskriptorů (DS) a popisových schémat tvoří úplnou mnoţinu AV popisových nástrojů pro 
vytváření popisů dat. MPEG-7 poskytuje mnoţinu standardizovaných deskriptorů, které slouţí 
k rychlému vyhledání informací ve velkém mnoţství multimediálních dat. Popis neobsahuje ţádné 
informace o fyzickém uloţení dat. Pomocí deskriptorů MPEG-7 lze vytvářet popis u obrazových, 
textových, zvukových dat.  
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Deskriptory (Description D) – reprezentují různé vlastnosti (rysy) a atributy multimediálního 
obsahu zaloţených na katalozích (název, autor, popis), sémantice (informace o událostech 
jednotlivých objektů), syntaxi (barva obrazu, tón zvuku) a technologii (formát, velikost, vzorkovací 
frekvence).  Pro popis struktury a sémantiky mezi komponentami deskriptorů se pouţívá popisové 
schéma (Description schema DS). Je jazykem pro definici deskriptorů, odvozené datové struktury 
(DSs) a typy. Definuje syntaxi a sémantiku s moţností jejich změny a rozšíření zaloţených na XML 
upraveném pomocí W3C pro MPEG7.  
 
 
Obrázek 6 hlavní elementy systému MPEG-7 – převzato z [7] 
 
 
Norma MPEG-7 se dělí do následujících částí [7]: 
 Systémová část – zahrnuje potřebné nástroje pro přípravu popisů MPEG-7 pro efektivní 
přenos a uloţení. 
 DDL – specifikuje potřebný jazyk pro definici syntaxe MPEG-7 nástrojů a nových 
Description schema (DS), zaloţeno na XML. 
 Vizuální – představuje nástroje na popis vizuálních jevů.  Skládá se ze základních struktur a 
deskriptorů, které pokrývají následující rysy: barva, textura, tvar, pohyb, poloha a rozpoznání 
obličeje. Kaţdá kategorie se skládá z elementárních a sofistikovaných deskriptorů. 
 Zvuk – definuje nástroje pro popis zvukových jevů.  
 Multimediální – Obsahuje schémata popisující multimediální obsah, tedy popis obecných 
vlastností a multimediální popis. Generické entity jsou rysy, které jsou pouţívány v audio a 
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vizuálních popisech, a tedy jsou „generické“ pro všechna média. Jedná se např. o vektor, čas, 
textové popisové nástroje, atd.  
 Referenční software – softwarová implementace důleţitých částí standardu MPEG-7. 
 Testování shody – průvodci a procedury pro testování shody implementací MPEG-7. 
 Původ a užití popisů – pouze materiál informující o extrakci a uţití některý nástrojů pro 
popis. 
 
 
Na obrázku 5 níţe je uveden hypotetický MPEG-7 řetězec. Z multimediálního obsahu jsou 
manuálně případně poloautomaticky vyextrahovány rysy. AV popis můţe být uloţena nebo přímo 
streamován. Uvaţujeme-li scénář „Pull“, klientskou aplikací budou kladeny dotazy na úloţiště 
popisů. Ve scénáři „Push“ filtr (např. inteligentní agent) vybere popisy z dostupných popisů a 
provádí později naprogramované akce (např. zaznamenávání popisového obsahu). V obou scénářích 
mohou všechny moduly manipulovat s obsahy kódovanými v MPEG-7 formátu (textovém případně 
binárním).  Hlavním cílem MPEG-7 je popis AV obsahu a ne čistě textových dokumentů. I přesto 
AV obsah, můţe obsahovat případně se odkazovat na text kromně své AV informace. MPEG-7 
standardizoval různé popisové nástroje pro textovou anotaci. 
 
 
 
 
Obrázek 7 Abstraktní reprezentace možných aplikací standardu MPEG-7 – převzato z [7] 
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5.5 Extrakce rysů a popis dat 
Popis obsahu multimediálních dat můţe být vytvořen buď manuálně, nebo získán pomocí 
automatizovaného procesu zvaného extrakce rysů.  
Při manuálním popisu jde většinou o jednoduché a smysluplné vytvoření textové 
charakteristiky daného média. Tím můţe být např. název, popisy objektů, hovoru, scén a podobně, 
případně ruční přiřazení média do jisté kategorie.  
U automatického popisu se vytváří vektor rysů (deskriptor) pomocí procesu známého jako 
extrakce rysů. Za rysy jsou povaţovány určité charakteristické vlastnosti obsahu média. Mezi rysy u 
pohyblivých obrázků můţeme zařadit např. pohyb objektu (člověk, vozidlo,…). U zvukových dat 
mohou rysy reprezentovat např. frekvenční vlastnosti, tón, hlas, rozpoznání řeči a podobné vlastnosti. 
Výsledné vyextrahované rysy jsou uloţeny ve formě metadat a mohou slouţit pro pozdější 
vyhledávání podle obsahu, klasifikace objektů do tříd, dolování dat atd. 
 
Proces extrakce rysů a vytváření popisu dat je moţné rozlišit do těchto tří fází [2]: 
 
 Nízké úrovně popisu: jde relativně o jednoduchý mechanizmus extrahování základních 
fyzikálních charakteristik ze vstupních dat. U zvukových dat mohou být extrahovanými daty 
frekvenční, amplitudová analýza a další vlastnosti vlnění. V případě obrazových dat mohou 
být extrahovány např. textura, barevný histogram, dominantní barva. Pro takovéto ryse je 
vhodnější pouţití takového barevného modelu, který lépe odpovídá lidskému chápání barev, 
např. HSV, HLS neţ barevný model RGB a CMYK. 
 Střední úrovně popisu: za tuto úroveň popisu se někdy povaţují statistické výpočty (střední 
hodnota, korelace) na nízko úrovňových extrahovaných datech. Statistické výpočty mohou 
slouţit k podobnostnímu vyhledávání (např. dominantní barva, střední frekvenční hodnota 
apod.). 
 Vysoké úrovně popisu: data získávána z předchozích fází jsou obvykle podrobeny zkoumání. 
Ve většině případů se jedná o učící algoritmy (Gausovské, Markovy modely) a následně jsou 
pouţity ke klasifikaci do některých z připravených kategorií podle sémantické charakteristiky 
nebo zjištěných vlastností.  
 
U extrakce obrazových dat na základě střední úrovně jsou prováděny analýzy barevného 
spektra na vstupních obrazových datech. Vyextrahovaným výstupem bývá histogram uvádějící údaje 
o dominantnosti nebo průměrné barvě nacházející se v obrázku. Přesto, ţe indexace podle barev 
poskytuje jednoduchou realizaci podobnostního vyhledávání, bohuţel tento přístup nedokáţe 
vystihnout sémantiku vlastností a identitu vstupních dat. Projevem takového nedostatku mohou být 
tzv. „falešné poplachy“ [14], kdy dva obrázky se zcela odlišným obrazovým obsahem, ale podobnou 
 28 
skladbou barev jsou označeny jako podobné. Pro lepší dosaţení výsledků, je nutné kombinovat 
metody pro analýzu barev s dalšími přístupy, které budou schopny lépe určit identitu multimediálních 
vstupních dat. Zde tedy hovoříme například o metodách indexování podle textury, podle tvaru objektů 
v obraze. Tímto tématem se zabývá kapitola 5.6 věnovaná podobnostnímu vyhledávání. 
5.5.1 Extrakce lokálních rysů 
 Extrakce lokálních rysů probíhá ve dvou krocích. Prvním z nich je detekce významných objektů 
v obraze a druhým krokem je jejich popis. Nejdůleţitější vlastností je opakovatelnost – schopnost 
stejných detekcí a popisu při různých fotometrických, geometrických podmínkách a šumu. 
Metoda MSER (Maximaly Stable Extremal Regions) slouţí pro nalezení spojitých 
komponent vhodně prahovaného obrazu tak, aby byly maximálně stabilní. Výrazem „extremal‟ je 
myšleno, ţe všechny pixely uvnitř regionu mají intenzitu niţší (tmavší) nebo vyšší, neţ pixely na 
okraji regionu. Pro popis těchto oblastí je pouţita Scale Invariant Feature Transform (SIFT).  
SIFT slouţí pro popis regionů nalezených pomocí MSER. Zachycuje určitou informaci o 
(elipsovitém okolí) bodu zájmu, tedy středu regionu pomocí histogramu lokálně orientovaných 
gradientů a ukládá je jako 128-bitový vektor. 
Druhou pouţitou metodou pro detekci oblastí je Speeded Up Robust Features (SURF) 
zaloţenou na výpočtu determinantu Hessianovy matice (druhých parciálních derivací) z integrálního 
obrazu. Navíc tato metoda popisuje oblasti pomocí Haarovy vlnkové transformace, podobně jako 
SIFT.  
Pokud je ale multimediální objekt reprezentován pomocí mnoha tisíců vektorů lokálních rysů, 
je jejich zpracování, ukládání a vyhledávání podobností velmi výpočetně náročné. Tento problém 
poprvé vyřešil Josef Sivic v roce 2003 pomocí shlukování mnoho dimenzionálních lokálních rysů do 
velkého počtu tříd (tisíce aţ statisíce), které pak povaţoval za vizuální slova, ve kterých se vyhledává 
v multimediálních dokumentech pomocí metod získávání informací (IR).  
Proces se skládá ze čtyř jednoduchých kroků, jak ukazuje obrázek Obrázek 8 Proces 
shlukování - převzato z [29]. Nejprve jsou extrahovány lokální rysy z objektů (video snímků). Kaţdý 
lokální rys je reprezentován pomocí 128 bitového vektoru rysů. Poté je aplikováno shlukování pro 
nalezení shluků vyjadřujících vizuální slova. Mnoţina vizuálních slov tvoří vizuální slovní zásobu. 
Kaţdý záběr je vyjádřen váţeným vektorem (weighted vector), který se nazývá vektor dokumentu (z 
analogie k terminologii ze získávání informací) pomocí Term Frequency – Inverse Document 
Frequency (TF – IDF) váţení [29]: 
𝑡𝑓 − 𝑖𝑑 𝑤 = 𝑡𝑓 𝑤 𝑖𝑑𝑓 𝑤 ,𝑘𝑑𝑒 𝑡𝑓 𝑤 =
 𝑑(𝑤) 
 𝑑 
, 𝑖𝑑𝑓 𝑤 = 𝑙𝑜𝑔  
 𝐷 
 𝐷(𝑤) 
 ,   (5.1) 
kde |𝑑| je počet slov v dokumentu d, |𝑑(𝑤)| je počet výskytů slova 𝑤 v 𝑑, 𝐷 je databáze dokumentů 
a 𝐷(𝑤) vyjadřuje všechny dokumenty obsahující slovo w. Váhy vektoru rysů jsou indexovány 
pomocí metody GIN (Generalized Inverted Index), obsahuje vţdy dvojici klíč a ukazatel na 
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„dokument vektor“. Stejný postup je aplikován v rámci vizuálního dotazu, kdy jsou extrahovány 
lokální rysy, která jsou v následujícím kroku shlukovány pomocí prostředků vizuální slovní zásoby, 
jak je zobrazeno na obrázku Obrázek 8 Proces shlukování - převzato z [29]. Nakonec je vytvořen 
„dokument vektor“, který jiţ slouţí k dotazování. V posledním kroku je prohledána databáze a jsou 
vybrány nejpodobnější dokumenty vektorů, které identifikují nejvíce podobné vizuální dokumenty 
odpovídající zadanému dotazu. Pro určení podobnosti vektoru dokumentu je pouţívána Kosinovu 
vzdálenost r. Která je definována podle následujícího vzorce: 
𝑟 𝑑𝑞 ,𝑑𝑑 =
𝑑𝑞 ∙𝑑𝑑
 𝑑𝑞   𝑑𝑑  
 ,        (5.2) 
kde 𝑑𝑞  je hledaný „dokument vektor“  a  𝑑𝑑  je jakýkoliv dokument, který se nachází v databázi. 
 
Při klasifikaci v rámci vlastní aplikace pomocí metody GMM jsem pracoval se vstupními daty, které 
byly reprezentovány právě vektorem „dokument vektor“, který obecně v diplomové práci popisuju 
jako vektor rysů.  
 
 
 
 
Obrázek 8 Proces shlukování - převzato z [29] 
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5.6 Vyhledávání 
Nalezení informace v audiovizuálních datech je náročný proces ovšem elementárním úkolem pro 
multimediální DBMS [2]. Proto je poţadováno co nejefektivnější vyhledávání, kdy pro většinu 
případu je omezeno pouze na metadata (popis a rysy vyextrahované z obrazových dat viz kapitola 
5.5) a vhodně na indexována. Úspěch vyhodnocení podobnostního vyhledávání mimo jiné závisí na 
samotném vyhledávacím algoritmu se schopnosti správně interpretovat daná metadata. 
 Podobnostní vyhledávání patří mezi relativně jednoduché vyhledávání. Pro podobnostní 
vyhledávání se nejčastěji pouţívají tyto podobnostní funkce pomocí tříd podobnosti a pomocí 
vzdálenosti rysů. První případ pouţívá pro určení podobnosti mnoţinu podobných objektů. Výsledná 
relace podobnosti je pak na této mnoţině reflexivní a symetrická [2]. Kde objekt jedné mnoţiny 
nesmí být podobný objektu jiné mnoţiny. Druhý případ pomocí vzdálenostní funkce je zaloţen na 
výpočtu vzdálenosti mezi vyextrahovanými rysy. Podmínky kladené na vzdálenostní funkci jsou 
symetrie, nezápornost a trojúhelníková nerovnost. Stručně popsáno v kapitole 5.6.1. 
Vyhledávání v multimediálních datech podle obsahu jak jiţ bylo jednou řečeno je mnohem 
obtíţnější neţ v klasických relačních databázích, kde jsou uchovány pouze textové popř. číselné 
informace. Náročnost je dána zejména z obtíţné interpretace uloţených informací. V případě 
strukturovaných údajů je systém schopen dostatečně dobře porozumět a pouţít je při vzájemném 
porovnání. Ovšem klasické databázové systémy s multimediálními informacemi toho schopné nejsou. 
A proto je potřeba pouţít jiný přístup při vyhledávání nad multimediálními daty. Tento druhý způsob 
je zaloţen na popisu těchto informací pomocí metadat a následně jsou mezi sebou porovnány pomocí 
podobnostní funkce. Výsledná hodnota funkce určuje míru podobnosti dvou objektů, které se účastní 
porovnání.  
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5.6.1 Vzdálenostní funkce 
Podobnost je matematicky vyjádřena pomocí vzdálenostní funkce, která představuje vzdálenost 
vektorů rysů v n-rozměrném prostoru. Tato funkce určí „vzdálenost“, jak jsou dva objekty (např. 
barevné obrázky) sobě vzdálené. Čím bude vzdálenost větší, tím jsou si méně podobné. Tato funkce 
obecně má dvě vstupní a jednu výstupní hodnotu. Vstupní hodnoty představují ohodnocení dvou 
objektů a výstupní hodnota obsahuje jejich vzdálenost. Ta je například vyjádřena v intervalu <0,1>. 
Kde hodnota 0 určuje maximální podobnost objektů naopak hodnota 1, představuje míru schody 
teoreticky nulovou. 
 
Vzdálenostní funkce je definovaná na metrickém prostoru, a její formální definice zní [14]: 
 
𝑀 = (𝐷,𝑑)       (5.1) 
 
Kde D je definiční obor hodnot objektů, d pak značí podobnostní funkci (metriku). Tato totální 
funkce 𝐷D R udává vzdálenost mezi danými objekty. Platí pro ni následující pravidla: [15] 
 
1. ∀𝑥,𝑦 𝜖 𝐷,𝑑 𝑥,𝑦 = 𝑑 𝑦, 𝑥  
2. ∀𝑥,𝑦 𝜖 𝐷,𝑑 𝑥,𝑦 ≥ 0 
3. ∀𝑥,𝑦 𝜖 𝐷, 𝑥 = 𝑦 ↔ 𝑑 𝑥,𝑦 = 0 
4. ∀𝑥,𝑦, 𝑧 𝜖 𝐷,𝑑 𝑥, 𝑧 ≤ 𝑑 𝑥,𝑦 + 𝑑(𝑦, 𝑧)
symetrie 
nezápornost 
identita 
trojúhelníková nerovnost
 
 
Existuje velké mnoţství různých metrik, kde výběr vhodné funkce převáţně záleţí na typu 
porovnávaných dat. Následující rovnice vzdálenostní funkce představuje eukleidovskou vzdálenost 
Kde pro vektory v1 a v2 o N rysech lze vyjádřit podobnost jako váţenou (α) vzdálenost d: [2] 
 
 
𝑑 𝑣1 , 𝑣2 =   𝛼𝑖(𝑣2 𝑖 − 𝑣1 𝑖 )2
𝑁
𝑖=1     (5.2) 
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5.6.2 Porovnání podle barev 
Této způsob vyhledávání je zaloţen na určení průměrné barvy obrazu a následném porovnání této 
hodnoty s ostatními obrazovými objekty. Průměrná barva je získána jako poměr jednotlivých 
barevných sloţek např. modelu RGB, tedy jako podíl červené, zelené a modré barvy v obraze.  
 
Průměrná barva podle modelu RGB je definována následovně [14]:  
 
𝑅𝑎𝑣𝑔 = (1/𝑃) 𝑅(𝑝)
𝑝
 
𝐺𝑎𝑣𝑔 = (1/𝑃) 𝐺(𝑝)
𝑝
 
𝐵𝑎𝑣𝑔 = (1/𝑃) 𝐵(𝑝)𝑝      (5.3) 
 
kde symbol P označuje celkový počet bodů v obrázku. R(p), G(p), B(p) jsou intenzity 
jednotlivých barevných sloţek resp. červeného, modrého a zeleného kanálu konkrétního bodu 
obvykle v rozsahu hodnot 0 aţ 255. Výsledná hodnota průměrné barvy v obrázku je definována jako 
vektor obsahující jednotlivé dílčí průměrné barevné sloţky tedy (𝑅𝑎𝑣𝑔 ,𝐺𝑎𝑣𝑔 ,𝐵𝑎𝑣𝑔 ). 
Podobnost dvou obrázku spočívá v určení vzdálenosti 𝑑 dvou vektorů obsahující průměrnou 
barvu obrázku. Tato funkce vychází ze vzorce pro určení Euklidovské vzdálenosti, který byl jako 
příklad metriky uveden v kapitole 5.6.1: 
 
𝑑 =   (𝑅𝑎𝑣𝑔1 − 𝑅𝑎𝑣𝑔2)2+(𝐺𝑎𝑣𝑔1 − 𝐺𝑎𝑣𝑔2)2+(𝐵𝑎𝑣𝑔1 − 𝐵𝑎𝑣𝑔2)2   (5.4) 
 
 
5.6.3 Porovnání podle histogramů 
Mezi další moţnosti porovnání pomocí analýzy barev je barevný histogram představující barevné 
spektrum.   
Při mapování barev z obrázku do diskrétního prostoru o n barvách, lze výsledný barevný 
histogram definován jako vektor (𝑕𝑐1 ,𝑕𝑐2 , . . ,𝑕𝑐𝑛 ), kde kaţdý z prvků  𝑕𝑐𝑗  pro 𝑗 =    1,𝑛    
reprezentuje počet bodů odpovídající dané 𝑐𝑗  intenzitě barvy. Nastavením rozsahu vektoru se určuje 
poţadovaná přesnost v závislosti na obrázku a dalších vlastností. Příliš velký vektor má vliv na 
celkový výkon vyhledávacího systému. U většiny případů se volí rozsah 64 nebo 256. 
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 Pro obrázky obsahujících 𝑁 bodů platí následující vztah: 
 
 𝑕𝑐𝑗
𝑛
𝑗=1 = 𝑁       (5.5) 
 
Výpočet vzdáleností dvou barevných histogramů 𝐻 a 𝐼 je definován pomocí metriky 𝐿1 takto: 
 
𝑑 =    𝑕𝑐𝑗 −  𝑖𝑐𝑗  
𝑛
𝑗=1       (5.6) 
 
Značnou nevýhodou této metody je vyhodnocení dvou obrázků, které lze lidským vnímáním 
vyhodnotit jako velmi podobné, naopak při vytváření histogramu mohou mít rozdílné rozloţení barev. 
A tedy jejich vzdálenostní vyhodnocení můţe označit porovnávané objekty za rozdílné. Tento 
nepříznivý jev můţe být způsoben jiným osvícením scény, kdy dochází k jemnému posunu ve 
spektru. Popisovaný problém je demonstrován na obrázku Obrázek 9: Histogram H a I, který 
představuje výsledný histogram 𝐻 a 𝐼 se stejným rozloţením. Ovšem histogram 𝐼 je ve spektru od 
histogramu 𝐻 posunut. Vzniklý posun v histogramech je při hodnocení dvou objektů označen jako 
rozdílný.  Podle definice výpočtu vzdálenosti mezi histogramem 𝐻 a 𝐼 dostáváme hodnu 2𝑁, kde 𝑁 je 
počet bodů v obrázku. Tato demonstrace poukazuje na nechtěný efekt pouţití Manhattanské metriky 
pro výpočet vzdáleností podle srovnání podobnosti barevných histogramů. A tedy lze říci, ţe metrika 
nepočítá s podobností barev. 
 
 
 
Obrázek 9: Histogram H a I 
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Mezi metriky, které jsou zaloţeny na porovnání podobnosti dvojice barev patří např. metrika 
definována Niblackem v roce 1993.  
Metrika je definována následujícím vztahem: 
 
𝑑𝐴 𝐻, 𝐼 =   𝐻 − 𝐼 × 𝐴 × (𝐻 − 𝐼)𝑇  ,    (5.7) 
kde 𝐻 a 𝐼 jsou dva porovnávané histogramy. A je symetrická matice, pozitivně definitní a můţe být 
diagonalizována. Jejíţ prvky 𝑎𝑖 ,𝑗  určují podobnost mezi i-tou a j-tou dvojicí. Výsledkem je nový 
diskrétní barevný prostor 𝑑𝑙 , kde odlišné barvy nemají mezi sebou ţádný vztah. Následující vztah 
ukazuje převod mezi původním vzorcem pro výpočet Niblackovy metriky na výpočet váţené 
Euklidovské metriky ve vhodně vybraném barevném prostoru. 
 
𝑑𝐴 𝐻, 𝐼 =   𝜔𝑙 × (𝑕𝑑𝑙 − 𝑖𝑑𝑙 )2
𝑛
𝑙=1       (5.8) 
 
hodnota ωl představuje hodnoty matice A.  
 
5.6.4 Porovnání podle textury 
Textura vyjadřuje vnitřní strukturu a popis povrchu reálného tělesa. Plní funkci vizuálního vzoru, 
definující hrubost a jiné orientované prvky převáţně hmatové povahy a jejich přenesení do 2D 
pohledu, dále barva předmětů případně další prvky způsobující změny odrazivosti světla na povrch 
předmětů. Příkladem mohou být např. přírodní povrchy, jako je trávník, pole, lesy, nebo materiály 
jako je beton, asfalt, dřevo apod. Na obrázku Obrázek 10: Ilustrace textury jsou vyobrazeny moţné 
druhy textur. Textura je v počítačové podobě sloţená z elementů, které se mohou opakovat a nazývají 
se primitiva. Tato primitiva mohou být popsány jejich statickou, frekvenční nebo geometrickou 
charakteristikou. 
Jak jiţ bylo dříve řečeno v kapitole 5.5 o extrahování rysů, ţe vyhledávání podle barev nemusí 
poskytovat dostatečně vhodné výsledky. A proto je vhodné kombinovat různé druhy vizuálních 
informací, podle kterých jsou objekty indexovány. Jednou z moţností je pouţití analýzy textur, která 
se nachází v obrázku. 
 
Obrázek 10: Ilustrace textury 
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Zpracováním a analýzou texturních informací se zabývá vědní obor nazvaný texturní analýza 
postavená na umělé inteligenci, hlavně počítačového vidění.  Texturní analýza za pomocí extrakce 
rysů z frekvenčních oblastí, získané např. pomocí DCT nebo FFT patří mezi nejefektivnější metody, 
jelikoţ se nejvíce přibliţují lidskému chápání [2].  
     
Rozlišení dvojice textur, lze provádět za pomocí počítače. Analýza texturní informace a 
následné porovnání lze rozdělit na úlohy [13]: 
 Klasifikace textur, kdy vyextrahované texturní informace jsou dále klasifikovány do předem 
specifikovaných kategorií. 
 Určení obrysů objektů nacházejících se v obraze na základě texturních vlastností. 
 Získání a vytvoření vektorů rysů na základě texturních vlastností a následné uloţení např. 
pomocí MPEG-7.  
 Rozdělením obrazu do oblastí tzv. segmentace obrazu. V texturním popisu, lze segmenty 
vytvářet hledáním oblastí částí tvořené homogenní texturou (region-based) nebo hranicí dvou 
odlišných textur (bounary-based). 
5.6.4.1 Statistické metody 
Metody navrţené pro analýzu textury jsou zaloţené na statistických vlastnostech obrazu, zpracování 
signálů a na modelech textur a geometrických modelech. Statistické metody jsou postaveny na popisu 
textury pomocí číselné charakteristiky rozloţení intenzity pixelů.  
 
Statistické metody lze rozdělit do několika skupina podle jejich řádu, a to na [13]: 
 Statistika prvního řádu – určuje pravděpodobnost výskytu intenzity pixelu z náhodně vybrané 
oblasti. 
 Statistika druhé řádu – charakterizují sdruţené rozdělení úrovní šedi dvou pixelů 
5.6.4.2 Zpracování signálů 
Tento způsob analýzy textur, byl během výzkumu ovlivněn psychologickým studiem s cílem pochopit 
jakým způsobem lidský mozek zpracovává a třídí textury. Při pohledu na obrázek lze jej chápat jako 
dvourozměrný signál, který má dvě závislé proměnné se spojitým časem [13]. Mezi nezávislé 
proměnné patří např. barevné hloubky, jas, šum v obraze. Ve většině případů analýzy pomocí 
zpracování signálů se snaţí vypočítat rysy z filtrovaného obrazu. Filtry pracující ve frekvenční oblasti 
jsou zaloţeny na diskrétní Furierově transformaci. Furierova transformace pro N prvků, lze vyjádřit 
podle následujícího vztahu [19]:  
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𝑋 𝑘 =  𝑥[𝑛]𝑒−𝑗
2𝜋
𝑁
𝑘𝑛𝑁−1
𝑛=0      (5.9) 
Dalším moţným způsobem je pouţití vlnové transformace, která pracuje na podobném principu 
jako, Fourierova transformace. Jejímţ cílem je aproximace signálu za pomocí mnoţiny základních 
matematických funkcí. Rozdílem oproti Furierově transformaci je moţnost získat reprezentaci signálu 
ve více rozlišeních, jelikoţ kaţdá frekvenční část můţe být analyzována různým rozlišením a váhou. 
Existují větší mnoţství vlnových transformací např. stromové, ortogonální. 
Spojitý signál je rozloţen do mnoţiny funkcí pouţitím základních vlnkových funkcí [14]: 
 
 𝑊𝑥𝑓  𝑓 =  𝑓 𝑎 𝜓𝑥 ,𝑦
∗ (𝑎)𝑑𝑎       (5.10) 
 
 
Jednotlivé dílčí funkce jsou získány změnou měřítka a posouváním jednoduché mateřské funkce 
𝜓(𝑎) [14]: 
 
𝜓𝑥 ,𝑦 𝑎 =
1
 𝑥
 
𝑎−𝑦
𝑥
         (5.11) 
 
Hlavní funkce vyhovuje pouze podmínce tzv. nulového průměru  𝜓(𝑎)𝑑𝑎 = 0. Diskrétní vlnová 
transformace je získána za podmínky x= 2𝑛  a 𝑦 𝜖 𝑍. 
 
Další metodou zpracování signálu je pomocí tzv. Gaborova filtru, které svými vlastnostmi se 
nejvíce přibliţují lidskému vnímaní. Výpočet Gaborova filtru v polárních souřadnicích popisuje 
následující vzorec [13]: 
 
𝐺𝑃𝑆 ,𝑅  𝜔,𝜃 = exp⁡ 
−(𝜔−𝜔𝑆)
2
2𝜎𝜔𝑆
2  × 𝑒𝑥𝑝  
−(𝜎−𝜎𝑅)
2
2𝜎2𝜃𝑅
      (5.12) 
 
Tímto způsobem je Fourierův frekvenční prostor rozdělen do 6 úseků, kaţdé o šířce 𝜋/6  
(30 stupňů) a do 5 frekvenčních pásem, které se po oktávách zvyšuji s rostoucí vzdálenosti od středu.  
 
5.6.4.3 Modely 
Nabízí moţnost nejen pro analýzu textur, ale také pro její syntézu. Mezi základní techniky se řadí 
Markovo náhodné pole, které je schopno zachytit prostorovou informaci v obraze. Kde intenzita 
kaţdého pixelu závisí jen na intenzitách sousedních pixelů. Tato technika byla často pouţívaná nejen 
pro segmentaci, klasifikaci, ale také pro syntézu textur, kompresi. 
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5.6.4.4 Geometrické metody 
Všechny geometrické metody vycházejí z poznatků, kdy je textura chápana jako soubor primitiv. 
Která jsou elementárními částmi výsledné textury, případně opakujících se jednotek textury. Na 
nejniţší úrovni, lze za primitiva povaţovat jednotlivé pixely. Celý proces probíhá extrahováním 
primitiv, které jsou dále pouţity jako rysy textur. Geometrické metody pouţívají statistický přístup, 
nebo se snaţí nalézt pravidlo, které by bylo schopné popsat danou texturu. 
 
Do této kategorie patří následující metody [13]: 
 Metoda Veronoiova – obrázek je rozdělen tzv. Voronoivou sítí na polygony. Metoda Voronoi 
má schopnost popsat okolní vlastnosti oblastí a jejich rozloţení pomocí sousedících 
polygonálních buněk. 
 Grafy ideální textury – vychází z předpokladu, ţe kaţdá reálná textura je zaručeně ideální. A 
umoţňuje popis pomocí grafu.  
 Asociační pravidla – popisují vztahy mezi primitivy 
 
 
5.6.5 Porovnání podle tvaru 
Vnímání objektů člověkem je do značné míry odlišný od způsobu jejich rozpoznání počítačem. 
Mohou mít různou orientaci barvu nebo velikost a přitom se můţe jednat o stejný objekt. Objekty 
v obrázku jsou sloţeny z jednoho nebo více regionů, k tomu počítáme i díry či další přerušení oblastí. 
Oblasti je moţné popsat jako plochu, nebo její hranici: 
 
 U popisu oblasti plochou bývá tato oblast reprezentována nějakou bitmapou, ve které 
hodnoty, jasu jsou 1, značí příslušnost do odpovídající oblasti, zatímco 0 k bílému pozadí. 
 Na druhé straně hraniční reprezentace je náročnější, ale jeho výhodou je lepší vnímaní, které 
se nejvíce přibliţuje k lidskému vnímání a je lépe odolná k afinním transformacím. Kdy je 
moţné měnit tvar objektu ve videu např. běh fotbalového hráče. 
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5.7 Indexace multimediálních dat 
Indexace jsou datové struktury, které umoţňuje snadnější a hlavně rychlejší přístup k datům během 
vyhledávání. Při ukládání dat do databáze nejsou ve většině případu data nějak seřazeny a ukládají se 
většinou za sebou, tak jak byly vloţeny. Ovšem v momentě, kdy chceme dotazem provedeným nad 
daty vrátit jen záznamy odpovídající dotazu, nastává bez pouţití indexu problém, jelikoţ je nutné 
projít všechny záznamy. K tomu, aby nebylo potřeba procházet všemi záznamy, slouţí právě indexy, 
ve kterých jsou data organizovány tak, aby bylo moţné rychle vybrat pouze relevantní záznamy. 
Indexy mohou být vytvářeny nad samotnými daty případně i nad jejich popisy. Vytvoření indexu 
musí podporovat samotný systém řízení báze dat, který rezervuje pro poţadovaný index určitou část 
paměťového prostoru a uloţí do něj informace o rozmístění indexovaných hodnot. 
Indexovací metody v multimediálních databázích, o kterých bude zmíněno v následujících 
kapitolách, se snaţí o rozdělení daného metrického prostoru na menší podprostory podle klíče, který 
vyhovuje konkrétním potřebám. Vyhledávací algoritmus prochází strukturu indexu a snaţí se nalézt 
podprostor vyhovující zadání, a tedy není potřeba prohledávat celý obsah dat. Jako příklad uvedu 
v případě získaných vektorových rysů reprezentující histogram barev, který můţe být rozdělen na 
podprostory podle intenzity jedné ze základních barevných sloţek. Jelikoţ existuje velké mnoţství 
multimediálních dat a metadat, je vytváření indexů náročné. Jedním z nejjednodušších způsobů je 
indexování obsahu za pouţití klíčových slov, například letadlo, les.  
Pokud jsme schopni vytvořit z multimediálního obsahu vektor rysů probráno v kapitole 5.5 a 
jejich počet parametrů je neměnný, je moţné pouţít klasické indexové struktury, jako jsou B+ stromy 
nebo bitmapový index [5].  
5.7.1 K-D stromy 
Slouţí k uchování bodových k-dimenzionálních dat. Jedná se o binární strom, kdy dělení prostoru 
probíhá na základě vloţených bodů. Prostor je rozdělen hyperplochami (přímka, plocha, …), které 
jsou rovnoběţné a musejí obsahovat alespoň jeden bod, který není obsaţen v jiné. Při stavbě stromu 
indexu se první bod uloţí jako kořen. Následující body jsou přidávány podle hodnoty souřadnice x, 
je-li menší tak spadá do levého podstromu pro hodnoty větší tak do pravé části. Další vkládané body 
rozdělí prostor podle dalších souřadnic.  
Nesmírnou výhodou této metody je snadná implementace. Naopak nevýhodou je špatné pořadí 
při vkládání a časté rušení uzlu, kdy musí dojít k opětovnému přerozdělení prostoru, a tedy nově 
přerozdělit vnitřní stromovou struktur. Z pohledu optimalizace pro vyhledávání je vhodné uchovávat 
v uzlu informaci o hranici „pokryté“ oblasti.  
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5.7.2 Quadtrees 
Patří mezi obvykle pouţívané techniky pro vícerozměrné indexování, vyuţívající datových struktur 
někdy označeny také „čtyřstrom“. Prohledávaná oblast je rozdělena na čtyři podoblasti, a kaţdá 
z těchto oblastí je rekurzivně rozdělena opět na čtyři podoblasti a to aţ do předem dané hloubky. 
Index je tvořen stromem, kde kaţdý nelistový uzel má čtyři následníky. Při hledání objektu, který se 
nachází na určité souřadnici, procházíme stromem a u nelistového uzlu, na který prohledávací 
algoritmus narazí, dochází k rozhodování mezi čtyřmi podčástmi. Pokračuje se k příslušnému 
následnickému uzlu, aţ do cílového listového uzlu. 
Tato technika se podle typu ukládaných dat dělí na bodový a plošný. Bodový (Point 
Quardtrees) se pouţívá pro indexaci bodových prvků tříd. Dělení prostoru probíhá v závislosti na 
poloze bodů viz obrázek 14. Druhým způsobem indexace touto techniky je plošně (Region Quadtree). 
Tato technika slouţí převáţně k indexaci polygonů. Kdy prostor je dělen na pravidelné čtverce tak 
dlouho, dokud všechny neobsahují souvislou oblast. Nutnou podmínkou je, ţe takto indexované 
polygony by měli být disjunktní, tedy vzájemně se nedotýkající. 
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Obrázek 11 Point Quadtree - převzato z [14] 
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5.7.3 R-stromy 
Algoritmus připomínající B – strom, který je rozšířen o ukládání prostorových objektů. Je zaloţen na 
ukládání obdélníkových struktur. U neobdélníkových tvarů se hledá tzv. MBR (Minimum Bounding 
Rectangle) minimální ohraničující obdélník.  
Nutnou podmínkou je, ţe všechny uzly stromu, mimo kořenového, musí být alespoň 
z poloviny zaplněné. Pro kaţdý R-strom je definované celé číslo K, které určuje maximální a 
minimální počet obdélníků, pro kaţdý nekoncový uzel, a to maximálně K a minimálně  𝐾/2  
obdélníků. Tedy kromě kořene stromu je kaţdý nekoncový uzel alespoň z poloviny vyuţit. A proto 
hlavní vyuţití této metody se nachází v diskově orientovaném vyhledávání, jelikoţ kaţdý jeho přístup 
na disk vrací blok dat nejméně o K/2 obdélnících. Listy stromu obsahují vţdy jeden skutečný 
obdélník, zatímco nekoncové uzly mohou obsahovat skupinu elementárních obdélníků. Je-li uzel plný 
dojde k jeho rozdělení. Nově vzniklé uzly se stávají potomky původně děleného uzlu. Ovšem můţe 
nastat situace, kdy je jiţ otcovský uzel pln, poté je nutné dělení uzlu provést rekurzivně nad otcem a 
případně postupovat aţ ke kořenovému uzlu. 
Tato metoda má své úskalí, které vzniká při překrývání oblastí ohraničujících obdélníků. Při 
vyhledávání potom nelze určité větve vyloučit a je nutné prohledat větší část výsledného stromu. 
Klasický R – strom byl postupně modifikován a vznikli jeho následníci, jako R+ - strom vylučující 
překrývání, ale reálný obdélník můţe být zařazen do několika listů. Častější pouţívaná varianta je R*, 
která se snaţí minimalizovat překrytí, za pouţití jiného kritéria během výběru uzlu pro zařazení a 
štěpení.
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Obrázek 12 Příklad R-stromu - převzato [5] 
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5.7.4 M-stromy 
Vyuţívá metrické přístupové metody. Kde metrický prostor je definován následovně [11]: 
 
𝑀 = (𝕌,𝑑)       (5.13) 
 
, kde 𝕌 je univerzum objektů a d je metrika. Tak jak v mnoha jiných oblastech je mnoho struktur 
zaloţena na myšlence B+ stromu, tak i struktura M – stromu, vychází z této myšlenky. Metrický 
region je popsán hyper-koulí se středem v nějakém objektu (O4, O2, O7) s definovaným poloměrem 
pokrytí. 
Z hlediska obecného pohledu určitá podoba s R – stromy se tady objevuje, ale hlavním 
rozdílem je ohraničení oblastí, v tomto případě jsou tvořeny kruţnicemi. Indexy M – stromu 
představují hierarchii metrických regionů (kaţdý uzel je jeden region), respektive hierarchii shluků 
objektů v těchto regionech. M – stromy mohou být pouţity k indexování libovolné kolekce 
reprezentovanou objekty v metrickém prostoru, tedy např. k indexování vektorů pseudo-obrázků 
podle vzdálenosti. 
Vnitřní uzly obsahují tzv. „směrovací objekty“, které popisují metrické regiony vymezující 
oblasti, v nichţ se objekty uloţené v listech nacházejí. Listy M-stromu obsahují záznamy (O1, O2, O3, 
O4, …) samotných indexovaných objektů.  
Sloţitost vyskytující se při operacích na M-stromu lze rozdělit na počet přístupů na diskové 
stránky (tedy prohledávaných regionů) 
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Obrázek 13 Hierarchie regionů v metrickém prostoru a příslušný M – strom – převzato z [5] 
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6 Implementace 
Cílem praktické části této diplomové práce bylo po nastudování teoretického úvodu o moţnostech 
extrakce rysů a její klasifikace, implementování klasifikační metody, pro nalezení rysů vysoké úrovně 
z nízkoúrovňového popisu dat. A následná její demonstrace na datové sadě TRECVid. Pro moţnost 
srovnání výsledků byl vybrán nástroj libSVM, který vyuţívá klasifikaci zaloţenou na modelu SVM. 
Více o této metodě je popsáno v kapitole 3.1.  
 
6.1 Databáze PostgreSQL 
Databáze PostgreSQL patří mezi OpenSource projekty, jsou volně ke staţení i se zdrojovými kódy 
pod BSD licencí. Řadí se mezi databáze pracující s objektově relačním modelem dat. Její celkový 
vývoj jiţ trvá více jak 15 let. 
Databázový systém má podporu pro většinu operačních systemů od Windows, Linux aţ pro 
různé verze UNIXů. Základní vlastností je stoprocentní splnění podmínek ACID (Atomic, Consistent, 
Isolated, Durable). Coţ představuje zaručení atomičnosti (Atomic) na úrovni transakčního zpracování 
(tedy buď se všechny změny provedou najednou, anebo ţádná). Pod pojmem konzistence rozumíme 
vzájemný soulad údajů v databázi. Důleţitou vlastností pro transakční zpracování představuje 
vlastnost izolovanost, která zaručuje, ţe operace uvnitř transakce jsou skryty před vnějšími 
operacemi. A trvanlivost představuje pro transakce, ţe její výsledky budou skutečně uloţeny do 
databáze. 
PostgreSQL umoţňuje vytváření a provádění vestavěných procedur v mnoha různých jazycích 
jako např. Java, Perl, Ruby, Tcl, Python případně C/C++. A díky této vlastnosti je moţné přenést 
větší část aplikační logiky na stranu databázového serveru. Má také definován svůj vlastní 
procedurální jazyk nazvaný PL/pgSQL vycházející z jazyka PL/SQL pouţívaného u databází Oracle. 
Data potřebná pro klasifikaci byla uloţena právě v databázovém serveru PostgreSQL, který je 
umístěn na školním serveru minerva2. V této databází jsou uloţeny veškerá data pouţívaná pro 
evoluci TRECVid.  
Databáze trecvid je rozdělena do několika schémat podle logické příslušnosti k daným úlohám 
TRECVid. Vstupní data pouţívaná pro řešení úloh zaměřených na extrakci rysů vysoké úrovně jsou 
uloţeny pod databázovým schématem hlf_search viz Obrázek 14, který obsahuje celkem 18 tabulek. 
Pro mou práci byly potřebné následující tabulky. 
 tv_annotations: v této tabulce jsou zahrnuty všechny anotace pro klíčové snímky. Kaţdý 
snímek ovšem můţe být anotován i do více různých konceptů, případně nemusí být zahrnut 
do ţádného konceptu. Proces anotování probíhá tak, ţe pro kaţdý klíčový snímek je 
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vytvořeno tolik záznamů kolik je definovaných konceptů, v tomto případě je to celkem 20. U 
kaţdého takovéhoto záznamu je uveden příznak označující, zdali je tento údaj jistý. Pro 
vývojovou sadu Sound and Vision jsou všechny anotace jisté, jelikoţ tato data jsou pouţita 
k trénování klasifikátoru. Pro snímky, které nejsou zahrnuty do ţádného konceptu jsou 
označovány jako tzv. negativní vzorky. 
 tv_localfeatures: obsahuje vytvořené shluky z hodnot vyextrahovaných rysů metodou SIFT a 
SURF popsáno v kapitole 5.5.1.  
 
 
 
Obrázek 14 Objektový model části databáze schématu hlf_search - převzato od vedoucího  
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6.2 LibSVM 
Patří mezi nástroje slouţící ke klasifikaci dat. Nástroj je vyvíjen na univerzitě National Taiwan 
University na Taiwanu. Jejími autory jsou Chih-Chung Chang a Chih-Jen Lin. Tato knihovna spolu se 
zdrojovými kódy napsanými v programovacých jazycích C, C++ a Javě je volně dostupná a šířitelná 
pod upavenou BSD licencí. Nabízí programátorům snadný přístup k vyuţití ve svých vlastních 
aplikacích. Konkrétně nástroj RapidMiner obsahuje mimo jiné i implementaci SVM klasifikátoru 
pomocí právě této knihovny. 
Nástroj v sobě integruje větší mnoţství nástrojů implementující regresi a SVM klasifikaci pro 
řešení široké škály problémů. Umoţňuje pouţití cross-validace nebo určení vah pro nevyváţená 
vstupní data, výpočet pravděpodobnosti. 
Knihovnu se zdrojovými kódy je moţné stáhnout na [26]. Staţený archív obsahuje jiţ dříve 
zmíněné zdrojové kódy pro C, C++ a Javu s dodaným dávkovým souborem pro překlad (makefile) 
pro operační systém linux. Pro prostředí MS Windows jsou součástí přímo přeloţené spustitelné 
binární soubory, a tedy není potřeba ţádné kompilace. 
Nástroj LIbSVM má přesně definovanou syntaxi vstupních dat, kterou je pro správnou funkci 
tohoto nástroje potřeba dodrţet. Definovaný formát vstupních dat je následující: 
< 𝑙𝑎𝑏𝑒𝑙 > < 𝑖𝑛𝑑𝑒𝑥1 >: < 𝑣𝑎𝑙𝑢𝑒1 > < 𝑖𝑛𝑑𝑒𝑥2 >: < 𝑣𝑎𝑙𝑢𝑒2 > ⋯ 
Poloţka label můţe nabývat dvou hodnot. Pro případ regrese tato poloţka představuje cílovou 
hodnotu, nabývající reálných hodnot. U klasifikace se jedná o číselnou hodnotu, která reprezentuje 
označující klasifikační třídy. Poloţka index určuje pozici, kde se nachází vstupní data, uvedená za 
oddělovacím znakem, definovaný dvojtečkou. Tyto dva údaje slouţí k určení hodnoty vstupního 
atributu. 
 Pouţití LibSVM je vcelku snadné slouţí k tomu dva hlavní skripty a to jsou svm_train a 
svm_predict. Jak lze jednoduše podle názvu vyvodit tak první z nich slouţí k trénování neboli učení 
klasifikátoru. Získaný výstup je pouţit jako vstup pro druhý skript a tím je trénování. Trénovací data 
jsou modle vytvořeného modelu zařazována do patřičných tříd. Součástí komplexního balíčku jsou i 
nástroje pro určení optimální hodnoty parametrů a případně za pouţití externí aplikace Gnuplot jsou 
výsledky i graficky zobrazeny. Pro předzpracování dat je moţné pouţít skript svm_scale, který 
umoţňuje vstupní data normalizovat do zadaného intervalu např. <0,1> nebo <-1,1>. Pro určité 
grafické zobrazeni činnosti, lze pouţít dalšího skriptu a tím je svm_toy. Jedná se o jednoduchou 
grafickou aplikaci demonstrující na bodech v 2D prostoru činnost SVM klasifikátoru. Jako doplňující 
nástroje umístěné v adresáři Tool jsou skripty napsané v jazyce Python. Jedním z uţitečných nástrojů 
je grid.py. Umoţňuje optimalizovat parametry u C-SVM klasifikátoru, který v jádru pouţívá radiální 
bázovou třídu (RBF). Pomocí metody cross-validace, která se pouţívá pro nalezení nejlepší 
kombinace parametrů, pomocí níţ jsou vyhodnoceny přesnosti klasifikace pro jednotlivé kombinace 
parametrů. 
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Pro méně zkušené uţivatele je připraven skript Easy.py, který nevyţaduje ţádné nastavení hodnot, 
kromě zadání trénovacích dat. Veškeré operace provádí automaticky od předzpracování, aţ po 
optimální ohodnocení parametrů.  
 
6.3 Implementace GMM metody 
 Po dohodě se svým vedoucím padla volba na implementaci klasifikačního algoritmu metodou 
Gaussian Mixture Model. Teoretický nástin k této metodě je blíţe popsána v kapitole 3.3. Metoda je 
zaloţena na obecné metodě Expectation Maximization, rozšířena o odhad parametrů pomoci sady 
gausovských funkcí. Následující podkapitoly se zabývají návrhem klasifikační aplikace postavené na 
tomto modelu a její funkčnosti. 
Metoda GMM vycházející z obecného iterativního algoritmu EM (Expecation Maximizatio), 
který se pouţívá ke klasifikacím zaloţených na statistickém rozpoznávání vzorků. Princip je zaloţen 
na předpokladu, ţe existují podobné statistické vlastnosti mezi modely stejných tříd. Toho je 
vyuţíváno i u metody GMM, která modeluje hledání tříd pomcí smíšených gaussovských funkcí 
podle vzorce 3.7. 
6.3.1 Návrh aplikace 
Návrhem se rozumí diagram tříd potřebný pro implementaci, zobrazující statickou strukturu aplikace 
prostřednictvím samotných tříd a vztahů mezi nimi. Diagram tříd je znázorněn na obrázku 15. 
Rozdělení tříd je provedeno do následujících tří balíčků classification, general, a hlavní balíček 
aplikace dipclasfication.  
Balíček classification, definuje třídy potřebné pro samotné klasifikování pomocí GMM. 
Balíček general obsahuje pomocné třídy. Hlavní třída dipclasfication obsahuje samotné uţivatelské 
rozhraní v podobě tabulky obsahující vstupní data, funkční tlačítka pro načtení vstupních dat, 
klasifikování a další uţivatelské funkce. Do tohoto balíčku jsou zařazeny následující třídy 
DIPClasificationView zobrazující hlavní aplikační okno, která implementuje zachytávání zpráv 
generované z GUI. Dále jsou zařazeny třídy ViewResultDialog a SettingsDialog. První z nich slouţí 
pro nastavení parametrů klasifikátoru. Podobně je to i pro třídu ViewResultDialog, která vykresluje 
výsledné ohodnocení klasifikace. 
Klasifikační jádro aplikace se nachází ve třídě GMM, která reprezentuje implementaci 
Gaussian Mixture Modelu. Jejíţ hlavní metody jsou prepareEM_GMM, ExpecationStep, 
MaximizationStep a getGMMLikelihoods. První ze zmíněných slouţí k inicializaci celého modelu, 
tedy hlavně k vytvoření a nainicializování interních maticových struktur reprezentujícíh jednotlivé 
parametry. Další metody slouţí jiţ pro samotné trénování a testování klasifikátoru. O těchto metodách 
bude podrobněji zmíněno v následující kapitole, která se zabývá samotnou implementací.  
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Obrázek 15 Diagram tříd navržené aplikace 
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6.4 Implementace 
Předlohou pro vlastní implementaci mi poslouţila jiţ existující třída, napsaná Ing. Michalem 
Hradišem v programovacím jazyce C++, která pro práci s maticemi pouţívá grafickou knihovnu 
OpenCV.  Jelikoţ samotná knihovna OpenCV je dostupná pouze pro programovací jazyk C++, a ne 
pro Javu, nemohl jsem tuto třídu přímo pouţít ve své aplikaci.  
Demonstrační aplikace pro ověření funkčnosti klasifikačního algoritmu GMM byla napsána 
v objektově orientovaném jazyce Java ve vývojovém nástroji NetBeans IDE 6.7. Mimo standardních 
knihoven a tříd dostupných pro jazyk Java, jsem pouţil volně dostupnou knihovnu OpenCSV pro 
práci se souborovým formátem csv. Umoţňující jednoduchou a účelnou práci se soubory csv, kdy 
jednotlivé záznamy jsou sloţeny z řádků a oddělení jednotlivých poloţek je za pomocí oddělovacího 
znaku (“,”). Pro reprezentaci a provádění operací nad maticemi jsem vyuţil třídy Matrix 
implementovanou v balíčku jama, jejímiţ tvůrci je skupina z National Institute of Standards and 
Technology (NIST). Tuto třídu jsem rozšířil o další metody provádějící specifické operace nad 
maticemi, a skalárními hodnotami, např. násobení matic, odečtení hodnoty od jednotlivých prvků 
matice a další. 
 Implementace aplikace lze rozdělit do tří základních celků. První část je zaměřena na načtení 
vstupních dat pro klasifikaci. Další část zahrnuje samotné jádro dolovací úlohy, sloţené z Gaussian 
Mixture Modelu. V poslední části je prezentace výsledků klasifikace.  
 Pro klasifikace dat, jak bylo zmíněno v kapitole 6.1 byly pouţity vyextrahované rysy 
metodou SURF a SIFTS popsáno v kapitole 5.5.1.  
 
6.4.1 Uživatelské rozhraní 
Uţivatelské rozhraní bylo navrhnuto, aby umoţňovalo snadné, rychlé a intuitivní ovládání celé 
aplikace viz obr. 16. Aplikaci lze ovládat buď přes vytvořený toolbar panel anebo případně přes 
standardní nabídku menu. Obsahuje základní operace pro prací s klasifikátorem. Tedy načtení 
vstupních dat ze souboru csv do výsledné grafické komponenty reprezentující tabulku nacházející se 
v hlavním okně aplikace. Před samotným spuštěním klasifikace je potřeba projít nastavení 
klasifikátoru, které probíhá skrz dialogové okno vytvořené k tomuto účelu pomocí třídy JDialog 
z balíčku swing Obrázek 17 Nastavovací dialog klasifikace. Nabízí kromě nastavení rozdělení 
vstupních dat do dvou skupin, také nastavení specifických vlastností pro klasifikace jako např. zda 
mají být do klasifikace zahrnuty jen pozitivní, anebo i negativní vzorky. Případné nastavení počtu 
hodnot rysů. Tato hodnota bude pro jednotlivé vektory rysů rozdílná. Pro třídu SURF byla tato 
hodnota definována 40 000 a pro SIFTS 20 000 hodnot pro jeden vzorek dat.  
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Obrázek 16 Uživatelské rozhraní 
 
 
 
Obrázek 17 Nastavovací dialog klasifikace 
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6.4.2 Načtení vstupních dat 
Vstupní data jsou pomocí vytvořených SQL skriptu vyexportovány do výstupního souboru csv 
z databáze trecvid, který je umístěn na školním serveru minerva2. Tyto externí SQL skripty jsou 
součástí DVD přílohy. Jak jiţ v úvodu k implementaci bylo uvedeno aplikace umoţňuje pomocí 
externí knihovny OpenCSV slouţící pro práci se soubory ve formátu csv vstupní data v tomto 
formátu načíst do tabulky, která je umístěna v hlavním okně aplikace viz Obrázek 166. Načítání 
probíhá pomocí metody CSVReader, kdy jsou vstupní data načítána postupně po jednotlivých řádcích 
ze souboru. Tato metoda je obsaţena jiţ v dříve zmíněné knihovně OpenCSV. Pro načtení těchto 
vstupních dat do interní struktury slouţí třída Matrix, kdy hodnoty jsou ukládány do datového typu 
double. Řádky matice obsahují jednotlivé vstupní vzorky, kdy vţdy v prvním sloupci je uvedeno číslo 
konceptu, a v dalších jsou jiţ hodnoty vektoru rysů. Jelikoţ načtené hodnoty pro vzorky SIFT a 
SURF nejsou nikdy kompletní, v takovémto případě, je potřeba na patřičné pozice umístit výchozí 
hodnotu 0. Jelikoţ paměťová náročnost pro tyto vzorky je značná, je prováděna optimalizace 
v podobě postupného načítání dat do vnitřních struktur, bez nutnosti uchovávat celý obsah 
permanentně v paměti.   
Naopak pro zápis do csv souboru se pouţívá metoda CSVWriter. Jelikoţ nástroj LibSVM má 
striktně definován formát vstupních dat, je proto potřeba do poţadovaného tvaru vstupní data převést 
a k tomu se pouţívá v Javě třída PrintWriter pro ukládání dat do souboru.  
6.4.3 Trénování klasifikátoru 
Implementace algoritmů pro klasifikaci metodou Gaussian Mixture Model se nachází ve tříde GMM 
v balíčku classification. Metody implementující proces trénování jsou prepareEM_GMM, 
ExpecationStep a MaximizationStep. První z metod slouţí k inicializaci vnitřních struktur. Její 
součástí je také určení počátečního odhadu středů gassuvských funkcí, který je určen náhodným 
výběrem pomocí třídy Random. Pomocí metody nextInt je vygenerováno číslo od 0 aţ po hodnotu 
zadanou jako parametr metody odpovídající počtu směsicí gaussovek. Takto vygenerovaná hodnota 
určuje pozici pro nastavení středu gaussovek.  
Metody ExpecationStep a MaximizationStep slouţí jiţ k samotnému vytvoření klasifikačního 
modelu. Metoda ExpecationStep implementuje odhad likelihood podle vzorce 3.7, tedy výpočtu 
normálního rozloţení pravděpodobnosti pomocí gausovských funkcí. Po kroku E (Expectation) 
následuje určení maximalizace likelihood parametrů, prováděné maximalizací očekávání získaného 
v předešlém kroku. Implementace je obsaţena v metodě  MaximizationStep teoretický nástin 
v kapitole 3.3.1.  
  Trénování klasifikátoru je implementováno metodou train ve třídě Classification, a probíhá 
v těchto následujících krocích. Na začátku jsou vstupní data rozdělena pomocí metody splitData, jejíţ 
implementace se nachází ve třídě Classification na trénovací a testovací podle zadaného poměru. 
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Data jsou rozdělována náhodně, ale v obou vytvořených mnoţinách zůstává zachováno stejné 
rozloţení datových tříd jako v původních vstupních datech. Vytváření klasifikačních modelů je 
prováděno vţdy nad sadou dat náleţící do stejného konceptu, jsou tedy klasifikovány do společné 
třídy. Celkový počet vytvořených modelů odpovídá počtu daných konceptů. Pro konkrétní případ pro 
vzorky SHIFT a SURF je počet konceptů stanoven na 20 nebo 21, a to podle toho, zda jsou zahrnuty i 
koncepty 0, které reprezentují vzorky, které nebyly do ţádné třídy za anotovány. Hlavním krokem 
testování je tedy průchod přes všechny vzorky obsaţené v testovací mnoţině a nalezení patřičných 
modelů, které jsou vkládány do kolekce ve třídě Classification. 
6.4.4 Testování klasifikátoru 
Testování klasifikátoru představuje klasifikaci dat, u kterých je známo zařazení, k jednotlivým 
konceptům. Implementace se nachází tak jako v případě trénování ve třídě Classification v balíčku 
classification. Celý proces klasifikace je implementován metodou test, která nechá vstupní testovací 
vzorek ohodnotit všemi modely. Pro jednotlivé modely je volána metoda getGMMLikelihoods 
umístěna v balíčku Classification implementovaná ve třídě GMM, která pomocí normálního rozloţení 
pravděpodobnosti pomocí gausovských funkcí určí likelihood. Je to hodnota pravděpodobnosti 
určujíc s jakou je testovací vzorek klasifikován, do konkrétního konceptu. Postupně se prochází přes 
všechny testovací datové vzorky, které jsou rozděleny do patřičných konceptů stejně jako při 
trénování klasifikátoru. Pro všechny vzorky je vypočítaná hodnota likelihood, pomocí niţ bude 
v následujícím kroku rozhodnotu kam daný vzorek bude s největší pravděpodobnosti zařazen. Vzorek 
ja zarřazen právě do konceptu jehoţ výsledná hodnoty likelihood je nejvyšší. 
 
6.4.5 Zobrazení výsledků klasifikace 
Výsledkem klasifikace, je vyjádření úspěšnosti klasifikátoru pro daná vstupní data. K zobrazení 
výsledného pohledu na celkovou úspěšnost jsou pouţity komponenty z java swing JDialog obsahující 
komponentu JTable, kam jsou výsledné hodnoty zapsány Obrázek 18 Výsledné zobrazení přesnosti 
klasifikátoru. Na základě dosaţených výsledků v průběhu klasifikace je vypočítána přesnost 
klasifikace pro všechny koncepty a celková přesnost klasifikace. Výpočet celkové přesnosti je 
implementován v metodě PrepareResultData. Její součástí je vytvoření dvourozměrné matice o počtu 
řádků a sloupců roven počtu konceptů. Řádky matice reprezentují počet vzorků klasifikovaných do 
dané třídy neboli tzv. positive hodnoty. Naopak sloupce matice reprezentují počet vzorků, které 
skutečně patří do dané třídy neboli tzv. true hodnoty. Na diagonále jsou potom zobrazeny vzorky, 
které byly klasifikovány správně. Pouţívá se pro ně označení true positive hodnoty.  
  
 51 
Z této matice je vypočítaná celková přesnost klasifikace (accurance) podle následujícího vzorce, kde 
TP označuje true positive hodnoty převzato z [30]: 
 
𝑎𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒 =
 𝑇𝑃 
 𝑇𝑃 + 𝑃 
=
 𝑇𝑃 
 𝑡𝑒𝑠𝑡𝑜𝑣𝑎𝑐𝑖  𝑑𝑎𝑡𝑎  
      (6.1) 
 
 
Obrázek 18 Výsledné zobrazení přesnosti klasifikátoru 
 
 
7 Experimenty 
Tato kapitola se zabývá popisem provedených experimentů v nástroji LibSVM. O tomto nástroji bylo 
podrobněji popsáno v kapitole 0. Získané výsledky pomocí modelu SVM byly později porovnány s 
dosaţenými výsledky  klasifikace pomocí vytvořené aplikace, která implementovala metodu GMM. 
Všechny experimenty byly provedeny nad vektory rysů SURF a SIFT popsáno v kapitole 5.5.1.  
 
 
7.1 Klasifikační experimenty pomocí SVM 
Prováděné testy byly rozděleny do dvou skupin. Na testování dat pouze s pozitivními vzorky, které 
obsahují vţdy zařazení do určitého konceptu. Ve druhém kroku jiţ byly pouţity pozitivních i 
negativní vzorky opět pro SURF i SIFT vektory rysů. 
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  Nástroj LIbSVM doporučuje pouţít pro dosaţení přesnějších výsledků klasifikace pouze 
normalizovaná vstupní data. Normalizování těchto vzorků dat nebylo pomocí nástroje svm-scale 
moţné jelikoţ počet hodnot u jednotlivých vzorků dosahují velikosti pro SURF 40 000 a pro SIFTS 
20 000 a pro tento počet nebylo moţné na školním serveru Athena výsledné vzorky do souboru uloţit. 
Nástroj svm-scale výstupní normalizované hodnoty vypisuje na standardní výstup. Při pouţití 
přesměrování do souboru, byla hlášena chyba o překročení limitu délky pro daný souborový systém.  
A proto tedy test byl zaměřen jen na „ne normovaná“ data. Jak bylo uvedeno v kapitole 5.5.1 vektory 
rysů SURF a SIFT jsou v průběhu extrakce lokálních rysů data pomocí TF-IDF normalizovány. A 
proto je moţné na výsledné hodnoty nahlíţet jak na normalizovaná data. Jelikoţ nástroj LibSVM  
neposkytuje podrobný výstup s počtem vzorků klasifikovaných do jednotlivých tříd. Výsledkem 
úlohy spouštěné v nástroji LibSVM je pouze celková přesnost určená cross-validací. Proto jsou 
v grafu vyneseny jen závislosti konkrétních vstupních dat na celkové přesnosti klasifikátoru. 
Výsledné hodnoty provedených testů jsou shrnuty v grafech na Obrázek 19 pro pozitivní vzorky a pro 
všechny data na Obrázek 20.  
   
 
Obrázek 19 Graf přesnosti klasifikace pro pozitivní vzorky dat 
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Obrázek 20 Přesnost klasifikace pro pozitivní a nagativní vzorky dat 
 
 
 
Součástí testů bylo i určení optimálních hodnot parametrů. Pro nalezení optimálních 
parametrů je součástí LIbSVM nástroj grid.py, který se snaţí nalézt optimální hodnoty pro parametry 
C a Gamma. Takto získané hodnoty byly pouţity přímo při testování. Z výsledků je patrné, ţe díky 
tomu došlo k určitému zlepšení dosaţených výsledků. Součástí nástroje grid.py je i grafický výstup 
v podobě znázornění přesnosti klasifikace pro různé kombinace parametrů C a Gamma. Grafický 
výstup je vykreslen za pouţití externího nástroje gnuplot, které jsou znázorněny na Obrázek 21 pro 
vektor rysů SURF a Obrázek 22 pro SITFS. Z nichţ lze vyčíst, ţe nejlepší výsledky budou dosaţeny 
při pouţití parametrů C = 32 a gamma = 0,03125 pro SURF a pro SIFT tyto hodnoty C = 4 a  
gamma = 0,0625. 
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Obrázek 21 Optimalizace parametrů pro vektor rysů SURF 
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Obrázek 22Optimalizace parametrů pro vektor rysů SIFT 
 
7.2 Klasifikační experimenty pomocí GMM 
Experimenty s klasifikováním vstupních dat SURF a SIFTS, byly provedeny také s vlastní aplikací 
klasifikující metodou GMM podobným způsobem, jako v předchozím případě. Opět testy byly 
rozděleny do dvou skupin na test provedený nad daty obsahující pouze pozitivní vzorky a v druhém 
případě byly zahrnuty do testování i negativní vzorky (třída 0). Pro všechny testy klasifikace bylo 
pouţito celkem 5 gaussovských funkcí s rozdělením vstupních dat na dvě shodné mnoţiny dat pro 
trénování a testování. Jak z grafu vyplívá při klasifikování negativních vzorků je cel celkovou 
přesnost klasifakce  nijak neovlivní výslednou přesnost klasifikátoru. 
Výsledné hodnoty zobrazující úplnou přesnost klasifikace, jsou shrnuty do jednoho 
výsledného grafu zobrazený na obr. 22. 
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Obrázek 23 Výsledná přesnost u klasifikace GMM  
 
Jedním z dalších testu bylo ověření vlivu poměru rozdělení vstupních dat na celkové přesnosti. Test 
byl proveden pro pozitivní vzorky vektoru rysu SURF, jelikoţ pro tento typ rysů je počet hodnot 
vyšší neţ u rysů SIFT . Dosaţené výsledky jsou zobrazeny na následujícím grafu.  
 
 
Obrázek 24Vliv rozdělení vstupních dat na celkové přesnosti 
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8 Závěr 
Cílem diplomové práce bylo nastudovat a zpracovat problematiku získávání znalostí z databází s 
důrazem kladeným na základní metody pouţívané pro klasifikaci a predikci dat. V kapitole 3 jsou 
postupně popsány jednotlivé metody klasifikace a predikce spolu s jejich principem. Součástí 
teoretické části práce je i úvod do multimediálních databází s popisem metod vyhledávání v 
obrazových datech. Tomuto tématu je věnována celá kapitola 5 od základních metod aţ po rozsáhlejší 
způsoby vyhledávání. 
Všechny experimenty byly prováděny s vývojovou podmnoţinou datové sady Sound and 
Vision 2008 ze soutěţe TRECVid. Pro popis těchto dat jsou pouţity dva extrahované lokální rysy 
SURF a SIFT (celý proces je popsán v kapitole 5.5.1). Které byly vyextrahovány pomocí programu 
pro detekci regionů. Pro první zmiňovaný byl pouţit nástroj SURF detektor, který současně sloţí také 
pro samotný popis rysů. Pro SIFT byla nejprve provedena detekce regionů pomocí aplikace MSER  
(Maximaly stable extremal regions) a pro popis rysů byl jiţ pouţit nástroj SIFT podrobněji o těchto 
metodách pro extrakci lokálních rysů je popsáno v kapitole 5.5.1. Všechny tyto pouţité nástroje pro 
extrakci rysů z obrazových dat byly staţeny z oficiálních stránek Affine Covariant Features [31]. 
Dosaţené výsledky pomocí implementované metody Gaussina Mixture Model od klasifikace 
pomocí metody SVM byly o několik procent lepší.  A proto pro klasifikování SURF a SIFT lokálních 
rysů je pouţití klasifikačního nástroje zaloţeném na GMM vhodnější neţ pouţití SVM klasifikace. 
Výsledná přesnost klasifikace pomocí metody GMM se pohyboval okolo 37%. Co se týče rychlosti 
klasifikování implementovanou metodou GMM, byly dosahovány výsledky kolem 20 minut při 
klasifikování 19 000 vzorků. Jedním z hlavních experimentů bylo nalezení optimálních parametrů pro 
klasifikaci metodou SVM pomocí nástroje LibSVM jejíţ hodnoty slouţily k porovnání výsledků 
s dosaţenými pomocí metody GMM. U přesnosti SVM je zřejmý vliv nemoţnosti této metody 
separovat data, které jsou současně klasifikovány do více tříd. Počet těchto nejednoznačných vzorků 
je přibliţně 10% z celkového počtu.  
Rozšíření aplikace by se mohlo ubírat hlavně směrem optimalizace při zpracování velkého 
objemu vstupních data, kdy se projevuje značná paměťová náročnost. Bylo by vhodnější data ukládat 
do menších datových typů neţ je samotný double, hlavně v případě lokálních rysů SIFT a SURF, kde 
hodnoty vektoru rysů byly v rozsahu 0 aţ 1. Případně rozšířit nastavení počátku gaussovských funkcí 
podle nějaké metody zaloţené na odhadu hustoty a porovnat výsledky, které byly dosaţené v této 
práci při pouţití náhodného výběru. A tím by se celková přesnost výsledků klasifikace mohla zlepšit. 
Případně rozšířit vytvořenou demonstrační aplikaci o vhodnou grafickou prezentaci výsledných 
hodnot. 
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