Abstract. The main objective of this paper is to find necessary and sufficient conditions for a 1 : −4 resonant system of the forṁ
Introduction
In this paper we consider differential autonomous systems in C 2 of the form (1)ẋ = px + P (x, y),ẏ = −qy + Q(x, y), where p, q ∈ N and P and Q are complex polynomials. In particular, we consider the case p = 1, q = 4 and P , Q being quadratic polynomials. The main goal of the paper is to determine when the elementary singular point located at the origin is a resonant center. Definition 1.1. A p : −q resonant elementary singular point of analytic system (1) is a resonant center if there exists a local analytic first integral of the form (2) Φ(x, y) = x q y p + j+k>p+q+1 φ j−q,k−p x j y k .
The p : −q resonant center is a generalization of the concept of a real center to systems of differential equations in C 2 of the form (1), it was given byŻo ladek in [37] . This definition is a generalization of the concept of 1:-1 resonant center introduced by Dulac in [10] . The classical real center problem (which originates from the work of Poincaré and Lyapunov [25, 30] ) was studied by many authors (see e.g. [3, 10, 18] and references there in. Some generalizations of the problem are discussed in [12] and [26] . Note that the 1 : −1 resonant center in C 2 is a complexification of the classical real planar center (see, for instance [10] for more details). The saddle-node and the node case were studied in [35, 37] . The study of p : −q resonant centers is relatively new (see e.g. [2, 8, 19, 27, 28, 32, 37] and the references given there). Two p : −q resonant systems for which the center problem have been solved completely are the 1 : −1 resonant cases with quadratic and homogeneous cubic nonlinearities [5, 10, 34] . The resonant center problem for the 1 : −2 resonance case was investigated in [15] where 20 cases for integrability are given. In [16] the sufficiency of these cases are proven, so this case is almost finished due to the use of modular arithmetics. Recently, the case 1 : −3 was considered also using modular arithmetics, see [9] . Then the 1 : −4 resonance presented in this paper is in the actual limit of the current computational facilities. The objective is to have the classification of lower resonances in order to use them for the study of particular systems with higher resonances via blow-up transformations.
The most studied resonant centers are the 1 : −λ quadratic Lotka-Volterra systems, i.e. systems of the formẋ = x(1 + ax + by),ẏ = y(−λ + cx + dy), see [6] . In [23] certain sufficient conditions for integrability and linearizability for general λ ∈ N and necessary and sufficient conditions for λ = [27] . Recently, the integrability of the Lotka-Volterra type systems (1) are studied in [17, 20, 28] .
Inside the 1 : −1 resonant centers, the case when P and Q are homogeneous quintic nonlinearities have been studied in [14, 21] but not finished.
Concerning the generalized p : −q resonant center many papers are considering 1 : −q and 2 : −q resonant centers (with mostly homogeneous quadratic, cubic or quartic nonlinearities added); see e.g. [2, 8] . In [37] for the general p : −q resonant quadratic case there are exhibited fifteen independent sufficient conditions for existence of a center, along with the corresponding first integrals for each one.
In [2] the 1 : −q resonant center problem for certain cubic Lotka-Volterra system was studied for integers q ≤ 9. For odd q ≤ 9 the authors obtained necessary and sufficient conditions for existence of a center, whilst for even q < 9 only necessary conditions were obtained. This may indicate that the analysis of a 1 : −q resonant center might be more difficult for q being even. The computational difficulties which occur when performing computations with Computer Algebra Systems (CAS) Singular and Mathematica for the present paper may definitely confirm this idea.
By the definition any nonconstant differentiable complex function which is constant on trajectories of (1) is a first integral of (1): (3)Ψ := ∂Ψ ∂x (px + P (x, y)) + ∂Ψ ∂y (−qy + Q(x, y)) ≡ 0.
Throughout the work P and Q are assumed to be quadratic polynomials. Thus, we can write system (1) in the form b kj x k y j+1 .
According to Definition 1.1 to find conditions for existence of a resonant center at a p : −q resonant elementary singular point of system (4) we look for a formal series in the form (2) satisfying (3) . In other words, the approach is based on computing the saddle quantities [2, 5, 8, 16, 32, 37] , g kq,kp , which are polynomials in the coefficients a i,j , b i,j of (4) with the property that a formal first integral (3) exists if and only if every saddle quantity g kq,kp vanish on the coefficients of (4) , that is if and only if the coefficients a i,j , b i,j of (4) Therefore, to start the computational process we write down the initial string of (2) up to order 2N + 1
Then for each i = p + q + 1, . . . , 2N + 1 we equate coefficients of terms of order i in the expression
Now let denote the coefficients of x k 1 +q y k 2 +p in (6) by g k 1 ,k 2 and set them to be zero for k 1 + k 2 ≤ 0. For k 1 + k 2 ≥ 1 they are given [33, p. 117] recursively by:
The coefficients g k 1 ,k 2 defined in (7) can obviously be set to zero, as long as k 1 and k 2 satisfy the conditions k 1 = kq and k 2 = kp (note that setting g k 1 ,k 2 to zero determines the coefficient φ k 1 ,k 2 by the previous ones, φ i 1 ,i 2 , as defined in (7) -using initial condition φ 0,0 = 1). However, the coefficients g kq,kp (i.e. g k 1 ,k 2 for k 1 = kq and k 2 = kp) cannot be set to zero simply by choosing a certain value for φ i 1 ,i 2 . Therefore, the corresponding polynomials for g kq,kp are defined to be the saddle quantities:
Obviously, if for a fixed system (4) with the coefficients (a * , b * ), we have g kq,kp (a * , b * ) = 0 for all k ∈ N, then we obtain a formal first integral Ψ defined in (5) . Therefore to find necessary conditions for existence of formal first integral we need to find the set of all parameters (a, b) where all polynomials g kq,kp vanish, i.e. to find the variety of the Bautin ideal B. By the Hilbert Basis Theorem (see e.g. [33, Th. 1.1.6]) the ideal B is finitely generated, i.e. there exists K ∈ N such that B = B K , where B K = g kq,kp : 1 ≤ k ≤ K . Therefore, we have to find first few saddle quantities and then to compute the variety of the ideal they generate, where the variety of the ideal generated by polynomials f 1 , . . . f s is the set of common solutions of polynomial system f 1 = 0, . . . , f s = 0, i.e. V( f 1 , . . . f s ) = {a = (a 1 , . . . a n ) ∈ k n : f i (a) = 0, for every i = 1, . . . , s}.
The variety of the ideal B, V(B), is called the center variety.
In the following two sections we consider necessary and sufficient conditions for the existence of a 1 : −4 resonant center for system (4) with quadratic nonlinearities.
Statement of the main results
Let us consider system (4) for p = 1, q = 4 and P , Q being quadratic polynomials:
where x, y, a ij , b ji ∈ C. First note that using a linear transformation every system (9) can be transformed to either a system (9) with a 10 = 1 or a 10 = 0. In both cases the (minimal primary) decomposition of the corresponding ideal B K cannot be performed in polynomial rings of characteristic zero, i.e. in the ring Q[a, b] (where [a, b] denotes the coefficients of system (9)). However, it becomes possible in the polynomial ring of a proper prime characteristics, i.e. in Z p [a, b] . See more details in the proof of Theorem 2.1, in Section 3.
The sufficient conditions of integrability of system (9) with a 10 = 1 and a 10 = 0 are given in the following two theorems. Theorem 2.1. System (9) with a 10 = 1 has a 1 : −4 resonant center at the origin if one of the following 46 conditions holds: 
Proofs of the main results
In this section we prove the main Theorems 2.1 and 2.2 of the paper. Since the Darboux method of integration is the main tool for proving the sufficiency of the conditions in Theorems 2.1 and 2.2 let first recall some definitions concerning this method which is commonly used as a tool for investigating the center problem [8, 12, 33] . In this section we use it to prove the existence of first integrals in most cases of polynomial systems (9) listed in Theorems 2.1 and 2.2. The method is described in details in [33] . A good survey of recent applications of Darboux method to polynomial systems in R n and C n is also [29] . We consider the system (9) written as
where x, y ∈ C, P and Q are polynomials that have no nonconstant common factor, and m = max(deg( P ), deg( Q)).
We define the algebraic partial integral or Darboux factor of system (10) to be a polynomial f (x, y) such that
where K(x, y) is called a cofactor. It turns out that K(x, y) is a polynomial of degree at most m − 1. An integrating factor on an open set Ω for system (10) is a differentiable function µ(x, y) on Ω such that
holds throughout on Ω, where P x + Q y stands for the divergence of ( P , Q).
It is easily seen that if there are Darboux factors f 1 , f 2 , . . . , f k with the cofactors
k is a first integral of (10), and if
then the equation admits the (Darboux) integrating factor
3.1. Proof of Theorem 2.1. Following the approach described in Section 3 of [33] the saddle quantities were computed. In this case we compute the first 6 saddle quantities g 4,1 , . . . , g 24, 6 . The first saddle quantity is The other saddle quantities are too large to be presented here. Then, we set in the obtained polynomials a 10 = 1.
The procedure is to compute a set of necessary conditions g 4i,i = 0, i = 1..., M for M large enough. Usually these necessary conditions are polynomials in the parameters of the system with long rational coefficients. Therefore, it is an extremely difficult computational problem to determine the irreducible components of the variety V = V ( g 4i,i : i = 1, ..., M ). We have followed the algorithm described in [31] which makes use of modular arithmetics, that is, we replace the ring Q[A] by the ring Z p [A], where A denotes the coefficients of the system and p is a prime number. The most difficult part of this algorithm is the last one where we need to ensure that all the points of the variety V have been found. That is, we know that all the encountered points belong to the decomposition of V but we do not know whether the given decomposition is complete. We remark that, nevertheless, it is practically sure that the given list is complete, see for instance [1] . Therefore, in the following we provide sufficient conditions for (9) to have a resonant center. It turns out that they are practically also necessary conditions. Although the proof of the completeness of the decomposition is not given exactly (over the field of characteristic zero) the probability of the opposite event is very low, see the estimation given in [16] for the 1 : −2 resonance where the Faugére method [13] is used.
In this paper, to obtain the necessary conditions for integrability we find the minimal decomposition of the variety of the ideal B 6 = g 4,1 , . . . , g 24, 6 . The computational tool which we use is the routine minAssGTZ [7] of the computer algebra system Singular [24] which is based on the GianniTrager-Zacharias algorithm [22] .
Since computations are too laborious they can not be completed in the field of rational numbers. Therefore, we choose the approach based on making use of modular computations [1, 31, 36] . We choose some primes p = 32003, 104729, 4256233, 7368787, 15485863, 179595127, 433494437 and 479001599 and compute the decomposition over the field Z p for each p listed above.
First note that during the computations over the fields of finite characteristic p listed above we arrived at two different problems. The first one is that in some cases the obtained decomposition was defined by different polynomials (for different characteristics of Z p ). Secondly we observed that when computing the decomposition over the field Z p we obtained 46 components for some values of p while for some other values of p we obtained 47 components of the center variety.
For each decomposition we performed rational reconstruction algorithm to obtain ideals in Q If we use another prime p the corresponding component of V ( √ B 6 ) looks similar but with different parameters. However, after rational reconstruction we obtain that both components coincide and we arrive at the component 6) of Theorem 2.1.
Then we checked by a direct computation using CAS Mathematica, if the 6 saddle quantities g 4,1 , . . . , g 24, 6 are equal to zero under the obtained conditions. However, in cases 17−18, 22−41 and 46 it turned out that (after the decomposition and rational reconstruction) the obtained conditions were actually not the center variety conditions since they did not yield the saddle quantities to be zero. We noted that in all this "problematic" cases the saddle quantities did not vanish because of the presence of a particular polynomial of the form f p = b 01 b 2,−1 + K. Actually it was the value of K in f p which was the essence of the problem.
Such kind of errors probably appear because of using computations over the fields of finite characteristic. Usually such problems are solved by choosing another prime p in order to compute the decomposition again and improve the result. But in this cases we tried eight different primes p listed above but the problem remain the same.
Therefore, we tried to "correct" the value for constant K in the polynomial f p in all this problematic cases. To this end in the problematic cases we used all the other polynomials (i.e. conditions) to compute the "right" value for K. For b 01 and b 2,−1 satisfying the other (i.e. "non-problematic") conditions we solved the equation f p = 0 for K. However, note that the problematic polynomials f p in the cases 17 − 18, 22 − 41 and 46 cannot be omitted (they imply also that b 01 b 2,−1 = 0).
The second problem was the fact that the decomposition over some fields of finite characteristic contained 46 cases for some values of p and 47 cases for some other values of p. We noted that for those values of p for which 46 components were obtained there was always one large component which seemed to be decomposed into two smaller ones similar to those two from the decompositions consisting of 47 components (which was obtained for some other value of p). Since the large component under no chosen prime p was lying in the center variety after rational reconstruction we compared its decomposition for different primes and pick out from them those polynomials which were in common. Next we computed in Q[a, b] the decomposition of the variety of the ideal generated by these common polynomials. Then, after checking that the saddle quantities g 4,1 , . . . , g 24, 6 are equal to zero we obtained the "critical" 46−th component listed in Theorem 2.1. Furthermore, we noted that in the field C[a, b] this "critical" 46−th component can be decomposed into two components whose polynomials contain some square roots, which possibly explains why in the decompositions with 47 components we always obtain (the last) two components containing quotients of big numbers in numerators and denominators (i.e. this quotients were the approximations for this square roots).
Checking if some conditions in computations of the decomposition over the field of finite characteristic were lost is a very difficult computational problem which can again not be performed (completely) over rational numbers. We first compute intersection P = ∩ 46 i=1 P i over the field of characteristic zero, where P i denotes the component i from Theorem 2.1. We obtain 112 polynomials p 1 , . . . , p 112 . We would like to check if √ B 6 = √ P . Computing over the field of characteristic 0 Gröbner basis of each ideal 1 − wg 4k,k , P : k = 1, . . . , 6 , w a new parameter and g 4k,k a saddle quantity we find that they are all {1}. This implies that √ B 6 ⊂ √ P . To check the opposite inclusion, √ P ⊂ √ B 6 we must use computations with modular arithmetics. We choose prime p = 179595127 and after computing Gröbner basis of each ideal 1 − wp k , B 6 : k = 1, . . . , 112 , and p k in P over the field Z p we find that they are all {1}. Then we repeat computations over prime 32003 and find that the Gröbner basis of ideal 1 − wp k , B 6 : k = 1, . . . , 112 is {1} for each k = 1, . . . , 112 and p k in B 6 . We can conclude that equality √ P = √ B 6 holds with high probability.
Necessity of cases of Theorem 2.2.
We use the same saddle quantities g 4,1 . . . , g 24, 6 as in the proof of Theorem 2.1 and set a 10 = 0. Using again the routine MinAssGTZ of CAS system Singular we compute the decomposition of the variety V ( g 4,1 , . . . , g 24, 6 ). Computations cannot be completed in the field of rational numbers, therefore we choose prime p = 32003 and compute the decomposition in the finite field Z p [a 10 , a 01 , a −12 , b 2,−1 , b 10 , b 01 ].
We obtain nine components and after applying the rational reconstruction algorithm we obtain nine components listed in Theorem 2.2. Following the decomposition algorithm [31] we first check that all saddle quantities are zero under each condition. Then we check that no condition is lost. We denote by P i , i = 1, . . . , 9 components from Theorem 2.2 and we compute the intersection
We obtain nine polynomials q 1 , . . . , q 9 in P . Now we compute over the field of characteristic zero Gröbner bases of ideals 1 − wq i , B 6 : i = 1, . . . , 9 over the field of characteristic 0 and Gröbner bases of ideals 1 − wg 4i,i , P : i = 1, . . . , 6 (over the field of characteristic 0) and find that they are all {1}. Therefore, no condition is lost. .
Case 3. In this case system (9) takes the forṁ
and it has two invariant curves
and one invariant line l 3 = x. We are able to compute the Darboux integrating factor of the form µ = (l 1 l 2 ) −1 l 3 3 and after integration we obtain a first integral of the form (14) .
Case 4.
Here the system is of the forṁ
We compute two invariant curves
and one invariant line l 3 = x yielding the Darboux integrating factor µ = (l 1 l 2 ) −1 l 3 3 and a first integral of the form (14) . and after integration we obtain a first integral of the required form.
Case 6. System under conditions of this case admits the first integral
Case 7. In this case system (9) is written aṡ
We have found two invariant curves
and compute the Darboux first integral Ψ = l
Case 8. Here the corresponding system is of the forṁ
and it has two invariant curves l 1 = 1 + . By Theorem 4.13 of [4] there exists first integral of the required form.
3.4. Sufficiency of cases of Theorem 2.1. In this subsection we prove the sufficiency of all 46 conditions of Theorem 2.1 by doing a case-by-case analysis of all 46 cases. Note that 3 distinct methods are used for proving the existence of a first integral for each case. The Darboux method, the monodromy argument (as in case 17 on page 20, see [6] for more details) and the inductive method, i.e. for the (formal) first integral we set a trial solution of the form Ψ(x, y) = ∞ k=1 f k (x)y k , where functions f k are determined recursively by some first order differential equations and finally using mathematical induction we prove that Ψ actually takes the desired form yielding the existence of the first integral; see case 14-16 on page 18 for details. The monodromy argument is described in detail in [6, Theorem 9] . Roughly speaking, if all the singular points on an invariant curve except the origin are integrable and if all of them but one have identity monodromy map corresponding to the invariant curve then the origin is also integrable. In the simple case that all the singular points are linearizable nodes then the saddle at the origin is integrable.
Below is the case-by-case analysis of all 46 cases. Case 1. In this case system (9) takes the forṁ
This system has three algebraic curves: l 1 = x, l 2 = 1 − x, and Case 2. The corresponding system for this case iṡ
It has three algebraic curves: l 1 = x, l 2 = 1 − x and This system admits three algebraic curves: l 1 = x, l 2 = 1 + and a first integral of the form (14) . Case 6. Under these conditions system (9) becomeṡ
It admits two invariant curves: l 1 = 1 + Case 8. The corresponding system here iṡ
This system admits three algebraic invariant curves: Case 10. In this case system (9) takes the forṁ
and it has three algebraic curves: l 1,2 = 1 + Case 11. The corresponding system iṡ
It has three algebraic curves l 1 = 1 + Case 13. Under these conditions system (9) is written aṡ
and it has the Darboux integrating factor µ = x 3 which yields first integral
Case 14 -Case 16. In case 14 and case 16 we find only f 1 = y and in case 15 we find f 1 = y and f 2 = 1 − b 01 y 4 . However, in all three cases we can not construct Darboux first integral or Darboux integrating factor. Noting that conditions in these cases are b 2,−1 = 0 and b 10 = A, where A = 1, 0 and 2, respectively, system (9) is written aṡ
We look for a formal first integral in the form Ψ(x, y) = ∞ k=1 f k (x)y k . The functions f k are determined recursively by the differential equation
If k = 1, 2, 3, 4 and setting the integration constant equal to 1 we observe that
, where p i (x) denotes a polynomial of degree at most i and k = 1, . . . , n − 1. Let check the form of f k (x) for k = n. In order to complete this task we solve the differential equation
using the induction assumption about f n−1 and f n−2 .
As the general solution of linear differential equation of the form
and, in our case we have g(x) = (4−Ax)n
Rewriting e − g(x)dx h(x) as
and integrating, yields
for some a 0 , a 1 , . . . , a 4n−A−1 . Therefore, using (16) choosing integration constant C = 1 at each step i of computing functions f i (x) for i = 1, 2, . . . we obtain the solution of (15)
where p 4n denotes a polynomial of degree at most 4n. For choices A = 1, 0 and 2 satisfying cases 14, 15 and 16, respectively it follows that there exist analytic first integral of the form Ψ(x, y) = ∞ k=1 f k (x)y k whose power series expansion is of the form (14) .
Case 17. Under conditions of this case system (9) is written as (2a 01 + b 01 )y, which is not enough to construct Darboux first integral or Darboux integrating factor. Therefore, we use the monodromy arguments (see e.g. [6] for details). In order to avoid some difficulties which appear in the computations of the singular points in this case we reparameterize coefficients a 01 and b 01 by a 01 = (−7s 2 1 + s 2 2 )/30 and b 01 = (22s 2 1 − s 2 2 )/15, which yields the system
, and the invariant curve has the form f 1 = x 2 + 13s 2 1 xy/5 + 169s 2 1 y(3s 2 1 y − 10)/300. We compute eigenvalues of all singular points of system (18) on the curve f 1 = 0. The ratios of eigenvalues are 3 and 3 for finite points and 2 for the point at the infinity. We recall that here the sum of the ratio of eigenvalues on an invariant conic must be 4. Thus, all singular points on f 1 = 0 except the saddle point at the origin are linearizable nodes whose monodromy is the identity and therefore, the monodromy of the saddle at the origin is also the identity. Hence the saddle at the origin is integrable.
Case 18. In order to avoid some difficulties which appear in computations with square roots we reparameterize coefficients a 01 and b 01 by a 01 =
We can find two invariant curves f 1 = 1 +
2 y 2 −400s 2 2 y+160s 2 2 xy which it turns out are not enough to construct the Darboux integrating factor or the Darboux first integral. Therefore, in this case we also use the monodromy arguments (see e.g. [6] ). We compute eigenvalues of all singular points of system (9) on the curve f 2 = 0. The ratios of eigenvalues are 2 and 4 for finite points and 2 for the point at the infinity. Hence, as in the previous case, all singular points on f 2 = 0 except the saddle point at the origin are linearizable nodes whose monodromy is the identity and therefore, the monodromy of the saddle at the origin is also the identity. Hence the saddle at the origin is integrable.
Case 19. In this case the corresponding system (9) is of the forṁ
It admits two invariant curves l 1 = y and l 2 = By [4, Th. 4.13] there exists a first integral of the form (14) .
Case 21. Under conditions of these case system (9) becomeṡ
It has two invariant curves l 1 = 1−x and l 2 = x. Using constructed Darboux integrating factor of the form µ = l −5+b 10 1 l 3 2 we obtain a first integral of the form (14) .
In cases . Therefore, the system (9) with coefficients A, B, C, and D corresponding to one of cases 22-41 is of the forṁ
Case 22. In this case we obtain three invariant curves , and we construct the integrating factor of the form µ = l
. By [4, Th. 4.13] there exists a first integral of the form (14) . . After integration we obtain a first integral (14) .
Case 27. Here we have two invariant curves
yielding the Darboux first integral of the form
where P k (x, y) denotes homogeneous polynomial of degree k.
Case 28. Here we find two invariant curves passing through the origin They are not enough to construct the Darboux first integral or the Darboux integrating factor. Therefore, we attempt to use the monodromy argument (see e.g. [6] ). We compute eigenvalues of all singular points of system (9) corresponding to case 29 on the curve l 2 = 0. The ratios of eigenvalues are: −4 (for (0, 0)) and 3 for finite singular point ( ) and 3 and 2 for singular points at the infinity. Thus, all singular points on l 2 = 0 except the saddle point at the origin are linearizable nodes whose monodromy is the identity and therefore, the monodromy of the saddle at the origin is also the identity. Hence the saddle at the origin is integrable.
Case 30. Here we find the Darboux integrating factor of the form µ = l
3 , where l 1 , l 2 and l 3 are algebraic invariant curves of the form
.
After integration using µ we obtain a first integral of the form (14) .
Case 31. In this case system has two invariant curves (14) .
. In both cases we find two invariant curves. Let l a,b and f a,b denote invariant curves for both subcases. Index a corresponds to invariant curve for system (9) filled with conditions from a) and index b corresponds to invariant curve for system (9) In both cases we can construct the Darboux integrating factor of the form µ a,b = l . By [4, Th. 4.13] there exists first integral of the form (14) for system of cases a) and b), respectively.
Conclusions
In order to obtain the necessary conditions for the existence of a 1 : −4 resonant center for (9) the decomposition of the center variety was found. However, we arrived at huge computational difficulties when computing the decomposition. The decomposition gives 46 cases (of necessary conditions) for Theorem 2.1 and 9 cases for Theorem 2.2. The computations for the decomposition in Theorem 2.1 were still extremely laborious. The corresponding computational problem was solved by using the routine minAssGTZ [7] of CAS Singular which is based on the Gianni-Trager-Zacharias algorithm [22] . Like e.g. in [8] also in case of (9) which was the main problem of the present paper the decomposition of varieties of ideals generated by saddle quantities (8) could not be performed in polynomial ring of characteristic zero, but it becomes possible in the rings of finite characteristics Z p [a, b]. The modular approach was for the first time successfully applied in p : −q resonant center problems in [11, 16] . Preparing this paper the authors have used modular approach for the following prime numbers: p = 32003, 104729, 4256233, 7368787, 15485863, 179595127, 433494437 and 479001599. The computational problems are described in the proof of Theorem 2.1.
To perform the rational reconstruction we used the following Mathematica code [31, 36] : Given an integer number c and a natural number m the function produces a couple of integer numbers v 2 and v 3 such that v 3 /v 2 ≡ c mod m and |v 2 |, |v 3 | ≤ m/2.
Finally to prove the existence of first integral in the 55 cases of Theorems 2.1 and 2.2 we have used the Darboux method, the inductive method (see [2, 8, 31] ), as well as the monodromy arguments [6] . From the results presented in this work we have the following conjecture:
Conjecture 4.1. The conditions 1 − 46 of Theorem 2.1 are the necessary and sufficient conditions for integrability of system (9).
In order to verify this conjecture we have to check that over the field of characteristic 0 all Gröbner basis of 1 − wp k , B 6 for k = 1, . . . , 112 are equal to {1}, where p k are polynomials in P = ∩ 46 i=1 P i and P i denotes the component given by the item i) in Theorem 2.1. Unfortunately the authors were not able to complete computations over the field of rational numbers.
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