Recalling (3.13) and (5.2), we have e 0ihx;E 3 " i = (p E 3 " (n(x; u)t)). On the other hand, since hh (") ; 0E 3 " i = 0, we get 0E 3 " + (t) = (t) = i (t) by (5.7). Thus, introducing a surjective group homomorphism p : G (") 3 n(x; u)t 7 ! (p E 3 " (n(x; u)t); t) 2 Heis(E 3 " ) 2 H (") ; we summarize these observations as 0E 3 " + = ( i )p. On the other hand, it is easy to check that p 01 (expr (") 2H (") ) = exp r (") (recall (5.3)). Therefore Lemma 5.2 (i) leads us to Ind G (") exp r (") 0E 3
" + = Ind G (") p 01 (expr (") 2H (") ) ( i ) p ' Ind
Heis(E 3 " )2H (") expr (") 2H (") i p: (5.11)
Moreover we see also from Lemma 5.2 (ii) that Ind
Heis(E 3 " )2H (") expr (") 2H (") i '
Ind
Heis(E 3 " )
expr (") i : (5.12)
, we obtain by (5.11), (5.12) and (5.5) that Ind (5.13) Now comparing (5.10) with (4.6) and recalling the fact that the restriction of 0i=s=2 to H (") depends only on the s k 's such that " k = 0, we see that the condition s 2 2("; ) is equivalent to that s 2 X(") and i j H (") = 0i=s=2 j H (") . Hence, thanks to (5.13) and Theorem 4.12, we conclude that 0E 3 " + ' Ind G G (") (") 0i=s=2 ' s : (ii) Suppose that s i 2 Z(" i ; i ) (" i 2 f0; 1g r ; i 2 Z(" i ); i = 1; 2) and let O i be the coadjoint orbit through 0E 3 " i + i . Then the theory of orbit method together with (i) states that s 1 ' s 2 if and only if O 1 = O 2 . When " 1 6 = " 2 , it is clear from Proposition 5.1 (iv) that O 1 6 = O 2 , so that s 1 6 ' s 2 . Consider the case " 1 = " 2 (=: ") and 1 6 = 2 . Let P be the subset f 2 g 3 ; j V = 0E 3 " g of g 3 . Then Proposition 5.1 (iv) tells us that O i \ P = 0E 3 " + i + (V 8 N (") 8 h (") ) ? : On the other hand, we see from (5.9) and Theorem 2.3 (ii) that Z(") \ h ? (") = f0g. Thus 1 + h ? (") 6 = 2 + h ? (") , so that 0E 3 " + 1 + (V 8 N (") 8 h (") ) ? 6 = 0E 3 " + 2 + (V 8 N (") 8 h (") ) ? : Hence s 1 6 ' s 2 and the proof is completed. 4 so that Ad 3 (t)(V 8 where q k (") = P m>k " m dim g ( m 0 k )=2 (k = 1; : : : ; r) (see (2.14) ). We see from (4.6), (5.9) and (5.10) that X(") = F 2Z(") 2("; ). Thus Theorem 4.8 states that H s (D) 6 = f0g if and only if s belongs to some 2("; ).
Now we arrive at the classication of ( s ; H s (D)). Proof. Since r (") is a real polarization at 0E 3 " + 2 g 3 satisfying the Pukanszky condition by Proposition 5.1, we have 0E 3 " + = Ind G exp r (") 0E 3 " + . Let n(x; u)t be an element of exp r (") with x 2 V; u 2 P 8
1ld RU " l 8 N (") and t 2 H (") . Since 0E 3 " + is a unitary character on exp r (") , we have 0E 3 " + (n(x; u)t) = e 0ihx;E 3 " i 0E 3 " + (t):
annihilator of h (") Put 0 := Ad 3 (n(x 0 ; u 0 ))(0E 3 " ) (n( In particular, r (") satises the Pukanszky condition.
(iv) The coadjoint orbit in g 3 through 0E 3 " + is described as (") ;r (") ) = 0. On the other hand, since Ker 3 = R by (5.4), we get (dim n (") + dim Ker 3 )=2 = ((1 + 2d) + 1)=2 = dimr (") . Hencer (") is a real polarization at 2 (n (") ) 3 . Then = Ind (ii) Let r (") be the subspace V 8 We rst apply the orbit method to the nilpotent Lie group Heis(E 3 " ) with " 2 f0; 1g r (see (3.11) from which it follows that s (n(x 0 ; u 0 ))F = 8 s s (n(x 0 ; u 0 ))f. 4 Proposition 4.11 together with (4.13) states that 8 s induces the direct integral decomposition of s j N(Q) :
Theorem 4.12. When s 2 X("), one has s ' Ind G G (") (") 0i=s=2 . Proof. Noting that G=G (") ' H=H (") ' O 3 " , we dene a measure s on G=G (") by d s (gG (") ) := dR 3 <s 3(t 1 E 3 " ) (g = tn 2 G; t 2 H; n 2 N(Q)): (4.14) The measure s is relatively invariant under G. In fact, if g 0 = t 0 n 0 2 G (t 0 2 H; n 0 2 N(Q)), then g 0 g = t 0 t(t 01 n 0 t)n, so that we get by Proposition 2.
The induced representation := Ind G G (") (") 0i=s=2 is realized on the space L of equivalence classes of measurable functions ' 
Then L is a Hilbert space (cf. [18, p. 374]). The representation operators for are given by (g 0 ) ' (g; 1) := <s=2 (g 0 ) ' (g 01 0 g; 1) (g 0 2 G):
, let ' 0 be a function on G 2 W dened by ' 0 (tn(x; u); u 0 ) := i=s=2 (t)e ihx;E 3 " i0Q (") (u 0 ;u)0Q (") (u;u)=2 f(t 1 E 3 " ; t 1 u 0 ); that is, with n = n(x; u), ' 0 (tn; 1) := 0i=s=2 (t 01 ) (") (n 01 )S t 01f (t 1 E 3 " ; 1) 2 F (") (4.17) (note that Lemma 3.4 tells us S t 01f (t 1 E 3 " ; 1) 2 F (") ). Then ' 0 2 L. In fact, the condition (a) is satised. To show (b), we rst observe the case g 1 = t 1 which completes the proof. 4 The following theorem is a direct consequence of Proposition 4.4. Next we show the \if" part. Suppose that s 2 X("). We denote the right-hand side of (4.4) by K((z; u); (z 0 ; u 0 )). 2 . Then we have (z; u) = n(<z; u)t 1 (iE; 0), so that Proposition 4.3 tells us that K s ((z; u); (z; u)) = j 0s=2 (n(<z; u)t)j 2 K s ((iE; 0); (iE; 0)) = 2 0j<sj 0<s (t) = 2 0j<sj 1 0<s (=z 0 Q(u; u)) = 1 0<s ((z 0 z)=i 0 2Q(u; u)); where the last equality follows from (1.14). Hence (4.4) is veried by uniqueness theorem. 4 For a function on , set K (y; y 0 ) = (y + y 0 ) (y; Since the space of such f is dense in H, the operator (g) preserves H and is unitary on H.
Next we show the \only if" part. For f 2 H, we have by the unitarity of (g)f(g 1 y) = ( (g)fjK g1y ) = (fj (g 01 )K g1y ); and by (4.2) (g)f(g 1 y) = (g)f(y) = (fj(g)K y ): Thus we get (g 01 )K g1y (x) = (g)K y (x), that is, (g) 01 K(g 1 x; g 1 y) = (g)K(x; y); whence (4.3) follows. 4 The following proposition follows from Kunze's theorem [10] . We begin this section with general propositions about reproducing kernels of Hilbert spaces. Let X be a set and K a function on X 2X. We say that K is a kernel function of positive type if the matrix (K(x k ; x l )) N k;l=1 is a positive semi-denite Hermitian matrix for any N 2 N and x 1 ; : : : ; x N 2 X. We put K x := K( 1; x). It is easily veried that reproducing kernels are kernel functions of positive type. Conversely, the following proposition is known. (ii) If, in addition, X is a complex domain and K is holomorphic in the rst variable and anti-holomorphic in the second, then H consists of holomorphic functions on X.
The point of the proof is that the spaceH of linear combinations 
Let '(; [u] (") ) denote the last term. Then ' is a measurable function on O 3 " 2 M (") satisfying the condition (a) in (i) and equals' for almost everywhere in O 3 " 2 M (") . Thus ' is nothing but the limit of f' n g n2N in L, so that L is a Hilbert space. Since 8 is an isometry by denition, it remains to show that 8 is surjective. Let (n(x 0 ; u 0 )t 0 )f(u) := e 0ihx 0 ;i+Q (u;u 0 )0Q (u 0 ;u 0 )=2 f(u 0 u 0 ) (3.14) (f 2 F ; n(x 0 ; u 0 ) 2 N(Q); t 0 2 H): For the elements n(x; 0) in the center of N(Q), the operator (n(x; 0)) is the scalar multiplication by e 0ihx;i , so that and 0 are not equivalent when 6 = 0 . Furthermore the following relation holds. Lemma 3.5. As operators on F t1 , S t (n(x; u)) S t 01 = t1 (n(t 1 x; t 1 u)) (n(x; u) 2 N(Q)): Proof. Let f be an element of F . Using (3.2) and (3.14), we have for u 0 2 W S t (n(x; u))f(u 0 ) = (n(x; u))f(t 01 1 u 0 ) = e 0ihx;i+Q (t 01 1u 0 ;u)0Q (u;u)=2 f(t 01 1 u 0 0 u) = e 0iht1x;t1i+Q t1 (u 0 ;t1u)0Q t1 (t1u;t1u)=2 f(t 01 1 (u 0 0 t 1 u)) = t1 (n(t 1 x; t 1 u))S t f(u 0 ); whence the lemma follows. 4 Let " 2 f0; 1g r and be a measure on the The rest of the claims follows from Lemma 3.1. 4 We dene the Heisenberg groups to be Heis [9] states that, if s 2 4 3 ("), then R 3 s is an H 3 -relatively invariant measure on O " . Moreover every positive R 3 s is a measure on some orbit O " . We now summarize the above in a form convenient to us. Set " 3 := (" r ; " r01 ; : : : ; " 1 ) for " = (" 1 ; : : : ; " r01 ; " r ) 2 f0; 1g r . (ii) For Hence the inclusions \" can be replaced by equalities \=". 4 If one puts k := 0 3 r+10k 2 (â) 3 ; A k := 0Â r+10k 2â; E k :=Ê r+10k 2 V 3 (2.4) for k = 1; : : : ; r, then Proposition 2.2 is written in the form of Theorem 1.2 with s 3 (m6 k )=2 = ( g ( r+10k 6 r+10m )=2 )b (1 k < m r): (2.5) These data are convenient and will be used when we make a direct translation of the results in [9] into the present situation.
Let H 3 be the Lie group corresponding to the Lie algebra h 3 . The group H 3 acts on V 3 by the adjoint action of s 3 . Using the Lie group isomorphism : H 3 exp T 7 ! expT 2 H 3 , we see that the action of H 3 on V 3 is the transfer of the coadjoint action of H on V 3 by means of . Hence we have hx; (t) 1 i = ht 01 1 x; i (t 2 H): (2.6) Since the dual cone 3 is the H-orbit through E 3 under the the coadjoint action ([15, Theorem 4.15]), and since P r k=1 E k = P r k=1Ê r+10k =Ê = E 3 , (2.6) convinces us that 3 is the cone corresponding to the normal j-algebra (s 3 ; j 3 ; 0E). Thus if E 3 " is the element P r k=1 " k E k for " = (" 1 ; : : : ; " r ) 2 f0; 1g r , then the H 3 -orbit decomposition of the closure 3 is described as 3 (iv) Owing to (i) and (iii), the bilinear form B 3 denes a j 3 -invariant inner product on s 3 for some s 2 C r , then is written as (z; u) = c 1 s (=z 0 Q(u; u)) with some constant c 2 C. In fact, taking a unique element t 2 H for which =z 0 Q(u; u) = t 1 E, we have (z; u) = n(<z; u)t 1 (iE; 0), so that we get by (1.13) (z; u) = s (n(<z; u)t) (iE; 0) = s (t) (iE; 0) = (iE; 0)1 s (=z 0 Q(u; u)):
DUAL CONES AS HOMOGENEOUS CONES
As is well known, the dual cones of homogeneous cones are also homogeneous cones by the contragredient action. In this section, we apply results in [9] to the Riesz distributions on dual cones.
The construction of Siegel domains in Section 1 tells us that normal j-algebras g such that g (1=2) = 0 correspond to tube domains V + i V C . These normal j-algebras are called normal j-algebras of tube type. The argument in [9] is based on this one-to-one correspondence between normal j-algebras of tube type and homogeneous cones. Let s be the normal j-subalgebra V 8 h of g , which corresponds to the homogeneous cone V . We shall dene a normal j-algebra structure on the dual space s 3 = V 3 . In the last section, Section 5, we utilize the theory of orbit method in order to determine the equivalence classes of ( s ; H s (D)). We construct a real polarization at 0E 3 " + 2 g 3 and give a description of the coadjoint orbit in g 3 through 0E 3 " + in Proposition 5.1. Making use of Theorem 4.12 and some general facts concerning induced representations, we prove Theorem C (Theorem 5.3), which completes the classication.
The author expresses his sincere gratitude to Professor Takaaki Nomura for his encouragement in writing this paper.
NORMAL j-ALGEBRAS AND SIEGEL DOMAINS
In this section, we describe the fundamental structure of normal j-algebras g and the Siegel domains on which the Lie groups exp g act simply transitively as ane transformation groups. First of all, we state the denition of normal j-algebras. Let us explain the organization of this paper. In the rst section, we describe the basic structure of normal j-algebras and the corresponding Siegel domains. In Section 2, we study the Riesz distributions on the dual cone 3 by introducing the normal j-algebra structure on the dual vector space g 3 (1) 8 g 3 (0). Theorem 2.3 translates our previous results in [9] into the context of dual cones.
Section 3 is devoted to the study of the Fock spaces F ( 2 3 ) and of the IUR's of the groups G := N(Q) o H realized on F as in (3.14) , where N(Q) is the nilpotent Lie subgroup exp( g (1) 8 g (1=2) ) of G and H is the stabilizer at in H. Therefore one can regard the set X as a non-symmetric analogue of the Wallach set studied by Vergne and Rossi [16] in the case of symmetric Siegel domains. Next we give a concrete description of non-zero H s (D) for s 2 X. For this purpose, we shall make use of some facts about Riesz distributions R 3 s (s 2 C r ) on the dual cone 3 in g(1) 3 (see (2.10) for the denition of R 3 s ). The Riesz distributions are supported by the closure 3 and are relatively invariant under the coadjoint action of H. Let 1 s (s 2 C r ) be the function on given by 1 s (t 1 E) := s (t) (t 2 H), where E is a certain xed element of (see (1.8) 
