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This dissertation develops a more computationally efficient Approximate Dy-
namic Programming (ADP) method that can be applied to optimal control prob-
lems that are stochastic, nonconvex, and either finite or rolling horizon with many
stages. The primary application is to a realistic model of Bonneville Power Ad-
ministration, which is a large wind power and hydropower producer in the Pacific
Northwest. The objective is to determine the optimal amount of power to buy and
sell on the day and hour ahead markets conditioned on the wind power forecast,
as well as how much water to release from each reservoir.
The second Chapter in this dissertation develops the Fitting via Unimodal Ap-
proximation Optimization (FUA) method for more accurately approximating the
value function in ADP with a Feedforward Neural Network with one hidden layer
(FFNN1). A major part of FUA is the new Unimodal Approximation Optimization
(UAO) algorithm that is used to perform FFNN1 hyperparameter optimization.
UAO can be applied to optimization problems with a discrete domain and a noisy
unimodal objective function, and it is proven that UAO converges almost surely to
the correct solution. Results on two control problems with 4, 12 and 15 state space
dimensions show that approximating the value function in ADP with an FFNN1
using FUA yields a more accurate control solution in less time as compared to
using other methods of fitting an FFNN1.
Chapter 3 presents the Long Term Generation method that generates long-
term synthetic wind power scenarios conditioned on historical sequential short-
term wind power forecasts. Power systems with wind power integration can be
simulated on this data in order to more accurately evaluate the performance of their
control policies. Additionally, the Joint Distribution Comparison test is developed
to evaluate the quality of these synthetic scenarios.
Finally, in Chapter 4 a stochastic rolling horizon model of Bonneville Power
Administration is developed and the resulting control problem is solved using the
ADP algorithm developed in Chapter 2 and is evaluated using data generated in
Chapter 3. The stochastic control formulation has a nonlinear objective function,
24 decision variables, and 16 state space dimensions.
BIOGRAPHICAL SKETCH
Kyle Perline was born in Burlington, Vermont on October 24, 1989 to Kevin Perline
and Lori Rippa. Kyle has always had a love of mathematics, engineering, and
physics, which led him to attend the Honors Program at Clarkson University from
2008 to 2012. There, he obtained a double Bachelor of Science Degree in Physics
and Mathematics, as well as a double Bachelor of Science Degree in Aeronautical
Engineering and Mechanical Engineering. In the summer of 2012 Kyle first went
to Cornell and began work with his adviser Christine Shoemaker.
iii
This thesis is dedicated to my family.
iv
ACKNOWLEDGEMENTS
Thank you to my adviser Christine Shoemaker. Throughout five and a half
years she helped me focus my research and yet gave me enough flexibility to explore
my changing interests.
I am grateful to the entire Center for Applied Mathematics. This includes
all of the staff, directors, and in particular my committee members, Alexander
Vladimirsky and Huseyin Topaloglu, who help make CAM an excellent academic
program. Of course, my time there was so enjoyable largely because of my fellow
CAM students, and I thank all of them for giving me motivation to go to the office.
I would also like to thank everyone I worked with during my internship at The
Aerospace Corporation during the Spring of 2016.
Finally, I want to share my appreciation for my entire family.
This work was supported by the National Science Foundation Grant DGE-
1650441, the Center for Applied Mathematics, and teaching assistantships in Cor-
nell’s Mathematics Department.
v
TABLE OF CONTENTS
Biographical Sketch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
1 Introduction 1
Bibliography 7
2 Improved Stochastic Neuro-Dynamic Programming with Appli-
cations to Hydropower 9
2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Background on Feed Forward Neural Networks and Research Plan . 15
2.3.1 Component C1: Training Algorithms ES and BR . . . . . . 17
2.3.2 Component C2: Generalization Error Estimation methods
TSM and VSM . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.3 Component C3: Hyperparameter Optimization algorithms
UAO, BO, G, R . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.4 Component C4: Ensemble . . . . . . . . . . . . . . . . . . . 19
2.3.5 Summary: Fit(C1, C2, C3, C4) . . . . . . . . . . . . . . . . 19
2.3.6 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Fitting with Unimodal Approximation Optimization . . . . . . . . . 21
2.4.1 Unimodal Approximation Optimization Algorithm . . . . . . 25
2.4.2 UAO Theoretical Considerations and Convergence . . . . . . 29
2.4.3 Comparison of Hyperparameter Optimization Algorithms
and Error Estimation Methods . . . . . . . . . . . . . . . . 31
2.5 Test Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5.1 4D Hydropower . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5.2 12D Hydropower . . . . . . . . . . . . . . . . . . . . . . . . 37
2.5.3 15D Inventory . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Comparing FFNN1 Fitting Algorithms on ADP Test Problems . . . 41
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.A FFNN1 Training Error Distribution Plots . . . . . . . . . . . . . . . 49
2.B Theoretical Properties of the Unimodal Approximation Optimiza-
tion Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.B.1 Proof of Lemma 1 . . . . . . . . . . . . . . . . . . . . . . . . 53
2.B.2 Proof of Bounded θ . . . . . . . . . . . . . . . . . . . . . . . 54
2.B.3 Proof of Convergence Theorem . . . . . . . . . . . . . . . . 56
2.C Progress Plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
vi
2.D Speedup Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
2.E Computation and Accuracy Analysis Trials . . . . . . . . . . . . . . 75
2.F Computation Time Plots . . . . . . . . . . . . . . . . . . . . . . . . 77
Bibliography 79
3 Generating Long-Term Wind Scenarios Conditioned on Sequen-
tial Short-Term Forecasts 83
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2 Nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.4 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.5 Long Term Generation Method . . . . . . . . . . . . . . . . . . . . 91
3.5.1 Handling Missing Historical Data . . . . . . . . . . . . . . . 95
3.5.2 Existing Evaluation Methods . . . . . . . . . . . . . . . . . 97
3.6 Joint Distribution Comparison . . . . . . . . . . . . . . . . . . . . . 98
3.6.1 Application of JDC on Simulated Data . . . . . . . . . . . . 101
3.7 Computational Results . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.7.1 Naive Concatenation Method . . . . . . . . . . . . . . . . . 111
3.7.2 Bonneville Power Administration Dataset . . . . . . . . . . 112
3.7.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.8 Note on Optimized Covariance Parameter . . . . . . . . . . . . . . 121
3.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Bibliography 127
4 Operation of Wind and Hydropower Producer With Market In-
fluence 131
4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.3 Wind and Hydropower Producer Model . . . . . . . . . . . . . . . . 135
4.3.1 Reservoir State Dynamics and Constraints . . . . . . . . . . 136
4.3.2 Hydropower Generation . . . . . . . . . . . . . . . . . . . . 140
4.3.3 Wind Power Forecasts and Scenarios . . . . . . . . . . . . . 142
4.3.4 Combined Model Price Functions . . . . . . . . . . . . . . . 144
4.3.5 Individual Model Price Functions . . . . . . . . . . . . . . . 147
4.4 Rolling Horizon Control Formulation . . . . . . . . . . . . . . . . . 149
4.4.1 Decision Variables . . . . . . . . . . . . . . . . . . . . . . . 150
4.4.2 State Space . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.4.3 State Transition . . . . . . . . . . . . . . . . . . . . . . . . . 152
4.4.4 Benefit Function . . . . . . . . . . . . . . . . . . . . . . . . 153
4.4.5 Dynamic Programming Equation . . . . . . . . . . . . . . . 154
4.4.6 Neuro-Dynamic Programming Solution . . . . . . . . . . . . 155
4.4.7 Approximate Optimal Market Solution . . . . . . . . . . . . 155
vii
4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.5.1 Finite Horizon Convergence . . . . . . . . . . . . . . . . . . 158
4.5.2 Comparison of Combined and Individual Models . . . . . . . 159
4.5.3 Comparison of Varying Market Influence . . . . . . . . . . . 164
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
4.A Terminal Value Function . . . . . . . . . . . . . . . . . . . . . . . . 170
Bibliography 177
5 Conclusions 180
viii
LIST OF TABLES
2.1 Component 3 speedup results — values greater than one means
UAO is faster. Speedups SerrorUAO-C2,C3-C2(t) shown in bold boxes
compare Fit(ES,C2, C3, 1), with Component C2 denoted by su-
perscript (b) and C3 denoted by (a), to Fit(ES,C2, UAO, 1) on 9
test problems denoted by c. If C2=TSM then error is test set error,
if C2=VSM then error is validation set error. For example, con-
sider the top left bolded 3X2 box, where the number in the first row
and first column is 2.00. This indicates that on test problem 4D-16
(4D is on the left side of the row, L=16 is on the top of the column)
the fitting algorithm Fit(ES, V SM,BO, 1) (BO is on the left side
of the row, VSM is on the top of the column) required 2.00∗12 = 24
seconds of computation time (where t = 12 seconds is on the top of
the row) to obtain a mean estimated error not statistically larger
than what the fitting algorithm Fit(ES, V SM,UAO, 1) obtained
in 12 seconds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2 Component 2 speedup results — values greater than one means
VSM is better than TSM. Speedups SL2C3-V SM,C3-TSM(t) compare
Fit(ES, V SM,C3, 1), with Component C3 denoted by superscript
(a), to Fit(ES, TSM,C3, 1) on 9 test problems denoted by c. Com-
parison uses L2 error of trained FFNN1 with smallest estimated
error. For example, consider the top left number in the table,
which is > 2. This indicates that in the test problem 4D-16 (4D
and L = 16 are both on top of the row) the fitting algorithm
Fit(ES, TSM,UAO, 1) (algorithm UAO is on the left side of the
row) required (> 2) ∗ 25 = (> 50) seconds of computation time
(t = 25 seconds is shown on the top of the column) to obtain a
mean L2 error not statistically larger than what the fitting algo-
rithm Fit(ES, V SM,UAO, 1) obtained in t = 25 seconds. . . . . . 36
3.1 Seven variations of Long-Term Generation method. . . . . . . . . . 91
3.2 Determining the ability of the JDC test to identify if a perturbed
distribution is biased and/or scaled for different values of K. Larger
z-scores, defined in Equation (3.25), indicate the JDC test can more
reliably distinguish when samples are drawn from different distri-
butions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
3.3 Three variations of Naive Concatenation Method. . . . . . . . . . . 112
3.4 Brier Scores. Bold are best scores, underlined are worst scores. . . 118
3.5 Historical variance of errors (first row), optimized exponential co-
variance parameter (second row), and first derivative of covariance
function (third row). . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.1 Reservoir release constraints, measured in ksfd/8 hours. . . . . . . 139
ix
4.2 Operational hydropower reservoir volume constraints, measured in
ksfd. Numbers in parentheses are absolute reservoir bounds. . . . . 139
4.3 Run-of-river reservoir volume bounds, measured in ksfd. . . . . . . 139
4.4 Square root of mean hourly squared error (MWh) between power
sold in the full dynamic programming and simplified models. . . . 163
4.5 Summary statistics of the Combined and Individual Models . . . . 166
x
LIST OF FIGURES
2.1 Distribution of estimated generalization errors XD,C2h when training
an FFNN1 with h hidden nodes and using Early Stopping. The
solid lines show the 95% confidence interval of the estimated mean
on the domain H = {1, 2, ..., 100}, and the dashed line shows the
mean. The boxplots show the distribution for h = 1, 5, 10, ..., 100. 22
2.2 Progress plots comparing optimization algorithms applied to
dataset 12D-750, i.e. the dataset from the 12D Hydropower prob-
lem with L = 750; top plots use Component C2=TSM, bottom use
C2=VSM. Plots show mean performance over 1, 000 trials, error-
bars show standard deviation of estimate of the mean and are often
too small to be seen. . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Visual explanation of speedup comparison SerrorA,B (t). S
error
solid,dashed(t0) =
Serrordashed,solid(t0) = 1 (algorithms same), S
error
dashed,solid(t1) = t2/t1 > 1
(dashed is better), Serrorsolid,dashed(t2) = t1/t2 < 1 (solid is worse) . . . . 34
2.4 Reservoir network diagram. Numbers indicate the reservoir num-
ber. Gray reservoirs have water capacity and white reservoirs are
run-of-the-river. Water enters the system through reservoirs 1, 2,
and 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5 Computation and Accuracy Analysis in plots (a)-(c). Some BR
data points have MEC values too large (bad) to fit on the plot.
Plot (d) shows computation time of the 12D Hydropower problem.
Black bars are training time, white bars are time to evaluate state
space samples, and bar height is total time. . . . . . . . . . . . . . 44
2.6 Statistical Accuracy Analysis. An ‘X’ indicates the column test
case statistically outperforms the row test case at the 5% level,
an ‘O’ is the reverse, and an empty square indicates no statistical
difference. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.7 FFNN1 error distributions in 4D Hydropower problem. The solid
lines show the 95% confidence interval of the estimated mean on the
domain H = {1, 2, ..., 100}, and the dashed line shows the mean.
The boxplots show the distribution on domain H = {1, 5, 10, ..., 100}. 50
2.8 FFNN1 error distributions in 12D Hydropower problem. The solid
lines show the 95% confidence interval of the estimated mean on the
domain H = {1, 2, ..., 100}, and the dashed line shows the mean.
The boxplots show the distribution on domain H = {1, 5, 10, ..., 100}. 51
2.9 FFNN1 error distributions in 15D Inventory problem. The solid
lines show the 95% confidence interval of the estimated mean on
the domainH = {1, 2, ..., 100}, and the dashed line shows the mean.
The boxplots show the distribution on domain H = {1, 5, 10, ..., 100}. 52
2.10 Progress plots comparing optimization algorithms applied to test
problem 4D-16. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
xi
2.11 Progress plots comparing optimization algorithms applied to test
problem 4D-81. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.12 Progress plots comparing optimization algorithms applied to test
problem 4D-256. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.13 Progress plots comparing optimization algorithms applied to test
problem 12D-750. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.14 Progress plots comparing optimization algorithms applied to test
problem 12D-1500. . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.15 Progress plots comparing optimization algorithms applied to test
problem 12D-3000. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.16 Progress plots comparing optimization algorithms applied to test
problem 15D-750. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.17 Progress plots comparing optimization algorithms applied to test
problem 15D-1500. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.18 Progress plots comparing optimization algorithms applied to test
problem 15D-3000. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.19 Computation and Accuracy Analysis for the 4D Hydropower test
control problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
2.20 Computation and Accuracy Analysis for the 12D Hydropower test
control problem. Some BR data points have MEC values too large
(bad) to fit on the plot. . . . . . . . . . . . . . . . . . . . . . . . . 76
2.21 Computation and Accuracy Analysis for the 15D Inventory test
control problem. Some BR data points have MEC values too large
(bad) to fit on the plot. . . . . . . . . . . . . . . . . . . . . . . . . 76
2.22 Computation time of the 4D Hydropower problem. Black bars are
training time, white bars are time to evaluate state space samples,
and bar height is total time. . . . . . . . . . . . . . . . . . . . . . . 77
2.23 Computation time of the 12D Hydropower problem. Black bars are
training time, white bars are time to evaluate state space samples,
and bar height is total time. . . . . . . . . . . . . . . . . . . . . . . 78
2.24 Computation time of the 15D Inventory problem. Black bars are
training time, white bars are time to evaluate state space samples,
and bar height is total time. . . . . . . . . . . . . . . . . . . . . . . 78
3.1 Qualitatively showing the simulated distributions (b) and (c) are
similar to the historical BPA data set (a). . . . . . . . . . . . . . . 102
3.2 Examining the impact of increasing the number of scenarios NS on
JDC, with K = 50. The x-axis is χ2ratio in Equation (3.24), and
the y-axis is the histogram relative frequency. In each row of three
plots the perturbed distribution has a different bias and scaling,
shown on left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
xii
3.3 Examining the impact of increasing the number of scenarios K on
JDC, with NS = 100. The x-axis is χ
2
ratio in Equation (3.24), and
the y-axis is the histogram relative frequency. In each row of three
plots the perturbed distribution has a different bias and scaling,
shown on left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.4 Showing that the JDC method can correctly distinguish between
similar and dissimilar distributions. The x-axis is the scaling, and
the y-axis is the bias. Contours show values of the mean χ2ratio in
Equation (3.24). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
3.5 Examples of scenarios generated by two Long Term Generation
variations. Hour 1 corresponds to 12:00 on August 5, 2013. The
thin lines are wind scenarios. The thick red line is the historical
wind outcome. The thick black line is the forecast used to create
the marginal distributions. . . . . . . . . . . . . . . . . . . . . . . 114
3.6 Examples of scenarios generated by two Naive Concatenation
Method variations. Hour 1 corresponds to 12:00 on August 5, 2013.
The thin lines are wind scenarios. The thick red line is the historical
wind outcome. The thick black line is the forecast used to create
the marginal distributions. . . . . . . . . . . . . . . . . . . . . . . 115
3.7 Impact of covariance  on MST rank histogram test in variation
X12. x-axis is rank (bin), y-axis is count. . . . . . . . . . . . . . . 116
3.8 Minimum Spanning Tree rank histograms. The χ2 value tests the
hypothesis that the histograms are uniform. The 95% χ2 critical
value is 67.5, so values less than 67.5 fail to reject the hypothesis
the histogram is uniform. . . . . . . . . . . . . . . . . . . . . . . . 116
3.9 Joint Distribution Comparison results, when δ = 0. Small values
on the y-axis indicate that the joint distribution resulting from the
synthetic wind scenarios is more statistically similar to the histori-
cal joint distribution, where 1 is the critical value. . . . . . . . . . 121
3.10 Joint Distribution Comparison results with δ > L . . . . . . . . . . 122
3.11 Joint Distribution Comparison results with δ < L . . . . . . . . . . 123
3.12 Covariance function in untransformed space. . . . . . . . . . . . . . 124
3.13 Optimized and estimated optimal exponential covariance parameters.125
4.1 Reservoir network diagram, water travels from left to right. Num-
bers indicate the reservoir number. Gray reservoirs are hydropower
reservoirs, with 1, 3, and 7 corresponding to Grand Coulee, Chief
Joseph, and McNary, respectively. White reservoirs are run-of-
river. The displayed hours indicate how long it takes water to
travel from an upstream reservoir to the downstream reservoir. . . 137
4.2 Plotting the function elevr, r = 1, 3, 7, showing the water level ele-
vation as a function of reservoir storage volume. . . . . . . . . . . . 140
4.3 Plotting the function twr, r = 1, 3, 7, showing the tailwater eleva-
tion as a function of total reservoir release. . . . . . . . . . . . . . 141
xiii
4.4 Plotting the function genr, r = 1, 3, 7, showing the hydropower gen-
eration as a function of power house release at five head levels. . . 142
4.5 Short term wind scenarios conditioned on a single point forecast.
The solid black line is the point forecast, the dashed red line is the
actual wind outcome, and the thin lines are equally-likely scenarios. 144
4.6 Long term wind scenarios. The solid black line is the point forecast,
the dashed red line is the actual wind outcome, and the thin lines
are equally-likely scenarios. . . . . . . . . . . . . . . . . . . . . . . 145
4.7 Day ahead and Hour Ahead base prices, baseiDA and base
i
HA. Hour
i = 1 is hour 08 of August 1, 2013. . . . . . . . . . . . . . . . . . . 146
4.8 The thick black line is the day ahead power committed by W-
GENCO in the Individual model, and the thin lines show examples
of the wind power forecast scenarios. Hour 1 is August 5, 2013 at
hour 08. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.9 Rolling horizon model. Vertical lines mark the individual stages,
and thick vertical lines denote that the hour of day is 07. The
decisions to be made at each stage are listed, and in the rolling
horizon model only the first stage decisions are enacted. . . . . . . 150
4.10 Mean Expected Profit (MEP), in Equation (4.31), of finite horizon
ADP policies as a function of number of state space samples. The
tested number of state space samples are 250, 500, 750, 1000, 1500
and 3000, and for each number three trials were performed. The
MEP are plotted with errorbars, and the solid line shows the mean
MEP value over three trials. . . . . . . . . . . . . . . . . . . . . . . 159
4.11 Reservoir volumes as a function of time from trial 1 of the Combined
model. Time 0 on the x-axis corresponds to August 5, 2013 at
hour 07. The ith subplot shows the volume of reservoir i. The
quantile plots show the distribution of reservoir volumes over the
1, 000 reoptimization trajectories. . . . . . . . . . . . . . . . . . . . 160
4.12 Hydropower production. The top and middle plots show the dis-
tribution of hydropower production in trial 1 of the Combined and
Individual models, respectively. In the bottom plot the solid and
dashed lines show the mean hydropower production of the two trials
of the Combined and Individual models, respectively. . . . . . . . . 161
4.13 Power sold on the day ahead market. Top and middle plots are
distribution of dai in trial 1 of the Combined model and daiW +da
i
H
in trial 1 of the Individual model, respectively. Black and white
lines show results of the simplified model. Bottom plot shows mean
value of each trial, with solid lines showing the Combined model. . 162
4.14 Power sold on the hour ahead market. See caption for Figure 4.8. . 163
xiv
4.15 Distribution of power sold on the day ahead (top) and hour ahead
(bottom) markets. Lighter colored bars are from the Combined
model, black bars are from the Individual model. Plots on the left
are from the dynamic programming model, plots on right use the
approximate market solution method. . . . . . . . . . . . . . . . . 164
4.16 Distributions of power sold and price of power as a function of
market depth scale. A smaller scale means the power producers
have more market influence. Thick solid lines and thin dashed
lines are the Combined and Individual model, respectively. . . . . . 167
4.17 Total profit accrued in the Combined model (thick solid line) and
in the Individual model (thin dashed line) as a function of market
depth. Error bars show standard deviation. . . . . . . . . . . . . . 168
4.18 Mean steady state value as a function of reservoir 1 volume, vol71.
The points are colored according to the x-axis in order to compare
to Figure 4.19. The red line shows a slice of the best-fit function in
Equation (4.34). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
4.19 Mean steady state value as a function of water volumes in reser-
voirs 2 through 7. The x-axis is reservoir volume and the y-axis
is the mean steady state value. The colorbar shows the volume in
reservoir 1, vol71. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
xv
CHAPTER 1
INTRODUCTION
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The optimal control problems of power systems are often formulated so that
they are either linear or convex. However, these formulations usually need to
simplify the power system control problem by using linear or convex approxima-
tions. For example, hydropower production is a nonconcave function of water
head and flow rate, but it is common to use a linear, piecewise linear, or concave
approximation of these power curves when planning hydropower operations. In
this dissertation we develop a more efficient approximate dynamic programming
algorithm that can be used to solve stochastic nonconvex optimal control problems
in general, and, in particular, coordinate hydropower production to help integrate
wind energy into the power grid.
Wind power capacity has been substantially increasing both in the United
States and abroad [1]. While it is desirable to continue to increase wind power ca-
pacity in order to provide more renewable energy sources, it is difficult to integrate
large amounts of wind power into the power grid. The two primary difficulties are
that wind power is non-dispatchable, meaning it is not controllable, and that it
cannot be accurately forecasted. This results in situations where the wind power
may suddenly and unexpectedly increase or decrease, and the power grid must be
able to accommodate these unpredictable ramps.
A common approach to integrating wind power is to combine, or balance, it
with another dispatchable power source [14, 15]. The combined power generation
can be more easily and reliably integrated into the power grid. Hydropower in
particular is a common power source to balance wind power because it has a large
storage capacity and a quick response time [5, 2].
Most wind power research focuses on power producers that are price takers,
meaning the amount of power that they sell on the power market does not impact
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the price of power. This is true for most producers, which produce a relatively small
amount of power as compared to the power markets. However, some producers are
large enough where this assumption is not valid.
The primary example investigated in this thesis is based on the Bonneville
Power Administration (BPA). BPA is a federal agency in the US Pacific North-
west that operates hydropower reservoirs along the Columbia and Snake Rivers.
Additionally, BPA markets this produced hydropower, which has a capacity of
almost 20,000 MW, as well as the wind power produced in the geographic area,
which has a capacity of about 4700 MW.
BPA markets a large enough amount of power that it is modeled as a price
setter. We propose an extension of the model of BPA developed in [12]. In this
rolling horizon model, BPA participates in an hourly day ahead market and an
hourly intraday market, and BPA’s actions influence the price of power in both
markets. The resulting optimal control model is stochastic because the controls are
conditioned on an uncertain wind forecast, and the model is nonconvex because
the hydropower generation curves are nonconcave.
The primary differences in the dynamic programming formulation and power
producer model presented here as compared to [12] are: the hydropower system
includes seven reservoirs instead of two; the hydropower generation curves are
nonconcave; the wind power forecasts use historical forecasts generated by BPA;
the rolling horizon formulation enacts decisions every eight hours instead of every
24; and the dynamic programming formulation includes in the state space the
day ahead power committed during previous days. Additionally, two models are
compared. In the Combined model the wind and hydropower are marketed by
the same power producer, while in the Individual model a separate wind power
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producer and a separate hydropower producer act independently. In both models
all power producers have market influence.
In Chapter 2 we first develop a more efficient approximate dynamic program-
ming (ADP) algorithm to solve this optimal control problem. The ADP algorithm
can be used to solve stochastic and nonconvex optimal control problems, but it has
an exponential computational cost with respect to the number of state space di-
mensions. Much work has been performed to create a more accurate value function
approximation by using various methods of sampling the state space and different
classes of functions for approximating the value function. For example, some of the
classes of functions used to approximate the value function include cubic piecewise
and tensor polynomials [10], Multiadaptive Regression Splines (MARS) [8], and a
local approximator called a Nadaraya Watson model [6].
We develop a more accurate method of fitting a Feedforward Neural Network
with one hidden layer (FFNN1) to the value function in order to increase the ADP
algorithm efficiency. Neural networks have been used as the value function approxi-
mation [4, 7, 9]. However, there are many ways to fit an FFNN1 to a dataset, which
in the case of ADP consists of the state space/value function samples. There has
been relatively little work investigating the impact on ADP solutions when differ-
ent fitting methods are used. In particular, FFNN1s have a single hyperparameter
called the number of hidden nodes that should be tuned, and fitting an FFNN1
is a noisy process, meaning fitting two FFNN1s with the same hyperparameter to
the same data will likely not yield the same trained FFNN1s.
We develop the Fitting via Unimodal Approximation Optimization (FUA)
method of fitting an FFNN1 that is specifically tailored for use in ADP. The pri-
mary component of FUA is to use the new Unimodal Approximation Optimization
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(UAO) algorithm to perform a hyperparameter optimization. Additionally, we also
demonstrate that, contrary to common practice, it is better to only partition the
training data into a training and validation set, and to not use a test set.
In Chapter 3 we develop the Long Term Generation method of generating
wind scenarios to help evaluate the ADP solutions obtained on the wind and
hydropower problem. Power systems with wind integration are often evaluated
using simulation. In this rolling horizon process, the power system controls are
calculated at each time step conditioned on the most recent wind power forecast.
The state of the system and the cost incurred then evolve according to the actual
wind power outcome. This means that a sequence of wind power forecasts are
required to calculate the controls and a corresponding sequence of wind power
outcomes over the same horizon is required to evaluate the system.
There are three common methods for obtaining these wind power forecast and
outcome sequences. First, historical data can be used, which gives a single sequence
of data [3]. Second, a sequence of wind power outcomes is obtained, either by
gathering historical data or by generating a sequence from a stochastic process.
Synthetic wind forecasts are then generated conditioned on the outcome sequence
[13]. However, this approach assumes the forecast errors of forecasts generated
at different time steps are independent, which may not be correct. And third, a
single short-term historical wind power forecast is obtained and then short-term
wind outcome scenarios are generated conditioned on this forecast [11].
The Long Term Generation method generates long-term wind scenarios condi-
tioned on a sequence of short-term wind power forecasts. There is an advantage
of using LTG over each of the three current approaches mentioned above. First,
LTG can augment historical data used in the first approach in order to more ac-
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curately estimate the distribution of performances. Second, LTG does not require
estimating a multivariate time series, like in the second approach. And third, LTG
generates arbitrarily long-term scenarios, and so these scenarios can be used to
help evaluate the long-term performance of a power system; the third approach
mentioned above only generates scenarios over the same horizon as the forecast.
The Joint Distribution Comparison (JDC) test is also developed here to help
evaluate these scenarios. Existing scenario evaluation methods only compare the
synthetic scenarios to historical wind outcomes. The JDC test instead compares
the joint distribution of historical forecasts and historical outcomes to the joint
distribution of historical forecasts and synthetic scenarios.
Finally, Chapter 4 presents the model of a wind and hydropower producer
with market influence. The FUA algorithm developed in Chapter 2 is used to
solve the resulting optimal control problem. The power system is evaluated using
wind scenarios generated by the LTG method developed in Chapter 3. A case
study compares the Combined model, in which a single company markets both
the wind and hydropower, and the Individual model, in which an individual wind
power company and hydropower company act independently. Empirical results
show that the differences between these two models are magnified when the power
producers have greater market influence.
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CHAPTER 2
IMPROVED STOCHASTIC NEURO-DYNAMIC PROGRAMMING
WITH APPLICATIONS TO HYDROPOWER
9
2.1 Abstract
Hydropower operation and other control problems can be analyzed using finite
horizon Approximate Dynamic Programming (ADP), but more computationally
efficient ADP algorithms are required for systems with many dimensions, e.g. reser-
voirs. In Neuro-Dynamic Programming, neural networks (commonly Feedforward
Neural Networks with one hidden layer (FFNN1)) are used to approximate the
value function. However, the FFNN1 accuracy, and therefore the control solu-
tion accuracy, is stochastic and depends upon the FFNN1’s hyperparameter. We
increase ADP solution accuracy without increasing computation time by devel-
oping the Fitting via Unimodal Approximation Optimization (FUA) algorithm
to create more accurate FFNN1 value function approximations. FUA uses the
new Unimodal Approximation Optimization (UAO) algorithm to perform FFNN1
hyperparameter optimization. It is proven that UAO converges almost surely,
and UAO outperforms other algorithms, including Bayesian Optimization, on the
tested FFNN1 hyperparameter optimization problems. We develop the CAA and
SAA methods of assessing the quality of an ADP control solution. The CAA
and SAA results on two hydropower control problems and one inventory control
problem show that fitting the value function with an FFNN1 using FUA yields
statistically more accurate control solutions using less computation time when
compared to other methods of fitting an FFNN1.
2.2 Introduction
Hydropower is an important renewable energy source that can reduce the need for
fossil fuels. The operation of hydropower facilities is often formulated as the so-
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lution to a discrete-time, stochastic, finite horizon, and nonlinear optimal control
problem that can be difficult to solve. Stochastic Dynamic Programming (SDP)
can be used to solve these types of problems, and it has been a focus in hydropower
analysis for decades [37, 38]. However, SDP suffers from the ‘curse of dimension-
ality,’ meaning its computational cost is exponential with respect to the number
of state dimensions.
Approximate Dynamic Programming (ADP) reduces the computational cost by
generating an approximation of the future value function and efficiently sampling
the state space [30]. The goal of solving larger, more realistic hydropower problems
has therefore provided motivation for developing ADP algorithms [22]. However,
even ADP is challenged by high dimensional problems.
Various models have been used to approximate the value function when ADP
is applied to hydropower problems. These include Hermite polynomials [19]; cubic
piecewise and tensor polynomials [22]; Multivariate Adaptive Regression Splines
(MARS) [10], which was also applied in inventory problems [13, 11, 12]; local ap-
proximators called a Nadarya-Watson model [8]; and Feedforward Neural Networks
(FFNNs), in which case the ADP algorithm is sometimes called Neuro-Dynamic
Programming [4, 6].
More commonly, FFNNs with one hidden layer (FFNN1) are used, which have
a single integer-valued hyperparameter called the number of hidden nodes. These
were applied in both hydropower problems [10] and inventory problems [16].
Using FFNN1s, as well as FFNNs more generally, as the future value func-
tion approximation can yield accurate control solutions, but there are two main
problems that make it difficult to reliably use them in ADP applications. First,
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the selection of the FFNN1 hyperparameter can have a significant impact on how
well a trained FFNN1 approximates a value function. And second, training an
FFNN1 is stochastic, meaning that it is not necessarily the case that training two
FFNN1s with the same hyperparmeter on the same data will yield the same trained
FFNN1s. This means that the ADP solution accuracy is stochastic and depends
on the hyperparameter selection.
In the neural network community, hyperparemter optimization methods have
been developed to more reliably train an accurate FFNN. In a process we refer to as
‘fitting,’ the hyperparamters are first optimized as multiple FFNNs are sequentially
trained, and then upon termination the trained FFNNs with the smallest estimated
errors are selected [5].
This process can be decomposed into four Components: Component C1 is the
method of training a single FFNN with fixed hyperparameters on a dataset; Com-
ponent C2 is the method of estimating the error of a trained FFNN; Component
C3 is the hyperparameter optimization algorithm used to determine the optimal
hyperparameters; and Component C4 is the number of trained FFNNs that are
combined together in an ensemble to create the value function approximation.
There are multiple methods that can be selected for each Component, so a fitting
algorithm consists of a selection of one method per Component.
Our objective is to create an FFNN1 fitting algorithm that increases the accu-
racy of ADP solutions, when applied to hydropower problems and general control
problems, using less computation. The first step is to develop the new Unimodal
Approximation Optimization (UAO) algorithm to apply in the hyperparameter op-
timization, Component C3, and then to determine the best combination of methods
for all four Components. To evaluate results we develop the new Statistical Accu-
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racy Analysis (SAA) and Computation and Accuracy Analysis (CAA) tests. This
research focuses on FFNN1s, although it can be extended to more general FFNNs.
First main contribution: We develop the UAO algorithm and apply it to
hyperparameter optimization. The domain of this optimization problem is the
positive integers (i.e. number of hidden nodes), and the noisy objective function
is the expected estimated error. The two optimization algorithms that have al-
ready been developed specifically for tuning the number of hidden nodes in an
FFNN1 are a two-phase greedy process [33] and a manual optimization based on
a coarse-to-fine approach [36, 15]. However, most work in the neural network
community focuses on performing multivariate hyperparameter optimization on
general FFNNs when they are trained with millions of data points. Research has
shown that Bayesian Optimization outperforms random sampling, which in turn
outperforms grid sampling [2, 3, 34].
We developed the UAO algorithm because of the empirical observation that a
unimodal function, with respect to the number of hidden nodes, could alway be fit
within the 99% confidence interval of the expected error when training an FFNN1
on our test problems. Existing optimization algorithms suitable for a discrete do-
main and noisy unimodal objective function were designed for the bandit problem.
However, these should not be applied in FFNN1 hyperparameter optimization be-
cause they either assume the noise follows a Bernoulli distribution or they require
too many evaluations (number of trained FFNN1s) to be applicable [20, 14, 21].
The UAO algorithm is designed to require few evaluations by using a unimodal
surrogate, or meta-model, to approximate the objective function. This surrogate
then helps determine the number of hidden nodes with which to train the next
FFNN1. Our empirical testing shows that UAO outperforms other algorithms,
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including Bayesian Optimization, on FFNN1 hyperparameter optimization. We
prove that UAO converges almost surely when the noisy objective function is
unimodal and the noise distributions have compact support. This result is also
extended to the multidimensional domain.
Second main contribution: We determine the best method for each of the
four fitting Components, C1 through C4. This results in the Fitting via Unimodal
Approximation Optimization (FUA) algorithm. The specific Components of FUA
are: for Component C1 use the Early Stopping method (and not Bayesian Reg-
ularization) to train individual FFNN1s; for Component C2 estimate the error
using the validation set (and not a test set); for Component C3 use the UAO algo-
rithm (and not Bayesian Optimization, greedy search, or random search); and for
Component C4 use the single best-trained FFNN1 (and do not use an ensemble).
Third main contribution: We perform testing on two hydropower control prob-
lems and an inventory control problem, and we develop the Statistical Accuracy
Analysis (SAA) and Computation and Accuracy Analysis (CAA) methods to eval-
uate the accuracy and computational cost of an ADP control solution. Both SAA
and CAA are related to, but more statistically extensive than, the evaluation pro-
cess used in [16]. In SAA, the ADP control policy is determined over multiple
trials. For each trial, its performance is calculated by simulating the system over
many trials with appropriate stochastic inputs over all time steps. SAA tests the
null hypothesis that two methods of determining the ADP control policy yield the
same mean performance. The CAA method plots the trade-off between computa-
tion time and accuracy and shows the distribution over these two results. Results
on test problems show that approximating the ADP value function with an FFNN1
using FUA yields a more accurate control solution in less time than alternative
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methods of fitting an FFNN1.
This Chapter is organized as follows. First, a brief background on ADP and a
detailed explanation of the four Components comprising a fitting algorithm are de-
scribed in Section 2.3. In Section 2.4, the Unimodal Approximation Optimization
algorithm is first motivated and developed. Then, to help reduce the large num-
ber of FFNN1 fitting algorithms that need to be compared based on their impact
on ADP solutions, a subset of fitting algorithms are first compared based on how
well they fit FFNN1s to value functions. In Section 2.5 two hydropower control
problems, with 4 and 12 state dimensions, and one inventory control problem are
presented. In Section 5 four fitting algorithms are used to approximate the value
function in the control problems with an FFNN1, and they are compared using
the SAA and CAA fitting assessments. Conclusions are summarized at the end.
2.3 Background on Feed Forward Neural Networks and
Research Plan
It is helpful to first provide an overview of finite horizon Approximate Dynamic
Programming in order to make it clear how FFNN1s are used. In a T -stage discrete-
time control problem, at stage k a real-valued cost ck(sk, pik(sk), ωk) is incurred for
being in the N -dimensional state sk belonging to the state space Sk ⊂ RN , taking
action pik(sk) in a set of allowable actions Πk(sk), and obtaining sample ωk from
an exogenous random variable. At the terminal stage the cost is cT (sT ). The state
evolves according to the transition function sk+1 = gk(sk, pik(sk), ωk). In backwards
dynamic programming the optimal actions are determined by setting the terminal
value function JT (sT ) = cT (sT ) and for k = T − 1, ..., 1 recursively calculating the
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value function Jk at stage k as
Jk(sk) = min
pik(sk)∈Πk(sk)
{
E
ωk
[
ck(sk, pik(sk), ωk) + Jk+1(sk+1)
]
:
sk+1 = gk(sk, pik(sk), ωk)
}
.
(2.1)
The optimal action is then the argument solving Equation (2.1). In ADP the value
function Jk : Sk → R is approximated by numerically evaluating Jk(ski ) for some
set {ski }Li=1 ⊂ Sk and fitting a function approximation Jˆk : Sk → R to the resulting
dataset Dk = {(ski , Jk(ski ))}Li=1.
Feedforward Neural Networks with one hidden layer F (·; θ, h) : S → R can
be fit to the datasets Dk to approximate the value functions. FFNN1s have a
single positive integer-valued hyperparameter h called the number of hidden nodes
and are parameterized by a vector θ. The number of hidden nodes h controls the
dimension of θ, and so h controls the complexity of an FFNN1. For a given h and
θ the mean squared L2 generalization error of an FFNN1 F
k(·; θ, h) is
GE(F k, Jk) =
1∫
sk∈Sk ds
k
∫
sk∈Sk
(Jk(sk)− F (sk; θ, h))2dsk. (2.2)
Since Jk is not known over all Sk this cannot be computed, so the error can be
estimated as
ĜE(F k,Dk) = 1
L
∑
sk∈D
(Jk(sk)− F (sk; θ, h))2. (2.3)
An FFNN1 F k with a fixed h is trained on a datasetDk by solving the minimization
problem
min
θ
ĜE(F k(·; θ, h),Dk). (2.4)
Fitting an FFNN1 to a dataset D is a two-step process that requires four
components: 1) Select a method of training a single FFNN1 (Component 1) on D
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and use a hyperparameter optimization algorithm (Component 3) to train multiple
FFNN1s while optimizing the hyperparameters; and 2) Use an error estimation
method (Component 2) to determine which FFNN1s are the most accurate and
combine the best-trained FFNN1s into an ensemble (Component 4).
2.3.1 Component C1: Training Algorithms ES and BR
Solving the optimization problem in Equation (2.4) often results in overfitting due
to the large number of parameters in θ. In the Early Stopping (ES) method
D is partitioned into a training set T and validation set V ; a local optimization
algorithm solves Equation (2.4) to minimize the training error ĜE(F k(·; θ, h), T );
and the optimization is terminated when the validation error ĜE(F k(·; θ, h),V)
begins to increase, which indicates the FFNN1 is overfitting T [5]. The Bayesian
Regularization (BR) method penalizes non-zero components of θ, which drives
some parameters to zero and thereby reduces the complexity and helps to prevent
overfitting [26]. BR does not require a separate validation set and should be solved
to convergence.
An important practical consideration is that training a single FFNN1 with
BR requires significantly more computation time than ES. Results in Section 2.6
show that the computation time can be over 100 times greater. Because of the
computation time considerations in ADP the fitting process of training multiple
FFNN1s will only be applied when the ES method is used.
Training is a noisy process. If FFNN1s Fi, i = 1, 2, ... with h (fixed) hidden
nodes are trained on the same data D and θi are the trained FFNN1 parameters
of Fi, then it is not necessarily the case that θi = θj. The first reason is that in ES
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D is randomly partitioned into new sets T and V when training a new FFNN1.
Second, the objective function in Equation (2.3) has multiple local minima, so if
the parameters θ are randomly initialized the local optimization algorithm will
converge to a random local minimum [32, 17, 24]. So even for a fixed h and
partition T and V the trained parameters θi can be different.
2.3.2 Component C2: Generalization Error Estimation
methods TSM and VSM
Two estimation methods are investigated when using ES training. The Test Set
Method (TSM) first partitions D into a training set T , validation set V , and test
set E in a ratio of 70\15\15, the ES training is performed as described using T
and V , and the generalization error is estimated with the test set error ĜE(F, E).
In the Validation Set Method (VSM) D is only partitioned into T and V in a
ratio of 80\20 and the validation error ĜE(F,V) is the estimate. The trade-off is
that the Test Set Method uses fewer samples in T and V , possibly making it less
likely to train an FFNN1 with a small L2 error, but the independent test set error
is likely more accurate. When using BR training only one FFNN1 is trained so
there is no need to estimate the error.
2.3.3 Component C3: Hyperparameter Optimization algo-
rithms UAO, BO, G, R
Suppose a dataset D = {(si, J(si)) : si ∈ S}Li=1 is drawn from a value function
J : S → R and an FFNN1 F with h hidden nodes is trained using ES and error
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estimation method C2. The estimated error (ĜE(F, E) if C2=TSM or ĜE(F,V)
if C2=VSM) is a random variable
XD,C2h (2.5)
with a distribution that depends on h. For a set of candidate number of hidden
nodes H the hyperparmeter optimization can be formulated as minimizing the
expected estimated error
min
h∈H E(X
D,C2
h ). (2.6)
This hyperparameter optimization problem has a discrete domain (number of hid-
den nodes), is noisy (training an FFNN1 yields a sample from XD,C2h ), and is
computationally expensive. The hyperparameter optimization algorithms that are
tested are Unimodal Approximation Optimization (UAO), Bayesian Opti-
mization (BO), Greedy (G), and Random (R).
2.3.4 Component C4: Ensemble
Theory proves that an average of multiple FFNN1s can have a smaller generaliza-
tion error than any of the FFNN1s individually, and ensembles are often used in
practice [25]. The trade-off in ADP is that an ensemble can yield a more accurate
value function approximation, but it will take more computation time to evaluate
this approximation in Equation (2.1).
2.3.5 Summary: Fit(C1, C2, C3, C4)
A fitting algorithm can therefore be written as Fit(C1, C2, C3, C4) for each choice
of Components C1 through C4. As previously mentioned the Bayesian Regulariza-
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tion (BR) training method requires significant computation time, and so the fitting
process will consist of training exactly one FFNN1 when C3=BR. When using ES
to train the FFNN1s there are four optimization algorithms (UAO, BO, G, R),
two error error estimation methods (TSM, VSM), and the ensemble can consist of
1, 2, ... trained FFNN1s. Testing in Section 2.4.3 will show that the Fitting via
Unimodal Approximation Optimization method Fit(ES, V SM,UAO, 1), or
FUA, that uses Early Stopping for C1, the Validation Set Method for C2, the
UAO hyperparamter optimization algorithm for C3, and an ensemble of one for
C4 outperforms the rest.
2.3.6 Implementation
The FFNN1s are all implemented in MATLAB with the feedforwardnet function
and use the default settings unless otherwise noted. In particular, the training
algorithm is switched between using the Levenberg-Marquardt training algorithm
when Early Stopping is used (there is no need for stochastic gradient descent
because the number of data points, i.e. state space samples, is relatively small)
and the Bayesian Regularization training algorithm.
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2.4 Fitting with Unimodal Approximation Optimization
In this Section the Unimodal Approximation Optimization (UAO) algorithm is
first developed. Then, the best combination of hyperparameter optimization al-
gorithm (Component C3) and error estimation method (Component C2) is deter-
mined when Components C1 and C4 are fixed to training FFNN1s with the Early
Stopping method (C1=ES) using an ensemble of the single best-trained FFNN1
(C4=1). The eight algorithms tested here are therefore Fit(ES,C2, C3, 1), with
C2=UAO, BO, G, or R, and C3=TSM or VSM, and it is shown that Fitting via
UAO (FUA), given by Fit(ES, V SM,UAO, 1), outperforms the other seven fitting
methods.
Each fitting algorithm Fit is evaluated on datasets drawn from the three control
problems in Section 2.5. This evaluation consists of three steps: First create a test
problem CP -L, where CP is a control problem and L is the number of samples,
by drawing a dataset D = {(si, JT−1CP (si)) : si ∈ ST−1CP }Li=1 from the state space
ST−1CP and future value function JT−1CP of the second-to-last stage T − 1 of control
problem CP . For each of the three control problems in Section 2.5 three samples
of different sizes are drawn, resulting in the following nine test problems:
• 4D-16, 4D-81, 4D-256. 4D is the 4-dimensional hydropower control problem
• 12D-750, 12D-1500, 12D-3000. 12D is the 12-dimensional hydropower control
problem
• 15D-750, 15D-1500, 15D-3000. 15D is the 15-dimensional inventory control
problem
In all cases the samples are drawn from the state space using the quasi-random
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Sobol sequence [9]. Second, use Fit to train FFNN1s on D to obtain the FFNN1
approximation F of JT−1CP . And third, evaluate F using the estimated error ĜE
in Equation (2.3) and the L2 error GE in Equation (2.2). Though it cannot be
computed in practice, the L2 error is accurately calculated here using Monte Carlo
integration.
(a) test problem 4D-256, Component
C2=VSM
(b) test problem 15D-1500, Component
C2=VSM
(c) test problem 12D-1500, Component
C2=VSM
(d) test problem 12D-1500, Component
C2=TSM
Figure 2.1: Distribution of estimated generalization errors XD,C2h when training an
FFNN1 with h hidden nodes and using Early Stopping. The solid lines show the
95% confidence interval of the estimated mean on the domain H = {1, 2, ..., 100},
and the dashed line shows the mean. The boxplots show the distribution for
h = 1, 5, 10, ..., 100.
Each combination of test problem CP -L and error estimation method C2 cre-
ates a unique hyperparameter optimization problem in Equation (2.6) to which
the optimization algorithms are applied, yielding 18 hyperparameter optimization
22
test problems. The distribution of XD,C2h in Equation (2.5) can be visualized for
each of these 18 problems by training 100 FFNN1s on each number of hidden
nodes h to approximate the distribution of XD,C2h . Figure 2.1 shows four of these
plots. The x-axis is the candidate number of hidden nodes H = {1, 2, 3, ..., 100},
and the solid and dashed lines show the 95% confidence interval of the mean and
the mean, respectively. The boxplots show the distributions of estimated error for
h = 1, 5, 10, ..., 100.
Based on Figure 2.1 and the other 14 plots in Appendix 2.A, we develop the
new surrogate-based Unimodal Approximation Optimization algorithm to apply in
FFNN1 fitting. Surrogate optimization algorithms can often find a better solution
with fewer evaluations than other algorithms by modeling the objective function
with a surrogate based on the previous samples and using this information to guide
future search [18, 31].
UAO uses a unimodal surrogate to estimate the objective function. A unimodal
function can be drawn that is contained within the 95% confidence intervals shown
in solid lines in 15 of these 18 plots, and this increases to all 18 plots when using
the 95% confidence intervals. This provides evidence that the expected estimated
error, which is the objective function, is unimodal. While there is no general
theory describing the distribution of errors as a function of the number of hidden
nodes, there is a result showing that the L2 error of an FFNN1 trained to the
globally optimal parameters, meaning Early Stopping is not used, is bounded by
the unimodal function O(H) +O(1/H) [1].
An important note is that the data may not be convex, which is why the more
general unimodal functions are used. A convex function can be fit within the 95%
confidence intervals on only 1 of the 18 plots, and at the 99% confidence interval
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this increases to 14 of the 18 plots.
Based on this evidence the set of unimodal functions is sufficiently general that
they can fit the objective functions. But on the other hand, making the assumption
that the objective function is unimodal will result in a more accurate approximation
when only a small number of evaluations have been made, i.e. number of FFNN1s
that have been trained. In particular, this contrasts with Bayesian Optimization,
which models the objective function with a Gaussian Process (GP) [23]. While
GPs can also exactly fit these experimental objective functions, they make fewer
assumptions about the shape of the function and so may not be as accurate with a
small number of evaluations. Additionally, GPs assume that the noise distribution
is normal, which these plots show to be false.
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2.4.1 Unimodal Approximation Optimization Algorithm
The most general UAO algorithm that can be applied to more general FFNNs with
multiple discrete hyperparameters (such as FFNNs with multiple hidden layers) is
described here. The domain of the optimization problem is a d-dimensional finite
grid H, in Definition (1).
Definition 1. A set H is a d-dimensional finite grid if it is the Cartesian product
H = {1, 2, ..., N1} × · · · × {1, 2, ..., Nd} for d positive integers N1, ..., Nd.
The noisy objective function µ : H → R must be strictly unimodal, in Definition
(3).
Definition 2. Let H be a d-dimensional finite grid and select i, j, h ∈ H with
h = (h1, ..., hd), i = (i1, .., id), and j = (j1, ..., jd). Then h is the unimodal partial
order with minimum h if the relation i h j is satisfied if and only if for all
k = 1, ..., d either hk ≤ ik ≤ jk or jk ≤ ik ≤ hk.
Definition 3. Let H be a d-dimensional finite grid, select h ∈ H, and let h
be the unimodal partial order on H with minimum h. A function z : H → R is
(strictly) unimodal with minimum h if for all i, j ∈ H the relation i h j implies
(z(i) < z(j)) z(i) ≤ z(j).
Notice that h h i for all h, i ∈ H, so a strictly unimodal function with minimum
h is uniquely minimized at h. For h ∈ H the objective function noise is a random
variable Xh, and the mean E(Xh) is equal to the objective function at h, µ(h). It
is only assumed that each Xh has compact support. Under these constraints the
optimization problem is
min
h∈H
µ(h). (2.7)
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Relating this back to the hyperparameter optimization problem, notice that the
optimization problem in Equation (2.7) is the same as Equation (2.6). H is the
candidate number of hidden nodes and Xh is the distribution of estimated errors
when training an FFNN1 with h hidden nodes.
To describe the UAO algorithm the following functions are defined, where the
superscript k denotes the algorithm iteration. Let 1k(h) for h ∈ H be a Boolean
indicator that at iteration k of the UAO algorithm a sample is drawn from the
distribution of Xh, and if 1
k(h) = 1 set this sampled value to xk(h); if 1k(h) = 0
then set xk(h) = 0. Define the count nk(h) =
∑k
i=1 1
i(h). At iteration k if
nk(h) > 0 then the empirical mean µk(h) of Xh is
µk(h) =
1
nk(h)
k∑
i=1
xi(h). (2.8)
Next define X kh = {xi(h) : 1i(h) = 1, i = 1, ..., k}; let var(X kh ) be the unbiased
sample variance of X kh ; set Hkm = {h ∈ H : nk(h) ≥ m} to be the elements of H
which have been selected at least m times; and select ε > 0. The inverse variance
of this estimate can then be defined as
σk(h) =

0 if nk(h) = 0
nk(h)−1
var(Xkh )+ε
if nk(h) > 1
1 if nk(h) = 1, |Hk2 | = 0[
1
|Hk2 |
∑
h′∈Hk2 var(X kh′) + ε
]−1
if nk(h) = 1, |Hk2 | > 0
(2.9)
If nk(h) = 1, it is assumed that the variances of Xh for each h ∈ H are approx-
imately the same, so in line 4 of Equation (2.9) if |Hk2 | > 0 then σk(h) is set to
the inverse mean of the estimated variances. Otherwise, in line 3 σk(h) is set to 1.
A small constant ε is added in the denominator both to avoid the potential issue
that var(X kh ) = 0 and to aid the proof of convergence.
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To construct the unimodal surrogate, the weighted quadratic penalty U of
fitting a unimodal function z with minimum h to the data µk and σk for each
h ∈ H is first calculated as
U(h, µk, σk) = min
z(h)
∑
h∈H
σk(h)(z(h)− µk(h))2
s.t. z(i) ≤ z(j) if i h j
(2.10)
The constraints enforce that z is unimodal with minimum h. The set of points h
in H defined by
U(µk, σk) =
{
h ∈ H : U(h, µk, σk) = min
h′∈H
U(h′, µk, σk)
}
(2.11)
are those for which a unimodal function with minimum h can best fit the data.
At the next iteration of the UAO algorithm k + 1 it is reasonable to sample Xh
for some element h either in or near to U(µk, σk). Optimal algorithms have been
developed for calculating the set U(µk, σk) [35].
The Unimodal Approximation Optimization algorithm is presented in Algo-
rithm 1. In Lines 1 and 2 the constants ε and I are defined, and the domain H
and noisy objective function are selected. The algorithm is initialized in Lines 3
and 4 by selecting Kinit elements h1, ..., hKinit ∈ H, sampling Xhi , and updating
xi(hi) and 1
i(hi) for i = 1, ..., Kinit. Lines 6-8 specify how to select the next el-
ement h. Line 7 helps improve the exploration characteristics of the algorithm.
Instead of selecting any h˜ ∈ U(µk, σk), h˜ is uniformly randomly selected from the
subset of U(µk, σk) that maximizes the Euclidean L1 distance || · ||1 to any h′ ∈ Hk1 ;
that is, h˜ is selected as far from any h′ such that nk(h′) > 0 as possible. The reason
why this helps improve the exploration is explained in Lemma 1, which shows that
when the UAO iteration k is small with respect to the number of elements in H the
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Algorithm 1 Unimodal Approximation Optimization (for Fitting FFNN1s)
1: Select I ≥ 1; ε > 0; d-dimensional finite grid H (d = 1, H is candidate number
of hidden nodes)
2: Let Xh be noise distributions, µ(h) = E(Xh), h ∈ H be objective function (µ(h)
is expected estimated error when training an FFNN1 with h hidden nodes)
3: Initial data xk(h) and 1k(h) for h ∈ H, k = 1, ..., Kinit (train Kinit FFNN1s)
4: Set k ← Kinit; xbest ← smallest sampled xk(h) from Step (3); F ← best-trained
FFNN1
5: while Condition do
6: Compute U(µk, σk) using Equations (2.10), (2.11)
7: Uniformly randomly select h˜ ∈ argmax
h∈U(µk,σk)
(
min
i∈Hk1
||h− i||1
)
8: Uniformly randomly select h ∈ {i : ||h˜− i||1 ≤ I, i ∈ H}
9: Draw sample xk(h) from Xh (train FFNN1 with h hidden nodes, x
k(h) is
estimated error)
10: If xk(h) < xbest then xbest ← xk(h), F ← F k
11: Update k ← k + 1, xk, 1k end
12: end while
13: return U(µk, σk), (F is best-trained FFNN1)
set U(µk, σk) is potentially large. In Line 8 the selection h˜ is randomly perturbed
using input I. This can be viewed as a sort of annealing parameter, though it is
also critical to prove almost sure convergence. Finally, the algorithm is iterated
until some termination Condition in Line 5 is satisfied, such as continuing for a
predefined number of allowed iterations or until a time budget has expired.
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2.4.2 UAO Theoretical Considerations and Convergence
All proofs are presented in Appendix 2.B. Lemma 1 below implies that when
the UAO algorithm has only been repeated for a small number of iterations then
U(µk, σk) can be large. For example, if d = 1 and at iteration k nk(h) = 0 for
h = i, .., j, then U(h, µk, σk) = U(i, µk, σk) for h = i, ..., j.
Lemma 1. Select k and h,H ∈ H such that at the kth iteration of Algorithm
1 nk(h) = nk(H) = 0, and let h and H be the unimodal partial orders with
minimum h and H (Definition 3). If i h j iff i H j for all i, j ∈ H such that
nk(i) > 0 and nk(j) > 0, then U(h, µk, σk) = U(H,µk, σk).
The main theoretical result is Theorem 1, which states that under two assump-
tions the UAO algorithm converges almost surely. The primary assumption is that
the mean objective function µ is strictly unimodal with some unique minimum h∗.
The second assumption is that the noise Xh has compact support for each
h ∈ H. In the FFNN1 fitting process this condition requires that the distribution
of estimated generalization errors when trained with h hidden nodes has com-
pact support. The probability is zero that the estimated error is less than zero
since the errors are non-negative. For any dataset D˜ the estimated generaliza-
tion error ĜE(F (·; θ, h); D˜) is bounded above if the parameters θ of the FFNN1
F are all bounded. Lemma 3 in Appendix 2.B proves that if the Levenberg-
Marquardt training algorithm is used, the initialized parameters θ are bounded,
and the Levenberg-Marquardt algorithm is terminated after a finite number of
iterations then the trained parameter values of θ are also bounded.
Theorem 1. Set I ≥ 1 and ε > 0 in the UAO algorithm (Algorithm 1). Select
a d-dimensional finite grid H, and for each h ∈ H let Xh be a random variable
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with mean µ(h) = E(Xh) and compact support. Assume the function µ : H → R
is strictly unimodal with unique minimum h∗.
Let U1,U2, ... be the infinite sequence of random elements with probability measure
P such that at the kth iteration of the while loop (line 5 of Algorithm 1) P (Uk = U)
is the probability that the solution in Equation (2.11) is U ∈ 2H\∅ conditioned on
the initial data in Line 3 of the UAO algorithm. Then
P ( lim
k→∞
Uk = {h∗}) = 1,
i.e. the UAO algorithm converges almost surely to the unique global minimum.
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2.4.3 Comparison of Hyperparameter Optimization Algo-
rithms and Error Estimation Methods
Again, there are eight FFNN1 fitting algorithms Fit(C1 = ES,C2, C3, C4 = 1),
and they are tested on 18 test problems. The three C3 optimization algorithms
compared to UAO are:
a) Bayesian Optimization This is the BO algorithm as described in [34]. The
posterior distribution is created using the Mate`rn 5\2 kernel, the length scale
and noise hyperparameters are numerically integrated out, and the Expected
Improvement criterion is optimized. This algorithm is initialized with Kinit
trained FFNN1s.
b) Greedy This algorithm has already been applied to FFNN1 hyperparameter
optimization [33]. Kinit FFNN1s are initially trained with a predefined num-
ber of hidden nodes, and H is selected as the number of hidden nodes that
yielded the smallest experimental estimated generalization error. All other
FFNN1s are then trained with H hidden nodes.
c) Random The number of hidden nodes is uniformly randomly selected.
These algorithms were all run with the same parameters. The domain of the
optimization problem, which is the candidate number of hidden nodes, is H =
{1, 2, ..., 100}. The initialization method for UAO, BO, and the Greedy algorithms
is to train Kinit = 11 FFNN1s, where one FFNN1 was trained with each of h =
1, 10, 20, ..., 100 hidden nodes. It was found that UAO is insensitive for small values
of parameters I and ε, and these are set to I = 1 and ε = 10−3.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.2: Progress plots comparing optimization algorithms applied to dataset
12D-750, i.e. the dataset from the 12D Hydropower problem with L = 750; top
plots use Component C2=TSM, bottom use C2=VSM. Plots show mean perfor-
mance over 1, 000 trials, errorbars show standard deviation of estimate of the mean
and are often too small to be seen.
Each of the eight fitting algorithms can be compared using progress plots that
measure either estimated error or L2 error. In these plots the x-axis is the number
of trained FFNN1s. If the comparison uses the estimated error, then the y-axis is
the minimum of the estimated errors of the FFNN1s that have been trained so far.
This plot is non-increasing. If the comparison uses the L2 error, then the y-axis is
the L2 error of the FFNN1 that has been selected based on the estimated error.
Because the estimated error is not completely accurate this plot is not necessarily
non-increasing. The algorithms can be compared using either performance metric
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by determining which performance plot decreases the fastest. Each algorithm is
run 1, 000 times in order to obtain the mean and standard deviation of these
performances.
Figure 2.2 shows these comparisons using the 12D-750 test dataset (i.e. fitting
the value function of the 12 dimensional Hydropower problem with L = 750 sam-
ples). The top plots use the Test Set Method, the bottom plots use the Validation
Set Method, the left plots show the estimated error performance, and the right
plots show the corresponding L2 error performance. It can be seen in all four
plots that the UAO algorithm in outperforms others. Comparing the figures on
the left to those on the right show that both the validation and test errors tend to
underestimate the L2 generalization error. Also, comparing plot (b) to (d) shows
that a smaller L2 error is achieved when the validation set is used to estimate the
generalization error. The progress plots for all 9 datasets are shown in Appendix
2.C.
A more complete analysis on all 9 test problems, shown in Tables 2.4.3 and 2.2,
uses speedup to compare pairs of algorithms. The speedup SerrorA,B (t) is a ratio of
how long it takes algorithm B to achieve the same performance that algorithm A
achieved after t seconds of computation time; SerrorA,B (t) > 1 means algorithm A is
faster and SerrorA,B (t) < 1 means algorithm B is faster.
Figure 2.3 provides an intuitive explanation of speedup, and a rigorous defini-
tion is in Appendix 2.D. This is a sketch of a progress plot like those in Figure
2.2, except the x-axis is computation time. The y-axis is error, which can be the
estimated or L2 error. At time t0 the performances are not statistically different so,
calling the two algorithms solid and dashed, Serrorsolid,dashed(t0) = S
error
dashed,solid(t0) = 1.
The earliest time the performance of solid is not statistically different from the per-
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Figure 2.3: Visual explanation of speedup comparison SerrorA,B (t). S
error
solid,dashed(t0) =
Serrordashed,solid(t0) = 1 (algorithms same), S
error
dashed,solid(t1) = t2/t1 > 1 (dashed is bet-
ter), Serrorsolid,dashed(t2) = t1/t2 < 1 (solid is worse)
formance of dashed at time t1 is at time t2. Therefore, S
error
dashed,solid(t1) = t2/t1 > 1,
which indicates that solid requires more time to achieve a similar performance
to the performance achieved by dashed at time t1. Conversely S
error
solid,dashed(t2) =
t1/t2 < 1, which indicates that dashed requires less time to achieve a similar
performance to the performance achieved by solid at time t2.
The speedups presented in Table 2.4.3 compare fitting algorithms
Fit(ES,C2, C3, 1) to Fit(ES,C2, UAO, 1) and show that UAO is almost always
faster than the other algorithms. The speedup is calculated using the validation
error (left three columns) when C2=VSM and the test error when C2=TSM. The
speedups presented in Table 2.2 compare fitting algorithms Fit(ES, V SM,C3, 1)
to Fit(ES, TSM,C3, 1) and show that it is always better to use the Validation
Set Method C2=VSM. The speedup is calculated using the L2 error.
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2.5 Test Problems
The impact of using different FFNN1 training methods to approximate the future
value function are compared on two hydropower problems and an inventory prob-
lem. To help examine if the impact is a function of the number of state space
dimensions there is a hydropower problem with 4 state dimensions, a hydropower
problem with 12 state dimensions, and an inventory problem with 15 state dimen-
sions.
2.5.1 4D Hydropower
This test problem has four state space dimensions and is presented in Section 6 of
[22], Equations (9) through (11). The discretized stochastic formulation is used,
where each of the two independent lognormal inflows are replaced with a discrete
three-sample approximation.
2.5.2 12D Hydropower
This test problem has twelve state space dimensions and is representative of a large
hydropower system. The objective is to determine how much water to release from
the reservoirs (hydropower units) in the network shown in Figure 4.1. The index
used to reference each reservoir is shown inside the reservoir symbol. The gray
reservoirs have a storage capcity, and the white reservoirs are ‘run of river’ which
are used to represent time delays and so have no storage. It takes six time steps for
water to travel from reservoir 3 to 6, so the problem is formulated with a horizon
of 8 time steps to ensure water traverses the whole reservoir system. Note that in
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this Subsection subscripts denote elements of a vector.
State Space and Decision Variables
The 12-dimensional state space S represents the total amount of water in each
reservoir at the beginning of time step k, with ski the amount of water in reservoir
i at stage k. The six decision variables Rki , i = 1, ..., 6 are the total amount of
water to release from reservoirs 1 through 6 and are constrained by
0 ≤ Rki ≤ ski , i = 1, ..., 6. (2.12)
Inflows
The inflows into reservoirs 1, 2 and 3 are mutually independent and time indepen-
dent. The stochastic inflows are discretized approximations of a lognormal distri-
bution with means µ1 = 2, µ2 = 3, µ3 = 4 and variances σ
2
1 = 1
2, σ22 = 1.5
2, σ23 = 2
2.
The approximations are created by assigning probabilities of 1/6, 2/3, and 1/6 to
the 5th, 50th, and 95th percentiles. The expectation over these inflows is computed
with the 33 = 27 discrete samples.
State Dynamics
The six storage reservoirs 1 through 6 have a maximum capacity Wi=1,...,6 =
(10, 15, 20, 20, 16, 27). Using the same model as in [7], a floodway is used to spill
water that exceeds this capacity. Let Upstreami ⊂ {1, 2, ..., 12} be the set of reser-
voirs that release water immediately upstream of reservoir i. For i ∈ {1, 2, 3} let
qki be the stochastic inflow into reservoir i, and otherwise set q
k
i = 0. The state
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Figure 2.4: Reservoir network diagram. Numbers indicate the reservoir number.
Gray reservoirs have water capacity and white reservoirs are run-of-the-river. Wa-
ter enters the system through reservoirs 1, 2, and 3.
dynamics equation is
sk+1i = min
{
ski + q
k
i −Rki +
∑
j∈Upstreami
Rkj ,Wi
}
. (2.13)
Cost Function
The cost function depends on the stage, thereby making this a nonstationary
problem. The terminal value function is
CT (s) =
6∑
i=1
(ski − Wˆi)2 (2.14)
with Wˆ = (5, 10, 10, 15, 12, 20). This cost represents a penalty term for deviations
from a target water volume level of Wˆ in the storage reservoirs. The stage cost
Ck(Rk) =
6∑
i=1
wi
(
αkQ(max{0, Rki−Rˆi})+βkQ(max{0, Rˆki−Ri})
)
−
6∑
i=1
wi log(R
k
i +1)
(2.15)
is the sum of a penalty for not releasing a target amount of water (first summation)
and a benefit for releasing more to produce hydropower (second summation). The
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penalty is given by a smoothed ‘V’ shape
Q(z) =

0 if z ≤ 0
z3
4
− z4
16
if 0 < z ≤ 2
z − 1 if z ≥ 2
(2.16)
The target releases are Rˆ = (2, 3, 4, 5, 4, 9). The weights w = (1, 1, 1, 1.2, 1.2, 1.4),
cost of over-production α = (1, 2, 3, 4, 4, 4, 4, 4), and cost of under-production β =
(1, 1, 1, 1, 2, 3, 4, 4) are stage dependent. The benefit function uses the same weights
wi as previously.
2.5.3 15D Inventory
This is a common inventory test problem that has been used multiple times to
evaluate an ADP solution. For a full description, see [13]. We use a variation
with 5 inventory products, resulting in a state space with 15 dimensions, and use
a finite horizon formulation with 4 stages.
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2.6 Comparing FFNN1 Fitting Algorithms on ADP Test
Problems
Based on the background presented in Section 2.3 and the results in Section 2.4
four fitting algorithms are tested on the three test control problems. These are:
Fitting via UAO (FUA), Fit(ES, V SM,UAO, 1)
This method is the result of analysis in Section 2.4. There, results showed Early
Stopping (ES) with the Validation Set Method (VSM) and Unimodal Approxima-
tion Optimization (UAO) hyperparameter optimization algorithm outperformed
other combinations. FUA uses an ensemble of C4 = 1 (i.e. the single trained
FFNN1 with the smallest estimated error). The UAO algorithm uses hyperparam-
eters I = 1 and ε = 10−3, the candidate number of hidden nodes UAO searches
over is H = {1, ..., 100} (Equation (2.6)), and Kinit = 11 FFNN1s are trained in
the initialization phase with h = 1, 10, 20, ..., 100 hidden nodes, and terminates
after 40 FFNN1s are trained.
Ensemble FUA (EFUA), Fit(ES, V SM,UAO, 5)
The EFUA algorithm runs the FUA algorithm, but upon termination the 5 best
FFNN1s that have been trained are selected. The value function is then the mean
of these FFNN1s.
Fitting with Bayesian Regularization (FBR), Fit(BR, none, none, 1)
Training a single FFNN1 with Bayesian Regularization (BR) takes considerably
more computation time than when using ES, so only a single FFNN1 is trained in
this fitting algorithm.
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Adaptive Value Function Approximation (AVFA), Fit(ES, TSM,AV FA, 1)
The AVFA algorithm was previously developed specifically for fitting FFNN1s in
ADP, and it is used as a direct comparison [16]. AVFA is an iterative algorithm
that finds both the number of state space samples L and the number of hidden
nodes by training multiple FFNN1s and iteratively increasing both until the test set
error falls below the preset target error. In [16] the AVFA algorithm was modified
so that it instead terminates when the number of samples reached a target number
in order to compare it to other algorithms that use a fixed number of samples.
The same approach is used here. Note that the AVFA fitting method uses Early
Stopping, the Test Set Method, and an ensemble of 1.
The two criteria used to evaluate a control problem solution are the computa-
tion time required to obtain the solution and its resulting performance. In order
to perform a fair comparison of computation time all tests are run on the same
hardware. The performance of the solution is measured with the mean expected
cost. The expected cost C of starting in state s1 and using the resulting solution
policies pi1, ..., piT−1 obtained by applying the ADP algorithm (Equation (2.1)) is
C(s1, pi1, ..., piT−1) = E
ω1,..,ωT−1
[ T−1∑
k=1
ck(sk, pik(sk), ωk) + cT (sT ) :
sk+1 = g(sk, pi(sk), ωk)
]
,
(2.17)
and the mean expected cost (MEC) C¯ is the mean cost over the entire state space
C¯(pi0, ..., piT−1) =
1∫
s∈S1 ds
∫
s∈S1
C(s, pi0, ..., piT−1)ds. (2.18)
This integral can be approximated by selecting M initial states s1i and random vari-
able sample sequences ω1i , ..., ω
T−1
i for i = 1, ...,M . The MEC can be approximated
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by
C¯ ′(pi0, ..., piT−1) ≈ 1
M
M∑
i=1
T−1∑
k=0
ck(ski , pi
k(ski ), ω
k
i ) + c
T (sTi ), (2.19)
and the variance of this estimate is
σ2(C¯ ′) =
1
M
var
({ T−1∑
k=0
ck(ski , a
k(ski ), ω
k
i ) + c
T (sTi )
}M
i=1
)
, (2.20)
where again var is the unbiased sample variance. The run time and MEC per-
formance are inversely related: by evaluating more samples L to include in the
dataset D the computation time increases but, because the FFNN1 should have a
smaller generalization error, the MEC will likely decrease.
The Statistical Accuracy Analysis (SAA) and the Computation and Accuracy
Analysis (CAA) assessments are designed to analyze this trade-off. These analyses
are similar to those in [16], and are applied to the following data. For each test
problem, each of the four FFNN1 fitting methods are used to approximate the
value function with an FFNN1. For each test problem and fitting method, three
values for the number of state space samples L are tested, the same as in Section
2.4. The MEC C¯ ′ in Equation (2.19) and error estimate σ2(C¯ ′) in Equation (2.20)
are then calculated. This process is repeated for five trials. Altogether, there are
three control problems, four fitting methods, three values for L, and five trials,
resulting in 180 runs of the ADP algorithm.
The Computation and Accuracy Analysis consists of plotting the trade-off
between the runtime on the x-axis and the MEC performance on the y-axis, as seen
in plots (a), (b) and (c) in Figure 2.5. The markers are represented by both color
and shape, where markers of the same color use the same FFNN1 fitting algorithm
and markers of the same shape use the same number of state space samples L. The
y-coordinate is the mean of the five trials’ MEC C¯ ′, each as calculated in Equation
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(2.19). Error bars show the variance over the five trials, although the variance in
computation time results in error bars that are smaller than the markers. The trial
results are shown in Appendix 2.E. Because the two goals are small runtimes and
small MEC the test cases which are non-dominated, meaning there is no other test
case that has both a smaller runtime and more negative cost, are Pareto optimal.
The set of all the Pareto optimal test cases form the Pareto front and outperform
others. Three main observations can be made from these CAA figures:
(a) 4D Hydropower CAA plot (b) 12D Hydropower CAA plot
(c) 15D Inventory CAA plot (d) 12D Hydropower computation time
Figure 2.5: Computation and Accuracy Analysis in plots (a)-(c). Some BR data
points have MEC values too large (bad) to fit on the plot. Plot (d) shows compu-
tation time of the 12D Hydropower problem. Black bars are training time, white
bars are time to evaluate state space samples, and bar height is total time.
• The FUA algorithm always yielded means over five trials, shown as the blue
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markers, that are on the Pareto front in the 12D Reservoir problem and
the 15D Inventory problem. This means that when compared on a runtime
budget FUA yielded a better MEC than the other FFNN1 fitting algorithms.
In the 4D Reservoir problem the other fitting algorithms are either on or are
much closer to the Pareto front. This may imply that as the state space
dimension becomes larger, e.g. 12 or 15 instead of only 4, the FFNN1 fitting
method will have a larger impact on the performance.
• The BR method in green does not perform as well as the other FFNN1
fitting methods. In all three test problems when the smallest number of
state space samples is used most of the BR data points have an MEC that
is too large to be seen in the plots. With more state space samples BR does
have comparable performance.
• As expected, the ensemble EFUA method in black often has a more negative
(better) MEC than other fitting algorithms for a given number of state space
samples L, but the significantly increased computation time means EFUA
ends up not always being near the Pareto front, i.e. other methods can yield
equal performance in less time.
Plot (d) in Figure (2.5) shows the computation time breakdown of the 12D
Hydropower problem. The black bars are the time spent on training FFNN1s and
the white bars are the time to evaluate the future value function; the total bar
height is the total computation time. The errorbars show the variance over the
five trials. The analogous plots for the 4D Hydropower and 15D Inventory problem
are in Appendix 2.F. The three test cases FBR-750, FBR-1500, and FBR-3000
(i.e. using the FBR fitting algorithm with L = 750, 1500 and 3000 samples) show
that it takes significantly longer to train a single FFNN1 (black bars) using BR
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than training many FFNN1s using ES (used in FUA, EFUA, and AVFA). Also, the
ensemble method EFUA takes more computation time than FUA because solving
the optimization problem in Equation (2.1) requires evaluating the value function
approximation (white bars) many times and it is more expensive to calculate the
mean of five FFNN1s for the ensemble as opposed to evaluating a single FFNN1.
The Statistical Accuracy Analysis analyzes the MEC results from each
combination of fitting algorithm and selection of L, which will be called ‘test cases.’
For every pair of test cases, SAA takes the corresponding two sets of five MEC
values and tests the null hypothesis that the mean values are the same. Figure 2.6
shows which tests cases are statistically different at the 5% confidence level. An ‘X’
indicates the test case at the top of the column statistically outperforms the test
case at the left of the row, an ‘O’ is the reverse, and an empty box means there is no
statistically significant difference. The thick gray lines, which form a 3-by-3 grid,
divide the test cases by the number of state space samples L. This helps to show
the expected result that increasing L significantly improves the performance of all
four fitting algorithms, as evidenced by the large number of X’s in the upper-right
corner.
The most important results in each plot are shown in the three 2-by-2 boxes
outlined in thick black lines. For a fixed number of state space samples L, these
boxes compare the FUA and EFUA algorithms, labeled on the left-hand side of the
rows, to the FBR and AVFA algorithms, labeled on the top of the columns. These
boxes contain either empty squares or circles, which indicates that for a fixed L
the FUA and EFUA fitting methods always outperform or are not statistically
different from the FBR and AVFA FFNN1 fitting methods.
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(a) 4D Reservoir (b) 12D Reservoir
(c) 15D Inventory
Figure 2.6: Statistical Accuracy Analysis. An ‘X’ indicates the column test case
statistically outperforms the row test case at the 5% level, an ‘O’ is the reverse,
and an empty square indicates no statistical difference.
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2.7 Conclusions
We developed a new ADP method called Fitting via Unimodal Approximation
Optimization, or FUA, that we showed outperforms other methods. The FUA
algorithm is applicable to general stochastic dynamic programming applications
and is not limited to hydropower problems.
FUA trains multiple FFNN1s and optimizes the number of hidden nodes via
the Unimodal Approximation Optimization (UAO) algorithm we developed. It
was demonstrated that UAO outperforms other optimization algorithms including
Bayesian Optimization on fitting the number of hidden nodes. Although in this
work UAO was only numerically applied to the problem of optimizing the single
FFNN1 hyperparameter, it could be applied to optimizing the multiple hyperpa-
rameters of more general FFNNs. Significantly, we proved UAO converges almost
surely to the optimal solution when the noisy objective function is unimodal.
We developed the Statistical Accuracy Analysis (SAA) and Computation and
Accuracy Analysis (CAA) tests to compare the relative accuracy and computa-
tional efficiency of stochastic dynamic programming solutions calculated using dif-
ferent algorithms. FUA was numerically compared against three other FFNN1
training algorithms based on the impact on the implementation of the ADP con-
trol policy to a 4-dimensional hydropower reservoir problem, a 12-dimensional
hydropower reservoir problem, and a 15-dimensional inventory problem. Results
from both SAA and CAA showed that using FUA to approximate the value func-
tion yielded more accurate control solutions in less computation time.
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2.A FFNN1 Training Error Distribution Plots
In the beginning of Section 2.4 it was described how each of the nine test problems
CP -L combined with either of the two error estimation methods yields a total of
18 hyperparamter test problems. Only four of these plots were shown in the text
in Figure 2.1. All 18 are presented here.
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(a) test problem 4D-16, Component C2=TSM (b) test problem 4D-16, Component
C2=VSM
(c) test problem 4D-81, Component C2=TSM (d) test problem 4D-81, Component
C2=VSM
(e) test problem 4D-256, Component
C2=TSM
(f) test problem 4D-256, Component
C2=VSM
Figure 2.7: FFNN1 error distributions in 4D Hydropower problem. The solid
lines show the 95% confidence interval of the estimated mean on the domain
H = {1, 2, ..., 100}, and the dashed line shows the mean. The boxplots show
the distribution on domain H = {1, 5, 10, ..., 100}.
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(a) test problem 12D-750, Component
C2=TSM
(b) test problem 12D-750, Component
C2=VSM
(c) test problem 12D-1500, Component
C2=TSM
(d) test problem 12D-1500, Component
C2=VSM
(e) test problem 12D-3000, Component
C2=TSM
(f) test problem 12D-3000, Component
C2=VSM
Figure 2.8: FFNN1 error distributions in 12D Hydropower problem. The solid
lines show the 95% confidence interval of the estimated mean on the domain
H = {1, 2, ..., 100}, and the dashed line shows the mean. The boxplots show
the distribution on domain H = {1, 5, 10, ..., 100}.
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(a) test problem 15D-750, Component
C2=TSM
(b) test problem 15D-750, Component
C2=VSM
(c) test problem 15D-1500, Component
C2=TSM
(d) test problem 15D-1500, Component
C2=VSM
(e) test problem 15D-3000, Component
C2=TSM
(f) test problem 15D-3000, Component
C2=VSM
Figure 2.9: FFNN1 error distributions in 15D Inventory problem. The solid
lines show the 95% confidence interval of the estimated mean on the domain
H = {1, 2, ..., 100}, and the dashed line shows the mean. The boxplots show
the distribution on domain H = {1, 5, 10, ..., 100}.
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2.B Theoretical Properties of the Unimodal Approxima-
tion Optimization Algorithm
There are three results presented in Section 2.4.2 that require proofs.
2.B.1 Proof of Lemma 1
The first result is Lemma 1, and its proof makes use of Lemma 2.
Lemma 2. Let H be a d-dimensional finite grid and select H ∈ H with the cor-
responding unimodal partial order H . Suppose for subset B ⊆ H a function
z : B → R satisfies z(i) ≤ z(j) if i H j for i, j ∈ B. Define s = min{z(i) : i ∈ B}
and define the function z′ : H → R by
z′(i) =

z(i) if i ∈ B
max{s} ∪ {z(l) : l ∈ B, l H i} i ∈ H\B
Then for all i, j ∈ H the relation i H j implies z′(i) ≤ z′(j), i.e. z′ is a unimodal
function on H with minimum H.
Proof. Select i, j ∈ H. First, if i, j ∈ B and i H j then z′(i) = z(i) ≤ z(j) = z′(j).
Second, if i ∈ B, j 6∈ B and i H j then z′(i) = z(i) ∈ {z(l) : l ∈ B, l H j} ⇒
z′(i) ≤ z′(j). Third, suppose i ∈ B, j 6∈ B, and j H i but z′(j) > z′(i). If
{z(l) : l ∈ B, l H j} 6= ∅ then ∃l such that l ∈ B, l H j, and z(l) > z(i),
but l H j H i ⇒ l H i which, because i, l ∈ B, yields the contradiction that
z′(j) = z(l) ≤ z(i) = z′(i); and, if {z(l) : l ∈ B, l H j} = ∅ then z′(j) = s =
min{z(l) : l ∈ B} ≤ z(i) = z′(i) which contradicts the supposition. Finally, if
i, j 6∈ B and i H j then {l H i : l ∈ B} ⊆ {l H j : l ∈ B} ⇒ z′(i) ≤ z′(j).
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The restatement and proof of Lemma 1 is now as follows:
Lemma 1. Select k and h,H ∈ H such that at the kth iteration of Algorithm
1 nk(h) = nk(H) = 0, and let h and H be the unimodal partial orders with
minimum h and H (Definition 3). If i h j iff i H j for all i, j ∈ H such that
nk(i) > 0 and nk(j) > 0, then U(h, µk, σk) = U(H,µk, σk).
Proof. Let z1 be a unimodal function on H with minimum h such that∑
i∈H σ
k(i)(z1(i) − µˆk(i))2 = U(h, µˆk, σk). Use Lemma 2 with B = {i ∈ H :
nk(i) > 0}, unimodal partial order H , and function z1 : B → R to obtain the
unimodal function z′ as defined in the lemma, so that z′ is a unimodal function
with minimum H that satisfies z′(i) = z1(i) for i ∈ B. Therefore, since
∑
i∈H
σk(i)(z1(i)− µk(i))2 =
∑
i∈B
σk(i)(z1(i)− µk(i))2 =
∑
i∈B
σk(i)(z′(i)− µk(i))2 =
∑
i∈H
σk(i)(z′(i)− µk(i))2
this shows that U(h, µk, σk) ≥ U(H,µk, σk). Since the reverse inequality is true by
analogous reasoning this shows that U(h, µk, σk) = U(H,µk, σk).
2.B.2 Proof of Bounded θ
The second result stated in Section 2.4.2 is that the trained parameter values of θ
are bounded when an FFNN1 is trained with the Levenberg-Marquardt algorithm.
The formal statement and proof are as follows.
Lemma 3. Suppose the Levenberg-Marquardt algorithm is used to train the FFNN1
using a sum of squared errors objective function on training data {(si, yi)}Li=1,
si ∈ R1Xn, yi ∈ R. The output of an FFNN1 F with h hidden nodes and parameters
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θ is F (si; θ, h) ∈ R. In the Levenberg-Marquard algorithm the parameter values θk
at the kth iteration are updated by
θk+1 = θk − [JT (θk)J(θk) + µkI]−1JT (θk)v(θk), (2.21)
where vi(θ
k) = yi − F (si; θk, h); J(θk)i,j = ∂v(θk)i∂θkj is the partial derivative of vi(θ
k)
with respect to the jth parameter in θk, denoted θkj ; µ > 0; and at the k
th iteration
µk ≥ µ0
(δ)k
for some δ > 1. Also, suppose F is twice differentiable.
If ∃C0 > 0 such that ||θ0||2 ≤ C0 then for each k there exists some Ck such
that ||θk||2 ≤ Ck.
Proof. Suppose ||θk||2 ≤ Ck. First, note that JT (θk)J(θk) is positive semidefinite
with eigenvalues λ1 ≥ · · · ≥ λn ≥ 0, and so JT (θk)J(θk) + µkI is positive definite
with smallest eigenvalue λn + µ
k > 0. Then
||[JT (θk)J(θk) + µkI]−1||2 = 1
λn + µk
≤ 1
µk
.
Next, because F is twice differentiable the sum of squared errors vT (θ)v(θ) is
also twice differentiable everywhere with respect to θ. This means there is some
maximum gradient 2JT (θ)v(θ) over the set of all ||θ||2 ≤ Ck. So, there exists some
C¯k such that ||JT (θk)v(θk)||2 ≤ C¯k. Therefore,
||θk+1||2 = ||θk − [JT (θk)J(θk) + µkI]−1JT (θk)v(θk)||2
≤ Ck + C¯k 1
µk
≤ Ck + C¯k (δ)
k
µ0
.
The result then follows from induction.
The assumption that the initial parameter values θ0 are bounded is true be-
cause in the MATLAB implementation the default Nguyen-Widrow initialization
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method is used [27, 28]. Also, the MATLAB implementation Levenberg-Marquardt
algorithm enforces a maximum number of allowed iterations.
2.B.3 Proof of Convergence Theorem
Theorem 1. Set I ≥ 1 and ε > 0 in the UAO algorithm (Algorithm 1). Select
a d-dimensional finite grid H, and for each h ∈ H let Xh be a random variable
with mean µ(h) = E(Xh) and compact support. Assume the function µ : H → R
is strictly unimodal with unique minimum h∗.
Let U1,U2, ... be the infinite sequence of random elements with probability measure
P such that at the kth iteration of the while loop (line 5 of Algorithm 1) P (Uk = U)
is the probability that the solution in Equation (2.11) is U ∈ 2H\∅ conditioned on
the initial data in Line 3 of the UAO algorithm. Then
P ( lim
k→∞
Uk = {h∗}) = 1,
i.e. the UAO algorithm converges almost surely to the unique global minimum.
Proof. Definitions
The UAO is first slightly rewritten in order to rigorously express the functions
µk, σk, nk, 1k, Uk, and Uk as random variables.
In each iteration of the while loop three random variables are sampled. In
Line 7 an element h˜ is randomly chosen from a subset of U(µk, σk), which can be
simulated by randomly selecting an ordered permutation of H and selecting the
first element in the permutation that is also in the given subset of U(µk, σk). In
Line 8 an element h is randomly chosen from the set {i ∈ H : ||i − h˜||1 ≤ I},
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which can also be simulated using the same permutation trick. In Line 9 the
random variable Xh is sampled. Let Y be the random element describing the
probability of selecting two permutations from the set of permutations Q(H) of
H and obtaining samples of Xi for each i ∈ H. Specifically, letting (Ω′,F ′, P ′) be
a probability space then Y is a random element Y : Ω′ → Q(H) × Q(H) × R|H|.
With PQ(A) = |A|/|Q(H)| for A ⊆ Q(H) the probability of selecting a set of
permutations A and Pi(r) the probability that Xi < r, the probability measure P ′
is defined as
P ′ = PQ × PQ
∏
i∈H
×Pi. (2.22)
From Kolmogorov’s Extension Theorem there is a unique probability space
(Ω,F , P ) of the infinite sequence of iid random vectors Y 1, Y 2, ....
Given this sequence Y 1, Y 2, ... the algorithm can be slightly rewritten. At
iteration k of the while loop, replace lines 6 through 9 with
6: Get sample yi = (q1, q2, x˜
k(h1), ..., x˜
k(h|A|)) drawn from Y k.
7: Order the set argmax
h∈U(µk,σk)
{
min
i∈Hk1
||h− i||1
}
according to q1, set h˜ to first vertex
8: Order the set {i : i ∈ H, ||h˜− i||1 ≤ I} according to q2, set v to first vertex
9: Set the sample xk(h) to x˜k(h).
Sequences of measurable functions fk mapping from Y 1, ..., Y k to a measurable
space are now defined. For ω ∈ Ω each function fk(ω) is calculated by setting
yi = Y i(ω) in Line 6, iterating the while loop in the modified algorithm above
k −K times, and then setting fk to the value of some variable that is defined in
the UAO algorithm. Because all of the functions in the algorithm are measurable
fk is a sequence of random elements on probability space (Ω,F , P ). According to
this procedure define µkh, σ
k
h, n
k
h, 1
k
h, U
k
h , and Uk to be the values of µk(h), σk(h),
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nk(h), 1k(h), Uk(h, µk, σk), and U(µk, σk), respectively.
There are three final definitions. Because it is assumed that Xh has compact
support for each h ∈ H, define BLh and BUh such that P (Xh < BLh ) = P (Xh >
BUh ) = 0. Also, define
∆ = min{µ(j)− µ(i) : i, j ∈ H, i h∗ j}, (2.23)
and because it is assumed that µ is strictly unimodal ∆ > 0. Finally, select any
δ ∈ (0, 1).
Objective
To prove that
P
({ω ∈ Ω : lim
n→∞
Uk(ω) = {h∗}}) = 1 (2.24)
we prove the equivalent statement that [29]
lim
m→∞
P ({ω ∈ Ω : Uk(ω) = {h∗}∀n ≥ m}) = 1. (2.25)
The proof shows that for a selected δ ∈ (0, 1) there exists some M and Ω′ ∈ F
such that P (Ω′) > δ and that Uk(ω) = {h∗} for all n ≥M for every ω ∈ Ω′.
Part I
By the Strong Law of Large Numbers there is some Ω1 ∈ F and M1 such that 1)
P (Ω1) ≥ δ+12 ; 2) for all h ∈ H and ω ∈ Ω1 if nkh(ω) ≥ M (i.e. h has been selected
in Line 8 at least M times) then
|µkh(ω)− µ(h)| <
1
2
∆; (2.26)
58
and 3) BLh ≤ µkh(ω) ≤ BUh for all ω ∈ Ω1 and for all k. Define
C =
∑
h∈H
max(1,
M1
ε
)(BUh −BLh )2, (2.27)
and we’ll show Ukh∗(ω) ≤ C for all k and all ω ∈ Ω1.
First, select ω ∈ Ω1 and any k. Define T = {h ∈ H : nkh(ω) ≥ M1}. Also,
observe that by definition σkv (ω) ≤ max(1, n
k
h(ω)
ε
) regardless of nkh(ω).
If |T | = 0, set z(v) = µ(v). Then z is a unimodal function with minimum h∗
and
∑
h∈H
σkh(ω)(z(h)− µkh(ω))2 =
∑
h∈H:nkh(ω)>0
σkh(ω)(z(h)− µkh(ω))2 ≤ (2.28)
≤
∑
h∈H:nkh(ω)>0
max(1,
nkh(ω)
ε
)(z(h)− µkh(ω))2 ≤ C. (2.29)
The last inequality is true because if nkh(ω) > 0 then B
L
h ≤ µkh(ω) ≤ BUh ⇒
(z(h)− µkh(ω))2 ≤ (BUh −BLh )2.
Next, if |T | > 0 and h∗ ∈ T use Lemma 2 with B = T , z(i) = µki (ω), i ∈ T and
minimum h∗ to obtain function z′ that is unimodal with minimum h∗ satisfying
z′(i) = µki (ω), i ∈ T . The weighted sum of squares of z′ is bounded by∑
h∈H
σkh(ω)(z
′(h)− µkh(ω))2 =
∑
h∈H\T :nkh(ω)>0
σkh(ω)(z
′(h)− µkh(ω))2 ≤ C. (2.30)
Finally, if |T | > 0 but h∗ 6∈ T , then use Lemma 2 with B = T ∪ {h∗}, z(i) =
µki (ω), i ∈ B and minimum h∗ to obtain a function z′ that is unimodal function
with minimum h∗ satisfying z′(i) = µki (ω), i ∈ T ∪ {h∗}, and again the weighted
sum of squares is bounded by C.
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Altogether, this shows that there exists a unimodal function z with minimum
h∗ such that
∑
h∈H σ
k
h(ω)(z(h)− µkh(ω))2 ≤ C, i.e. Ukh∗(ω) ≤ C.
Part II
Let B = maxh∈HBUh −BLh and define
M2 = C
(4ε+B2)2
2ε∆2
+ 1. (2.31)
Also define the sets Hh = {i ∈ H : ||i−h||1 ≤ I}. Select any h˜ ∈ H. By the Strong
Law of Large Numbers there is some Ωh˜ and M2(h˜) such that 1) P (Ωh˜) ≥ δ−12|H| + 1;
and 2) for any ω ∈ Ωh˜ if there are M2(h˜) distinct iterations k1 < k2 < · · · < kM2(h˜)
such that h˜ is selected in Line 7 then
|µki (ω)− µ(i)| <
1
4
∆ (2.32)
and
nki (ω) > M2 (2.33)
for each i ∈ Hh˜ and for all k ≥ kM2(h˜).
Select any ω ∈ Ωh˜ and select J 6= H ∈ Hh˜ such that µ(J) < µ(H). Such
a J and H exist because µ is strictly unimodal: because the domain H is a d-
dimensional finite grid ∃i ∈ Hh˜ such that either i h∗ h˜ or h˜ h∗ i which implies
either µ(i) < µ(h˜) or µ(h˜) < µ(i). Let z : H → R be any function such that
z(J) ≥ z(H). If at iteration k, h˜ has been selected in Line 7 at least M2(h˜) times
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then
∑
h∈H
σkh(ω)(z(h)− µkh(ω))2 (2.34)
≥
∑
h∈{J,H}
σkh(ω)(z(h)− µkh(ω))2 (2.35)
≥ σ
k
J(ω)σ
k
H(ω)
σkJ(ω) + σ
k
H(ω)
(µkJ(ω)− µkH(ω))2 (2.36)
The last line follows from solving
min
z(J),z(H)
σjJ(ω)(z(J)− µkJ(ω))2 + σkH(ω)(z(H)− µkH(ω))2
s.t. z(J) ≥ z(H)
(2.37)
with µkJ(ω) < µ
k
H(ω) (because of the condition in Equation (2.32)), which has a
solution at
z(J) = z(H) =
σkJ(ω)µ
k
J(ω) + σ
k
H(ω)µ
k
H(ω)
σkJ(ω) + σ
k
H(ω)
. (2.38)
To continue this inequality chain, notice that the inequality var({xih : 1ih =
1, i = 1, ..., k}) ≤ B2
4
holds for h = J,H because BLh ≤ xih ≤ BUh for i = 1, ..., k if
1
i
h = 1. So by definition of σ
k
h there is a lower bound of
σkh(ω) ≥
nkh(ω)
ε+ B
2
4
(2.39)
for v = J,H. Since nkh(ω) > M2 > 1 (from the condition in Equation (2.33)) for
v = J,H, by definition of σkh there is an upper bound σ
k
h(ω) ≤ n
k
h(ω)
ε
. Continuing
the inequalities in Equation (2.36) the weighted sum of squared errors is then
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bounded below by
∑
h∈H
σkh(ω)(z(h)− xkh(ω))2 (2.40)
≥ σ
k
J(ω)σ
k
H(ω)
σkJ(ω) + σ
k
H(ω)
(µkJ(ω)− µkH(ω))2 (2.41)
≥
nkJ (ω)n
k
H(ω)
(ε+B2/4)2
nkJ (ω)
ε
+
nkH(ω)
ε
(µkJ(ω)− µkH(ω))2 (2.42)
=
ε
(ε+B2/4)2
nkJ(ω)n
k
K(ω)
nkJ(ω) + n
k
K(ω)
(µkJ(ω)− µkK(ω))2 (2.43)
≥ ε
(ε+B2/4)2
M2M2
M2 +M2
(µkJ(ω)− µkK(ω))2 (2.44)
≥ ε
(ε+B2/4)2
M2M2
M2 +M2
(∆
2
)2
(2.45)
= M2
2ε∆2
(4ε+B2)2
> C (2.46)
Altogether it has been shown that for all ω ∈ Ω2 if 1) J 6= H ∈ Hh˜ such that
µ(J) < µ(H); 2) z : H → R is any function such that z(J) ≥ z(H); and 3) h˜ has
been selected in Line 7 at least M2(h˜) times, then
∑
h∈H
σkh(ω)(z(h)− µkh(ω))2 > C. (2.47)
This implies two results.
First, suppose h˜ 6= h∗. Because H is a d-dimensional finite grid there exists
some J ∈ Hh˜ such that J h∗ h˜. So, selecting H = h˜ it is true that µ(J) < µ(H).
Letting z be a unimodal function with minimum h˜ the inequality z(J) ≥ z(H)
holds. This shows that if h˜ 6= h∗ is selected at least M2(h˜) times then Ukh˜ (ω) > C.
Second, suppose h˜ = h∗ and select any i ∈ H such that i 6= h∗. Let z be a
unimodal function with minimum i. So, if z is a unimodal function with minimum
i then z(i) ≤ z(h∗), but, because µ is strictly unimodal the strict inequality µ(i) >
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µ(h∗) holds. This shows that if h˜ = h∗ is selected at least M2(h∗) times then
Uki (ω) > C for all i ∈ H with i 6= h∗.
Part III
Parts I and II are now combined to prove the result. In general, for any
Ωi ∈ F , i = 1, ...,m the probability of their intersection is bounded below by
P (∩i=1,...,mΩi) ≥
m∑
i=1
P (Ωi)− (m− 1). (2.48)
Let the intersection of the sets defined in the previous two Parts be Ω¯ = Ω1∩h∈HΩh.
The probability of Ω¯ is therefore at least
P (Ω1 ∩h∈H Ωh) ≥ δ + 1
2
+ |H|(δ − 1
2|H| + 1) + (|H|+ 1− 1) = δ. (2.49)
Set M = |H| ∗maxh∈HM2(h) and select any ω ∈ Ω¯. From Part I Ukh∗(ω) ≤ C
for all k. From Part II if at iteration k any h ∈ H\{h∗} is selected in line 7 at least
M2(h) times then U
k
h (ω) > C, and so h will not be selected in Line 7 again. By
the pigeon hole principle, h∗ must therefore be selected in Line 7 at least M2(h∗)
times by the M th iteration. Finally, combining this with the second result in Part
II shows that for k > M and for all ω ∈ Ω¯ that 1) Uki (ω) > C for all i ∈ H\{h∗}
and 2) Ukh∗(ω) ≤ C. That is, Uk = {h∗} for all k > M .
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2.C Progress Plots
All of the progress plots described in Section 2.4.3 are shown here.
(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.10: Progress plots comparing optimization algorithms applied to test
problem 4D-16.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.11: Progress plots comparing optimization algorithms applied to test
problem 4D-81.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.12: Progress plots comparing optimization algorithms applied to test
problem 4D-256.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.13: Progress plots comparing optimization algorithms applied to test
problem 12D-750.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.14: Progress plots comparing optimization algorithms applied to test
problem 12D-1500.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.15: Progress plots comparing optimization algorithms applied to test
problem 12D-3000.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.16: Progress plots comparing optimization algorithms applied to test
problem 15D-750.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.17: Progress plots comparing optimization algorithms applied to test
problem 15D-1500.
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(a) best test error (b) L2 error of FFNN1 with best test error
(c) best validation error (d) L2 error of FFNN1 with best validation er-
ror
Figure 2.18: Progress plots comparing optimization algorithms applied to test
problem 15D-3000.
72
2.D Speedup Definition
Suppose an optimization algorithm ALG is applied to a minimization problem
multiple times. After t seconds of computation time let the mean performance of
the algorithm, with respect to negatively oriented metric error (i.e. more negative
is better), over the multiple trials be µerrorALG (t). The performance of algorithm ALG1
can be compared to the performance of algorithm ALG2 by using a t-test at the
5% confidence level to compute
worsterrorALG1,ALG2(t) = min{t′ ≥ 0 :fail to reject hypothesis
that µerrorALG1(t
′) ≤ µerrorALG2(t)}.
(2.50)
This represents the worst-case scenario in terms of how well ALG2 performs com-
pared to ALG1. If worsterrorALG1,ALG2(t) > t then there is sufficient evidence to state
that ALG2 yields a more negative (better) performance after t seconds than ALG1,
i.e. ALG2 outperformed ALG1. Conversely, define
besterrorALG1,ALG2(t) = min{t′ ≥ 0 : reject hypothesis that µerrorALG1(t′) ≥ µerrorALG2(t)},
(2.51)
which represents the best case for ALG2. If besterrorALG1,ALG2 < t then there is suf-
ficient evidence to state that ALG1 yields a more negative (better) performance
after t seconds than ALG2, i.e. ALG1 outperformed ALG2.
Notice that worsterrorALG1,ALG2(t) ≤ besterrorALG1,ALG2(t). The speedup SerrorALG1,ALG2
can then be defined as
SerrorALG1,ALG2(t) =

worsterrorALG1,ALG2(t)/t if worst
error
ALG1,ALG2(t) > t
or besterrorALG1,ALG2(t) < t
1 else
(2.52)
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In the second line there is neither sufficient evidence to state that ALG2 is better or
worse. From the definition if SerrorALG1,ALG2(t) > 1 then ALG2 is at least S
error
ALG1,ALG2(t)
times faster than ALG1 as measured at time t; if SerrorALG1,ALG2(t) < 1 then ALG2 is
no more than SerrorALG1,ALG2(t) times slower than ALG1.
74
2.E Computation and Accuracy Analysis Trials
The plots below show the Computation and Accuracy Analysis results. These
are the same as in Figure 2.5, except that here the results are also shown for the
individual trials. Markers are denoted by shape, color, and whether they are filled
or unfilled. Markers of the same color use the same FFNN1 fitting and markers of
the same shape use the same number of state space samples.
Individual trials are shown with unfilled markers. The y-axis value is the MEC
C¯ ′ in Equation (2.19). The error bars are given by σ2(C¯ ′) in Equation (2.20),
although they are often smaller than the marker size and cannot be seen. The
means over the five trials are shown with the filled markers.
Figure 2.19: Computation and Accuracy Analysis for the 4D Hydropower test
control problem.
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Figure 2.20: Computation and Accuracy Analysis for the 12D Hydropower test
control problem. Some BR data points have MEC values too large (bad) to fit on
the plot.
Figure 2.21: Computation and Accuracy Analysis for the 15D Inventory test con-
trol problem. Some BR data points have MEC values too large (bad) to fit on the
plot.
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2.F Computation Time Plots
In Section 2.6 the computation time breakdown was only shown for the 12D Hy-
dropower reservoir. The time results for all three test control problems are shown
here.
Figure 2.22: Computation time of the 4D Hydropower problem. Black bars are
training time, white bars are time to evaluate state space samples, and bar height
is total time.
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Figure 2.23: Computation time of the 12D Hydropower problem. Black bars are
training time, white bars are time to evaluate state space samples, and bar height
is total time.
Figure 2.24: Computation time of the 15D Inventory problem. Black bars are
training time, white bars are time to evaluate state space samples, and bar height
is total time.
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CHAPTER 3
GENERATING LONG-TERM WIND SCENARIOS CONDITIONED
ON SEQUENTIAL SHORT-TERM FORECASTS
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3.1 Abstract
The control of power systems with wind integration is often conditioned on the
most recent wind power forecasts, and their performance depends upon the wind
power outcome. These power systems can therefore be evaluated by simulating
them on a sequence of wind power forecasts and outcomes and then calculating
a performance metric. This Chapter develops the Long Term Generation (LTG)
method that generates synthetic long-term wind power outcome scenarios condi-
tioned on sequential short-term historical forecasts. These synthetic scenarios can
be used in the simulation process, and they can therefore help to better evalu-
ate a power system. Because the joint distribution of wind forecasts and wind
outcomes impacts power system performance, the Joint Distribution Comparison
(JDC) test is also developed to test the hypothesis that the joint distribution of
historical forecasts and synthetic scenarios is the same as the joint distribution of
historical forecasts and historical outcomes. The new LTG method is applied to a
dataset of historical wind forecasts and outcomes from Bonneville Power Admin-
istration, and the synthetic scenarios are evaluated with the JDC test.
3.2 Nomenclature
∆ wind forecasts extend ∆ time steps
ωt(j) for j = 1, 2, ..., synthetic wind scenario j of wind power occurring at time
step t
F ti for i ∈ {1, ...,∆}, random variable; point forecast of wind power that will occur
at time step t+ i from forecast that was generated at time t
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f ti for i ∈ {0, ...,∆}, historical sample from F t
F t multivariate random vector of forecasts F t = (F t1, ..., F
t
∆) generated at time
step t
f t historical forecasts vector, f t = (f t1, ..., f
t
∆)
P probability measure, P (W T1 , F T1 , ...W T2 , F T2)
Pˆ estimated approximation of P
W t random variable of wind outcome that occurs at time step t
wt historical wind outcome that occurred at time step t; sample from W t
T1, T2 long-term scenarios are generated from time step T1 to T2
T ′1, T
′
2 with T
′
1 ≤ T1 and T ′2 ≥ T2; use historical wind data from T ′1 to T ′2 to generate
long-term scenarios over time steps T1 to T2
X t,u random vector that is a function of wind forecasts; X t,u are predictor variables
of W t+u. e.g. with X t,u = F t+u−11 , we can estimate P (W
t
0|F t−11 ) with data
{(F t+u−11 ,W t+u0 )}u.
xt,u historical value of X t,u
3.3 Introduction
As wind and solar energy production has increased many techniques have been
developed to help determine the best ways to make use of these renewable energy
sources and integrate them into the power grid. For example, this includes unit
commitment problems where wind or solar power can be balanced with thermal
generators [34, 35], geothermal generators [19], pumped hydro storage [20], a com-
bination of controllable energy sources [33, 32], and batteries [18]. In this Chapter
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we develop techniques that can be used with wind or solar energy, but in the
remainder of the Chapter we will use a wind data set.
A crucial step in the development of these renewable energy power systems
is evaluating how well they perform. Evaluation can be performed through sim-
ulation, where a sequence of wind power forecasts and wind power outcomes is
first selected, the power system is simulated using this wind data sequence, and
a resulting performance metric is calculated, such as total profit. This evaluation
should use multiple wind data sequences in order to determine the distribution
of performances over possible wind outcomes. Additionally, long-term wind se-
quences should be used in order to evaluate the long-term performance, because
short-term performance estimates may be biased by initial conditions or may not
capture system dynamics that only appear over a long horizon.
Literature Review
There are three approaches for obtaining wind forecast and outcome time series
to use for power system simulation. The first approach is to use historical forecasts
and historical outcomes, which provides a single long-term wind data sequence.
This approach was used in [4] and [3], where the power systems were simulated
over two months and one year, respectively.
A second approach is to obtain a long-term sequence of wind outcomes and
then generate synthetic wind forecasts at each time step that are conditioned on
the outcomes. In [33] the WILMAR Scenario Tree Tool (STT) [5] was used to
generate forecast scenarios at every hour conditioned on a time series of hourly
wind data spanning one year, and a power system was simulated on this data.
STT generates these forecasts by using an ARMA model to generate a sequence
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of forecast errors. A power system was simulated over 91 days in [35] using a wind
data sequence that was generated using a similar process, as detailed in [13]. This
approach assumes the wind forecasts errors of forecasts generated at different time
steps are mutually independent, which may not be correct.
The third approach is to use a sequence of historical forecasts and then generate
synthetic wind outcomes conditioned on the forecasts. All existing methods follow-
ing this approach only generate short-term synthetic wind scenarios conditioned on
a single short-term wind forecast. Specifically, these methods generate wind sce-
narios over time steps t+ 1, ..., t+ ∆ conditioned on the single wind forecast that
was generated at time t and which predicts wind power at time steps t+1, ..., t+∆.
These short-term scenario generation methods, developed in [28, 22, 23], all follow
the same two-step approach of 1) estimating the marginal distribution of wind
power at each time step t + k for k = 1, ...,∆ conditioned on the point forecast
information, and then 2) estimating the full joint distribution from which scenar-
ios can be drawn. This approach will be referred to as the marginal-then-joint
algorithm.
A diverse set of techniques have been developed that can be used to accom-
plish the first step of the marginal-then-joint algorithm, which is estimating the
marginal distributions of wind power at a single time step conditioned on a point
forecast. Continuous parametric distributions have been examined such as the
Beta distribution [8], as well as mixed discrete-continuous distributions that com-
bined delta distributions with Laplace [31] and generalized logit-Normal [25] dis-
tributions. Quantile regression has been applied [10, 28] and compared to other
techniques like a local Gaussian model and a Nadaraya-Watson estimator [11]. A
time adaptive quantile regression model, which assumes the quantiles are slowly
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time varying, was found to improve results [24]. Similar to quantile regression are
interval estimators, where [27] partitions forecast conditions into different cases,
estimates probability intervals for each case, and uses fuzzy logic to combine the
intervals together. Empirical distributions were created by binning the forecasts
and sorting the historical data points according to bin [22]. A last class of meth-
ods is kernel density estimation [6, 21], and a more recent extension created a
time-adaptive kernel density estimation using the Nadaraya-Watson model [7].
In the second step of the marginal-then-joint algorithm, which is constructing
the joint distribution over multiple time steps of the individual marginal distribu-
tions, a Gaussian copula approach is used in all of [28, 22, 23]. In this approach
the marginal distributions are transformed into standard normal distributions, and
the joint distribution is uniquely specified by the multivariate normal covariance
matrix. In [28] a time-adaptive exponential-forgetting scheme is used that updates
the covariance matrix as more data arrives. Another approach uses an exponential
covariance function that is defined by a distance parameter [26], and a method
for estimating this parameter was later developed [22]. A last variation used the
dynamic conditional correlation model [23] that was developed in [9].
Long Term Generation Algorithm
This chapter develops the Long Term Generation (LTG) algorithm to generate
a long-term sequence of wind power outcomes conditioned on sequential short-term
forecasts. The benefit of the LTG algorithm over the second approach described in
the literature review is that historical wind forecasts can be used, thereby avoiding
the difficulty of generating a multivariate time series of forecasts. The benefit
over the third approach is that long-term sequences are generated, as opposed
to short-term sequences, so that a power system’s long-term performance can be
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estimated.
The LTG algorithm is a generalization of the marginal-then-joint algorithm.
Wind scenarios are generated over a long-term time horizon from time step T1 to
T2 using historical wind power outcome and forecast data that occurred between
time steps T ′1 ≤ T1 to T ′2 ≥ T2. The two steps of the marginal-then-joint approach
can be accomplished with any of the methods mentioned above, although in this
Chapter kernel density estimation is used to create the marginal distributions at
each time step t = T1, ..., T2 and the Gaussian copula approach creates the joint
distribution. Finally, an important characteristic of the LTG algorithm is that
it can handle cases where some of the historical forecast and outcome data are
missing, which is not uncommon in wind data sets.
Joint Distribution Comparison Test
The application of evaluating a power system’s performance also motivates
the Joint Distribution Comparison (JDC) test developed in this Chapter. It is
important to ensure that the wind scenarios are generated from the probability
distribution that is conditioned on all of the sequential short-term wind forecasts
because the performance of a power system depends on the sequence of both fore-
casts and outcomes. The developed JDC test is designed to test the hypothesis
that the wind scenarios are drawn from the same distribution conditioned on the
historical wind forecasts as the the historical wind outcome. This test is different
from existing scenario evaluation methods, including the Minimum Spanning Tree
rank histogram [36, 30] and Brier Scores [12, 30], which only compare the synthetic
wind scenarios to the historical wind without considering the forecast information.
This Chapter is organized as follows. Section 3.4 provides a description of the
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notation used throughout the Chapter. The new Long Term Generation (LTG)
algorithm is presented in Section 3.5, along with a description of seven variations
of the LTG algorithm that are tested. The new Joint Distribution Comparison
(JDC) test is developed in Section 3.6. Section 3.7 first describes the method,
which we call the Naive Concatenation Method (NCM), of using existing short-
term wind generation algorithms to ‘piece-together’ short-term wind scenarios into
a long-term scenario that can be used for simulation. The remainder of Section
3.7 presents computational results and shows a comparison of LTG to NCM. Con-
clusions are summarized at the end.
3.4 Notation
It is assumed that time is discrete. At time step t the wind state consists of both
the wind power at the previous time step as well as the wind power forecast at
the next ∆ time steps. In this work it is assumed that the wind power forecast
i hours in advance is a point forecast. However, everything presented in this
Chapter can be generalized to where the forecast is probabilistic, such as a set
of quantiles. The wind state can then be represented as a (∆ + 1)-dimensional
vector (wt, f t1, ..., f
t
∆), where w
t is the historical wind power that occurred at time
step t, and f ti , 1 ≤ i ≤ ∆ is the historical wind forecast generated at time t that
predicts the wind power at time step t+ i. For convenience, all of the wind states
are normalized so that each wind state wt, f ti ∈ [0, 1] for all t and each i = 1, ...,∆.
This normalization can be accomplished by dividing the historical wind power
values by the total wind power capacity. The wind state time series can be studied
as a sample from the stochastic process {W t, F ti }t∈N,1≤i≤∆ that has probability
measure P . For notation the capitalized W t and F ti are random variables and
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the historical data samples are denoted with the lower case wt or f ti , respectively.
Finally, let F t = (F t1, ..., F
t
∆) be the forecast random vector at time t, and let
f t = (f t1, ..., f
t
∆) be the historical values.
3.5 Long Term Generation Method
The Long Term Generation method generates long-term synthetic wind scenarios
over time horizon T1 to T2 conditioned on sequential short-term forecasts. Suppose
the historical data begins at time step T ′1 ≤ T1 and ends at time step T ′2 ≥ T2.
If P (W T1 , ...,W T2|F T ′1 , ..., F T ′2) is the conditional distribution of wind outcomes
W T1 , ...,W T2 given the sequential wind forecasts F T
′
1 , ..., F T
′
2 , then the objective of
the LTG algorithm is to construct an approximation Pˆ that has the same condi-
tional distribution, meaning
Pˆ (W T1 , ...,W T2|F T ′1 , ..., F T ′2) d= P (W T1 , ...,W T2|F T ′1 , ..., F T ′2). (3.1)
Given Pˆ and the historical wind forecast samples fT
′
1 , ..., fT
′
2 , synthetic wind sce-
narios can be drawn from Pˆ (W T1 , ...,W T2 |fT1 , ..., fT2) to provide additional wind
data sequences on which power systems can be simulated.
Table 3.1: Seven variations of Long-Term Generation method.
Name Predictor, Xt,0 Window, N Covariance, 
(Step (1a)) (Step (1b)) (Step (2))
X1 (St−11 ) 2 · 24 · 30 4.5
X1N2 (St−11 ) 4 · 24 · 30 4.5
X4 (St−22 ) 2 · 24 · 30 9
X1X4 (St−11 , S
t−4
4 ) 2 · 24 · 30 7
X12 (St−1212 ) 2 · 24 · 30 12
X24 (St−2424 ) 2 · 24 · 30 14
CYCLE (St−11 ),(S
t−2
2 ), 2 · 24 · 30 7
(St−33 ),(S
t−4
4 )
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The Long Term Generation algorithm is presented in Algorithm 1, and it fol-
lows the marginal-then-joint distribution approach. In Step 1, for each time step
t predictor variables X t,0 are defined in order to approximate the marginal dis-
tributions P (W t|F T ′1 , ..., F T ′2) by Pˆ (W t|X t,0). In Step 2, the joint distribution
P (W T1 , ...,W T2|F T ′1 , ..., F T ′2) is approximated by Pˆ (W T1 , ...,W T2|XT1,0, ..., XT2,0).
Finally, in Step 3 samples are drawn from the approximated joint distribution.
The seven LTG variations tested in Section 3.7 are summarized in Table 3.1.
Algorithm 1: Long-Term Generation (LTG)
INPUT: Select time horizon T1 < T2 over which to generate scenarios, and gather
historical data wt, f ti , i = 1, ...,∆ for time steps t = T
′
1, ..., T
′
2, with T
′
1 ≤ T1 and
T ′2 ≥ T2.
STEP 1: For each time step t = T1, ..., T2 define the predictor variables X
t,u as a
function
X t,u = ht(..., F t+u−1, F t+u, F t+u+1, ...) (3.2)
of the forecast random variables. The t superscript denotes that the function ht
can be a function of the time step, and u is an integer specifying an offset; the
purpose for this notation is explained more clearly in Steps (1a) and (1b). The
historical sample of the random variable X t,u will be denoted with the lowercase
xt,u = ht(..., f t+u−1, f t+u, f t+u+1, ...).
STEP 1a: For each time step t = T1, ..., T2 define the predictor variables as shown
in Equation (3.2) by creating a function ht of the wind forecasts.
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Six different predictor variables are tested. In LTG variations X1 and X1N2 the
single predictor variable is X t,u = F t+u−11 . Thus, for each t = T1, ..., T2 the distribu-
tion Pˆ (W t|F t−11 ) will be estimated, which is the distribution of wind power at time
t conditioned on the previous time step’s one time step ahead point forecast. Vari-
ations X4, X12, and X24 are analogous, except they use the 4, 12 and 24 time step
ahead forecast. In X1X4 the two predictor variables are X t,u = (F t+u−11 , F
t+u−4
4 ),
i.e. the one and four time step ahead forecasts. Finally, in LTG variation CYCLE
the predictor variables depend on the time step. At time step t the single predictor
variable is the (mod(t, 4) + 1) time step ahead forecast. This variation is tested
so as to provide a comparison to the Naive Concatenation Methods developed in
Section (3.7.1).
STEP 1b: For each t = T1, ..., T2 gather historical samples drawn from
P (W t|X t,0).
If no assumptions are made about P then the single historical data sample
drawn from P (W t|X t,0) is (xt,0, wt), which is insufficient for constructing the es-
timated distribution Pˆ (W t|X t,0). So, it will be assumed that P is slowly time
varying, meaning P (W t+u|X t,u) has the same distribution as P (W t|X t,0) when |u|
is small. Therefore, by selecting some even integer N > 0, the data samples used
to estimate P (W t|X t,0) are
D(t) = {(xt,u, wt+u)}−N/2≤u≤N/2. (3.3)
As described in Section (3.7.2) the wind data has hourly time steps, so the
N = 4·24·30 samples in variation X1N2 contains approximately four months’ worth
of data, while the N = 2 · 24 · 30 samples in all other variations is approximately
two months’ worth.
93
STEP 1c: For each t = T1, ..., T2 use the training data D(t) generated in Step
(1b) to estimate the conditional distribution P (W t|X t,0).
All LTG variations use kernel density estimation (KDE) with a beta kernel
[14] to estimate the marginal distributions, although any of the methods described
in the Introduction could be used. The implemented KDE algorithm makes two
modifications to the algorithm described in [6, 7]. To fit a KDE model to a data set
the KDE parameters, called kernel scalings, are optimized using a cross validation
objective function. This is a computationally expensive objective function that
scales as N2. The first difference is that the Global Metric Stochastic Radial Basis
Function (GMSRBF) algorithm, which is designed for computationally expensive
functions, was applied to optimize the scalings [29]. GMSRBF found the optimal
scalings faster than local optimization methods.
The second modification assumes the optimal kernel scalings are slowly time
varying, which allows for two computational savings techniques. First, it is as-
sumed the scalings are constant over a period of one week, so that the optimiza-
tion problem only needs to be solved once per week as opposed to every time step.
Second, it is assumed that the optimal scalings at the next week are in the neigh-
borhood of the scalings from the previous week, thereby making the domain of the
optimization problem smaller. Specifically, the search space for each kernel scaling
is between 10−8 and 102, which is optimized in log-space. The neighborhood of
a scaling 10−8 ≤ x ≤ 102 is defined as [10log10(x)−1, 10log10(x)+1], which reduces the
search space for a single scaling by 80%.
STEP 2: Construct the estimated joint distribution
Pˆ (W T1 ,W T1+1, ...,W T2|XT1,0, XT1+1,0, ..., XT2,0).
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All variations in Table 3.1 use the Gaussian copula method with an exponential
covariance function, as described in [26]. After transforming each of the marginal
distributions into a standard normal distribution, the joint distribution is uniquely
defined by the covariance matrix Σ, given by
Σi,j = exp(−|i− j|/). (3.4)
Section (3.7.3) describes how the parameter  is selected.
STEP 3: Draw long term scenarios.
Calculate the historical predictor variables xt,0 = ht(..., f t−1, f t, f t+1, ...) for
t = T1, ..., T2. Generate scenarios over time horizon T1 to T2 by randomly drawing
samples from the joint distribution Pˆ (W T1 ,W T1+1, ...,W T2|xT1,0, xT1+1,0, ..., xT2,0).
The method of drawing scenarios using the Gaussian copula method is described
in, e.g., [28].
3.5.1 Handling Missing Historical Data
There is often missing historical data over the time horizon T ′1 to T
′
2. If there is
missing data when constructing the data sets D(t) in Step (1b) then these missing
points can be ignored, and in Step (1c) there will just be fewer data points on
which the marginal distribution is estimated.
However, in Step (3) there will be instances where forecast data is miss-
ing that is required to calculate the historical predictor variables xt,0 =
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ht(..., f t−1, f t, f t+1, ...). If xt,0 cannot be calculated then the marginal dis-
tribution Pˆ (W t|xt,0) cannot be estimated, and then the joint distribution
Pˆ (W T1 , ...,W T2|xT1,0, ..., xT2,0) cannot be estimated. In these cases a new predictor
variable function hˆt must be selected such that even with the missing data the his-
torical predictor value xˆt,0 = hˆt(..., f t−1, f t, f t+1, ...) exists. The predictor function
hˆt will then replace ht in the Step 1 of the LTG method, and the algorithm can
proceed as usual.
A general method, which will be called ‘backshifting’, can be used that selects
a new predictor function hˆt based on the desired function ht such that xˆt,0 exists
when, due to missing historical data, xt,0 does not. For a positive integer B, the
main idea of backshifting is to shift the predictor variables by using the forecasts
generated B time steps earlier and a forecast horizon B more time steps in advance.
More technically, for positive integer B define
F t(B) = (F tB+1, F
t
B+2, ..., F
t
∆) (3.5)
to be the random vector of forecasts generated at time t that only includes the
forecasts that are more than B time steps ahead. Then the backshifting method
is to select the smallest B such that by defining
hˆt(..., F t−1, F t, F t+1, ...) = ht(..., F t−1−B(B), F t−B(B), F t+1−B(B), ...) (3.6)
the predictor value xˆt,0 = hˆt(..., f t−1, f t, f t+1, ...) exists.
For example, suppose for each t that ht(..., F t−1, F t, F t+1, ...) = F t−11 , so that
the predictor variable is the previous time step’s one time step ahead forecast.
Also, suppose the historical forecast f t exists at time step t = T but it is missing
at time step t = T + 1. Then at time step T + 2 the predictor value would be
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fT+11 , but this historical data point is missing. Using the backshifting method with
B = 1 the new predictor variable is instead
hˆT+2(..., F t−1, F t, F t+1, ...) = hT+2(..., F T (1), F T+1(1), F T+2(1), ...) = F T2 , (3.7)
which is the two time step ahead forecast generated two time steps ago, and so the
historical predictor variable fT2 exists.
3.5.2 Existing Evaluation Methods
Two common methods for evaluating synthetic wind scenarios are the Minimum
Spanning Tree (MST) rank histogram [36, 30] and Brier Scores [12, 30]. Both
of these methods compare the historical wind outcomes wt to the synthetic wind
scenarios ωt(j), and they do not consider the statistical behavior of the scenarios
when conditioned on wind forecasts.
The MST rank histogram test measures scenario calibration, which is the sta-
tistical similarity between the historical outcomes and the scenarios’ distribution
[16]. The MST rank histogram test has previously only been applied to short-
term scenarios. Suppose the synthetic scenarios are of length H time steps. Let
the H-dimensional historical wind outcome be w, and let the NS scenarios, which
are also H-dimensional, be ω(j), j = 1, ..., NS. Let L0 be the minimum spanning
tree length of the NS wind scenario data points, and let Li, i = 1, ..., NS be the
minimum spanning tree length of the data points {w, ω(j)|j = 1, ..., NS, j 6= i}.
Finally, order the Li, i = 0, ..., NS from smallest to largest and calculate the rank
of L0, which is between 1 and NS + 1. If the wind scenarios are drawn from the
same distribution as the historical wind then each rank is equally likely. If scenar-
ios are generated over multiple time intervals, each over H time steps, then the
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histogram of ranks should be uniform. Many high ranks indicates the scenarios are
over dispersed, and many low ranks means the scenarios are either under dispersed
or biased.
The MST rank histogram test is slightly modified to be applied to long-term
scenarios. The long-term scenarios and corresponding historical wind are first
partitioned into intervals of H time steps. The MST test can then be applied as
usual.
Brier scores are a verification method that measure the similarity between
scenarios and the historical outcome based on a set of predefined events. The
Brier score is the mean over all time steps of the absolute difference between an
indicator (either 0 or 1) that the historical event occurred and the probability the
event occurred in the scenarios. Brier scores are bounded between 0 and 1, with
0 indicating the scenarios are statistically similar. The same two events are used
that are defined in the reference, which are a ramp-up event, defined by whether
the wind increased more than a threshold ξ in the previous κ time steps, and an
analogous ramp-down event.
3.6 Joint Distribution Comparison
The Joint Distribution Comparison (JDC) test is developed to assess the statistical
similarity between the conditional distribution
P (W T1 , ...,W T2|F T ′1 , ..., F T ′2) (3.8)
and the approximated conditional distribution
Pˆ (W T1 , ...,W T2|F T ′1 , ..., F T ′2). (3.9)
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The main idea is to compare the joint distribution of pairs of a forecast and an
outcome random variable. That is, for integer L and δ ∈ {1, ...,∆} the Joint
Distribution Comparison tests the null hypothesis
H0(L, δ) : The joint distribution P (F t−Lδ ,W t) is the
same as Pˆ (F t−Lδ ,W
t) for all t = T1, ..., T2.
(3.10)
Notice that the null hypothesis is a statement over all time steps t = T1, ..., T2.
For a given L and δ the JDC test uses the two-sample test in [17] to test
Hypothesis (3.10) to determine whether the historical data set {(f t−Lδ , wt)}T2t=T1
and the synthetic data set {(f t−Lδ , ωt(j)) : j = 1, ..., NS}T2t=T1 could have been
drawn from the same distribution. However, the two-sample test assumes that 1)
for each data set all the samples were drawn from a single distribution, and 2) the
samples in each data set are all independent.
To satisfy assumption (1) it is assumed that both P and Pˆ are slowly time
varying, meaning that for small |u| the distributions P (F t−L+uδ ,W t+u) are the
same as P (F t−Lδ ,W
t), and similarly for Pˆ . So, define partition time steps T Pi such
that T1 = T
P
1 < T
P
2 < · · · < T PNP+1 = T2 + 1, and define the historical partitioned
data
Di = {(f t−Lδ , wt) : T Pi ≤ t < T Pi+1} (3.11)
and the synthetic partitioned data for each synthetic scenario j = 1, ..., NS,
Dˆi,j = {(f t−Lδ , ωt(j))T Pi ≤ t < T Pi+1} (3.12)
for each i = 1, ..., NP . For each of these datasets it can then be assumed that the
data were all drawn from the same distribution.
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The second assumption, that the data samples are independent, is likely not
true because wind is strongly correlated. To satisfy this assumption the data sets
in Equations (3.11) and (3.12) can be randomly partitioned into K sets. For some
sufficiently large K it can be assumed that the samples in each of these twice-
partitioned sets are independent.
Altogether, the JDC test is in Algorithm 2. In the results shown in Section 3.7
the partitions are selected to contain three consecutive months of data, NS = 100,
and K = 50.
Algorithm 2: Joint Distribution Comparison (JDC)
1. Let NS be the number of synthetic wind scenarios. Select a positive integer
K that defines the number of partitions.
2. Define the joint random variable F t−Lδ by selecting the lead time L and a
forecast horizon δ. The null hypothesis being tested is stated in Hypothesis
(3.10).
3. Partition the time horizon T1 to T2 into NP intervals by defining T1 = T
P
1 <
T P2 < · · · < T PNP+1 = T2 + 1. It is assumed that for each i = 1, ..., NP the
joint distributions P (F t−Lδ ,W
t) are equal for T Pi ≤ t < T Pi+1. Similarly it
is assumed the approximated joints distributions Pˆ (F t−Lδ ,W
t) are equal for
T Pi ≤ t < T Pi+1.
4. For each i = 1, ..., NP gather historical and synthetic data sets defined in
Equations (3.11) and (3.12).
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5. For each time horizon i = 1, ..., NP and each scenario j = 1, ..., NS perform
the following process:
(a) Randomly partition the historical dataset Di into K equal sized sets
Di,k, k = 1, ..., K.
(b) Randomly partition the synthetic dataset Dˆi,j into K equal sized sets
Dˆi,j,k, k = 1, ..., K.
(c) For each partition k = 1, ..., K use the nearest neighbor two-sample test
[17] to calculate the p-value that datasets Di,k and Dˆi,j,k were drawn
from the same distribution. Set this p-value to pi,j,k.
6. Combine all the p-values together using Fisher’s method by calculating the
statistic
χ2 = −2
NP∑
i=1
NS∑
j=1
K∑
k=1
log(pi,j,k). (3.13)
This statistic has a χ2 distribution with 2NPNSK degrees of freedom [15].
The null hypothesis in Equation (3.10) can be tested by comparing the statis-
tic with the critical 95% value.
3.6.1 Application of JDC on Simulated Data
The ability of our test to differentiate samples drawn from different distributions
is demonstrated on a set of synthetic data. First, a distribution P ′ is created from
which synthetic ‘historical’ data can be drawn. Then, P ′ is given bias δµ and
variance scaling δv to create a second perturbed distribution Pˆ ′ˆ,δµ,δv from which
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Figure 3.1: Qualitatively showing the simulated distributions (b) and (c) are sim-
ilar to the historical BPA data set (a).
the scenarios are drawn. The JDC test is then applied to these synthetic scenarios
to determine if P ′ and P
′
ˆ,δµ,δv are different, in order to illustrate the effectiveness
of the JDC test.
In order to make this demonstration of JDC more realistic, the distribution P ′
is based on the data set from Bonneville Power Administration described in Section
3.7.2. The time horizon in this test is from T1 on August 1, 2013 to T2 on October
31, 2013, and the data consists of hourly wind forecasts and wind observations.
Creating Distribution P ′
The distribution P ′ is constructed using the marginal-then-joint approach. The
model for P ′ is chosen so as to be simple and yet flexible enough to have similar
characteristics as the BPA data set. At each time step t the marginal distribution
P ′(W
t|f t−11 ) is defined to be a beta distribution
P ′(W
t = r|f t−11 ) = Beta(r;α(f t−11 ), β(f t−11 )), (3.14)
whereBeta(r;α, β) is the probability density of a beta distribution with parameters
α and β at r ∈ [0, 1]. The parameters α(f t−11 ) and β(f t−11 ), which are functions of
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the BPA historical data point f t−11 , are chosen so that, with parameters a ∈ [−1, 1]
and v ∈ (0, 1], the mean of the of the beta distribution is
µ(f t−11 ) = af
t−1
1 +
1− a
2
(3.15)
and the variance is
σ2(f t−1) = v(µ(f t−11 )− µ(f t−11 )2). (3.16)
The mean of the beta distribution is a linear function of the forecast such that
µ(0.5) = 0.5 for every a. The variance of the beta distribution is the function in
Equation (3.16) because the maximum variance of a beta distribution with mean
µ is µ− µ2.
The mean and variance of a beta distribution with parameters α(f t−11 ) and
β(f t−11 ) are
µ =
α(f t−11 )
α(f t−11 ) + β(f
t−1
1 )
(3.17)
and
σ2 =
α(f t−11 )β(f
t−1
1 )
(α(f t−11 ) + β(f
t−1
1 ))
2(α(f t−11 ) + β(f
t−1
1 )− 1)
. (3.18)
Inverting Equations (3.16), (3.17), and (3.18) shows that the unique values for
parameters α(f t−11 ) and β(f
t−1
1 ) are
α(f t−11 ) = µ(f
t−1
1 )
(1
v
− 1
)
(3.19)
and
β(f t−11 ) = α(f
t−1
1 )
( 1
µ(f t−11 )
− 1
)
. (3.20)
Altogether, Equations (3.14), (3.19), and (3.20) define the marginal distribution
P ′(W
t|f t−11 ) with parameters a in Equation (3.15) and v in Equation (3.20).
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The joint distribution is created using the Gaussian copula approach with an
exponential covariance matrix, where the covariance between marginal distribu-
tions at time steps t and u is exp(−|t − u|/). The two values of the covariance
parameter  that are chosen are  = 10−1 and  = 10; in the first case the marginal
distributions are effectively mutually independent, and in the second they are
highly correlated.
The values for the two parameters a and v in Equations (3.15) and (3.16) are
determined using Maximum Likelihood Estimation with joint distribution param-
eter set to  = 0. The MLE is performed over the described historical BPA data,
and the resulting values are a = 0.98 and v = 0.025. Figure 3.1 demonstrates that
at least qualitatively the developed simulated model (middle and right) produces
a distribution similar to the historical dataset (left). The covariance parameter is
set to 0.1 and 10 in the middle and right subfigures respectively.
Creating biased and scaled distributions Pˆ ′,δµ,δv
The perturbed distributions Pˆ ′ˆ,δµ,δv are created using the bias δµ and variance
scaling δv. The distribution of W t is
P ′ˆ,δµ,δv(W
t = r|f t−11 ) = Beta(r;α′(f t−11 , δµ, δv), β(f t−11 , δµ, δv)), (3.21)
where
α′(f t−11 , δµ, δv) = (µ(f
t−1
1 ) + δµ)
( 1
vδv
− 1
)
(3.22)
and
β′(f t−11 , δµ, δv) = α
′(f t−11 , δµ, δv)
( 1
µ(f t−11 ) + δµ
− 1
)
. (3.23)
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Notice that δv is a multiplicative factor and, since v ∈ (0, 1] and it is required
that vδv ∈ (0, 1], this means that δv ∈ (0, 1/v]. Also, because the mean of a
beta distribution must be between 0 and 1, the bias δµ is constrained by δµ ∈
[(a−1)/2, (1−a)/2]. An unscaled and unbiased perturbed distribution is obtained
with δv = 1 and δµ = 0.
Statistical Test Analysis
The first two tests explore the impact of the two parameters NS and K used
in steps 1 and 5 of the JDC test, with NP = 1 held fixed. The histograms in
Figures (3.2) and (3.3) are created using the same procedure: First, P ′ is selected,
with  = ˆ = 0.1 in subfigures (a) and  = ˆ = 10 in (b). Second, Pˆ ′ˆ,δµ,δv is
selected, where δµ and δv are specified to the left of each row of histograms in
the Figure. Third, a single historical sample wT1 , ..., wT2 is drawn from P ′ and
NS scenarios ω
T1(j), ..., ωT2(j), j = 1, ..., NS are drawn from Pˆ
′
ˆ,δµ,δv. In Figure
(3.2) K = 50 is held fixed and NS is specified at the bottom of each column
of histograms, and in Figure (3.3) NS = 100 is fixed and K is specified at the
bottom. And fourth, the JDC test in Algorithm 2 is applied to these datasets
D1 = {(f t−11 , wt) : T1 ≤ t ≤ T2} and D1,j = {(f t−11 , ωt(j)) : T1 ≤ t ≤ T2} to obtain
the chi-squared test statistic χ2 in Equation (3.13). The chi-squared statistic has
2KNS degrees of freedom, so to provide consistent comparisons when NS and
K are varied the chi-squared values are all normalized by the 95% critical value
χ295,2KNS . All histograms therefore plot the critical value ratio
χ2ratio =
χ2
χ295,2KNS
. (3.24)
If χ2ratio ≤ 1 then the hypothesis that the distributions are the same is not rejected
at the 95% confidence level. If χ2ratio > 1 then the hypothesis is rejected. This
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(a) covariance parameters  = ˆ = 0.1
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Figure 3.2: Examining the impact of increasing the number of scenarios NS on
JDC, with K = 50. The x-axis is χ2ratio in Equation (3.24), and the y-axis is the
histogram relative frequency. In each row of three plots the perturbed distribution
has a different bias and scaling, shown on left.
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process is repeated 250 times, so each histogram consists of 250 data points of
χ2ratio.
Figure 3.2 shows that as NS increases from 1 (first column of histograms in both
of the two subfigures) to 25 (second column) to 100 (third column) the variance of
the histogram almost always decreases. However, the variances are much smaller
in subfigure (a), where the marginal distributions of P ′ and Pˆ
′
ˆ,δµ,δv are nearly
independent because the covariance parameter is small, than in subfigure (b). This
indicates that the reliability of the JDC test depends on the whether the samples
in Di and Di,j are independent.
An important observation is that the JDC test can differentiate when samples
are drawn from different distributions. Comparing the four histograms in any
column shows that the mean χ2ratio obtained when δµ = 0 and δv = 1 (i.e. the
perturbed distribution is not biased and not scaled) is always less than the mean
χ2ratio obtained when the perturbed distribution is biased or scaled. This is the
exact behavior that is desired because it shows that the JDC test can correctly
identify that the non-biased and non-scaled perturbed distribution is more similar
to the distribution than a biased and/or scaled perturbed distribution. The benefit
of increasing NS is that the variance decreases, which helps the JDC test more
easily determine if a perturbed distribution is biased and/or scaled. When  =
ˆ = 0.1 the mean of the histograms when the perturbed distribution is unbiased
and unscaled is less than 1, as would be expected. However, when  = ˆ = 10 the
mean is slightly larger than 1, which again indicates that the test depends on the
independence of the data.
Figure 3.3 shows the results of an analogous test, except that K is varied from
K = 10, 50, and 100, and NS = 100 is held fixed. Again, a total of 250 trials are
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Figure 3.3: Examining the impact of increasing the number of scenarios K on
JDC, with NS = 100. The x-axis is χ
2
ratio in Equation (3.24), and the y-axis is the
histogram relative frequency. In each row of three plots the perturbed distribution
has a different bias and scaling, shown on left.
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performed to obtain each histogram. As K becomes larger the mean χ2ratio value
becomes closer to 1, which is likely because when K is small the datasets Di,j,k
and Dˆi,j,k in Equations (3.11) and (3.12) have more data points, and so for small
K the JDC test can more definitively reject or fail to reject the null hypothesis as
compared to when K is large.
K can be chosen by analyzing the impact on the ability of the JDC test to
determine if samples are drawn from different distributions. Specifically, if Pˆ ′,δµ,δv
is a perturbed distribution that is biased and/or scaled and Pˆ ′,0,1 is the non-biased
and non-scaled perturbed distribution, the JDC test should be able to show that
that Pˆ ′,δµ,δv is more different from P
′
 than Pˆ
′
,0,1 is from P
′
 . By setting meanK,,δµ,δv
and varK,,δµ,δv to be the mean and variance of the χ
2
ratio of the histograms, which
are shown next to each histogram in the Figure (3.3), the z-score
zK,,δµ,δv =
meanK,,δµ,δv −meanK,,0,1√
varK,,δµ,δv + varK,,0,1
(3.25)
is a measure of how accurately the JDC test determines whether a biased and/or
scaled perturbed distribution is different from the distribution. A larger z-score
indicates the JDC test is more accurate.
Table 3.2 shows the z-scores. In almost every case K = 10 yields the smallest,
or worst, scores. In most cases K = 50 yields the largest, or best, scores, and so
K = 50 is selected. However, the change in z-scores as K is varied is relatively
small and appears to have at most a modest impact on the JDC test.
Finally, Figure 3.4 shows the mean JDC value as a function of the bias and
scaling of the perturbed distribution. The same procedure described above is
repeated for varying biases and scalings, but now with NS = 100 and K = 50
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Table 3.2: Determining the ability of the JDC test to identify if a perturbed
distribution is biased and/or scaled for different values of K. Larger z-scores,
defined in Equation (3.25), indicate the JDC test can more reliably distinguish
when samples are drawn from different distributions.
K = 10 K = 50 K = 100
zK,=0.1,δµ=0,δv=4 : 16.8098 19.5983 18.8808
zK,=0.1,δµ=0.01,δv=1: 4.5874 5.0535 4.7114
zK,=0.1,δµ=0.01,δv=4: 14.9830 17.4914 16.2254
zK,=10,δµ=0,δv=4: 6.4650 6.2723 6.4114
zK,=10,δµ=0.01,δv=1: 1.3824 1.6200 1.6392
zK,=10,δµ=0.01,δv=4 : 5.7484 6.7897 6.5599
held fixed. For each bias and scaling 250 trials are performed and are used to
estimate the mean JDC χ2ratio. Figure 3.4 shows contour plots of this mean ratio.
The dot in the center of each plot shows where the bias is δµ = 0 and the scaling
is δv = 1. The four contour plots show the results for the different covariance
parameter values.
The JDC test can always determine that the unbiased and unscaled perturbed
distribution is most similar to P ′ . This is because the mean χ
2
ratio value increases
as either the bias becomes more non-zero or the scaling becomes farther from
1. Additionally, in the two cases where  = 0.1 the JDC test yields a mean χ2ratio
value less than 1 when comparing the unbiased and unscaled perturbed distribution
Pˆ ′ˆ,δµ=0,δv=1 to P
′
 , exactly as would be expected. When  = 10 the mean value is
slightly larger than 1, which indicates that if the data is highly correlated then the
JDC test may have a higher false negative rate than would be expected.
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Figure 3.4: Showing that the JDC method can correctly distinguish between similar
and dissimilar distributions. The x-axis is the scaling, and the y-axis is the bias.
Contours show values of the mean χ2ratio in Equation (3.24).
3.7 Computational Results
3.7.1 Naive Concatenation Method
As a comparison to LTG, we also develop and test the Naive Concatenation Method
(NCM) of generating long-term wind scenarios. The first step of NCM is to select
some desired horizon length ∆ˆ less than the forecast horizon, i.e. ∆ˆ ≤ ∆. If the
algorithm is at time step t, select the smallest d ≥ ∆ˆ such that the historical
wind forecast at time step t+d exists. Use a short-term generation algorithm, e.g.
[28, 22, 23], to generate a wind scenario over time steps t+ 1, ..., t+ d conditioned
on the forecast generated at time t. Next, jump to time step t+ d and repeat the
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Table 3.3: Three variations of Naive Concatenation Method.
Name Forecast horizon, ∆ˆ Covariance Parameter, 
NCM4 4 14
NCM12 12 13
NCM24 24 13
process. Finally, concatenate these scenarios together to yield a long-term scenario.
Notice that consecutive sequences of short-term scenarios are independent.
All NCM variations, listed in Table 3.3, use the marginal-then-joint approach
to generate the short-term scenarios of length ∆ˆ. KDE is used to estimate the
marginal distributions P (W t+k|F tk) for each k = 1, ..., d, and a Gaussian copula
with an exponential covariance matrix, with parameter , creates the joint distri-
bution.
Notice that NCM4, which sets ∆ˆ = 4, uses the same predictor variables as the
LTG variation CYCLE to construct each marginal distribution. The difference is
that in NCM4 marginal distributions at time steps i and j are independent when-
ever |i− j| > 4, which is unrealistic, whereas in CYCLE all marginal distributions
have a nonzero covariance.
3.7.2 Bonneville Power Administration Dataset
The Bonneville Power Administration provides almost 30% of the electric power
consumed in the US Pacific Northwest, and the capacity of the wind power it
markets is almost 5000 MW. BPA makes the historical wind forecast and outcome
data publicly available [1]. For this study the scenarios were generated with a
length of one year, from T1 = August 1, 2013 to T2 = August 1, 2014. Time
steps are in hours, so the scenarios are 8, 760 time steps long. The historical
112
data was selected from T ′1 = April 3, 2013 to T
′
2 = December 18, 2014 because
the installed wind capacity remained constant over this time period [2]. If wind
turbines were added or removed the probability distribution P may have been
significantly altered, which could make analysis more difficult. Available forecast
information includes Minimum, Average, and Maximum point forecasts, but only
the Average forecast is used as the point predictions. There is missing forecast
and outcome data, but this is handled as described in Section 3.5.1. Additionally,
there are some erroneous repeated forecasts, where f ti = f
t+1
i for each i = 1, ...,∆,
and these repeated forecasts are removed and treated as missing data. The data
were all normalized using the information in [2].
3.7.3 Results
Each of the seven LTG and three NCM variations were run twice, and in each trial
100 synthetic wind scenarios were generated. Four examples of wind scenarios
are shown in Figures 3.5 and 3.6 generated by variations X1, X24, NCM4, and
NCM24.
The MST rank histogram test is applied by splitting the wind scenarios and
historical wind into 365 intervals of H = 24 time steps (hours). The MST was
performed twice, once on each set of 50 scenarios, and the rank histograms were
summed. This yields 51 possible ranks (bins) with an expected value of 365/51 ·
2 ≈ 14.3. The histogram is analyzed with a χ2 goodness-of-fit test for a uniform
distribution, where the 95% critical value is 67.5.
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Figure 3.5: Examples of scenarios generated by two Long Term Generation vari-
ations. Hour 1 corresponds to 12:00 on August 5, 2013. The thin lines are wind
scenarios. The thick red line is the historical wind outcome. The thick black line
is the forecast used to create the marginal distributions.
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(b) Naive Concatenation Method NCM24
Figure 3.6: Examples of scenarios generated by two Naive Concatenation Method
variations. Hour 1 corresponds to 12:00 on August 5, 2013. The thin lines are
wind scenarios. The thick red line is the historical wind outcome. The thick black
line is the forecast used to create the marginal distributions.
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Figure 3.7: Impact of covariance  on MST rank histogram test in variation X12.
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(b) Trial 2
Figure 3.8: Minimum Spanning Tree rank histograms. The χ2 value tests the
hypothesis that the histograms are uniform. The 95% χ2 critical value is 67.5, so
values less than 67.5 fail to reject the hypothesis the histogram is uniform.
Figure 3.7 demonstrates the impact of the covariance parameter . The blue
line shows the expected value. When  is too small (left) the scenarios are over
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dispersed because the marginal distributions are almost independent, resulting in
many high ranks. A large  (right) causes the scenarios to be under dispersed
because the marginal distributions are highly correlated, resulting in many low
ranks. The covariance parameter for all seven LTG variations and all three NCM
variations is therefore selected by optimizing (minimizing) the χ2 statistic.
Figure 3.8 shows the two results of the MST test for all ten variations, with
the χ2 statistic listed in the histograms. The primary observation is that it is
difficult to obtain well-calibrated scenarios when using the previous time step’s
one time step ahead forecast, F t−11 , as a predictor variable. This is evidenced
by the uniformity test strongly rejecting variations X1, X1N2, and NCM4. The
remaining seven variations are all much more well-calibrated.
The Brier Scores are all presented in Table 3.4, and these scores are the average
over the two trials. These results tend to show the reverse trends as in the MST
test, where X1 and X1X4 perform the best and X4 and X24 perform the worst. This
may be because the one time step ahead forecasts are more accurate, allowing the
wind scenarios to more closely follow, and therefore have more statistically similar
properties to, the historical wind outcome.
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Finally, the Joint Distribution Comparison results are presented in Figures 3.9,
3.10 and 3.11. The y-axis has been scaled to the 95% critical χ2 value, so that
values less than or equal to 1 indicate that the null hypothesis in Equation (3.10)
is not rejected, i.e. the synthetic joint distributions Pˆ (F t−Lδ ,W
t) are not different
from the historical joint distribution P (F t−Lδ ,W
t). The main observation in Figure
3.9, which tests the hypotheses H0(L, δ = L), is that the Long Term Generation
variations X1 and X1N2 perform the best over all lead times L, with variation
X1X4 having the next best performance.
While NCM4 performs adequately, but still worse than X1, X1N2, and X1X4,
the Naive Concatenation Methods perform much worse as ∆ˆ is increased. NCM24
is the second-worst algorithm according to the JDC test, with X24 the worst.
Finally, observe that all ten variations have difficulty drawing scenarios from the
same joint distribution as historical data when L is small, such as when L ≤ 4.
Figure 3.10 and 3.11 show the JDC results when δ > L and δ < L, respectively.
In all cases the relative performances of the seven LTG and three NCM variations
remain the same, with LTG variations X1, X1N2, and X1X4 always performing
the best and LTG variation X24 and NCM variation NCM24 performing the worst.
Figure 3.10 shows that it becomes easier to obtain similar joint distributions when-
ever δ > L. Figure 3.11 shows a similar trend. However, these results indicate that
when δ = L− 1 and δ = L− 2 it initially becomes more difficult to draw scenarios
from the same joint distribution when L ≤ 4.
Altogether, these results show that the Long Term Generation variations X1X4
produces the most statistically similar long-term wind scenarios as compared to the
historical data: the MST test shows the X1X4 variation is almost well-calibrated;
the Brier Scores show that X1X4, alongside X1, is the most statistically similar;
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and the JDC test demonstrates the synthetic joint distributions are similar to the
historical distributions. Without the JDC test the Naive Concatenation Method
variations NCM12 or NCM24 may appear suitable since they are well-calibrated
and have mediocre Brier Scores. However, the JDC test demonstrates these naive
methods draw scenarios from a statistically different joint distribution than his-
torical data.
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Figure 3.9: Joint Distribution Comparison results, when δ = 0. Small values on
the y-axis indicate that the joint distribution resulting from the synthetic wind
scenarios is more statistically similar to the historical joint distribution, where 1
is the critical value.
3.8 Note on Optimized Covariance Parameter
An interesting pattern emerged from the Long Term Generation covariance param-
eters  optimized using the Minimum Spanning Tree rank histogram test. First,
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Figure 3.10: Joint Distribution Comparison results with δ > L
define
σ2L = var({f t−LL − wt}t) (3.26)
to be the variance of the historical error between the wind outcome and the L time
step ahead forecast. Using historical data from August 1, 2013 to August 1, 2014,
the variances are computed and shown in Table 3.5. Also, let L be the optimized
exponential covariance parameter using the L time step ahead predictor variable
f t−LL ; that is, 1, 4, 12, and 24 are the covariance parameters for LTG variations
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Figure 3.11: Joint Distribution Comparison results with δ < L
X1, X4, X12, and X24, respectively . These optimized parameters shown in Table
3.1 are repeated in Table 3.5.
Using the Gaussian copula method, the covariance between the random vari-
ables W i and W j in the transformed space is exp(−|i−j|/L). If it is assumed that
the historical errors f t−LL −wt follow a normal distribution with variance σ2L, then
in the untransformed space the covariance is instead exp(−|i − j|/L)σ2L. Letting
n = |i− j|, the covariance in the untransformed space is plotted in Figure 3.12.
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Table 3.5: Historical variance of errors (first row), optimized exponential covariance
parameter (second row), and first derivative of covariance function (third row).
L = 1 L = 4 L = 12 L = 24
σ2L · 103 2.7 5.8 7.5 9.1
L 4.5 9 12 14
first derivative ×10−4 6.100 6.431 6.283 6.494
at n = 0
Figure 3.12: Covariance function in untransformed space.
Looking at these curves, the change in covariance from n = 0 to n = 1 of all
four curves are approximately the same. Letting n be a continuous variable, the
derivative at n = 0 is −σ2L/L. The numerical values of these derivatives are shown
in the last column of Table 3.5. The mean value is −6.32 · 10−4, and the difference
between the largest (from L = 24) and smallest derivative (from L = 1) is 12.5%.
This suggests that to obtain well-calibrated scenarios according to the MST
rank histogram test it is most important to obtain the correct change in covariance
between random variables W i and W j when |i− j| is small. If this pattern holds,
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Figure 3.13: Optimized and estimated optimal exponential covariance parameters.
then when using a predictor variable f t−LL the optimized exponential covariance
parameter can be estimated as
ˆL =
σ2L
−6.32 · 10−4 . (3.27)
The four optimized covariance parameters and the estimated covariance parameters
are shown in Figure 3.13. This pattern of first derivative matching may hold
in other wind datasets, but it should not be assumed that the same constant
−6.32 · 10−4 will appear.
3.9 Conclusions
In this Chapter the new Long Term Generation (LTG) method was developed.
The LTG method follows the marginal-then-joint approach of first estimating the
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marginal distributions at each time step over a long horizon and then forming the
joint distribution. The Minimum Spanning Tree rank histograms and Brier Score
showed that scenarios generated by LTG on a data set from Bonneville Power
Administration had similar statistical properties as the historical wind outcomes.
In particular, the new Joint Distribution Comparison also demonstrated the joint
distribution of synthetic scenarios and historical forecasts was similar to the his-
torical joint distribution, unlike scenarios generated by the Naive Concatenation
Method. These results all show LTG can generate long-term wind scenarios that
can be used to simulate power systems with wind power integration in order to
help evaluate their performance.
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CHAPTER 4
OPERATION OF WIND AND HYDROPOWER PRODUCER WITH
MARKET INFLUENCE
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4.1 Abstract
In this Chapter we propose a rolling horizon formulation of a wind and hydropower
producer with market influence on the day ahead and hourly intraday markets. In
the Combined model a single power producer markets both the wind and hy-
dropower, whereas in the Individual model the wind producer and hydropower
producer act independently. Treating the power producer as a price setter in both
markets results in a nonlinear problem, and, furthermore, it is nonconvex due
to the hydropower production curves. Neuro-dynamic programming is used to
determine the optimal controls. A simplified version of both the Combined and
Individual models yields a technique to easily obtain the approximate amount of
power sold on the day and hour ahead markets. A case study first shows that
the net amount of power sold on the markets follows similar trends in both the
Combined and Individual models. These results also show that the solution to the
simplified model is similar to the solution obtained by the dynamic programming
formulation. The simplified model is then used to demonstrate that the differences
between the Combined and Individual models become more pronounced as the
market influence is increased.
4.2 Introduction
Wind power capacity has significantly increased over the past decade, and much
work has been devoted to determining how to best integrate this source into the
power grid [25]. The two difficulties are that wind is non-dispatchable, meaning it
cannot be controlled, and that wind power forecasts have large uncertainties. By
combining wind power with a dispatchable energy source, such as thermal power
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or hydropower, the uncertainty in the combined power output decreases [24].
Hydropower in particular, either from pumped hydro storage or hydropower
reservoirs along a river, is an ideal energy source to balance wind power because it
has a quick ramp time and large capacity. Many aspects of wind with hydropower
balancing have been investigated. For example, robust optimization algorithms
were proposed to prevent worst-case outcomes [11, 2, 22]; pumped-hydro systems
were evaluated to determine the hydropower capacity required to adequately bal-
ance wind power [4]; an analysis of balancing wind with hydropower in a congested
power grid was performed [15]; and a case study examined the costs of using a hy-
dropower reservoir system with ecological constraints to provide a wind-following
service [8].
Previous research, including all of the preceding citations, considers the wind
and hydropower power producer to be a price taker. This means the price of power
is independent of how much power the producer buys or sells. Other examples of
modeling the producer as a price taker include [12, 5, 3, 7]. Most existing work
that models the producer as a price setter does not consider the case where there is
wind power integration. In [9] the market is dominated by hydropower production
and the price of power is an endogenous random variable. In another paper a
hydropower producer operating in a market with wind penetration is a price taker
on the day ahead market but is a price setter on the hourly intraday market [13].
Additionally, most work uses either linear or at least convex models. Linear for-
mulations can be efficiently solved with linear programming, and convex optimal
control problems are often solved using Stochastic Dual Dynamic Programming
(SDDP) [9]. However, SDDP also suffers from computational costs when the num-
ber of state dimensions increases beyond about 10 [19].
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In this Chapter we develop two nonconvex models of how to sell wind and
hydropower on the day and hour ahead markets when there is market influence.
The Combined model has a single wind and hydropower generation company WH-
GENCO, and in the Individual model the wind producer W-GENCO and the
hydropower producer H-GENCO act independently.
The data for these models and parts of the optimal control dynamic program-
ming formulation were organized and developed in [21]. The wind and hydropower
system is based on the Bonneville Power Administration (BPA), which is a large
power producer in the Pacific Northwest. Only the Combined model was consid-
ered in [21], and not the Individual model. The other primary differences in the
dynamic programming formulation and power producer model presented here as
compared to [21] are: the hydropower system includes seven reservoirs instead of
two; the hydropower generation curves are nonconcave; the wind power forecasts
use historical forecasts generated by BPA; the rolling horizon formulation enacts
decisions every eight hours instead of every 24; and the dynamic programming
formulation includes in the state space the day ahead power committed during
previous days.
Nuero-dynamic programming is used to solve the resulting optimal control
problem. In particular we use the FUA method developed in Chapter 2. The
formulation depends upon the current hour of day. The state space has between
12 and 16 state dimensions, and there are either three or four stages with a horizon
of between 58 and 72 hours.
This Chapter is organized as follows. In Section 4.3 the Combined and Individ-
ual models are described. Section 4.4 describes the new rolling horizon formulation.
Finally, results are presented in Section 4.5.
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4.3 Wind and Hydropower Producer Model
The wind and hydropower producer is modeled on the Bonneville Power Admin-
istration, which is a US federal agency that markets power produced by wind
turbines and by hydropower reservoirs along the Columbia and Snake Rivers. In
this model time steps are in hours. For notation a superscript will always denote
hour. The hours of day range from 00 to 23, and the hour i of day k can be written
24k + i.
The Combined model is described here, and the differences with the Individual
model are discussed in Section 4.3.5. In the day ahead market, at every day k at
hour 07 the wind and hydropower producer WH-GENCO must make a commit-
ment on how much power will be bought or sold at each of the twenty four hours
of the following day, numbered 24(k+ 1), ..., 24(k+ 1) + 23. Let dai be the amount
of day ahead committed power, measured in MWh, that WH-GENCO sells at
i. Also, let thi be the total hydropower produced over all individual hydropower
reservoirs at hour i and let windi be the wind power. WH-GENCO must meet
the load, loadi, within its balancing area. The net power, neti, that WH-GENCO
buys or sells on the hour ahead intraday market is therefore
neti = windi + thi − loadi − dai. (4.1)
Because WH-GENCO generates such a large amount of power it is modeled as a
price setter on both the day ahead and hour ahead markets.
The objective is to maximize the total profits. The decisions that need to be
made are how much power to commit on the day ahead market, which is made
once daily at hour 07, and how much water to release from each of the reservoirs,
which in turn determines the hydropower production and impacts the net power
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sold on the hour ahead market. The wind power is assumed to have an imperfect
forecast, so these optimal decisions are determined by maximizing an expected
profit. The other variables affecting the profits are the price of power, load, and
water inflow into the reservoirs from an upstream source (which impacts the hy-
dropower generation). These are all assumed to have a perfect forecast, although
the presented model can easily be generalized to include uncertain price, load, and
inflow forecasts.
The following three subsections describe the hydropower reservoir system, the
wind power model, and the price of power in the Combined and Individual models.
4.3.1 Reservoir State Dynamics and Constraints
Three of the hydropower reservoirs operated by BPA are selected for our model,
shown in Figure 4.1 as the shaded reservoirs numbered 1, 3, and 7. These hy-
dropower reservoirs are Grand Coulee, which has a capacity of 6735 MW, Chief
Joseph (2607 MW), and McNary (1120 MW). Altogether, the total capacity of
these three reservoirs is 10462 MW, which is 53% of the total capacity of 19693
MW of all reservoirs BPA operates. Four extra run-of-river reservoirs are also
included in the model, labeled as 2, 4, 5 and 6 in Figure 4.1. These reservoirs are
used to track the amount of water contained in the river.
It is assumed that the reservoir releases and inflows are constant over periods
of 8 hours. This is used to simplify the model and reduce the computation, and in
future work this assumption can be relaxed.
For notation, a subscript r = 1, ..., 7 will always be used to denote a specific
reservoir. Let volir be the volume of water measured in ksfd (86.4 · 106 cubic feet)
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11.5 hours
2 3
8 hours
4
8 hours
5
1 hour
6 7
Figure 4.1: Reservoir network diagram, water travels from left to right. Numbers
indicate the reservoir number. Gray reservoirs are hydropower reservoirs, with 1,
3, and 7 corresponding to Grand Coulee, Chief Joseph, and McNary, respectively.
White reservoirs are run-of-river. The displayed hours indicate how long it takes
water to travel from an upstream reservoir to the downstream reservoir.
of reservoir r at hour i. Because the reservoir controls and inflows are in time steps
of 8 hours, the power house releases phir and spillway releases sw
i
r denote the total
volume of water released from reservoir r over hours i to i + 7. The total volume
of water released over these 8 hours is the sum
relir = ph
i
r + sw
i
r. (4.2)
The run-of-river reservoirs do not have any controls, so
relir = vol
i
r, r = 2, 4, 5, 6. (4.3)
Let inir be the total water volume inflow into reservoir r over hours i to i+ 7 from
an outside upstream source. Only reservoir 1, Grand Coulee, has inflow from an
upstream source, so
inir = 0, r = 2, ..., 7. (4.4)
Let voli = [voli1, ..., vol
i
7]
′ be the column vector of reservoir water volumes at hour
i, and similarly define the vectors phi, swi, reli, and ini.
The reservoir system state equation is therefore
voli+8 = voli + ini + Areli, (4.5)
where A is the adjacency matrix
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A =

−1 0 0 0 0 0 0
1.5/8 −1 0 0 0 0 0
6.5/8 1 −1 0 0 0 1
0 0 1 −1 0 0 0
0 0 0 −1 −1 0 0
0 0 0 0 1/8 −1 0
0 0 0 0 7/8 1 −1

(4.6)
The off-diagonal elements in row i and column j 6= i indicate which portion of
the water released from reservoir j during a time step ends up in reservoir i at
the next time step. For example, it requires 1.5 hours for water to travel from
hydropower reservoir 1, Grand Coulee, to hydropower reservoir 3, Chief Joseph.
Because time steps are in 8 hours, the fraction A3,1 = 6.5/8 of the water released
from reservoir 1, reli1, reaches reservoir 3 by the next time step. The remaining
fraction A2,1 = 1.5/8 is still on the river, and so run-of-river reservoir 2 is used to
track this information.
There are two types of constraints on the hydropower reservoir power house
and spillway releases. The first constraints, listed in Table 4.1, enforce minimum
and maximum power house and spillway releases, as well as rate of change of total
release. The second constraints, listed in Table 4.2, enforce that during operation
the volume of water of each of the three hydropower reservoirs remains between
an upper and lower limit. The numbers in parentheses are the absolute reservoir
minimum and maximum volumes.
The constraints on maximum total release also place bounds on the water vol-
ume in the run-of-river reservoirs, shown in Table 4.3. These bounds are used
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reservoir
1 3 7
Grand Coulee Chief Joseph McNary
minimum total release 0 0 16.7
minimum power house release 0 0 0
minimum spillway release 0 0 0
maximum power house release 88.4 74.1 78.9
maximum spillway release 334 167 267
maximum change in total release 28.3 12.3 50
Table 4.1: Reservoir release constraints, measured in ksfd/8 hours.
reservoir
1 3 7
Grand Coulee Chief Joseph McNary
minimum volume 1500(0) 250(234) 530(482)
maximum volume 1600(2, 6143) 280(299) 560(575)
Table 4.2: Operational hydropower reservoir volume constraints, measured in ksfd.
Numbers in parentheses are absolute reservoir bounds.
for sampling the state space when applying the neuro-dynamic programming al-
gorithm. The minimum water volume in all four is 0 because the minimum total
release from the upstream hydropower reservoirs (either 1 or 3) is 0. The maximum
volume of run-of-river reservoir 2 is calculated by taking the maximum release
from the upstream reservoir 1, which is 334, and multiplying it by the fraction
of the upstream release that ends up in reservoir 2, which is 1.5/8. This yields
62.6 = 334 · 1.5/8. The maximum volumes for run-of-river reservoirs 4, 5 and 6 are
calculated in a similar manner.
reservoir 2 4 5 6
minimum volume 0 0 0 0
maximum volume 62.6 167 167 20.8
Table 4.3: Run-of-river reservoir volume bounds, measured in ksfd.
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4.3.2 Hydropower Generation
The amount of hydropower generated at hydropower reservoir r = 1, 3, 7 at hour i
is a function of the power house release phir, the spillway release sw
i
r, and the initial
volume of water in the reservoir volir. First, the water head must be calculated.
The elevation of the water, elevr(vol
i
r), is a nonlinear function of the volume of
water, and the tailwater, twr(ph
i
r + swr), elevation of the river on the downstream
side of the reservoir is a function of the total water release. The water head is then
headir(vol
i
r, ph
i
r + sw
i
r) = elevr(vol
i
r)− twr(phir + swir). (4.7)
The functions elevr and twr are plotted in Figures 4.2 and 4.3.
(a) Grand Coulee (b) Chief Joseph
(c) McNary
Figure 4.2: Plotting the function elevr, r = 1, 3, 7, showing the water level elevation
as a function of reservoir storage volume.
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(a) Grand Coulee (b) Chief Joseph
(c) McNary
Figure 4.3: Plotting the function twr, r = 1, 3, 7, showing the tailwater elevation
as a function of total reservoir release.
The hydropower generation hydroir at reservoir r and hour i,
hydroir(vol
i
r, ph
i
r, sw
i
r) = genr(headr(vol
i
r, ph
i
r + sw
i
r), ph
i
r), (4.8)
is a function of the head and power house release. These generation curves are
plotted in Figure 4.4, and use data from [21]. These power generation curves show
that for each head there is some maximum power generation. Beyond this point
any additional power house release is instead diverted through the spillway, which
is shown by the curves reaching a maximum value and then remaining constant.
The total hydropower generation thi at hour i is the sum
thi =
∑
r=1,3,7
hydroir(vol
i
r, ph
i
r, sw
i
r). (4.9)
The generation curves are not concave. The large bumps in the middle were
manually added in order to demonstrate that neuro-dynamic programming is a
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general algorithm that can be applied to nonconvex problems. In reality, power
generation curves are often nonconcave, and most models smooth them out.
(a) Grand Coulee (b) Chief Joseph
(c) McNary
Figure 4.4: Plotting the function genr, r = 1, 3, 7, showing the hydropower gener-
ation as a function of power house release at five head levels.
4.3.3 Wind Power Forecasts and Scenarios
At every hour i BPA creates an hourly wind power forecast that extends 72 hours
ahead. Historical forecasts and the actual wind power generation are publicly
available at [1]. The historical wind data is scaled so that the wind capacity is 25%
of the 10462MW hydropower capacity. For comparison, as of 2013 the capacity of
wind power that BPA markets was approximately 22% of the hydropower capacity.
The forecasts are point forecasts, meaning that if the forecast was generated at
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hour i then for each k = 1, ..., 72 the wind power forecast at hour i+ k is a scalar
value. However, research has shown the benefit of considering the distribution over
possible wind power outcomes as opposed to the single point forecast [23, 18].
Therefore, following the methods in [17, 14, 16], which were described in Chap-
ter 3, historical data is used to first estimate a probabilistic forecast conditioned
on the point forecast. Then, equally-likely scenarios can be drawn from this dis-
tribution. An example is shown in Figure 4.5. The thick black line is the wind
power point forecast that was generated at time 0, the thick red line is the actual
wind power generation, and all of the thin lines are scenarios that were generated
conditioned on the point forecast. Hour 1 corresponds to hour 08 of August 1,
2013.
In the development of the rolling horizon control formulation it is necessary to
obtain the probability of transitioning between scenarios from hour i to hour i+ 1.
To generate synthetic scenarios, all three references [17, 14, 16] create an estimate
of the joint distribution Pˆ i,i+1wind (W
i = windi,W i+1 = windi+1) of the wind scenario
random variables W i and W i+1 obtaining values windi and windi+1 at hours i and
i+1, respectively. If NWS wind scenarios were drawn, this joint distribution can be
used to calculate the probability of transitioning from a wind scenario with value
windi at hour i to wind scenario number 1 ≤ n ≤ NWS with value wi+1(n) as
P i,i+1wind (wind
i, n) =
Pˆ i,i+1wind
(
windi, wi+1(n)
)∑NWS
m=1 Pˆ
i,i+1
wind
(
windi, wi+1(m)
) . (4.10)
Additionally, long-term wind scenarios are generated conditioned on the forecasts
using the Long Term Generation method developed in Chapter 3. Figure 4.6
shows examples, where the thick black line is the one-hour-ahead forecast (which
is different from the forecast in Figure 4.5), the thick red line is the historical wind
power outcome, and the thin lines are wind outcome scenarios. Again, hour 1 is
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Figure 4.5: Short term wind scenarios conditioned on a single point forecast. The
solid black line is the point forecast, the dashed red line is the actual wind outcome,
and the thin lines are equally-likely scenarios.
hour 08 of August 1, 2013. These scenarios are used to evaluate the performance
of the developed control model.
4.3.4 Combined Model Price Functions
In the Combined model a single power producer WH-GENCO markets both the
wind power and the hydropower, and it also determines the reservoir releases. A
piecewise linear model is used for the price of power on the day ahead and hour
ahead markets, and the price is assumed to have a perfect forecast. The data for
this model is from [21]. Given that WH-GENCO committed dai MWh of power
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Figure 4.6: Long term wind scenarios. The solid black line is the point forecast,
the dashed red line is the actual wind outcome, and the thin lines are equally-likely
scenarios.
on the day ahead market, the price of day ahead power is
priceiDA(da
i) = baseiDA − dai
baseiDA
depthiDA
. (4.11)
Here, baseiDA and depth
i
DA are the day ahead base price power and the market
depth, respectively. If WH-GENCO commits more than depthiDA then the price of
power becomes negative, reflecting the situation where other customers must be
paid to take power. The price of power on the hour ahead intraday market is the
piecewise linear function
priceiHA(net
i) =

baseiHA − neti base
i
HA
depthiHA
neti ≥ 0
1.1baseiDA − neti 1.1base
i
DA
depthiHA
neti < 0
(4.12)
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Figure 4.7: Day ahead and Hour Ahead base prices, baseiDA and base
i
HA. Hour
i = 1 is hour 08 of August 1, 2013.
The profit at hour i is the product of power and price, so that
profitiDA(da
i) = dai ·
(
baseiDA − dai
baseiDA
depthiDA
)
(4.13)
and
profitiHA(net
i) = neti · priceiHA(neti). (4.14)
The day ahead and hour ahead base prices are shown in Figure 4.7. The day ahead
base price is always greater than the Hour Ahead base price. The day ahead market
depth depends on whether the hour is on-peak, between hours 08 and 23 of any
day, or off-peak, between hours 00 and 07. The on-peak day ahead market depth
is 3000MW and the off-peak depth is 1500MW. The Hour Ahead market depth
is always 1000MW. This price model prevents arbitrage between the two markets,
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meaning a profit loss will always be incurred for buying power and then selling an
equal amount of power in either market at any hour.
4.3.5 Individual Model Price Functions
In the Individual model a wind producer, W-GENCO, and hydropower producer,
H-GENCO, sell power independently. W-GENCO acts without considering how
the actions of H-GENCO will impact the price of power on the power market. This
is a reasonable assumption when the market influence is small, meaning the price of
power is almost independent of the actions taken by W-GENCO and H-GENCO.
This is also a reasonable assumption under moderate market influence because W-
GENCO may not know what constraints or objective function H-GENCO is using
to make decisions, and so W-GENCO does not readily have a way to model the
actions take by H-GENCO. If the market influence is large then this assumption
is still a good first approximation, but in future work different information models
can be investigated. For example, in the large market influence case W-GENCO
could create and use a simplified model of H-GENCO’s behavior.
At day k−1 and hour 07, W-GENCO therefore determines how much power to
commit on the day ahead market by solving the stochastic optimization problem
max
daiW
i=24k,...,25k−1
E
windi
25k−1∑
i=24k
priceiDA(da
i
W )da
i
W + price
i
HA(wind
i − daiW )(windi − daiW ).
(4.15)
The day and hour ahead prices are the same as in Equations (4.11) and (4.12),
and the amount of power sold on the hour ahead market is windi − daiW . The
expectation is computed over wind scenarios that are conditioned on the wind
forecast generated at hour 07 of day k − 1.
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Figure 4.8: The thick black line is the day ahead power committed by W-GENCO
in the Individual model, and the thin lines show examples of the wind power
forecast scenarios. Hour 1 is August 5, 2013 at hour 08.
This optimization problem is separable, so that the amount of power committed
on the day ahead market at hour i is only a function of the forecasted distribution
of wind power that will occur at hour i. The black line in Figure 4.8 shows the
power sold by W-GENCO on the day ahead market, and the thinner lines are
examples of scenarios generated from the wind power forecast.
H-GENCO takes into account the actions of W-GENCO when deciding how
much power to sell on the day ahead market and the reservoir releases. This
is reasonable because it can be assumed that both W-GENCO and H-GENCO
know that W-GENCO is making decisions so as to maximize profits. Additionally,
H-GENCO must still supply the load demand loadi. Therefore, let (daiW )
∗ be
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the amount of power W-GENCO commits at hour i, which both W-GENCO and
H-GENCO can calculate. The day ahead price function H-GENCO uses is
priceiDA,I(da
i
H) = base
i
DA − ((daiW )∗ + daiH)
baseiDA
depthiDA
. (4.16)
Also, letting
netiW = wind
i − (daiW )∗ (4.17)
and
netiH = th
i − daiH − loadi (4.18)
be the amount of power sold on the hour ahead market by W-GENCO and H-
GENCO, respectively, H-GENCO uses
priceiHA,I(net
i
H) = price
i
HA(net
i
H + net
i
W ) (4.19)
as the price of power on the hour ahead market. H-GENCO determines the amount
of power to sell on the day ahead market and how to control the reservoirs using
the same dynamic programming formulation as WH-GENCO, except it uses these
modified price function.
4.4 Rolling Horizon Control Formulation
The rolling horizon formulation of this control problem is shown in Figure 4.9. The
planning horizon extends either 56, 64, or 72 hours, and decisions are made and
enacted once every 8 hours. The first stage is always 8 hours in duration, and the
last two stages are always 24 hours and begin at hour 07 of the corresponding day.
This setup may require an intermediate second stage of duration 8 or 16 hours, as
shown in subfigures (a) and (b).
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(a) Current hour of day is 07
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(b) Current hour of day is 15.
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(c) Current hour of day is 23.
Figure 4.9: Rolling horizon model. Vertical lines mark the individual stages, and
thick vertical lines denote that the hour of day is 07. The decisions to be made at
each stage are listed, and in the rolling horizon model only the first stage decisions
are enacted.
4.4.1 Decision Variables
In each stage the decisions always include the power house and spillway releases
from the three hydropower reservoirs over the duration of the stage. The number
of release decisions is 6 ·(stage length)/8 because there are two decisions for each of
the three hydropower reservoirs and these decisions are made once every 8 hours.
The release constraints were described in Section 4.3.2.
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The day ahead power commitment decisions of how much power to commit over
the 24 hours of the next day are only made if the stage begins at hour 07 of some
day. It is assumed that the day ahead commitment is constant over a period of 4
hours, and so there are 6 = 24/4 day ahead power commitment decision variables.
Figure 4.9 shows that the exception is the last stage, which only commits day
ahead power for the first 8 hours of the next day. This is because the terminal
value function is only a function of the reservoir volumes, as explained in Section
4.A.
4.4.2 State Space
The state space depends on the hour of day at which the stage begins, and it
consists of three components. Suppose the stage begins at hour i of day k, or
equivalently hour 24k + i. The first component
s24k+iDA =

[da24k+8, ..., da24k+23] if i = 07
[da24k+16, ..., da24(k+1)+23] if i = 15
[da24(k+1), ..., da24(k+1)+23] if i = 23
(4.20)
is all of the day ahead power commitments that have previously been made and for
which the commitment is still yet to be fulfilled. For example, if the stage begins
at hour 07 then commitments have already been made that must be fulfilled over
hours 08 to 23 of the current day. Because the day ahead power is committed in
blocks of 4 hours, the number of day ahead state space dimensions is equal to the
number of hours listed in Equation (4.20) divided by 4. Specifically, there are 4, 8,
and 6 day ahead state space dimensions if the stage begins at hour 07, 15 and 23,
respectively.
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The second state component
s24k+ires = [vol
24k+i
1 , vol
24k+i
2 , ..., vol
24k+i
7 ] (4.21)
is the volume of water in all 7 hydropower and run-of-river reservoirs at the begin-
ning of the stage. The final component
s24k+iw = [wind
24k+i−1] (4.22)
is the wind power at the previous hour, i− 1, in order to incorporate the fact that
wind is highly correlated. The full state is
s24k+i = [s24k+iDA , s
24k+i
res , s
24k+1
w ]. (4.23)
Altogether, there are 12, 16, and 14 state space dimensions if the stage begins at
hour 07, 15, and 23, respectively.
The wind state is not included in the state space of the first stage. The wind
state is used to calculate the probability of the wind scenarios over the current
stage. The wind scenarios are generated at the beginning of the first stage condi-
tioned on the most recent wind power forecast, so for the first stage all scenarios
are equally likely.
4.4.3 State Transition
The day ahead state at the beginning of the next stage is created by including the
day ahead power commitment decisions that were made at the beginning of the
previous stage (if the previous stage began at hour 07) and removing the power
commitments that were fulfilled over the previous stage. This results in the day
ahead state satisfying Equation (4.20).
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The reservoir volume state transition is given by Equation (4.5). The wind
state transition in Equation (4.10) is stochastic and depends upon the wind power
outcome at the end of the previous stage.
4.4.4 Benefit Function
At each stage the benefit function is the profits accrued over the duration of the
stage. If a stage begins at hour 07 of day k then the day ahead power commitment
is made and these profits are immediately accrued. The day ahead benefit function
is
B24k+7DA ([da
24(k+1), ..., da24(k+1)+23]) =
23∑
i=0
profit
24(k+1)+i
DA (da
i). (4.24)
All stages, regardless of which hour of the day they begin, include the hour ahead
market profits. If a stage begins at hour i of day k and extends H hours then the
hour ahead benefit is
B24k+i,24k+i+HHA (vol
24k+i, ph24k+i+j, sw24k+i+j, da24k+i+j, j = 0, ..., H) =
j∑
k=i
profitkHA(net
i),
(4.25)
where neti is defined in Equation (4.1). The power house and spillway releases
ph24k+i+j, sw24k+i+j, j = 0, ..., H are decisions that are made at the beginning of
the stage. However, da24k+i+j, j = 0, ..., H may consist of power commitments that
were made at a previous stage (and this information is stored in the state) and
power commitments that were made at the beginning of the current stage.
If the stage begins at hour 07 of day k and has length H hours then the benefit
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function is
B24k+7,24k+7+H = B24k+7DA +B
24k+7,24k+7+H
HA , (4.26)
where the function arguments are omitted to keep the notation clear. Otherwise,
if a stage begins at day k and hour i 6= 07 then
B24k+i,24k+i+H = B24k+7,24k+7+HHA . (4.27)
4.4.5 Dynamic Programming Equation
If a stage begins at hour 07 of day k and has a duration of H hours then the
dynamic programming equation used to calculate the value function V 24k+7 of
state s24k+7 is
V 24k+7(s24k+7) =
max
da24(k+1)+i,
i=0,...,23
max
ph24k+ir
sw24k+ir
i=8,...,8+H
r=1,2,3
E
windi
i=8,...,8+H
[
B24k+7,24k+7+H + V 24k+7+H(s24k+7+H)
]
.
(4.28)
Again, the function arguments are omitted. If the stage is the last stage in the
rolling horizon model then the day ahead power commitment is maximized over
only the first 8 hours of the next day, as opposed to all 24.
If a stage begins at hour i 6= 07 of some day k then the dynamic programming
equation is
V 24k+i(s24k+i) = max
ph24k+i+jr
sw24k+i+jr
j=1,...,8+H
r=1,2,3
E
wind24k+i+j
j=1,...,8+H
[
B24k+i,24k+i+H + V 24k+i+H(s24k+i+H)
]
,
(4.29)
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because only the reservoir release decisions are made and not the day ahead power
commitment decisions.
In both Equations (4.28) and (4.29) the reservoir releases are constrained to
satisfy the volume constraints in Tables 4.2 and 4.3 over all remaining stages in
the dynamic programming model. For example, the releases in the first stage are
constrained so that there exists a set of releases resulting in reservoir volumes
satisfying the constraints in Tables 4.2 and 4.3 over the next four stages. The set
of releases satisfying these constraints depend upon the inflow. The set of feasible
releases has linear constraints and can be easily calculated because the inflows over
all remaining stages is assumed to have a perfect forecast. However, this approach
can be extended to the case where the inflows are uncertain using, for example,
chance constraints [10].
4.4.6 Neuro-Dynamic Programming Solution
The presented formulation has up to four stages, between 12 and 16 state dimen-
sions, 24 decision variables, and is stochastic. In Chapter 2 a more computationally
efficient neuro-dynamic programming algorithm called FUA was developed. FUA
is used here to solve the dynamic programming problem. The state space is sam-
pled using a quasi random Sobol sequence [6].
4.4.7 Approximate Optimal Market Solution
Consider a simplified model where the hydropower reservoir operation constraints
described in Section 4.3.2 are removed. Instead, over a horizon j to j+H suppose
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the only constraints are that the total hydropower production cannot exceed E
MWh, where E is some fixed value, and hydropower production must be non-
negative. In the Combined simplified model, WH-GENCO only needs to decide
how to allocate this power in order to maximize profits. That is, WH-GENCO
solves the optimization problem
max
dai,thi
i=j,...,j+H
E
windi
j+H∑
i=j
priceiDA(da
i)dai + priceiHA(net
i)neti
s.t.
j+H∑
i=j
thi ≤ E, thi ≥ 0
neti = thi + windi − loadi − dai
(4.30)
The day ahead power dai and hydropower production thi are also constrained to
be constant over periods of 4 and 8 hours, respectively, in order to match the full
dynamic programming formulation. In the analogous Individual model, H-GENCO
would use price functions priceiDA,I and price
i
HA,I , and net
i = thi − loadi − daiH .
This relaxation can be used to easily obtain an approximation of the power
sold on the day and hour ahead markets in both the Combined and Individual
models. In this process, at hour 07 of day k the amount of power to sell on both
markets over hours j = 24(k + 1) to j + H = 24(k + 1) + 23 is the solution the
optimization problem in Equation (4.30). The expectation is calculated using the
wind scenarios generated at hour 07 of day k.
The value E needs to be chosen. The method used here is to fix E as the mean
daily hydropower production. Other possible methods include varying E based
upon the wind forecast, or calculating the total hydropower production if a certain
volume of water were to be released from each of the hydropower reservoirs.
At each hour i this approach yields a single value of the optimal amount of
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power to sell on the day ahead market. This is because the optimization problem
is independent of the reservoir, wind, and day ahead state. However, at each hour
i the distribution of wind power, windi, yields a distribution of power sold on the
hour ahead market, neti.
The primary advantages of this simplified model are that it is computationally
cheap and that, as shown in Section 4.5, it closely matches the optimal solution
obtained by the dynamic programming formulation. This model therefore provides
a computationally cheap approach for simulating the power sold on the markets
over a long term time horizon.
4.5 Results
The results presented here all use reoptimization. In reoptimization a set of N
initial states s(j), j = 1, ..., N are randomly selected; for each initial state a se-
quence of stochastic outcomes, which in this case is the wind power, is generated
over all stages; and for each initial state the decisions are calculated at each stage
using the policy as determined by neuro-dynamic programming, and the states and
costs are updated using the generated wind outcome. Let the resulting profit of the
trajectory beginning at state s(j), following the policies over the entire horizon,
and observing the associated stochastic outcome be pr(j). Then, as described in
Chapter 2, the Mean Expected Profit (MEP) is
MEP =
1
N
N∑
j=1
pr(j). (4.31)
Here, a larger MEP is better, whereas in Chapter 2 a smaller Mean Expected Cost
(MEC) was better. Reoptimization can also be used to analyze the operational
controls and the state space trajectories.
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The wind scenarios are all generated using the Long Term Generation method
developed in Chapter 3. Recall that these scenarios are generated from the distri-
bution that is conditioned on all of the wind power forecasts.
In the Individual model the reoptimization trajectories of W-GENCO and H-
GENCO are paired. A single long-term wind scenario is required to compute the
price of power on the hour ahead market because the price depends upon the net
power netiW and net
i
H .
4.5.1 Finite Horizon Convergence
First, empirical results show that the neuro-dynamic programming solution con-
verges as the number of state space samples used in each stage is increased. In
this test reoptimization is performed on the finite horizon case. The first stage
begins at hour 07 of August 1, 2013, and the dynamic programming formulation
in Figure 4.9 (a) is used to calculate the control policies over the next 72 hours.
Figure 4.10 presents the results. The x-axis is the number of state space samples
used in each of the four stages. The y-axis is the MEP of three trials, where the
error bars are the standard deviation of the estimate of the MEP. The solid line
shows the mean MEP over the three MEP values. As the number of state space
samples increases the MEP increases and appears to converge. This indicates that
the neuro-dynamic programming solution is converging. Also, the variation among
the three trials is large when there are fewer than about 750 samples, but that the
variation decreases when there are over 750.
Based upon these results, 1000 state space samples are used in all of the fol-
lowing experiments. This finite horizon test shows that the NDP solution does not
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Figure 4.10: Mean Expected Profit (MEP), in Equation (4.31), of finite horizon
ADP policies as a function of number of state space samples. The tested number
of state space samples are 250, 500, 750, 1000, 1500 and 3000, and for each number
three trials were performed. The MEP are plotted with errorbars, and the solid
line shows the mean MEP value over three trials.
become much more accurate when using more samples, and using more samples
would linearly increase the computation time required to calculate the solution.
4.5.2 Comparison of Combined and Individual Models
The Combined and Individual models are simulated over a total 8 days, and two
trials for each model are performed. The reoptimization procedure uses 1, 000
random initial states for each of the four trials. The reoptimization begins at
August 1, 2013 at hour 07, but to avoid any biasing by the initial conditions the
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Figure 4.11: Reservoir volumes as a function of time from trial 1 of the Combined
model. Time 0 on the x-axis corresponds to August 5, 2013 at hour 07. The ith
subplot shows the volume of reservoir i. The quantile plots show the distribution
of reservoir volumes over the 1, 000 reoptimization trajectories.
first four days hours are not included. Therefore, the results are calculated over 4
days beginning on August 5, 2013 at hour 07.
It was decided to exclude the first four days by considering the reservoir volume
states shown in Figure 4.11. The initial reservoir volumes are chosen uniformly
from within the bounds specified in Table 4.2. The trajectories show that, in
particular, the volume of water in reservoir 1 requires about 4 days to settle into
a more stable operating regime.
A comparison of the operations in the Combined and Individual models are
shown in Figures 4.12 through 4.14. Figure 4.12 shows the hydropower production.
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The top and middle quantile plots show the distribution of hydropower production
in trial 1 of the Combined and Individual model, respectively. The bottom plot
shows the mean value, where the solid and dashed lines are the means of the two
trials of the Combined and Individual models.
Figure 4.12: Hydropower production. The top and middle plots show the distribu-
tion of hydropower production in trial 1 of the Combined and Individual models,
respectively. In the bottom plot the solid and dashed lines show the mean hy-
dropower production of the two trials of the Combined and Individual models,
respectively.
Figures 4.13 and 4.14 show the power sold on the day and hour ahead markets.
The top and middle quantile plots show the distribution of the power sold in trial
1 of the Combined and Individual models, respectively. The bottom plots show
the mean values of the two trials, again with solid lines from the Combined model
and dashed lines from the Individual model.
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Figure 4.13: Power sold on the day ahead market. Top and middle plots are
distribution of dai in trial 1 of the Combined model and daiW + da
i
H in trial 1
of the Individual model, respectively. Black and white lines show results of the
simplified model. Bottom plot shows mean value of each trial, with solid lines
showing the Combined model.
The thick black and white lines in the top two plots of Figures 4.13 and 4.14
show the day and mean hour ahead power as determined using the simplified model.
The maximum amount of hydropower E that can be generated in this simplified
model, in Equation 4.30, was selected as E = 24 · 3.3 and E = 24 · 3.25 GWh in
the Combined and Individual models, respectively; these values are selected from
Table 4.5, which list the mean hourly hydropower production of the two models.
The mean hourly squared error between the power sold in the simplified model and
the mean power sold by the dynamic programming solutions are shown in Table
4.4. These results show that the simplified model yields an accurate estimate of
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Figure 4.14: Power sold on the hour ahead market. See caption for Figure 4.8.
Table 4.4: Square root of mean hourly squared error (MWh) between power sold
in the full dynamic programming and simplified models.
Day Ahead Market Hour Ahead Market
Combined Model 219 135
Individual Model 134 125
the power sold. Conversely, WH-GENCO and H-GENCO in the Combined and
Individual models are able to control the hydropower generation so that the mean
values are close to optimal.
These three figures show that the behavior of the single power producer in the
Combined model is similar to the combined behavior of the separate W-GENCO
and H-GENCO in the Individual model. The net result is that the total power sold
on the day and hour ahead markets in the Combined model follows approximately
the same trend and distribution as the sum of power sold by W-GENCO and
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H-GENCO in the Individual model.
(a) Dynamic Programming (b) Approximate Market Solution
(c) Dynamic Programming (d) Approximate Market Solution
Figure 4.15: Distribution of power sold on the day ahead (top) and hour ahead
(bottom) markets. Lighter colored bars are from the Combined model, black bars
are from the Individual model. Plots on the left are from the dynamic programming
model, plots on right use the approximate market solution method.
4.5.3 Comparison of Varying Market Influence
The differences between the two models can be more easily seen by looking at the
long-term distribution of power. Figure 4.15 shows the distribution of amount of
power sold on the day and hour ahead markets in the Combined and Individual
models. These histograms show the relative frequency over all reoptimization
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trajectories and over all hours of the four day period in both trials. The plots on
the left show the distribution from the full dynamic programming solution, and
the plots on right are from the simplified model. The simplified model results are
from a simulation over the same four day period. This comparison shows that
simplified model is also able to reproduce the same distribution of power sold.
The distribution of power sold on the hour ahead market is narrower in the
Combined model, shown as the lighter colored bars, than in the Individual model.
This may help to make the power grid more robust by reducing uncertainty of
the long-term power generation. The mean power sold in the Combined model
is approximately 40 MWh greater every hour than in the Individual model. The
distributions of power sold on the day ahead market are similar, although again
the Combined model sells approximately 15 MWh more power every hour. This
difference in mean hourly production is due to the hydropower generation. It is
expected that over a much longer-term simulation the mean hourly power sold in
the Combined and Individual models would be approximately the same in both
markets because the same amount of water will pass through the reservoirs. Dif-
ferences would arise if water is spilled through the spillway or if the water heads
are significantly different.
Figure 4.16 shows how these long-term distributions of power production and
price of power change as a function of market influence. The thick blue lines are
the Combined model results, and the thin dashed red lines are from the Individual
model. The data for these plots were generated using the simplified model over a
period of 42 days starting on August 1, 2013. The value E = 24 · 3.275 MWh was
fixed for all days and for both the Combined and Individual model. The errorbars
show the standard deviation.
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Table 4.5: Summary statistics of the Combined and Individual Models
Combined Individual Individual Individual
WH-GENCO Sum H-GENCO W-GENCO
total profit, 106 dollars 1.85 1.66 0.44 1.22
total DA profit 1.74 1.73 0.55 1.19
total HA profit 0.11 -0.07 -0.11 0.03
mean DA price, dollars 26.89 27.03 - -
mean HA price, dollars 27.03 29.31 - -
mean power sold, MWh 906.1 851.5 205.1 646.4
mean DA sold, MWh 703.1 687.7 199.0 488.7
mean HA sold, MWh 203.0 163.8 6.0 157.8
mean hydropower 3.30 - 3.25 -
production, GWh
The x-axis in these four plots is the market depth scale, which is a multiplicative
factor of depthiDA and depth
i
HA. A smaller scale gives the power producers more
market influence. As the market influence increases the standard deviation of
the power sold in the day and hour ahead markets decreases in the Combined
model, and is always smaller than in the Individual model. The standard deviation
decreases because a profit is only made when the power sold on a market is between
0 and depth MWh, so as depth decreases WH-GENCO tries to maintain the power
sold within a narrower range. In the Individual model H-GENCO does not have
the same financial incentive to maintain power production in such a narrow range.
Because price is a linear function, the optimal amount of power to sell at any hour
i is depthi/2 MWh (where depthi is the market depth at hour i in either the day
ahead or hour ahead market). If W-GENCO has already sold depthi/2 MWh,
then H-GENCO still has an incentive to sell power at hour i even though the total
profits accrued by W-GENCO and H-GENCO at hour i will only decrease.
Additionally, as the market influence increases WH-GENCO begins to act more
like a monopoly. The power production curves show that WH-GENCO decreases
hydropower production, thereby reducing total power sold on the day and hour
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(a) Power sold on day ahead market (b) Power sold on hour ahead market
(c) Price of power on day ahead market (d) Price of power on hour ahead market
Figure 4.16: Distributions of power sold and price of power as a function of mar-
ket depth scale. A smaller scale means the power producers have more market
influence. Thick solid lines and thin dashed lines are the Combined and Individual
model, respectively.
ahead markets, in order to keep the prices higher. WH-GENCO is then able to
maintain the higher prices, as compared to the Individual model where W-GENCO
and H-GENCO do not have the same incentive. Figure 4.17 shows that WH-
GENCO is able to make more profit than the sum of W-GENCO and H-GENCO.
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Figure 4.17: Total profit accrued in the Combined model (thick solid line) and in
the Individual model (thin dashed line) as a function of market depth. Error bars
show standard deviation.
4.6 Conclusions
In this Chapter we developed a model describing how a combined wind and hy-
dropower producer WH-GENCO, an individual hydropower producer H-GENCO,
and individual wind power producer W-GENCO participate in the day and hour
ahead markets when they have market influence. A dynamic programming for-
mulation was used to determine the optimal amount of power to sell on the day
ahead markets and to determine the hydropower reservoir operations. This is a
nonconvex and high-dimensional problem, and it was solved using neuro-dynamic
programming. Empirical results showed that the amount of power sold by WH-
GENCO had a narrower distribution than the sum of power sold by W-GENCO
168
and H-GENCO, and that these results become more pronounced as the market
influence increases. This may help create a more robust power grid. However,
WH-GENCO acted more like a monopoly with the increased market influence by
selling less power in order to keep power prices higher.
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4.A Terminal Value Function
In practice the terminal value function used for a short-term planning model,
which has a planning horizon of a few days, is typically calculated by performing
a medium- and long-term planning scheduling with a horizon of multiple years [9].
The long-term planning often either consists of solving a discounted infinite hori-
zon problem or uses the results of an infinite horizon problem as the terminal value
function. In hydropower problems this long-term value of water is sometimes called
the water value, and was first developed in [20]. As an interesting note, [20] essen-
tially performs value function derivative iteration, although it is not formulated
using dynamic programming and no proof of convergence is supplied.
In this work the terminal value function used in Equation (4.29) is constructed
by calculating the daily mean steady state value of the water reservoir volumes
according to the new method developed here. It is similar to an infinite horizon
problem. However, the steady state assumption eliminates the need for performing
value function iteration.
The main idea is to calculate the total expected daily profit given the con-
straints that 1) the same day ahead power commitments and reservoir releases
must be enacted every day, and 2) the reservoir volumes are periodic, meaning
voli = volk24+i for any k and i. The value of the reservoir volumes is then equal
to the expected daily value if these decisions are enacted every day.
The first of two variations for calculating the terminal value function of reservoir
water volumes vol7 at hour 07 of any day is
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V T (vol7) = max
dai
i=24,...,31,8,...,23
max
phir,sw
i
r
r=1,3,7
i=8,...,31
{
E
windi, priceiDA, price
i
HA, load
i
i=8,...,31[ 31∑
i=8
profitiDA(da
i) +
23∑
i=0
profitiHA(net
i)
]
: vol7 = vol7+24
}
.
(4.32)
There are three main details about this equation. First, notice that the expected
value is taken over the wind, day ahead price, Hour Ahead price, and load. This
expectation can be calculated by using historical data. We will use a total of thirty
day’s worth of historical data, so that the expected value is over thirty possible
outcomes.
Second, the expected value is not taken over the inflow values because of the
steady state constraint. The only way for the reservoir volumes to be periodic
while enacting the same daily releases is if the inflow is also periodic. Therefore,
the inflow is the mean historical inflow over the same thirty day historical period.
Third, notice the hour indexes. The day ahead power commitment is over
hours 24, ..., 31 and then hours 8, ..., 23 in order to show that the day ahead power
commitments are daily periodic. Normally, the day ahead power is committed over
hours 24, ..., 47, but here the indexes are used to show that the power committed
at hour 08 of the next day, i.e. hour 32, is equivalent to the day ahead power
committed at hour 08 of the current day.
Equation (4.32) could be used to construct the terminal value function, but
there is one main drawback with the current formulation. For every state vol7
there does not necessarily exist a set of reservoir releases such that vol7 = vol24+7.
This can be clearly seen with the following counterexample. In order for the system
to be in steady state, the total daily release from each of the three hydropower
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reservoirs must each equal the the total daily upstream inflow into reservoir 1.
Equivalently, the downstream run-of-river reservoirs cannot have a sum equal to
more than the total daily inflow. For example, consider a reservoir volume state
vˆol
7
. If run-of-river reservoirs 4, 5, and 6 have a combined volume of more than the
daily inflow, then this implies the daily release from reservoir 3 is more than the
daily inflow, and so there is no control for which vˆol
24+7
= vˆol
7
. This constraint
means that the value function cannot be calculated for all reservoir volumes in the
domain given by Tables 4.2 and 4.3.
Instead, the second variation is developed that can calculate the value function
at any state. This variation is
V T (vol7) = max
dai
i=7+23,...,7+47
max
phir,sw
i
r
r=1,3,7
i=8,...,7+47
{
E wind
i, priceiDA, price
i
HA, load
i
i=7+23,...,7+47
[ 7+47∑
i=7+23
profitiDA(da
i) +
7+47∑
i=7+23
profitiHA(net
i)
]
: vol7+23 = vol7+47
}
.
(4.33)
In this modification there is a 24 hour period during which the reservoir volume
state is allowed to transition to a state for which the steady state value exists, i.e.
some volume vol7+23 for which there exists a set of releases such that vol7+23 =
x7+47. Notice that the optimization is now over a two day period. In the first 24
hours, from hour 8 to 7 + 23, there is no profit accrued. Instead, the profit is only
accrued over the second 24 hour period, from hour 7+24 to 7+47. The constraint is
now that the reservoir volume at the end of the first day, x7+23, is equivalent to the
reservoir volume at the end of the second day, x7+47. This formulation allows the
reservoir system to spend the first day reaching the optimal steady state volumes.
The addition of the first day prior to the second steady state day ensures that
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the reservoir system is able to reach at least one steady state volume. However,
it may be the case that in order to reach a steady state volume the hydropower
releases may need to violate the release constraints in Table 4.1. Specifically,
the three constraints that may need to be violated are rate of change in total
release, minimum total release (but the release is still always non-negative), and
the maximum total release.
If these constraints are allowed to be violated during the first day then the
reservoir system can always reach a steady state volume. At each time step, which
is an 8 hour period, let the total release from each of the the 3 hydropower reservoirs
be exactly equal to its total inflow from upstream, and call this the ‘steady policy’.
According to this steady policy the hydropower reservoir volumes do not change.
The volume of the run-of-river reservoirs is exactly equal to the the inflow entering
the system through reservoir 1 with a time delay. For instance, it takes water
1.5 hours to first reach the segment of river corresponding to run-of-river reservoir
4. In time steps of 8 hours, the volume of reservoir 4 is equal to 6.5/8 of the
current time step’s inflow into reservoir 1 plus 1.5/8 of the previous time step’s
inflow. Because it takes water less than 24 hours to traverse the entire system from
reservoir 1 to 7, after the first 24 hour period following this steady release policy
the reservoir volumes will continue to be daily periodic. Therefore, as long as the
daily inflow into reservoir 1 yields a steady policy that satisfies the constraints in
Table 4.1 the system has reached a steady state within the first day. Of course,
it was verified that the 30 day historical data did result in a daily inflow pattern
that yields a steady policy satisfying the constraints.
It may be the case that during the initial 24 hour period the steady policy
violates the maximum rate of change in total release constraints or the minimum
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total release constraints in Table 4.1. For example, if run-of-river reservoirs 5 and
6 are initialized with volumes vol75 = vol
7
6 = 0 then the steady policy would dictate
that hydropower reservoir 7 would have a release of exactly 0 during the first 8
hour time step. This would violate the minimum total release constraint. In our
reservoir network model the steady policy will never violate the maximum total
release constraints because all upstream run-of-river reservoirs have a maximum
volume, and therefore maximum release, smaller than the maximum release of
the downstream hydropower reservoirs. However, this may not be true in other
reservoir networks, and so the maximum total release constraint may need to be
violated in other systems.
This difficulty is handled by, if needed, sequentially removing these constraints
until it is possible to reach a steady state, meaning there exists a set of releases
such that V T (s7) can be calculated. Note that these constraints are only removed
during the first transition day, and not during the second steady state day. The
constraint on change in total release is removed first, followed by the constraint
on minimum total release. If the reservoir system was such that the maximum
total release constraint also had to be violated, then this third constraint could be
removed last.
A total of 4000 data points are sampled from the reservoir volume domain in
Tables 4.2 and 4.3 using a quasi random Sobol sequence, and the mean steady
state value given by Equation 4.33 is calculated for each. Of these points, the
constraint on change in total release was violated in 114, and the constraints on
change in total release and minimum total release were violated 16 times. The
raw data points are plotted in Figures 4.18 and 4.19 by projecting the data onto a
single dimension.
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Figure 4.18: Mean steady state value as a function of reservoir 1 volume, vol71.
The points are colored according to the x-axis in order to compare to Figure 4.19.
The red line shows a slice of the best-fit function in Equation (4.34).
In Figure 4.18 it can be clearly seen that the mean steady state value is strongly
a function of the volume of water in reservoir 1, Grand Coulee. Figure 4.19 shows
that the value is not as dependent upon the volume of water in the remaining six
reservoirs. The data point colors show that most of the variation is explained by
vol71.
It was found that the function that can best fit this data is
V T ([vol71, ..., vol
7
7]) =(3.6 · 106) log(−5.00 · 10−9(vol71)2 + 3.46 · 10−5vol72 + 1.05)+
46.8vol72 + 51.4vol
7
3 + 19.6vol
7
4 + 3.2vol
7
5 + 0.9vol
7
6 + 4.5vol
7
7.
(4.34)
The coefficient of determination is R2 = 0.981. A slice of this function is shown in
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Figure 4.19: Mean steady state value as a function of water volumes in reservoirs 2
through 7. The x-axis is reservoir volume and the y-axis is the mean steady state
value. The colorbar shows the volume in reservoir 1, vol71.
red in Figure 4.18. Equation (4.34) is used as the terminal value function in the
dynamic programming equations.
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CHAPTER 5
CONCLUSIONS
In this dissertation we first developed a more efficient approximate dynamic
programming algorithm by creating the Fitting via Unimodal Approximation Op-
timization (FUA) algorithm to more accurately fit the value function with Feedfor-
ward Neural Networks with one hidden layer (FFNN1). FUA uses the Unimodal
Approximation Optimization (UAO) algorithm we developed to perform a hy-
perparameter optimization on the number of hidden nodes in FFNN1s. It was
empirically demonstrated that the distribution of errors when fitting an FFNN1
is unimodal, but not necessarily convex. Using this observation, UAO was de-
veloped to solve this hyperparameter optimization problem that has a discrete
domain and a noisy, unimodal objective function. We proved that UAO converges
almost surely, and we demonstrated on six test problems that UAO outperforms
Bayesian Optimization when applied to fitting FFNN1s. Additionally, FUA only
partitions the (state space/value function) data into a training and validation sets,
and does not use a test set. It was found that while the FFNN1 could be more
accurately estimated using a test set, the fact that a test set was removed from the
data resulted in the FFNN1 having a larger error. That is, it is better to have a
worse estimate of a smaller FFNN1 error than a more accurate estimate of a larger
FFNN1 error.
Altogether, it was demonstrated on three test control problems with 4, 12,
and 15 state dimensions that using FUA to fit an FFNN1 to the value function
resulted in a more accurate optimal control solution than when using other meth-
ods of fitting and FFNN1. This accuracy was evaluated using the results from
a reoptimization process, which consists of calculating state space, control, and
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cost trajectories over time. The Statistical Accuracy Analysis (SAA) method we
created to statistically show that the Mean Expected Cost (MEC) of the optimal
control solutions obtained using FUA was smaller (better) than with other meth-
ods. Additionally, the Computation and Accuracy Analysis (CAA) demonstrated
that FUA created a more optimal solution in less time.
In Chapter 3 we developed the Long Term Generation (LTG) method and the
Joint Distribution Comparison (JDC) test to create the long-term synthetic wind
scenarios that were used to evaluate control solutions in Chapter 4. LTG gener-
ates long-term synthetic wind power scenarios conditioned on sequential short-term
historical wind power forecasts. The three main steps of LTG are to create an es-
timate of the marginal distribution of wind power at each time step conditioned
on the forecasts, create the joint distribution, and finally draw scenarios from the
joint distribution. Wind scenarios generated by LTG and by the Naive Concate-
nation Method (NCM) were evaluated using existing methods and the JDC test.
JDC tests the null hypothesis that the joint distribution of historical wind power
outcomes and historical wind power forecasts is the same as the joint distribution
of synthetic wind power outcomes and historical wind power forecasts. This is
important because in power systems with wind integration the performance of a
control algorithm depends upon the joint distribution of wind power forecast and
wind power outcome. Evaluation showed that scenarios generated by the LTG
method were more statistically similar to historical data than scenarios generated
using NCM.
Finally, in Chapter 4 we developed a stochastic, nonconvex, rolling horizon
optimal control model of a wind and power producer with market influence. The
data for this power producer is based on the Bonneville Power Administration. The
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reservoir system has three hydropower reservoirs, which have the same operating
characteristics as Grand Coulee, Chief Joseph, and McNary, and four run-of-river
reservoirs to simulate the amount of time it takes water to travel between the
hydropower reservoirs. Also, publicly available wind power forecasts and outcomes
are used.
The approximate dynamic programming algorithm using FUA was used to solve
the control problem, and the policies were evaluated using wind scenarios generated
by LTG. Two variations of the power producer were evaluated. In the Combined
model a single producer, WH-GENCO, markets both the wind and hydropower,
while in the Individual model the wind producer, W-GENCO, and hydropower
producer, H-GENCO, act independently. It was found that the total power sold
on the day ahead and hour ahead market by WH-GENCO was similar to the sum
of W-GENCO and H-GENCO. A simplified model, which only calculates power
sold on the markets and not the reservoir operations, was found to be very similar
to the controls as calculated by the full dynamic programming formulation. This
simplified model was used to show that as the market influence increases WH-
GENCO acts more like a monopoly by restricting hydropower production in order
to keep power prices artificially high. However, the distribution of power sold by
WH-GENCO had a smaller variance, which may help to increase the robustness
of the power grid.
There are six immediate ideas for how to extend the work developed in this dis-
sertation. First, the FUA algorithm can be tested on Feedforward Neural Networks
(FFNNs) with multiple hidden layers. The first step is to empirically determine
whether the mean FFNN error is unimodal with respect to the multiple hyperpa-
rameters in FFNNs with multiple hidden layers. If so, then the FUA algorithm can
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be applied to fit an FFNN with multiple hidden layers to the value function. Recall
that while the UAO algorithm was only tested on one-dimensional problems, the
algorithm itself and the proof of convergence hold for multiple dimensions.
The second and third ideas, which are extensions of Chapter 3, are to develop
a method for generating a multivariate time series of wind power forecasts and a
statistical test to evaluate them. Some work has already been performed towards
this goal. It was found that directly generating a multivariate time series of wind
power forecasts at each time step did not yield forecast scenarios that were quali-
tatively similar to the historical data forecasts. The primary difficulty is that the
multiple time series are not independent. Instead, a four step procedure seemed
promising: a) generate a univariate time series of the wind power outcome; b)
generate a univariate time series of the mean forecast error; c) generate multiple
independent univariate time series, with series i representing the error of the fore-
cast that is i time steps in advance; d) sum point-wise the time series in step (a)
with the time series in (b) with a single time series in (c). The idea behind this
approach, which qualitatively appears to work better, is that the multiple time
series in step (c) are close to independent.
The last three ideas are all extensions of Chapter 4. First, the model of in-
formation used by the independent W-GENCO and H-GENCO can be changed.
In particular, as described W-GENCO does not take into account H-GENCO’s
actions when deciding how much power to sell. For moderate or small market
influence this is reasonable, because H-GENCO’s actions do not impact the price
of power, but this assumption becomes less realistic with a larger market influence.
New information models could be investigated, such as where W-GENCO uses a
simplified model of H-GENCO in order to determine how H-GENCO’s actions will
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impact the price of power. Of course, the second step would be to then study
the model where H-GENCO, in order to determine its own actions, assumes that
W-GENCO uses this updated information model.
Second, the objective function could be altered from an expectation maximiza-
tion to either a robust optimization or a chance-constrained optimization. Power
generating companies may be very sensitive to extreme events. Robust or chance-
constrained optimizations, which are more conservative, are often used to formulate
the control problem of a power system, and these can be applied to the described
wind and hydropower producer.
Finally, the objective function could also be changed from maximizing profit to
maximizing some metric of social good. If an electric utility is maximizing profit
then that likely means the consumers experience negative effects. For example, if
the utility is a price setter, then maximizing profit could mean maximizing price
of power, which would mean a higher cost of power for the consumers. Electric
utilities are highly regulated, so they usually have competing objectives, such as
maintaining a reliable power grid with low cost of power while still maintaining
financial stability. There are many ways in which these various objectives, some
of which measure social well-being, could be incorporated. For example, the new
objective function could be to minimize the daily price of power, thereby saving
consumers money, subject to the constraint that the expected weekly profit is
non-negative.
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