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L'acoustique de l'environnement utilise le niveau de bruit équivalent Leq .
Sa définition conduit à envisager des modèles pour l'énergie acoustique
Et =
J
pû du qui sont définis à partir de leurs accroissements DE sur toute
durée At. Par ailleurs les niveaux de bruit mesurés manifestent une
tendance à la normalité quand la durée augmente, et sont plus ou moins
implicitement supposés comme tels en acoustique .
Une première série de modèles est offerte avec les PAIS (processus à
accroissement indépendants et stationnaires) positifs du second ordre .
Equivalent noise levels Leq are very used in environmental acoustics,
their truc definition shows how levels are coming front acoustic energy
E t =
J
pû du and related increments DE on âme intervals At. So signais
defined in terms of increments DE are very suitable models for acoustic
pressure p,,, knowing that ordinary noise measurements show gaussian
variations (or are commonly supposed like that) .
A first class of processes are second order PIpSI (processes with
independent positive and stationary increments, paragrah 2) ; then we
investigate a broader class of such processes X
t = V„ du
without
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RÉSUMÉ
Nous examinons ici une autre classe de processus qui abandonne
l'indépendance mais qui conserve les aspects gaussiens et l'ergodicité . En
dernier, logarithme oblige, nous établissons une classe de tels processus à
accroissements positifs .
MOTS CLÉS
Acoustique et environnement, niveau équivalent, processus à accroisse-
ments stationnaires, ergodicité, shot effect généralisé ou processus de
Poisson filtré .
independancy (V„ stationary signal) . A special sufficient condition on
centered covariance function Cv
checks again gaussian properties as Ot
increases and in the saine time yields associated ergodic oves (k3) .
As increments have to be positive (because logarithm in acoustic) we
explicit a large sub-class of ad hoc models with positive V„ involving Rice
« generalised shot effect processes » (§4) .
KEY WORDS
Environmental acoustic, equivalent noise levels, processes with statio-
nary increments, ergodicity, generalised shot effect processes .
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1 . Introduction
f
Nous considérons la pression acoustique p t en un point et le
niveau de bruit équivalent Leq qui en résulte
1 + or
Legot = 10 log
t
0t
(p./ o )2 du
j
. Cet indice est très
J
largement utilisé dans les questions d'environnement, il est
défini sur toute durée [t t + Ot ] et les sonomètres actuels le
donnent couramment, po est une pression de référence
égale à 2 10
-
s Pa [7], [111. Pour simplifier nous posons
Vt
= (pt/po )Z
la puissance réduite adimensionnelle de la
pression acoustique p t .
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La définition du Leq montre que la ession intervient par
l'intermédiaire des accroissements
	
V„ du ou à
f
V de
0
l'intégrale de la puissance réduite au cours de la durée
d'enregistrement du bruit . Ceci ne constitue pas la vision la
plus répandue sur le sujet, mais puisque l'acousticien est
confronté à la recherche de bons outils pour décrire les
niveaux de bruit, on voit combien il est naturel de
modéliser la pression acoustique à l'aide de processus qui
font jouer un rôle particulier aux accroissements 0
J
V
[14], [15] . C'est dans cette optique que nous examinons
des classes de processus en termes d'accroissements posi-
tifs, logarithme oblige . Cette incursion parmi des classes
de signaux aléatoires doit aussi se faire en gardant à l'esprit
une préoccupation traditionnelle en acoustique routière (et
quelque fois implicite), à savoir qu'il est couramment
supposé que les niveaux de bruit présentent « une nature
gaussienne » dans les ambiances de bruits relativement
stables [16] . Nous avons déjà observé que cet a priori est
souvent inutile [14], et montré que dans une première
classe de processus pour V, la normalité des niveaux
équivalents est une conclusion du modèle [15], [16] . Nous
examinons à présent une classe plus large de signaux qui
possèdent les mêmes conséquences gaussiennes (§ 3), puis
nous en construisons un sous-ensemble dont les accroisse-
ments sont positifs (§ 4) .
2 . Les processus à accroissements indépendants et
stationnaires (PAIS)
Les processus à accroissements indépendants sont évidem-
ment des processus définis en termes de leurs accroisse-
ments, ils sont relativement troublants au premier abord,
mais aux dires de Guikhman et Skorokhod [8] ils ont été à
l'origine de l'étude des processus stochastiques en général .
A l'issue des travaux de Lévy et de Khintchine les PAIS
sont entièrement connus par l'intermédiaire de leur fonction
caractéristique 4)x ; pour les PAIS positifs, quand on
suppose que X, est presque sûrement nul pour t = 0,
l'expression de d)x (z) est exp {t 1) dfl (u )
o
avec d11(u) une mesure (dite de Lévy) sur R + telle que
00
l'intégrale
f +
inf (u, 1) dII (u) est définie [5] . Les PAIS
0
positifs du deuxième ordre sont également des processus à
accroissements orthogonaux et stationnaires (PAOS), le
processus des accroissements X
h
+, - X
h
suit la même loi
que X„ avec une espérance, une variance (et tous les
cumulants définis) proportionnels en t . En outre
i) quand on fait tendre t vers zéro la variable aléatoire
X,It n'a pas de limite en moyenne quadratique ni même en
loi [5], le processus X, n'est donc pas dérivable au sens
classique [3] ;
ii) à l'inverse quand la durée t tend vers plus l'infini, la loi
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des accroissements moyens X,/t ou OX,ILxt converge vers
une loi normale [15], [16] .
Quand elle est appliquée au processus X, =
J
V„ du cette
dernière propriété clarifie le statut de la soi-disant
hypothèse de normalité des niveaux de bruit .
3 . Une classe plus large de processus définis en
termes d'accroissements
3.1. Dans la pratique les niveaux de bruit routiers suivent à
peu près les modèles précédents, mais il leur est cependant
difficile de respecter l'indépendance des accroissements de
l'intégrale de la puissance sur des durées de l'ordre de la
seconde [17] ; pour cette raison nous envisageons une
classe plus étendue de processus avec des accroissements
stationnaires (PAS) sans plus se soucier de l'indépendance .
Les premiers d'entre eux ont été introduits par Kolmogo-
rov, et par von Neumann et Schoenberg [24] . Plus générale-
ment les PAS appartiennent à la classe des processus à
accroissements d'ordre q -- 1 stationnaires [9], [24], et à
leur propos il est nécessaire d'introduire les processus
généralisés, PSG, qui sont aux processus stochastiques
l'analogue de ce que sont les distributions ou fonctions
généralisées aux fonctions de variables . Les PSG permet-
tent de définir la dérivée d'un processus, dérivable ou non
au sens classique, de sorte que la dérivée d'un PAS est un
processus stationnaire, et qu'un PAS est l'intégrale d'un
processus stationnaire ; par exemple le bruit blanc est un
PSG, « idéal et non physique mais qui intervient comme
facteur intégrant » [5] . Par conséquent avec tout processus
stationnaire V
r
nous envisageons le PAS associé
f
r
X
r
= V,, du [4], pour lequel par construction les lois de
o
X, et de tout accroissement X,
+
h - Xh sont identiques .
Comme avec les PAIS nous devons introduire quelques
conditions de régularité, nous supposons que V, est un
processus du second ordre avec E (V,) une constante notée
Ev , et Cv la fonction de covariance centrée de V, définie
par Cv(u-v)=E{(Vu-Ev)(V„-Ev)} . Il en résulte
que X, est également un processus du second ordre avec les
résultats classiques E (X,) = tEv et
fo, fo,
la variance de X, est une application paire en t qui se met
également sous la forme classique
Jr
(t- x l) Cv (x) dx,
r
(t positif) .
3.2 . QUELQUES EXEMPLES DE VARIANCES DANS
LES PAS
L'espérance E (X,) ne dépend pas de Cv , contrairement à la
variance var(X,). Nous en rappelons quelques unes avec
var(X,) =
volume 10 - n° 1
Cv (u-v)dudv
des fonctions de covariances centrées classiques de la
littérature, (t positif)
1) Cv (x) = K e- « 1 x l , elle dépend de deux paramètres
positifs, elle est intégrable sur R avec f
R
Cv(x) dx = 2 K/a
et conduit à var (X t ) = 2 K/a L
e	
«t _
1
+ t
t
. La variance
a
est une application positive croissante convexe en t, de la
forme Kt +
0(t3)
près de l'origine et de la forme
2 K/a (t - 1/a) + O (e - « r ) au voisinage de plus l'infini,
avec la droite asymptote d'équation 2 K/a (t - lia) ;
2) Cv (x) = e- « l x l ( K cos (3x + S sin R l
x
l)
dépend des
paramètres a, [3, K positifs et 1 S 1 < Ka/(3 [24], et contient
l'exemple précédent (I3 = 0) . On a
,
IR
Cv(x) dx = 2 (aK + 3S )/(a
2
+ R 2 )
l'application var (X,) est égale à
2 e-
«r
(a2
+
(3 2 )2 [(u2
-
R 2 ) (
K cos (3t + S sin Rt) +
+ 2 a(3 (S cos [3t - K sin (3t )] +	
2
2 (a+
P2)2
x [(a2
+p 2 )(uK+RS)t- (a2
-[32 )K-2uPS],
elle est de la forme Kt 2 + O (t 3 ) près de l'origine et possède
une droite asymptote quand t tend vers plus l'infini ;
3) Cv (x) = K sin (2rrBx)l2rrBx
dépend de 2 paramètres, K
t
positif,
J
Cv (x) dx = K/irB Si (2aBt)
où Si(u) =
_ r
R
(' u
Jo
q
uand u tend vers
plus l'infini [1],
	
et donc
Cv (x) dx = K/2B . Nous avons encore
sin z dz/z
est la fonction sinus intégral qui tend vers a/2
var(Xt ) = Kt/2B - Kt/ITB
J
sin u dulu -
2arBr
le second terme donne
- K/2 (rrB )2 cos 2irBt + Kt/7rB
- K/2 (rrB ) 2 (1 - cos 27rBt) ,
cos u du/u 2
2ITBt
(intégration par parties) avec l'intégrale majorée en valeur
absolue par un terme en lit
2
(un résultat d'Abel), par
conséquent
var(X t ) = Kt/2B - K/2(7rB) 2 + F, (t)
possède une droite asymptote quand t tend vers plus
l'infini ;
4) Cv
(x) = K sin (IrTBx)/1rBx cos (27r µx) dépend de 2 para-
mètres, K positif ; on se ramène au cas précédent avec
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CV (X)
µ + B)sinar(2 lx +B)x
x
- 2B Tr(2 µ + B) x
K(2 µ-B)sinrr(2 µ-B)x .
2B ~rr (2 µ - B) x '
5) Cv (x) = Kal (a2 + x2 ), avec 2 paramètres a et K posi-
tifs,
f
Cv (x)dx= K7r ; var(K t ) _
R
= 2 Kt Arctg (tla) - Ka Log (1 + t2/a 2 ) .
C'est une application convexe de la forme Kla t2 + O (t3 )
près de l'origine et qui tend vers la courbe asymptote
K-rrt - 2 Ka Log tla quand t
tend vers plus l'infini ;
6) Cv(x) = 2 D 80 avec so
la distribution de Dirac à
l'origine et le paramètre D positif ; c'est le cas extrême des
bruits blancs, var(X,) = 2 Dt est linéaire en t ;
7) Cv
(x) = K cos 2 'rrµx avec 2 paramètres, K positif,
l'intégrale
sin 2'rrµt
J C
v(x) dx = K/7rµ
r
n'a pas de limite quand t
tend vers l'infini,
var(X1 ) = K
(
sin aµt
) ~rµ
8 Cv (x) = K, K positif est un autre cas extrême,
J
r
Cv(x) dx = 2 Kt
n'a pas de limite quand t tend vers
-r
l'infini, var(X t ) = Kt2 .
Puisque les covariances appartiennent à un cône positif,
toute combinaison linéaire positive de covariances est un
autre exemple. Dans tous les cas l'espérance E(OX t )
est
proportionnelle en At comme avec les PAIS du deuxième
ordre, tandis que la variance est une application qui prend
des formes diverses et diffère ainsi de la forme qu'elle
possède avec les PAIS .
3.3. La question qui intéresse l'acousticien concerne la
distribution des accroissements moyens AX,/At (ou X,/t) et
sa limite éventuelle lorsque At augmente et tend vers plus
l'infini, Pour cela nous envisageons dans un premier temps
des processus stationnaires du second ordre V t de signe
quelconque et tels que la covariance centrée C v est la
somme d'une covariance centrée C o continue et d'une
distribution de Dirac à l'origine 2 D S o , D positif ou nul . La
question de la normalité est résolue par le Lemme suivant .
Lemme 1 : Si la fonction de covariance centrée C v de
Vt est intégrable sur ]- oo, + oo [ la distribution de
Xtlt converge en lois vers la loi normale d'espérance Ev et
de variance lit Cv (x) dx lorsque t tend vers plus
R
l'infini .
i) En effet pour t positif var(Xt ) est égale à
2 Dt + 2 J
t
(t - x) Cov (x) dx, le second terme est égal à
0
volume 10 - n° 1
2 C°, (u) du dx, et par hypothèse
J C(u)dux
o,
	
= C°, (u) du + E (x )
0 0
avec e (x) une application continue bornée qui tend vers
zéro quand x tend vers l'infini ; il en résulte que
var(X,) = t
J
Cv (u) du + 2 J t e (x) dx .
R
0
ii) de manière générale la fonction caractéristique d'une
variable aléatoire Y qui suit une loi du second ordre est de
la forme
(Dy (z) = 1 + i zE (Y) - z 2/2 E (Y2 ) + z2 0
(Z)
au voisinage de l'origine [21], et donc
Log (Dy (z) = i zE (Y) - z2/2 var (Y) + z2 0 (z) .
iii) si on applique ce résultat à la variable X t on a
Log
`Dx
(z) = iztE v - z2/2 t
J
Cv (x) dx +
R
+z2O(z)-z2
J
E(x)dx,
0
et donc
Log 4x ,t (z) = Log ~ (z/t)
= i zEv - z2/2t
J
Cv (x) dx - z2/t
_1
(t) + z2/t2 0 (z/t )
R
avec rl (t) = lit f
E (x) dx et lim -q (t) = 0 quand t vers
0
plus l'infini .
Il en résulte que pour tout z le logarithme de la fonction
caractéristique de Xt/t converge vers l'application
izEv - z212t
J
Cv (x) dx quand t tend vers plus l'infini ;
R
elle est continue à l'origine et on reconnaît le logarithme de
la fonction caractéristique de la loi normale
X (Ev, 1/t
J
Cv (x) dxl . ∎
Remarques
i) la démonstration montre également que quand elle est
définie l'intégrale
J
Cv (x) dx est nécessairement positive,
R
sans passer par les propriétés spectrales des signaux et de
leurs covariances ;
ii) au voisinage de l'origine var(X~) a un développement
de la forme 2 Dt + t 2 CV(O) + 0(t ) .
Compléments
L'hypothèse que Cv est intégrable est une condition de
régularité ; avec des hypothèses plus fortes on a naturelle-
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ment des propriétés supplémentaires
Lemme 2 : Si C°, est 0 (1/ta +
2
),
a>.0,
ou si t I C°",
I
est
intégrable sur [0, + oo [ la variance var(X t ) a une droite
asymptote lorsque la durée t tend vers plus l'infini .
i) En effet dans le premier cas
var(X t ) = 2 Dt + 2 J
r
(t - x) C°, (x) dx ; par hypothèse les
0
intégrales
J
C(x)dxoo et , ~ x C o,(x) dx
0
0
sont définies, il en résulte que
f
xCo,(x)dx-
J
~xC°,(x)dx
0 0
t~
fo,
Co,(x)dx-
J
Co(x)dx}
0
et
sont 0(I/ta), et donc que
var(Xt ) = t
f
Cv (x) dx -
R
volume 10 - n° 1
"0
- 2
J
xCo(x)dx+0(1/ta), a : -O ;
0
ii) dans le second cas J t x C°, (x) dx = x C°, (x)
+
F 2(t)
o 0
avec lim E2(t) = 0 quand t tend vers l'infini, et
t 00 00
t C°, (x)dx=t Co,(x)dx-t C o (x)dx
o o t
avec
f
'oCo (x) dx .t f,5 ICo,(x)I dx- J x Co (x)I dx .
r
r
r
Par conséquent
t J
t
Cv(x)dx=t
J o
C°v (x)dx+E1 (t)
0 0
avec lim E 1 (t) = 0 quand x tend vers l'infini, et
var(Xt)=t
J
Cv (x)dx-2 I ~xCo(x)dx+
R
j0
+2E1(t)-2E2(t) . ∎
Cela montre que dans les conditions du Lemme 2 le
comportement de var (Xt ) se rapproche un peu du compor-
tement qui se produit avec les PAIS .
Les exemples 1 à 6 vérifient la condition du Lemme 1, par
conséquent les accroissements moyens OX t/fit présentent
un comportement asymptotiquement normal quand Ot
augmente ; les exemples 1, 2 et 6 vérifient les conditions
supplémentaires du Lemme 2 et pour eux var(X t ) possède
une droite asymptote ; dans les exemples 3 et 4 var(X 1 )
possède aussi une droite asymptote sans toutefois que les
conditions supplémentaires soient vérifiées .
3.4. Les hypothèses du Lemme 1 sur la covariance centrée
de Vt ont une conséquence immédiate au niveau des
accroissements à
J
V .
Lemme 3 : Si la fonction de covariance centrée Cv de
Vt est intégrable sur ]- oc, + oo [, toute suite d'accroisse-
ments Yh,
	
f l
t, n =
V n du, t positif, est ergodique en
h+(n-1)t
moyenne quadratique pour l'espérance .
i) En effet l'hypothèse entraîne que var (X t/t) tend vers
zéro lorsque t tend vers plus l'infini, et donc que
Xt/t converge en moyenne quadratique vers la constante
Ev . Par conséquent le processus stationnaire V t est ergodi-
que en moyenne quadratique pour l'espérance ;
ii) par ailleurs 1 Yh, t,
i
= t
1 J h +
nr V
n du, donc la
n
j
nt h
suite des accroissements stationnaires Y h ,
t . n
est également
ergodique pour l'espérance puisque la somme du premier
membre converge en moyenne quadratique vers
tEv = E (Y h,
t
i )
quand n augmente . ∎
Remarques
i) plus généralement la seconde partie du Lemme 3 est
f
établie pour tous les processus V t qui sont stationnaires
t
ergodiques, auquel cas X t = V n du est un processus à
0
accroissements stationnaires et ergodiques (PASE) du
second ordre ; nous retrouvons pour les OX t une propriété
triviale mais cependant importante des PAIS du 2e ordre
qui provient simplement de l'application du théorème de la
loi des grands nombres ;
ii) la condition que lit
fo
Cv (x) dx tend vers zéro quand t
0
tend vers plus l'infini est une condition suffisante pour
qu'un processus stationnaire soit ergodique pour l'espé-
rance [2] . Dans les Lemmes 1 et 3 l'hypothèse sur
Cv est une condition plus forte qui entraîne donc l'ergodi-
cité et le Lemme 3 ; le Lemme 1 ne concerne donc qu'un
sous-ensemble de PASE que nous appelons des PASEAN
(PASE asymptotiquement normaux) .
iii) une grande partie des Lemmes 2 et 3 sont des résultats
qui figurent plus ou moins dans la littérature [2], mais ici
ils sont directement orientés sur les accroissements moyens
de PASE et sur leur loi limite ;
iv) avec les PASEAN le terme z2lt q(t) dans var(Xt/t)
peut tendre vers zéro plus lentement que le terme
z 2 /t 2 O(z/t) dans les PAIS du 2e ordre, et donc ralentir la
convergence vers la loi normale de iXt/Ot dans les
PASEAN par rapport à celle des PAIS ;
v) l'origine des points communs entre l'ergodicité physi-
que et le « théorème ergodique » issu de la loi des grands
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nombres est notamment évoquée par Yaglom et par Renyi,
le premier attribue le théorème ergodique à Slutsky [241, le
second fait remarquer que « l'idée revient pour le fond à
Bernstein » [21] ; l'idée consiste à exprimer que la loi des
grands nombres subsiste malgré la perte d'indépendance,
mais à condition que les corrélations « ne soient pas trop
fortes » entre les termes que l'on somme (ou que l'on
intègre) .
3.5. La condition sur la covariance C du Lemme 1 est plus
forte que la condition suffisante pour l'ergodicité ; nous
indiquons ci-dessous des exemples de covariances centrées
qui vérifient l'une (la condition ergodique) sans vérifier
l'autre (la condition du Lemme 1) .
i) soit la covariance C (t) = cos 2 rrp t de l'exemple 7, la
condition nécessaire et suffisante d'ergodicité pour l'espé-
rance est vérifiée alors que C n'est pas intégrable sur R .
Dans cet exemple C n'a pas de limite quand t tend vers
l'infini ; dans les 2 suivants la covariance tend vers zéro
quand t tend vers l'infini, avec une rapidité suffisante pour
que lit J
t
C (x) dx tende vers zéro mais pas assez pour que
0
C soit intégrable .
ii) soit aC(t) = 1/ (a2 + t2 )112 , a positif, une application
définie paire continue et dérivable sur R, maximale en 0 et
décroissante sur R + avec une limite nulle quand t tend vers
+ co . Pour cette application
fot
a
C (x) dx est croissante en
o
t
Log t, aC n'est pas intégrable sur R mais lit I a C(x) dx
0
tend vers zéro quand t tend vers l'infini (condition néces-
saire et suffisante d'ergodicité pour l'espérance) . En outre
aC (t) = 2/ir
J
Ko (ax) cos tx dx [6],
0
c'est la transformée de Fourier de la fonction de Bessel
modifiée de 2e espèce d'ordre zéro Ko, positive définie
pour u positif, (décroissant de + co à 0 sur R + et intégrable
J 0 K
0 (u) du = 7r/2), c'est donc une fonction de type
0
positif c'est-à-dire une covariance ;
iii) soit aC (t) = 11 (a + 1 t 1 ), a positif, une application
définie paire continue sur R + , maximale en 0 et décrois-
sante sur R+ avec une limite nulle quand t tend vers + oo ;
J t
aC (x) dx est croissante en Log t, aC n'est pas intégrable
0
sur R alors que la condition nécessaire et suffisante
d'ergodicité pour l'espérance est vérifiée .
En outre
aC (t) =
2/7r
I -
0
- {si (ax) sin ax + Ci (ax) cos ax} cos tx dx [61
avec Ci(u) le cosinus intégral et si(u) = Si(u) - 7r/2, c'est
la transformée de Fourier d'une application qui s'écrit
volume 10 - n° 1
encore
v e - "°/(1 + v 2 ) dv [1] ,
v e- "°/(l + v 2 ) dv du =
0
	
0
=
f "o
v/ (1 + v 2 ) dv e- " ° du = Tr/2) ,
0 0
c'est une fonction de type positif et donc une covariance .
Cv (v - u) du dv [2] ,
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définie positive pour u positif, (décroissant de + oo à 0 sur
R+ et intégrable puisque v e- " °/(1 + v 2 ) majoré par
e- "'/2 est intégrable sur
R+2
, et donc
3.6. Par
f
h + t
Zh =
Vu
h
t
Xt = ~ V" du . Nous considérons le processus Zh en fonc-
0
tion de l'instant h ; c'est un nouveau processus stationnaire,
son espérance est égale à tEv, sa fonction de covariance
centrée Cz à E (Z
h Zh + T ) - t 2 Ev.
3.6.1 . Lemme 4 : Soit A t l'application paire continue
définie par A, (x) = (t - l x 1 ) 11 [_ t + ,,(x), (fonction
« lambda »), la covariance Cz est égale au produit de
convolution de Cv et de A t.
En effet
h + t h+t+T
Cz (T) = E
Jh J
(V" V„ - E2,) du dv
h+T
est encore égale à
Jh+t rz
h
h++
h +T
T
c'est un cas particulier de la fonction structure centrée du
processus qui a été introduite par Kolmogorov et par von
Neumann et Schoenberg [24] . Un simple changement de
variables donne
T
f
h+t+x
Cz (T) =
J
T t
Cv (x) dm
h+T
dy +
T+t h+t+T
+
I
Cv (x) dx dy =
T
h+x
T
f
T + t
_
J
(x+t-T)Cv(x)dx+
(x+t- x)Cv (x)dx .
T t T
C'est une application paire en r qui ne dépend plus de
l'instant h, encore égale à
f
A, (x - T) Cv (x) dx = C v * A t
R
puisque les deux applications C v et At sont paires
. ∎
Avec les notations précédentes
Cz = 2 DAt + C , *A,, et var
= 2 Dt + (C° *A,), =() ;
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pour les PAOS on retrouve le fait que la covariance C z se
réduit à 2 DAt .
3.6 .2. La covariance centrée entre deux accroissements
Yh,
t, ;
d'indices j et j + n est égale à Cz (nt) ;
Lemme 5 : Avec les hypothèses du Lemme 1 sur C v , la
n
moyenne 1/n
E
Cz (kt) tend vers zéro quand n tend vers
k=1
plus l'infini (limite au sens de Césaro des C z (kt )) .
(
f
En effet quand on intègre par parties les deux intégrales de
Cz (kt) on obtient la valeur simplifiée
k+1)t
f
x
Cz ( kt) = Cv (u) du dx -
kt 0
et donc
n
f
(n+1)t
f
x
Cz(kt) _ Cv (u) du dx -
k=1
nt 0
f
(n+1)t x
x tend vers plus l'infini et donc Cv (u) du dx
ut
0
aussi ; la limite au sens de Césaro des Cz(kt) est donc
nulle . ∎
On retrouve de la sorte l'ergodicité (en probabilité) des
Yh, t , j en utilisant un théorème de Renyi inspiré de Berns-
tein [21]. La limite nulle au sens de Césaro des Cz (kt) est
ici la manière d'exprimer une faible corrélation entre les
accroissements
Yh, 1, j-
4* Les processus de « shot effect » généralisés
Les Lemmes 1 et 3 étendent les propriétés de normalité
asymptotique des PAIS du second ordre à une classe plus
étendue de PASEAN . Cependant il s'agit en acoustique de
prendre le logarithme des accroissements, et à la différence
des PAIS positifs l'auteur ne connaît pas la classe des PAS
positifs ni celle des PASEAN positifs . Malgré cela nous
présentons ci-dessous une large classe de processus station-
naires positifs du second ordre V t qui conduisent à des
PASEAN X t =
J
V" du positifs, et qui répondent donc à la
question posée .
4.1. Définition . Soient un processus d'instants ponctuels
poissonniens tu d'intensité q, une variable aléatoire Y et
des répétitions Y n mutuellement indépendantes et indépen-
dantes des instants poissonniens, et une fonction d'effet
(ou de propagation) p(u) . La définition des processus de
volume 10 - n° 1
fo, J0
Cv (u)dudx .
Par hypothèse f Cv (u) du tend vers une limite finie quand
0
construction tout accroissement
du =
Yh,,, t,
t positif, suit la même loi que
kt
(k-1)t
x
Cv (u) du dx ,
0
« shot effect » généralisés figure dans Rice, le signal
St est défini par la somme
É
Y,, cp (t - t,,), il généralise
n=-M
la définition des shot effect classiques dans lesquels Y
n'intervient pas (Campbell 1909) [22] . De tels processus
servent notamment pour étudier le bruit de grenaille et dans
la littérature française on les désigne par « processus de
Poisson filtrés » [12] (voir le renvoi (*) de 4.3.5) . Nous
examinons quelques propriétés de S t .
Lemme 6 : Quand il est défini le processus S t est station-
naire .
En effet la loi des instants poissonniens est invariante par
changement d'origine du temps et indépendante de la loi
des Yn qui ne dépendent pas du temps . La loi de
S t est donc invariante par changement d'origine du
temps . ∎
Le signal S, est une série de variables aléatoires dont il faut
se soucier de la convergence, pour simplifier nous nous
limitons au cas des variables Y et des propagations p
positives .
Lemme 7 : Avec Y et cp positifs, le signal converge en
probabilité quand E(Y) est fini et (p intégrable sur R .
En effet la loi des instants poissonniens ne dépend pas
d'une renumérotation, et pour tout t on les rénumérote à
partir de t o = t ; les durées sont mutuellement indépendan-
tes, t i - to, t o - t_ 1 et t k - tk
-
1 suivent la loi exponentielle
y (1, q), t,, - t o et t o - t _ n la loi gamma y ( n, q) .
Nous utilisons le critère de convergence mutuelle de
Cauchy-Slutsky [3], [4] .
a) Pour les instants d'indices positifs on considère la
probabilité de l'événement {Rnm ~} avec la somme
m
Rnm =
E
Yk cp(t - t k), m ~>» n ~- 0, d'après l'inégalité de
k=n
Markov elle est inférieure à
Ê
	
m
1/-q E
Ê
Yk lp(t - t k )) = 1/~q E(Y) E(cp(t - tk ))
k=n
k=n
f
grâce à l'indépendance. Lorsque p est positive intégrable,
E(cp(t - tk)) est finie positive égale à
+"0
q e-q"(qu)k-'/r(k) p(- u) du ;
0
on peut inverser la sommation et l'intégration dans la série
des termes E(p(t - t k )), elle converge et sa somme est
égale à
f+
k-~
0
q
qu)k-1 /r(k) (p (- u) du =
=
q
J
+"0
p(-u) du .
0
m
Par conséquent la somme scalaire
E
E(p(t - t k )) peut
k = n
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être rendue aussi petite que voulue, et pour tout ii positif il
en est de même pour la probabilité de l'événement
{Rnm ~ 11 } lorsque E (Y) est fini ;
b) pour les instants d'indices négatifs la série des
E(lp(t - t k )) a pour somme
q cp(v) dv = q e- q ° (qv)k-1lr(k) cp(v) dv ;
0 k=1 0
de la même façon la probabilité de l'événement
>» ,q'} peut être rendue aussi petite que voulue, avec
la somme
Rn
' m'
Par ailleurs Rice donne l'expression qE(Y')
f
cpr(u) du
R
des cumulants d'ordre r de la loi de S, quand ils sont
définis ; en particulier l'espérance de S, est égale à
qE (Y) (p (u) du, la variance à qE (Y2)
f
pp2
(u) du . Il en
R R
résulte que S, est un processus stationnaire du second ordre
positif quand la variable Y est positive d'ordre 2 et la
propagation cp positive intégrable et de carré intégrable .
4.2. La covariance centrée d'un processus de Poisson filtré
du second ordre .
4.2.1 . Lemme 8 : Lorsque Y est du second ordre, et les
applications cp et cp 2 intégrables la covariance centrée
C s (T) de S t est égale à qE (Y2 ) cp (u) cp (u + T) du.
R
Sous ces conditions le processus de shot effect généralisé
est du 2e ordre et
S t +T 5t- E Y, Y,,Y n p(t+T
- tm)p(t -
tn) =
E
m=-m
+ Ym Y n cp(t+T -
tm)(ffl
- t n ) ;
m=-n, n,'m
a) l'espérance du premier terme est égale à
qE (Y2)
J
cp (u + T) cp (u) du, quantité définie majorée par
R
gE(Y2)
J
cp2 (u) du (Cauchy Schwarz) ;
R
b) le terme Y m Yn cp(t + T - tm ) cp (t - t n ) a pour espérance
E(Y)2 E[p(t+T -
tm
)E(lp(t -
t
n )Itm)] .
Pour tout indice m nous considérons les deux classes
d'indices n supérieurs ou inférieurs à m. Pour n = m + k, k
positif, la loi conditionnelle de t - t n est la loi de
t - tm - uk avec uk une variable qui suit la loi y (k, q), et
volume 10 - n° 1
Yk cp(t-tk), m'>n'~> 0 . ∎
k=-n'
Ym (t + T -
tm) (t - t.)
donc
E(p(t - t,,)I t
la somme des espérances conditionnelles sur les indices
m + k, k positif, est égale à q
r+
<p (t - tm - u) du .
0
Pour
n = m - k, k positif, la loi conditionnelle de t - tn est
la loi de t - t m + vk avec V k une variable qui suit la loi
y (k, q), et donc
E(<p(t -
tn)I tm) _
= q ~+ p(t
- tm + v)
e-q° (qv)k-1/r(k) dv ;
0
la somme des espérances conditionnelles sur les indices
m -
k, k positif, est égale à q
J
r+ "0
<p (t
- tm + v) dv .
0
Par conséquent l'espérance conditionnelle par rapport à
tm de l'ensemble des termes d'indices n * m est égale à
q
J
<p(t-tm +u) du =q
J
p(u)du .
R
	
R
C'est une constante, l'espérance finale est égale à
E(Y)2 q
=q
oJ
+"0
J
<p (u) du E
[
y p (t +
T - tm
)] _
R
L m
u) e - g1 (qu)k-
'IF (k) du ;
4.2 .2 . Quelques propriétés de C s
- L'autocorrélation de p figure dans C s , on sait que cette
dernière est une application paire définie positive, C s est
majorée en valeur absolue par C s (0) ;
- si <p est la symétrisée de <p définie par âp (x) = <p (- x),
alors
i
<p (u) <p (u + T) du est le produit de convolution
R
<p * ~ ; lorsque ç est paire ~ = cp, et la covariance C s égale
à qE (Y2 ) çp * < p peut se mettre sous la forme
2 gE(Y2) <p(u) <p(u + t) du .
- uz
c
Lemme 9 : Avec les hypothèses du Lemme 8 la covariance
entrée C s est intégrable sur R et
f
Cs (t) dt est égal à
R
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J R
<p(u)du}
2
JJJ
c'est-à-dire
E(S,+T)E(Se) .
c) Il en résulte que la covariance centrée Cs (T) de
S, est égale à
gE(Y2)J
R
cp(u+T)<p(u)du . ∎
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2
qE (Y2 ) <p (u) du
, si en outre <p est continue C s est
R
continue .
En effet <p (u + t) <p (u) est intégrable sur R 2 , on peut donc
intervertir les signes d'intégration, et on a
J C
s (t) dt = qE (Y2)
J
<p (u) du
J
cp (u + t) dt =
R R R
2
= qE (Y2)
Ç W
(u) du
R
(on vérifie ici que
f
C s (t) dt est positif) .
R
Par ailleurs <p continue est bornée, donc
<p (u + t) <p (u)
est
continue en tout t et majorée en valeur absolue par
<p(u) sup <p, et donc Cs est continue en tout point [23]. ∎
Comme pour la progression entre les Lemmes 1 et 2, des
hypothèses plus fortes sur <p conduisent à des résultats plus
précis .
Lemme 10 : Si les hypothèses du Lemme 8 sont vérifiées et
si l'application Ju<p J est intégrable sur R, JtC s J est
intégrable sur R .
En effet C s est égal à qE (Y 2 ) <p * cp et a pour transformée
de Fourier le produit des transformées de <p et de
~p, celles-ci sont continues et dérivables par hypothèse [23]
et donc la transformée de Cs aussi, il en résulte que
JtCs J est nécessairement intégrable . ∎
4.2.3. Une classe de PASEAN positifs
Nous obtenons une sous-classe de processus stationnaires
positifs du second ordre S t ; avec eux X, =
J
Su du est un
PAS positif du second ordre, et lorsque les hypothèses du
Lemme 8 sont vérifiées il appartient à la classe des
PASEAN du Lemme 1, ses incréments moyens convergent
en loi vers la loi normale d'espérance
E(S,) = qE(Y)
J
<p (u) du
R
et de variance
J
J
21/t
JR
Cs (t) dt = 1/tgE(Y2 ) <p(u)du} .
R
Si en outre la propagation vérifie les hypothèses du
Lemme 10 l'application var(OX,) a une droite asymptote
lorsque Ot tend vers plus l'infini (Lemme 2) .
Ces résultats fournissent ainsi un moyen de construire des
signaux aléatoires qui conviennent dans la modélisation de
la puissance réduite V, = (p,/p o )2 de la pression acoustique
et qui respectent les préoccupations de normalité de
l'acoustique routière .
Remarque d'acoustique environnementale
Les processus de Poisson filtrés sont quelques fois utilisés,
mais de manière différente, dans l'acoustique de l'environ-
volume 10 - n° 1
nement pour modéliser la puissance p2 du signal mesuré .
En effet la puissance est la somme des puissances élémen-
taires de chacune des sources acoustiques indépendan-
tes [7], [11] . Les sources peuvent être fixes [20], mobiles à
vitesse constante et régulièrement espacées pour un modèle
simple des véhicules routiers [10], ou encore mobiles et
poissonniennes sur la chaussée . Dans ce dernier cas c'est
un processus de shot effect qui s'introduit pour pÎ, il est
classique lorsque les véhicules routiers ont le même niveau
de puissance L,, [13] ou généralisé quand les niveaux de
puissance sont eux-mêmes aléatoires [18] .
4 .3. EXEMPLES DE FONCTION DE PROPAGATION cp
POSITIVES
Pour simplifier nous nous limitons à des propagations telles
que toutes les puissances cp" sont intégrables, de manière
générale lorsque cp est continue bornée intégrable sur R ses
puissances cp" le sont aussi ; dans un second souci de
simplicité nous limitons également aux seules propagations
paires .
1) cp(u) = e - "I"I est une application paire intégrable,
cp(u) du = 2/a et nous utilisons la formule
R
00
Cs (t) = 2
J+
cp (u - t/2) pp (u + t/2) du .
0
R
Avec t positif l'application cp (u - t/2) cp (u + t/2) est égale
à e- ` sur l'intervalle [0, t/21 et
e-2,u
sur [t12, + oo [ ;
l'intégrale sur le premier segment est égale à t e - "/2, à
e-
"t
/2a sur le second, ce qui donne finalement
Cs (t) _ (t + 1/a) e-« ' pour t positif. C'est une covariance
intégrable
	
sur la droite réelle avec
J C
s(t) dt = qE (Y2 ) 4/a2 ;
2) cpa (u) = lia \/2ir exp (- u212a
2 ), une application paire
intégrable avec
J
R
<p a (t) dt = 1
[23], par conséquent Cs = gE(Y2 )
cpa
2
et
J C
s (t) dt = qE
(y2) ;
R
3) Sp a (u) =a 2/ (a 2 + u2) = 1Ta4ra
avec ~)
a
= al ar (a2 + u2 ),
une application paire intégrable avec J qja (u) du = 1 et
R
Cs = giT2 a2 E (Y2 ) 4 2a et
et
'Pa * (Pb = ÇV/(a2 +b 2 )
`Ya * ~b = `Ya +
b [23], par conséquent
f
cpa (u) du = Tra,
R
J
Cs (t) dt = q rr 2 a2 E (Y2 ) ;
R
4) cpa(u) = 112a 1 i_ a , a 1 (u ),
une application paire intégra-
ble avec tpa(u) du = 1 qui vérifie cp a * cp a = 114a2 Aga,
R
par conséquent Cs = q/4a2 E(Y2 )
Aga et
J C
s (t) dt = gE(Y2 ) ;
R
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5) cp = 8 0 , un exemple de distribution intégrable sur R qui
conduit à un processus de shot effect généralisé lui-même
généralisé (PSG)
gt
= Y"
8,
On reconnaît le pro-
n=-~
cessus de Poisson dérivé du processus des accroissements
G, =
E
Y" H t _
rn,
H distribution de Heaviside [23] (*) .
n=-c
Si 4)Y (z) est la fonction caractéristique de la loi de Y, la loi
de tout AGt sur tout At est connue par sa fonction
caractéristique exp (q At (DY (z) - 1)} , l'espérance est
égale à q ist E (Y), la variance à q At E (Y2 ) ; gt est un
PAIS positif du second ordre dont les incréments sont
stationnaires, indépendants donc ergodiques et asymptoti-
quement normaux . La covariance centrée CG (t i , t 2 ) est
égale à gE(Y 2)inf (t 1 , t 2 ), il en résulte que la covariance
centrée C g de g,
est égale à qE (Y2 ) 8 0 [19] ;
6) l'application cp (u) = Ci (u) sin u - si (u) cos u évoquée
en [18] (**) n'est pas une fonction de propagation puisque
cp(u) qui s'écrit encore ~~ e- '/ (1 + x
2
) dx [1] n'est pas
0
intégrable sur R, elle décroît en liu au voisinage de
l'infini ;
- par contre l'application associée
cp (u) _ - Ci (u) cos u - si (u) sin u =
= Jxe/(1- LZ +x2 )dx [1]
0
est une propagation intégrable sur R + que l'on complète
par parité, elle décroît en 11u2 au voisinage de l'infini, au
voisinage de l'origine elle n'est ni continue ni bornée mais
croît en O (Log 1/u) et par conséquent ses puissances sont
intégrables sur R ; on a déjà vu que la transformée de
Fourier de cp (au) est a/2 (a + 1 t ), (3.5 .iii) .
Toutes les propagations présentées vérifient les Lemmes 8,
9 et 1, et conduisent donc à des PASEAN, les exemples 3
et 6' ne vérifient pas les Lemmes 10 et 2 .
5. Conclusions
Bien que ce ne soit pas le point de vue le plus répandu,
nous avons observé que la définition du Leg ot oriente
l'acousticien vers des processus qui sont définis en termes
de leurs accroissements
. Cette note étudie des processus à
accroissements stationnaires et comprend deux points qui
constituent un apport direct à l'acoustique de l'environne-
ment qui utilise l'indice Lego, .
(*) En pratique g, est présent dans tout processus de Poisson filtré puisque
S, = cp * g, [12] . On retrouve ainsi la covariance centrée de S, à partir de la
relation C s = C o * cp * ~ [19], ici égale à gE(Y 2 ) cp * 4 .
(**) Une confusion de notation entre Si et si dans [18] par référence aux
notations du handbook [1] .
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- Le premier concerne l'extension de deux propriétés
intéressantes des PAIS positifs du second ordre, la norma-
lité et l'ergodicité, à une classe plus large de processus dont
les accroissements sont stationnaires . D'une part la loi des
incréments moyens OX,/tt converge vers une loi normale
lorsque la durée d'enregistrement
Ot augmente ; d'une
autre toute suite d'accroissements successifs de durées
communes est ergodique (propriété triviale avec les PAIS à
cause de l'indépendance) . Cette nouvelle classe est celle
r
des PAS
	
V, du moyennant une condition sur la cova-
0
riance centrée Cv, condition qui entraîne à la fois la
normalité asymptotique des accroissements moyens lorsque
la durée de mesure augmente et l'ergodicité des accroisse-
ments . Les processus de cette classe sont désignés par le
sigle PASEAN .
Puisque les variations de la variance var(AX,) en fonction
de
Ot sont différentes entre les classes de PAIS et de
PASEAN, nous avons rappelé quelques exemples de
var(OX,) pour certains PASEAN .
- Le second point concerne la possibilité de construire
effectivement de tels PAS et PASEAN positifs (logarithme
des accroissements oblige en acoustique) ; faute de pouvoir
en préciser la classe complète nous avons retenu le sous-
ensemble de ceux qui sont construits à partir des processus
de Poisson filtrés, les shot effect généralisés introduits par
Rice .
En dernier, pour tous ces processus, la loi des niveaux
proprement dits Lego, = 101og (,AX,l,At) converge vers
une loi normale grâce aux propriétés de la loi log-normale
[15]. La normalité des niveaux de bruit en acoustique
routière est sans aucun doute un phénomène intéressant,
mais son importance est mal située depuis que l'on s'est
mépris sur son statut . En effet elle figure souvent sous la
forme d'une hypothèse ou d'un postulat implicite alors que
ce n'est qu'un résultat approché d'observation . Par consé-
quent lorsqu'on est animé par un souci de modélisation il
est préférable d'avancer des modèles qui conduisent à la
normalité des niveaux de bruit au lieu de la postuler . C'est
le cas des PAIS positifs du second ordre [15], [16] qui se
révèlent cependant un peu trop restrictifs quand on travaille
avec des mesures de courtes durées [17] . Les PASEAN
positifs ci-contre constituent une classe beaucoup plus
étendue et donc plus réaliste de processus, ils conviennent
davantage à la modélisation des niveaux de bruit de
l'environnement au cours des périodes de bruit stable
comme le sont notamment les bruits de la circulation
pendant la journée .
Manuscrit reçu le 10 juin 1992 .
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