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Abstract
This is an introduction to the author’s recent work on constrained sys-
tems. Firstly, a generalization of the Marsden-Weinstein reduction procedure
in symplectic geometry is presented - this is a reformulation of ideas of Mikami-
Weinstein and Xu. Secondly, it is shown how this procedure is quantized by
Rieffel induction, a technique in operator algebra theory. The essential point
is that a symplectic space with generalized moment map is quantized by a pre-
(Hilbert) C∗-module. The connection with Dirac’s constrained quantization
method is explained. Three examples with a single constraint are discussed
in some detail: the reduced space is either singular, or defined by a constraint
with incomplete flow, or unproblematic but still interesting. In all cases, our
quantization procedure may be carried out. Finally, we re-interpret and gen-
eralize Mackey’s quantization on homogeneous spaces. This provides a double
illustration of the connection between C∗-modules and the moment map.
∗To appear in Proc. of the XIV’th Workshop on Geometric Methods in Physics, Bia lowiez˙a,
1995, eds. J.P. Antoine et. al., 1996
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1 Generalized Marsden-Weinstein reduction
Symplectic reduction is a technique to construct new symplectic manifolds from old
ones. The subject is full of subtleties, and we refer to [2] for a particularly careful
discussion. The main idea is to start from a symplectic manifold (Σ, ω), select a
subspace C (the constraint hypersurface, which is embedded in Σ by the identity
map i), and quotient C by the null foliation F0 defined by the null directions of
the induced symplectic form i∗ω on C, to the extent that these are tangent to C.
In favourable circumstances the quotient C/F0 is a symplectic manifold, referred to
as the reduced space of Σ (with respect to C). A related construction is possible
when Σ is merely a Poisson manifold [18], and the construction below generalizes to
that case; for simplicity, we restrict ourselves to the symplectic case in what follows.
In any case, classical reduction is a two-step procedure: firstly the constraints are
implemented (corresponding to the choice of C); secondly, roughly speaking, gauge-
equivalent points are identified. As we shall see, in quantum theory only one of
these steps has to be taken. Dirac’s approach to constrained quantization [6] selects
the first step, whereas the author’s singles out the second.
Marsden-Weinstein reduction (cf. [1] and refs. therein) is a special case of the
above construction. Let (S, ωS) be a symplectic manifold on which a connected Lie
group G (whose Lie algebra we denote by g, with dual g∗) acts from the right in
strongly Hamiltonian fashion. If (g∗)− stands for g∗ equipped with minus the Lie-
Poisson structure [1, 18], one obtains an equivariant moment map J : S → (g∗)−
which is a Poisson morphism. Putting JX = 〈J,X〉, this means that {JX , JY } =
−J[X,Y ], which is equivalent to the global property J(xg) = Ad∗(g)J(x). Choose a
coadjoint orbitO ∈ g∗, and put Σ = S×O, with symplectic form ω = ωS+ωO, where
ωO is the Kirillov (etc.) symplectic form on the orbit (note that this form is the one
induced on O regarded as a symplectic leaf of g∗ equipped with plus the Lie-Poisson
structure). The inclusion map of O into g∗ is called ρ. The constraint hypersurface
is given by the fiber product C = S ∗g∗ O, which stands for the collection of points
{(x, y) ∈ S × O|J(x) = ρ(y)} (which is evidently diffeomorphic to J−1(O)). If O
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consists of regular values of the moment map, C is co-isotropically immersed in Σ,
and the reduced space SO = C/F0 coincides with the Marsden-Weinstein quotient
C/G ≃ J−1(O)/G (cf. [2, 26] for the singular case).
We now generalize Marsden-Weinstein reduction as follows [13]. Instead of g∗
we consider an arbitrary Poisson manifold P , with realization S, i.e., we suppose
a Poisson morphism J : S → P− is given (the ‘generalized moment map’), with S
symplectic. Let a second realization ρ : Sρ → P be given. We may then repeat
the above steps: we can form the fiber product C = S ∗P Sρ, which, under the
assumption that either J∗ or ρ∗ is surjective at all points of S or Sρ that are relevant
to C, turns out to be co-isotropically immersed in Σ = S × Sρ. The reduced space
is then defined by
Sρ = (S ∗P Sρ)/F0,
as before (the null foliation is generated by the Hamiltonian vector fields of functions
of the type J∗f − ρ∗f , f ∈ C∞(P )). This is essentially the reduction procedure of
Mikami-Weinstein [19] and Xu [29], but reformulated without reference to symplectic
groupoids (also cf. [30]).
Let A be the Poisson subalgebra of C∞(S) consisting of all functions f with the
property that for all g ∈ C∞(P ) the Poisson bracket {J∗g, f} vanishes at all points
of S which are relevant to C. We can define an ‘induced representation’ piρ of A on
Sρ by piρ(f)([x, y]) = f(x), where [x, y] ∈ Sρ is the image of (x, y) ∈ C under the
canonical projection from C to C/F0. By our definition of A this is well-defined
(i.e., independent of the choice of x in [x, y]). In the context of constrained systems,
such functions f are called weak observables; an observable is an equivalence class
of such functions under the equivalence relation f1 ∼ f2 iff piρ(f1) = piρ(f2).
Our thinking of symplectic reduction as an induction construction is further
supported by a classical imprimitivity theorem [29, 13] and by a theorem on sym-
plectic reduction in stages [13, 18, 26], both of which parallel the (much older!)
corresponding theorems on induced representations in a Hilbert space and operator
algebra context [25].
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2 Quantized Marsden-Weinstein reduction
The problem of quantizing constrained (i.e., reduced) systems was first addressed
by Dirac [6]. He realized that only one of the two steps of the classical reduction
procedure needs to be implemented at the quantum level. Let us illustrate his
approach in the example of Marsden-Weinstein reduction by a compact connected
group at level zero (that is, the classical reduced space is S0 = J−1(0)/G - we
assume that 0 is a regular value of the moment map so that the reduced space is a
manifold). The classical phase space S is supposed to be quantized by some Hilbert
space H, the state space of the unconstrained system. The strongly Hamiltonian
action of G on S is quantized by a unitary representation U of G on H (here and
in what follows, all unitary representations are assumed to be continuous). This
representation should be compatible with the requirement that for each X ∈ g,
the function JX on S is quantized by idU(X). For reduction at zero, the classical
constraints are JTa = 0, where {Ta}a is a basis of g. Dirac then proposed that the
Hilbert space of the constrained quantum system H0D be given by the subspace of
H which satisfies the quantum constraints, i.e.,
H0D = {ψ ∈ H| dU(Ta)ψ = 0 ∀a}.
Hence (since G is connected) H0D = Hid = PidH, where PidH is the projector on
the subspace of H which transforms trivially under U(G). A (weak) observable is
a self-adjoint operator A (assumed to be bounded for simplicity) which commutes
with Pid. For such operators, the restriction PidAPid = APid to PidH is well-defined,
and they evidently act on H0D by pi0D(A) = APid.
In the context of a specific quantization scheme, such as geometric quantization,
one may ask whether H0D (in conjunction with an action of the observables on it)
coincides with the quantization of S0 (in other words, do reduction and quantization
commute). The mathematical literature on this difficult question goes back to (at
least) [9], and we will not concern ourselves with this issue here. A discussion of
examples involving compact as well as non-compact groups, using the quantization
scheme of [13] and the present paper, may be found in [14].
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Rather, we propose to look at the above construction in a different light. In-
stead of implementing the constraints, we can mimick the second step of classical
reduction, viz. quotienting by the null foliation of the symplectic form. The way to
do this consists in modifying the inner product on H. We define a new sesquilinear
form ( , )0 on H by
(ψ, ϕ)0 =
∫
G
dg (U(g)ψ, ϕ),
where dg is the normalized Haar measure on G. From standard compact group
theory, we infer that (ψ, ϕ)0 = (Pidψ, Pidϕ). Hence the new form is positive semi-
definite, with null space N0 = H⊥id. (Here and in what follows, the null space of a
positive semi-definite sesquilinear form ( , )0 is defined as the collection of vectors ψ
such that (ψ, ψ)0 = 0; by the Cauchy-Schwartz inequality - which is the same as for
positive definite sesquilinear forms - it follows that (ψ, ϕ)0 = 0 for all ϕ.) We now
define the induced space H0 as H/N0; clearly, H0 ≃ Hid = H0D as vector spaces.
Let V ψ be the image of ψ ∈ H in H/N0; the latter becomes a Hilbert space under
the inner product (V ψ, V ϕ)0 = (ψ, ϕ)0. Since we have precisely eliminated the null
space of ( , )0, this inner product is positive definite, and H0 ≃ H0D also as Hilbert
spaces.
The condition for an operator A on H to have a well-defined quotient action on
H0 is AN0 ⊆ N0. We can then define the (trivially) induced representation pi0 by
pi0(A)V ψ = V Aψ. The requirement pi0(A)∗ = pi0(A∗) is equivalent to (Aψ, ϕ)0 =
(ψ,A∗ϕ)0, which in turn is the condition [A, Pid] = 0 we already encountered. The
property (Aψ, ϕ)0 = (ψ,A
∗ϕ)0 actually implies that AN0 ⊆ N0, so that we can
define a (weak) observable as a self-adjoint operator A which satisfies (Aψ, ϕ)0 =
(ψ,Aϕ)0. Thus the present reformulation is completely equivalent to the Dirac
approach.
Now consider the case where the reduced space SO is obtained by Marsden-
Weinstein reduction from a nontrivial coadjoint orbit O. Apart from H, the quanti-
zation procedure then needs a second Hilbert space Hρ, seen as the quantization of
O, and an irreducible unitary representation Uρ of G, which quantizes the coadjoint
action of G on O. The quantization of S × O equipped with given G-action on
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S times the coadjoint action is then given by H ⊗ Hρ equipped with the unitary
representation U ⊗ Uρ. However, since SO ≃ (S ×O)0 as symplectic spaces (where
the moment map on S×O is the sum of J and the inclusion map), its quantization
according to Dirac can be inferred from the preceding as being
HρD = P ρid(H⊗Hρ),
where P ρid projects onto the subspace of H⊗Hρ transforming trivially under U⊗Uρ.
For the purpose of widening the discussion to general constrained systems, it is
convenient to reformulate the construction of Dirac’s Hilbert space HρD as follows.
The group algebra C∗(G) is defined as the C∗-completion of the convolution algebra
L1(G), with adjoint defined by f ∗(g) = f(g−1) [7]. This algebra can be ‘diagonalized’
by the Plancherel transform [7]: for γ ∈ Gˆ (the unitary dual of G, i.e., the space of
equivalence classes of irreducible unitary representations of G; for G compact this
is a discrete space) we put fˆ(γ) =
∫
G dg f(g)Uγ(g) (initially defined for f ∈ L1(G)
and extended to C∗(G) by continuity), with inverse f(g) =
∑
γ∈Gˆ dγTr [Uγ(g)
∗fˆ(γ)]
(where dγ is the dimension of Hγ). Note that f(γ) is an operator on Hγ, and that
some choice Uγ has been made for the unitary representatives in the equivalence
class γ. The algebra C∗(G) then consists of those operator-valued functions fˆ on
Gˆ for which the function γ →‖ fˆ(γ) ‖ is in C0(Gˆ) (i.e., vanishes at infinity). One
has f̂ ∗(γ) = fˆ(γ)∗ and f̂1 ∗ f2(γ) = fˆ1(γ)fˆ2(γ). The norm in C∗(G) is given by
‖ f ‖= supγ∈Gˆ ‖ fˆ(γ) ‖.
Given a unitary representation U(G) on a Hilbert space H, we obtain a rep-
resentation pi of C∗(G) by pi(f) =
∫
G dg f(g)U(g). We use the decomposition
H ≃ ⊕χ∈UˆH(χ) under U(G), where Uˆ ⊆ Gˆ, and H(χ) = Hχ ⊗ Kχ, the second
factor taking account of the multiplicity of the irreducible Uχ in H(χ). This yields
pi(f) ≃ ⊕χ∈Uˆ fˆ(χ)⊗ IKχ. (The symbol IK denotes the identity operator on a Hilbert
space K.) Similarly, we obtain a representation piρ(C∗(G)) on Hρ.
Also, a right-representation piR on H (that is, piR(AB) = piR(B)piR(A)) may
be defined by piR(f) =
∫
G dg f(g)U(g
−1). This may be decomposed as piR(f) ≃
⊕χ∈Uˆ fˆ(χ)T ⊗ IKχ By tensoring with the relevant identity operators, piR and piρ are
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defined on H ⊗Hρ. It then follows that HρD may alternatively be characterized as
the subspace of H⊗Hρ consisting of those Ψ on which the ‘quantum constraints’
(piR(f)− piρ(f))Ψ = 0 ∀f ∈ C∗(G)
hold. For we can decompose Ψ ≃ ⊕χ∈UˆΨ(χ), where Ψ(χ) ∈ H(χ) ⊗ Hρ. The
quantum constraints imply that
(fˆ(χ)T ⊗ IKχ ⊗ IHρ − IH ⊗ IKχ fˆ(ρ))Ψ(χ) = 0 ∀χ ∈ Uˆ .
For χ 6= ρ we choose f such that fˆ(χ) = IHχ and fˆ(ρ) = 0, which shows that Ψ(χ) =
0 for such χ. For χ = ρ the constraints are only satisfied if Ψ(ρ) =
∑
i ei ⊗ ψ ⊗ ei,
where {ei} is a basis in Hρ (and in Hρ), and ψ ∈ Kχ is arbitrary. But these vectors
precisely form P ρidH⊗Hρ.
The above way of writing HρD ⊂ H⊗Hρ reflects the fact that to some extent it
is the quantum analogue of the constraint hypersurface C = S ∗g∗ O ⊂ S×O of the
classical theory.
Evidently, we may arrive at HρD by the second method of modifying the inner
product in putting
(Ψ,Φ)0 =
∫
G
dg (U(g)⊗ Uρ(g)Ψ,Φ) = (P ρidΨ, P ρidΦ).
The null space is then given by N0 = (P ρidH ⊗ Hρ)⊥, so that the induced space
Hρ = H⊗Hρ/N0 (equipped with the inner product inherited from ( , )0) coincides
with HρD.
Also in this case we may rewrite the construction, making use of C∗(G). Consider
the function 〈ψ, ϕ〉C∗(G) on G defined by g → (U(g)ϕ, ψ), where ψ, ϕ ∈ H. This
defines a map 〈·, ·〉C∗(G) : H ⊗ H → C∗(G), which behaves like an inner product
taking values in the C∗-algebra C∗(G). Namely, one has 〈ψ, ϕ〉∗C∗(G) = 〈ϕ, ψ〉C∗(G).
Moreover, it enjoys the ‘equivariance’ property 〈ψ, piR(f)ϕ〉C∗(G) = 〈ψ, ϕ〉C∗(G)f ,
where the right-hand side contains the (convolution) product of two elements of
C∗(G). Finally, one has 〈ψ, ψ〉C∗(G) ≥ 0 for all ψ ∈ H. To show this, expand
ψ =
∑
χ∈Uˆ ψi(χ)ei(χ) ⊗ κ(χ), where {ei} is a basis in Hχ, and κ(χ) ∈ Kχ has unit
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norm. The Plancherel transform of 〈ψ, ψ〉C∗(G) is then given by γ → 0 if γ /∈ Uˆ , and
γ → ψi(γ)ψj(γ) if γ ∈ Uˆ . Positivity in C∗(G) simply means that fˆ(γ) is a positive
matrix for all γ, which is clearly the case (cf. [13] for a different proof).
The map 〈·, ·〉C∗(G) is the quantum analogue of the moment map [13]. If ψ ∈ H(χ)
then the Plancherel transform of 〈ψ, ψ〉C∗(G) only has support at γ = χ, so that this
‘quantum moment map’ detects which representation of G is carried by a vector ψ;
this reflects the fact in symplectic geometry that the G-orbit through a point of S,
in case this orbit happens to be symplectic, is carried into a given co-adjoint orbit
by the moment map.
We can now rewrite the modified inner product on H ⊗Hρ by linear extension
of
(ψ ⊗ v, ϕ⊗ w)0 = (piρ(〈ϕ, ψ〉C∗(G))v, w)ρ;
the inner product on the right-hand side is the one in Hρ. This is a sesquilinear form
by the ‘inner product’ property shown 3 paragraphs ago. It is positive semi-definite
by the positivity property proved afterwards. Define
D0 = {(piR(f)− piρ(f))Ψ|f ∈ C∗(G),Ψ ∈ H ⊗Hρ}.
A short computation shows thatD0 ⊆ N0. Using the Plancherel transform in similar
vein to the argument leading to the alternative identification of HρD, one can show
the opposite inclusion N0 ⊆ D0. Hence N0 = D0. In other words, every vector
satisfies the quantum constraints up to vectors in the null space of ( , )0. Since
these vectors project to zero in the induced space Hρ, we clearly see how the second
method to quantize the constrained systems in questions gets rid of the states not
satisfying the constraints, without actually having to impose the latter.
There are two reasons why the Dirac method was successful in this class of
examples: firstly, the constraints were first-class, and secondly (because the group
was compact) they had 0 in their discrete spectrum (assuming thatHid is not empty)
with common eigenspace. However, few realistic systems meet these conditions. If
there are second-class constraints (that is, constraints whose Poisson bracket does
not vanish on C), Dirac and his followers have to get rid of them already at the
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classical level. If the first-class constraints fail to have 0 as an eigenvalue, it is not
clear what to do (see below). Fortunately, it turns out that the second approach (of
modifying the inner product) continues to work even in cases where Dirac’s method
faces difficulties.
3 Quantized symplectic reduction
Returning to the general reduction procedure discussed at the end of section 1, we
now assume that, apart from the quantization of S by H, we have quantized Sρ by
a Hilbert space Hρ, and the Poisson algebra C∞(P ) by a ∗-algebra B. For technical
reasons, we assume thatB is a C∗-algebra or a pre-C∗-algebra (this could correspond
to the quantization of, say, the bounded functions in C∞(P )); it may be thought of
as the abstract operator algebra generated by the quantum constraints. The pull-
back J∗ : C∞(P ) → C∞(S) is quantized by a right-representation piR of B on H.
Also, the Poisson morphism ρ : S → P (or rather its pull-back) is quantized by a
representation piρ of B on Hρ. As before, piR and piρ may be regarded as operators
on H⊗Hρ by tensoring with the appropriate identity operators.
Recall that the classical constraint hypersurface C was defined as the fiber prod-
uct C = S ∗P Sρ ⊂ S × Sρ, whose points (x, y) are singled out by the condition
J(x) = ρ(y). Generalizing the expression for the quantum constraints in the com-
pact group case discussed above, Dirac’s method would analogously attempt to
single out the subspace HρD of H⊗Hρ satisfying
piR(B)Ψ = piρ(B)Ψ ∀B ∈ B.
However, HρD is empty whenever at least one operator piR(B)− piρ(B) fails to have
zero in its discrete spectrum. The empty space is not the correct quantization of
the classical reduced space Sρ. (Even if HρD is nonempty, it may not be the correct
quantization.) Hence we have to look for a different approach.
Generalizing the construction of the previous section, our goal is to define a
sesquilinear form ( , )0 on H ⊗ Hρ with certain properties. It turns out that very
often the domain of definition of this form must be taken to be a subspace L⊗Hρ,
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where L ⊂ H is dense. In such cases, ( , )0 may even be non-closable as a quadratic
form on H⊗Hρ, cf. [16]. Also, if L 6= H we require that piR(B) maps L into itself.
In fact, for the following construction is not even necessary that L is a subspace of
a Hilbert space.
Firstly, ( , )0 has to be positive semi-definite (i.e, (Ψ,Ψ)0 ≥ 0 for all Ψ ∈ L⊗Hρ);
as before, we denote its null space by N0. The ‘induced’ space Hρ is now defined as
the completion of L⊗Hρ/N0 under the (obvious) inner product defined by
(VΨ, V Φ)ρ = (Ψ,Φ)0,
where V : L ⊗Hρ → L ⊗Hρ/N0 is the canonical projection map. In other words,
the inner product on Hρ is essentially ( , )0 modulo the null vectors.
Secondly, all vectors of the form (piR(B)− piρ(B))Ψ should lie in N0. As before,
this means that every vector satisfies the quantum constraints up to terms which
project to the zero vector in Hρ.
In a totally different context, an inner product meeting these requirements was
given by Rieffel [25]. Namely, if we can find a ‘generalized quantum moment map’
〈·, ·〉B : L ⊗ L → B, with (i) the ‘B-valued inner product’ property 〈ψ, ϕ〉∗B =
〈ϕ, ψ〉B, (ii) the positivity property piρ(〈ψ, ψ〉B) ≥ 0 (as an operator on Hρ) for
all ψ ∈ L, and (iii) the ‘equivariance’ property 〈ψ, piR(B)ϕ〉B = 〈ψ, ϕ〉BB for all
B ∈ B and ψ, ϕ ∈ L, then the form defined by linear extension of
(ψ ⊗ v, ϕ⊗ w)0 = (piρ(〈ϕ, ψ〉B)v, w)ρ
satisfies the two conditions. The three properties imply the sesquilinearity, the first
condition, and the second condition, respectively.
In the mathematical literature (e.g., [5]) one finds the closely related concept of a
(Hilbert) C∗-module: this is given by the above data (L,B, piR, 〈·, ·〉B) if in addition
B is a C∗-algebra, 〈ψ, ψ〉B ≥ 0 (as an element of B - this of course implies the
weaker positivity property we imposed above), and L is complete under the norm
‖ ψ ‖2=‖ 〈ψ, ψ〉B ‖. In examples relevant to quantization theory one usually does
not have C∗-modules, not even when L is a Hilbert space. (For example, if G = U(1)
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acts on L = L2(U(1)) in the regular representation, with our choice of the quantum
moment map the norm on L as a C∗-module is ‖ ψ ‖= supn|ψn|, where the ψn are
the Fourier coefficients of ψ. The completetion of L in this norm is C0(Z), which is
strictly bigger than L ≃ L2(Z).)
Weak quantum observables A of the constrained system are defined as operators
on L which are self-adjoint with respect to ( , )0, i.e., (AΨ,Φ)0 = (Ψ, AΦ)0 for all
Ψ,Φ ∈ L ⊗ Hρ (here A is identified with A ⊗ I). For such operators, the induced
representation [25] piρ, given by piρ(A)VΨ = V AΨ, is well-defined. This is because
N0 is mapped into itself by weak observables. In addition, piρ(A) is symmetric on
the domain V (L⊗Hρ) if A is a weak observable. A sufficient condition for A to be
a weak observable is that 〈Aφ, ψ〉B = 〈φ,Aψ〉B for all ψ, ϕ ∈ L. Observables are
equivalence classes of weak observables, where A1 ∼ A2 iff piρ(A1) = piρ(A2).
Even if L ⊂ H and A is a weak observable which is bounded as an operator
on H, the operator piρ(A) is not necessarily bounded on Hρ; one needs the bound
(AΨ, AΨ)0 ≤ CA(Ψ,Ψ)0 for all Ψ ∈ L⊗Hρ and some constant CA to prove bound-
edness of piρ(A). The C∗-algebra of weak observables is defined as the completion of
the collection of weak observables which are bounded in this sense, equipped with
a norm given by ‖ A ‖= √CA, for the smallest possible CA in the above bound (to
be precise, operators whose norm is zero are to be quotiented away). A particularly
favourable case occurs when L = H, and the collection of weak observables happens
to be a C∗-algebra under the operator norm. In that case, the semi-positivity of
( , )0 implies that pi
ρ of a weak observable is bounded [25]. Unfortunately, if L is a
proper subspace of H then the set of bounded operators which map L into itself is
never complete under the operator norm.
There is a slight reformulation of the construction of the induced spaceHρ. Given
the quantum moment map 〈·, ·〉B and a state ω on B, we can define a modified
inner product directly on L by (ψ, ϕ)ω0 = ω(〈ϕ, ψ〉B). The induced space Hρω is then
defined as the completion of L/N ω0 , where N ω0 is the null space of ( , )ω0 . A map
Vω : L → L/N ω0 and corresponding induced representation piρω of the C∗-algebra of
weak observables A on L may then be defined as before. An arbitrary unit vector
11
v ∈ Hρ defines a vector state ωv on B, given by ωv(B) = (piρ(B)v, v). For each
such ωv, the pair (Hρωv , piρωv(A)) is unitarily equivalent to (Hρ, piρ(A)). (Note that,
for any C∗-algebra A, one may take L = B = A and 〈A,B〉B = A∗B; the induction
construction is then equivalent to the GNS construction [7].)
It is possible to regard Hρ as a subspace of the algebraic dual L∗ of L. This
embedding is not canonical, and depends on the choice of a state ωv on B. Firstly,
consider vectors in Hρ of the type V ψ. Such a vector defines a linear functional on
L by < V ψ, ϕ >= (ψ, ϕ)ωv0 . This is well-defined, since (ψ, ϕ)
ωv
0 = 0 if ψ ∈ N ωv0 .
Subsequently, if V ψn → χ in Hρ then one can define < χ, ϕ >= limn(ψn, ϕ)ωv0 .
This is well-defined, since V ψn → 0 in Hρ is equivalent to (ψn, ψn)ωv0 → 0, which
implies < ψn, ϕ >→ 0 for all ϕ ∈ L by the Cauchy-Schwartz inequality for positive
semi-definite forms. Hence we may regard V as a map from L into L∗. Vectors
in N ωv0 are mapped into the zero functional. This way of looking at the theory
shows how the constrained quantization formalism of [3] (also cf. [20]) is a special
case of our method. (Their method corresponds to taking Hρ = C, and L is taken
to be a topological vector space which is continuously embedded in H, such that
L ⊂ H ⊂ L′ forms a Gel’fand triplet; here L′ ⊂ L∗ is the topological dual.)
4 The case of commuting constraints
If classically we have n commuting constraints Ji ∈ C∞(S), such that the con-
straints generate a group action, the reduced phase space is a Marsden-Weinstein
quotient S0 = J−1(0)/G with respect to the group G = Πni=1Gi, where Gi is R or
U(1). The case of torus actions (Gi = U(1) for all i) has been well-studied, and
many beautiful results are available (such as the convexity theorem of Atiyah and
Guillemin-Sternberg, cf. [8]). The torus action on S is quantized by a unitary rep-
resentation U on a Hilbert space H, which decomposes as H ≃ ⊕lHl, where l =
(l1, . . . , ln) ∈ Gˆ = Zn, and Hl carries the representation Ul(z1, . . . , zn) = zl11 . . . zlnn .
According to the theory above, the quantization of S0 is H0; see [9, 8] for more
information on this case.
We now look at the opposite case Gi = R for all i. In the corresponding quantum
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theory, the Hilbert space H will carry a unitary representation U(Rn). By the
SNAG theorem (or the complete von Neumann spectral theorem), one has the direct
integral decomposition H ≃ ∫Gˆ dµ(λ)H(λ) (cf. [7]), where Gˆ = Rn, and the Hilbert
space H(λ) carries the representation a → exp(iλa). If µ(λ = 0) is positive, and
λ = 0 is not in the essential spectrum, then the quantization of S0 is H(0). Assume,
instead, that 0 lies in the absolutely continuous part of µ; below we assume that
there is no discrete spectrum).
Let W : H → ∫Gˆ dµ(λ)H(λ) be a unitary transformation that diagonalizes U .
We choose the dense subspace L ⊂ H in such a way that it is contained in the space
of elements ψ of H for which Wψ (regarded as a cross-section of the field {H(λ)}
[7]) is continuous on Gˆ. We now define the form ( , )0 as in the compact group case
(but only on the domain L), and compute:
(ψ, ϕ)0 =
∫
G
da (U(a)ψ, ϕ) = (2pi)n
∣∣∣∣∣dµdλ
∣∣∣∣∣ (0)((Wψ)(0), (Wϕ)(0))H(0).
Hence we can define V : H → H0 = H(0) by
V ψ =
(
(2pi)n
∣∣∣∣∣dµdλ
∣∣∣∣∣ (0)
)1/2
(Wψ)(0);
this satisfies (V ψ, V ϕ) = (ψ, ϕ)0, and shows that the induced space H0 indeed
coincides with H(0).
We illustrate this procedure in three examples, each of which is of special interest
for a different reason. The examples correspond to the classical constraint
Hκ = 12(p
2
x + κe
4x − p2y) = 0,
defined on S = T ∗R2 with canonical symplectic structure, and described in canonical
co-ordinates, where the parameter κ assumes the values 0, 1,−1. This constraint
comes from a certain finite-dimensional approximation to the universe as described
by the general theory of relativity, cf. [15] and refs. therein.
Firstly, take κ = 0. This case also emerges in the context of the representation
theory of the Poincare´ group of a two-dimensional space-time, cf. [16]. The con-
straint generates an action of R, viz. (x, y, px, py) → (x + pxt, y − pyt, px, py), with
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moment map J = H0. However, J∗ fails to be surjective at all points of the form
(x, y, 0, 0) (which we will refer to as ‘the singular points’), at which J∗ vanishes.
Hence 0 is not a regular value of J , and J−1(0) is not a submanifold of S. The
Marsden-Weinstein reduced space S0 = J−1(0)/R does not have a constant dimen-
sion: if we look at S0 as fibered over the subspace px = ±py of R2, then the fiber
above (0, 0) is two-dimensional whereas at all other points it is one-dimensional.
This example is of interest partly because the general theory of singular Marsden-
Weinstein reduction [26], based as it is on the assumption that the group action
is proper, does not directly apply here (the R-action is not proper precisely at the
singular points).
Nonetheless, J−1(0) is strongly co-isotropic and locally conical in the sense of [2],
so that the Marsden-Weinstein quotient S0 agrees with the ‘geometric’ reduction
defined by J−1(0). As shown in [2], it is therefore possible to define a Poisson
algebra Cˆ∞(S0) as the space of strong observables equipped with the Poisson bracket
inherited from S. Elements of Cˆ∞(S0) are functions f ∈ C∞(S), restricted to
J−1(0), which satisfy {f,H} = 0 on J−1(0). It follows that such f depends on x
and y through the combination xpy + ypx. A study of the hamiltonian flow on S
defined by such functions, and therefore of the corresponding flow on S0 obtained by
projection, shows that S0 may be decomposed into five ‘symplectic leaves’ (cf. [18]
for this concept in the regular case, and [26] for the singular case with proper group
action): px = py > 0, px = py < 0, px = −py > 0, px = −py < 0, and px = py = 0.
Any point in a given leaf cannot leave the leaf under a Hamiltonian flow.
For proper group actions, it is shown in [26] that the symplectic leaves of a
singular quotient J−1(0)/G are the components of (J−1(0)∩S(H))/G, where S(H) is
the stratum in S of orbit type H ⊆ G (that is, the stability group of any point in
S(H) is conjugate to H). In our example, the singular points form the stratum of
orbit type R, and the other four leaves correspond to the components having orbit
type {e}. Hence we have the same situation as for proper group actions.
We now turn to quantization. A remarkable feature of our quantization scheme
is that it applies even if the classical reduced space is singular. We quantize S by
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H = L2(R2), realized in position space. The constraint is quantized by the closure
of the operator Hˆ0 = 12(−(∂/∂x)2 + (∂/∂y)2), initially defined and essentially self-
adjoint on C∞c (R
2), which of course has absolutely continuous spectrum equal to R.
We choose L to be the subspace (easily shown to be dense) of H consisting of those
functions ψ whose Fourier transform ψˇ is in C∞(R2) and satisfies ψˇ(0) = 0. It is
not necessary that L contain the domain of the quantum constraint (indeed, it does
not), since what matters is the unitary group generated by it, which is defined on
all of H.
One finds
(ψ, ϕ)0 = (2pi)
−1
∫
dp
2|p| [ψˇ(p, p)ϕˇ(p, p) + ψˇ(p,−p)ϕˇ(p,−p)].
We see that the induced space may be realized as H0 = ⊕±L2(R, dp/4pi|p|); the map
V : L→H0 assumes the form (V ψ)±(p) = ψˇ(p,±p). Interestingly, we may write
(V ψ)±(p) = (ψ, f±(p; ·)),
where f±(p; x, y) = exp(−ip(x ± y)). For each p, f±(p; ·) is a (generalized) solution
to the quantum constraint Hˆ0f±(p; ·) = 0. These solutions do not lie in H, yet the
expression (ψ, f±(p; ·)) is well-defined for ψ ∈ L (cf. the comment below).
There is a quantum analogue of four of the five strata of the classical reduced
space (the stratum of orbit type R is not represented in the quantum theory). Clas-
sical (weak) observables had to be smooth functions of px, py, and xpy + ypx. On
H these are quantized in the Schro¨dinger representation, and the corresponding in-
duced representatives on H0 are given by p⊕p, p⊕−p, and −i(pd/dp⊕−pd/dp), re-
spectively. Note that all three are essentially self-adjoint on ⊕±[C∞c (R+)⊕C∞c (R−)].
Now each copy of L2(R, dp/4pi|p|) in H0 splits as a direct sum L2(R+, dp/4pi|p|)⊕
L2(R−, dp/4pi|p|), each summand of which is irreducible under the unitary group
generated by the Lie algebra spanned by the operators in question; this construc-
tion realizes the four inequivalent massless representations of the two-dimensional
Poincare´ group.
A similar argument might be given in terms of the flow generated by the quan-
tum observables. By definition, the latter are induced representatives pi0(A) of weak
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observables A (which, in particular, must map L into itself). The difficulty is that
realistic Hamiltonians are unbounded operators, so that one has to answer the ques-
tion whether essential self-adjointness of A on L implies the same for pi0(A) on V (L),
and if so, whether the restriction that pi0(A) must map V (L) into itself is sufficient
to have the desired irreducibility with respect to the unitary group generated by
pi0(A). We shall leave this as a topic for future work.
We now look at the case κ = 1, that is, H1 = 12(p
2
x+ e
4x− p2y). Points on C have
to satisfy |px| < |py|. The flow generated by H1 is, restricted to C,
(x, y, px, py)→ (x(t), y − pyt, py tanh[2py(t0 − t)], py),
where x(t) is determined by the condition H1 = 0, and t0 = (2py)
−1arctanh(px/py).
This motion is complete (that is, defined for all t), so thatH1 = J is the moment map
of an R-action. There are no singularities, and S0 is duly a manifold, namely T ∗R
with the zero section removed, equipped with the canonical symplectic structure.
In fact, the functions f1 = py and f2 = y − 12arctanh (px/py) Poisson-commute with
the constraint on C, and project to globally defined canonical co-ordinates on S0.
As before, H = L2(R2), on which the constraint is quantized by the closure of
the operator
Hˆ1 = 12(−(∂/∂x)2 + exp(4x) + (∂/∂y)2),
initially defined and essentially self-adjoint on C∞c (R
2). (The essential self-adjointness
immediately follows from the positivity of −(∂/∂x)2 + exp(4x), cf. [24], or may be
inferred from the explicit form of the (generalized) eigenfunctions and the Weyl-
Titchmarsh theory, cf. [27].)
The operator Hˆ1 is diagonalized by the unitary transformation W1 : H →
L2(R+)⊗ L2(R, dp/2pi) given by
(W1ψ)(σ, p) = (ψ, f1(σ, p; ·)); (W−11 ψˇ)(x, y) = (ψˇ, f1(·; x, y)),
with
f1(σ, p; x, y) = pi
−1e−ipy
√
2 sinh(pi
√
σ)Ki√σ( 12e
2x).
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This is closely related to the (Kontorovich-) Lebedev transformation, cf. [21]. The
expressions as given are defined on ψ ∈ H and ψˇ ∈ WH in a suitable dense sub-
set (e.g., functions with compact support), and then extended by continuity. The
point is that (W1H1W
−1
1 ψˇ)(σ, p) = (2σ − 12p2)ψˇ(σ, p). For suitable L ⊂ H (as
explained above), the expression (ψ, ϕ)0 =
∫
R
dt (e−itH1ψ, ϕ) is well-defined, and
equal to the inner product (V1ψ, V1ψ) in H0 = L2(R, dp/2pi), with V1 given by
(V1ψ)(p) = (ψ, f˜1(p; ·), where
f˜1(p; x, y) =
√
pif1(p
2/4, p; x, y) = e−ipy
√
pi−12 sinh(pi|p|/2)Ki|p|/2( 12e2x).
For each value of p, f˜1(p; ·) is a solution to the quantum constraint, i.e.,
Hˆ1f˜1(p; ·) = 0.
There is, however, another linearly independent solution as well, which has been
excluded by our method, in the sense that it plays no roˆle in the construction of
the induced space H0. Note the difference with the κ = 0 case. There, for each p
the quantum constraint had 2 linearly independent solutions as well (viz. f±), which
both ‘contributed’ to H0. The discrepancy between the two cases is a consequence
of the fact that the spectrum of −(∂/∂x)2 is R+ with multiplicity 2, whereas that
of −(∂/∂x)2 + exp(4x) is R+ with multiplicity 1.
Finally, we consider κ = −1, i.e., H−1 = 12(p2x − e4x − p2y). The peculiar feature
of this case is that the flow generated by H−1 is incomplete. Restricting ourselves
to the constraint hypersurface H−1 = 0, we have the following situation. One has
the condition |px| > |py|. For py 6= 0, the flow is
(x, y, px, py)→ (x(t), y − pyt, py/ tanh[2py(t0 − t)], py).
For px > |py|, this motion is defined for t < t0, and describes how the x-co-ordinate
moves from −∞ at t = −∞ to ∞ at t = t0; px moves from |py| at t = −∞ to ∞
at t = t0. For px < −|py|, the motion is defined for t > t0, and takes place in the
opposite direction. For py = 0, one has (x, y, px, 0)→ (x(t), y, px/(1− 12pxt), 0). For
px > 0 the motion is defined for −∞ < t < 2/px, and for px < 0 it is defined for
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2/px < t < ∞. Thus the constraint fails to generate an action of R. Nonetheless,
symplectic reduction from this constraint is well-defined (one follows the ‘geometric’
reduction procedure of [2]). The reduced space is a manifold with two components,
symplectomorphic to T ∗R ∪ T ∗R. To show this, note that f1 = py and f2 = y −
1
2
arctanh (py/px) project to globally defined canonical co-ordinates on the quotient
space, the components of which are projections of the regions px > 0 and px < 0,
respectively.
To quantize, we consider the operator
Hˆ−1 = 12(−(∂/∂x)2 − exp(4x) + (∂/∂y)2),
initially defined on D = C∞c (R
2) ⊂ H = L2(R2). As can be expected on the
basis of the fact that the classical motion is incomplete [24, 11], this operator is
not essentially self-adjoint. The deficiency indices are (1, 1), and the self-adjoint
extensions are characterized by boundary conditions at +∞. For each α ∈ [0, 2pi),
the extension Hˆα−1 is the closure of Hˆ−1 defined on D with a function added whose
asymptotic behaviour as x → ∞ is ∼ z−1/2[exp(iz) + exp(−i(z − α))], with z =
1
2
exp(2x).
It is remarkable that, in general, all self-adjoint extensions of a given incomplete
Hamiltonian have the same classical limit [11]. In the context of constrained quan-
tization, however, we must conclude that each choice of a self-adjoint quantization
of the constraint leads to a different quantum theory of the reduced system.
For simplicity, we choose α = 0. Diagonalization of Hˆ0−1 (cf. [21]) is accomplished
as in the κ = 1 case, the only difference being thatW−1 : H → L2(R+)⊗L2(R, dp/2pi)
is now defined by
f−1(σ, p; x, y) = 12e
−ipy
√
2cosech (pi
√
σ)(Ji√σ + J−i√σ)( 12e
2x).
Consequently, in the definition of V−1 one has the transformation function
f˜−1(p; x, y) = 12e
−ipy
√
2picosech (pi|p|/2)(Ji|p|/2 + J−i|p|/2)( 12e2x).
For each p, this is a solution to the quantum constraint. Since the spectrum of
−(∂/∂x)2 − exp(4x) is R+ without degeneracy, the same comments as in the κ = 1
case apply here.
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Here and in all analogous examples, it is possible (though by no means necessary)
to choose L as a Hilbert space H+ ⊂ H, in which case the solutions f(±)(p) to
the constraints lie in the continuous dual H−; the inclusions H+ ⊂ H ⊂ H− are
continuous. The ‘inner product’ of ψ and f(p; ·) then stands for the pairing of
H+ and H−. See [4, 22, 23] for this approach to self-adjoint differential operators.
Also, it is possible to choose H+ as a nuclear space which is continuously injected
in H; this leads to a similar (Gel’fand) triplet structure. It does not seem to be
a good idea to us, however, to define the physical Hilbert space as the subspace
of H− consisting of all generalized solutions of the constraints [10]. This space is
far too big; firstly it is not possible to make it into a separable Hilbert space in
any reasonable way, and secondly, in the context of our examples, it contains both
linearly independent solutions of the constraints (for fixed p). While for κ = 0 this
happens to be reasonable, for κ = ±1 we see that essential information (on the
specific way the constraints are defined as self-adjoint operators on H) is thrown
away. This particularly affects the so-called ‘wavefunction of the universe’, cf. [15].
5 Mackey’s quantization
To close, we briefly explain how one can understand and generalize Mackey’s quan-
tization method [17] from the point of view of symplectic reduction and Rieffel in-
duction [12, 13]. Mackey studied particle motion on homogeneous spaces Q = G′/G
(where G is a closed subgroup of G′), and found that one may define a family of
inequivalent quantizations, one for each element of Gˆ (the unitary dual of G). These
are usually construed as all being quantizations of the single phase space S = T ∗Q.
This is a misinterpretation, however. In fact, each is the quantization of a different
phase space.
There is no reason to specialize the discussion to homogeneous spaces; we will
consider a general principal bundle P with gauge group G and base space Q = P/G.
The right-action of G on P lifts (pulls back) to a strongly Hamiltonian right-action
on S = T ∗P with moment map J (cf. [1] for an explicit formula). Given a co-
adjoint orbit O, one obtains the Marsden-Weinstein quotient SO. As first discussed
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in physics by Wong, and mathematically by Sternberg and others, this is the phase
space of a charged particle, moving on the configuration space Q, which couples to
a gauge field with group G [28].
Now we quantize using our method, for simplicity assuming that G is compact
(which is the case relevant to physics). We equip P with a G-invariant faithful mea-
sure and form L = H = L2(P). This Hilbert space carries a unitary representation
U(G) defined by (U(g)ψ)(p) = ψ(pg). Also, we assume we have a Hilbert space Hρ
and a unitary representation Uρ which quantize O (cf. section 2); evidently, this is
possible only of the orbit is indeed ‘quantizable’. Constructing the modified inner
product ( , )0 on L⊗Hρ as explained in section 2 (or using the Dirac approach), one
easily finds that the induced spaceHρ may be identified with the (closed) subspace of
L2(P)⊗Hρ consisting of equivariant functions, i.e., satisfying ψ(pg) = Uρ(g−1)ψ(p)
for a.e. p ∈ P and all g ∈ G. Indeed, this subspace is precisely P ρid(L2(P) ⊗ Hρ).
(For non-compact G, the induced space is no longer a subspace of L2(P)⊗Hρ, but is
still correctly identified by Rieffel induction.) Geometrically, the induced space Hρ
is the L2-closure of the space of smooth compactly supported cross-sections Γ∞c (E
ρ)
of the Hermitian vector bundle Eρ (over Q) associated to P by the representation
Uρ(G).
To sum up, the quantization of the Marsden-Weinstein quotient SO, where O is a
quantizable orbit, is the Hilbert space Hρ induced from Hρ (the quantization of O).
If P is a group G′ and G ⊂ G′ then this construction reduces to Mackey’s theory of
induced representations [17]. This makes it particularly clear how his inequivalent
quantizations of the configuration space Q are to be interpreted.
A further illustration of the parallel between symplectic quotients and C∗-modules
(see section 3) is obtained by noting that the space L = Γ0(E
ρ) of continuous
cross-sections of Eρ vanishing at infinity can be made into a C∗-module [5]. The
C∗-algebra B is C0(Q), which acts on L on the right by (piR(f)ψ)(q) = f(q)ψ(q).
The generalized quantum moment map 〈·, ·〉C0(Q) : L ⊗ L → C0(Q) is given by
〈ψ, ϕ〉C0(Q) : q → (ϕ(q), ψ(q))ρ. For any pure state q ∈ Q on C0(Q), the Rieffel-
induced space Hq constructed from these data is just Hρ. (We could have started
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from the pre-C∗-module L′ = Γ∞c (E
ρ), with the same conclusion; we used L = Γ0(E
ρ)
because it is complete.)
If our analogy between symplectic reduction and Rieffel induction is correct,
there should be a corresponding construction at the classical level. Indeed, we take
as ingredients (cf. section 1) S = SO (which is a locally trivial bundle over Q with
projection pr), P = Q with zero Poisson structure, and J : SO → Q given by
J = pr. Any point q (seen as a zero-dimensional symplectic manifold) in Q defines
a symplectic realization ρq : {q} → Q by the inclusion map. The fiber product
C = SO ∗Q {q} is just the fiber pr−1(q) above q. The null foliation F0 is generated
by functions of the type pr∗f , f ∈ C∞(Q). Locally, SO looks like T ∗Q×O (though
not as a symplectic space), and in this local picture the leaves of F0 are the fibers
of T ∗Q. Hence the reduced space Sρq equals O, including its symplectic structure.
Turning the argument around, we have written the orbit O as a generalized
Marsden-Weinstein quotient Sρq constructed from the unreduced space SO. Assum-
ing that O is quantized by a Hilbert space Hρ, we found (from previous analysis)
that SO is quantized by the linear space L = Γ0(Eρ). Applying Rieffel induction,
we then showed that the quantization of the reduced space Sρq using our method
yields Hρ again. Please note that this argument is non-circular.
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