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RESUMO
Sistemas intra-chip ou SoC (acroˆnimo de System-on-Chip) com mu´ltiplas unidade de
processamento heterogeˆneas teˆm sido usados pela indu´stria de sil´ıcio como soluc¸a˜o para
disponibilizar o desempenho demandado pelas aplicac¸o˜es modernas. Entretanto, a inte-
grac¸a˜o de um grande nu´mero de tais unidades de processamento impo˜em um desafio aos
mecanismos de interconexa˜o. Para contornar esta situac¸a˜o, a indu´stria vem utilizando
redes intra-chip ou NoC (acroˆnimo de Networks-on-Chip), as quais utilizam de roteado-
res e conceitos provenientes das redes computacionais convencionais para interconectar
as unidades de processamento de um SoC. De forma geral, os fluxos dessas redes sa˜o
heterogeˆneos, divididos basicamente em dois tipos: aqueles de tempo real, provenientes
de tarefas que demandam garantia da entrega dos pacotes, qualidade de servic¸o e tempo
de execuc¸a˜o r´ıgido; os de melhor esforc¸o, provenientes de tarefas que exigem tempo de
execuc¸a˜o menos r´ıgido. A grande maioria das redes intra-chip publicadas ate´ o momento
visam prover uma lateˆncia mı´nima e previs´ıvel para os fluxos de tempo real, como e´ o
caso da rede RTSNoC (acroˆnimo de Real-Time Network-on-Chip), uma rede que oferece
garantia de vaza˜o a`s aplicac¸o˜es de tempo real atrave´s da previsibilidade da lateˆncia de
pior caso. A RTSNoC na˜o proveˆ qualidade de servic¸o quando utilizada em sistemas com
uma quantidade maior de fluxos de melhor esforc¸o e apenas melhora a lateˆncia me´dia de
tais fluxos. O aperfeic¸oamento do desempenho desta rede em aplicac¸o˜es onde a maioria
dos fluxos sa˜o de melhor esforc¸o pode ser atingida pelo uso de me´todos otimizadores,
algoritmos de roteamento adaptativos ou da computac¸a˜o reconfigura´vel atuando na redis-
tribuic¸a˜o das unidades de processamento interconectadas aos roteadores. Tais me´todos
necessitam, inicialmente, serem alimentados constantemente com informac¸o˜es do tra´fego
da rede, obtidas por um sistema apto a monitorar a entrega dos pacotes, para so´ enta˜o
operacionalizar alterac¸o˜es na rede em tempo de execuc¸a˜o. Dito isso, o presente trabalho
objetiva introduzir ao projeto da RTSNoC o conceito de observabilidade computacional
atrave´s do desenvolvimento de um sistema de monitoramento da entrega dos pacotes para
aquela rede.
Palavras-chave: Sistemas intra-chip. Redes intra-chip. Observabilidade computacio-
nal.
ABSTRACT
Systems with multiple heterogeneous processing units, also known as Systems-on-Chip
(SoC), have been used by the silicon industry as a solution to deliver the high performance
demanded by modern applications. However, the integration of a large number of such
processing units poses a challenge to the interconnection mechanisms. The industry has
been using Networks-on-Chip (NoC) to solve this problem, an approach that uses routers
and concepts from conventional computational networks to interconnect the processing
units of a SoC. In general, a flow of these networks can be divided into two types: those
of real-time coming from tasks that demand assurance of package delivery, quality of
service, and hard execution time; best-effort flows that come from soft tasks, which does
not demand such requirements. So far, many of the published NoCs aim to provide a
minimum and predictable latency for real-time flows, such as the RTSNoC, a network-
on-chip that gives throughput guarantee to real-time systems by using the technique
of worst-case latency predictability. The RTSNoC does not offer a quality of service
when used in applications with a higher amount of best-effort flows and only improves
the average latency of those flows. To achieve a level of performance improvement on
applications that have a best-effort flows dominance that NoC could use optimization
methods, adaptive routing algorithms or reconfigurable computing by redistributing the
interconnected processing units at runtime. Such methods need to be continuously fed
with information about the network traffic obtained by a system able to monitor the
packet delivery. Within that said, the present work aims to introduce to the RTSNoC
project the concept of computational observability by developing a system who would be
able to monitor and get information about the delivery of packages on that network.
Keywords: System-on-Chip. Netwok-on-Chip. Computational observability.
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1 INTRODUC¸A˜O
Os avanc¸os nas tecnologias para fabricac¸a˜o de chips teˆm permitido que um grande
nu´mero de transistores sejam integrados em uma u´nica pastilha de sil´ıcio. Como con-
sequeˆncia, dispositivos com sistemas mais complexos e robustos passaram a surgir, ja´ que
esses avanc¸os permitiram aos projetistas integrarem em um u´nico chip mu´ltiplos nu´cleos
com finalidades diversas, um conceito denominado na literatura como System-on-Chip
(SoC).
Segundo Florez (2011), devido sua caracter´ıstica de ortogonalidade, um SoC pode
ser dividido em duas estruturas: computac¸a˜o e comunicac¸a˜o. A estrutura de computac¸a˜o
trata dos mo´dulos responsa´veis por processar e armazenar as informac¸o˜es do sistema.
Ja´ a estrutura de comunicac¸a˜o trata de interligar os nu´cleos do sistema e promover a
troca de informac¸o˜es de forma coordenada. Em seu trabalho intitulado Redes-em-Chip:
Arquiteturas e Modelos para Avaliac¸a˜o de A´rea e Desempenho, Zeferino (2003) afirma
que as abordagens de comunicac¸a˜o geralmente utilizadas nos sistemas antes do surgimento
dos SoC’s, como a interconexa˜o dos nu´cleos atrave´s de canais ponto-a-ponto dedicados ou
canais multipontos compartilhados na˜o atendem os requisitos de desempenho e consumo
de energia desse novo tipo de sistema. Ale´m disso, foi previsto que esses sistemas poderiam
tornar-se ta˜o grandes e complexos que inviabilizariam seus usos.
Como alternativa aos problemas aqui descritos, os trabalhos cient´ıficos recentes
propo˜em o uso de redes de interconexa˜o chaveadas aplicadas a` comunicac¸a˜o intra-chip,
tambe´m chamadas de Networks-on-Chip (NoC). A terminologia foi proposta por Hemani
et al. (2000) e em portugueˆs sa˜o utilizados os termos Redes-em-Chip e Redes Intra-chip,
ou simplesmente NoC. Uma NoC pode ser definida como um arranjo de canais ponto-
a-ponto chaveados por roteadores e compartilhados pelos nu´cleos do sistema, onde os
dados sa˜o transmitidos por meio de pacotes divididos em unidades atoˆmicas chamadas
flits (Flow Control Unit), (COTA; AMORY; LUBASZEWSKI, 2011). Ale´m do paralelismo nas
comunicac¸o˜es, as NoC’s proporcionam propriedades ele´tricas otimizadas e controladas ao
permitirem a distribuic¸a˜o de sinais de relo´gio, tambe´m conhecidos como sinais de clock,
de forma uniforme aos sistemas mais complexos.
Sistemas embarcados baseados em SoC veˆm sendo cada vez mais usados em aplicac¸o˜es
com requisitos temporais, denominadas de tempo real. Entre os sistemas computacionais
mais simples, pode-se citar os controladores inteligentes embarcados em equipamentos
de utilidade dome´stica, como o forno de micro-ondas; entre os mais complexos, pode-se
usar como exemplo os sistemas de controle utilizados em aeronaves (BEREJUCK, 2015).
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Algumas aplicac¸o˜es de tempo real apresentam restric¸o˜es de tempo mais rigorosas do que
outras, impostas pelo ambiente no qual o sistema computacional esta´ inserido. Ou seja,
os sistemas computacionais usados em aplicac¸o˜es de tempo real interagem enviando con-
tinuamente respostas aos est´ımulos de entrada vindos dos seus ambientes. Um sistema de
tempo real pode ser definido, portanto, como um sistema computacional que deve reagir
a tais est´ımulos dentro de prazos conhecidos na literatura como deadlines (BODEMU¨LLER,
2014).
Nesse contexto um sistema de tempo real pode, ainda, ser modelado como tendo uma
quantidade de tarefas com tempo de execuc¸a˜o menos r´ıgidos, ditas como 1soft que resultam
num fluxo de melhor esforc¸o (do ingleˆs Best Effort — BE), em que na˜o existe garantia
de entrega dos pacotes e qualidade de servic¸o (QoS) ale´m das tarefas que demandam
por um tempo de execuc¸a˜o r´ıgido, ou 2hard , que consequentemente resultam num fluxo
com lateˆncia de pior caso (do ingleˆs Worst Case Latency — WCL) que exige garantia
de entrega dos dados e QoS. Assim, os requisitos de projeto tornam-se mais cr´ıticos e
desenvolver estrate´gias de comunicac¸a˜o que reduzam a lateˆncia e garantam os requisitos
de resposta em tempo real caracteriza uma etapa de suma importaˆncia para o projetista.
1.1 PROBLEMA
Atualmente, a grande maioria dos trabalhos cient´ıficos apresentam propostas que
consideram o tra´fego da rede previamente ao desenvolvimento do projeto para garantir
as restric¸o˜es temporais dos fluxos de tempo real. Assim, para que as restric¸o˜es temporais
das tarefas de tempo real cr´ıtico sejam garantidas e´ necessa´rio que o SoC seja dimensio-
nado pela sua maior restric¸a˜o, o que acaba por aumentar o custo de sil´ıcio, pois muitas
vezes as restric¸o˜es temporais cr´ıticas ocorrem esporadicamente na comunicac¸a˜o do SoC.
Consequentemente, o fluxo se torna superestimado devido o planejamento do consumo
dos recursos de sil´ıcio ser baseado na previsibilidade da lateˆncia de uma rede.
Em Evaluation of a Connectionless Technique for System-on-Chip Interconnection
os autores Berejuck e Fro¨hlich (2016) apresentam a rede 3RTSNoC, uma rede de topologia
em malha ortogonal 2D desenvolvida em VHDL e validada num dispositivo FPGA com
previsa˜o de lateˆncia e projetada para sistemas embarcados de tempo real. Essa rede
garante QoS num fluxo WCL e melhora a lateˆncia me´dia para fluxos BE sem comprometer
1Uma tarefa e´ dita como sendo soft se a perda do seu deadline causa apenas degradac¸a˜o do desempenho
do sistema, sem impossibilitar o seu funcionamento normal. Para este tipo de tarefa, o seu resultado
pode ou na˜o ser u´til apo´s o seu deadline (BODEMU¨LLER, 2014).
2Ao contra´rio de uma tarefa soft, neste tipo de tarefa a perda de seu deadline implica na inviabilidade
do uso dos resultados obtidos.
3Acroˆnimo de Real-Time Services Network-on-Chip (BEREJUCK, 2015).
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as garantias de WCL por na˜o alocar os recursos da rede para a transmissa˜o de pacotes.
Ale´m disso, a RTSNoC faz uso do algoritmo de roteamento esta´tico XY, onde cada nu´cleo
da rede pode simultaneamente enviar e receber pacotes no mesmo ciclo de clock (DING;
HO; TSAY, 1994). A escolha desse algoritmo na RTSNoC ocorreu devido sua simplicidade
de implementac¸a˜o e prevenc¸a˜o de deadlock 4.
O roteamento e´ o que define um caminho feito pelo pacote entre uma fonte e um
destino, considerado por muitos projetistas o principal desafio no projeto da camada de
rede em uma NoC, ja´ que apresenta grande influeˆncia na me´dia da taxa de envelhecimento
dos pacotes que transitam pela rede. Essa taxa relaciona o per´ıodo de injec¸a˜o do pacote na
rede com o seu deadline, portanto, sistemas de tempo real devem apresentar uma me´dia
relativamente baixa. Uma taxa de envelhecimento acelerada ocorre quando ha´ atraso na
entrega dos pacotes, congestionamento da rede e tambe´m pelo grande nu´mero de saltos
que um pacote faz da origem ate´ o destino. Ale´m disso, um roteamento tambe´m pode ser
classificado como determin´ıstico ou adaptativo de acordo com o modo que os pacotes sa˜o
transmitidos (ZHANG et al., 2009). No determin´ıstico o caminho e´ unicamente definido
pelo enderec¸o de origem e destino do pacote e no adaptativo, o caminho e´ uma func¸a˜o
das informac¸o˜es de enderec¸amento e das condic¸o˜es de tra´fego da rede.
Nas redes NoC atuais existe uma tendeˆncia no uso de algoritmos adaptativos, como
pode ser visto no trabalho dos autores Ghaderi, Alqahtani e Bagherzadeh (2017), que
propo˜em uma rede NoC com roteamento adaptativo que visa diminuir a taxa de envelhe-
cimento dos pacotes. Esta rede faz uso de um mecanismo integrado a` porta de entrada
dos seus roteadores para monitoramento do tra´fego. Na RTSNoC o roteamento utilizado
e´ determin´ıstico, contudo, como cita Berejuck (2015) na sessa˜o de trabalhos futuros, ao
tratar de sistemas com uma dinaˆmica maior no comportamento dos fluxos a introduc¸a˜o
da avaliac¸a˜o em tempo de execuc¸a˜o das informac¸o˜es de tra´fego da rede faz-se necessa´ria
para que so´ assim a rede possa adotar alguma te´cnica de adaptabilidade.
1.2 HIPO´TESES E JUSTIFICATIVA
Em seu trabalho intitulado An overview about Networks-on-chip with multicast sup-
port Berejuck (2016) apresenta a Network Inteface (NI), um componente localizado entre
a conexa˜o de um nu´cleo com a rede que atua como uma ponte para os pacotes. A primeira
hipo´tese levantada seria introduzir junto a este componente um mecanismo de mensura
das informac¸o˜es de tra´fego da rede, denominado Sniffer (S). Esta abordagem, diferente da-
4Diz-se deadlock quando um nu´cleo da rede fica bloqueado e esperando que o canal esteja livre para
poder transmitir (BEREJUCK, 2015).
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quela adotada por Ghaderi, Alqahtani e Bagherzadeh (2017), considera tambe´m o atraso
gerado pelas interfaces de rede, assim, as informac¸o˜es obtidas sera˜o de fato mais acuradas.
Este mecanismo, por premissa, deve observar a rede sem interferir no seu funcionamento.
Uma segunda hipo´tese seria a de conectar esses mecanismos a um dispositivo central
por meio de barramentos dedicados sem fazer uso dos roteadores da rede ou dos seus
canais de interconexa˜o. Este dispositivo, denominado Network Manager (NM), seria
responsa´vel por armazenar os dados coletados pelos Sniffers e gerar relato´rios que possam,
futuramente, ser utilizados em algoritmos de reconfigurac¸a˜o da rede.
As hipo´teses levantadas neste trabalho, se comprovadas, justificariam a introduc¸a˜o
dos mecanismos de monitoramento do tra´fego no projeto da RTSNoC com o intuito de
torna´-la uma rede adaptativa. Outra contribuic¸a˜o e´ no estudo de uma poss´ıvel divisa˜o
das redes intra-chip em camadas de servic¸os, como nas redes computacionais convenci-
onais. Uma terceira contribuic¸a˜o seria a avaliac¸a˜o do uso de te´cnicas na˜o-intrusivas no
monitoramento da entrega de pacotes dessas redes. A grande maioria dos trabalhos ci-
ent´ıficos atuais utiliza dos pro´prios roteadores na observac¸a˜o do tra´fego, o que representa
uma grande economia de sil´ıcio, pore´m, acaba por aumentar a lateˆncia me´dia da rede ou
na˜o apresentar uma melhoria significativa no roteamento, como pode ser visto em Evalu-
ation of pseudo adaptive XY routing using an object oriented model for NOC dos autores
Dehyadgari et al. (2005). A proposta apresentada neste trabalho exime esta func¸a˜o dos
roteadores ou demais componentes da rede relacionados diretamente ao roteamento.
1.3 OBJETIVOS
Esta sec¸a˜o descreve o objetivo geral e os objetivos espec´ıficos deste trabalho de
conclusa˜o de curso.
1.3.1 Objetivo Geral
O principal objetivo deste trabalho e´ desenvolver um sistema capaz de monitorar
a entrega de pacotes na rede RTSNoC. Cada elemento conectado a` rede contera´ um
mecanismo que observara´ o tra´fego de forma na˜o-intrusiva. As informac¸o˜es obtidas por
eles sera˜o centralizadas em um segundo elemento que atuara´ como gerente da rede.
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1.3.2 Objetivos Espec´ıficos
• Identificar as me´tricas que induzem o atraso na entrega de pacotes nas redes intra-
chip.
• Aplicar te´cnicas provenientes do campo da observabilidade computacional a`s redes
intra-chip.
• Simular o comportamento de uma aplicac¸a˜o real com base nos padro˜es de tra´fego
das redes de interconexa˜o.
• Verificar por meio de um ambiente simulado o funcionamento do sistema de moni-
toramento introduzido a` RTSNoC.
1.4 PROCEDIMENTOS METODOLO´GICOS
Para atingir os objetivos apresentados na Sec¸a˜o 1.3, foi definida a estrate´gia com-
posta pelas seguintes etapas:
1. Revisar o estado da arte das redes intra-chip, com foco naquelas projetadas para
SoC’s de tempo real;
2. Portar a rede RTSNoC para a linguagem SystemC de s´ıntese e descric¸a˜o de hard-
ware;
3. Projetar uma Interface de Rede para ser utilizada nos experimentos com a RTSNoC;
4. Desenvolver os componentes que atuara˜o na camada de servic¸o referente ao moni-
toramento da entrega de pacotes;
5. Verificar o funcionamento dos componentes desenvolvidos na etapa anterior com
aux´ılio da ferramenta GTKWave;
6. Simular est´ımulos de aplicac¸o˜es reais atrave´s de geradores de tra´fego baseados em
padro˜es para redes de interconexo˜es;
7. Validar o funcionamento do sistema de monitoramento por interme´dio da produc¸a˜o
de relato´rios;
8. Avaliar os dados coletados no item anterior e apresentar as devidas considerac¸o˜es
finais.
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2 TRABALHOS RELACIONADOS
A grande maioria dos projetos de NoC’s publicados tem como foco principal a mini-
mizac¸a˜o da lateˆncia me´dia dos fluxos e a maximizac¸a˜o da utilizac¸a˜o da largura de banda,
tipicamente oferecendo suporte aos fluxos de melhor esforc¸o e de pior caso. O que poˆde
ser observado na literatura e´ o grande volume de NoC’s que fazem uso de te´cnicas rela-
cionadas a roteadores na˜o bloqueantes com controle de fluxo, chaveamento de circuitos,
muitas vezes adotando mecanismos de Multiplexac¸a˜o por Divisa˜o de Tempo (Time Divi-
sion Multiplexing - TDM) e, principalmente, no uso de roteamento esta´tico. E´ poss´ıvel
perceber tambe´m que desde seu surgimento ate´ o momento a maioria das NoC’s sa˜o pro-
jetadas de acordo com sua lateˆncia de pior caso em tempo de execuc¸a˜o, ou seja, todo o
fluxo da rede e´ mapeado e conhecido durante a fase de desenvolvimento e assim a rede e´
projetada a partir do seu pior caso, caracter´ıstica essa que como dito nas sec¸o˜es pre´vias
deste trabalho limita o dinamismo da rede e o reuso de componentes ja´ consolidados no
mercado.
O cap´ıtulo em questa˜o apresenta os estudos feitos sobre sete NoC’s voltadas para
sistemas de tempo real, com destaque a`s abordagens utilizadas no controle do tra´fego de
pacotes. Este cap´ıtulo foi dividido em sete sec¸o˜es que apresentam aquelas NoC’s, descre-
vendo a topologia de cada rede, os aspectos funcionais dos seus roteadores e as te´cnicas
adotadas por cada uma delas para garantir a entrega dos pacotes. Ale´m disso, subsec¸o˜es
destacam duas propriedades de suma relevaˆncia a avaliac¸a˜o de cada rede: (i) o tempo de
espera, que esta´ relacionado ao tempo que algumas redes necessitam para requisitar ou
liberar recursos da rede (Twait;req, Twait;reply); e (ii) a lateˆncia que um fluxo pode sofrer
numa comunicac¸a˜o entre dois roteadores quaisquer (Tlatency) (BEREJUCK, 2015). Por fim,
a sec¸a˜o 2.8 finaliza este cap´ıtulo apresentando um resumo geral das redes verificadas.
2.1 ÆTHEREAL
A rede Æthereal e´ uma rede baseada em chaveamento de circuitos TDM desenvolvida
por Goossens, Dielissen e Radulescu (2005) no Philips Research Laboratories com servic¸os
de suporte GS, para tra´fegos cr´ıticos e BE para flex´ıveis. Ale´m disso, essa rede faz uso do
conceito de alocac¸a˜o temporal onde a comunicac¸a˜o e´ dividida em time slots de durac¸a˜o
fixa e igualita´ria para todos os roteadores da rede, que de modo s´ıncrono propagam os
dados. Portanto, cada roteador tem o mesmo per´ıodo de tempo para encaminhar um
bloco de dados para um canal de sa´ıda e a alocac¸a˜o geral dos slots e´ definida em tempo
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de projeto.
Os roteadores desta rede possuem complexidade N, isto e´, N entradas e N sa´ıdas, e
fazem uso de uma Tabela de Slots no roteamento, onde cada S time slot e´ representado
nas linhas desta tabela e as sa´ıdas sa˜o inseridas nas colunas. Em um slot s o no´ da rede
pode ler e escrever um u´nico bloco de dados em cada entrada e sa´ıda, respectivamente.
No pro´ximo slot, (s + 1), o no´ da rede escreve e leˆ blocos de dados em seus canais de sa´ıda
apropriados. Assim, o blocos sa˜o propagados na rede em uma pol´ıtica store-and-forward
no intuito de evitar deadlock. A lateˆncia sofrida por um bloco de dados se torna igual a`
durac¸a˜o do slot e a reserva de slots garante a largura de banda em mu´ltiplos blocos de
dados por S slots.
Na rede Æthereal a Tabela de Slots pode ser descrita como uma func¸a˜o que associa
as entradas com as sa´ıdas do roteador: T(s,o) = i, ou seja, blocos de dados presentes
em uma entrada i sera˜o comutados para a sa´ıda o a cada s + kS slots. Uma entrada
esta´ vazia quando na˜o ha´ reserva para uma sa´ıda qualquer em um determinado slot e
na˜o ha´ contenc¸a˜o na rede pois existe pelo menos uma entrada para cada sa´ıda, para cada
slot. Atribuir slots para conexo˜es na rede e´ um problema de otimizac¸a˜o e a escolha do
algoritmo utilizado depende unicamente do tipo e requisitos da aplicac¸a˜o.
A Figura 1 demonstra o conceito de roteamento livre de contenc¸a˜o proposto pelos
autores. Na figura, temos a representac¸a˜o de treˆs roteadores, R1, R3 e R2, no time slot
s = 2, indicado na terceira entrada de cada tabela T. O tamanho das tabelas e´ S = 4,
somente as colunas relevantes sa˜o representadas na figura. As treˆs setas destacadas a,
b e c representam blocos de dados nas correspondentes conexo˜es. O roteador R1 faz o
chaveamento do bloco b da entrada i1 para a sa´ıda o2, como indicado na tabela T1(2, o2)
= i1. De modo similar, o roteador R2 faz o chaveamento do bloco a para a sa´ıda o2, e R3
chaveia o bloco c para a sa´ıda o1.
A sincronicidade e´ implementada com o uso de um u´nico e centralizado sinal de
clock distribu´ıdo atrave´s das te´cnicas provindas do modelo cascata de sincronizac¸a˜o e
design s´ıncrono insens´ıvel a` lateˆncia. Entretanto, sincronicidade distribu´ıda tambe´m e´
implementa´vel, para toda sincronizac¸a˜o de slot o roteador e produz um token para cada
sa´ıda antes de consumir um token para cada entrada, assim sincronizando cada slot com
todos os de seus vizinhos. Com isso, todos os roteadores esta˜o contidos sempre no mesmo
time slot e a NoC num geral ira´ executar na mesma velocidade que o roteador mais lento.
A Æthereal faz uso de uma arquitetura GS-BE combinada. Seus roteadores nada
mais sa˜o que a junc¸a˜o de um roteador GS e um BE em paralelo como demonstra a Figura
2. O flit proveniente de um fluxo BE so´ pode fazer uso do canal quando na˜o existir um
bloco GS sendo transmitido, portanto, o roteador BE possui uma prioridade menor que o
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Figura 1 – Roteamento livre de contenc¸a˜o.
Rede com treˆs roteadores (R1, R2 e R3) no time slot s = 2, com as correspondentes tabelas de slots (T1,
T2 e T3). Fonte: (GOOSSENS; DIELISSEN; RADULESCU, 2005).
Figura 2 – Arquitetura interna dos roteadores da Æthereal.
Fonte: adaptada de Goossens, Dielissen e Radulescu (2005).
GS. A arquitetura GS e´ livre de contenc¸a˜o, cada entrada requer uma fila para um u´nico
bloco e cada fila e´ conectada a um switch que e´ configurada a cada slot s para ler T(s,
o) = i entradas provenientes da Tabela de Slots. Assim, os blocos GS nunca esperam e
controle de fluxo em n´ıvel de canal entre os roteadores na˜o e´ necessa´rio. Ja´ a arquitetura
BE consiste de um roteamento wormhole convencional com arbitragem Round-robin nos
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switchs. Controle de fluxo em n´ıvel de canal e´ utilizado nos roteadores BE para evitar
congestionamentos de filas e o cabec¸alhos dos pacotes transmitidos conte´m o caminho de
origem ate´ destino, ou seja, faz-se uso do conceito de roteamento de origem. No intuito
de aumentar a reutilizac¸a˜o de recursos, a rede Æthereal permite que fluxos BE utilizem,
ale´m dos time slots na˜o reservados para os fluxos priorita´rios, os time slots reservados na˜o
utilizados momentaneamente pelos fluxos GS.
2.1.1 Propriedades para avaliac¸a˜o da entrega de pacotes
O conceito de escalonamento em time slots e´ a base da rede Æthereal. Isto implica
que o per´ıodo de um escalonamento e´ seguidamente repetido. Para um circuito virtual,
considerando um per´ıodo de P time slots e p como o nu´mero de slots que podem ser
alocados para o circuito, as propriedades do tempo de execuc¸a˜o dependem dos paraˆmetros
de projeto, como profundidade do pipeline em cada roteador (B), a durac¸a˜o de um time
slot em ciclos de relo´gio (s) e o nu´mero de flits que constituem um pacote (f ).
Tempo de espera - para um circuito virtual que possui p time slots o tempo de
espera e´ func¸a˜o apenas da requisic¸a˜o, ja´ que apo´s reservado o recurso a rede na˜o espera
nenhum tipo de resposta e esta´ apto para transmitir. Assim, Twait;req = (P − p).s ciclos
de relo´gio, sendo que p varia entre os limites [1;P ] e Twait;reply = 0.
Lateˆncia - a lateˆncia de um pacote em cada roteador e´ func¸a˜o da profundidade
do pipeline (B), o qual e´ igual a durac¸a˜o de um time slot em ciclos de relo´gio (s), e do
nu´mero de flits do pacote (f ). Considerando h roteadores no caminho entre a origem do
pacote ate´ o seu destino a lateˆncia e´ expressa como Tlatency = h.B + f ciclos de relo´gio.
2.2 SOCBUS
A SoCBUS e´ uma rede desenvolvida por Sathe, Wiklund e Liu (2004) na Linko¨ping
University tambe´m baseada na te´cnica do chaveamento de circuitos. Os autores alcu-
nham como IP Cores os blocos conectados a` rede e como switches os no´s responsa´veis
pelo roteamento e entrega dos pacotes, assim, as terminologias de nu´cleos e roteadores,
respectivamente, sera˜o adotadas durante a ana´lise desta rede. A topologia adotada e´
a de malha ortogonal 2D, como pode ser vista na Figura 3, devido a sua facilidade de
interconexa˜o, largura de banda razoavelmente alta e por privilegiar a comunicac¸a˜o de
nu´cleos com alta taxa de transmissa˜o sem que esses consumam uma grande quantidade
de recursos da rede.
Os roteadores apresentam uma configurac¸a˜o de cinco portas, quatro utilizadas para
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Figura 3 – Configurac¸a˜o de uma rede 4x3 na arquitetura SoCBUS.
Fonte: adaptada de Wiklund e Liu (2003).
conexa˜o com os roteadores adjacentes e uma porta para interconectar o nu´cleo a` rede. A
porta proveniente do roteador e´ conectada ao nu´cleo por meio de um adaptador (do ingleˆs,
wrapper), dispositivo responsa´vel por preparar e armazenar os pacotes para a transmissa˜o
e tambe´m por lidar com poss´ıveis diferenc¸as de protocolo entre a rede e o nu´cleo.
A rede utiliza um procedimento baseado no envio de pacotes para estabelecer co-
nexo˜es ponto-a-ponto e reservar circuitos atrave´s da rede. Quando a conexa˜o e´ estabe-
lecida, todos os recursos ao longo do caminho estabelecido ficam reservados apenas para
esta conexa˜o. O roteamento dos dados acontece em uma transac¸a˜o de quatro fases. Ini-
cialmente, a conexa˜o e´ estabelecida por um pacote enviado atrave´s da rede requisitando
temporariamente os recursos necessa´rios. Posteriormente, um pacote de aceite (ACK )
ou recusa (NACK ) e´ enviado de volta. Se a requisic¸a˜o for aceita, a conexa˜o e´ mantida;
caso contra´rio e´ desfeita. Na fase precedente a` de handshake os dados podem ser trans-
feridos utilizando os recursos reservados. Na u´ltima fase, apo´s os dados terem chegado
ao seu destino um pacote e´ enviado no sentido contra´rio da transmissa˜o, confirmando o
recebimento dos dados e cancelando a requisic¸a˜o dos circuitos ao mesmo tempo, quando
necessa´rio.
A interconexa˜o dos roteadores na SoCBUS e´ composta por onze sinais em cada
direc¸a˜o, onde oito deles carregam os dados e as requisic¸o˜es de roteamento dos pacotes,
um sinal e´ usado para controle de encaminhamento, ou seja, para gerenciar a temporizac¸a˜o
das transmisso˜es e os dois u´ltimos sinais sa˜o usados para controle reverso e carregam os
acknowledges de cada negociac¸a˜o. A Figura 4 mostra com detalhes a interconexa˜o entre
roteadores na SoCBUS. Naquela figura as linhas diagonais representam a interconexa˜o
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com os nu´cleos.
Figura 4 – Exemplo de interconexa˜o entre roteadores na rede SoCBUS.
Fonte: adaptada de Wiklund e Liu (2003).
A sincronicidade e´ implementada com um sistema de relo´gio 1meso´crono paralela-
mente a` te´cnica de retiming dos sinais ao longo do sistema com o intuito de minimizar o
delay gerado nas interconexo˜es e o desvio de relo´gio. A adoc¸a˜o dessas te´cnicas traz algu-
mas vantagens: na˜o e´ necessa´rio o uso de repetidores; o consumo de energia do sistema e´
reduzido; na˜o ha´ necessidade da rede ser inserida no chip de forma.
Durante a fase de requisic¸a˜o dos circuitos um algoritmo de busca por caminhos de
menor tamanho e´ utilizado. A cada salto (do ingleˆs hop) entre os roteadores, o pacote de
requisic¸a˜o dos recurso e´ roteado para um dos roteadores dispon´ıveis com base no enderec¸o
de destino, ou seja, o roteamento na SoCBUS e´ distribu´ıdo (ZHANG et al., 2009). Esta
busca e´ feita de modo round-robin e se na˜o houver roteadores dispon´ıveis, e´ iniciado um
protocolo de falha, no qual as conexo˜es previamente estabelecidas sa˜o desfeitas e uma
nova tentativa de estabelecimento da conexa˜o e´ efetuada num per´ıodo posterior. Apo´s
obter sucesso, os dados sa˜o encaminhados da origem ao destino atrave´s dos roteadores e
enlaces reservados ocupando toda a largura de banda da conexa˜o, sem postergac¸a˜o.
2.2.1 Propriedades para avaliac¸a˜o da entrega de pacotes
A SoCBUS na˜o faz uso de componentes espec´ıficos para garantia de servic¸o ja´ que a
reserva de recursos na comunicac¸a˜o ja´ e´ garantia de que os requisitos de tempo real sera˜o
atendidos. Contudo, o uso desta te´cnica pode resultar na incorreta utilizac¸a˜o e geren-
ciamento dos recursos da rede, pois abre possibilidade a uma conexa˜o na˜o ser atendida
devido falta de recursos e, como consequeˆncia, o desperd´ıcio da largura de banda com
requisic¸o˜es de conexa˜o repetidas e o comprometimento das propriedades de tempo real.
1Em um sistema Meso´crono, todos os relo´gios possuem a mesma frequeˆncia, mas na˜o necessariamente
a mesma fase (SODERQUIST, 2002).
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A seguir sa˜o apresentadas as avaliac¸o˜es feitas sobre a rede.
Tempo de espera - para um caminho de h saltos, sa˜o necessa´rio quatro ciclos
de relo´gio para estabelecimento da conexa˜o e um ciclo para envio do pacote de aceite.
Para cada transac¸a˜o e´ preciso considerar um overhead de h ciclos para que a conexa˜o seja
desfeita apo´s o envio dos dados. Assim, o tempo de requisic¸a˜o e´ Twait;req = 4.h + h. O
tempo de resposta Twait;reply = 0, ja´ que pela reserva de recursos na˜o existe espera de uma
resposta para iniciar a transmissa˜o.
Lateˆncia - uma vez estabelecida a conexa˜o, e´ necessa´rio um u´nico ciclo de relo´gio
para que um pacote atravesse o roteador. A lateˆncia total e´ descrita como Tlatency = h,
ou seja, e´ func¸a˜o unicamente do nu´mero de saltos realizados pelo pacote.
2.3 XPIPES
A 2×pipes e´ uma rede escala´vel, altamente parametriza´vel, insens´ıvel a` lateˆncia
voltada para ambas arquiteturas homogeˆneas e heterogeˆneas de SoC’s. Esta rede foi de-
senvolvida inicialmente por Dall’Osso et al. (2003) na Universita` di Bologna e teve seu
projeto continuado por Bertozzi e Benini (2004). A ×pipes oferece grande flexibilidade
devido os seus paraˆmetros de projeto serem definidos em tempo de execuc¸a˜o e o protocolo
de comunicac¸a˜o ser totalmente independente dos nu´cleos conectados a` rede, ou seja, e´ res-
ponsabilidade unicamente da rede e utiliza do conceito de conexa˜o end-to-endo OCP que,
basicamente, consiste na separac¸a˜o do canal de comunicac¸a˜o em pipelines de requisic¸o˜es
e respostas.
A metodologia de design proposta pela rede e´ realizada em duas fases. Na primeira,
um template parametriza´vel de objetivo geral desenvolvido em SystemC contendo todas
as informac¸o˜es da rede e´ disponibilizado ao projetista. Posteriormente, em tempo de
execuc¸a˜o, os componentes sa˜o conectados e configurados de acordo com o propo´sito do
projeto atrave´s da especificac¸a˜o e instaˆncia dos paraˆmetros da rede. Na˜o existe uma
topologia pre´-definida para uso na ×pipes, assim, os roteadores podem ser conectados de
forma arbitra´ria.
Uma interface de rede (do ingleˆs, network interface) interconecta os nu´cleos a` rede
e teˆm como objetivos principais inserir os dados em pacotes e converter o protocolo de
comunicac¸a˜o de end-to-end para o utilizado na rede. E´ tambe´m nesse componente onde
o cabec¸alho do pacote contendo as informac¸o˜es de origem e destino a serem utilizadas no
roteamento e´ constru´ıdo. Cada pacote e´ quebrado em flits, que necessitam de apenas um
ciclo de relo´gio para serem transmitidos. Com o intuito de manter a complexidade de
2Pronunciada como ”crosspipes”, termo derivado de ”crossing pipelines”(DALL’OSSO et al., 2003).
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projeto da rede baixa, a interface de rede atende somente uma requisic¸a˜o de leitura do
nu´cleo por vez e mu´ltiplas requisic¸o˜es de escrita. A Figura 5 demonstra um esquema´tico
da arquitetura de comunicac¸a˜o da ×pipes.
Figura 5 – Arquitetura da rede ×pipes.
Fonte: adaptada de Dall’Osso et al. (2003).
O encaminhamento de pacotes na ×pipes e´ baseada na te´cnica wormhole, um flit
so´ e´ transmitido para o pro´ximo roteador se este conter recursos para armazena´-lo. Os
roteadores sa˜o configurados para apresentar mu´ltiplos canais virtuais multiplexados em
um u´nico canal f´ısico e a transmissa˜o e´ feita flit-a-flit. Ale´m disso, os canais podem apre-
sentar diferentes tamanhos dentro da rede. A concepc¸a˜o do projeto tem como premissa a
entrega ordenada dos flits, independente do seu tempo de resideˆncia. Os roteadores im-
plementam a estrate´gia GO-BACK-N para retransmissa˜o de pacotes corrompidos, como
demonstra a Figura 6. Cabe citar, tambe´m, que o pipelining e´ utilizado para ambos os
canais de dados e controle.
Na ×pipes foi adotado um algoritmo de roteamento esta´tico denominado street sign
routing. Neste algoritmo, os roteadores possuem acesso a` uma tabela baseada nos en-
derec¸os de destino que indica a sa´ıda pelos quais os flits de um determinado pacote
devem ser direcionados. O armazenamento dos flits e´ feito nos buffers de sa´ıda dos rote-
adores. Um mo´dulo de sa´ıda e´ responsa´vel por gerar sinais de controle do fluxo baseados
na pol´ıtica ACK/NACK de transac¸a˜o.
No intuito de otimizar a utilizac¸a˜o dos ciclos de relo´gio, o roteamento e´ composto
de sete esta´gios em pipeline. O primeiro esta´gio verifica o cabec¸alho dos pacotes recebidos
em diferentes portas de entrada para determinar se esses pacotes devem ser encaminhados
atrave´s da porta de sa´ıda requisitada no momento. Somente os pacotes correspondentes
seguem para o segundo esta´gio, que consiste de um a´rbitro que usa da pol´ıtica round-robin
para resolver a contenc¸a˜o de pacotes. O a´rbitro gera os sinais NACK para os flits que
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Figura 6 – Exemplo da estrate´gia usada na retransmissa˜o de um flit corrompido.
Fonte: adaptada de Dall’Osso et al. (2003).
na˜o sa˜o selecionados. O terceiro esta´gio e´ apenas um multiplexador que seleciona a porta
de entrada priorizada. No quarto esta´gio e´ realizada a busca por um registrador livre
para armazenar os flits. O quinto esta´gio consiste do armazenamento em si. O sexto e
se´timo esta´gios consistem, respectivamente, no encaminhamento do flit para o pro´ximo
roteador e na multiplexac¸a˜o dos canais virtuais no canal f´ısico. A Figura 7 demonstra
essa arquitetura de comunicac¸a˜o em pipeline.
2.3.1 Propriedades para avaliac¸a˜o da entrega de pacotes
A ×pipes faz uso da te´cnica de pipeline no roteamento. Os autores propo˜e o uso de
sete pipelines para um cena´rio livre de contenc¸a˜o, onde a taxa de transmissa˜o alcanc¸ada
foi de um flit por ciclo de relo´gio. O mesmo cena´rio sera´ utilizado na ana´lise desta rede.
O propo´sito da rede e´ ser capaz de atender qualquer arquitetura de SoC, tanto he-
terogeˆnea quanto homogeˆnea, objetivo este alcanc¸ado por meio da implementac¸a˜o das
interfaces de rede e do uso de uma arquitetura altamente parametriza´vel. Seus compo-
nentes sa˜o insens´ıveis a` lateˆncia, portanto, os dados fluem pela rede a taxas que na˜o
esta˜o vinculadas pela lateˆncia de pior caso. Em contrapartida, o consumo dos ciclos de
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Figura 7 – Estrate´gia de transmissa˜o em pipeline.
Na figura, cada pipeline representa um dos esta´gios que envolvem a transmissa˜o dos dados. Fonte:
adaptada de Dall’Osso et al. (2003).
relo´gio relativos a` sincronizac¸a˜o entre o protocolo de comunicac¸a˜o da rede e do nu´cleo e´
imprevis´ıvel.
Tempo de espera - na ×pipes na˜o ha´ reserva de recurso e os flits sa˜o enviados
mesmo sem recebimento do sinal de ACK, portanto, o tempo de requisic¸a˜o e´ nulo. Os
registradores nos canais virtuais dos roteadores possem capacidade de armazenar 2n + m
flits, sendo n a largura do canal f´ısico e m a quantidade dos ciclos de relo´gio necessa´rios
para processar o roteamento. Um flit somente e´ transmitido adiante apo´s o recebimento
da mensagem de ACK, a qual necessita de 2n + m ciclos para transitar na rede. O tempo
de resposta, portanto, e´ descrito como Twait;reply = 2n+m.
Lateˆncia - para o envio de um flit e´ necessa´rio considerar o nu´mero de saltos (h)
realizados, a profundidade dos pipelines (B), a largura do canal f´ısico (n) e os ciclos de
relo´gio consumido no roteamento e conversa˜o do protocolo de comunicac¸a˜o pelas interfaces
de rede (m). Assim, a lateˆncia total na ×pipes e´ de Tlatency = h.B + 2n+m.
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2.4 QNOC
A rede QNoC3 e´ uma rede escala´vel com garantia de QoS desenvolvida por Bolotin
et al. (2004) no Israel Institute of Technology. Os autores propuseram uma topologia em
malha irregular, como demonstra a Figura 8, por ser a melhor combinac¸a˜o a` estrutura
planar e irregular comumente utilizadas no design de SoC’s. Cada nu´cleo do sistema e´
conectado ao roteador por meio de uma interface padra˜o (do ingleˆs, Standard Interface),
onde a largura de banda adapta-se a`s necessidades comunicativas do nu´cleo. De forma
similar os links entre roteadores tem a largura de banda ajustada para acomodar o tra´fego
esperado e atender os requerimentos de QoS do sistema. Estes ajustes sa˜o realizados ao
alterar tanto o nu´mero de conexo˜es quanto a frequeˆncia dos dados.
Figura 8 – Topologia em malha irregular.
Fonte: adaptada de Bolotin et al. (2004).
Os autores da QNoC identificaram quatro tipos diferentes de comunicac¸a˜o e defini-
ram n´ıveis de servic¸os adequados para suporta´-los: o servic¸o Signaling atende os pacotes
com prioridade mais alta para assegurar baixa lateˆncia, e, e´ utilizado por interrupc¸o˜es e
sinais de controle, uma forma de evitar a reserva de recursos; Real Time e´ o servic¸o que
garante um n´ıvel ma´ximo de lateˆncia a`s aplicac¸o˜es de tempo real ao alocar para cada real-
time link uma frac¸a˜o da largura de banda; o n´ıvel Read/Write e´ projetado para suportar
acessos curtos a`s memo´rias e aos registradores; por fim, o n´ıvel de servic¸o Block-Transfer
e´ usado na transfereˆncia de mensagens longas e grandes blocos de dados, tal como linhas
de cache e transfereˆncias DMA (Direct Memory Access), portanto, e´ o n´ıvel de menor pri-
oridade. Quando dois fluxos com n´ıveis de servic¸os diferentes competirem por um mesmo
recurso do roteador, o acesso sera´ concedido a`quele servic¸o de maior prioridade. Caso os
3Acroˆnimo de Quality-of-Service Network-on-Chip (BOLOTIN et al., 2004).
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fluxos sejam da mesma classe de servic¸o a disputa e´ resolvida por meio de arbitragem
round-robin.
Os pacotes da QNoC sa˜o formados por treˆs campos: informac¸o˜es de roteamento, co-
mandos e dados, como pode ser visto na Figura 9. Os autores tambe´m alcunham o campo
das informac¸o˜es de roteamento como TRA (do ingleˆs, Target Routing Address) onde esta˜o
contidas as informac¸o˜es de roteamento. O n´ıvel de servic¸o dos quais os dados proveˆm e´
especificado no campo de comandos. O campo de dados e´ onde o payload4 trafega. Como
comumente visto em NoC’s, os pacotes sa˜o divididos em flits, estes classificados em treˆs
tipos ba´sicos: Full Packet (FP), primeiro flit do pacote; End of Packet (EP), u´ltimo flit
do pacote; Body (BDY), os flits intermerdia´rios que trafegam entre FP e EP.
Figura 9 – Formato dos pacotes na QNoC.
Fonte: (BOLOTIN et al., 2004).
Os roteadores da rede QNoC possuem ate´ cinco canais de comunicac¸a˜o, uma uti-
lizada para conexa˜o local com um nu´cleo e outras quatro para conexo˜es com roteadores
adjacentes. Quando os flits chegam em uma porta de entrada do roteador sa˜o, primeira-
mente, armazenados em um buffer, para so´ enta˜o serem encaminhados a`s portas de sa´ıda
requisitadas, como pode ser visto na Figura 10. Cabe citar que existe um buffer para
cada n´ıvel de servic¸o.
Figura 10 – Fluxo interno dos dados.
Fonte: (BOLOTIN et al., 2004).
4A informac¸a˜o transmitida de fato, subtra´ıda daquelas geradas no roteamento (ZHANG et al., 2009).
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O roteamento dos pacotes e´ feito por um algoritmo de caminho mais curto multi-
classe do tipo wormhole baseado no algoritmo XY esta´tico, com as informac¸o˜es de origem
e destino ja´ determinadas durante a injec¸a˜o do pacote a` rede. Ate´ que o flit do tipo
EP na˜o seja recebido pelo roteador e´ mantida uma tabela, a CRT(do ingleˆs, Current
Routing Table), que conte´m as informac¸o˜es de roteamento para cada n´ıvel de servic¸o e
para cada porta de entrada. Quando o flit e´ transmitido avante, o buffer torna-se livre
para armazenamento e um cre´dito de buffer e´ retornado para o roteador adjacente a`quela
porta de entrada por um canal dedicado no intuito de informa´-lo da viabilidade. Essa
informac¸a˜o e´ armazenada no roteador em um campo denominado NBS (do ingleˆs, Next
Buffer State), como demonstra a Figura 11.
Figura 11 – Arquitetura do roteador na QNoC.
Fonte: adaptada de Bolotin et al. (2004).
A QNoC proveˆ um me´todo de escalonamento preemptivo, ou seja, se chegar um
pacote de maior prioridade em uma das portas de entrada do roteador durante a trans-
missa˜o do pacote em andamento, o roteamento deste e´ interrompido para que o de maior
prioridade seja atendido. Um flit tambe´m so´ e´ transmitido para o canal de sa´ıda enquanto
o buffer do canal de entrada do roteador seguinte conter espac¸o dispon´ıvel para recebeˆ-lo
e na˜o houver nenhum pacote com servic¸o de maior prioridade escalonado para o referido
canal de sa´ıda. A Figura 12 demonstra como os sinais de controle dos canais de sa´ıda nos
roteadores da rede QNoC esta˜o estruturados, onde a Tabela 1 descreve as funcionalidades
de cada um desses sinais.
A rede e´ projetada com requisitos de tra´fego limitados nos n´ıveis de servic¸o com
prioridade mais alta, estrate´gia que visa evitar o starvation5 dos servic¸os com prioridade
mais baixa.
5Diz-se starvation quando um pacote fica permanentemente parado devido os recursos requisitados
por este estarem em constante uso pelos demais pacotes que tambe´m os solicitam.(BEREJUCK, 2009).
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Figura 12 – Sinais nos canais de sa´ıda dos roteadores da QNoC.
Ao observar as ondas na linha SL pode-se perceber a preempc¸a˜o de um pacote do tipo Real-Time por
um Signalling, geralmente composto por um u´nico flit. Fonte: (BOLOTIN et al., 2004).
Tabela 1 – Sinais nos canais de sa´ıda dos roteadores da QNoC.
Sinais Largura Descric¸a˜o
Clk 1 Relo´gio que sincroniza a transmissa˜o dos flits.
Data o Parametriza´vel Dados saindo do roteador.
Type 2 Tipo do flit : 00: IDLE; 01: EP; 10: DBY; 11: FP.
SL 2 Nı´vel de servic¸o do flit.
Fonte: adaptada de Bolotin et al. (2004).
2.4.1 Propriedades para avaliac¸a˜o da entrega de pacotes
A QNoC e´ uma rede baseada na premissa de que a topologia de uma rede pode
variar de acordo com as necessidades do sistema. Com base nas diferenc¸as de tamanhos
dos nu´cleos e seus posicionamentos, os autores propuseram o uso de uma topologia em
malha irregular combinada com uma arquitetura parametriza´vel.
Os autores da rede tambe´m identificaram quatro tipos de comunicac¸a˜o em um SoC
com prioridades diferentes. Como forma de evitar o uso de te´cnicas baseadas na reserva
de recursos, a rede utiliza do me´todo de escalonamento preemptivo e de um roteamento do
tipo wormhole. Poss´ıveis conflitos de prioridade sa˜o resolvidos por uma pol´ıtica Round-
Robin e um flit so´ e´ transmitido se o pro´ximo roteador conter espac¸o livre em seu buffer
do canal de entrada para armazena´-lo e o canal de sa´ıda na˜o estiver escalonado para um
pacote de prioridade mais alta no momento da requisic¸a˜o.
Tempo de espera - a rede QNoC na˜o faz uso de te´cnicas baseadas na reserva de
recursos e no chaveamento de circuitos, ao inve´s disso, os fluxos de dados da comunicac¸a˜o
sa˜o divididos em quatro n´ıveis de servic¸o com prioridades diferentes, portanto, Twait;req =
0. Em contrapartida, pacotes de fluxos com diferentes prioridades competem pelo mesmo
canal de transmissa˜o. Isso significa que independente de ser preemptivo ou na˜o, pacotes
de menores prioridades necessitam esperar que a transmissa˜o de um com maior prioridade
seja conclu´ıda. Portanto, a resposta do roteador para in´ıcio de uma transmissa˜o depende
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da quantidade de flits que compo˜em o pacote daquele fluxo que ocupa o canal naquele
instante. Assim, um pacote pode esperar por Twait;reply = f.m ciclos de relo´gio para obter
uma resposta se pode ou na˜o avanc¸ar.
Lateˆncia - ao chegar no canal de entrada do roteador, os flits do pacote sa˜o arma-
zenados em buffers para posteriormente serem encaminhados ao canal de sa´ıda solicitado.
Considerando que um pacote pode realizar va´rios saltos durante a transmissa˜o e que o
processo de roteamento e ana´lise da disponibilidade do canal de sa´ıda e´ realizado a cada
salto, a lateˆncia da rede e´ expressa por Tatency = h.f.m+B.
2.5 HERMES
A rede Hermes foi desenvolvida no Instituto de Informa´tica da Universidade Federal
do Rio Grande do Sul por Moraes et al. (2004). A rede foi inicialmente concebida para
uso em fluxos BE e, posteriormente, foram propostas quatro variac¸o˜es com mecanismos
de QoS por Mello (2007): rede Hermes com chaveamento de circuitos (Hermes-CS); rede
Hermes com escalonamento baseado em prioridades fixas(Hermes-FP); rede Hermes com
escalonamento baseado em prioridades dinaˆmicas (Hermes-DP) e a rede Hermes com
escalonamento baseado em taxas (Hermes-RB). O termo infra-estrutura Hermes veˆm,
portanto, pelo fato de na˜o existir apenas uma rede, o usua´rio define aquela que deseja
implementar por meio de paraˆmetros configura´veis.
A topologia utilizada nas redes Hermes e´ a malha 2D e devido ao fato das redes serem
escala´veis e parametriza´veis os roteadores podem apresentar diferentes nu´meros de portas
de acordo com sua localizac¸a˜o. Ao observar a Figura 13 pode-se perceber que o roteador
localizado ao centro apresenta uma configurac¸a˜o de cinco portas, enquanto os roteadores
localizados nas bordas da rede apresentam de duas a` treˆs. O uso da topologia em malha
justifica-se na sua simplicidade de implementac¸a˜o do encaminhamento e roteamento dos
pacotes. A infra-estrutura tambe´m admite as topologias torus, hipercubo ou malhas
irregulares. Cabe citar que mudanc¸as na topologia implicam em alterac¸o˜es tambe´m na
conexa˜o dos roteadores e algoritmo de roteamento.
A rede Hermes-CS oferece um servic¸o com vaza˜o garantida ou GT(do ingleˆs, Gua-
ranteed Throughput) aos fluxos com requisitos de QoS e um servic¸o de BE a`queles servic¸os
sem QoS. O encaminhamento dos pacotes e´ feito com o uso de dois canais virtuais, um
deles transporta os dados atrave´s do chaveamento de circuitos, enquanto o outro trans-
porta os dados por chaveamento dos pacotes. Como um fluxo GT teˆm prioridade maior
sobre os fluxos BE, pacotes provenientes daquele fluxo contam com garantia da lateˆncia
de fim-a-fim. Os fluxos BE so´ podem fazer uso do canal quando este na˜o estiver ocupado
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Figura 13 – Topologia utilizada na infra-estrutura Hermes.
Fonte: (MORAES et al., 2004).
ou reservado para um fluxo GT.
O protocolo de transmissa˜o dos dados provenientes de um fluxos GT e´ composto,
basicamente, de cinco passos: inicialmente o nu´cleo de origem envia um pacote BE de
controle, atrave´s do canal virtual para fluxos BE, ao nu´cleo de destino com o intuito de
criar a conexa˜o; em seguida, um sinal de ACK e´ enviado ao nu´cleo de origem quando
o pacote de controle chega ao seu destino em h ciclos de relo´gio, onde h e´ o nu´mero de
roteadores no caminho da conexa˜o; ao receber o sinal de ACK, a conexa˜o e´ efetivamente
estabelecida e os dados podem ser transmitidos atrave´s do canal virtual para fluxos GT;
ao te´rmino da transmissa˜o um pacote BE e´ novamente enviado ao destino para solicitar a
remoc¸a˜o da conexa˜o; quando o pacote de controle chega ao nu´cleo de destino, novamente
um sinal de ACK e´ propagado em h ciclos de relo´gio e so´ apo´s o recebimento deste sinal
pela origem e´ que a conexa˜o sera´ efetivamente desfeita.
A Hermes-FP, outra alternativa arquitetural, possui mecanismos de recursos basea-
dos em prioridades fixas, o que permite a diferenciac¸a˜o dos fluxos pelas suas necessidades
de desempenho. Cada canal virtual esta´ associado a uma prioridade esta´tica. Desse modo,
esta versa˜o da rede e´ capaz de diferenciar ate´ n fluxos, com n sendo o nu´mero de canais
virtuais por canal f´ısico.
Figura 14 – Campos dos pacotes da Hermes-FP.
Fonte: (MELLO, 2007).
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No escalonamento baseado em prioridades fixas, um campo denominado priority
e´ inserido no in´ıcio do primeiro flit de um pacote para fins de diferenciac¸a˜o dos fluxos
e determinac¸a˜o de qual canal virtual sera´ utilizado, como demonstra a Figura 14. O
pacote com maior prioridade e´ atendido primeiro, mesmo se os outros pacotes estiverem
esperando por mais tempo. Logo, a transmissa˜o dos pacotes de menor prioridade depende
da carga daqueles de maior, portanto, os limites de lateˆncia fim a fim so´ podem ser
determinados para o canal virtual com prioridade mais alta. Quando os pacotes que
competem pelo recurso apresentam a mesma prioridade na˜o ha´ garantia r´ıgida a nenhum
dos pacotes.
A Hermes-DP, por sua vez, trabalha com um mecanismo de alocac¸a˜o dos recursos
baseado em prioridades dinaˆmicas, ou seja, a prioridade de cada canal virtual varia de
acordo com a do pacote que o mesmo transmite. Assim, a transmissa˜o dos pacotes
e´ realizada por qualquer canal virtual livre. O campo priority e´ tambe´m inclu´ıdo no
cabec¸alho dos pacotes dessa alternativa arquitetural, pore´m, o campo admite um valor
entre zero e (2t - 1 ), onde t e´ a largura em bits de um flit, diferente da rede Hermes-FP
que admite valores entre zero e (n - 1 ). Consequentemente, a Hermes-DP pode diferenciar
um nu´mero maior de fluxos.
O uso de alocac¸a˜o dos recursos baseada em prioridades dinaˆmicas requer alterac¸o˜es
na arbitragem, roteamento e escalonamento. Com relac¸a˜o ao escalonamento, o vetor pri-
ority e´ verificado para determinar qual canal virtual tem o pacote com maior prioridade.
No caso de empate, ou seja, pacotes de mesma prioridade competirem por um mesmo ca-
nal, pode ser adotada uma pol´ıtica Round-Robin, onde os x pacotes com maior prioridade
recebem 1/x da largura de banda do canal f´ısico, ou, um dos pacotes de maior prioridade
recebe toda a largura de banda. O uso de qualquer uma das abordagens citadas acima e´
definida durante a fase de projeto da rede.
O escalonamento baseado em taxas proposto na rede Hermes-RB e´ realizado em
duas etapas: uma etapa composta pelo controle de admissa˜o e outra que compreende um
escalonamento dinaˆmico. A prioridade de cada fluxo e´ definida dinamicamente de acordo
com as taxas de requisic¸o˜es e uso.
O controle de admissa˜o determina se um novo fluxo pode ser admitido pela rede
sem colocar em risco as garantias de desempenho dadas ao outros fluxos QoS. Essa etapa
inicia com o envio de um pacote contendo a taxa requerida pelo nu´cleo do roteador de
origem ao roteador de destino, como esta´ indicado na Figura 15. O fluxo so´ e´ admitido
se e somente se todos os roteadores no caminho podem transmitir a taxa requerida. Ao
pacote de controle chegar no enderec¸o de destino, um sinal de ACK e´ transmitido a` origem.
Se admitido, uma conexa˜o virtual e´ estabelecida entre a origem e o destino. Os dados
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dessa conexa˜o, como enderec¸o do roteador de origem, enderec¸o do roteador de destino,
taxa requerida e taxa usada, sa˜o inseridos numa tabela de fluxos para fins de roteamento.
Completada a transmissa˜o, a conexa˜o e´ encerrada pelo envio de outro pacote de controle.
Figura 15 – Campos do pacote de controle da Hermes-RB.
Fonte: (MELLO, 2007).
A tabela de fluxos e´ lida pelo escalonador com o intuito de encontrar a prioridade
de cada fluxo QoS roteado para uma mesma porta de sa´ıda. A prioridade dos fluxos
e´ atualizada periodicamente de acordo com a diferenc¸a entre a taxa requerida e a taxa
usada. Uma prioridade positiva implica que o fluxo esta´ usando menos largura de banda
do que a requerida e caso negativa, o fluxo esta´ violando a taxa admitida.
A Figura 16 ilustra os campos do pacote de dados na Hermes-RB. Quando os pa-
cotes de dados chegam a uma porta de entrada do roteador sa˜o armazenados em buffers,
arbitrados e roteados para uma porta de sa´ıda. Pacotes que precisam ser roteados para
uma mesma porta de sa´ıda sa˜o atendidos de acordo com a pol´ıtica de escalonamento
implementada.
Figura 16 – Campos dos pacotes de dados da Hermes-RB.
Fonte: (MELLO, 2007).
2.5.1 Propriedades para avaliac¸a˜o da entrega de pacotes
A rede Hermes e´ uma infra-estrutura de comunicac¸a˜o intra-chip que deriva-se em
quatro redes diferentes: a Hermes-CS, baseada no escalonamento por chaveamento de
circuitos; a Hermes-FP, que utiliza de escalonamento baseado em prioridades fixas; a
Hermes-DP, que de forma similar a` rede citada anteriormente gerencia o escalonamento
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de acordo com a prioridade dos pacotes, pore´m nesta rede a atribuic¸a˜o das prioridades
aos fluxos e´ realizada de forma dinaˆmica; e por fim, a rede Hermes-RB, que utiliza do
escalonamento baseado em taxas.
Por tratar-se de uma infra-estrutura NoC parametriza´vel e escala´vel com diferentes
verso˜es propostas, sera´ realizada a ana´lise me´dia da lateˆncia, ja´ que as derivac¸o˜es da
Hermes produzem diferentes resultados. O tempo de espera na˜o apresenta variac¸o˜es
significativas em nu´mero de ciclos de relo´gio entre uma versa˜o e outra, pois as quatro
verso˜es fazem uso da pol´ıtica de handshake entre origem e destino.
Tempo de espera - como poˆde ser visto durante a sec¸a˜o introduto´ria, as quatro
variac¸o˜es da infra-estrutura Hermes usam do sinal de ACK entre os roteadores de origem
e destino para iniciar ou finalizar uma conexa˜o. Esse sinal precisa ser propagado por todo
o caminho de comunicac¸a˜o, ou seja, esta´ sujeito aos mesmos saltos entre roteadores que
os pacotes de dados. Como esse sinal na˜o e´ armazenado ou processado pelos roteadores
durante a sua transmissa˜o tanto para a requisic¸a˜o quanto na resposta, ou seja, e´ apenas
um sinal de passagem, o tempo de resposta e´ expresso em Twait;reply = 2h ciclos de relo´gio.
Por na˜o haver reserva de recursos Twait;req = 0.
Lateˆncia - o tempo para entregar um pacote cresce linearmente na rede Hermes
com o nu´mero de saltos realizados. Considerando que o flit de cabec¸alho necessita estar
armazenado no buffer para ser processado, esse flit em particular pode ser desconsiderado
da ana´lise de lateˆncia. Ale´m disso, cada flit de um pacote gasta dois ciclos de relo´gio
para ser transmitido ao pro´ximo roteador e m ciclos durante o roteamento e arbitragem.
Portanto, a lateˆncia me´dia da infra-estrutura Hermes e´ dada pela equac¸a˜o Tlatency =∑h
i=1mi + 2(f − 1).
2.6 SOCIN
A rede SoCIN, desenvolvida por Zeferino e Susin (2003) no Instituto de Informa´tica
da Universidade Federal do Rio Grande do Sul e no Centro de Cieˆncias Tecnolo´gicas da
Terra e do Mar da Universidade do Vale do Itaja´ı, caracteriza-se em uma arquitetura de
comunicac¸a˜o intra-chip escala´vel com roteadores parametriza´veis e voltada para aqueles
sistemas que apresentem maior nu´mero de tarefas com tempo real soft. A rede pode ser
implementada em duas topologias 2D: malha ou torus, como e´ ilustrado na Figura 17.
A topologia em malha apresenta menor custo de implementac¸a˜o e consumo de energia,
enquanto a topologia torus reduz a lateˆncia da comunicac¸a˜o.
Os enlaces da SoCIN sa˜o compostos de dois canais opostos e unidirecionais. Cada
canal e´ constitu´ıdo por n bits de dados e dois bits de banda lateral: um utilizado para
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Figura 17 – Topologias implementa´veis na rede SoCIN.
Fonte: (ZEFERINO; SUSIN, 2003).
caracterizar o ı´nicio de um pacote e outro para definir o seu fim (respectivamente, begin-
of-packet e end-of-packet). Assim, a largura do canal f´ısico e´ n + 2 e valores t´ıpicos para o
paraˆmetro n sa˜o 8, 16 ou 32 bits, sem incluir os sinais dos protocolos de n´ıveis mais altos,
como controle de erros e paridade. Cada canal tambe´m inclui dois sinais para controle de
fluxo: o sinal val utilizado na validac¸a˜o dos dados no canal e o sinal ack para confirmar
o recebimento dos dados. Os bits para controle de fluxo na˜o sa˜o inclu´ıdos no ca´lculo da
largura f´ısica do canal, pois na˜o atravessam os roteadores e na˜o sa˜o armazenados em seus
buffers. A Figura 18 ilustra um enlace f´ısico na rede SoCIN.
Figura 18 – Enlace da rede SoCIN.
Fonte: (ZEFERINO; SUSIN, 2003).
A comunicac¸a˜o e´ baseada no modelo da passagem de mensagens, ou seja, os nu´cleos
comunicam-se atrave´s do envio e recebimento de mensagens de solicitac¸a˜o e resposta.
Neste modelo de comunicac¸a˜o existem dois tipos de nu´cleos: os iniciadores e alvos. Um
iniciador (por exemplo, um processador) emite uma solicitac¸a˜o e um alvo (por exemplo,
uma memo´ria) responde. Um nu´cleo tambe´m pode implementar ambas as funcionalidades,
ao ser um iniciador e alvo em diferentes momentos, como por exemplo, um co-processador.
A conexa˜o entre os nu´cleos e a rede e´ efetuada atrave´s da te´cnica de interface com canais
virtuais, ou simplesmente VCI (do ingleˆs, Virtual Channel Interface). A SoCIN imple-
menta uma tabela de roteamento esta´tico juntamente aos adaptadores de rede utilizada
na configurac¸a˜o das informac¸o˜es inclu´ıdas no cabec¸alho dos pacotes, ou RI (do ingleˆs,
Routing Information).
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A comutac¸a˜o dos pacotes segue a abordagem wormhole. As mensagens sa˜o enviadas
por meio de pacotes, divididos em flits. Um flit na SoCIN tem o mesmo tamanho que
o canal f´ısico, ou phit (do ingleˆs, physical unit). O roteamento utilizado e´ o XY deter-
min´ıstico e com enderec¸amento na fonte. Cada remetente de pacote deve determinar o
caminho a ser usado e incluir o RI correspondente no cabec¸alho do pacote. O determi-
nismo implica que dado um par remetente-receptor, o mesmo caminho sera´ usado para os
pacotes que fluem do remetente para o receptor.
Figura 19 – Formato do pacote da rede SoCIN e RI.
Fonte: (ZEFERINO; SUSIN, 2003).
O formato de um pacote da SoCIN e´ demonstrado na Figura 19. Como pode ser
visto, o pacote inicia com um flit de cabec¸alho e e´ seguido por um nu´mero ilimitado de
flits do tipo payload. No cabec¸alho, m bits sa˜o reservados para o RI e n - m bits podem
ser usados para implementar HLP(Higher Level Protocol). O campo com os dados RI e´
especificado no protocolo da rede SoCIN e e´ composto pelos campos descritos na Tabela
2.
Tabela 2 – Campos reservados para o RI nos pacotes da SoCIN.
Campo Significado
Xdir 0/1, pacotes devem ser roteados na direc¸a˜o Leste/Oeste.
Xmod Nu´mero de enlaces remanescentes em X.
Ydir 0/1, pacotes devem ser roteados na direc¸a˜o Norte/Sul.
Xmod Nu´mero de enlaces remanescentes em Y.
Fonte: adaptada de Zeferino e Susin (2003).
Ao injetar um pacote na rede, um nu´cleo iniciador obteˆm as coordenadas do alvo ao
verificar a tabela de roteamento. Para o caso da fonte e do destino estarem localizadas
em diferentes colunas na rede, os pacotes devem sempre ser roteados primeiramente na
direc¸a˜o X, e posteriormente na Y. No roteador, apo´s escalonado o caminho do pacote, o
circuito de roteamento atualiza o campo RI ao decrementar em uma unidade o campo
mod (X ou Y) referente a` direc¸a˜o selecionada. Quando o roteador recebe um pacote com
Xmod nulo, significa que este precisa ser roteado na direc¸a˜o Y. Caso o campo Ymod tambe´m
seja nulo, enta˜o o pacote deve ser entregue ao nu´cleo conectado a` porta local.
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Na SoCIN e´ utilizada uma abordagem de arbitragem distribu´ıda com um a´rbitro
Round-Robin presente em cada canal de sa´ıda dos roteadores. Quando uma entrada
recebe o sinal de consentimento para uso da sa´ıda, este canal recebe a menor prioridade
no pro´ximo ciclo de arbitragem. Essa abordagem visa a reduc¸a˜o da lateˆncia com garantia
de que nenhum pacote permanec¸a indefinidamente esperando por um canal de sa´ıda, ou
seja, na˜o ocorra casos de starvation na rede.
O controle de fluxo segue as premissas da te´cnica de handshake devido a sua sim-
plicidade e baixo custo de implementac¸a˜o. Quando um emissor insere dados no enlace,
o sinal val e´ ativado. Ao receptor estar apto para utilizar esses dados, o sinal de ack
correspondente e´ ativado. Existe uma fila FIFO composta de p-flit buffers em cada canal
de entrada para armazenamento dos flits que ainda na˜o receberam o sinal de ack, onde p
e´ um paraˆmetro que depende dos requerimentos da aplicac¸a˜o.
Os roteadores da SoCIN sa˜o denominados RASoC6 e podem conter ate´ cinco portas
bidirecionais, como pode ser visto na Figura 20. As portas adjacentes sa˜o nomeadas com
os pontos cardinais N (North), S (South), E (East) e W (West), ale´m da porta diagonal
L (Local). De acordo com a aplicac¸a˜o algumas portas na˜o necessitam ser implementadas.
Por exemplo, em uma rede 3x3 todas as portas do roteador central sa˜o implementadas, en-
quanto os roteadores nas bordas necessitam de apenas duas ou treˆs portas. Internamente,
o RASoC e´ composto por dois mo´dulos: input channel (in) e output channel (out).
Figura 20 – Arquitetura do RASoC.
Fonte: (ZEFERINO; SUSIN, 2003).
A Figura 21 ilustra as estruturas internas do input channel. Esse mo´dulo e´ formado
por quatro componentes: o Controlador do Fluxo de Entrada (IFC), Buffer de Entrada
(IB), Controlador de Entrada (IC) e Escalonador de Leitura da Entrada (IRS). O bloco
IFC implementa a traduc¸a˜o entre o handshake e os protocolos para controle de fluxo das
filas FIFO de entrada. O bloco IB e´ onde os buffers sa˜o de fato implementados. No bloco
IC e´ performado o roteamento e, por fim, o bloco IRS faz a conexa˜o entre o mo´dulo input
e output.
A estrutura interna do output channel e´ demonstrado na Figura 22. Esse mo´dulo
tambe´m e´ implementado por meio de quatro blocos lo´gicos: o Controlador de Sa´ıda
6Acroˆnimo para Router Architecture for System-on-Chip (ZEFERINO; SUSIN, 2003).
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Figura 21 – Estrutura interna do input channel.
Fonte: (ZEFERINO; SUSIN, 2003).
(OC), Escalonador dos Dados na Sa´ıda (ODS), Escalonador de Leitura da Sa´ıda (ORS)
e o Controlador do Fluxo de Sa´ıda (OFC). O bloco OC implementa o algoritmo Round-
Robin para selecionar as requisic¸o˜es imitidas pelos input channels. Os blocos ODS e ORS
trabalham em conjunto para fazer o chaveamento dos pacotes vindos da entrada aos canais
de sa´ıda solicitados. O bloco OFC, por fim, e´ responsa´vel por gerenciar o processo de
transac¸a˜o entre roteador e destinata´rio.
Figura 22 – Estrutura interna do output channel.
Fonte: (ZEFERINO; SUSIN, 2003).
2.6.1 Propriedades para avaliac¸a˜o da entrega de pacotes
A SoCIN e´ uma rede escala´vel baseada na arquitetura de roteadores parametriza´veis
para uso na s´ıntese de NoC’s customiza´veis e de baixo custo. Os autores propo˜e o uso
das topologias torus para as aplicac¸o˜es que necessitem de alta performance e malha 2D
regular para aquelas que precisam manter o consumo de sil´ıcio baixo.
Essa rede, assim como a grande maioria das NoC’s aqui apresentadas, faz uso do
roteamento XY esta´tico. Zeferino e Susin (2003) apresentam o RASoC, um roteador pa-
rametriza´vel de cinco portas que implementa uma metodologia distribu´ıda de arbitragem
41
Round-Robin, onde cada canal de sa´ıda implementa o seu pro´prio a´rbitro. Na SoCIN
na˜o existe diferenciac¸a˜o entre um fluxo de melhor esforc¸o daquele que necessite de QoS,
portanto, a rede na˜o implementa nenhuma te´cnica para reserva de recursos ou garantia
de vaza˜o.
Tempo de espera - como na˜o ha´ reserva de recursos o tempo de requisic¸a˜o na
SoCIN e´ nulo. Entretanto, a rede ainda faz uso da te´cnica de handshake para validac¸a˜o
dos dados enviados. Um roteador necessita receber um ACK para efetivar a transac¸a˜o. O
sinal de ACK na˜o transita no mesmo n´ıvel que os dados, ou seja, e´ um sinal de passagem.
Portanto, Twait;reply = m, onde m e´ o tempo necessa´rio para que o roteador verifique o
sinal de ACK e valide a transmissa˜o.
Lateˆncia - na SoCIN na˜o ha´ suporte QoS e fluxos de prioridades diferentes com-
petem pelos recursos de forma igualita´ria. A vaza˜o da rede na˜o e´ garantida, portanto a
lateˆncia aumenta proporcionalmente ao nu´mero de flits que compo˜em um pacote. Ade-
mais, os pacotes realizam um determinado nu´mero de saltos (h) na rede. A cada salto e´
efetuada a verificac¸a˜o de disponibilidade do canal de comunicac¸a˜o anteriormente ao en-
vio do pacote. O processo de chaveamento da entrada com a sa´ıda e´ realizado em dois
ciclos de relo´gio. Devido a arquitetura dos roteadores da SoCIN o flit de cabec¸alho e´
desconsiderado na ana´lise. Assim, a rede SoCIN tem sua lateˆncia expressa por Tlatency =∑h
i=1mi2(f − 1).
2.7 RTSNOC
A rede RTSNoC e´ uma rede com previsa˜o de lateˆncia para uso em sistemas de
tempo real desenvolvida por Berejuck (2015). O foco da rede sa˜o os sistemas embarcados
nos quais existem mais aplicac¸o˜es de tempo real soft do que hard e o sistema demanda
um certo grau de qualidade nos servic¸os dos fluxos de tempo real soft. A NoC proposta
e´ baseada na intercalac¸a˜o dos flits provenientes de diferentes fluxos no mesmo meio de
comunicac¸a˜o entre roteadores, ou seja, cada flit do pacote carrega as informac¸o˜es de
roteamento. A topologia utilizada e´ a malha direta ortogonal 2D, como demonstra a
Figura 23-b, devido sua simplicidade de implementac¸a˜o e consumo de sil´ıcio reduzido.
Os roteadores da RTSNoC sa˜o configurados em tempo de execuc¸a˜o para conter de
cinco a` oito canais para comunicac¸a˜o, nomeados como pontos cardinais. A Figura 23-a
ilustra um roteador com oito portas. Qualquer canal de comunicac¸a˜o na rede RTSNoC
pode ser utilizado para interconectar roteadores ou conectar o roteador a um nu´cleo. Sabe-
se que a complexidade da rede cresce exponencialmente com o aumento do nu´mero dos
canais de comunicac¸a˜o, pore´m, a abordagem proposta permite que o projetista mantenha
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Figura 23 – Topologia da RTSNoC.
(a) Exemplo de roteador com oito portas; (b) Rede 2x2 com quatro roteadores e vinte e quatro nu´cleos;
Fonte: (BEREJUCK; FRO¨HLICH, 2016).
os nu´cleos que se comunicam com maior frequeˆncia no mesmo roteador. A implementac¸a˜o
dos roteadores e´ concretizada por meio de sete blocos lo´gicos: interface de entrada, contro-
lador de fluxo, controlador de roteamento, a´rbitro, alocador, matriz crossbar e interface de
sa´ıda. O roteamento e´ realizado flit-by-flit e de forma justa entre os fluxos que competem
por um recurso. Os a´rbitros priorizam flits provenientes de roteadores mais distantes e os
buffers esta˜o localizados apenas na interface de sa´ıda, abordagem que visa minimizar o
consumo de sil´ıcio. A Figura 24 mostra o diagrama de blocos que constitui um roteador
da RTSNoC.
Figura 24 – Estrutura interna dos roteadores da RTSNoC.
Fonte: (BEREJUCK, 2015).
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A comunicac¸a˜o e´ realizada por meio de dois canais unidirecionais, um para entrada
e outro para sa´ıda de dados. Ale´m disso, os canais tambe´m transportam os sinais de
enderec¸amento e sincronizac¸a˜o da transfereˆncia. O tamanho de cada canal tambe´m e´
configurado em tempo de execuc¸a˜o com base nas necessidades da aplicac¸a˜o. O campo de
dados m pode variar entre a faixa de 8-64 bits. Ja´ o enderec¸amento necessita de 2p + 3
bits, onde p determina a dimensa˜o da rede (por exemplo, para uma rede 2x2 p = 1) e
os treˆs bits restantes sa˜o utilizados para a porta local. Os demais sinais apresentados na
Figura 25 sa˜o usados no controle de fluxo e sincronismo da comunicac¸a˜o.
Figura 25 – Canais de comunicac¸a˜o da rede RTSNoC.
Fonte: (BEREJUCK, 2015).
O formato dos pacotes e´ inerente ao canal de comunicac¸a˜o, como ilustra a Figura
26. Cada flit conteˆm 1 + 2(2p + 3) + d bits, onde p e´ a dimensa˜o da rede e d e´ o
tamanho do campo de dados. O bit C e´ utilizado para diferenciac¸a˜o dos flits de dados
daqueles que caracterizam cabec¸alho ou fim de pacote. Os bits adjacentes, assim como
na SoCIN, caracterizam o enderec¸amento: XORI e YORI descrevem as coordenadas do
roteador de origem e HORI designa a porta do roteador pela qual o flit foi injetado na
rede. Consequentemente, XDST , YDST e HDST correspondem a`s informac¸o˜es de destino.
Os bits remanescentes sa˜o utilizados para dados. Nos flits de cabec¸alho ou fim de pacote
o campo dos dados esta´ a disposic¸a˜o para uso em HLP.
O roteamento e´ efetuado por meio de um algoritmo XY esta´tico, assim como a So-
CIN, devido a topologia 2D ortogonal da rede garantir que o uso deste espec´ıfico algoritmo
proporciona entrega ordenada e livre de deadlock. Como o caminho de comunicac¸a˜o entre
dois nu´cleos e´ sempre o mesmo, os flits de um pacote sa˜o entregues na mesma ordem que
sa˜o injetados na rede. Pacotes de diferentes fluxos que competem pelo mesmo canal teˆm
os seus flits intercalados na sa´ıda correspondente por meio de um a´rbitro que controla o
acesso ao canal. A Figura 27 compara as te´cnicas de intercalac¸a˜o dos flits e wormhole.
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Figura 26 – Formato dos pacotes da rede RTSNoC.
Fonte: (BEREJUCK; FRO¨HLICH, 2016).
E´ importante notar, na sec¸a˜o (b) daquela figura, que o pacote de treˆs flits e´ entregue
antes que os demais. Esta caracter´ıstica da te´cnica de intercalac¸a˜o dos flits e´ o que traz
garantia de QoS a` RTSNoC, pois em geral, fluxos real-time sa˜o compostos de pacotes
com poucos flits. De forma contra´ria, a te´cnica wormhole faz com que a sa´ıda permanec¸a
escalonada enquanto o flit que caracteriza fim de pacote na˜o seja recebido. Como os
a´rbitros permitem a transmissa˜o de apenas um flit a cada ciclo de relo´gio na RTSNoC,
toda porta de sa´ıda implementa um buffer capaz de armazenar um u´nico flit.
Figura 27 – Demonstrac¸a˜o da te´cnica de intercalac¸a˜o dos flits.
Em (a) sa˜o ilustrados treˆs pacotes esperando para ser roteados. Em (b) e´ demonstrado o me´todo de
intercalac¸a˜o dos flits e em (c) o me´todo wormhole. Fonte: (BEREJUCK; FRO¨HLICH, 2016).
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Os a´rbitros implementam um algoritmo de escalonamento. Na inicializac¸a˜o da rede
os canais recebem diferentes n´ıveis de prioridade. As maiores prioridades sa˜o atribu´ıdas
aos canais NN, SS, EE e WW, pois sa˜o utilizados na interconexa˜o de roteadores em uma
malha regular 2D. Ale´m disso, esses canais podem enviar mais de um flit a cada sinal de
grant. A quantidade de flits que um canal pode enviar a cada grant depende do nu´mero
de requisic¸o˜es ocorridas ao mesmo tempo nos roteadores anteriores ao caminho solicitado.
Qualquer flit tem sua requisic¸a˜o de roteamento atendida se tiver a maior prioridade ou se
na˜o houver outros pedidos no a´rbitro. Atendida a solicitac¸a˜o, o canal recebe um n´ıvel de
prioridade mais baixo e pode enviar apenas outros flits se na˜o houver outro flit na espera
para ser roteado.
A Figura 28 ilustra os blocos lo´gicos que compo˜e a Interface de Rede. Essa estru-
tura e´ responsa´vel pelo interfaceamento do nu´cleo com o roteador. A funcionalidade do
Router Adapter prepara os dados provenientes da rede ao remover as informac¸o˜es de en-
derec¸amento do flit. Em contrapartida, o Core Adapter prepara os dados provenientes do
nu´cleo ao concatenar os bits de controle e enderec¸amento com o campo de dados. Ale´m
disso, a interface implementa duas filas FIFO, uma para os dados recebidos e outra para
aqueles que esperam para serem entregues. O tamanho dessas filas e´ estabelecida pelo
projetista em tempo de execuc¸a˜o e a vaza˜o da rede e´ func¸a˜o direta desse paraˆmetro. Os
roteadores necessitam que pelo menos um flit esteja armazenado na fila e pronto para ser
transferido. As FIFO’s contam com sinais de handshake para alertar os nu´cleos quando
as memo´rias encontram-se vazias ou lotadas.
Figura 28 – Estrutura interna da Interface de Rede.
Fonte: (BEREJUCK, 2015).
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2.7.1 Propriedades para avaliac¸a˜o da entrega de pacotes
A rede RTSNoC e´ uma rede voltada para sistemas de tempo real, sem reservas de
recursos e com previsibilidade da lateˆncia de pior caso. Os autores adotaram como topo-
logia a malha 2D regular e roteadores de ate´ oito portas para comunicac¸a˜o e roteamento
XY determin´ıstico. A abordagem proposta e´ da utilizac¸a˜o das conexo˜es adjacentes dos ro-
teadores na˜o apenas para interconexa˜o, mas tambe´m na conexa˜o de nu´cleos a` rede. Ale´m
disso, a arquitetura da rede na˜o trata os protocolos de alto n´ıveis relacionados ao interfa-
ceamento dos nu´cleos, o que torna esse processo customiza´vel e dependente da aplicac¸a˜o
onde a rede sera´ utilizada.
Os fluxos de diferentes prioridades que circulam na RTSNoC competem pelos mes-
mos recursos. Para garantir uma lateˆncia de pior caso conhecida e a vaza˜o de fluxos
que exigem QoS a rede faz uso da te´cnica de arbitragem distribu´ıda, assim como na rede
SoCIN, combinada com a te´cnica de intercalac¸a˜o dos flits no canal de sa´ıda. Ou seja,
o roteamento e´ realizado flit-by-flit, o que garante a na˜o ocorreˆncia de starvation. Ale´m
disso, devido o determinismo proporcionado pelo algoritmo utilizado, flits de diferentes
fluxos sa˜o entregues na mesma ordem de injec¸a˜o a` rede livres de deadlock.
Tempo de espera - como a rede na˜o faz uso da reserva de recursos, ou seja,
os pacotes na˜o precisam fazer nenhum tipo de requerimento para serem transmitidos, o
tempo de requisic¸a˜o e´ nulo. O controle de fluxo da RTSNoC na˜o interfere na transmissa˜o
dos dados e os pacotes sa˜o enviados sem o uso de mensagens ACK, portanto, o tempo de
resposta tambe´m e´ nulo para esta rede.
Lateˆncia - na RTSNoC a vaza˜o da rede e´ garantida por meio da intercalac¸a˜o de
flits. Como na˜o ha´ contenc¸a˜o de recursos, se N fluxos competem pelo mesmo canal de
sa´ıda em um roteador, cada um de seus flits e´ enviado pelo canal solicitado a cada ciclo
da arbitragem de acordo com a prioridade dada pelo a´rbitro. Apenas os flits de carga
u´til sa˜o considerado na ana´lise da lateˆncia quando k pacotes competem pelo mesmo nodo
de destino. Ale´m disso, existe a possibilidade de as duas filas FIFO da interface de rede
estarem completamente ocupadas tanto na origem quanto destino, portanto, o tamanho
dos buffers dessas filas (B) e´ multiplicado por dois e somado a` lateˆncia, o que resulta
em Tlatency =
∑h
i=1 2Ni + 2k(f − 1) + 2B . Cabe citar que essa equac¸a˜o e´ equivalente a
lateˆncia de pior caso da RTSNoC, ja´ que devido as caracter´ısticas arquiteturais da rede,
a lateˆncia total na˜o e´ constante.
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2.8 RESUMO DOS TRABALHOS RELACIONADOS
A Tabela 3 apresenta um resumo das redes estudadas no cap´ıtulo 2. Percebe-se
que em sua maioria as redes fazem uso de algoritmos esta´ticos, com excec¸a˜o da SoCBUS.
Naquela rede ha´ reserva de recursos para a entrega dos pacotes, portanto, o algoritmo
apresenta um leve n´ıvel de adaptabilidade. A topologia utilizada e´ a malha 2D e durante a
fase de reserva do canal o roteador verifica aqueles que esta˜o livres para o estabelecimento
da comunicac¸a˜o. O roteamento na˜o segue premissas pre´-estabelecidas o que torna-o semi-
esta´tico, ja´ que apo´s reservado o canal, os pacotes transitam de forma similar ao algoritmo
XY puramente esta´tico.
As redes Æthereal e SoCBUS oferecem suporte QoS atrave´s da reserva de recursos,
portanto, essas redes tambe´m apresentam um tempo de espera associado a` requisic¸a˜o
destes recursos. A rede QNoC, por sua vez, utiliza uma te´cnica de garantia da vaza˜o no
suporte a` QoS sem reservar recursos, pore´m mensagens de acknowledgment sa˜o utilizadas
no roteamento e isso reflete-se na existeˆncia de um tempo para resposta associado. A rede
RTSNoC, objeto de estudo deste trabalho, utiliza da intercalac¸a˜o de flits para garantir
suporte a` QoS sem utilizar da reserva de recursos ou mensagens de acknowledgment,
assim, na˜o ha´ tempo de resposta ou requisic¸a˜o associados. As demais redes na˜o oferecem
garantias de suporte a` QoS.
A lateˆncia de todas as redes estudadas depende de alguma forma do nu´mero de
saltos realizados pelos pacotes entre a origem e o destino. Na RTSNoC em particular, a
lateˆncia depende tambe´m da quantidade de fluxos competindo por um mesmo canal, o
tamanho desses pacotes e a vaza˜o na fase de interfaceamento. Em condic¸o˜es ideais onde
os nu´cleos conectados a` rede operam nas mesmas taxas que os roteadores pode-se atingir
uma vaza˜o de um flit por ciclo de clock, ou seja, o aumento da lateˆncia nesta rede depende
de fatores externos aos componentes diretamente ligados ao roteamento.
O a´rbitro da RTSNoC apenas prioriza os canais de interconexa˜o com roteadores e
usa da intercalac¸a˜o de flits para controle de fluxo. Devido a arquitetura da rede os nu´cleos
necessitam que todos os flits pertencentes a um pacote sejam entregues para poder iniciar
as operac¸o˜es sobre ele. Se um pacote de tempo real tiver de disputar com outros pacotes
de melhor esforc¸o pelo mesmo canal ele na˜o sera´ priorizado e tera´ seus flits intercalados
com os demais igualitariamente. Quanto maior for a quantidade de fluxos que competem
por um mesmo canal, maior sera´ o tempo gasto na entrega efetiva de um pacote.
O interfaceamento na maioria das redes e´ customiza´vel ou segue um protocolo de
comunicac¸a˜o open-source. A rede Æthereal e´ a u´nica dentre as redes estudadas que usa
de um protocolo estabelecido pela empresa Philips. Ademais, nenhuma das redes conta
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com alguma forma de observac¸a˜o dos seus comportamentos ou mecanismos integrados
que possibilitem a verificac¸a˜o de informac¸o˜es relativas a` entrega de pacotes.
Legenda para a Tabela:
DTL – Philips Device Transaction Level Protocol
OCP – Open-Core Protocol
VCI – Virtual Channel Interface
CS – Circuit Switching
GT – Guaranteed throughput
IF – Interleave of flits
B – Profundidade do pipeline e tamanho dos buffers
f – Nu´mero de flits
h – Nu´mero de saltos
k – Quantidade de pacotes que competem pelos mesmos recursos da rede
N – Fluxos que competem pelos mesmos recursos da rede
n – Largura do canal f´ısico
m – Quantidade dos ciclos de clock utilizados no processamento
s – Durac¸a˜o do time slot
P – Per´ıodo do time slot
p – Nu´mero de time slots dispon´ıveis para alocac¸a˜o
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3 PROJETO LO´GICO DO MONITORAMENTO DA ENTREGA DE
PACOTES
Este cap´ıtulo tratara´ da arquitetura adotada para monitoramento da entrega de
pacotes na rede RTSNoC, uma Network-on-Chip com previsa˜o de lateˆncias projetada para
sistemas embarcados de tempo real que garante uma lateˆncia de pior caso para fluxos de
tempo real hard e melhora a lateˆncia me´dia dos fluxos de tempo real soft. O cap´ıtulo inicia
com a implementac¸a˜o da rede em SystemC RTL, ja´ que esta foi inicialmente desenvolvida
em VHDL e uma das propostas deste trabalho e´ a de porta´-la para aquela linguagem.
A sec¸a˜o seguinte trata do desenvolvimento de uma interface para a RTSNoC, dispositivo
crucial para a etapa de simulac¸a˜o. Em seguida, o desenvolvimento do mecanismo que
ira´ efetuar o monitoramento da entrega de pacotes em si e´ tratado. O cap´ıtulo finaliza,
enta˜o, com uma sec¸a˜o destinada ao desenvolvimento do Gerente de Rede que atuara´
conjuntamente com o mecanismo descrito na sec¸a˜o pre´via.
3.1 IMPLEMENTAC¸A˜O DA RTSNOC EM SYSTEMC
O SystemC, segundo Bhasker (2002), e´ uma ferramenta baseada em C++ que es-
tende a capacidade desta linguagem de programac¸a˜o orientada a objetos ao habilita´-la
para modelagem e descric¸a˜o de hardware. O SystemC pode ser efetivamente utilizado
para descrever modelos com precisa˜o em ciclos de relo´gio e proporciona o uso de u´nica
linguagem na integrac¸a˜o de software e hardware. Ademais, cabe citar que esta e´ uma
ferramenta open-source mantida pela organizac¸a˜o OSCI (IEEE et al., 2012).
A avaliac¸a˜o de desempenho das Redes Intra-Chip e´ uma ramo que comec¸ou a ser
explorado no momento em que esta arquitetura consolidou-se em meados de 2003. Ini-
cialmente, os experimentos relativos a` avaliac¸a˜o de desempenho eram feitos atrave´s de
simulac¸o˜es com base em modelos VHDL, como pode ser visto em Moraes et al. (2004).
Posteriormente, alguns trabalhos passaram a utilizar os ambientes em n´ıvel de sistema,
com o uso de simuladores dedicados ou na˜o-dedicados (BOLOTIN et al., 2004). A partir
de 2007, o SystemC passou a ser adotado como ferramenta padra˜o de fato neste tipo de
investigac¸a˜o, com redes inteiramente projetadas nesta linguagem, como pode-se observar
nos trabalhos de Dehyadgari et al. (2005) e Ghaderi, Alqahtani e Bagherzadeh (2017).
Apesar do modelo VHDL da rede RTSNoC permitir simulac¸a˜o e s´ıntese no mesmo
ambiente, os sistemas descritos nesta linguagem podem apresentar elevado custo compu-
tacional no que diz respeito ao tempo de simulac¸a˜o conforme sua complexidade. Zeferino
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et al. (2007) afirma que a construc¸a˜o de geradores e analisadores de tra´fego voltados a`
execuc¸a˜o nos mesmos ambientes de simulac¸a˜o e s´ıntese da rede e´ limitada ao subconjunto
do VHDL suportado pelo ambiente de desenvolvimento utilizado e, assim, restringe a
generalidade dos modelos.
A necessidade de ferramentas para modelagem que permitem caracterizar o desem-
penho de diferentes configurac¸o˜es da rede em um menor tempo computacional surgiu de
forma atrelada ao crescimento destas redes. Como mencionado no cap´ıtulo anterior, a
RTSNoC caracteriza-se por uma rede em malha 2D com roteadores capazes de comportar
ate´ oito interconexo˜es, o que a difere das demais redes de mesma topologia que comportam
ate´ quatro ou cinco interconexo˜es. Esta caracter´ıstica obviamente aumenta sua comple-
xidade de forma considera´vel. A fim de facilitar a explorac¸a˜o do projeto, e, ainda assim
manter a precisa˜o em n´ıvel de ciclos como tambe´m assegurar a possibilidade de s´ıntese ja´
provida pelo VHDL, foi realizada a modelagem do roteador da rede RTSNoC em SystemC
RTL. A verificac¸a˜o e validac¸a˜o deste componente sera˜o detalhadas no Cap´ıtulo 5 deste
trabalho.
3.2 INTERFACES EM REDES INTRA-CHIP
Um componente cr´ıtico no projeto de uma Rede Intra-Chip e´ a Interface de Rede
(do ingleˆs Network Interface — NI). Este dispositivo atua como o link entre os nu´cleos
e roteadores tanto do ponto de vista do hardware quanto de protocolo. Existe uma
deficieˆncia na literatura no que diz respeito ao projeto de uma NI, devido a necessidade
de uma especificac¸a˜o dos nu´cleos que sera˜o interconectados a` rede. Contudo, dada a
crescente difusa˜o das Redes Intra-Chip e a reusabilidade de arquiteturas para nu´cleos ja´
existentes, faz-se necessa´rio um estudo mais aprofundado.
O projeto apresentado por Radulescu et al. (2005) consiste de uma NI modular que
faz uso de diversos protocolos para prover reusabilidade e flexibilidade dos nu´cleos conec-
tados a` rede Æthereal, a qual utiliza o protocolo DTL. Esta NI e´ dividida em duas parte:
o kernel, que encapsula e escalona as mensagens para posterior envio ao roteador, assim
como tambe´m implementa quando necessa´rio um sistema de cruzamento entre domı´nios
de ciclos de relo´gio; o shell, que implementa as conexo˜es, um sistema de controle das
transac¸o˜es e demais operac¸o˜es de alto-n´ıvel espec´ıficas do protocolo que rege o nu´cleo.
Uma biblioteca pode ser desenvolvida para realizar operac¸o˜es no shell durante a fase de
s´ıntese no chip e facilitar alterac¸o˜es. A Figura 29 ilustra a NI utilizada pela rede Æthereal.
Em Chouchene et al. (2011) e´ implementada uma te´cnica de disparo de relo´gio para
reduzir o consumo de energia pela NI. Este componente e´ projetado para atuar como
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Figura 29 – Interface da rede Æthereal.
Fonte: (RADULESCU et al., 2005).
ponte entre uma interface OCP e a NoC, como e´ o caso da rede ×pipes. Dois sub-mo´dulos
compo˜e a NI, como demonstra a Figura 30, um para as requisic¸o˜es e outro para respostas.
No mo´dulo de requisic¸a˜o existe um shell de entrada, o qual constro´i o cabec¸alho do pacote
e a tabela de roteamento naquela NoC. A sa´ıda, por sua vez, apresenta um kernel que
injeta os flits na rede. Ja´ o mo´dulo de resposta apresenta um kernel na entrada que
recebe os flits e remonta o pacote em um shell na sa´ıda. Ale´m destes mo´dulos, existe um
terceiro mo´dulo capaz de transferir ou interromper o sinal de relo´gio das entradas, a fim
de desligar parte da NI e economizar energia. Como resultado, a arquitetura adotada de
fato reduz significativamente o consumo de energia, pore´m, o sistema consome uma maior
a´rea de sil´ıcio e as frequeˆncias alcanc¸a´veis sa˜o baixas.
O dispositivo proposto por Swaminathan et al. (2013) trata-se uma arquitetura que
visa o baixo consumo de energia por meio de um barramento WISHBONE e apto a operar
entre diferentes domı´nios de clock sem perda de informac¸o˜es. Os pacotes provenientes do
roteador sa˜o armazenados em uma fila FIFO ass´ıncrona, desempacotados e transmitidos
atrave´s do barramento WISHBONE para os nu´cleos. A injec¸a˜o de pacotes na rede segue
o mesmo processo de forma inversa. A economia de energia se da´ por um controlador
de configurac¸a˜o, como ilustra a Figura 31, que ativa e desativa as FIFO’s com base no
tra´fego da rede e os requisitos de consumo de energia.
Em Bhojwani e Mahapatra (2003) e´ apresentado um estudo de esquemas para em-
pacotamento em duas diferentes formas: uma via software; uma em n´ıvel de hardware no
nu´cleo. O esquema via software introduziu uma alta lateˆncia ao NoC, pore´m sem sobre-
carga da a´rea de sil´ıcio. O esquema em n´ıvel de hardware apresentou alto consumo da
a´rea de sil´ıcio e baixa lateˆncia, contudo, alterac¸o˜es nos paraˆmetros do nu´cleo inviabilizam
seu reuso.
A interface proposta por Berejuck (2015) para a RTSNoC e´ composta por quatro
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Figura 30 – Interface de rede para nu´cleos com base no protocolo OCP.
Fonte: (CHOUCHENE et al., 2011).
Figura 31 – Interface de rede com a arquitetura WISHBONE.
Fonte: (SWAMINATHAN et al., 2013).
componentes: um adaptador de nu´cleo, uma fila FIFO para o canal de entrada, uma para
o canal de sa´ıda e um adaptador de roteador, conforme ilustra a Figura 28 da Sec¸a˜o 2.7.
Esta foi a arquitetura adotada para as interfaces de rede utilizadas nos experimentos deste
trabalho. Ale´m daqueles componentes, no desenvolvimento deste projeto verificou-se a
necessidade de inserir um registrador ativado por uma borda negativa do sinal de clock
entre o canal de sa´ıda da interface e a entrada no roteador, devido o me´todo de sincro-
nizac¸a˜o utilizado pelos componentes internos dos roteadores da rede RTSNoC, ilustrados
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pela Figura 32.
Figura 32 – Sincronizac¸a˜o dos componentes internos do roteador RTSNoC com o sinal de
clock.
Fonte: (BEREJUCK, 2015).
Um sinal de clock foi representado na base da Figura 32. No instante t1 todos
os treˆs componentes do canal de entrada sa˜o ativados pela borda positiva do clock. No
pro´ximo instante, t2, o a´rbitro recebe as requisic¸o˜es dos canais de entrada e verifica se
o canal de sa´ıda esta´ dispon´ıvel para receber um novo flit. Se ele estiver livre, o a´rbitro
aplica as prioridades vigentes naquele momento, envia o sinal de controle para o Alocador
da Crossbar e informa o canal de sa´ıda que um dado esta´ pronto para ser entregue a
ele. Percebe-se que os sinais de alerta sa˜o emitidos pelo a´rbitro nas bordas negativas do
sinal de clock, portanto, para que exista sincronicidade entre as operac¸o˜es do roteador
e seu adaptador, o flit e´ armazenado no registrador ativado por uma borda negativa do
sinal de clock antes de ser encaminhado ao roteador. No instante t3 o canal de sa´ıda
armazena o flit dispon´ıvel na sa´ıda da Crossbar e sinaliza o nu´cleo ou canal de entrada de
outro roteador conectado a ele que um novo flit esta´ dispon´ıvel para entrega. Por fim, no
instante t4 o a´rbitro faz a atualizac¸a˜o dos n´ıveis de prioridade (BEREJUCK, 2015). O sinal
de leitura, descrito no instante t5 da Figura 32, da´-se em uma borda positiva do sinal de
clock, o que justifica a na˜o inserc¸a˜o de um registrador no canal de sa´ıda do roteador e
entrada em um Adaptador de Nu´cleo.
A Figura 28 na˜o ilustra nenhum sinal de entrada ou sa´ıda do Adaptador de Nu´cleo
no que diz respeito a` conexa˜o e interface com o nu´cleo propriamente dito, pois aquele com-
ponente necessita das especificac¸o˜es do protocolo da aplicac¸a˜o. Para o desenvolvimento
deste trabalho, assumiu-se que os nu´cleos ja´ preparam os flits com o enderec¸o de destino,
os dados, e a sinalizac¸a˜o de in´ıcio e fim de pacote, sendo papel do Adaptador de Nu´cleo
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Figura 33 – Diagrama de blocos da Network Interface para a RTSNoC.
Fonte: elaborada pelo autor.
concatenar estas informac¸o˜es com o enderec¸o de origem e inserir os dados referentes ao
protocolo da rede no campo de dados dos flits de cabec¸alho. A sincronizac¸a˜o de leitura
e escrita com o nu´cleo segue os mesmos padro˜es e utiliza de sinalizac¸a˜o similar a`quela
adotada pelos roteadores, conforme ilustra a Figura 33. O sinal de entrada i ADDR L
possui tamanho 3 naquela figura, pois representa o enderec¸o local da interface. O campo
p nos sinais de dados refere-se a`s dimenso˜es da rede e o campo d a largura do campo de
dados. Os valores 4 e 7, tambe´m nos sinais de entrada e sa´ıda de dados, representam a
soma do bit de controle com o enderec¸o local. As sec¸o˜es seguintes discutem com maiores
detalhes o desenvolvimento de cada componente que compo˜e a interface de rede.
3.2.1 Adaptador de Nu´cleo
O Adaptador de Nu´cleo e´ um bloco lo´gico que prepara os dados vindos do nu´cleo
para serem escritos na rede ao concatenar os campos referentes ao bit de controle, enderec¸o
de origem, destino e os dados em si para gerar o flit que sera´ transmitido a` rede. Ale´m
disso, este bloco lo´gico leˆ da FIFO de entrada o flit para aquele nu´cleo ao qual esta´
conectado e escreve-o no canal de sa´ıda.
Figura 34 – Diagrama de blocos do adaptador de nu´cleo.
Fonte: elaborada pelo autor.
O sinal i SD, ilustrado na Figura 34, indica para o Adaptador de Nu´cleo quando um
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flit esta´ pronto para ser enviado. Se ativo, o adaptador enta˜o verifica o estado do sinal
i FF proveniente da FIFO de sa´ıda, o qual indica se a fila esta´ cheia ou se pode receber
aqueles dados. Caso o sinal i FF esteja de fato ativo, o sinal o FF tambe´m e´ ativado,
indicando ao nu´cleo que a fila esta´ cheia e e´ necessa´rio aguardar a mudanc¸a de estado.
Caso contra´rio, o adaptador recebe aquele flit e procede com a operac¸a˜o de concatenac¸a˜o
e escrita no canal de sa´ıda para a FIFO. Apo´s, o sinal o PUSH e´ ativado por um ciclo de
clock para indicar a` FIFO a escrita dos dados. O sinal i FH indica quando a fila atinge
um limiar, para o desenvolvimento deste trabalho este sinal na˜o sera´ utilizado, pore´m ha´
a possibilidade de utiliza´-lo conjuntamente com o sinal i FF ou ate´ mesmo substituir este
sinal.
O processo de leitura ocorre similarmente a` escrita, com o sinal i RQ da Figura 34
indicando quando o nu´cleo esta´ pronto para receber um flit. O estado da FIFO e´ apontado
pelo sinal i FE, assim como no processo de escrita este sinal tambe´m pode ser utilizado de
forma conjunta ou substitu´ıdo pelo sinal i FH. Caso a FIFO esteja vazia, o FE sinaliza ao
nu´cleo que na˜o ha´ dados para serem encaminhados. Se i FE esta´ desativado, isso indica
que existem dados e, portanto, o adaptador ativa i POP por um ciclo de clock para ler
da FIFO e faz o chaveamento do canal de entrada da FIFO com o de sa´ıda para o nu´cleo.
Os sinais i DIN e o DOUT sa˜o referentes aos canais de entrada e sa´ıda do nu´cleo,
respectivamente. Estes sinais sa˜o de tamanho (2p + 4 + d), pois o adaptador e´ quem
escreve no flit o enderec¸o de origem lido dos sinais i ADDR X, i ADDR Y e i ADDR L.
Por este mesmo motivo, o sinal o DOUT FIFO tem tamanho (4p + 7 + d). Ja´ o sinal
i DIN FIFO e´ de largura reduzida, pois o enderec¸o de destino e´ removido do flit ao deixar
a rede.
3.2.2 Adaptador de Roteador
O Adaptador de Roteador e´ o bloco que interage com a rede e trabalha com os sinais
do canal de comunicac¸a˜o f´ısico apresentados na Figura 25 da Sec¸a˜o 2.7. Ele prepara os
dados vindos da rede para serem entregues ao nu´cleo e remove do flit os campos de
enderec¸o de destino, pois esta e´ uma informac¸a˜o utilizada apenas pelos roteadores.
A Figura 35 ilustra o diagrama de blocos deste componente. Assim como no Adap-
tador de Nu´cleo, os sinais i FF, i FE, i FH, o PUSH e o POP sa˜o utilizados para indicar
o estados das filas FIFO e operacionalizar suas leituras e escritas. Tambe´m de forma
similar os sinais i DIN, o DOUT, i DIN FIFO e o DOUT FIFO sa˜o os canais de entrada
e sa´ıda do roteador e das FIFO’s.
O sinal i WAIT indica quando o roteador pode ou na˜o receber um flit. Se ativo, o
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Figura 35 – Diagrama de blocos do adaptador de roteador.
Fonte: elaborada pelo autor.
roteador esta´ ocupado e, portanto, o sinal o POP permanece desativado. Caso contra´rio,
o Adaptador de Roteador verifica se i FE tambe´m esta´ desativado, o qual indica que a
FIFO de sa´ıda na˜o esta´ vazia. Consequentemente, se ha´ um flit para ser encaminhado e
o roteador na˜o esta´ ocupado, este e´ lido da fila, escrito no canal de sa´ıda e o sinal o WR
e´ ativado por um ciclo de clock.
A leitura de um flit da´-se no momento que ocorre uma transic¸a˜o de negativo para
positivo no sinal i ND. Neste momento, o adaptador verifica se a FIFO de sa´ıda na˜o esta´
cheia atrave´s do sinal i FF. Caso a FIFO na˜o possa receber o flit, o BUSY e´ ativado.
Caso contra´rio, os campos referentes ao enderec¸o de destino sa˜o removidos e o flit e´ escrito
na fila ao ativar o sinal o POP por um ciclo de clock. No Adaptador de Roteador o canal
de sa´ıda para a FIFO e´ o u´nico que apresenta largura reduzida dos demais.
3.2.3 Filas de Entrada, Sa´ıda e Registrador
A escolha da arquitetura adequada das memo´rias para interfaces de redes ou demais
sistemas de comunicac¸a˜o sa˜o pontos cr´ıticos do projeto. Em relac¸a˜o a`s filas FIFO, estas
podem ser s´ıncronas ou ass´ıncronas. Segundo Cummings (2001), diz-se FIFO s´ıncrona
quando as operac¸o˜es de leitura e escrita sa˜o realizadas sobre o mesmo domı´nio de clock e
ass´ıncrona quando em domı´nios distintos.
As redes NoC sa˜o sistemas que trabalham com sinais de clock em altas frequeˆncias.
Os nu´cleos, em contrapartida, geralmente trabalham com sinais de frequeˆncias menores,
o que caracteriza domı´nios de clock distintos, pore´m ocasiona um problema de compati-
bilidade na rede. Portanto, as filas FIFO implementadas neste trabalho sa˜o ass´ıncronas.
O modelo apresentado por Prashant (2013) para o projeto de uma FIFO ass´ıncrona
utiliza um componente denominado Gray-Counter para controle do incremento e decre-
mento dos enderec¸os da memo´ria, assim como na lo´gica dos indicadores de estado da fila.
Este componente foi projetado por Frank (1953) e trata-se de uma ma´quina de estados
do tipo Moore que transita sequencialmente entre os co´digos de Gray, conforme ilustra a
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Figura 36. Embora seja a abordagem mais utilizada no projeto de memo´rias deste tipo,
o nu´mero de posic¸o˜es dispon´ıveis para escrita na memo´ria e´ diretamente proporcional a`
profundidade deste contador, que devido suas caracter´ısticas arquiteturais na˜o ultrapassa
vinte e treˆs posic¸o˜es. Outra desvantagem e´ que sa˜o necessa´rios dois ciclos de clock para
realizar uma operac¸a˜o e atualizar os sinalizadores de estado da memo´ria. Ale´m disso,
uma FIFO que utiliza esta abordagem esta´ restrita a`s aplicac¸o˜es puramente ass´ıncronas.
Figura 36 – Sequeˆncia dos co´digos de Gray.
Fonte: (PRASHANT, 2013).
O modelo descrito por Cummings (2001) trata-se de uma FIFO que pode ser utili-
zada tanto no modo s´ıncrono como ass´ıncrono sem a necessidade de alterar paraˆmetros ou
configurac¸o˜es, pois a lo´gica utilizada torna a FIFO auto-adaptativa. O conceito principal
desta arquitetura e´ tratar as operac¸o˜es de leitura e escrita de forma paralela. Os con-
tadores utilizados para incrementar o enderec¸o de memo´ria sa˜o s´ıncronos, entretanto, o
componente responsa´vel por verificar e atribuir o estado da FIFO na˜o depende dos sinais
de clock inseridos. A Figura 37 ilustra os componentes internos de uma FIFO que utiliza
esta abordagem. Naquela figura, o componente Flag Logic efetua a diferenc¸a entre os
enderec¸os de leitura e escrita da memo´ria e ativa ou desativa os sinais para indicar os
estados: vazio quando o resultado da diferenc¸a e´ nulo; cheio se igual a` profundidade da
memo´ria; quase cheio/vazio se igual ao limiar pre´-estabelecido. As vantagens desta abor-
dagem e´ que na˜o ha´ restric¸o˜es quanto a` profundidade da fila, a atualizac¸a˜o dos sinais e´
concorrente a` operac¸a˜o efetuada e, por fim, ha´ flexibilidade para transitar entre as formas
s´ıncrona e ass´ıncrona. Contudo, a ene´sima posic¸a˜o e a de enderec¸o zero sa˜o considerados
valores proibidos, portanto, na˜o sa˜o utilizados nas operac¸o˜es de leitura ou escrita, detalhe
o qual deve ser levado em considerac¸a˜o no dimensionamento do projeto.
As filas FIFO implementadas neste trabalho sa˜o ilustradas na Figura 38 e seguem
a abordagem apresentada na Figura 37, devido as vantagens citadas anteriormente. E´
importante notar que a largura dos canais da Input FIFO e´ reduzida, pois esta e´ conectada
ao canal de sa´ıda do Adaptador de Roteador, componente que remove do flit os campos
referentes ao enderec¸o de destino. A Output FIFO, por sua vez, teˆm canais com largura
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Figura 37 – Componentes das memo´rias FIFO ass´ıncronas.
Fonte: adaptada de (CUMMINGS, 2001).
de um flit.
Figura 38 – Diagramas de blocos das FIFO’s de entrada e sa´ıda.
Fonte: elaborada pelo autor.
O Registrador citado na Sec¸a˜o 3.2 e´ ilustrado na Figura 39. Como mencionado
naquela sec¸a˜o, este registrador e´ ativado pela borda negativa do sinal de clock e esta´
localizado entre o canal de sa´ıda do Adaptador de Roteador e o canal de entrada do
roteador em si. Portanto, a largura dos canais de dados deste componente e´ igual ao
tamanho de um flit.
Figura 39 – Diagrama de blocos do registrador.
Fonte: elaborada pelo autor.
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3.3 MECANISMO DE MONITORAMENTO
A principal contribuic¸a˜o deste trabalho e´ introduzir a` RTSNoC um sistema apto a
observar o comportamento da rede e verificar a entrega de pacotes em tempo de execuc¸a˜o,
sem reduzir a performance. Ciordas et al. (2004) afirma que a observabilidade compu-
tacional e´ um campo de grande relevaˆncia no meio cient´ıfico, entretanto, as pesquisas
atuais sobre as redes intra-chip tendem a focar apenas no design, ana´lise e uso destas
redes. Ademais, os trabalhos que exploram algum tipo de sistema para monitoramento
de uma NoC utilizam, em sua maioria, abordagens intrusivas que resultam na queda da
performance.
A presente sec¸a˜o descreve o desenvolvimento do mecanismo de monitoramento de-
nominado como sniffer no Cap´ıtulo 1 deste trabalho. Este dispositivo e´ responsa´vel por
escutar o canal dos dados que sa˜o injetados pela rede no nu´cleo, atrave´s de meios na˜o-
intrusivos como os apresentados por Vermeulen, Oostdijk e Bouwman (2001).
Os nu´cleos de um SoC podem ser classificados em treˆs categorias: emissores, recep-
tores e h´ıbridos (ZEFERINO, 2003). Ao tratar de um sistema que ira´ monitorar a entrega
de pacotes em uma rede, e´ intuitivo afirmar que sera˜o seus alvos aqueles nu´cleos receptores
ou enta˜o h´ıbridos, que tanto emitem quanto recebem informac¸o˜es da rede. Na Figura 40 e´
explicitada a conexa˜o de um sniffer. Este dispositivo faz a captura dos sinais do canal de
entrada do nu´cleo e sa´ıda da Interface de Rede, abordagem que visa garantir acuracidade
na mensura dos paraˆmetros.
Figura 40 – Localizac¸a˜o do sniffer na RTSNoC.
Fonte: elaborada pelo autor.
Os flits de cabec¸alho da RTSNoC na˜o sa˜o considerados de carga u´til para o nu´cleo
e podem ter o seu campo de dados utilizado por protocolos de alto n´ıvel. Assim, para
caracterizar o in´ıcio e fim de um pacote, ale´m do bit de controle ativo foi introduzida
a te´cnica de byte stuffing, que consiste em inserir palavras reservadas ou valores ilegais
em uma sequeˆncia longa de bits para atuarem como delimitadores (CHESHIRE; BAKER,
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1999). Nos pacotes da RTSNoC, esses valores sa˜o inseridos no byte mais significativo do
campo de dados dos flits de cabec¸alho, onde o valor 0xF0 em hexadecimal corresponde
ao in´ıcio do pacote e o valor 0xFF ao fim de pacote, ou header e tail, como demonstra a
Figura 41. Nas aplicac¸o˜es onde o campo de payload e´ maior que um byte, os demais bits
na˜o utilizados pelo protocolo de monitoramento da rede podem ainda serem destinados a
outros protocolos de alto n´ıvel.
Figura 41 – Modelo dos pacotes da RTSNoC apo´s introduc¸a˜o da te´cnica byte stuffing.
Fonte: elaborada pelo autor.
O sniffer e´ composto por cinco componentes: Extrator, Demultiplexador, Contado-
res de Flits, Timers, Registradores e um Multiplexador, ilustrados na Figura 42. Quando
o nu´cleo faz uma nova requisic¸a˜o a` Interface de rede, o Extrator tambe´m recebe este sinal
e passa a “escutar” o canal de dados e leˆ do flit seu enderec¸o de origem e o bit de controle.
Caso seja um flit de cabec¸alho o Extrator verifica, tambe´m, se e´ in´ıcio ou fim de pacote
pelo campo de dados. O enderec¸o de origem, internamente, passa a ser o sinal de selec¸a˜o
do Demultiplexador e uma das entradas do Registrador.
Os pacotes na RTSNoC na˜o sa˜o entregues de forma sequencial, como discutido na
Sec¸a˜o 2.7. Desta forma, cada fluxo da rede necessita ser tratado separadamente, ou seja,
o sniffer conectado a` um nu´cleo destinata´rio qualquer deve levar em considerac¸a˜o que
flits com diferentes enderec¸os de origem podem ser intercalados, mesmo que o nu´cleo na˜o
tenha recebido aquele que sinaliza fim do pacote. Portanto, o total de sa´ıdas do Demul-
tiplexador e consequentemente de entradas no Multiplexador, assim como a quantidade
de Contadores de Flits, Timers e Registradores necessa´rios e´ diretamente proporcional ao
total de enderec¸os de origem va´lidos na rede. Os nu´cleos que sa˜o exclusivamente emisso-
res na˜o sa˜o considerados no dimensionamento do sniffer, pois estes indiv´ıduos compo˜em
o conjunto de enderec¸o na˜o va´lidos.
Os valores lidos no sinal de requisic¸a˜o, no bit de controle do flit e no campo de byte
stuffing sa˜o a base do Extrator para inferir a entrada do Demultiplexador. Este sinal
caracteriza a operac¸a˜o que sera´ realizada pelo Contador de Flits, Timer e Registrador
daqueles fluxo. A tabela 4 relaciona os estados de cada um desses componentes com
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Figura 42 – Estrutura interna de um sniffer.
Fonte: elaborada pelo autor.
o valor da entrada op: 0b00 e´ atribu´ıdo quando o sinal de requisic¸a˜o esta´ desativado,
independente do que for lido do canal de dados; 0b01 e´ atribu´ıdo quando o sinal de
requisic¸a˜o esta´ ativo e o bit de controle e´ nulo; 0b10 e´ atribu´ıdo quando o sinal de
requisic¸a˜o esta´ ativo, o bit de controle e´ um e o campo byte stuffing caracteriza in´ıcio de
pacote; por fim, 0b11 e´ o valor atribu´ıdo para op quando o sinal de requisic¸a˜o esta´ ativo,
o bit de controle e´ um e o campo byte stuffing caracteriza fim de pacote.
Tabela 4 – Estado dos componentes internos de um sniffer com relac¸a˜o a` entrada op.
Op Flit counter Timer Register
0b00 Idle Increment Idle
0b01 Increment Increment Idle
0b10 Reset Reset Idle
0b11 Register Register Save
Fonte: elaborada pelo autor.
O diagrama de blocos do sniffer e´ demonstrado na Figura 43. Ale´m dos sinais ja´
citados anteriormente, este mecanismo recebe o mesmo enderec¸o que o nu´cleo ao qual
esta´ conectado. O sinal i SEL representado naquela figura com largura 4p + 6, trata-se
do sinal de selec¸a˜o da sa´ıda do Multiplexador somado ao enderec¸o do pro´prio sniffer, ja´
que este responde ao Manager ilustrado na Figura 40 por demanda. A sa´ıda o DOUT
e´ de tamanho 4p + 6 + fl + rs, onde fl e´ o nu´mero de flits com carga u´til do u´ltimo
pacote lido e rs o tempo gasto em ciclos de clock para efetuar a entrega. O tamanho de
ambos os campos citados anteriormente, fl e rs, sa˜o paraˆmetros definidos de acordo com
as caracter´ısticas da rede.
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Figura 43 – Diagrama de blocos do sniffer.
Fonte: elaborada pelo autor.
3.4 GERENTE DE REDE
Os sistemas de monitoramento atuais utilizam de recursos da pro´pria NoC para
transporte e avaliac¸a˜o das informac¸o˜es obtidas. Este trabalho procura uma soluc¸a˜o que
exima esta func¸a˜o dos roteadores ao dividir a rede em camadas de servic¸os, similarmente
ao modelo OSI . O Sniffer, apresentado na sec¸a˜o anterior, e´ responsa´vel por observar
o comportamento da rede e alimentar um segundo componente denominado Gerente de
Rede, ou Manager, com informac¸o˜es sobre o tra´fego que a circula.
Figura 44 – Topologia de comunicac¸a˜o entre sniffers e manager
Em (a) e´ exemplificado o modelo centralizado e em (b) o descentralizado. Fonte: elaborada pelo autor.
O Manager comunica-se com os sniffers por meio de barramentos dedicados. Essa
abordagem visa transportar atrave´s de caminhos externos as informac¸o˜es geradas por
aqueles componentes. Assim, o servic¸o de monitoramento na˜o utiliza dos recursos da
rede e suas propriedades sa˜o mantidas inalteradas. A topologia de comunicac¸a˜o entre
sniffer e manager pode ser centralizada, quando todos os sniffers da rede comunicam-se
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com um u´nico manager, ou descentralizada (CIORDAS et al., 2004). A Figura 44 fornece
um exemplo das diferenc¸as entre ambas as topologias. E´ importante destacar que no caso
particular da topologia centralizada que utiliza de um barramento u´nico para comunicac¸a˜o
a complexidade do sistema aumenta de forma proporcional ao tamanho da rede, ou seja,
esta topologia e´ indicada apenas para redes pequenas, com poucos nu´cleos. Na topologia
descentralizada cada manager e´ responsa´vel pelos sniffers de um u´nico roteador. Ambas
as topologias apresentadas podem, ainda, ser combinadas de acordo com as necessidades
da aplicac¸a˜o e formar diversas outras topologias.
Figura 45 – Estrutura interna de um manager.
Fonte: elaborada pelo autor.
A Figura 45 ilustra os componentes internos de um manager, composto basicamente
por quatro diferentes estruturas: comparadores, demultiplexadores, um gerador de log e
um multiplexador. Naquela figura, o demultiplexador principal e´ conectado diretamente
ao barramento de comunicac¸a˜o com o Manager e faz o chaveamento dos dados prove-
nientes de cada sniffer. Este demultiplexador so´ faz-se necessa´rio quando a topologia
de comunicac¸a˜o na˜o e´ descentralizada. Um segundo n´ıvel de demultiplexadores faz o
chaveamento dos dados do sniffer de acordo com o enderec¸o de origem daquele fluxo. No-
vamente, a inserc¸a˜o ou na˜o destes demultiplexadores, assim como a quantidade de sa´ıdas
e´ parametriza´vel de acordo com a aplicac¸a˜o. Os dados passam por um comparador antes
de serem encaminhados ao gerador de log, para evistar a repetic¸a˜o de informac¸o˜es em
fluxos homogeˆneos. Por fim, gerador de log e´ responsa´vel por receber as informac¸o˜es e
armazena´-las. Este u´ltimo componente pode ser tanto on-chip quanto off-chip.
O diagrama de blocos do Manager e´ demonstrado na Figura 46. O sinal i DIN
trata-se da porta de entrada dos dados transmitidos pelos sniffers. Para o caso de uma
topologia descentralizada, o nu´mero de entradas e´ igual a quantidade de sniffers que ira˜o
comunicar-se com aquele manager. Como a entrega de dados pelo sniffer e´ via demanda, o
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Figura 46 – Diagrama de blocos do manager.
Fonte: elaborada pelo autor.
sinal o SEL e´ utilizado para selec¸a˜o do mecanismo que ira´ comunicar-se com o manager e
sua largura varia de acordo com a aplicac¸a˜o. Naquela figura, o sinal o DOUT foi inserido
apenas para representar o arquivo log gerado.
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4 GERADORES DE TRA´FEGO
A gerac¸a˜o de tra´fego objetiva definir estruturas coordenadas para transmissa˜o de
dados entre iniciadores e destinos. Atrave´s destas estruturas e´ que sa˜o caracterizadas as
aplicac¸o˜es que venham fazer uso de uma determinada rede. Este Cap´ıtulo visa introduzir
conceitos relativos aos padro˜es utilizados nos experimentos. A primeira sec¸a˜o discute os
conceitos relativos a` distribuic¸a˜o espacial dos geradores de tra´fego. A sec¸a˜o seguinte trata
da carga oferecida, ou seja, a taxa de injec¸a˜o dos dados. Por fim, uma terceira sec¸a˜o
aborda a modelagem dos geradores de tra´fego na rede RTSNoC.
4.1 DISTRIBUIC¸A˜O ESPACIAL
Em padro˜es de tra´fego sa˜o especificados os pontos da rede que ira˜o efetuar uma co-
municac¸a˜o, ou seja, a fonte e o destino. Dito isso, Tedesco (2005) apresenta dois diferentes
tipos de localidade: espacial e temporal. Quando um nodo apresenta maior probabilidade
de enviar menagens a`queles que ja´ foram escolhidos como destinata´rios do que os demais,
independentemente de esses nodos estarem ou na˜o pro´ximos, diz-se que a rede apresenta
localidade temporal. Em contrapartida, se a distaˆncia me´dia entre nodos e´ menor do que
a observada em um tra´fego uniforme em que todos os nodos teˆm a mesma probabilidade
de ser destino, ou seja, um nodo fonte provavelmente ira´ se comunicar com um de seus
vizinhos, diz-se localidade espacial.
Segundo Zeferino et al. (2007), os padro˜es para distribuic¸a˜o de tra´fego existentes
podem ser divididos, ainda, em dois subconjuntos: os padro˜es com mu´ltiplos destinata´rios
definidos ao longo da execuc¸a˜o e os de u´nico destinata´rio ja´ definidos previamente ao in´ıcio
da execuc¸a˜o. Ambos os subconjuntos citados sera˜o discutidos nas subsec¸o˜es seguintes.
4.1.1 Padro˜es com mu´ltiplos destinata´rios
Os padro˜es de mu´ltiplos destinata´rios sa˜o aqueles onde na˜o existe um destino previ-
amente especificado para cada pacote gerado por um nu´cleo, logo, esses padro˜es exibem
um baixo grau de localidade espacial e uma localidade temporal varia´vel ao decorrer da
execuc¸a˜o. Segundo Duato, Yalamanchili e Ni (2003), Tedesco (2005) e Zeferino et al.
(2007) sa˜o eles:
• Uniforme: todos os nodos teˆm a mesma probabilidade de serem destinos. Cada
fonte emite o mesmo nu´mero de pacotes a todos os demais nodos.
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• Na˜o-Uniforme: a probabilidade de um nodo enviar pacotes para seus vizinhos e´
o dobro em relac¸a˜o aos nodos restantes, ou seja, a probabilidade diminui com a
distaˆncia entre eles.
• Local: todos os nodos vizinhos tem a mesma probabilidade de serem destinata´rios
e recebem o mesmo nu´mero de pacotes. Contudo, na˜o ha´ comunicac¸a˜o entre no-
dos adjacentes, ou seja, em uma rede intra-chip que utiliza este padra˜o os nu´cleos
conectados a um roteador somente trocara˜o informac¸o˜es entre si.
4.1.2 Padro˜es com u´nico destinata´rio
Os padro˜es com u´nico destinata´rio sa˜o aqueles em que os nu´cleos enviam pacotes
para um enderec¸o espec´ıfico e sem altera´-lo ao longo da execuc¸a˜o, portanto, estes padro˜es
exibem alta localidade temporal e a localidade espacial varia de acordo com a distri-
buic¸a˜o utilizada. Estes padro˜es sa˜o largamente visualizados em arquiteturas paralelas e
podem ser aplicados a`s NoC devido suas similaridades. As subsec¸o˜es seguintes descre-
vem as distribuic¸o˜es apresentadas no trabalho de Tedesco (2005) e pelos autores Duato,
Yalamanchili e Ni (2003).
4.1.2.1 Bit-reversal
Na distribuic¸a˜o bit-reversal, o nodo que possui coordenadas no formato bina´rio
an−1, an−2, ..., a1, a0, comunica-se com o nodo a0, a1, ..., an−2, an−1, conforme demonstra
a Figura 47.
Figura 47 – Distribuic¸a˜o espacial bit-reversal.
Fonte: adaptada de (TEDESCO, 2005).
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4.1.2.2 Perfect Shuﬄe
Na distribuic¸a˜o perfect shuﬄe, o nodo que possui coordenadas no formato bina´rio
an−1, an−2, ..., a1, a0, comunica-se com o nodo an−2, an−3, ..., a0, an−1, ou seja, ocorre a
rotac¸a˜o de 1 bit para a esquerda. A Figura 48 ilustra o diagrama de fluxo deste padra˜o.
Figura 48 – Distribuic¸a˜o espacial perfect shuﬄe.
Fonte: adaptada de (TEDESCO, 2005).
4.1.2.3 Butterfly
Na distribuic¸a˜o butterfly, o nodo com coordenadas an−1, an−2, ..., a1, a0, comunica-se
com o nodo a0, an−2, ..., a1, an−1, ou seja, ha´ a troca dos bits mais e menos significativos,
como mostra a Figura 49.
Figura 49 – Distribuic¸a˜o espacial butterfly.
Fonte: adaptada de (TEDESCO, 2005).
4.1.2.4 Matrix Transpose
Na distribuic¸a˜o matrix transpose, o nodo que possui coordenadas no formato bina´rio
an−1, an−2, ..., a1, a0, comunica-se com o nodo an
2
−1, ..., a0, an−1, an
2
, ou seja, ha´ a rotac¸a˜o
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de n
2
bits para a esquerda, onde n e´ o nu´mero de bits que identificam o nodo. A Figura
50 ilustra este padra˜o.
Figura 50 – Distribuic¸a˜o espacial matrix transpose.
Fonte: adaptada de (TEDESCO, 2005).
4.1.2.5 Complemento
Na distribuic¸a˜o complemento, o nodo que possui coordenadas no formato bina´rio
an−1, an−2, ..., a1, a0, comunica-se com o nodo a0, a1, ..., an−2, an−1,, ou seja, todos os bits
tem seus valores invertidos. A Figura 51 ilustra o diagrama de fluxo deste padra˜o.
Figura 51 – Distribuic¸a˜o espacial complemento.
Fonte: adaptada de (TEDESCO, 2005).
4.2 CARGA OFERECIDA
A carga oferecida corresponde ao percentual de ocupac¸a˜o do canal e relaciona a taxa
de injec¸a˜o dos dados por um determinado nu´cleo com a capacidade total do canal que
conecta o mesmo nu´cleo a` rede (TEDESCO, 2005).
A taxa de injec¸a˜o dos dados pode ser estabelecida dentro de um quadro com as
seguintes possibilidades: (i) o tamanho dos pacotes e´ fixo e o intervalo de tempo entre
o te´rmino do envio de um pacote e o in´ıcio do pro´ximo e´ varia´vel; (ii) variar o tamanho
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dos pacotes e fixar o intervalo entre eles; (iii) o tamanho dos pacotes e´ fixo e varia-se o
intervalo de sa´ıda entre eles. A Figura 52 ilustra os paraˆmetros relativos a` taxa de injec¸a˜o.
Figura 52 – Paraˆmetros relativos a` taxa de injec¸a˜o.
Fonte: (TEDESCO, 2005).
No que diz respeito a`s NoC’s, o paraˆmetro que define o tamanho dos pacotes esta´
diretamente ligado a` quantidade de flits que compo˜em estes pacotes. Os autores Bolotin
et al. (2004) classificam o tra´fego da rede QNoC dentro de quatro grupos com base na
quantidade me´dia de flits dos pacotes, como demonstra a Tabela 5. Assim, a carga
oferecida pode, ainda, variar entre um destes grupos, de acordo com a aplicac¸a˜o e o
tamanho dos pacotes.
Tabela 5 – Classificac¸a˜o dos tra´fegos na rede QNoC.
Tipo Tamanho me´dio (flits)
Signaling 2
Real-Time 40
RD/WR 4
Block-Transfer 2000
Fonte: adaptada de Bolotin et al. (2004).
4.3 MODELAGEM DE TRA´FEGO
A modelagem de tra´fego objetiva introduzir propriedades probabil´ısticas de aplicac¸o˜es
reais a` gerac¸a˜o de tra´fego. Para atingir tal objetivo, alteram-se os paraˆmetros da carga
oferecida para atingir certo grau de realismo a`s simulac¸o˜es (TEDESCO, 2005).
No modelo de tra´fego constante, os pacotes sa˜o gerados a uma taxa fixa. Este e´ o
modelo mais utilizado nas avaliac¸o˜es das redes de interconexa˜o que simulam as aplicac¸o˜es
com tra´fego de sinais telefoˆnicos digitalizados na˜o-compactados e streams de a´udio e v´ıdeo.
O modelo ON-OFF implementa per´ıodos de atividade e inatividade. Nos per´ıodos de
atividade, o nu´cleo fonte gera pacotes de tamanho fixo em intervalos regulares, enquanto
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que nos per´ıodos de inatividade na˜o sa˜o injetados pacotes. De acordo com Pande et al.
(2005), esta modelagem pode ser combinada com a distribuic¸a˜o de probabilidade Pareto
e ser utilizada para simular aplicac¸o˜es de v´ıdeo e redes computacionais.
O modelo Markov ON-OFF segue as mesma premissas do modelo ON-OFF con-
vencional, pore´m, os dados sa˜o gerados a uma taxa r nos per´ıodos de atividades, esta
especificada pelo estado corrente da fonte de tra´fego em uma cadeia de Markov, ilustrada
pela Figura 53. Os paraˆmetros α e β indicam as probabilidades de mudanc¸a do estado
da fonte.
Figura 53 – Cadeia de Markov.
Fonte: (TEDESCO, 2005).
Uma Cadeia de Markov e´ um processo em que a probabilidade de estar em um certo
estado em um tempo futuro pode depender do estado atual do sistema, mas na˜o dos
estados em tempos passados (GRIGOLETTI, 2011). Em outras palavras, dado o estado
atual do sistema da Cadeia de Markov, o pro´ximo estado e´ independe do passado, mas
pode ou na˜o depender do estado presente.
Uma das mais importantes caracter´ısticas exibidas por muitas cadeias de Markov e´
um comportamento de equil´ıbrio em longo prazo. Esta propriedade, denominada memo´ria
Markoviana, faz com que a distribuic¸a˜o da cadeia de Markov permanec¸a aproximadamente
a mesma em um certo per´ıodo, apo´s um longo tempo de execuc¸a˜o (NEVES, 2014). Isso
significa que, em longo prazo, as probabilidades de o sistema estar em cada um dos va´rios
estados pouco ou nada variam a` medida que o tempo passa.
O modelo para gerac¸a˜o de tra´fegos pode, ainda, fazer uso de um tipo especial da
Cadeia de Markov em que nem todos os estados sa˜o perfeitamente conhecidos. Os deno-
minados modelos de Markov escondidos surgiram originalmente no domı´nio de reconhe-
cimento da fala e atualmente teˆm sido empregados em modelos de computac¸a˜o natural,
em trabalhos sobre visa˜o computacional e reconhecimento de manuscritos, formas, ges-
tos e expresso˜es faciais, como tambe´m na simulac¸a˜o de aplicac¸o˜es do campo da biologia
computacional.
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5 AVALIAC¸A˜O EXPERIMENTAL
Este cap´ıtulo apresenta os resultados obtidos em experimentos realizados com a
rede RTSNoC e e´ dividido em duas sec¸o˜es. A primeira sec¸a˜o discute o funcionamento
da rede implementada em SystemC, da interface de rede e do sistema de monitoramento
apresentados no Cap´ıtulo 3 deste trabalho durante a fase de validac¸a˜o e verificac¸a˜o do
projeto. A segunda sec¸a˜o apresenta os resultados de experimentos com uma rede RTSNoC
simulada, composta por quatro roteadores de oito conexo˜es, ou seja, a rede utilizada
interconecta ate´ vinte e quatro nu´cleos. O objetivo dos experimentos foi obter o tempo
me´dio de entrega dos pacotes em diferentes configurac¸o˜es de tra´fego para, assim, avaliar
o comportamento da rede.
5.1 VALIDAC¸A˜O E VERIFICAC¸A˜O
Para que experimentos com os modelos de tra´fego apresentados no Cap´ıtulo 4 sejam
efetuados, e´ necessa´rio que todos os componentes da rede tenham seu funcionamento
verificado e validado. Para tal, utilizou-se da ferramenta GTKWave, um analisador de
ondas que leˆ arquivos do tipo VCD (DELANGE; HUGUES; DISSAUX, 2012). Este formato e´
um padra˜o na indu´stria para verificac¸a˜o de projetos desenvolvidos em Verilog, especificado
pela normativa IEEE-1364 e com suporte tambe´m no SystemC. As subsec¸o˜es a seguir
discutem os resultados obtidos na fase de verificac¸a˜o e validac¸a˜o de cada componente.
5.1.1 Roteadores da RTSNoC
O primeiro componente a ser validado e´ o roteador da rede RTSNoC. Para isso,
apo´s ser implementado em SystemC, um gerador de est´ımulos foi conectado a` porta norte
do roteador para simular a produc¸a˜o de pacotes. Na porta sudeste, outro gerador de
est´ımulos simula a requisic¸a˜o destes pacotes. A Figura 54 demonstra o ambiente de
verificac¸a˜o utilizado.
De acordo com o que foi apresentado na Sec¸a˜o 2.7 do Cap´ıtulo 2, na˜o ha´ contenc¸a˜o
de recursos na rede RTSNoC, devido a` te´cnica de intercalac¸a˜o de flits adotada na sua
implementac¸a˜o. Se N fluxos esta˜o competindo pelo mesmo canal de sa´ıda em um roteador,
enta˜o cada um de seus flits e´ enviado pelo canal solicitado a cada ciclo de arbitragem de
acordo com a prioridade dada pelo algoritmo. Assim, a lateˆncia ma´xima esperada para o
flit de cabec¸alho Lheader, que pertence a um pacote do fluxo σi e´ dada pela Equac¸a˜o 5.1.
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Figura 54 – Ambiente de verificac¸a˜o do roteador da RTSNoC em SystemC.
Fonte: elaborada pelo autor.
Lheader(i) =
h∑
j=1
2Nj (5.1)
A vaza˜o na rede RTSNoC para um determinado fluxo e´ dada pela expressa˜o Bi =
1
2k
,
enta˜o a lateˆncia da carga u´til e do flit terminador e´ dada pela Equac¸a˜o 5.2, onde k e´ a
quantidade de pacotes que competem pelo mesmo nodo de destino na rede e (f - 1) e´ a
quantidade de flits da carga u´til mais o flit terminador do pacote analisado.
Lpayload;tail(i) =
(f − 1)
1
2k
= 2k(f − 1) (5.2)
A Figura 55 demonstra o gra´fico obtido na ferramenta GTKWave ao simular o
roteador da RTSNoC. Foi explicitado o roteamento de um pacote contendo treˆs flits da
porta norte para a porta sudeste. Como na˜o ha´ mais nenhum pacote competindo por
aquele nodo destino e a quantidade de flits que compo˜e este pacote e´ igual ao valor
mı´nimo, considera-se que as condic¸o˜es de roteamento sa˜o ideais. Portanto, como pode ser
observado naquele gra´fico, e´ gasto apenas um ciclo de clock para rotear um flit. Este e´
comportamento esperado e o roteador e´ validado pelas equac¸o˜es 5.1 e 5.2.
Figura 55 – Gra´fico obtido na validac¸a˜o do roteador da RTSNoC.
Fonte: elaborada pelo autor.
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5.1.2 Memo´rias FIFO
As memo´rias FIFO utilizadas pela Interface de Rede discutidas na Subsec¸a˜o 3.2.3
tambe´m precisaram ter seu comportamento validado antes de serem introduzidas ao pro-
jeto. De forma similar ao roteador da Figura 54, geradores de est´ımulos simularam
operac¸o˜es de leitura e escrita de uma memo´ria com profundidade de oito posic¸o˜es.
Figura 56 – Gra´fico obtido na validac¸a˜o das memo´rias FIFO.
Fonte: elaborada pelo autor.
O gra´fico gerado pelo GTKWave e´ apresentado na Figura 56. A memo´ria inicia
com o flag que indica estado vazio ativo. Ao realizar uma operac¸a˜o de escrita o flag e´
desativado. Quando a memo´ria atinge metade da sua capacidade, apo´s treˆs operac¸o˜es de
escrita, o flag que indica memo´ria parcialmente cheia e´ ativado. Apo´s sete operac¸o˜es de
escrita o flag de memo´ria cheia e´ ativado e permanece assim ate´ que uma operac¸a˜o de
leitura seja feita. Nota-se que o dado apresentado na sa´ıda da primeira leitura e´ igual ao
primeiro dado escrito.Apo´s quatro operac¸o˜es de leitura a FIFO atinge novamente metade
da sua capacidade e apo´s sete leituras, retorna ao estado vazio. A implementac¸a˜o da
memo´ria e´, portanto, validada pelo seu comportamento.
5.1.3 Interface de Rede
A verificac¸a˜o da Interface de Rede ocorreu no mesmo ambiente da Figura 54, com
o nodo conectado a` porta sul do roteador como destinata´rio. A lateˆncia de pior caso da
RTSNoC e´ expressa na Equac¸a˜o 5.3, onde B e´ a profundidade das memo´rias FIFO utili-
zadas na Interface de Rede. Este coeficiente e´ multiplicado por dois, pois sa˜o necessa´rias
duas filas FIFO.
WCLpacket(i) =
h∑
j=1
2Nj + 2k(f − 1) + 2B (5.3)
A adic¸a˜o do coeficiente referente a`s memo´rias FIFO no ca´lculo da lateˆncia e´ jus-
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tificada pelo gra´fico da Figura 57. Os canais de entrada e sa´ıda da Interface de Rede
foram destacados em laranja naquele gra´fico. Nota-se que apo´s inserir este componente
ao roteador da RTSNoC houve um incremento de quatro ciclos de clock para a entrega
de um flit, valor previsto pela Equac¸a˜o 5.3 e referente a`s operac¸o˜es de leitura e escrita
das filas. Ale´m disso, a Interface de Rede eficientemente concatenou os dados inseridos
na rede pelo nu´cleo de orgiem com o seu respectivo enderec¸o, assim como removeu dos
dados entregues ao destinata´rio os campos relativos ao enderec¸o de destino.
Figura 57 – Gra´fico de validac¸a˜o da Interface de Rede.
Fonte: elaborada pelo autor.
5.1.4 Sniffer e Manager
O processo de validac¸a˜o e verificac¸a˜o de ambos Sniffer e Manager transcorreu de
forma simultaˆnea. Um pacote com quatro flits de carga u´til foi enviado da porta nordeste
a` noroeste do mesmo roteador, representado pelas ondas de cor laranja na Figura 54. O
sinal o op sniffer 00nw diz respeito a` entrada descrita na Tabela 4. Percebe-se tambe´m
que o sniffer contabilizou corretamente a quantidade de flits e ciclos de clock gastos na
entrega do pacote, o que valida seu funcionamento. Ademais, como previsto o mecanismo
na˜o alterou a taxa de entrega dos flits ou interferiu no funcionamento do roteador.
Figura 58 – Gra´fico de validac¸a˜o do Sniffer e Manager.
Fonte: elaborada pelo autor.
76
5.2 AVALIAC¸A˜O DO SISTEMA DE MONITORAMENTO
A presente sec¸a˜o descreve a avaliac¸a˜o do sistema de monitoramento. A versa˜o da
rede RTSNoC utilizada nos experimentos e´ demonstrada na Figura 46(a). Esta versa˜o e´
composta de quatro roteadores conectados em malha ortogonal, aptos a realizar ate´ oito
interconexo˜es, com topologia de monitoramento centralizada e todos os vinte e quatro
nu´cleos h´ıbridos, ou seja, tanto enviam quanto recebem dados. Os demais paraˆmetros sa˜o
especificados na Tabela 6.
Tabela 6 – Paraˆmetros da RTSNoC utilizada nos experimentos
Paraˆmetro Especificac¸a˜o
Frequeˆncia do sinal de clock 1GHz
Tamanho da rede 2x2
Quantidade de nu´cleos 24
Largura do campo de payload 32 bits
Roteamento XY esta´tico
Arbitragem Intercalac¸a˜o de flits
Te´cnica adotada no controle de fluxo Baseada em cre´ditos
Profundidade das filas na Interface de Rede 32 posic¸o˜es
Resoluc¸a˜o dos contadores de flits 11 bits
Resoluc¸a˜o dos timers 17 bits
Fonte: elaborada pelo autor.
Os padro˜es utilizados para distribuic¸a˜o espacial dos nu´cleos nos experimentos sa˜o:
complemento, local, uniforme e na˜o-uniforme. Os padro˜es bit-reversal, perfect shuﬄe,
butterfly e matrix transpose na˜o sa˜o considerados nos experimentos, pois, como demons-
trado na Subsec¸a˜o 4.1.2, nestes padro˜es nem todos os nodos da rede injetam pacotes, o
que induz uma largura de banda efetiva menor do que a especificada pela taxa de injec¸a˜o
e dificulta a avaliac¸a˜o dos resultados.
As subsec¸o˜es seguintes apresentam os cena´rios utilizados nos experimentos para ava-
liac¸a˜o do sistema de monitoramento: o primeiro que segue o modelo de tra´fego constante
e injec¸a˜o de pacotes com tamanho fixo; o segundo cena´rio, baseado no modelo ON-OFF
de injec¸a˜o do tra´fego, com pacotes de tamanho randomicamente variado.
5.2.1 Modelo Constante
O primeiro cena´rio de avaliac¸a˜o visa identificar o comportamento da rede nas di-
ferentes distribuic¸o˜es espaciais. Os pacotes injetados seguem a mesma classificac¸a˜o da
rede QNoC apresentada na Tabela 5. O arquivo log gerado pelo manager e´ exemplificado
na Figura 59 e segue o padra˜o CSV para facilitar o tratamento dos dados. A primeira
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coluna deste arquivo e´ referente ao identificador do pacote, seguido do seu fluxo. A ter-
ceira coluna e´ onde esta´ impressa a quantidade de flits com carga u´til daquele pacote,
seguido do tempo de entrega em nanossegundos. Por fim, sa˜o impressos o tipo do pa-
cote e o seu tempo de chegada em nanossegundos. Cabe citar que o manager registra as
informac¸o˜es no arquivo log ordenadamente com base no tempo de chegada dos pacotes.
Como previsto, devido a` te´cnica de intercalac¸a˜o dos flits, os pacotes menores provenientes
de fluxos cr´ıticas foram entregues antes e em um tempo menor que os demais. Ale´m
das informac¸o˜es geradas pelos sniffers, sa˜o impressos no in´ıcio do arquivo o padra˜o de
distribuic¸a˜o avaliado e o tempo total de simulac¸a˜o ao fim.
Figura 59 – Exemplo de um arquivo log gerado pelo Manager.
Fonte: elaborada pelo autor.
Como citado ao longo do desenvolvimento deste trabalho, a rede RTSNoC possui
previsibilidade de lateˆncia, esta calculada por uma equac¸a˜o de pior caso. Portanto, previ-
amente a` execuc¸a˜o dos testes, obteve-se os valores teo´ricos para cada um dos quatro tipos
de fluxo.
Lheader(i) =
h∑
j=1
2Nj = (2× 8) + (2× 8) + (2× 8) = 48 (5.4)
Na rede utilizada nos testes, um pacote pode atravessar ate´ treˆs roteadores, ou
seja, realizar treˆs saltos. A Equac¸a˜o 5.4 descreve a quantidade de ciclos que um flit
de cabec¸alho necessita para atravessar, por exemplo, os roteadores 0→1→3. Naquela
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equac¸a˜o, N representa a quantidade de fluxos que competem pelos mesmos recursos, que
num pior caso e´ igual a` oito.
Lpayload;tail(i) = 2k(f − 1) = 2× 8(2002− 1) = 32016 (5.5)
A Equac¸a˜o 5.5, por sua vez, descreve a quantidade de ciclos que os flits de carga u´til
do tipo block-transfer necessitam para atravessar o mesmo caminho em uma situac¸a˜o de
pior caso. O fator k daquela equac¸a˜o descreve a quantidade de pacotes que competem pe-
los mesmos recursos do roteador, ou seja, para a rede com roteadores que operacionalizam
ate´ oito interconexo˜es, este fator tambe´m sera´ oito no pior caso.
B = 2K(f − p) = 2× 8× (2000− 32) = 31488 (5.6)
Em condic¸o˜es ideais, onde os nu´cleos leem os flits das Interfaces de Rede imedia-
tamente apo´s a indicac¸a˜o da sua chegada e sem a possibilidade de encher os buffers de
memo´ria das filas FIFO, o termo B da Equac¸a˜o 5.6 e´ nulo. Caso contra´rio, verificou-se
que este termo depende da quantidade de flits do pacote (f), da profundidade das filas
FIFO (p) e de um fator K, que diz respeito aos ciclos de clock necessa´rios para a interface
escrever e o nu´cleo ler um pro´ximo flit, e, tambe´m por tal motivo que este fator e´ mul-
tiplicado por 2. Assim, e´ descrito na Equac¸a˜o 5.6 o total de ciclos de clock gastos pelos
geradores de tra´fego do fluxo block-transfer.
WCLpacket(i) =
h∑
j=1
2Nj + 2k(f − 1) + 2B = 48 + 32016 + (2× 31488) = 95040 (5.7)
Por fim, a Equac¸a˜o 5.7 descreve o valor total da lateˆncia de pior caso para os fluxos
do tipo block-transfer. O mesmo racioc´ınio foi utilizados para o ca´lculo do valor teo´rico dos
demais fluxos, detalhados na Tabela 7. Cabe citar que estes valores sa˜o referentes apenas
a` rede utilizada nos experimentos e pode variar de acordo com a topologia utilizada,
geradores de tra´fego utilizados e demais especificac¸o˜es. O valor teo´rico para a lateˆncia
de melhor caso e´ obtida quando um fluxo entre os nu´cleos mais distantes trafega na rede
sem competic¸a˜o, como demonstra a Figura 63.
A taxa de injec¸a˜o (do ingleˆs, injection rate) utilizada nos experimentos e´ demons-
trada na Equac¸a˜o 5.8. Essa taxa relaciona a quantidade de flits injetadas pelos geradores
de acordo com o seu tipo. Uma taxa igual a` 100% significa que todos os vinte e quatro
nu´cleos conetados a` rede sa˜o geradores de fluxos do tipo block-transfer, a base do ca´lculo
por se aquele que demanda mais recursos da rede.
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Tabela 7 – Valores teo´ricos de pior caso para cada tipo de fluxo.
Fluxo Quantidade de ciclos de clock
Signaling 128
Real-Time 2046
RD/WR 256
Block-Transfer 95040
Fonte: elaborada pelo autor.
Figura 60 – Te´cnica adotada para obtenc¸a˜o da lateˆncia de melhor caso.
Fonte: elaborada pelo autor.
IR(%) =
2000x1 + 40x2 + 4x3 + 2x4
24 ∗ 2000 ∗ 100 (5.8)
O gra´fico da Figura 61 ilustra as curvas para o tempo me´dio de entrega obtidos nos
experimentos com cada padra˜o de distribuic¸a˜o espacial dos geradores de tra´fego. Como
o objetivo deste experimento e´ observar o comportamento da rede em diferentes taxas de
injec¸a˜o, alterou-se a proporc¸a˜o dos nu´cleos geradores de pacotes grandes e pequenos. Os
valores teo´ricos de melhor e pior caso tambe´m esta˜o ilustrados naquela figura.
Figura 61 – Tempo me´dio de entrega obtido em cada distribuic¸a˜o x Taxa de injec¸a˜o.
Fonte: elaborada pelo autor.
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O primeiro ponto a ser observado naquele gra´fico, e´ a clara linearidade das curvas,
caracter´ıstica esperada de uma rede que utiliza da te´cnica de intercalac¸a˜o dos flits, di-
ferente de outras redes que tendem a apresentar curvas exponenciais com valores mais
acentuados em taxas de injec¸a˜o maiores que 80%, como demonstra a Figura 62.
Figura 62 – Lateˆncia de uma rede gene´rica.
Fonte: adaptada de (DALLY; TOWLES, 2001).
A distribuic¸a˜o espacial que apresentou melhores resultados foi a Local, ja´ que neste
padra˜o na˜o ha´ comunicac¸a˜o entre roteadores adjacentes. A distribuic¸a˜o Complemento
apresentou valores pro´ximos ao valor teo´rico de pior caso. As outras duas distribuic¸o˜es,
Uniforme e Na˜o-Uniforme, tiveram performance mediana. E´ importante destacar que a
distribuic¸a˜o Na˜o-Uniforme contam com um senso de localidade maior que a Uniforme,
ou seja, naquela distribuic¸a˜o ha´ probabilidade maior de um nu´cleo trocar informac¸o˜es
com seus vizinhos do que com os nu´cleos conetados em roteadores mais distantes, o que
justifica sua maior proximidade com a curva da distribuic¸a˜o Local.
O ramo da programac¸a˜o linear consiste em solucionar os problemas de maximizac¸a˜o
ou minimizac¸a˜o de uma func¸a˜o objetivo que satisfaz um certo nu´mero de restric¸o˜es (NE-
VES, 2014). A linearidade do tempo de entrega me´dio possibilita a aplicac¸a˜o de me´todos
provenientes da programac¸a˜o linear para otimizac¸a˜o dos resultados. Os valores teo´ricos
de pior e melhor caso atuam como as restric¸o˜es do problema. Graficamente, a regia˜o deli-
mitada por aqueles limiares e´ denominada fact´ıvel, como demonstra a Figura 63, pois um
algoritmo de otimizac¸a˜o linear busca dentro daquela regia˜o um valor o´timo para a func¸a˜o
objetivo. Em uma aplicac¸a˜o real, as informac¸o˜es obtidas pelo sistema de monitoramento
aliadas aos valores teo´ricos calculadores podem ser utilizadas por me´todos que visem oti-
mizar a distribuic¸a˜o espacial dos nu´cleos e, consequentemente, melhorar o tempo me´dio
de entrega dos pacotes. A computac¸a˜o reconfigura´vel pode ser utilizada em conjunto a`
programac¸a˜o linear para operacionalizar a redistribuic¸a˜o dos nu´cleos na rede.
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Figura 63 – Demonstrac¸a˜o da regia˜o de valores fact´ıveis.
Fonte: elaborada pelo autor.
O modelo constante de gerac¸a˜o do tra´fego possibilita a mensura do tempo total
de simulac¸a˜o dos experimentos para cada taxa de injec¸a˜o e cada padra˜o de distribuic¸a˜o,
expresso na Figura 64. Nota-se que as curvas de todos os padro˜es convergem para um valor
constante a partir de uma determinada taxa de injec¸a˜o. Como esperado, a distribuic¸a˜o
Local demandou menor tempo de simulac¸a˜o e convergiu em taxas menores que os demais.
Figura 64 – Tempo de simulac¸a˜o obtido em cada distribuic¸a˜o x Taxa de injec¸a˜o.
Fonte: elaborada pelo autor.
Os resultados do tempo total de simulac¸a˜o podem ser confrontados com a lateˆncia
esperada de uma rede que utiliza da te´cnica de intercalac¸a˜o dos flits. Na Figura 69 sa˜o
apresentadas as curvas esperadas da lateˆncia de uma rede que utiliza alguma te´cnica de
melhor esforc¸o e de uma rede com intercalac¸a˜o de flits. Aquela de melhor esforc¸o apresenta
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resultados exponenciais com o aumento da taxa de injec¸a˜o, ja´ a de intercalac¸a˜o dos flits
tenta amenizar a lateˆncia e convergir os resultados para um valor constante.
Figura 65 – Lateˆncia de uma rede puramente best-effort x Lateˆncia de uma rede com
intercalac¸a˜o de flits.
Fonte: (BEREJUCK, 2015).
5.2.2 Modelo ON-OFF
O segundo cena´rio de avaliac¸a˜o objetiva avaliar se as mesmas propriedades veri-
ficadas no modelo constante de injec¸a˜o do tra´fego sa˜o observa´veis em ambientes mais
dinaˆmicos. O modelo ON-OFF foi escolhido por ser uma representac¸a˜o dos sistemas
multimı´dia reais com pacotes de tamanhos variados ao longo da execuc¸a˜o.
A gerac¸a˜o dos pacotes de forma randoˆmica significa que na˜o existe correlac¸a˜o entre
amostras subsequentes. Os autores James et al. (2013) demonstram que uma forma de
determinar se as amostras de um conjunto de dados sa˜o correlacionados e´ pela ana´lise do
“coeficiente de correlac¸a˜o”, dado pela equac¸a˜o:
r =
∑N
j=1
(xi−x¯)(yi−y¯)
N−1√∑N
j=1
(xi−x¯)2
(N−1) .
√∑N
j=1
(yi−y¯)2
(N−1)
(5.9)
em que N e´ a quantidade de amostras do conjunto de dados, x e y sa˜o as amostras
subsequentes, x¯ e y¯ sa˜o os valores me´dios das amostras. A expressa˜o do numerador
da Equac¸a˜o 5.9 e´ a covariaˆncia entre amostras subsequentes x e y, e o denominador e´ o
produto do desvio padra˜o dessas amostras. O coeficiente de correlac¸a˜o mede a intensidade
da relac¸a˜o entre as amostras de um conjunto de dados e pode variar entre −1 e +1. Os
autores James et al. (2013) dividem o tipo de relac¸a˜o da seguinte forma:
• Se (r = +1): correlac¸a˜o perfeitamente positiva;
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• Se (+1 < r < 0): relac¸a˜o positiva;
• Se (r = 0): nenhuma relac¸a˜o;
• Se (0 > r > −1): relac¸a˜o negativa;
• Se (r = −1): correlac¸a˜o perfeitamente negativa.
Figura 66 – Sinal amostrado com coeficiente de correlac¸a˜o alto.
Fonte: elaborada pelo autor.
Na Figura 66 e´ apresentado o histograma de um conjunto de dados obtidos por
amostragem em um sinal cossenoidal com relac¸a˜o positiva. O coeficiente de correlac¸a˜o
resultante deste sinal e´ de 0, 995, ou seja, alta.
Figura 67 – Experimento com pacotes varia´veis no padra˜o Complemento.
Fonte: elaborada pelo autor.
O gra´fico ilustrado na Figura 67 relaciona o tamanho dos pacotes gerados no expe-
rimento com a distribuic¸a˜o Complemento e a curva do tempo me´dio de entrega obtida.
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Ao observar este gra´fico, percebe-se que de fato da RTSNoC e´ linear e proporcional aos
tamanhos do pacotes, com a curva do tempo me´dio da entrega daqueles pacotes atingindo
picos similares ao histograma dos seus tamanhos. O gra´fico da Figura 68 relaciona da
mesma forma os resultados obtidos com a distribuic¸a˜o Local. Como esperado, esse padra˜o
apresentou um tempo me´dio de entrega muito menor que a distribuic¸a˜o Complemento.
Figura 68 – Experimento com pacotes varia´veis no padra˜o Local.
Fonte: elaborada pelo autor.
Figura 69 – Experimento com pacotes varia´veis no padra˜o Uniforme.
Fonte: elaborada pelo autor.
A Figura 69 e a Figura 70 demonstram os gra´ficos das distribuic¸o˜es Uniforme e Na˜o-
Uniforme, respectivamente, que apresentaram performance mediana nos experimentos
com o modelo de tra´fego constante e comportamento similar nos experimentos com o
modelo ON-OFF. E´ importante notar que a curva do tempo me´dio de entrega na˜o teve o
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mesma forma que o histograma dos pacotes em determinados momentos no padra˜o Na˜o-
Uniforme. Isso comprova de forma visual o comportamento desta distribuic¸a˜o, em que as
probabilidades de ser destinata´rio dos nu´cleos varia ao longo da execuc¸a˜o com momentos
em que a localidade e´ mais forte, o que acarreta na queda da curva do tempo de entrega.
Figura 70 – Experimento com pacotes varia´veis no padra˜o Na˜o-Uniforme.
Fonte: elaborada pelo autor.
A Tabela 8 mostra os resultados obtidos nas avaliac¸o˜es anal´ıticas com os conjuntos de
dados citados nesta subsec¸a˜o. Ao observar os valores obtidos, pode-se dizer que os quatro
conjuntos de dados podem ser considerados randoˆmicos. Ale´m disso, pode-se afirmar que
o gerador de tra´fego proposto e´ adequado para gerar fluxos de dados similares aos sistemas
multimı´dias.
Tabela 8 – Coeficiente de correlac¸a˜o entre os quatro sinais avaliados.
Sinal Coeficiente de correlac¸a˜o Correlac¸a˜o
Figura 66 0,995 Alta
Figura 67 -0,042 Baixa
Figura 68 0,081 Baixa
Figura 69 -0,164 Baixa
Figura 70 0,025 Baixa
Fonte: elaborada pelo autor.
Em um cena´rio com geradores de tra´fego randoˆmicos a forma de adaptabilidade dos
roteadores pode ser feita estatisticamente, atrave´s do controle de processos estoca´sticos,
com base nas informac¸o˜es obtidas pelo sistema de monitoramento. Um processo es-
toca´stico e´ uma sequeˆncia de varia´veis aleato´rias indexadas por algum elemento T, ou
seja, um processo estoca´stico nada mais e´ que uma colec¸a˜o de varia´veis aleato´rias que
descrevem o comportamento de algum processo com o passar do tempo (SOUZA, 2013).
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Algoritmos adaptativos aproveitam-se de duas caracter´ısticas dos processos estoca´sticos
para controla´-los: a sua periodicidade em tempos regulares e discretos; o fato que um pro-
cesso estoca´stico evolui de um estado para outro dependentemente apenas do seu u´ltimo
estado, e consequentemente independentemente dos demais. O autor Souza (2013) cita,
ainda, que os denominados processos Markovianos, aqueles modelados pela cadeia de
Markov da Figura 53, possuem a peculiaridade de serem irrelevantes os estados anteriores
para a predic¸a˜o do estado seguinte, desde que o estado atual seja conhecido. Esta propri-
edade e´ denominada memo´ria Markoviana e pode, tambe´m, ser utilizada por algoritmos
adaptativos no controle dos estados de tra´fegos randoˆmicos, pois apo´s um longo per´ıodo
de execuc¸a˜o os resultados pouco se alteram.
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6 CONSIDERAC¸O˜ES FINAIS
Este Trabalho de Conclusa˜o de Curso relatou as atividades de pesquisa relacionadas
ao uso de um sistema na˜o-intrusivo para monitoramento da entrega de pacotes em redes
intra-chip, baseado nos conceitos da observabilidade computacional. Foi feito um estudo
sobre as principais redes publicadas ate´ o momento voltadas para sistemas de tempo real
ou que oferecem alguma te´cnica de garantia ao QoS.
A rede RTSNoC foi o objeto de pesquisa deste trabalho, por esta ser uma rede com
previsibilidade da lateˆncia de pior caso para fluxos de tempo real hard. Esta rede garante
um tempo de entrega baixo para fluxos de pequenos pacotes, entretanto, aplicac¸o˜es como
multimı´dia onde os fluxos sa˜o em maioria caracterizados como de melhor esforc¸o a rede
oferece uma lateˆncia me´dia. Um fator que aperfeic¸oaria os resultados apresentados pela
RTSNoC e´ a explorac¸a˜o em tempo de execuc¸a˜o do senso de localidade, ao reconfigurar o
posicionamento dos nu´cleos que comunicam-se com maior frequeˆncia no mesmo roteador
ou roteadores pro´ximos.
O conceito de computac¸a˜o reconfigura´vel faz-se necessa´rio na rede RTSNoC. Todo
mecanismo auto-adaptativo ou sistema reconfigura´vel precisa de uma base para a to-
mada de deciso˜es. Assim, propoˆs-se a introduc¸a˜o de te´cnicas provenientes do campo da
observabilidade computacional como soluc¸a˜o para tal problem. As hipo´teses levantadas
afirmaram que era poss´ıvel integrar mecanismos a` rede capazes de monitorar a entrega
de pacotes e fornecer informac¸o˜es relativas ao tra´fego para um gerenciador ou algoritmo
adaptativo.
A primeira contribuic¸a˜o deste trabalho e´ ter apresentado um sistema de monito-
ramento completamente na˜o-intrusivo que utiliza de recursos pro´prios para transporte,
armazenamento e avaliac¸a˜o das informac¸o˜es obtidas, sem interferir no funcionamento dos
componentes ligados ao servic¸o de roteamento. A rede RTSNoC exigia a integrac¸a˜o de
tal sistema para que so´ enta˜o comportasse te´cnicas de adaptabilidade.
Atrave´s de experimentos realizados com diferentes distribuic¸o˜es espaciais de nu´cleos
conectados a` rede e modelos para gerac¸a˜o de tra´fego, foi validado o funcionamento do
sistema de monitoramento e identificado alguns padro˜es de comportamento da RTSNoC.
A segunda contribuic¸a˜o deste trabalho foi, portanto, comprovar pelos resultados obtidos
com tais experimentos que de fato a distribuic¸a˜o espacial dos nu´cleos e o tamanho dos
pacotes de seus fluxos sa˜o as me´tricas de maior influeˆncia no aumento da lateˆncia na
RTSNoC. Ale´m disso, o relato´rio gerado pelo Gerente de Rede tambe´m demonstrou que
o algoritmo de intercalac¸a˜o dos flits adotado na arbitragem garante o suporte a` QoS.
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Uma terceira contribuic¸a˜o esta´ relacionada ao fato da RTSNoC ter sido portada da
linguagem VHDL de s´ıntese e descric¸a˜o de hardware para o SystemC, uma linguagem mais
dinaˆmica e largamente utilizada na avaliac¸a˜o do desempenho de redes para interconexa˜o.
Pelo que foi exposto, conclui-se que a rede RTSNoC e´ uma alternativa eficaz de
interconexa˜o entre elementos de processamento, que oferece previsibilidade de pior caso
para aplicac¸o˜es de tempo real e que o sistema de monitoramento apresentado neste traba-
lho pode fornecer o suporte necessa´rio para introduzir me´todos de otimizac¸a˜o, te´cnicas de
computac¸a˜o reconfigura´vel, escalonamento de tarefas, redistribuic¸a˜o de carga, e controle
de processos estoca´sticos, todos os quais visam aperfeic¸oar o valor da lateˆncia me´dia dos
fluxos de melhor esforc¸o.
6.1 TRABALHOS FUTUROS
Durante o desenvolvimento deste Trabalho de Conclusa˜o de Curso foram observadas
algumas questo˜es que abrem possibilidades de novas pesquisas envolvendo a RTSNoC e o
sistema de monitoramento integrado.
O tempo me´dio de entrega dos pacotes provou ser linear na rede utilizada nos ex-
perimentos, o que abre margem para a explorac¸a˜o de me´todos otimizadores provenientes
do ramo da programac¸a˜o linear. O uso de computac¸a˜o reconfigura´vel pode, agora, ser
uma alternativa interessante a ser verificada junto a` otimizac¸a˜o, ao operacionalizar a
redistribuic¸a˜o dos nu´cleos nos roteadores da rede em tempo de execuc¸a˜o.
O armazenamento e ana´lise on-chip dos dados fornecidos pelos mecanismos de mo-
nitoramento e´ outra questa˜o que tambe´m necessita ser verificada com maior atenc¸a˜o.
Esta e´ uma te´cnica largamente adotada em algoritmos de roteamento adaptativos, outro
tema relevante para um trabalho de investigac¸a˜o cient´ıfica agora que a rede conta com
um sistema de realimentac¸a˜o das informac¸o˜es de tra´fego.
A investigac¸a˜o do controle de processos estoca´sticos e´ outro tema a ser pesquisado em
redes com tra´fegos randoˆmicos. Em aplicac¸o˜es com fluxos caracterizados por per´ıodos de
atividade curtos e constantes, procedidos por um longo per´ıodo de inatividade tambe´m
bem definido, e´ importante investigar o escalonamento de tarefas ou a distribuic¸a˜o da
carga de pontos congestionados a estes nu´cleos durante os seus per´ıodos de inatividade e,
assim, melhorar a lateˆncia me´dia de melhor esforc¸o.
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