Media strcaming over hest cffort packet networks such as thc lnternct is quite challenging because of the dynamic and unpredictablc available bandwidth, loss rate, and delay. Recently, streaming over multiple paths to provide path diversity has emerged a s an approach to help overcome these problems. This article provides a n overview of the benefits and use of path diversity for media streaming. T h e diffcrent approaches to mcdia coding and streaming over multiple paths a r e examined, togcther with architectures for achieving path diversity between single o r multiple senders and a single receiver. Important examples include using the distributed scrvers in a content delivery network to provide path diversity to a requesting client, using multiple 802.1 1 wireless access points to provide path diversity t o a mobile client, and using rclays to provide low-latency media communication. The design, analysis, and operation of media streaming systems that use path diversity are considered, with emphasis on the accurate pcrformance models needed to select thc best paths or hest servers.
INTRODUCTION
Path diversity is a transmission technique that sends data simultaneously through two o r more paths in a packet-based network. The paths may originate from single 11-61 o r multiple sources [7] [8] [9] . The single-source case in a typical video streaming application is shown in Fig. I 1 1 1 . A more comdex multiole-source scenario is illustrated in Fig. 2 [XI. ' The use of multiole oaths through the transDiversity techniques have been studied for many ycars for wireless communication (e.g., frequency, time, and spatial divcrsity). However? path diversity over packet networks received limited attention until recently. Early work in this arca (c.g., [ I O , 111) focused on reliable d a t a delivery through e r r o r corrcction coding o r retransmission, and is generally performed in the context of multiple virtual circuits on connection-oriented systems such as asynchronous transfer mode (ATM).
A number of thorough experimental studies have demonstrated the great variability in the end-to-end performance observcd over the Internet. This variability is analogous to the variahility of wireless links, and motivates the application of wireless diversity techniques to wircd and wireless Internet communication. Furthcr motivation for the use of multiple paths is that the default (single) path between two nodes on ;i network is often not the best one. For example, a measurement study [ 1 2 ] comparing paths between two hosts on the Internet found that "in 30-80 pcrcent of the cases, there is an alternate path with significantly superior quality'' to the default path, where quality is measured in terms of mctrics such as round-trip-time, loss rate, and bandwidth.
This article outlines the benefits, implementation questions, and open problems associatcd with using path diversity for streaming media delivery. Wc begin by describing two basic components of the path divcrsity systems we conside r : media streaming a n d media coding. W e then survey thc benefits of path diversity in the context of streaming media. Many of these bencfits accrue only for media streaming applications and have no dircct analogy, for example, to benefits associatcd with classical wireles!; diversity. We thcn describe various architect u r e s that support path diversity, including source routing, overlay networks, and IEEE 802.1 1 wireless infrastructure. Lastly, we cons i d e r a variety of research problems in t h e design, analysis, and operation of path diversity systems. 
BUILDING BLOCKS FOR MEDIA STREAMING
This section descrihes the gcncral problem of media streaming, focusing in particular on how it differs from transporting generic data. We then provide an overview of conventional singledescription, scalable, and multiple-dcscriplion compression techniqucs, which are important ingredients in streaming methods that exploit multiple transport paths.
MEDIA STREAMING
The problem of streaming media such as voice and video over hest effort packet networks is complicated by a number of factors. Unlike static content delivery o r file download, streaming involves the simultaneous delivery and playback of media a n d is characterized by delay conbtraints on each transmitted packet. Packcts that arrive after their decoding or display deadline are useless. These inevitable packet losses arc not necessarily fatal; most media streams h a w some tolerance to packet loss, albeit limited by the use of temporally prcdictive compression.
Delay constraints and tolerance to loss are primary factors that distinguish media streaming from ordinary data transport. If the delay constraints arc loose relative to typical transport and decoding delays, for example more than a few seconds, then mcdia can be delivered using mechanisms that resemble file download. Download is convenient for delivering pre-encoded objects of small s i x such as images o r short audio clips.
Larger objects, such as video clips. require long download times and significant.storagc at thc rccciver. A hcttcr approach to delivering these objects is streaming, which involves splitting the object into parts, transmitting the parts in succession, and decoding and playing back the parts as they are received.
Strcaming is the only option for live (mcaning not prcrccorded) media ohjects. Convcrsational o r interactive applications have particularly light delay constraints, typically 100 ms o r less. Meeting these constraints in the presence of packet losses, queuing dclays, and nctwork outages is quite challenging, and provides motivation for some of the path diversity techniques that follow.
Note that conventional approaches to ovcrcoming packet loss and network outagc in data delivery, such as rcliablc transport via TCP, generally are not possible for streaming because persistcnt retransmissions lead to excessive delay. Moreover, many applications (e.g., multicast o r broadcast) lack a back channel o r other means of retransmission.
MEDIA CODING: SINGLE-DESCRIPTION, SCALABLE, AND MULTIPLE-DESCRIPTION
Convcntional single-description (SD) video coding algorithms (e.g., MPEG-l/2/4 and H.2611314) compress video into a single hitstream. In scalable (also called layered) coding, video is codcd into multiplc hitstreams, beginning with a base layer that provides low but usable quality, and one o r morc cnhancement layers that improve quality. The scalahle coding bitstreams are partially ordered, and different subsets can represent thc video at different spatial, temporal, o r amplitude resolutions and fidelities. Applications and networks that support prioritization can exploit scalable coding by assigning higher delivery priorities to coding layers that a r e more important. In best effort networks like the Internet, however, all packets arc cqually likely to he lost o r dclayed. This fundamcntal mismatchprioritized data on a nonprioritized networkmakcs scalable coding by itself difficult to exploit using the Internet.
Multiple The relative compression efficiencies of SD, scalable, and MD coding depend on the media type. For image and audio sources scalable coding can bc as efficient as SD coding, and many new coding standards (e.g., JPEG-2000) are scalable. In addition, scalable image or audio coding may he combined with unequal error protection (UEP) to provide an cfficient MD-like system: more redundancy is allocated to high-priority data than to low-priority data, improving t h e probability that the high-priority data is correctly received. For video sources both scalable coding and MD coding are currently less efficient than SD coding; however, they providc valuable properties for strcaming, and are active areas of research.
BENEFITS OF PATH DIVERSITY
Streaming over multiple paths can provide several types of benefits depending on how the paths are used. In this section we briefly describe some o f these bencfits, as itemized in Table 1 . F o r simplicity we assume ideal path diversity whcl'e each p a t h . i s independent with identical attributes. The case of realistic paths is exaniined later.
A straightforward benefit of multide vaths is ~~~ ~ increased lbandwidth available by using GI paths at once. A complcmcntary benefit is load balancing: decrcasing per-path bandwidth by splitting a stream across multiple paths. Anothcr henefit of path diversity is reduceii variability of packet losses, for example, reduced excursions between periods of no loss and high loss that are common on the Internet. The endto-end application sees the average network behavior across thc paths, which generally has reduced variability. This reduced variability enables methods of combating losses, such a s forward error correction (FEC), to becume more effcctive (7, 131.
FEC adds specialized interpacket redundancy that enables data rccovery up to a loss threshold. T h e amount of redundancy can bc adjusted dynamically to compensate for changes in the loss ratc, but adaptation is problematic when the nctwork changes quickly: FEC is inevitably overdesigned (and thcrefore inefficient) or underdesigned (and thercfore ineffective). Combining FEC with long interleaving also helps combat loss variability, but the added delay makes interleaving unsatisfactoiy for media streaming. Path diversity may be viewed as a form of interleaving across paths rather than across time. Path diversity with FEC provides bencfits similar to time interleaving with FEC, but with smaller associated delay.
Path diversity also reduces the frequency and length of burst losses (i.e., losses of consecutive packets). Distributing packets across multiple paths increases the interpacket spacing on each path, and therefore for a network congestion event of a given duration fewer packets are lost.
Reducing burst losses provides a number of benefits for media streaming. For example, for vidco it is easier to recover from multiple isolated losses than from an equal number of consecutive losses [I] . For two paths with equal average packet loss rates, sending even packets on one path and odd packets on the other has no effect on the cnd-to-end loss r a t e but does reduce burst losses. This provides 0. Packets sent over independent paths are unlikely to suffer simultaneously from large packet delays. In heuristic terms, the probability of a bad delay event improves from p to p2 when the minimum of two path delays governs whether information is late. We term this effect queue diversity because network delays are often due to backlogged queues, and to emphasize the benefit o f multiple parallel queues. Queue diversity offers little benefit for loss-intolerant data because the receiver must wait for all packets from all paths. In contrast, loss-tolerant delayintolerant voice or video stream remain useful when only some packets arrive promptly. The affected stream may realize the minimum of two or more path delays (effectively chopping off the long tails in the end-to-end delay distribution), albeit at some loss in quality. Examples of such delay reduction include MD voice over IP (VolP) 12) and SD video over 802.11 wireless networks [SI.
ARCHITECTURES FOR PATH DIVERSITY
This section examines different architectures for media streaming with path diversity over packet networks. Specifically, we discuss the different media coding approaches and how thcy can be coupled with path diversity; two approaches for path diversity from a single sender to a single receiver; the use of the distributed infrastructure of a CDN to stream from multiple senders to a single receiver; and the use of multiple paths in an ad hoc wireless network.
SD VS. SCALABLE VS. MD CODING
Effective media streaming with path diversity requires careful co-design of the compression ;and path diversity components. T h e coding approaches reviewed earlier provide a number of trade-offs, and there are many open research questions as to when each is preferable. In general, the answer depends crucially on the context, such as the specific media type, source coder, required playback delay, use of retransmissions or FEC, transmission over best-effort or QoS-enabled network, and whether the transmission is unicast or multicast.
For example, while (prioritized) scalahlc coding is not a good match to the (unprioritized) best effort Internet, the ability to perform prioritized rctransmission or unequal error protection at the end hosts can provide a virtual end-to-end channel that can better exploit the scalable coding properties. As a further example, the combination of M D coding and path diversity was first proposed for feedhack-free video applications over lossy packet networks where either the delay of retransmission or FEC is not acceptable 
SINGLE-SENDER PATH DIVERSIW
Path diversity can be achieved over a packet network by explicitly sending packets through diffcrent nctwork paths. In certain circumstances it is possible to specify the set of nodes or "source route" for each packet to traverse. Path diversity can then bc achieved by explicitly specifying different source routes for different subsets of packets. While 1P source routing is theoretically straightforward, there are a number of problems that limit its use in the current Internet, although it may be useful within a private network. It has becn argued that IF'vh may allow source routing to be adopted more widely. Another approach to explicitly send different streams over different paths is t o send each stream to a different relay placed at a strategic node in the network, where each relay performs a simple fonvarding operation [1, 131. The relay infrastructure appears promising for today's Internet, and corresponds to an application-specific overlay network on top of the conventional Internet. T h e proposed system routes traffic through semi-intelligent nodes at strategic locations, thereby providing a service of improved reliability while leveraging the infrastructure of the Internet. These paths should be selected to avoid joint bottleneck links, as discussed later.
MULTIPLE-SENDER PATH DIVERSITY
CDNs have been widely used t o provide low latency, scalability, fault tolerance, and load balancing for the delivery of Web content a n d , more recently, streaming media. CDNs improve end-user performance by caching popular content on edge servers located closer to users. This helps prevent semer overload and improves scalability. Furthermore, delivering content from a nearby edge server reduces the rcquest responsc time, the probability of packct loss, and total network resource usage. tributed infrastructure, which can be used t o explicitly achieve path diversity between each client and multiple nearby edge servers, a s in Fig. 2 [8 MD coding with a CDN can provide improved reliability t o packet losses, l i n k outages, and scrvcr failurcs. This system i s referred to as a multiple-description streaming media CDN, or an MD-CDN. An MD-CDN operates in the following manner 181. The media is coded into multiple complementary dcscriptions that a r e distributed across different servers in the CDN. When a client requests a stream, complementary descriptions a r e simultaneously sent from differcnt nearhy sewers through different network paths. This architecture simultaneously reaps the henefits of path diversity and CDNs.
Thc multiple servers in a CDN Cdn also provide path divcrsity with SD coding and FEC [7j.
In this cdsc, the content is replicated on multiple mirror scrvcrs, and multiple servers stream disjoint sets of SD and FEC packcts to the single client. As discussed earlier, the reduced variability of losses afforded hy path diversity makes FEC morc efficient.
PATH DIVERSITY OVER WIRELESS NETWORKS
Wireless nctworks are quite challenging for streaming since they generally offer time-varying and unpredictable behavior caused by multiple users; interfercnce, propagation effects, and mobility. At thc network level, thesc effects appear as variable delays, losses, and bandwidths. Wireless links, ruther than the wired infrastructure, are often the bottlenecks. PLS mentioned in the introduction, various forms of diversity have been used for many years to overcome these problems, particularly in the cellular environment.
Wireless LANs such as IEEE 802.11 a r e becoming widespread as they provide simple connectivity and data delivery. One approach to reliable streaming over 802.11 connections, in particular for lowlatency or interactive communication, is to exploit the potential path diversity between each mobile client and multiple 802.11 access points (APs) in the infrastructure [ 5 ] . '4 mobile 802.11 wireless client is-often in range of multiple APs, each offering a different relationship to the client with respect to distance, obstructions, multipath, signal strength, contention, available bandwidth, neighboring interferers, and potential hidden nodes. Figure 3 illustrates the variability seen by a mobile client in an 802.11 network with two APs.
By using multiple paths simultaneously o r switching between multiple paths (site selection) as a function of channel characteristics, our results indicate that significant benefits may be achieved using a wireless path diversity system rather than a conventional single-AP system. These benefits may he achieved using a single client radio on a single channel 
DESIGN, ANALYSIS, AND OPERATION OF MULTIPATH STREAMING SYSTEMS
The prior sections discuss the potential benefits of path diversity for media streaming and highlight scenarios where path diversity arises. This; section discusses issues that arise in effectively designing and using path diversity in streaming media systems.
JOINT A N D DISJOINT PATHS
Multiple paths are not guaranteed in practice to be independent. A path may he expressed ahstractly as a sequence o f links connccted through nodes. Two paths often share links and nodes. The benefits of path diversity do not depend on whether paths are completely disjoint, but rather on whether bottlenecks occur o n shared or disjoint portions. Shared bottlenecks reduce the impact of path diversity, while disjoint bottlenecks do not. Identifying hottlenecks and avoiding them if possible is an important element in effective use of path diversity. 
HOW MANY PATHS TO USE?
How do diversity benefits scale with ttie number of paths, and when is it worthwhile t o use more than one path? This complicated question depends on the specifics of the application, the path diversity benefits one is trying to exploit, and the characteristics of the available paths. For example, for repairable MD video coding, improved error recovery arises with two paths, and while increasing the number of paths helps there are no further jumps in performance. End-to-end network characteristics improve in different ways with the number of paths. Total aggregated bandwidth (in principle) increases additively with the number of -paths. Probability of outage decreases exponentially with t h e n u m b e r o f i n d e p e n d e n t paths. Delay variability, measured in terms of standard deviation, decreases as lidN where N is the number of independent paths. For media streaming in a real-world scenario, we would expect that typically a small number of paths would provide a good balance between complexity and performance.
STREAMING A N D PACKET SCHEDULING

ACROSS ASYMMETRIC PATHS
Different paths may offer different bandwidths, loss rates, and delay characteristics. A path diversity system should compensate for and exploit these asymmetries. The first step is to estimate the characteristics of each path. Path measurement is an active area of research, and many techniques developed for single paths may be applied to the multiple-path case, so we do not cover this topic in further depth. When paths have different, potentially timevarying, available bandwidths, it is important to adapt the rate across paths. In the point-to-point case rate adaptation can be performed in a centralized manner. However, in the multipoint-topoint case a distributed algorithm is generally required. The distributed rate allocation should not only perform appropriate adaptation, but also for SD coding should ensure that the different senders send disjoint sets of packets (no duplication) to the receiver [7] .
Paths with different packet loss rates or delays provide the opportunity t o perform packet scheduling across the paths [9]. For example, more important packets may be sent over the path with the lower packet loss rate. Packets with tight delay constraints may he scnt over the path with shorter delay. Furthermore, real-time video encoding can he adapted to react to the time-varying path characteristics and losses [4].
SELECTING THE BEST PATHS OR BEST SERVERS
As discussed above, the effectiveness of a pair of paths depends less on their lengths than on their shared vs. disjoint topology. Of still greater importance is whether bottlenecks occur o n shared portions. Thus, it may be preferable to have longer paths or longer shared portions of paths if the resulting bottlenecks are not shared. This observation hints at the complexity of the important basic question of how t o select the best paths to use.
Determining the best paths is important for point-to-point multipath streaming, h u t its impact becomes even more a p p a r e n t when streaming from multiple servers, as in the case of a CDN. The fundamental problems that arise when designing and operating a C D N a r e changed in important ways when using multipath streaming [8] . Three key CDN problems are:
-Where to deploy the servers * How to distribute the content -How to select the best server for each client
In a conventional CDN, where each client receives a Stream from a single server over a single path, the above problems are solved by minimizing some notion of distance between a client and a server. However, streaming from multiple servers to a single client, as in an SDor MD-CDN, requires fundamentally different metrics [SI: minimizing distance from each client to multiple servers while maximizing path diversity. Note that minimizing distance to multiple servers and maximizing diversity usually conflict. Accurately evaluating these metrics is necessary to design and operate a CDN that uses path diversity. In addition, the server selection problem must be solved for every client request.
Modeling Path Diversity PerformanceThe above discussion highlights the importance of accurately modeling and predicting the performance of a path diversity system. An accurate model is needed t o select the hest subset of paths from a set of possible paths, select the best subset of servers from a set of possible servers, compare path diversity scenarios, or simply evaluate the merits of a path diversity system relative t o a conventional single-path system.
Determining an appropriate performance model depends on the benefits (reviewed earlier) one intends to capture, and the particular characteristics of the media and the network. In the following we examine the problem of accurately predicting SD and MD video quality over a lossy packet network as a function of path diversity and loss characteristics. Analytical models were proposed in [& 151 and are briefly highlighted here; some attributes of these models may be useful in other scenarios.
Our performance metric is application-level video quality, measured as mean square error (MSE) distortion at the receiver. Different types of packet losses affect conventional SD and MD video differently. The model must therefore distinguish between isolated packet losses, burst losses of various lengths, and, for MD, whether the loss afflicts one or both descriptions at the same time. To account for losses on joint vs. disjoint links, each path is modeled as the concatenation of bursty single links (e.g., 2-state Gilbert model), where each link is separately identified as shared or disjoint.
Modeling media streaming using path diversity is potentially quite complex, as the sender(s) and receiver may be connected through a wide range of different topologies. Sample topologies with one and two senders are illustrated in the top left and top right of Fig. 4 tant end-to-end properties of a path diversity network are captured using the dramatically simplified three-suhpath topologies shown in the bottom of Fig. 4 , where subpaths 1 and 2 a r e formed by the disjoint links along the first and second paths, respectively, and subpath 3 is formed by the joint links along both paths. To summarize, the loss process for two-path path diversity can he accurately modeled by three subpaths, where the associated burst loss behavior of each subpath is derived from the corresponding portion of the original path.
To form a complete application-level performance model, the packet loss model defined by the simplified topologies in Fig. 4 must be coupled with a distortion model for S D a n d MD media streams. The result in the MD case is the finite state model shown in Fig. 5 . T h e f o u r s t a t e s o f t h e model r e p r e s e n t at e a c h point in time whether both descriptions a r e of losses on the joint and disjoint links (withl e.g., 5 percent end-to-end average packet loss rate and average burst length of 1.25 packet:,) when the losses are on disjoint links, MD with path diversity is beneficial; however, if the losses are on joint links, the path diversity gain vanishes and S D sometimes performs better. Sec [B, 151 for more details.
Additional recent work includes 191, which investigates rate-distortion optimized packet transmission schcdules across multiple paths, [6] where fast heuristics are presented for quickly performing path selection when a large numbe.r of candidate path pairs a r e available while accounting for the loss and on-time arrival prohability of each path, and (161, which provides a recent overview of M D video coding and its transport over multiple paths.
SUMMARY
Media streaming with path diversity has gained significant interest in the last few years, as it prw vides valuable benefits for overcoming some of the challenges that afflict hest effort packet networks, including dynamic a n d unpredictable .available bandwidth, delay, and loss rate. Studics have shown promise for both the single sender to single receiver case, and the multiple senders to single receiver case, as in a streaming media CDN, as well as for both wired and wireless nerworks. Path diversity brings us a step closer to feedback-free video streaming, which could simplify a range of applications from low-latency communication to multicast o r broadcast streaming. The combination of media streaming and path diversity provides significant promise, and we look forward to its continuing evolution and adoption.
