We construct realizations of quantum generalized Verma modules for Uq(sln(C)) by quantum differential operators. Taking the classical limit q → 1 provides a realization of classical generalized Verma modules for sln(C) by differential operators.
Introduction
Generalized Verma modules for complex simple finite-dimensional Lie algebras play an important role in representation theory of Lie algebras. They were first introduced by Garland and Lepowsky in [GL76] . The theory was further developed by many authors, see [Lep77b] , [Lep77a] , [RC80] , [Fer90] , [BC90] , [CF94a] , [Fut87] , [Fut86] , [DOF90] , [IS88] , [DMP00] , [Maz00] , [MS08] and references therein. The generalized Verma modules are a natural generalization of the Verma modules defined in [Ver66] , they are obtained by the parabolic induction for a given choice of a parabolic subalgebra. When a parabolic subalgebra coincides with a Borel subalgebra we obtain the corresponding Verma module. The importance of generalized Verma modules was shown in [Fer90] , [Fut87] , [CF94a] , [DMP00] by proving that any weight (with respect to a fixed Cartan subalgebra) simple module over a complex simple finite-dimensional Lie algebra g is either cuspidal or a quotient of a certain generalized Verma module, which in turn is obtained by a parabolic induction from the simple weight module over the Levi factor of the parabolic subalgebra. Let us note that the concept of cuspidality depends whether the weight subspaces have finite or infinite dimension [Fer90] , [Fut87] . Also, the structure theory of generalized Verma modules differs significantly depending on whether the inducing module over the Levi subalgebra is cuspidal or not. The case of cuspidal inducing modules with finite-dimensional weight spaces was fully settled in [MS08] where it was shown that the block of the category of such modules is equivalent to certain blocks of the category O. On the other hand, the classical construction of generalized Verma modules in [GL76] uses finite-dimensional inducing modules over the Levi subalgebra. Such induced modules have certain universal properties but at the same time they are quotients of the corresponding Verma modules.
It is always useful and important to have a concrete realization of simple modules in terms of differential operators. Such realizations for different representations of sl n can be obtained, for instance, via the embedding into the Witt algebra W n−1 [S86] . The purpose of the present paper is to study quantum deformations of the generalized Verma modules and construct realizations of these modules (which are simple generically) by quantum differential operators (Theorem 3.6 and Theorem 3.8). We note that our construction holds for finite and infinite-dimensional inducing modules over parabolic subalgebras. Similar realizations can be be constructed for quantum groups of all types. Taking the classical limit q → 1 provides a realization of classical generalized Verma modules by differential operators.
Throughout the article we use the standard notation N and N 0 for the set of natural numbers and the set of natural numbers together with zero, respectively.
Quantum Weyl algebras
For q ∈ C × satisfying q = ±1 and v ∈ C, the q-number [v] q is defined by
If n ∈ N 0 , then we introduce the q-factorial [n] q ! by
2)
The q-binomial coefficients are defined by the formula
where n, k ∈ N 0 and n ≥ k.
Let us consider an associative C-algebra A. Let σ : A → A be a C-algebra automorphism. Then a twisted derivation of A relative to σ is a linear mapping D : A → A satisfying
for all a, b ∈ A. An element a ∈ A induces an inner twisted derivation ad σ a relative to σ defined by the formula
for all a, b ∈ A. Let us note that also D σ = σ − σ −1 is a twisted derivation of A relative to σ.
Lemma 1.1. Let D be a twisted derivation of A relative to σ. Then we have
for all a ∈ A, where λ a and ρ a denote the left and the right multiplications by a ∈ A, respectively.
Proof. We have
for all a, b ∈ A.
Let V be a finite-dimensional complex vector space and let C [V ] be the C-algebra of polynomial functions on V . Further, let {x 1 , x 2 , . . . , x n } be the linear coordinate functions on V with respect to a basis {e 1 , e 2 , . . . , e n } of V . Then there exists a canonical isomorphism of C-algebras C [V ] and C[x 1 , x 2 , . . . , x n ].
Let q ∈ C × satisfies q = ±1. We define a C-algebra automorphism γ q,xi of C [V ] by
and a twisted derivation ∂ q,xi of C [V ] relative to γ q,xi through
relative to γ q,xi for some i = 1, 2, . . . , n. Then we have
where
Proof. For j = 1, 2, . . . , n satisfying j = i, we have
which implies that D(x j ) = 0 for all j = 1, 2, . . . , n such that j = i. If we set f i = D(x i ), then we get
for all j = 1, 2, . . . , n, which gives us D = f i ∂ q,xi .
Let q ∈ C × satisfies q = ±1. Then based on the previous lemma, we define the quantum Weyl algebra A q V of the complex vector space V as an associative C-subalgebra of End C[V ] generated by x i , ∂ q,xi and γ ±1 q,xi for i = 1, 2, . . . , n. Let us note that the definition of A q V depends on the choice of a basis {e 1 , e 2 , . . . , e n } of V . Moreover, we have the following nontrivial relations
2 Generalized Verma modules
Generalized Verma modules over Lie algebras
Let us consider a finite-dimensional complex semisimple Lie algebra g. Let h be a Cartan subalgebra of g. We denote by ∆ the root system of g with respect to h, by ∆ + a positive root system in ∆, and by Π ⊂ ∆ the set of simple roots.
Let rank g = r and Π = {α 1 , α 2 , . . . , α r }. Then we denote by α ∨ i ∈ h the coroot corresponding to the root α i and by ω i ∈ h * the fundamental weight defined through ω i , α ∨ j = δ ij for all j = 1, 2, . . . , r. We also set
Zα i and
and call Q the root lattice and Q + the positive root lattice. The Cartan matrix A = (a ij ) 1≤i,j≤r of g is given by a ij = α j , α ∨ i . Further, we denote by s i ∈ GL(h * ) the reflection about the hyperplane perpendicular to the root α i . Then we obtain s i (α j ) = α j − a ij α i . Let W g be the Weyl group of g generated by s i for i = 1, 2, . . . , r. Then W g is a finite Coxeter group with generators {s 1 , s 2 , . . . , s r } and the relations
where m ii = 1 and m ij = 2, 3, 4 or 6 for a ij a ji = 0, 1, 2 or 3, respectively, provided i = j. Together with the Weyl group W g it is useful to introduce the (generalized) braid group B g of g. It is an infinite group with generators {T 1 , T 2 , . . . , T r } and the braid relations
for i = j, where m ij = m ji . Let us note that the Weyl group W g is the quotient of B g under the further relations T 2 i = 1 for i = 1, 2, . . . , r. For an element w ∈ W g we introduce the length ℓ(w) by
Let us note that the length ℓ(w) of w ∈ W g is the smallest nonnegative integer k ∈ N 0 required for an expression of w into the form
where i 1 , i 2 , . . . , i k ∈ {1, 2, . . . , r}. Such an expression is called a reduced expression of w if k = ℓ(w). It is well known that there exists a unique element w 0 ∈ W g of the maximal length ℓ(w 0 ) = |∆ + | called the longest element.
The standard Borel subalgebra b of g is defined through b = h ⊕ n with the nilradical n and the opposite nilradical n given by
Moreover, we have a triangular decomposition
of the Lie algebra g. Further, let us consider a subset Σ of Π and denote by ∆ Σ the root subsystem in h * generated by Σ. Then the standard parabolic subalgebra p = p Σ of g associated to Σ is defined through p = l ⊕ u with the nilradical u and the opposite nilradical u given by
and with the reductive Levi subalgebra l defined by
of the Lie algebra g. Furthermore, we define the Σ-height ht
This gives us a structure of a |k|-graded Lie algebra on g for some k ∈ N 0 . Let us note that if
where the last isomorphism of U (u)-modules follows from Poincaré-Birkhoff-Witt theorem.
If l is the Cartan subalgebra h, then p is the Borel subalgebra b. In that case, any simple
Generalized Verma modules over quantum groups
In this section we describe generalized Verma modules for quantum groups. For more detailed information concerning quantum groups see e.g. [Kas95] , [KS97] , [CP94b] . We use the notation introduced in the previous section.
Let g be a finite-dimensional complex semisimple Lie algebra of rank r together with the set of simple roots Π = {α 1 , α 2 , . . . , α r }, the Cartan matrix A = (a ij ) 1≤i,j≤r and d i = 1 2 (α i , α i ) for i = 1, 2, . . . , r, where (· , ·) is the inner product on h * induced by the Cartan-Killing form on g and normalized so that (α, α) = 2 for short roots α ∈ ∆ + . Let q ∈ C × satisfies q di = ±1 for i = 1, 2, . . . , r. Then the quantum group U q (g) is a unital associative C-algebra generated by e i , f i , k i , k −1 i for i = 1, 2, . . . , r subject to the relations
for i, j = 1, 2, . . . , r and the quantum Serre relations
for i, j = 1, 2, . . . , r satisfying i = j, where q i = q di for i = 1, 2, . . . , r. There is a unique Hopf algebra structure on the quantum group U q (g) with the coproduct ∆ :
ε(e i ) = 0,
Moreover, there exists a homomorphism of the braid group B g into the group of C-algebra automorphisms of U q (g) determined by
for i, j = 1, 2, . . . , r and
for i, j = 1, 2, . . . , r satisfying i = j. Let w 0 ∈ W g be the longest element in the Weyl group W g with a reduced expression
where n = |∆ + |. If we set
for k = 1, 2, . . . , n, then the sequence β 1 , β 2 , . . . , β n exhausts all positive roots ∆ + of g. Hence, we define
and
and get elements of U q (g) called root vectors of U q (g) corresponding to the roots β k and −β k for k = 1, 2, . . . , n, respectively.
Let U q (n) and U q (n) be the C-subalgebras of U q (g) generated by the root vectors e i for i = 1, 2, . . . , r and f i for i = 1, 2, . . . , r, respectively. For the quantum group U q (g) we have a direct sum decomposition
(g), the preceding shows that U q (g) is a Q-graded C-algebra. Moreover, this grading induces Q-grading on the C-subalgebras U q (n) and U q (n) as well. In particular, we have
Further, we denote by U q (h) and U q (b) the C-subalgebras of U q (g) generated by the elements k i , k −1 i for i = 1, 2, . . . , r and e i , k i , k −1 i for i = 1, 2, . . . , r, respectively. Then we have
(2.24)
of the quantum group U q (g). Let us note that U q (h) and U q (b) are Hopf subalgebras of U q (g) unlike U q (n) and U q (n). Let Σ be a subset of Π. Then we have the standard parabolic subalgebra p of g associated to Σ with the nilradical u, the opposite nilradical u and the Levi subalgebra l.
Let U q (u) and U q (u) be the C-subalgebras of U q (g) generated by the root vectors e α for α ∈ ∆ + satisfying ht Σ (α) = 0 and f α for α ∈ ∆ + satisfying ht Σ (α) = 0, respectively. Further, we denote by U q (l) the Levi quantum subgroup of U q (g) generated by the elements k i , k −1 i for i = 1, 2, . . . , r and the root vectors e i , f i for i = 1, 2, . . . , r such that α i ∈ Σ. Finally, we define the parabolic quantum subgroup U q (p) of U q (g) as the C-subalgebra of U q (g) generated by e i , k i for i = 1, 2, . . . , r and f i for i = 1, 2, . . . , r such that α i ∈ Σ. Then we have
(2.26)
of the quantum group U q (g). Let us note that U q (l) and U q (p) are Hopf subalgebras of U q (g) unlike U q (u) and U q (u).
where the last isomorphism of U q (u)-modules follows from Poincaré-Birkhoff-Witt theorem.
It is well known that certain simple highest weight modules for U q (g) are true deformations of simple highest weight modules for g in the sense of Lusztig [Lus88] , that is these modules have the same character formula and the latter can be obtained by the classical limit via the A-forms of U q (g). We refer to the paper [Mel99] where the A-forms technique in quantum deformation was described in details. Using this method one can easily show that some generalized Verma modules for U q (g) are true deformations of generalized Verma modules for g.
3 Representations of the quantum group U q (sl n (C))
Let us consider the finite-dimensional complex simple Lie algebra sl n (C) of rank n − 1 together with the set of simple roots Π = {α 1 , α 2 , . . . , α n−1 } and the Cartan matrix A = (a ij ) 1≤i,j≤n−1 given by a ii = 2, a ij = −1 if |i − j| = 1 and a ij = 0 if |i − j| > 1.
Let q ∈ C × satisfies q = ±1. Then the quantum group U q (sl n (C)) is a unital associative C-algebra generated by e i , f i , k i , k −1 i for i = 1, 2, . . . , n − 1 subject to the relations
for i, j = 1, 2, . . . , n − 1 and the quantum Serre relations e 2 i e j − (q + q −1 )e i e j e i + e j e 2 i = 0, e i e j = e j e i ,
Moreover, there exists a unique Hopf algebra structure on the quantum group U q (sl n (C)) with the coproduct
for i = 1, 2, . . . , n − 1. Let us note that we can introduce a different unique Hopf algebra structure on U q (sl n (C)) with the coproduct ∆ 2 : U q (sl n (C)) → U q (sl n (C)) ⊗ C U q (sl n (C)), the counit ε 2 : U q (sl n (C)) → C and the antipode S 2 : U q (sl n (C)) → U q (sl n (C)) given by
Furthermore, there is a homomorphism of the braid group B sln(C) into the group of C-algebra automorphisms of U q (sl n (C)) determined by
for i = 1, 2, . . . , n − 1 and
Let us note that a simple computation shows that
for i, j = 1, 2, . . . , n − 1 such that |i − j| = 1. Now, we construct root basis of U q (n) and U q (n) by the approach described in the previous section. The longest element w 0 in the Weyl group W sln(C) has a reduced expression
If we set
we obtain
for 1 ≤ i < j ≤ n. Hence, we denote by
elements of U q (n) and U q (n) for 1 ≤ i < j ≤ n, respectively, where T wi,j stands for
Furthermore, we define by
Proposition 3.1. We have
Proof. Let us assume that i < j. For 1 ≤ i < k ≤ n we have
which implies E i,i+1 = e i for i = 1, 2, . . . , n − 1. Further, we may write
for j − i > 1. Hence, we proved the statement for j − i = 1 and j − i = 2. The rest of the proof is by induction on j − i. For j − i > 2 we have E i,j = E i,j−1 E j−1,j − qE j−1,j E i,j−1 , which together with the induction assumption
where we used E i,k E j−1,j = E j−1,j E i,k in the second equality. For i > j the proof goes along the same lines. This finishes the proof.
Let us note that the root vectors E i,j of U q (sl n (C)) coincide with the elements introduced by Jimbo in [Jim86] . Moreover, these vectors are linearly independent in U q (sl n (C)) and they have analogous properties as the corresponding elements E i,j , i, j = 1, 2, . . . , n and i = j, in the matrix realization of sl n (C).
Lemma 3.2. We have
in the quantum group U q (sl n (C)).
Proof. All formulas are easy to be verified by induction.
Lemma 3.3. We have
Proof. We prove the statement by induction on j − i. The case j − i = 1 follows immediately from (3.
). By induction assumption we have
and also
which gives us
Further, using the relations
Therefore, we have
which finishes the proof.
The parabolic induction for U q (sl n+m (C))
For simplicity we concentrate now on one particular choice of a parabolic quantum subgroup of U q (sl n+m (C)). This offers a good insight into the construction for a general case.
Let Σ = {α 1 , . . . , α n−1 , α n+1 , . . . , α n+m−1 } be a subset of Π = {α 1 , α 2 , . . . , α n+m−1 } and let p = l ⊕ u be the corresponding parabolic subalgebra of g = sl n+m (C) with the nilradical u, the opposite nilradical u and the Levi subalgebra l. We have a triangular decomposition
of the Lie algebra g, where l ≃ sl n (C) ⊕ sl m (C) ⊕ C, u ≃ Hom(C m , C n ) and u ≃ Hom(C n , C m ). Furthermore, we have the corresponding quantum parabolic subgroup U q (p) of U q (g) with the Csubalgebras U q (u), U q (u) and the Levi quantum subgroup U q (l). Moreover, we have a triangular decomposition
of the quantum group U q (g).
where the isomorphism of vector spaces is in fact an isomorphism of U q (u)-modules. Hence, the action of U q (u) on U q (u) ⊗ C V is just the left multiplication, like in the classical case. Our next step is to describe the action of the Levi quantum subgroup U q (l) on U q (u) ⊗ C V , since in the classical case the action of the Levi subalgebra l on U (u) ⊗ C V is equal to the tensor product of the adjoint action on U (u) and the action on V .
Let us recall that the Levi quantum subgroup U q (l) of U q (g) has a Hopf algebra structure determined either by (3.3) or by (3.4). However, we introduce a different (mixed) Hopf algebra structure on U q (l) with the coproduct ∆ : for i = n + 1, n + 2, . . . , n + m − 1.
The Hopf algebra structure on U q (l) ensures that we can define the (left) adjoint action of
for all a ∈ U q (l) and b ∈ U q (g). Let us note that we also have
for all a ∈ U q (l) and b, c ∈ U q (g).
Proposition 3.4. The C-subalgebra U q (u) of U q (g) is a U q (l)-module with respect to the adjoint action. Moreover, we have
Proof. Due to the formula (3.25), it is enough to verify that the set of generators
is preserved by U q (l) with respect to the adjoint action. The formulas (3.26), (3.28) and (3.27) are easy consequence of Lemma 3.2.
for a ∈ U q (l), u ∈ U q (u) and v ∈ V . In particular, we get that M g p,q (V ) is isomorphic to U q (u) ⊗ C V as U q (l)-module, where the U q (l)-module structure on U q (u) is given through the adjoint action.
Proof. For an element a ∈ U q (l) we have ∆(a) = a (1) ⊗ a (2) , ∆(a (1) ) = a (11) ⊗ a (12) and ∆(a (2) ) = a (21) ⊗ a (22) . Then for u ∈ U q (u) and v ∈ V we may write
where we used
• ε in the fourth equality, and (id ⊗ ε) • ∆ = id in the last equality. Since U q (u) is a U q (l)-module by Proposition 3.4, we immediately obtain that M g p,q (V ) is isomorphic to U q (u) ⊗ C V as U q (l)-module. Let us note that the formula (3.29) holds for an arbitrary Hopf algebra structure on U q (l). However, the main difficulty is to find such a Hopf algebra structure that U q (u) is a U q (l)-module with respect to the adjoint action (3.23).
As a consequence of Proposition 3.4 we have that the vector space
is a U q (l)-submodule of U q (u). By the specialization q → 1 of the root vectors E n+j,k , we obtain the canonical root vectors x j,k of u for 1 ≤ j ≤ m and 1 ≤ k ≤ n. Hence, we define an isomorphism ψ q : u → u q of vector spaces by
for 1 ≤ j ≤ m and 1 ≤ k ≤ n. Let us note that x = (x j,k ) 1≤j≤m,1≤k≤n gives us linear coordinate functions on u * . Further, we introduce a U q (l)-module structure on u through τ q : U q (l) → End u defined by
for all a ∈ U q (l). Moreover, when q is specialized to 1, we get the original l-module structure on u.
For now, let us assume that q is not a root of unity. Then we have u ≃ L l b∩l,q (ω n−1 −2ω n +ω n+1 ) as U q (l)-modules, where L l b∩l,q (λ) is the simple highest weight U q (l)-module with highest weight q λ for λ ∈ h * . Further, since we have
as U q (l)-modules, we define
where I q is the two-sided ideal of the tensor algebra T (u) generated by
and by
In the previous discussion, we assumed that q is not a root of unity. However, the definition of S q (u) makes sense for all q ∈ C × satisfying q = ±1. Moreover, since the two-sided ideal I q is a U q (l)-submodule of T (u), we obtain that also S q (u) is a U q (l)-module for all q ∈ C × satisfying q = ±1. The specialization q → 1 gives us
Let us note that the Calgebra C q [u * ] is usually called the coordinate algebra of the quantum vector space u * introduced in [RTF90] .
It follows immediately from Lemma 3.2 that the mapping (3.32) may be uniquely extended to a C-algebra homomorphism
Moreover, since the set
forms a basis of U q (u), we obtain that ψ q is an isomorphism of C-algebras. Further, by the formula (3.25) and the fact that ψ q :
is an isomorphism of C-algebras, we get that ψ q is an isomorphism of U q (l)-modules.
For an (m × n)-matrix r = (r i,j ) 1≤i≤m,1≤j≤n with nonnegative integer entries we denote by x r an element of C q [u * ] defined by
and by E r an element of U q (u) defined by
Since the C-algebra C q [u * ] has a basis {x r ; r ∈ M m,n (N 0 )} we can find a family of isomorphisms
for all r ∈ M m,n (N 0 ). Furthermore, we denote by 1 i,j ∈ M m,n (N 0 ) the (m × n)-matrix having 1 at the intersection of the i-th row and j-th column and 0 elsewhere. Then the corresponding U q (l)-module structure on C[u * ] is given through the homomorphism
of associative C-algebras, where A q u * is the quantum Weyl algebra of the vector space u * , defined by
for all a ∈ U q (l).
Theorem 3.6. We have
(3.48)
for i = 1, 2, . . . , n − 1,
(3.50)
for i = 1, 2, . . . , m − 1.
Proof. The proof is a straightforward computation. Using (3.26) and (3.20) we have
for all r ∈ M m,n (N 0 ) and i = 1, 2, . . . , n − 1, which gives us (3.48). Analogously, from (3.28) and (3.22) we obtain
for all r ∈ M m,n (N 0 ) and i = 1, 2, . . . , m − 1, which implies (3.50). Finally, using (3.27) and (3.21) we get
for all r ∈ M m,n (N 0 ), which finishes the proof.
Lemma 3.7. We have
..,ks = β k1 β k2 · · · β ks−1 (3.52)
We prove the statement by induction on j − i. The case j − i = 1 follows from Theorem 3.6. Further, for
. By induction assumption we have where τ ′ = τ (k 1 , . . . , k s−1 ) for greater clarity, which gives us
where ρ q (E j,i ) k,k1,...,ks−1 denotes the expression where the second equality follows from
Therefore, we have 
of vector spaces, we can transfer the U q (g)-module structure even on C[u * ] ⊗ C V . The main result of the present article is an explicit realization of the induced U q (g)-module structure on C[u * ] ⊗ C V using quantum differential operators through the homomorphism
of C-algebras defined by
for all r ∈ M m,n (N 0 ) and v ∈ V . This is the content of the following theorem. Let us recall that
is also an isomorphism of U q (l)-modules and we obtain
for all a ∈ U q (l). If V is the trivial U q (p)-module, then we have π q,V (a) = ρ q (a) for all a ∈ U q (l).
In that case, we shall denote π q,V by ρ q . 
Proof. From the previous considerations we know that the action of the Levi quantum subgroup
of C-algebras by the formula π q,V (a) = ρ q (a (1) ) ⊗ σ q (a (2) ),
where ∆(a) = a (1) ⊗ a (2) , for all a ∈ U q (l). Hence, by using Theorem 3.6 we get the corresponding expressions for all generators of U q (g) except e n and f n . By Lemma 3.2 we have E n+1,n E r = q n−1 t=1 r1,t E r+11,n , which together with (3.54) gives us t,n x k,n ∂ k,n , we obtain the required statement. Moreover, from Lemma 3.3 we have π q,V (E n,k ) = ρ q (E n,k ) ⊗ id V + ρ q (K k,n ) ⊗ σ q (E n,k ) + (q − q −1 ) k<ℓ<n ρ q (E ℓ,k K ℓ,n ) ⊗ σ q (E n,ℓ )
for k = 1, 2, . . . , n − 1. This finishes the proof.
Theorem 3.8 together with Theorem 3.6 and Lemma 3.7 give us an explicit realization of induced modules M g q,p (V ) ≃ C[u * ] ⊗ C V by quantum differential operators for any U q (p)-module V . In fact, we have a stronger result. As π q,V : U q (g) → A q u * ⊗ C End V is a homomorphism of associative C-algebras, we may take another A q u * -module M instead of C[u * ] and we obtain a U q (g)-module structure on M ⊗ C V through the homomorphism π q,V . Moreover, since the classical limit of A q u * via the specialization q → 1 is the Weyl algebra A u * , it would be interesting to consider such A q u * -modules for M that the corresponding U q (g)-module M ⊗ C V is a true deformation of a twisted induced module.
A finite-dimensional module V over U q (l) has the classical limit V over l. As it was mentioned at the end of the previous section, extending properly V to a module over U q (p) we can guarantee that it still admits the classical limit and that C q [u * ] ⊗ C V is a true deformation of a generalized Verma module for g. Moreover, from Theorem 3.8 we easily get the classical limit by the specialization q → 1.
