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ABSTRACT
Neutrino-Nucleus Deep Inelastic Scattering (DIS) events provide a probe into the structure
of nucleons within a nucleus that cannot be accessed via charged lepton-nucleus interac-
tions. The MINER⌫A experiment is stationed in the Neutrinos from the Main Injector
(NuMI) beam line at Fermi National Accelerator Laboratory. With the recent increase in
average neutrino energy and the greatly increased intensity of the NuMI beam line, pro-
jected sensitivities for DIS cross section ratio analyses using MINER⌫A’s suite of nuclear
targets (C, CH, Fe and Pb) are greatly increased. An analysis of the MINER⌫A DIS data
on carbon, iron, lead, and plastic has been conducted for muon neutrino interactions with
a muon angle less than 17 degrees. Results are presented as a di↵erential cross section
with respect to neutrino energy and the Bjorken-x scaling variable.
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CHAPTER 1
Introduction
The Standard Model of particle physics attempts to describe the building blocks of
the Universe and the interactions between them. It has been successful beyond physicist’s
wildest expectations in describing experimental data from a wide range of particle physics
experiments. However, the Standard Model in its current form does not explain the
existence of neutrino mass and neutrino oscillations. This gives neutrino physics unique
abilities to examine physics beyond the Standard Model and help move the community
forward towards a more complete picture of the Universe.
This chapter will introduce some of the history underlying the work in this disserta-
tion, more specific theoretical underpinnings will be covered in Chapter 2. I will then go
into detail about the structure of the MINER⌫A detector in Chapter 3. Following that,
I will discuss the steps taken to understand the data taken by MINER⌫A in Chapter 4.
I will then go on to discuss the specific physics analysis I have undertaken in Chapter 7.
Finally, I will conclude and discuss the impacts of my results in Chapter 8.
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1.1 Neutrinos
Neutrinos are the lightest known massive particle. They are electrically neutral and
interact with matter only through the weak nuclear force. There are three di↵erent “fla-
vors” of neutrino, the electron neutrino (⌫e), the muon neutrino (⌫µ), and the tau neutrino
(⌫⌧ ), each with a charged lepton parter. They are involved in many types of nuclear re-
actions, and are created in the Sun, the Earth, and the atmosphere. They are the second
most abundant known particle in the Universe, after photons.
1.2 Historical Overview
The existence of neutrinos was first theorized by Wolfgang Pauli in 1930. They were
introduced as a “desperate” solution to conserve the principle of energy conservation,
though he believed that neutrino could never be detected, as they would interact only
weakly [1]. Luckily for the world, scientists did discover several ways to detect neutrinos.
This led to some of the most important discoveries in particle physics. Fred Reines and
Clyde Cowan of Los Alamos National Laboratory, along with a team of scientists, would
become the first scientists to experimentally detect neutrinos using antineutrinos produced
in the Savannah River Nuclear Power plant in South Carolina [2]. The detection channel
for their detector is still used by reactor experiments today, and is known as “Inverse Beta
Decay” (IBD).
⌫¯ + p! n+ e+
The signal is detected as a delayed coincidence, with an initial flash of light when
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the positron annihilates, and then a later flash of light when the neutron is captured. By
including specific substances in the detector material, neutron capture cross sections can
be increased, leading to robust signals for this process [3].
The Savannah River detector used a target material of cadmium doped water, with
tanks of liquid scintillator and photo detectors to measure a delayed coincidence signal. A
diagram of the detector can be seen in Figure 1.1 [4]. In 1956, only 26 years after Pauli first
theorized the existence of an undetectable particle, the neutrino had been experimentally
detected.
FIG. 1.1: Drawing of the Savannah River Detector.
The existence of a second type of neutrino was first discovered by a team of physicists
from Columbia University and Brookhaven National Laboratory in 1962. This work was
performed using a decay-in-flight pion beam, and showed that at least one other type of
neutrino, later understood as the ⌫µ, exists [5]. This work earned Leon Lederman, Melvin
Schwartz, and Jack Steinberger the Nobel Prize in Physics in 1988 [6].
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The precision of the field has advanced significantly since these first experiments.
Detector technologies have become cheaper, allowing us to build bigger detectors to make
more detailed measurements of neutrino properties that might help explain the matter-
antimatter asymmetry in the Universe. This increased understanding also means they
have become a useful probe into the structure of nuclei, as they interact through a unique
mechanism. These interactions and their implications will be the subject of this thesis.
1.3 Analysis
This thesis documents the analysis of Deep Inelastic Scattering neutrino cross section
ratios using the MINER⌫A detector. Deep Inelastic Scattering (DIS) occurs when a neu-
trino interacts with an individual quark inside the nucleus. They are selected by looking
for events with large momentum transfer and invariant hadronic mass. The analysis aims
to examine nuclear media modifications in neutrino nucleon interactions both as a way
to further understand nuclear structure, and to help reduce systematic uncertainties for
neutrino oscillation experiments. This is done by measuring the neutrino-nucleus cross
section ratio between the heavier nuclei of our passive targets to lighter nuclei.
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CHAPTER 2
Neutrino Interactions and
Simulations
2.1 Neutrino Interactions in the Standard Model
The Standard Model of Particle Physics contains three flavors of neutrinos; ⌫e, ⌫µ,
and ⌫⌧ , as seen in Figure 2.1 [7], as well as their antiparticles the ⌫¯e, ⌫¯µ, and ⌫¯⌧ . They are
electrically neutral, and interact only with the weak force. While they are predicted to be
massless, experimental measurements confirm that at least two neutrino mass states have
non-zero, non-degenerate masses. The neutrino flavor is characterized by the charged
lepton associated with its creation and interaction; the electron, muon, or tau lepton.
These interactions must conserve lepton number, meaning that the number from each
type of lepton is conserved, with particles having a value of 1 and antiparticles of the same
generation having a value of -1.
Neutrino interactions are only detectable by measuring the results of an interaction
between a neutrino and other matter. Depending on the type of interaction, the energy
5
FIG. 2.1: Diagram of the Standard Model.
and flavor of the neutrino can be determined from the outgoing particles.
Neutrinos interact through two separate cahnnels: neutral current and charged current
interactions. In neutral current interactions, a Z0 neutral boson is exchanged leading to
no change in the flavor, and the lack of charge exchange means that a neutrino both enters
the interaction and leaves it. With a neutrino in the final state, energy reconstruction by
looking at the energy of outgoing particles in the interaction becomes impossible. However,
neutral current events have no energy threshold, which makes these interactions useful in
counting experiments where the energy of the neutrino does not need to be measured.
Charged current (CC) interactions can only occur when there is enough energy in
the interaction to produce the neutrino’s charged lepton partner. These interactions are
mediated by the W boson, which carries a charge. When the charge is exchanged, the
outgoing lepton flavor is determined by the flavor of the incoming neutrino, since lepton
number is conserved in the Standard Model. CC interactions are the focus of the work
presented in this dissertation.
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The form of CC interactions follows the pattern:
⌫l +X ! l  + Y (2.1)
⌫¯l +X ! l+ + Y (2.2)
Neutrino interactions take three main forms, described in the following sections.
2.1.1 Charged Current Quasi-Elastic
Charged Current Quasi-Elastic (CCQE) interactions leave the nucleus largely intact
during the interaction, ejecting only a single nucleon from the interaction. These interac-
tions take the form of
⌫µ + n! µ  + p. (2.3)
A large fraction of the energy in these events is carried away by the outgoing muon. This
makes these events easy to identify with most particle detectors, and since this is a two-
body final state, approximations can be made to calculate the incoming neutrino energy
based only on the outgoing muon’s energy and angle with respect to the neutrino beam,
even if outgoing nucleon is often below detection threshold.
2.1.2 Charged Current Resonance
Resonance events occur when a nucleon inside the nucleus is excited into a short-lived
resonant state. Many di↵erent resonances can be excited, though the most common is
the lowest proton resonance, the Delta resonance ( ). These resonances are not directly
observed as they do not escape the nucleus, but the pion resulting from the deexcitation
of the Delta and nucleon are often detectable. However, if the pions have energies below
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detection threshold, or are otherwise not reconstructed or misidentified, these interactions
can be mistaken for CCQE.
2.1.3 Inelastic Scattering
As the momentum transfer increases, interactions start becoming less clean. As the
neutrino energy increases, the energy available for creating final state hadrons increases as
well. While the final state might contain large numbers of final state hadrons, the deBroglie
wavelength of the interaction is not small enough to resolve individual quarks. This is a
regime in which perturbative quantum chromodynamics (QCD) does not apply. This
region of neutrino interactions is particularly interesting to future neutrino experiments
as it makes up a large portion of the signal.
2.1.4 Deep Inelastic Scattering (DIS) on a Free Nucleon
This thesis concerns interactions with deBroglie wavelengths short enough to resolve
individual quarks within the nucleus, a process called Deep Inelastic Scattering (DIS). In
these events, the nucleon can be destroyed by the interaction. DIS events are identified
by the kinematic properties of the hadronic energy of the recoil system and momentum
transfer, rather than by looking for specific final state particles.
When the struck quark is ejected from the nucleus, a hadronization process takes
place, as seen in Figure 2.2. As the quark pulls away from its fellows, new hadrons are
created from the available energy. We measure the energy of these outgoing hadrons, the
invariant mass of the final state system, termed W
W 2 = m2 + 2mEhad  Q2, (2.4)
where m is the mass of the struck nucleon, Ehad is the hadronic recoil energy of the
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FIG. 2.2: Feynman Diagram of a DIS event. X represents fragments of the hadronic
shower.
interaction,
Ehad = E⌫   El, (2.5)
and Q2 is the momentum squared transfer,
Q2 = 4EµE⌫sin
2(
✓µ
2
). (2.6)
DIS events are interesting to consider in neutrino physics scattering because neutrinos
access an additional parity violating portion of the hadron-lepton interaction cross section
that is not accessible via charged-lepton scattering.
The di↵erential cross section for neutrinos and antineutrinos on hadron h, in terms of three
structure functions F (x, y) are as follows:
d2 (⌫h)
dxdy
=
G2FS
2⇡
h
xy2F ⌫h1 (x, y) + (1  y)F ⌫h2 (x, y) + y(1 
y
2
)xF ⌫h3 (x, y)
i
(2.7)
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d2 (⌫¯h)
dxdy
=
G2FS
2⇡
h
xy2F ⌫¯h1 (x, y) + (1  y)F ⌫¯h2 (x, y)  y(1 
y
2
)xF ⌫¯h3 (x, y)
i
. (2.8)
Where xBj is the Bjorken-x scaling variable that describes the fraction of the momentum
carried by the struck quark,
x =
Q2
2mEhad
, (2.9)
and y describes the inelasticity that describes the fraction of the neutrino’s energy
carried away in the hadronic recoil system,
y =
Ehad
E⌫
. (2.10)
The only independent structure functions in the cross section are F2 and F3, and for
spin 12 are:
F ⌫,⌫¯2 (x, y) = 2
X
i
x(qi(x) + q¯i(x)) (2.11)
xF ⌫,⌫¯3 (x, y) = 2
X
i
x(qi(x)  q¯i(x)) (2.12)
Where q(x) is the probability distribution in x for each flavor of quark, i. Unique to
neutrino scattering, the F3 structure function is non-zero, as the couplings of neutrinos to
quarks and antiquarks are di↵erent due to their di↵erent handedness [8].
2.1.5 DIS in a Nucleus
Unfortunately, we are not generally able to perform our experiments on free nucleons.
In order to get su cient event rates in a reasonable amount of time, we must use heavy
nuclei in neutrino experiments. This introduces additional complications, due to the strong
binding of protons and neutrons into nuclei.
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To compute the scattering, one could simply take a scaled sum of proton and neutron
di↵erential cross sections in accordance with the charge (Z) of the nucleus, and the atomic
mass (A).
Z
d p
dxBjdy
+ (A  Z) d 
n
dxBjdy
(2.13)
Since heavier elements do not follow a simple 1:1 scaling of protons and neutrons, there
tends to be more neutrons for higher mass elements. Atoms that do have a 1:1 ratio of
protons to neutrons are called “isoscalar.” This means that the number of interactions
that occur on neutrons is higher than those that occur on protons. The magnitude of the
cross section components is also di↵erent, with the neutron component being larger than
the proton. Thus, for those nuclei that have a larger neutron component, the per nucleon
cross section will be higher.
This e↵ect is Bjorken-x dependent. At larger values of Bjorken-x, the neutrino pref-
erentially samples the outer “valence” quarks of the nucleon (uud for a proton and udd for
a neutron), and as Bjorken-x decreases the neutrino is more likely to interact with other
particles within the nucleon.
2.2 Modeling Neutrino Nucleus Interactions
Modeling particle interactions is a giant game of chance. Every step in the process
involves selecting from a distribution of probabilities to predict the outcomes of di↵erent
interactions. In order to get a representative sample of neutrino interactions, we have to
simulate extremely large numbers of interactions. However, the probability distributions
used in these models call on previous measurements, so the whole thing is an iterative
loop. Improved measurements contribute to improved models and vice versa.
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2.2.1 The GENIE Event Generator
To model neutrino interactions, MINER⌫A uses the GENIE event generator software
package (Generates Events for Neutrino Interaction Experiment) to simulate interactions
in the detector [9]. GENIE starts events generation by using the total inclusive cross section
for a specific lepton on a specific material, for either charged and neutral current processes.
Using these pre-calculated cross sections means that they do not have to recalculate the
total cross section every time an interaction is simulated. This reduces the amount of
computation that has to take place for each interaction. In calculating the inclusive cross
section, GENIE assumes that the nuclear cross section is the sum of free nucleon cross
sections.
 A = Z p + (A  Z) n (2.14)
These pre-computed cross sections, used in conjunction with a detector model and an
input flux (see Chapter 3), translate our simulated beam into our simulated neutrino
interactions.
Within the inclusive cross section, di↵erent exclusive processes are handled using dif-
ferent models. Quasi-elastic, neutral-current, and pion production models are described
in detail in [9]. Events that do not fall neatly into those categories are non-resonant in-
elastic and DIS events. These events are modeled using an e↵ective leading order model
with Bodek-Yang 2003 modifications at low Q2 [10]. This model computes cross sections
on a ⌫µ + N level by using GRV98 next-to-leading order “parton distribution functions”
(PDFs), the distribution of quarks within a nucleus. PDFs describe the probability distri-
bution of momentum between valence quarks, sea quarks and gluons within the nucleon.
[11]. Bodek-Yang 2003 modifications account for higher twist e↵ects by using an updated
scaling variable to calculate the PDFS. Higher twist e↵ects refer to 1/Q2 corrections to
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the cross section [8]
⇠ = F (xBj, Q
2). (2.15)
This correction factor is important in order to model low W events that are outside of
traditional definitions of DIS, where higher twist e↵ects at low Q2 are large. As Q2 !1,
⇠ ! xBj, this correction is applied on an event-by-event basis to the di↵erential cross
section in Bjorken-x. This modification is applied equally to all nuclei that are heavier
than helium with an isoscalar mix of protons and neutrons.
Since interactions can be generated anywhere within the nucleus, additional steps
must be taken to model interactions that take place as the particles leave the nucleus.
This type of interaction is called a Final State Interaction (FSI). GENIE models FSI
through the Intranuclear Cascade Model [12], which works by taking 0.1 fm steps through
the nuclear medium and calculating the probability of a secondary interaction based upon
the mean free path of interaction,  , within the nucleus, as described in [13]
 (E,~r) =
1
⇢(~r) tot(E)
. (2.16)
where density of the nucleus is represented by ⇢, ~r is the position of the particle within
the nucleus, E is the energy of the traveling particle, and  tot is the total cross section of
intranuclear reactions. This process of stepping and interacting continues until the particle
has reached a radial position of four times the radius of the nucleus.
The escaping particles are then passed through to a detector simulation package that
propagates the particles through the rest of the MINER⌫A detector. We use the GEANT4
program to simulate the MINER⌫A detector [14]. GEANT4 models secondary interactions
and energy depositions in the detector. GENAT4 also handles the modeling of the detec-
tor’s scintillator and optical collection. More details of the detector are found in Chapter
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FIG. 2.3: DIS Cross Section Ratio results as published.
3.
2.3 Prior Studies
The analysis covered in this thesis represents an extension to an earlier analysis on an
earlier, lower energy data set taken by MINER⌫A. That analysis required a reconstructed
Q2   1 GeV 2 and W   2 GeV, and a reconstructed 5 GeV  E⌫  50 GeV and ✓µ < 17 .
While extremely statistically limited, previous results saw no significant deviations from
the GENIE simulation. Cross section ratios are shown in Figure 2.3 [15].
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CHAPTER 3
The MINER⌫A Experiment
3.1 Introduction to MINER⌫A
MINERvA is a dedicated neutrino cross section experiment, focusing on measuring
neutrino-nucleus scattering on a variety of nuclei. It sits in the NuMI neutrino beam [16] at
Fermi National Accelerator Laboratory (Fermilab), in Batavia, Illinois. The active portion
of the detector consists of triangular strips of polystyrene scintillator, arranged in three
planar orientations to provide unambiguous three dimensional track reconstruction. The
upstream-most portion of the detector includes passive nuclear targets of liquid helium,
water, carbon, iron, and lead. Electromagnetic and hadronic calorimeters wrap around
the sides and downstream ends of the active tracking region. The near detector for the
MINOS experiment [17], which sits two meters downstream of the end of the MINERvA
detector, serves as a muon spectrometer. Since the MINOS is a magnetized detector, it
can measure both the charge and the momentum of muons that exit the back of MINERvA
and enter into MINOS.
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FIG. 3.1: Schematic of the NuMI beam (not to scale). The approximate distance from the
end of the target to the MINER⌫A detector is 1km. This figure shows the configuration
during an earlier run period.
3.2 The NuMI Beamline
The Neutrinos at the Main Injector (NuMI) beam is the neutrino beamline for the
current long baseline neutrino oscillation program at Fermilab, utilized by the MINOS
and NO⌫A experiments in addition to MINER⌫A [18] [16]. It is currently the highest
power neutrino beam in the world. It can be tuned in energy, and can be set to select
primarily neutrinos or antineutrinos. This thesis describes work done using the neutrino
configuration where the peak neutrino energy was around 6 GeV.
Neutrino production in the NuMI beam begins with the Fermilab Main Injector ac-
celerator, which accelerates protons to 120 GeV/c momentum. A diagram of the system
can be seen in Figure 3.1 [16]. These protons are then collided with a graphite target that
is just over a meter long. When the protons collide with the target, pions and kaons are
produced and then are focused using a pair of parabolic magnetic focusing horns. These
horns direct the charged particles into a relatively straight line focused in the direction of
the decay volume. This is the last point where we have any control over the beam’s energy,
direction, or type. After focusing, the pions and kaons are allowed to decay by traveling
through a 675m pipe filled with low-density helium where they decay and produce neu-
trinos. Absorbers at the end of the decay pipe remove any remaining hadrons, and the
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FIG. 3.2: MINER⌫A monitoring plot that shows energy deposits in the detector within
a gate. Note the small space at the beginning of the gate, and the relatively empty bit
during the last 6µs.
subsequent 200 meters of rock helps to filter out any leftover muons, leaving a nearly pure
beam of muon neutrinos [16].
3.2.1 The Proton Beam
The proton beam starts with a hydrogen ion source, after which the extracted protons
are accelerated to 400 MeV using the Linear Accelerator. These protons are then directed
into the Booster synchrotron, which accelerates them to 8 GeV, and groups them together.
Each group is called a “spill”, and is grouped into six “batches”. Each batch is 1525 ns
long, with 92 ns between each batch. The timing structure can be seen in Figure 3.2. The
protons are extracted from the Booster and deflected into the main injector aperture. The
main injector accelerates the protons to 120 GeV and the beam is sent to the target every
1.3s [16].
As the Fermilab Accelerator Division has been increasing the intensity of the beam,
they implemented a technique called “slip-stacking,” where the impact is that two batches
at a time get doubled in intensity by adding two booster batches into each Main Injector
batch. Slip-stacking was implemented incrementally during the collection of my data
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FIG. 3.3: Cartoon showing the intensity structure of a 2+6 slip-stacked spill.
sample. A cartoon representation of a slip-stacked proton distribution can be seen in
Figure 3.3.
3.2.2 Neutrinos at the Main Injector
After the protons are accelerated to 120 GeV, the next step is to create the Neutrinos
at the Main Injector (NuMI) beam. The extracted main injector protons are directed
towards the target hall where they collide with a graphite target that is divided into fins
(20x15x6.4 mm). The target is made from 50 fins, totaling ⇠2.5  . The target is designed
to optimize the production of charged mesons, ⇡ and K. The target needs to be dense
enough that the protons will interact, but not so dense that the mesons that are created
would be captured or scattered through secondary interactions in the carbon.
Focusing system
The next step in beam creation is to focus the mesons created in the proton-carbon
interactions. This is done using two magnetic focusing horns that focus one charge of
mesons and defocus the other charge of mesons. These horns are made of aluminum,
and are approximately 3 meters long. They are pulsed with a ⇠200kA current to create
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FIG. 3.4: Schematic of the NuMI focusing horns.
a toroidal magnetic field between the inner and outer conductors. The direction of the
current determines whether positive or negative mesons will be focused. When the beam
runs in forward horn current mode (FHC), the current is +200kA, which focuses ⇡+
particles and leads to a beam of neutrinos. When the beam runs in reverse horn current
mode (RHC), the current is set to 200kA, focusing ⇡ , leading to an antineutrino enhanced
beam.
The horns act as a focusing lens would, focusing particles of the chosen sign along the
desired beam direction. Particles with large enough transverse momentum go through the
inner conductor of the horn, and interact with the magnetic field which is proportional to
1/R, see Figure 3.4 [16]. The time that the particles spent in this field is proportional to
R2, which leads to a stronger focusing for those particles with larger transverse momenta.
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Particles with very low pT (momentum in the direction transverse to the proton beam)
and therefore do not pass through either focusing horn, represent a completely unfocused
part of the beam. Uncertainties due to both the underlying physics of hadron production
in proton-carbon interactions and the beam focusing system are accounted for in our pre-
diction of the flux, as they both matter to the energy spectrum of our incoming neutrinos
[19].
Decay Volume
After the beam of mesons has been created and focused, no other active measures
are taken to control the beam. The neutrinos are created when the mesons decay, so the
next step is to allow the mesons to decay in a low density system. For this we use a 2m
diameter and 675m long decay pipe, filled with a low density of helium. Charged pion
decay occurs 99.99% of the time through the ⇡+ ! µ+⌫µ (⇡  ! µ ⌫¯µ decay channel,
with the remaining decays producing electron neutrinos in the final state. Charged kaons,
however, are more likely to produce electron neutrinos in the final state, leading to a small
fraction of the NuMI beam being electron neutrinos from its creation [20]. Beam electron
neutrinos can also be created through muon decay. The resulting flux of muon neutrinos
can be seen in Figure 3.5.
Beam Uncertainties
While this particular analysis does not depend strongly on the flux, a great deal of
time and e↵ort has gone into constraining and understanding the NuMI flux. Uncertainties
on the beam’s construction parameters can be found in Table 3.1 [21] .
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FIG. 3.5: Two NuMI beam tunings. The Low Energy beam mode was used for MINER⌫A’s
first analyses, and Medium Energy beam mode data taking began in August, 2013 and is
used in this thesis.
Parameter Name Nominal Value Tolerance
Horn Current 200kA ± 1kA
Horn Water Layer 1mm ± 0.5mm
Horn 1 X Position 0mm ± 0.5mm
Horn 1 Y Position 0mm ± 0.5mm
Horn 1 Z Position 30mm ± 1mm
Horn 2 X Position 0mm ± 1mm
Horn 2 Y Position 0mm ± 1mm
Beam X-Y Spot Size 1.4mm ± 0.2mm
Beam X Position 0mm ± 0.4mm
Beam Y Position 0mm ± 0.4mm
POT Counting ± 2%
Target X Position 0mm ± 0.5mm
Target Y Position 0mm ± 0.5mm
TABLE 3.1: Nominal values for beam parameters.
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3.3 The MINERvA Detector
MINER⌫A is a not a “traditional” neutrino detector. Neutrino detectors are tra-
ditionally relatively uniform detectors (e.g. NOvA, MINOS) made of a combination of
active and passive material, acting as the target material and material used to detect the
neutrino interactions. MINER⌫A takes a di↵erent approach that more closely resembles
a fixed target detector. A more thorough description can be found in [17], but the main
points will be discussed here.
The core of the MINER⌫A detector consists of hexagonal modules, comprised of a
segmented hexagonal scintillator plane, known as the inner detector (ID), wrapped in a
steel and scintillator outer detector (OD). Upstream of the MINER⌫A detector, sits a muon
veto and a 250 kg liquid helium target. The upstream end of the detector proper contains
passive nuclear targets composed of iron, lead, and carbon, with ID modules in between.
At the far downstream end of the detector, there is an electromagnetic calorimeter, which
consists of ID planes with lead sheets in between, and a hadronic calorimeter, which
consists of ID planes with steel planes in between. Two meters downstream of the end
of MINER⌫A sits the MINOS near detector, which in its retirement, serves as a muon
spectrometer for the MINER⌫A experiment. A diagram of the setup can be seen in 3.6
[17].
3.3.1 Scintillator Modules
The workhorses of the MINER⌫A detector are the scintillator modules. The funda-
mental unit is a triangular strip of plastic doped with scintillating molecules. The strips
are coated with titanium dioxide (TO2) to optically isolate them, and a small hole in the
strip contains a wavelength shifting fiber that carries light from inside the strip to our
photodetectors. These are arranged as shown in Figure 3.7 into planes of 127 strips, and
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FIG. 3.6: MINER⌫A Detector
FIG. 3.7: MINER⌫A Scintillator
are coated with two layers of black Lexan on either side, to further optically isolate the
planes. Each plane is approximately 1.7 cm thick. These planes are stacked in sets of four,
called a module. The first and third planes of each module are oriented with their strips
vertically (X), the second is rotated +60  (U), and the fourth is rotated  60  (V) to the
vertical axis, as can be seen in Figure 3.7 [17]. Having three di↵erent plane orientations
breaks degeneracies in track reconstruction. Modules are stacked together to form the
bulk of the detector. Each scintillator plane has two multipixel Photo Multiplier Tubes
(PMTs) that read out the wavelength shifting fibers.
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3.3.2 Components of the Detector
Veto Wall
In order to prevent the contamination of our signal by muons created in the rock
upstream of our detector, called rock muons, MINER⌫A has a veto upstream of the de-
tector. It consists of two planes of scintillator that allow an incoming muon to be tagged
as coming from upstream of the detector. This is particularly crucial for the analysis of
Liquid Helium cross sections, as the Helium target is passive, and the outgoing muon must
be reconstructed in the downstream tracker planes. Without the veto wall, these events
would be overwhelmed by background particles.
Nuclear Targets
The true power of the MINER⌫A detector lies in the nuclear targets. MINER⌫A has
five di↵erent materials in the nuclear target region: liquid helium, carbon, lead, iron, and
water. These targets are interspersed with active scintillator modules. This allows for
events that happen within the passive material to be identified using the active material
immediately up and downstream of the target. A diagram of the region can be found in
Figure 3.8, and the mass of each target can be found in Table 3.2 [17].
Tracker
The tracker region of the detector consists of 54 scintillator modules. It allows for the
tracking of charged particles that exit the nuclear targets, and also acts as a hydrocarbon
target. It weighs 8.3 tons.
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FIG. 3.8: MINER⌫A Nuclear Target region
Target z position (cm) Thickness (cm) Material Mass (kg)
1 452.5 2.6 Steel 322
Lead 263
2 470.2 2.6 Steel 321
Lead 263
3 492.3 2.6 Steel 158
Lead 107
Graphite 160
H2O 528.4 17-24 Water 452
4 564.5 0.8 Lead 225
5 577.8 1.3 Steel 162
Lead 134
TABLE 3.2: Mass of the passive nuclear targets.
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Electromagnetic Calorimeter
There are 15cm wide strips of 2mm thick lead strips that line the outside of the
planes forming an Electromagnetic Calorimeter (ECAL). This helps contain electromag-
netic showers from the inner detector, allowing for better calorimetric reconstruction of
the energy. At the downstream end of the tracker region, there are also 2mm thick lead
sheets that cover the entire plane to create a 20-plane downstream ECAL.
Hadronic Calorimeter
The most downstream 20 modules of the detector consists of a mix of 2.5 cm thick steel
plates with scintillator planes in between. This forms the downstream Hadronic Calorime-
ter (HCAL), which helps contain hadronic showers to perform calorimetric reconstruction
of the recoil energy of the system. The MINER⌫A detector also has an HCAL that wraps
around the outside of the detector which helps contain sideways going hadronic energy.
MINOS Near Detector
The near detector of MINOS experiment [22] sits two meters downstream of the end of
the MINER⌫A detector and acts as a muon spectrometer for the MINER⌫A experiment.
The MINOS near detector consists of a magnetized steel and scintillator tracking detector.
When muons exit out the back of MINER⌫A and enter MINOS, we can reconstruct their
charge and momentum by looking at the magnitude and direction of track curvature. This
restricts the event acceptance to more forward going events, but since MINER⌫A is neither
particularly large, nor magnetized, it makes the reconstruction of muon energy and charge
possible.
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3.3.3 Photo Multiplier Tubes
Light delivered by the optical fibers is read out by Hamamatsu H8804MOD-2 Pho-
tomultiplier Tubes (PMTs), as described in [17]. When light from the detector’s optical
fibers arrives at the PMT, it hits a photocathode to produce photoelectrons via the pho-
toelectric e↵ect. The full detector has 507 PMTs, each with 64 pixels. Each scintillator
strip’s wavelength shifting fiber is gathered first into a bundle of eight fibers, and then
eight bundles are fed onto each PMT through a face-plate at the end of the cylindrical
steel tube that houses the tube, as well as the Cockroft-Walton high-voltage generator
that provides the high voltage for each tube. These fiber bundles are then put through a
checkerboard “weave” such that no two fibers from physically adjacent strips are coupled
to adjacent pixels. This reduces the e↵ects of mis-placed light, called “cross-talk”. Con-
sequently, cross-talk hits are low level, and can be removed when reconstructing particles
within the detector. These fibers are finally gathered into a single 8x8 square that is opti-
cally glued to the face of the PMT so that each fiber matches up with a pixel on the face
of the tube.
3.3.4 Readout Electronics
Each PMT has a custom-built front-end board (FEB) plugged into the opposite end
of the steel casing of the PMT. These read the output of the PMT through six “Trip-T”
circuit chips, that read out three levels of output: high gain, medium gain, and low gain,
on the 64 PMT channels. FEBs are connected into a “daisy-chain” that are up to 10 FEBs
long, and up to four of these chains are input into a Chain Readout Controller - Ethernet
(CROC-E) board. These signals, along with a timing signal make up the data we read out
[23]. When a hit from the PMT passes the FEB’s discriminator threshold, a push of the
data is triggered 20 clock ticks later (188 ns later). Once the data has been pushed, the
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FIG. 3.9: Overhead view of the MINOS detector.
Trip-T must be reset, which takes 20 clock ticks to complete. During that reset time, the
32 channels that are read via that chip are are “dead.”
3.3.5 The DAQ
The data acquisition (DAQ) software of the MINER⌫A experiment is written in C++
and runs on four separate computers. Three computers are dedicated to the three readout
crates of the detector, and a fourth computer to coordinate the others. The entire detector
is read out every spill, and data is collected locally before being copied over to a more
permanent storage space for eventual processing [23].
3.4 The MINOS Near Detector
The original user of the NuMI beamline was the Main Injector Neutrino Oscillation
Search (MINOS). It ran from 2005-2016, running a widely varied physics program that
included measurements of several oscillation parameters through both ⌫µ and ⌫¯µ disap-
pearance and ⌫e appearance. It comprised two functionally identical detectors, a 1kTon
detector located approximately 1km from the NuMI target, and and 8kTon detector lo-
cated in the Soudan mine in Northern Minnesota [22].
The frontmost plane of the MINOS near detector sits approximately two meters from
the back of the MINER⌫A detector. The detector is comprised of 2.59 cm thick steel
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FIG. 3.10: MINOS near detector front fact.
plates, sandwiched between 1 cm thick layers of scintillator. Each scintillator plane is
composed of 4.1 cm wide parallel strips, with the strips oriented at +45 and  45 to the
vertical on alternating planes. The first 120 planes are fully instrumented, after which
only every fifth plane is fully instrumented for the rest of the 283 steel planes.
The MINOS near detector is magnetized using a coil that runs the length of the
detector. The current of approximately 5kA, in 8 turns of the magnet, producing a total
current of 40kA, which produces a field with an average strength of 1.3 T. The paths
of charged particles traveling through a magnetic field will curve towards or away from
the coil according to their charge and momentum. The direction of the track’s curvature
determines the charge, but the momentum of the track can be measured by either the
range (if the muon stops within the detector) or the curvature (if the muon exits the
detector). Both methods of momentum measurements are used in this analysis, though
measurements based on range provide better resolution.
The use of MINOS allows for charge measurements that would not be possible with
MINER⌫A alone, as well as allowing us to measure much higher energy muons than could
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be measured by stopping muons in MINER⌫A. However, the layout and size of the two
detectors limits the angular acceptance of our events, and muons must have a minimum
momentum to exit the back of MINER⌫A and penetrate into MINOS far enough to be
clearly measured.
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CHAPTER 4
Reconstruction
When we say that we “see” a neutrino, we do not actually see a neutrino. We can
only see the detritus left behind from a neutrino’s interaction. Even that is actually more
complicated, because all we can actually measure is the light created when charged particles
travel through the scintillating plastic in our detector. Once the data has undergone the
calibration procedure (see Chapter 5), we are left with the quantities of hit energy, hit
location, and hit timing, and we must then take this scattered information and turn
it into physics information we can actually use. This is done through a process called
reconstruction.
Our eventual goal is to measure the following quantities:
• Muon Angle, ✓µ
• Muon Energy, Eµ =
p
p2µ +m
2
µ
• Hadronic Recoil Energy, Ehad
These quantities are used to construct all of the physics variables we need to characterize
the kinematics of the DIS event.
31
• Neutrino energy: E⌫ = Ehad + Eµ
• The square of the four momentum transfer: Q2 = 4E⌫Eµsin2 ✓µ2
• Invariant Mass of the Hadronic Recoil: W =pM2N + 2EhadMN  Q2
• Bjorken-x of the event, the fraction of the momentum carried by the struck quark. :
xBj =
Q2
2MNEhad
4.1 Time Slicing
The first step in reconstructing an event is grouping the readout information from
each pixel, called a “hit”, in time. We do this through a process called “time slicing”. The
time slicing algorithm searches through the hits and looks for those that are greater than
10 photoelectrons (electrons produced through the interaction of a photon with a metal) in
magnitude. If two hits of this magnitude occur within an 32 ns window, they are grouped
into a slice. Then all other hits in the readout gate are looped over, and hits that occur
within 20ns of the latest hit, or 12ns of the earliest hit are added to the slice. This loop is
repeated until no more hits meet these criteria, and the slice is complete. This is the basic
unit of reconstruction, in that these are the objects we use to start constructing physics
events.
4.2 Clustering
Once the hits have been grouped by time, the next step is to look for hits that are
close together in space. The lowest level objects are clusters, a purely one dimensional
object, as hits are only clustered within a single plane. If only one hit is registered in the
plane, then that one hit is declared a cluster. The timing of the cluster is determined by
32
the time of the highest energy hit within the cluster, and the position is determined by
taking an energy-weighted average of the hit positions. All hits are put into a cluster, but
the clusters are categorized based on some characteristics:
• Cross Talk: These are clusters that have extremely low total photoelectrons, less than
5pe and are contained within a single strip. These are likely due to cross talk within
the PMT, rather than from true activity within the detector. These clusters are not
included in later event reconstruction [17].
• Trackable Clusters: These are clusters that look like they could be part of a muon track.
This means that the cluster is not wide (fewer than four strips) and must contain a
modest amount of energy, somewhere between 1-12 MeV. This describes the behavior
of a typical muon within our detector, as it leaves a narrow track of low energy deposits.
These clusters are used for many calibration tasks, as described in 5.
• Heavy Ioninizing Clusters: If a cluster is small in space, but larger in energy, it is cate-
gorized as a Heavy Ionizing Cluster. These clusters generally come from the ionization
of a heavy, lower velocity, particle, for example a proton.
• Superclusters: These clusters are wider than either Trackable or Heavy Ionizing Clus-
ters. Anything wider than four strips is a supercluster, and they are generally produced
by overlapping particles in electromagnetic or hadronic showers.
• Low Activity Clusters: If a cluster is very low energy (< 1MeV ), but did not get
classified as cross talk, it is classified as a low activity cluster. These are included in
the hadronic energy reconstruction.
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4.3 Tracks
Once clusters have been formed, they can be further grouped into larger objects. The
most important to this analysis is the long track, which is the base object for reconstructing
muons. The first step to tracking is to identify the longest track within the detector. If
three clusters are found within consecutive planes, they are grouped into a track seed. If
track seeds contain common clusters, then these seeds are grouped into track candidates.
Once these candidates are found, fitting algorithms are run to look for connections between
the track candidates in adjacent planes, to form a three dimensional object. All the clusters
are run through a Kalman filter in order to account for multiple scattering of the particle
o↵ of nuclei in our detector. This procedure produces excellent resolution of muon tracks,
and we can judge this by looking at the di↵erence between the expected position of the
next cluster based on the Kalman filter fit, and the actual position of the next cluster [17].
The resolution of our long tracks is a few millimeters, and can be seen in Figure 4.2. The
longest track in the detector is called the primary track, and we use the upstream end of
the track to define the neutrino interaction point, called the primary vertex. An example
event display showing a charged current ⌫µ event can be seen in Figure 4.1 [24].
FIG. 4.1: Arachne event display of a Minerva event. The beam is coming in from the left.
The color corresponds to the intensity of the hit in the strip.
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FIG. 4.2: The resolution of fitted positions along a track relative to the measured cluster
positions using Rock Muons [17].
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4.4 Monte Carlo Simulation
Neutrino interactions in MINER⌫A are modeled using GENIE (as described in Chap-
ter 2 and [9]), this does not represent a full simulation of detector output on its own. Our
simulation only creates a single neutrino interaction for each event, while actual neutrino
interactions can happen multiple times throughout the data taking gate. Additionally,
muons originating in the rock upstream of the detector, called “rock muons” will enter the
detector during the gate, creating a much more challenging reconstruction environment
than the perfect world where single neutrino interactions in a perfectly clean detector. We
model these overlaps and background events in MINER⌫A by performing “data-overlay.”
This involves choosing a data gate from a randomly selected file and using the data hits
in that gate as the backdrop to our generated interaction.
Previous data sets taken by MINER⌫A had relatively low and constant intensity, so
details concerning our overlay simulation were not of great importance. The data set
discussed in this thesis is much more challenging, due to the incremental implementation
of the slip stacking, as discussed in Chapter 3.
If the beam intensity of the recorded data was completely uniform, and the configura-
tion of the detector never changed, the correct method would be to truly select randomly
from all data taken in the course of the run. However, the beam during this data taking
period was highly variable. The accelerator division has worked hard to increase the in-
tensity of the beam. But this change in intensity comes with its own set of challenges.
We want the intensity in the simulation to track with the intensity in our data events,
which involved significant changes to the overlay procedure from MINER⌫A’s previous
publications on our lower energy data-set. The distribution of neutrino interactions in our
data scales roughly linearly with the intensity of the beam, so we would like the selection
of overlay gates to follow the same pattern.
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To achieve this, we implemented a gate selection system based on the POT of the
gate. Instead of selecting each gate with equal weight, we divide the POT in each gate
(10  50⇥ 1012 POT) by 100⇥ 1012, then throw a random number between zero and one,
and if the number is greater than the POT ratio, then we use the gate. 100 ⇥ 1012 was
chosen because it is above the design specifications of the NuMI beam for individual spills,
however it is essentially an arbitrary number and the distribution of gate selection remains
correct for any large fixed number.
In addition to changes in gate selection, we have also made major improvements in the
timing simulation. The detector readout needs to start recording data some time before
the neutrinos arrive at the detector so that we do not miss the start of the beam, and
while this is, in principle, a fixed value, in reality the di↵erence between the gate opening
time and the beam hitting the detector changes over time. We want the timing structure
and o↵set within the gate for our simulated events to match the timing distribution in the
data. Since the timing distribution moves around, we implemented a day-by-day o↵set
calculation to better line up the timing of simulated events with the overlay data gate.
I calculated these o↵sets using hit times of through-going rock muons. This provided a
large sample for each day of data taking. I then fit the first batch to find the maximum
number of hits and used a rising edge finding algorithm to find the first point in time that
reached half of the fit maximum. We calculated an o↵set for every day in the data taking,
and this was used as an input to set the time location of the simulated event within the
data gate.
The final improvement to the structure of MC generation was a change in the distri-
bution of MC events within the beam structure. This was an important improvement to
account for di↵ering beam structures within the data set. The beam structure was used
to determine the probability of placing an even within a specific batch, according to the
distribution of protons.
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4.5 Muon Reconstruction
Charged current ⌫µ interactions produce a negatively charged muon, (µ ). We require
one, and only one, reconstructed muon in the event for this analysis. This muon track must
exit the back of the MINER⌫A detector and be matched to a track in the MINOS Near
Detector (ND). Track matching is done by looking for events in which there is activity in
the last five planes of MINER⌫A, as well as a track that begins in the first four planes
of the MINOS ND within a 200 ns time window. Tracks are extrapolated forwards from
MINER⌫A to find where the track should start in MINOS, and tracks are extrapolated
back to MINER⌫A to see where they should have exited. If the interception points are
within 30 cm of each other, they are considered a match.
As shown in Chapter 3, the MINOS ND is located 2 meters downstream of MINER⌫A
and is magnetized. This allows us to charge and momentum analyze tracks that can be
matched in both time and distance between the two detectors. A charged particle’s path
will be bent by traveling through a magnetic field, and the direction of the bend, as well as
its radius of curvature, can tell us the sign and momentum of the track, assuming we know
the particle’s mass. Very few non-muon particles escape the back of MINER⌫A, because
they are largely stopped by the materials in the ECAL and HCAL (Chapter 3). When
running in a mode to select primarily neutrinos in the beam, rather than antineutrinos,
negatively charged muons are focused towards the MINOS coil, which provides for the
longest track possible within the detector. If the muon ranges out within MINOS, this
information is able to provide the best available measurement of the muon’s energy. Track
reconstruction in MINOS uses the same procure as MINER⌫A, first grouping hits by time,
then in space, and finally applying a Kalman filter to account for multiple scattering and
energy loss in the detector [25].
As alluded to above, there are two methods for measuring the muon’s energy in
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MINOS, range and curvature. Because MINOS is a detector largely composed of steel, it
is not uncommon for muons lose enough kinetic energy to stop inside the detector volume.
If the muon stops within MINOS, the energy can be measured by integrating the Bethe-
Bloch formula and measuring the total distance the muon traveled within the detector
[20]. The likelihood that a muon stops within MINOS decreases as the energy of the muon
increases, with muons above 10 GeV having enough energy to punch through the back of
the MINOS detector. Lower energy muons may exit out the side of the detector, or be
lost within the inactive coil region. These muons that do not range out in the detector
can be reconstructed through curvature. However, this method carries with it a larger
uncertainty than a range measurement (2.6% uncertainty compared to 2% using the range
[17]). We relate the radius of curvature of the muon to the charge and momentum of the
particle and the magnetic field of MINOS through
1
R
=
0.3BQ
p
(4.1)
Where R is the radius of curvature in cm, B is the magnetic field in kGauss, Q is the
charge of the muon in units of electron charge, and p is the momentum of the muon in
MeV/c. The magnetic field in MINOS is largely constant in time, and the charge of the
muon, Q, can either be positive or negative. Spatial distributions of the magnetic field are
modeled and accounted for in the Kalman fitter [25]. As the muon momentum increases,
the radius of curvature becomes larger. This analysis in particular tends to look at higher
momentum muons, so strict cuts are placed so only very well reconstructed tracks are
accepted in the analysis. More details on the quality cuts are found in Chapter 7. We also
must account for events that cross the inactive space of the MINOS coil. These muons are
often catastrophically misreconstructed, so we cut events that stop within 2500 mm of the
edge of the MINOS coil. Momentum measurements by range and by curvature were tested
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for consistency using stopping tracks and agree to better than 0.6% [22]. Resolutions on
the muon energy and the muon angle can be seen in Figures 4.4, 4.5, and in Appendix A.
4.6 Hadron Energy Reconstruction
The remaining energy in the event is reconstructed calorimetrically and is referred to
as the hadronic energy, or recoil system. In DIS, the hadronic side of the interaction is
extremely important for kinematic reconstruction.
4.6.1 Calorimetry
Calorimetry is the idea that the light produced in the detector can be used to estimate
the energy of the hadronic system. Calorimetry looks to correct for energy deposition that
is lost in the detector due to passive material. In MINER⌫A we also use calorimetry to
account for energy leakage out of the side of the detector, as well as neutral particles in
the final state. Basically, the idea is that if the simulation says, for example, on average
we see 4 GeV from 5 GeV events, we would multiply the calorimetric energy in a 4 GeV
event by 1.2 to correct for lost energy.
4.6.2 How the Calorimetry Works in MINER⌫A
In MINER⌫A, we derive our calorimetric constants and corrections from single-event
simulation by fitting the reconstructed recoil energy to the true recoil energy. We define
the true recoil energy as
Erecoil,true ⌘ E⌫   Elepton (4.2)
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FIG. 4.3: Rock Muon vertex times in the beginning of the gate. The batch structure of
the first two batches can be seen in the dips. The upper line shows the maximum fit value
used to calculate the o↵set, and the vertical line shows the o↵set calculated by finding the
point at which the number of vertices has exceeded 66% of the maximum fit value.
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FIG. 4.4: Muon energy resolutions for two passive targets and a segment of the tracker in
our simulation for Eµ   2GeV .
The calorimetrically reconstructed recoil energy is defined as:
Erecoil, reconstructed ⌘ ↵⇥
X
i
ciEi (4.3)
Here, the sum is being performed over the sub-detectors, i = {tracker, ECAL,HCAL, SideECAL,OD},
and ↵ is an overall scale factor that compensates for the loss of visible energy due to final
state interactions, neutral particles, the binding energy of the struck nucleon within the
nucleus, and energy leakage. Ei in this scheme is the summed energy of all the hits in that
sub-detector [26]. There is a slightly di↵erent way we handle this if one wants to look at
events in the more complicated nuclear target region. For more details on that, see Section
4.6.5.
4.6.3 Passive Material Correction
The passive material correction for each sub-detector are calculated using the active
fraction of the scintillator as well as the amount of energy loss that occurs in the lead
42
and steel of the calorimeters. A study was performed that looked at minimizing by si-
multaneously fitting all these parameters, but it was found that individually varying these
parameters did not improve the resolution, so they were fixed to each other and varied
collectively [26].
Active Fraction (AF)  Pb  Fe
0.8347 0.73 8.32
ctracker ⌘ 1.0/AF (4.4)
cECAL ⌘ (1.0 +  Pb)/AF (4.5)
cSide ECALX ⌘ (1.0 + 2.0⇥  Pb)/AF (4.6)
cSide ECAL UV ⌘ (1.0 + 4.0⇥  Pb)/AF (4.7)
cHCAL ⌘ (1.0 +  Fe)/AF (4.8)
cHCAL ⌘ (1.0 +  Fe)/AF (4.9)
cOD 123 ⌘ (1.0 + 2.25⇥  Fe)/AF (4.10)
cOD 4 ⌘ (1.0 + 4.5⇥  Fe)/AF (4.11)
The side ECAL planes and the di↵erent OD sections contain more passive material, so the
  is scaled accordingly. The values of each of ci can be seen in Table ?? [27].
4.6.4 Hadronic Energy Dependent Corrections
After the fit for ↵ is done, there is a per-bin energy correction. This is calculated by
looking at the fractional energy resolution of the calorimetric energy
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FIG. 4.5: Muon angle resolutions for two passive targets and a segment of the tracker in
our simulation for Eµ   2GeV , with ✓µ  17 
 E
Erecoil
=
(Ereco   Etrue)
Etrue
(4.12)
in bins of true recoil energy in the simulation. The average true recoil energy of each bin
hEi is used as the y point of the spline. Then the fractional recoil energy distribution is
fit to a Gaussian, and the mean, ⌘, is extracted.
x (Erecoil) = hEi ⇥ (1 + ⌘) (4.13)
y (E 0recoil) = hEi (4.14)
We fix two points, at (0,0) and (50,50), and then points above 300 MeV are used to create
a spline, which describes a linear interpolation between points.
Splines are calculated from specific samples, and are meant to be used to reconstruct
the same type of sample. For instance, we have splines for inclusive neutrino charged
current events in the tracker, inclusive neutrino charged current events in each of the
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nuclear targets, and analogous splines for the anti-neutrino samples. However, you could
calculate a spline for any subsamples. For the DIS analysis, we use an inclusive spline as the
large majority of events in our sample are DIS, especially as the hadronic energy increases.
Correcting for the passive material in the scintillator is important in the calorimetry. Some
measurements taken in the 2010 Test Beam program suggested that the passive material
in the plane might be di↵erent from initial calculations [28]. In order to address this, two
di↵erent MINER⌫A scintillator planes, built in two separate factories, were cut and very
carefully weighed to determine the mass of the detector. One plane was found to be 1%
lighter than expected, and the other was found to be 3% lighter than expected. Since our
planes were constructed at two di↵erent locations, we decided to apply a 2% correction
to the mass of the detector. The material break down a MINER⌫A scintillator plane can
found in Table ??. Each component of the plane was very precisely measured, apart from
the grey epoxy that holds together the lexan sheets to the scintillator bars. Since this
was the least well measured portion of the plane, the likeliest place for a mismodeling
was there. In order to not change the positions of the planes (which were surveyed when
the detector was installed and incorporated in our geometry model), I instead changed the
e↵ective density of the grey epoxy in the simulation, which reduced the amount of epoxy in
the detector geometry. The calculation of the necessary density can be found in Figure ??.
While this results provides an unrealistic density for the grey epoxy, it e↵ectively mimics
the reality of the built plane geometry in terms of the material budget. Changing the
material budget also a↵ects other parts of a cross section analysis, including the number
of scattering centers and the Z/A ratio of the scintillator planes.
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Subdetector Passive Correction
Tracker 1.197
ECAL 1.998
Side ECAL X 2.609
Side ECAL UV 4.339
HCAL 10.441
OD 123 24.232
OD 4 42.660
TABLE 4.1: Passive material corrections for each detector component. These are com-
puted using a material assay performed during MINER⌫A’s construction .
FIG. 4.6: Comparison of the contents of a plane in with and without incorporating the
results of the destructive testing. The grey epoxy is reduced between the left and right
figures.
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4.6.5 Calorimetry in the Nuclear Target region
While the technology of applying a single passive material correction per detector
subsystem makes sense in most of the detector, things are more complicated in the nuclear
target region. If an interaction happens in the most downstream passive target (Target
5), we certainly don’t want to apply the same calorimetric constant to that event as to an
event that happens in the most upstream passive target (Target 1), where the resulting
particles travel through the inert material of several other targets before reaching the
tracker.
To deal with this, we use a hit-by-hit correction method. For hits on either side of a
passive target, a passive-material correction based on half the width of the passive target
can be applied to the hit because we do not know if the hit came from a forward-going or
backward-going particle. This code also accounts for the water target, based on whether
or not water target was full or empty. In the tracker region of the detector, this procedure
produces the same results as the single passive material correction. Resolutions on the
hadronic energy can be seen in Figures 4.7 and in Appendix A.
4.7 Vertex Reconstruction
Understanding where our events originated from is important in almost all particle
physics experiments, but it is particularly important for this analysis. We need to accu-
rately determine the material in which the DIS interaction originated to extract the cross
section on di↵erent nuclear targets accurately.
Two steps define vertexing in this analysis. Since we only wish to analyze ⌫µ interac-
tions, we start with the muon track and look for the upstream most end of the track. For
many types of events, this is su cient for identifying the vertex. However, for events with
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Material Nom.
Density
(g/cm3)
Volume
Fraction
Thickness
(cm)
Areal
Density
(g/cm2)
Adjusted
Density
(g/cm3)
Adjusted
Areal
Density
(g/cm2)
Clear
Epoxy
1.10 0.01 0.02 0.02 1.10 0.02
Green
Fiber
1.04 0.02 0.03 0.03 1.04 0.03
Scintillator 1.04 0.84 1.55 1.62 1.04 1.62
TO2 1.42 0.05 0.10 0.15 1.42 0.15
Grey
Epoxy
1.70 0.03 0.05 0.08 0.89 0.04
Lexan 1.20 0.05 0.10 0.12 1.20 0.12
Totals 1.00 1.85 2.03 1.99
Expected 1.99
TABLE 4.2: Densities in the nominal geometry, and the adjusted geometry. By changing
the e↵ective density of the grey epoxy density, we reduce the mass of each plane by 2% .
large showers of hadrons, such as DIS events, the vertex is often occluded in the spray of
particles. If these tracks begin within the fiducial volume of the detector, and match into
MINOS, they pass to the next step of vertexing using Machine Learning (ML).
The analysis flow starts with traditional track-based vertexing, using very loose se-
lection cuts. If an event has a matching track in MINOS and a track-based vertex re-
constructed anywhere within the MINER⌫A detector, it is saved to be considered for ML
vertexing. Events are then categorized as coming from a specific plane using the previ-
ously trained ML algorithm, and the primary vertex and any vertex dependent quantities
are updated accordingly. For example, if a vertex was moved further upstream, energy is
shifted from the hadronic system to the muon track to correspond to the changed muon
path length. Quantities such as the detector dead time upstream of the primary vertex
are also adjusted to reflect the new vertex position.
ML is a growing field in computer science with many possible applications. It works
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FIG. 4.7: Hadronic energy resolutions for two passive targets and a segment of the tracker
in our simulation.
by feeding a generalized algorithm data and let the algorithm distinguishing features. The
particular type of Machine Learning we use is called Deep Convolution Neural Networks
(DCNN). Neural networks are designed to mimic the human brain with respect to pattern
recognition. The network has three kinds of layers: an input layer, hidden layers, and
output layers. Each layer is comprised of one or more nodes that each take in a set of
inputs, apply weights to them, and calculate an output value. While each individual
calculation is simple, linking together many layers of these nodes allow this process to
tackle complex problems. A network is classified as “deep” if the outputs of one network
become the inputs to another. A “convolutional” neural network maps the outputs of
one layer into the inputs of the next layer by convolving a matrix (called a kernel) with
the inputs. Further details can be found in [29] [30], but the result of this network for
our purposes is a localized vertex classification by detector plane. A publication on the
methods used in MINER⌫A’s ML program is in preparation.
The type of network that we use in MINER⌫A works by treating events as images.
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These images are then classified using a model that has been trained on our simulated
data. The output of this step is a probability that the event occurred within a specific
region of the detector. We only use events for which the probability of the event being
in that target is over 40%. The probability cut was determined by plotting the “figure of
merit” ( Signalp
Signal+Background
) and the purity of the sample. While this is particularly useful
in the nuclear target region of the detector, we apply this technique to all events in both
the nuclear target and tracker. The purity and figure of merit can be seen in Figure ??
[31]. A comparison of the two methods can be seen in Figure ?? [31] .
FIG. 4.8: The Figure of Merit (left) and Vertex Purity (right) using ML network predic-
tions .
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CHAPTER 5
Calibrations
5.1 Calibration Procedures
There is a long road from building a detector to knowing how to understanding the
output. Measurements to understand the performance of the detector begin before the
detector is assembled. These include careful spatial mapping of MINER⌫A planes using a
radioactive source, which involved placing a Cesium-137 source encased in a steel box over
th geometric center of each strip and measuring the response of each strip. This allowed
for dead channels to be identified, and measures the attenuation correction needed for each
strip. Additionally, tests of the individual PMTs were made to understand the cross talk
levels in each tube before installation[17]. In situ measurements are also taken throughout
data taking.
5.1.1 Pedestals
Twice a day, MINER⌫A takes background measurements of detector activity. Since the
detector only receives active beam for 10µs every 1.33s, a separate measurement is taken
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when the detector is ostensibly empty. This measures the average background activity and
its variation and noise in each channel of each PMT so that this can be subtracted o↵ of
data taken when beam is present.
5.1.2 Light Injection
After pedestal measurements are taken, MINER⌫A takes a calibration measurement
of the PMTs called “Light Injection” (LI). During LI measurements, we shine a known
amount of light onto the face of the PMT and measure the response, called the PMTs
gain. The PMT gain G(s, t) is the charge per photoelectron, the ratio of the measured
charge to the number of PE times the electron charge (e). A typical gain is 6⇥ 105, and
the RMS over all channels in the detector is about 20%. The statistical fluctuations for a
single pixel from day to day are 3-5%.
5.1.3 Strip to Strip
We do an additional calibration to insure uniformity in the light output across scin-
tillator strips in MINER⌫A. These di↵erences are measured and accounted for using a
“strip-to-strip” correction. It is calculated by measuring the path length averaged peak
energy of through-going rock muons in each strip. The first step of this calibration involves
looking at hits across the entire detector. Then, after identifying dead strips, the peak
energies are normalized in each plane. The strip-to-strip constants are normalized such
that the average constant across the inner detector is 1.0. The rock muon photo electrons
as a function of time is shown in Figure 5.1 [32].
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FIG. 5.1: Data peak PE for through going muons as a function of time, covering the
data used in this analysis. Scintillator degrades over time, producing less light per unit
deposited energy.
FIG. 5.2: Muon Energy Unit factor as a function of time, covering the data used in this
analysis. This correction rises in opposition to the decrease in the light production in the
scintillator seen in Figure 5.1.
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5.1.4 Absolute Energy Calibration
Once all spatial and temporal detector dependent di↵erences are accounted for, we
also need to make sure that the absolute energy level in the detector is measured and
understood as a function of time. We measure this again using rock muons. Muons are
useful because they are minimum ionizing particles at few GeV energies, meaning they
deposits their energy evenly through the detector. Once all other calibrations have been
applied, we term the unit of energy deposited by a through-going muon in the strip a “muon
energy unit” (MEU). MEU values are calculated periodically over a continuous set of data.
We wait until we have su cient statistics (2-3 days of data taking) in each strip within the
detector, though we try not to stretch the period too long since scintillator aging a↵ects
this quantity. The MEU calibration starts with an trial constant then compares clusters
between our simulation and our data. We fit the cluster energy distribution using a fifth
order polynomial, and then the final MEU factor is calculated by looking at the di↵erence
between the data and the simulation after the MC is fit to the data. The MEU factor as
a function of time is shown in Figure 5.2 [32]. The MEU factor is used in calculating the
energy deposited in each strip from the charge measured in each strip.
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CHAPTER 6
Evaluating Uncertainties
6.1 Multi-Universe Methods
The MINER⌫A experiment handles uncertainties using a technique called the “Multi-
Universe” Method. The premise of this method is to simulate a universe in which a specific
quantity di↵ers by some small amount, and run through the entire analysis to see what
happens to the quantities we care about. By looking at many deviations for several
parameters, propagation of uncertainties can be handled coherently and simply. [33]
6.2 GENIE Uncertainties
Uncertainties on our final results include uncertainties in the underlying model that
the GENIE simulation uses to calculate cross sections. Uncertainties on the Final State
Interaction (FSI) model in GENIE are reweightable using the multi-universe technique.
By adjusting the intranuclear cross section that is called at each step along the particle’s
path to the surface, an uncertainty band in final state interactions can be made [9].
Other uncertainties from the GENIE simulation cannot be reweighted using this tech-
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nique, given current software. In order to deal with this type of uncertainty, special sim-
ulation samples are produced using alternative models. Using those samples, we take a
ratio to the standard GENIE model to extract an uncertainty on these non-reweightable
systematics. A sample of non-reweightable systematics was created for this analysis in the
lower energy beam, and a similar sample will be created for the higher energy beam to
cross check whether or not these weights change. The analysis presented today uses the
LE weights for non-reweightable systematics [34].
6.3 Flux and Normalization
While the flux is canceled in a measurement of cross section ratios, uncertainties
on the flux are carried through and handled properly. We compute the error on the flux
through the same multi-universe technique. The weights for beam focusing, tertiary hadron
production within the target, and uncertainties from the hadron production experiments
we use to constrain our flux calculation (such as NA49 [19]), are combined into a single
error band. A breakdown of uncertainty sources on the flux can be seen in Figure 6.1 [35].
Uncertainties also accrue from the measurements of the detector’s total mass, as well
as the counting of POT. POT uncertainties come from the accuracy of measurements from
the Accelerator Division, and are 1% of the total POT. Detector mass uncertainties come
from initial measurements of the detector, and are 2% of the total mass.
6.4 Background Subtraction
Background scale factors for both plastic and kinematic background subtraction un-
certainties are calculated using the multi-universe method as well. Universe shifts in flux,
FSI, muon energy and hadron energy shifts move events into and out of the passive targets
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FIG. 6.1: Uncertainty sources on our flux prediction for the ME beam.
and into and out of the signal region. Since it is the smaller e↵ect, the first subtraction
done is the plastic background. The fits for the plastic sidebands are run in each universe,
and a scale factor is derived for each universe. The same procedure is followed for the
kinematic background fits.
6.5 Detector Resolution
Uncertainties on the fundamental quantities that we measure in our detector (Eµ, ✓µ,
Ehad) a↵ect all of the derived quantities that we measure, as well as our overall event rate.
We use the same multi-universe technique to handle uncertainties from our detector reso-
lution. For each shift, we rederive all reconstructed quantities (Q2, E⌫ , W etc.). Changing
these quantities moves events in and out of the DIS signal sample in each universe. To
account for this, we start by considering all CC events, and perform the analysis cuts in
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each universe. This allows events that would fail a DIS selection cut in the central value
universe to be counted in the uncertainty bands for universes in which they pass the cuts.
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CHAPTER 7
Deep Inelastic Scattering Analysis
7.1 Introduction
The work presented in this thesis represents an extension of an earlier MINER⌫A
analysis measuring DIS events in the LE beam. The previous analysis was severely limited
by the statistics, as the necessary energy for a DIS event meant these interactions could
only come from neutrinos in the high energy tail of the beam. Results from the previous
analysis can be seen in Figure ?? and is fully described in [15]. Many additional analysis
improvements have been made, including incorporating improved vertexing, calorimetry,
and intensity modeling, as described in Chapter 4.
Measuring a cross section involves selecting the events to measure, subtracting back-
ground events, correcting for the e↵ects of finite detector resolution on the signal dis-
tribution, dividing by the e ciency of the signal, then normalizing by the flux and the
number of scattering centers in the detector. If the cross section is measured with respect
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to neutrino energy, the neutrino flux is averaged over each bin in neutrino energy
 i(E⌫) =
Uij(Dj   Bj)
✏i i i(E⌫)N
. (7.1)
To measure a di↵erential cross section as a function of variables other than neutrino
energy, we instead integrate the neutrino flux over the full neutrino energy range of 0 
E⌫ < 120GeV
d 
dxi
=
Uij(Dj   Bj)
✏i i N
. (7.2)
In both Equations 7.1 and 7.1, Dj are the reconstructed events in bin j, Bj are the
background events in bin j, Uij is the smearing matrix which accounts for misreconstruction
due to detector e↵ects, bringing events from reconstructed bin j to true bin i. ✏i is the
e ciency of measuring the signal in bin i,  i is the bin increment of bin i, and N is the
number of scattering centers on which the interaction could take place. In Equation 7.1,
 i(E⌫) is the flux of neutrinos in energy bin i, whereas in Equation 7.1,   is the integrated
flux of neutrinos across the desired energy range.
7.2 Data
7.2.1 Samples Used
The data for this analysis was collected between September 2013 and February 2017.
During this time the beam was in the forward horn current configuration using the Medium
Energy (ME) (h6GeV i) beam configuration that focused negative particles to create a
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beam of neutrinos, with only a small contamination of antineutrinos. The total amount
of protons on target taken during this time period when both the MINER⌫A and MINOS
detectors were taking data was 10.9E20 POT.
This analysis also used a MC based on the GENIE event generator. An approximately
2x data POT equivalent sample was created in the entire detector.
A subset of the data is used in the analysis documented here. A summary of the POT
used in this analysis is shown in Table 7.1. The data is divided into “playlists” which are
defined as a subset of data during which the detector was in a single configuration with
respect to the liquid helium and water targets.
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Data Set Data POT MC POT Detector Configuration
ME1A 8.947452e+19 1.722335e+20 Empty Water, Empty Helium
ME1B 1.843371e+19 4.691728e+19 Empty Water, Filling Helium
ME1C 4.289795e+19 9.579919e+19 Empty Water, Full Helium
ME1D 1.443084e+20 2.670368e+20 Empty Water, Full Helium
ME1E 1.024132e+20 1.637206e+20 Empty Water, Full Helium
ME1F 1.673778e+20 2.944393e+20 Empty Water, Full Helium
ME1G 1.372631e+20 2.410760e+20 Empty Water, Empty Helium
ME1L 1.315895e+19 2.840501e+19 Filled Water, Empty Helium
ME1N 1.072206E+20 1.238862E+20 Filled Water, Empty Helium
ME1O 2.980223e+19 6.292353e+19 Filled Water, Filling Helium
ME1P 4.688574e+19 9.245155e+19 Filled Water, Filled Helium
Sum 9.635589E+20 1.616976E+21
TABLE 7.1: Data and Monte Carlo POT values for the analysis documented here. Each
data set defines a period of data taking with a single detector configuration, as noted
above.
62
7.2.2 Data Quality
An extensive audit of the data set was completed to make sure that all of the data that
we are using is well understood. This involved looking for periods of time where problems
arose, particularly periods of time when MINOS-MINER⌫A timing was mismatched, and
correcting for any o↵sets in timing. The stability of our data can be seen in Figure 7.2.2.
All plots have suppressed zeros. The event rate/POT is decreases as the intensity of the
beam increases. This e↵ect is included in our Monte Carlo simulation and is modeled to
within 2%A˙fter performing additional timing calibrations that account for o↵sets between
the MINER⌫A and MINOS timing systems, no gaps or unexpected dips in data are left.
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FIG. 7.1: Number of Events as a function of Integrated Protons on Target. For additional
plots, see Appendix C. Note the suppressed zero on the y axis. The event rate/POT is
inversely proportional to the intensity of the beam, peaks in the event rate/POT corre-
spond to periods of low intensity in the run, and any remaining dips correspond to periods
of high intensity in the run.
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7.2.3 Analysis Cuts
In order to select reliably reconstructed neutrino events in MINER⌫A we make the
following analysis selections:
• Fiducial Volume Cut: Event vertices must be reconstructed within a hexagon with an
850mm apothem to be considered for this analysis.
• Material Separation Cut: Event vertices must be reconstructed more than 25mm away
from any material boundaries in the nuclear targets.
• Target Identification Cut: Event vertices must be classified as having a highest proba-
bility of being in the target and greater than 40% likelihood according to our Machine
Learning algorithm.
• MINOS Matched Muon: All muons in this analysis have been matched to a track in
the MINOS detector for charge and momentum analysis.
• Muon Angle Cut: All muons in this analysis have an angle of less than 17 degrees.
Only low angle muons end up hitting MINOS from the early targets in the detector, so
we restrict the angle so that the angular distribution in the nuclear target region and
the tracker region are similar.
• Muon Energy Cut: All muons in this analysis have an energy in the range of 2-50
GeV. Muons of less than 2 GeV are not able to be matched into MINOS, and muons
of greater than 50 GeV cannot be accurately measured in MINOS.
• Deadtime Cut: Events with dead time in Trip-T’s in the upstream path of the muon
are rejected. This cut eliminates rock muons that are mis-reconstructed in the fiducial
volume. Events with more than one dead TriP upstream of the projected track of the
muon are rejected. The dead time is described more fully in Chapter 3.
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• Invariant Hadronic Mass: All events in this analysis have a reconstructed W greater
than 2 GeV.
• Momentum Squared Transfer: All events in this analysis have a reconstructedQ2 greater
than 1 GeV.
• MINOS Track Quality Cut: All muons in this analysis have a reconstructed curvature
significance of greater than 5  to select well reconstructed muons.
7.3 E ciencies
The e ciency of our selection cuts is measured by looking at a ratio of events which
pass both a true and a reconstructed version of the analysis event selection in simulation,
to those events which pass our true event selection. The e ciency of event reconstruction
increases as the event gets closer to the MINOS detector. This is a function of the MINOS
angular acceptance (as seen in Figure 3.6). A summary of the e ciencies for each target
can be seen in Table 7.3.
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Sample Iron of Target 2 Number %
Truth Only
Total Generated Events in the target region 2968713
Total Generated DIS Events in the target region 1078811
Total Generated Events in the target 715586
Total Generated DIS Events in the target 258035
Total Generated DIS Events in the target with
true ✓µ < 17 
87699
Truth DIS Events with Minos Match and in the Target Material :
All 34909 40
And reco ✓µ < 17 degrees 34342 39
Angle And MINOS Track Quality < 9.0 27722 32
Angle and MINOS Coil Cut r < 3000mm r
>210mm
28658 33
Angle and Coil and Quality 25786 29
Angle and Coil and Quality and Helicity 25495 29
All Muon Cuts Applied:
In fiducial area 22773 26
In fiducial area Dead Time < 1 21786 25
In fiducial area Dead Time < 1 and in true tar-
get material and reco in Tgt Material
21786 25
All Previous cuts applied:
Total DIS Events Energy Cut 5-50 GeV 20507 23
Total Generated DIS Events Reconstructed as
W > 2 GeV
19830 23
Total Generated DIS Events Reconstructed as
Q2 > 1 GeV 2
20042 23
Total Generated DIS Events Reconstructed as
DIS
17166 20
TABLE 7.2: Event selection for Iron of Target 2. See Appendix C for details of the other
targets. The percent represents the number of events that survive the listed cut, divided
by the total generated DIS events in the target with a true ✓µ < 17 
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Target E ciency %
Target 1 Fe 18
Target 1 Pb 19
Target 2 Fe 20
Target 2 Pb 20
Target 3 C 21
Target 3 Fe 19
Target 3 Pb 18
Target 4 Pb 22
Target 5 Fe 23
Target 5 Pb 24
TABLE 7.3: Final E ciencies for each nuclear target as computed in Simulation. See
Appendix C for details. The e ciency increases as the targets get closer to MINOS.
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7.4 Background Subtraction
7.4.1 Plastic Background Subtraction
In order to remove events with true interaction material is plastic, but are recon-
structed in the passive nuclear target, we perform a plastic background subtraction. We
use the simulation constrained by the data to calculate the levels of background. This is
done by fitting the number of scintillator events in the scintillator up and downstream of
each passive target, and fit as a function of the vertex plane, to the reconstructed Data
events in the same region. The plane adjacent to each target is excluded from the fit
to reduce model uncertainties. A scale factor for each material is extracted using a  2
minimization. These fit values are applied to events that are reconstructed in the passive
target, but actually come from the adjacent scintillator. The resulting corrections are
very small. The distributions of reconstructed vertex planes used for this fit can be see
in Figures 7.2 and 7.3. The distributions after the fits have been applied can be seen in
Figures 7.4 and 7.5.
Element Upstream Downstream
Carbon 0.98 ± 0.01 0.99 ± 0.01
Iron 0.98 ± 0.01 1.01 ± 0.01
Lead 1.01 ± 0.01 0.98 ± 0.01
TABLE 7.4: Fit values for each material for upstream and downstream scintillator side-
bands. The amount of true target events that are reconstructed in the sideband region is
very small. The fit values are close to 1, meaning that the Machine Learning reconstruction
algorithms are reconstructing event vertices well.
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FIG. 7.2: Upstream Plastic Background events before tuning. Events are shown as a
function of the detector plane of the vertex. The amount of true target events that are
reconstructed in the sideband region is very small.
70
FIG. 7.3: Downstream Plastic Background events before tuning. Events are shown as a
function of the detector plane of the vertex. The amount of true target events that are
reconstructed in the sideband region is very small.
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FIG. 7.4: Upstream Plastic Background events after tuning. Events are shown as a func-
tion of the detector plane of the vertex. The amount of true target events that are recon-
structed in the sideband region is very small.
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FIG. 7.5: Downstream Plastic Background events after tuning. Events are shown as a
function of the detector plane of the vertex. The amount of true target events that are
reconstructed in the sideband region is very small.
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7.4.2 Non-DIS Backgrounds
We want to extract only truly DIS events from our sample. In order to estimate
the number of events that we reconstruct as DIS but are not truly DIS events, we use
two separate sidebands, a low Q2 sideband called the “Transition” sideband and a low W
sideband called the “Continuum” sideband to constrain the simulation. In these defined
regions, after plastic background subtraction, I perform a  2 minimization between the
data and the MC on the muon energy distribution. These scale factors are applied to
simulated background events that are reconstructed in the signal region, but are truly
either too low in Q2 or W . The distributions before and after the fit can be seen in Figure
7.7.
The true signal component is kept fixed in the fit, and the overall scaling of the
background components is allowed to float. All of the backgrounds are allowed to float
simultaneously, and a scale factor for each material is extracted using a  2 minimization.
That scale factor is then applied to all non-DIS backgrounds, not only to events that fit
one of two sideband templates. The continuum scale factor is applied to all selected events
whose true Q2 is less than 1 GeV 2, regardless of their W . The transition scale factor is
applied to all selected events whose true Q2 is greater than 1 GeV 2, but whose W is less
than 2 GeV . Uncertainties on these fits are evaluated using the many universe method,
as described in Chapter 6. The resulting scale factors are shown in Table 7.5.
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FIG. 7.6: W and Q2 Signal and Sideband Events in the tracker.
FIG. 7.7: Kinematic sidebands in Target 4 shown before (top) and after (bottom) the fit
is applied. Other targets can be found in Appendix C.
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Element Continuum Transition
Carbon 1.18 ± 0.01 0.96 ± 0.01
Iron 1.10 ± 0.05 1.01 ± 0.05
Lead 1.15 ± 0.05 1.00 ± 0.05
Scintillator 1.06 ± 0.02 1.06 ± 0.02
TABLE 7.5: Fit values for kinematic sidebands for each material and their statistical error.
7.5 Background Subtraction
Using the tunings on both plastic and kinematic backgrounds, we subtract back-
grounds from the selected DIS sample to be left with DIS “signal” events.
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FIG. 7.8: DIS Sample for Lead of Target 4, with tuned backgrounds. The shaded region
represents the true backgrounds in our sample, both plastic background and kinematic
backgrounds, and the triangles show the tuned background. Results for the other targets
can be found in Appendix C.
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FIG. 7.9: DIS Signal for Lead of Target 4, after background subtraction. Results for the
other targets can be found in Appendix C.
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FIG. 7.10: DIS Sample for Carbon of Target 3, with tuned backgrounds. The shaded region
represents the true backgrounds in our sample, both plastic background and kinematic
backgrounds, and the triangles show the tuned background. Results for the other targets
can be found in Appendix C.
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FIG. 7.11: DIS Signal for Carbon of Target 3, background subtracted. Results for the
other targets can be found in Appendix C.
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FIG. 7.12: DIS Sample for Iron of Target 2, with tuned backgrounds. The shaded region
represents the true backgrounds in our sample, both plastic background and kinematic
backgrounds, and the triangles show the tuned background. Results for the other targets
can be found in Appendix C.
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FIG. 7.13: DIS Signal for Iron of Target 2, background subtracted. Results for the other
targets can be found in Appendix C.
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FIG. 7.14: DIS Sample for a subset of Tracker Modules, with tuned backgrounds. The
shaded region represents the true backgrounds in our sample, both plastic background
and kinematic backgrounds, and the triangles show the tuned background. Results for the
other targets can be found in Appendix C.
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FIG. 7.15: DIS Signal for a subset of Tracker Modules, background subtracted. Results
for the other targets can be found in Appendix C.
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FIG. 7.16: Bjorken-x and E⌫ migration matrices for Lead of Target 4. The variable’s
reconstructed value is on the x axis, and the true value of the quantity is on the y axis.
O↵-diagonal elements represent events that are misreconstructed enough to be placed in
a di↵erent bin. The top row show the unnormalized distribution of events. The bottom
two rows show row-normalized distributions. Results for the other targets can be found in
Appendix C.
7.6 Unfolding
We take in to account smearing between what we measure in the detector and the
true kinematics of the event by using a process called unfolding. We use our simulation
to make a map between reconstructed and true quantities in a matrix, referred to as a
“migration matrix.” We then multiply our background subtracted signal sample by the
migration matrix to unfold the distribution back to “true” quantities.
This analysis unfolds in neutrino energy and Bjorken-x, using a single iteration unfold-
ing. Each universe in our many universe uncertainty band are unfolded separately using
a migration matrix calculated for that universe. Migration matrices shown fractionally,
bin by bin, and with their respective populations can be seen in Figure 7.16. Unfolded
distributions can be seen in Figure 7.18.
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FIG. 7.17: Neutrino Energy and Bjorken-x before (left) and after (right) unfolding for
Lead of Target 4. Results for the other targets can be found in Appendix C.
FIG. 7.18: Uncertainties on Neutrino Energy and Bjorken-x before (left) and after (right)
unfolding for Lead of Target 4. Results for the other targets can be found in Appendix C.
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7.7 E ciency Correction
After unfolding, we divide by the e ciency of the selection to account ine ciencies
in the detector. The calculation of e ciency is done entirely using our simulation, and
the uncertainty on the e ciency correction is dominated by the statistics in our MC, as
can be seen in Figure 7.20. Each material in each target is individually corrected by their
respective e ciencies to account for any di↵erences in the acceptance of muons into the
MINOS detector before the samples are combined by material. The uncertainties shown
are fractional, meaning that the absolute uncertainty on each bin is the e ciency in the
bin multiplied by the fractional uncertainty in that bin.
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FIG. 7.19: MC Evaluated DIS E ciency for Fe of Target 1. Results for the other targets
can be found in Appendix C.
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FIG. 7.20: MC Evaluated DIS E ciency for Pb of Target 4. Results for the other targets
can be found in Appendix C.
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FIG. 7.21: MC Evaluated DIS E ciency for the most downstream set of CH Modules.
Results for the other targets can be found in Appendix C.
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FIG. 7.22: DIS absolute cross sections on Carbon as a function of Neutrino Energy and
Bjorken-x. The total systematic uncertainty is drawn as a band around the simulation.
The errors on the data are statistical only. The bottom left plot shows neutrino energy in
units of GeV, and the bottom right shows Bjorken-x, which is a unitless quantity.
7.8 Absolute Cross Sections
After dividing by the e ciency, the final step to a cross section is to divide by the flux
(either integrated or averaged over neutrino energy bins) and normalize by the number
of scattering centers available for interaction. Absolute cross section uncertainties are
dominated by uncertainties on the neutrino flux.
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FIG. 7.23: DIS absolute cross sections on Iron as a function of Neutrino Energy and
Bjorken-x. The total systematic uncertainty is drawn as a band around the simulation.
The bottom left plot shows neutrino energy in units of GeV, and the bottom right shows
Bjorken-x, which is a unitless quantity.
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FIG. 7.24: DIS absolute cross sections on Lead as a function of Neutrino Energy and
Bjorken-x. The total systematic uncertainty is drawn as a band around the simulation.
The bottom left plot shows neutrino energy in units of GeV, and the bottom right shows
Bjorken-x, which is a unitless quantity.
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FIG. 7.25: DIS absolute cross sections on CH as a function of Neutrino Energy and
Bjorken-x. The total systematic uncertainty is drawn as a band around the simulation.
The bottom left plot shows neutrino energy in units of GeV, and the bottom right shows
Bjorken-x, which is a unitless quantity.
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7.9 Cross Section Ratios
The final step is to take a ratio between the individual target materials cross sections
and the tracker scintillator cross section. This process reduces uncertainties due to the
neutrino flux, as a single flux distribution is used to measure each material’s cross section,
as seen in Figures 7.26 and 7.27.
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FIG. 7.26: DIS cross section ratios for carbon, iron, and lead to scintillator as a function
of neutrino energy and their associated uncertainties. The total systematic uncertainty is
drawn as a band around the simulation.
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FIG. 7.27: DIS cross section ratios for carbon, iron, and lead to scintillator as a function
of Bjorken-x and their associated uncertainties. The total systematic uncertainty is drawn
as a band around the simulation.
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CHAPTER 8
Conclusion and Outlook
This analysis selected charged current deep inelastic scattering events, selected by
requiring a reconstructed Q2   1 GeV 2 and W   2 GeV . Events selected for analysis had
a reconstructed 2GeV  Eµ  50 GeV and ✓µ < 17 . After subtracting kinematic and
plastic background events, event distributions were unfolded to their true quantities using
a single iteration Bayesian unfolding. Unfolded event distributions were then corrected
by their expected e ciency and normalized by the neutrino flux and number of scattering
centers to obtain an absolute cross section. Finally, ratios were taken between cross sections
on each material and the cross section on our active scintillator tracker.
The results of this analysis show no significant deviations from our tuned simulation
in Bjorken-x for x < 0.8, and shows no evidence for additional nuclear shadowing in
neutrino-nucleon scattering versus charged lepton-nucleon scattering. Though carbon is
lighter than lead or iron, the results show us that carbon is essentially a large nucleus.
Comparisons to a nucleus that is lighter than carbon might provide further insights.
The analysis presented here represents an extension to an earlier analysis on MINER⌫A’s
LE data set, which required a reconstructed Q2   1 GeV 2 and W   2 GeV, and a re-
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constructed 5 GeV  E⌫  50GeV and ✓µ < 17 . In addition to a much larger sample of
higher energy interactions, improvements to the vertexing and calorimetry, as well as to
our underlying simulation have been made for the analysis. The results presented here are
not in statistically significant conflict with our previous results [15].
Further analysis of inelastic events that would not be classically defined as DIS could
provide further insight into nuclear structure in that messy region of phase space. Addi-
tionally, MINER⌫A is currently taking data in antineutrino mode, which will provide an
additional ways to study nuclear structure.
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APPENDIX A
Reconstruction
FIG. A.1: Hadronic energy resolution in bings of hadronic energy. Gaussian Fit shown on
the plot, and the results are shown in the text box.
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FIG. A.2: Hadronic energy resolution in bings of hadronic energy. Gaussian Fit shown on
the plot, and the results are shown in the text box.
FIG. A.3: Hadronic energy resolution in bings of hadronic energy. Gaussian Fit shown on
the plot, and the results are shown in the text box.
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FIG. A.4: Mean of the hadronic energy resolution as a function of the recoil energy.
FIG. A.5: Spline applied to tracker events.
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FIG. A.6: Spread of the hadronic energy resolution as a function of recoil energy.
FIG. A.7: Two dimensional representation of the true and reconstructed hadronic energies,
linear scale.
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FIG. A.8: Two dimensional representation of the true and reconstructed hadronic energies,
log scale.
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FIG. A.9: Hadronic Energy Resolutions in Target 1 and 2
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FIG. A.10: Hadronic Energy Resolutions in Target 3 and 4
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FIG. A.11: Hadronic Energy Resolutions in Target 5 and the Tracker
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FIG. A.12: Hadronic Energy Resolutions the Tracker
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FIG. A.13: Hadronic Energy Resolutions the Tracker
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FIG. A.14: Muon Energy Resolutions in Target 1 and 2
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FIG. A.15: Muon Energy Resolutions in Target 3 and 4
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FIG. A.16: Muon Energy Resolutions in Target 5 and the Tracker
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FIG. A.17: Muon Energy Resolutions the Tracker
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FIG. A.18: Muon Energy Resolutions the Tracker
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FIG. A.19: Neutrino Energy Resolutions in Target 1 and 2
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FIG. A.20: Neutrino Energy Resolutions in Target 3 and 4
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FIG. A.21: Neutrino Energy Resolutions in Target 5 and the Tracker
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FIG. A.22: Neutrino Energy Resolutions the Tracker
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FIG. A.23: Neutrino Energy Resolutions the Tracker
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FIG. A.24: Q2 Resolutions in Target 1 and 2
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FIG. A.25: Q2 Resolutions in Target 3 and 4
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FIG. A.26: Q2 Resolutions in Target 5 and the Tracker
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FIG. A.27: Q2 Resolutions the Tracker
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FIG. A.28: Q2 Resolutions the Tracker
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FIG. A.29: W Resolutions in Target 1 and 2
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FIG. A.30: W Resolutions in Target 3 and 4
126
FIG. A.31: W Resolutions in Target 5 and the Tracker
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FIG. A.32: W Resolutions the Tracker
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FIG. A.33: W Resolutions the Tracker
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FIG. A.34: ✓µ Resolutions in Target 1 and 2
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FIG. A.35: ✓µ Resolutions in Target 3 and 4
131
FIG. A.36: ✓µ Resolutions in Target 5 and the Tracker
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FIG. A.37: ✓µ Resolutions the Tracker
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FIG. A.38: ✓µ Resolutions the Tracker
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APPENDIX B
The Test Beam
B.1 Motivation
The purpose of the Test Beam experiment for MINER⌫A is to validate our Monte
Carlo and study the development of particle showers in our detector by putting single
particles of known type and momentum into a scaled version of our detector. The materials
and readout systems are identical, but the detector itself is configurable to create an
ECAL/HCAL combination, Tracker/ECAL combination, or a full HCAL detector. This
is accomplished by using the MTest beamline at Fermilab, a tunable beam of charged
particles, created from 120 GeV protons colliding with an aluminum target.
B.2 Low Energy Test Beam
A set of Test Beam data was taken by MINER⌫A in 2009. It measured pions and
protons from 150MeV-2GeV in energy. Results from this data set were published in 2015,
and are available in [36]. These initial results form the basis of our detector response
uncertainties.
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The data taken in this analysis was taken from October 2014-April 2015 at the FNAL
MTest facility. Data was taken in three distinct runs, referred to as Run 1, Run 2, and
Run 3.
B.3 The Test Beam Detector Systems
The Test Beam detector system includes several subsystems devoted to making the
selection of single types of particles with known type and momentum possible. In order of
beam direction, the systems are as follows:
B.3.1 Beam
The MTest beamline is created by a collision of 120 GeV protons from the Fermilab
Main Injector beam with an aluminum target. This creates a secondary beam of particles
which can be tuned to focus particles ranging in energy from 1.55-20 GeV using the beam
magnets tuned by Accelerator Division. There are also collimators in the beam line to
decrease the momentum spread of the beam, but they were not in use for a large part
of our data taking. The beam has a variety of momentum and particle settings. Our
experiment used the beam in the range of 1.55 GeV to 8 GeV. We also had a removable
sheet of lead in the beam line to absorb electrons in the beamline when we wished to take
pion and proton data. Under nominal running conditions, the beam is directed towards
the MTest target for 4 seconds each minute.
B.3.2 Cherenkov Detector
The MTest beamline facility also includes a tunable gaseous Cherenkov Detector that
allows the user to adjust the gas pressure to trigger the system for di↵erent particle types.
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Our setting of 2 pounds per square inch absolute (psia) was tuned to detect electrons.
Photo multiplier tubes were used to detect Cherenkov light produced by particles going
faster than the speed of light in the material, in our case, electrons. This allows us to pick
trigger configurations based on whether there was an electron in the trigger window or no
electrons in the trigger window.
B.3.3 Wire Tracking Chambers
Four wire chambers are placed in the beam line to allow for particle tracking, and
multi-track rejection. These chambers have crossed wires that detect charge when particles
ionize the gas in the chambers. The upstream two wire chambers have an aperture of 457
mm x 254 mm and a wire pitch of 1.016 mm, while the downstream pair have an aperture
of 559 mm x 305 mm with a wire pitch of 1.270 mm. The chambers consisted of four
planes of wires, which read out regardless to whether they were hit with a particle in the
gate. [26]
B.3.4 The Veto
After the last wire chamber, there is an array of scintillator paddles surrounding
the central beam area. It reads out for a 300 ns window surrounding the facility beamline
trigger time, and finds multi-particle events where the particles are too spatially distributed
to be caught by the wire chambers. 300 ns was chosen because that is the smallest window
of time that we can use to distinguish overlapping tracks within the test beam detector.
B.3.5 The Time of Flight System
The Time of Flight (ToF) system consists of two scintillator paddles placed 104.5 m
apart. A 5 mm thick paddle is far upstream, and a 25.4 mm thick is directly in front
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of the main detector. The purpose of the system is to measure the time it takes for a
particle of known momentum to travel a known distance, thus measuring the particle’s
mass. Practically, this means separation of pion-like particles from proton-like particles
(including kaons and other heavy hadrons). Separation of electrons from pions is not
possible with the resolution of our system at the momenta and baseline available in the
secondary beams [37].
FIG. B.1: Diagram of the Test Beam
Time of Flight Physics
The physics of time of flight is simple in theory. It involves knowing the relationship
between momentum, mass, and velocity in a relativistic frame.
p =  mv (B.1)
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Time of Flight Set Up
There are four upstream tubes, and two tubes on the downstream station. Since the
cable lengths necessary to receive signals from the upstream tubes cause significant timing
di↵erences between the signal arrival times, we used a delay module in all 6 signals so that
they would arrive to the counting house within a 100 ns window. We used a CAMAC
Philips 7186 module with 25 ps readout resolution. The read out window is opened by
lowering the INHIBIT input to the TDC in response to the trigger signal, and the INHIBIT
is raised by the trigger signal delayed by a little over 100 ns. When a signal on one of the
six ToF channels is received, that channel starts counting, stopping when the COMMON
STOP signal is received. Thus signals arriving earlier in time have higher counts than
signals arriving later in time. These signals are read out as part of our CAMAC data
acquisition system (DAQ) that reads out signals from the Veto System, as well as the ToF
[38].
B.4 Survey Information
As part of our setup and calibration of our detector, a Fermilab survey team measured
millimeter level locations of di↵erent components of our detector, including the upstream
and downstream ToF counters [39]. We combined this data with previous beam line
survey information, recording the center of the magnet positions for MT5, in order to
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FIG. B.2: Diagram of Electronics Map of the trigger system for the Test Beam.
calculate the total distance that the particles travel. All data is taken with respect to an
arbitrary reference point, so the di↵erences is the useful parameter to examine. Di↵erences
were taken between the di↵erent x, y, and z positions, then a total path length (r) was
calculated.
Location Name x (m) y (m) z (m) dx (m) dy (m) dz (m) dr (m)
MT4-TOF1 30266.92 32111.74 227.34
MT5E1 30266.04 32115.27 227.35 0.89 -3.53 -0.01 3.64
MT5E2 30265.20 32118.70 227.36 0.85 -3.44 -0.01 3.54
MT5E3 30264.38 32122.13 227.36 0.81 -3.42 -0.01 3.52
MT5E4 30263.60 32125.58 227.37 0.78 -3.46 -0.01 3.541
MT5E5 30262.84 32129.03 227.38 0.75 -3.45 -0.01 3.53
MT62TOF2 30245.13 32213.98 227.60 17.71 -84.950 -0.22 86.78
Total r (m) 104.54
TABLE B.1: Survey Data for Each Turning Point in the beam line. Data collected by
Fermilab Survey team, lead by John Kyle. [39]
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B.5 Data Taking
There are two ways to run the ToF system, as a stand-alone system, or as part of the
wider MINER⌫A Test Beam DAQ. As a stand alone system, only the ToF CAMAC module
reads out into a text file. The data is stored locally for 12 hours, then copied to permanent
storage. This requires a trigger configuration that does not depend on the Crate Readout
Interface Module (CRIM) signals from the MINER⌫A DAQ, which coordinate signals
between the di↵erent parts of the readout system. Running it as part of the MINER⌫A
DAQ happens automatically through the MTest Dispatcher program. Running the system
requires the normal MINER⌫A trigger configuration, requiring a coincidence between a
MINER⌫A DAQ gate, MT6SC1+MT6SC2+MT6SC3 coincidence, as well as the chosen
Cherenkov trigger signal. The Cherenkov trigger signal can be switched to either select
electrons, or select non-electron particles. We have some of both kinds of data, used to
investigate the beam tune, but only the data taken with the MINER⌫A detector will be
used for the Testbeam analyses.
B.6 ToF Calibration
Initially, we looked at cosmic muon signals that went through both panels when they
were placed close together. We set the voltages of all six tubes so that there would be
uniform pulse heights from each tube.
The other calibration we performed was to look at data from 120 GeV/c protons
straight from the Main Injector through the ToF as installed. We would expect those
to be going at, practically, the speed of light, so they should give us a single-particle
type measure of time of flight for particles traveling at c. This value should be used
as an “o↵set,” a constant value that is added to each ToF measurement to consistently
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center measurements around 0ns for particles traveling at c. However, the 120 GeV/c
proton beam actually goes through an upstream aluminum target to attenuate the beam,
somewhat spreading out the momenta of the protons. This means that we are not getting
a pencil beam of a single particle type, but a very high energy beam of multiple particles.
The study of this data proved not to be reliable, so it was not used in this analysis.
In place of the 120 GeV/c proton o↵set, I used an o↵set found by fitting an electron
peak. The o↵set is di↵erent for each run because electronics resets can cause changes in
relative timing. The o↵sets for each run are as follows:
Run 1: -4.67488 ns
Run 2: 2.00728 ns
Run 3: 2.54282 ns
There is also a calibration source that comes from the beam structure. Particles in
the beam come in 18.831 ns buckets. When a particle in one bucket creates a trigger, but
then do not make it to the downstream ToF station, it is possible for a particle from the
following bucket to hit the downstream ToF station, as shown in B.3. This means that we
see small spikes at 18.936 ns intervals. This spacing in the beam is known quite precisely,
allowing us to do a calibration of our timing. Earlier work by Cora Karamitsos showed a
5 % underestimate of the time. [40]
FIG. B.3: Diagram of Accidental
I looked at the electron data that we took during di↵erent run periods. For each
142
Config Electron Peak (ns) Accidental Peak (ns) Di↵erence (ns)
1.77 Pos -0.714 ± 0.002 17.903 ± 0.170 18.617 ± 0.170
2.0 Neg 0.000 ± 0.000 16.000 ± 0.919 16.000 ± 0.919
2.0 Pos -0.750 ± 0.002 18.233 ± 0.230 18.984 ± 0.230
3.0 Neg 0.000 ± 0.000 16.000 ± 0.919 16.000 ± 0.920
3.0 Pos -0.736 ± 0.003 17.703 ± 0.400 18.439 ± 0.400
4.0 Neg -0.831 ± 0.005 17.720 ± 0.143 18.551 ± 0.143
4.0 Pos -0.408 ± 0.004 18.580 ± 0.216 18.988 ± 0.216
6.0 Neg -0.736 ± 0.004 17.600 ± 0.166 18.336 ± 0.166
6.0 Pos -0.770 ± 0.006 16.980 ± 0.609 17.750 ± 0.609
7.0 Neg -0.523 ± 0.004 18.304 ± 1.139 18.827 ± 1.139
7.0 Pos -0.775 ± 0.002 18.397 ± 0.278 19.172 ± 0.278
8.0 Neg -0.663 ± 0.003 17.750 ± 0.375 18.413 ± 0.375
8.0 Pos -0.645 ± 0.003 17.633 ± 0.287 18.279 ± 0.287
12.0 Neg -0.397 ± 0.005 18.912 ± 0.580 19.309 ± 0.580
All -0.683 ± 0.001 17.991 ± 0.094 18.674 ± 0.094
TABLE B.2: Means of the electron and accidental fits for all electron configurations in
Run 1. The di↵erence between the two peaks can be interpreted as the separation between
the two adjacent buckets. The last row shows combined fit results from all configurations.
[38]
configuration I fit the both electron peak with a gaussian, and the first accidental peak with
a log-likelihood fit (to account for the small statistics) and looked at the time di↵erence
between the two peaks, as shown in Figure B.4 and B.5. I also combined all the electron
data sets in a run to look at the di↵erence between the electron and accidental peaks for
the combined sets of data. Results can be found in Table B.2.
The di↵erence from Run 1 is o↵ from the expected value of 18.936 ns by only 1%. Since
the di↵erence is small compared to the spread of momentum within the beam momentum,
I have applied no correction factor to this data to account for any mis-calibration in time.
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FIG. B.4: Gaussian fit of electron peak in electron Mode on the left. [38]
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FIG. B.5: Gaussian fit of the accidental peak. [38]
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B.7 Expected Momentum
Knowing the momentum of the beam is critical to the success of the test beam. Unlike
the first round of test beam, we do not have specific momenta information on a particle by
particle basis because we don’t have any magnets between the wire chambers in the beam
line. No magnets were used in this setup because the beam energy was too high to bend the
beam and stay within the confines of the existing facility. The Accelerator Division (AD)
doesn’t specifically measure the momentum, momentum spread, or composition of the
beam, so we are responsible for measuring this ourselves. We have been working with AD
to better understand how the beam is tuned through direct magnetic field measurements.
In particular, we worked with Michael Backfish of the AD to understand the calibration
and settings for the Hall Probes that are used to tune the beam. Between our second and
third runs, the equations used to set the hall probe were changed, after the zero point
o↵set was re-evaluated. Analysis of the beamline magnets and the uncertainties on the
measured field parameters are still evolving, so are subject to change.
The equations, as of late July 2015, are as follows:
Run 1 : MT4WH = 10.96 + 57.92 ⇤ P
Run 2: MT4WH =  11.75 + 57.92 ⇤ P
Run 3: MT4WH = 57.92 ⇤ P
The o↵set is actually what is important because it has the greatest e↵ect on the mea-
sured beam momentum. When there is zero current running through the magnet, we want
to understand residual fields. The o↵set was not correctly calibrated for the first part of
our run, leading to a marked di↵erence between the intended and achieved magnetic fields.
We saw such a di↵erence in the data that we were taking, before bringing this issue before
AD. We have evidence that these equations are not useful above 4 GeV, due to autoranging
settings on the Hall Probe. So we need to be skeptical of the calculated expected momen-
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tum for the 6 and 8 GeV configurations in both positive and negative. Future work will
update these equations for higher energies. We can only measure momentum information
from protons with our ToF system since all other particles are traveling too close to the
speed of light for us to gain useful information on deviations from the speed of light. The
ToF can resolve pion/proton separation up to 8 GeV/c; past that the peaks merge.
FIG. B.6: Theoretical Time of Flight of a proton for 104.5 m travel, as a function of beam
momentum.
B.8 Analysis
The ToF was envisioned as a tool to define proper cuts for pion/proton separation.
However uncertainties of the beam momentum due to magnetic field calibrations caused us
to also look at the momenta of the protons using ToF data. What follows are the results
of my study, with the expected momentum and the actual momentum.
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FIG. B.7: Ratio between the time protons take for 104.5 m travel and the time a photon
would take for the same distance.
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FIG. B.8: Di↵erence between the ToF for a proton and the ToF for a photon as a function
of momentum for 104.5 m travel.
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FIG. B.9: The spread in time produced by a 10 MeV spread in momentum for 104.5 m
travel.
B.8.1 Event Selection
For the final test beam analysis, but not for this analysis, the following event selection
will be applied:
• In Spill: We mix cosmic ray muon data between spills with beam events in our detector
data stream. While the cosmic events are used for calibration, the only events we want
to analyze for test beam analyses happen during the 4 second spill time.
• CAMAC Match: This condition requires a match between an event in the CAMAC
data stream and an event in the MINER⌫A detector data stream.
• MWPC Match: This condition requires a match between an event in the MWPC
data stream and an event in the MINER⌫A detector data stream. This cut does not
look for a single reconstructed track at the present time.
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• Veto Condition: This condition requires that there is no activity in any veto paddle
within a 300 ns window surrounding the trigger signal.
• One Track: This condition requires that there is one, and only one, reconstructed
track within the wire chambers.
• Good ToF: This condition requires that tubes 1 and 3 on the upstream paddle and
both tubes on the downstream station have a hit in the readout. This condition is not
strictly required for electron data, since the ToF is not used in the analysis. However,
this condition should only be removed in the case that there was a problem with the
downstream paddle, as it still requires that a particle goes through the downstream
ToF and thus into the main detector.
When optimizing the selection of protons and pions, I looked for events within the cut
boundaries calculated for the ToF fit. The proton and pion identification cuts identified
here are valid for both positive and negative polarities. The boundaries for electron and
pion selection can be found in Table B.8.1, and the results for proton selection can be
found in Table B.8.1 [38].
Energy Low (ns) High (ns)
All -1.5 1.5
TABLE B.3: Electron and pion cut limits. [38]
I fit the proton peak in time with a gaussian likelihood fit, and use those values to
find the momentum of the protons. The conversions from time space to momentum space
are found earlier in this document in Equation B.3.
Any momenta higher than 8 GeV have overlapping proton and pion peaks. This means
that no useful particle ID can be achieved, and proton momentum can not be measured.
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Energy Low (ns) High (ns)
1.77 GeV 26 40
2 GeV 21 35
3 GeV 10 15
4 GeV 5 11
6 GeV 2 6
7 GeV 2 5
8 GeV 1.5 4
TABLE B.4: Proton cut limits [38]
Explanations of the column contents in tables B.8.1, B.8.1, B.8.1, and B.8.1 are as
follows:
• Config: Beam momentum, beam polarity.
• N Protons: Number of protons between the fit limits defined in Table B.8.1.
• Nominal: The expected momentum of the beam, based on Accelerator Division’s Hall
Probe equations. The expected time is the calculated ToF of a proton based on the
nominal momentum value. The error on the momentum is the propagated uncertainty
from the uncertainty on di↵erent values in the Hall Probe equation. The error on the
time is that same propagated error, translated into time.
• Measured: The mean value of the fit of the proton peak, and the error on the mean.
The fit is done in time, then the mean and error are translated into momentum space.
•   : This is the di↵erence between the nominal and the measured values. The error on
the di↵erence is the errors on the nominal and the measured added in quadrature.
•   : This is the RMS of the proton peak in time and the error on that RMS. In the
momentum tables, this same value has been translated into momentum space.
•  Meas. : This is just the sigma value divided by the measured value. This was done to
try and see if the beam spread is proportional to the momentum of the beam.
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Remembering equations B.3 and B.4, the spread in momentum as a function of the
ToF and the spread in the ToF is as follows:
 p =
c2dmtp
(c2t2   d2)3
 t (B.5)
Config Protons Nom. t (ns) Meas. t (ns)   t (ns)   Tot t (ns)  Meas.
1.77 Pos Pr 475 31.404 ± 1.637 32.209 ± 0.131 0.805 ± 1.642 2.708 ± 0.106 0.007
2.0 Pos Pr 559 25.852 ± 1.371 25.815 ± 0.101 -0.037 ± 1.374 2.233 ± 0.078 0.006
3.0 Pos Pr 475 13.087 ± 0.725 13.386 ± 0.065 0.299 ± 0.728 1.079 ± 0.052 0.003
4.0 Neg Pr 14 11.593 ± 0.723 11.000 ± 0.549 -0.593 ± 0.908 1.855 ± 0.365 0.005
4.0 Pos Pr 437 7.864 ± 0.445 7.768 ± 0.030 -0.096 ± 0.446 0.627 ± 0.021 0.002
6.0 Neg Pr 73 4.845 ± 0.299 3.470 ± 0.047 -1.374 ± 0.303 0.404 ± 0.034 0.001
6.0 Pos Pr 432 3.735 ± 0.216 3.890 ± 0.017 0.155 ± 0.216 0.346 ± 0.012 0.001
8.0 Neg Pr 76 2.641 ± 0.162 1.625 ± 0.091 -1.016 ± 0.186 0.283 ± 0.050 0.001
8.0 Pos Pr 417 2.172 ± 0.127 2.046 ± 0.013 -0.125 ± 0.127 0.255 ± 0.010 0.001
TABLE B.5: Time Analysis Results for Run 1. [38]
Config Protons Nom. p (GeV ) Meas. p (GeV )   p (GeV )   Tot p (GeV )  Meas.
1.77 Pos Pr 475 2.162± 0.059 2.134± 0.005 -0.028 ± 0.059 0.094 0.044
2.0 Pos Pr 559 2.392± 0.066 2.394± 0.005 0.002 ± 0.066 0.107 0.045
3.0 Pos Pr 475 3.392± 0.096 3.353± 0.008 -0.039 ± 0.096 0.138 0.041
4.0 Neg Pr 14 3.608± 0.114 3.705± 0.094 0.098 ± 0.148 0.317 0.086
4.0 Pos Pr 437 4.392± 0.126 4.419± 0.009 0.027 ± 0.126 0.180 0.041
6.0 Neg Pr 73 5.608± 0.174 6.633± 0.045 1.025 ± 0.180 0.388 0.059
6.0 Pos Pr 432 6.392± 0.186 6.262± 0.013 -0.130 ± 0.186 0.280 0.045
8.0 Neg Pr 76 7.608± 0.234 9.706± 0.273 2.098 ± 0.360 0.848 0.087
8.0 Pos Pr 417 8.392± 0.246 8.646± 0.028 0.254 ± 0.247 0.540 0.062
TABLE B.6: Momentum Analysis Results for Run 1. [38]
During Run 3, we only took electron data, so there are no proton momentum results for
that data.
Plots for all energies and configurations can be found in B. Positive 2 GeV Pion mode
can be found below.
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FIG. B.10: All events in the sample with complete ToF Information
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FIG. B.11: All selected events in the positive 2 GeV Sample occurring during the 4 second
beam “spill”.
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FIG. B.12: Selected events that pass all data quality cuts for a single particle selection,
zoomed in on the Pion Peak
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FIG. B.13: Selected events that pass all data quality cuts for a single particle selection,
zoomed in on the Proton Peak
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Config Protons Nom. t (ns) Meas. t (ns)   t (ns)   Tot t (ns)  Meas.
4.0 Neg Pr 169 11.593 ± 0.723 10.938 ± 0.083 -0.655 ± 0.728 0.995 ± 0.068 0.003
4.0 Pos Pr 1722 7.864 ± 0.445 8.264 ± 0.014 0.400 ± 0.445 0.598 ± 0.010 0.002
6.0 Neg Pr 285 4.845 ± 0.299 4.113 ± 0.023 -0.732 ± 0.300 0.385 ± 0.016 0.001
6.0 Pos Pr 2544 3.735 ± 0.216 4.123 ± 0.007 0.388 ± 0.216 0.363 ± 0.005 0.001
8.0 Neg Pr 645 2.641 ± 0.162 2.280 ± 0.011 -0.360 ± 0.162 0.283 ± 0.008 0.001
8.0 Pos Pr 2937 2.172 ± 0.127 2.295 ± 0.005 0.124 ± 0.127 0.292 ± 0.004 0.001
TABLE B.7: Time Analysis Results for Run 2. [38]
Config Protons Nom. p (GeV ) Meas. p (GeV )   p (GeV )   Tot p (GeV )  Meas.
4.0 Neg Pr 169 3.608± 0.114 3.716± 0.014 0.108 ± 0.115 0.172 0.046
4.0 Pos Pr 1722 4.392± 0.126 4.283± 0.004 -0.109 ± 0.126 0.157 0.037
6.0 Neg Pr 285 5.608± 0.174 6.090± 0.017 0.482 ± 0.175 0.286 0.047
6.0 Pos Pr 2544 6.392± 0.186 6.082± 0.005 -0.310 ± 0.186 0.269 0.044
8.0 Neg Pr 645 7.608± 0.234 8.189± 0.020 0.581 ± 0.235 0.510 0.062
8.0 Pos Pr 2937 8.392± 0.246 8.162± 0.010 -0.230 ± 0.246 0.520 0.064
TABLE B.8: Momentum Analysis Results for Run 2. [38]
B.8.2 Further Plans
The analysis of particle identification described here is being incorporated into studies
of particle response in the MINER⌫A Testbeam for pions, protons, and electrons between
1.55 GeV and 8 GeV in energy. While analysis is ongoing, results are expected within the
year.
The event numbers of each of these cuts are as follows:
Applying the cuts progressively gives the following event counts:
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Config
(GeV)
In Spill,
CA-
MAC
Matched
+ No
Veto
+
Good
ToF
+MWPC+
Slice
+
Trig-
ger
Match
N Pi-
ons
N Pro-
tons
N
Elec-
trons
1.77
e 
0 0 0 0 0 0 0 0 0
1.77
⇡ 
0 0 0 0 0 0 0 0 0
1.77
e+
19483 9432 0 9432 9334 3501 0 0 3150
1.77
⇡+
18638 10052 5840 5840 5816 2211 1661 515 0
12 e  3705 3376 0 3376 3311 3286 0 0 2341
12 ⇡  10079 8953 0 0 0 0 0 0 0
2 e  14123 6274 0 6274 6220 6072 0 0 0
2 ⇡  12714 4526 160 160 160 153 140 2 0
2 e+ 14177 6971 0 6971 6912 6878 0 0 6332
2 ⇡+ 11522 6930 4647 4647 4630 3013 2256 716 0
3 e  6977 3544 0 3544 3530 3501 0 0 0
3 ⇡  7406 4313 0 0 0 0 0 0 0
3 e+ 7000 3913 0 3913 3911 3886 0 0 3747
3 ⇡+ 7286 4765 3758 3758 3751 3716 2949 680 0
4 e  3239 1788 0 1788 1785 1778 0 0 1676
4 ⇡  3638 2142 1601 1601 1601 956 894 20 0
4 e+ 5178 3648 0 3648 3642 3636 0 0 3573
4 ⇡+ 5686 4250 3622 3622 3613 3595 2982 568 0
6 e  5264 4142 0 4142 4142 4140 0 0 3849
6 ⇡  5030 4100 3570 3570 3567 3562 3444 90 0
6 e+ 94 1572 0 1572 1572 1571 0 0 1535
6 ⇡+ 5302 4244 3687 3687 3686 3677 3107 542 0
7 e  5235 4314 0 4314 4313 4305 0 0 4256
7 ⇡  0 0 0 0 0 0 0 0 0
7 e+ 12191 98p41 0 9841 9840 9835 0 0 9673
7 ⇡+ 0 0 0 0 0 0 0 0 0
8 e  5174 4394 0 4394 4390 4383 0 0 4337
8 ⇡  5142 4424 4015 4015 4015 4006 3891 90 0
8 e+ 5479 4621 0 4621 4620 4611 0 0 4553
8 ⇡+ 10196 8677 3330 3330 3330 3327 2808 287 0
TABLE B.9: Event Selections Run 1
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Config
(GeV)
In Spill,
CA-
MAC
Matched
+ No
Veto
+ Good
ToF
+MWPC + Slice + Trig-
ger
Match
N Pions N Pro-
tons
N Elec-
trons
10 e  0 0 0 0 0 0 0 0 0
10 ⇡  36184 31307 28836 28836 28835 11246 11024 587 0
10 e+ 0 0 0 0 0 0 0 0 0
10 ⇡+ 38664 33201 30785 30785 30785 30321 27256 226 0
16 e  0 0 0 0 0 0 0 0 0
16 ⇡  0 0 0 0 0 0 0 0 0
16 e+ 0 0 0 0 0 0 0 0 0
16 ⇡+ 18386 16561 15693 15693 15693 15626 15579 692 0
3 e  0 0 0 0 0 0 0 0 0
3 ⇡  0 0 0 0 0 0 0 0 0
3 e+ 0 0 0 0 0 0 0 0 0
3 ⇡+ 0 0 0 0 0 0 0 0 0
4 e  0 0 0 0 0 0 0 0 0
4 ⇡  34752 22339 18523 18523 18511 18394 17975 116 0
4 e+ 0 0 0 0 0 0 0 0 0
4 ⇡+ 30641 20624 17798 17798 17785 17687 15184 2244 0
6 e  0 0 0 0 0 0 0 0 0
6 ⇡  36882 28322 24958 24958 24953 18283 17769 377 0
6 e+ 0 0 0 0 0 0 0 0 0
6 ⇡+ 33253 25747 22350 22350 22345 22280 18860 3188 0
7 e  0 0 0 0 0 0 0 0 0
7 ⇡  0 0 0 0 0 0 0 0 0
7 e+ 0 0 0 0 0 0 0 0 0
7 ⇡+ 0 0 0 0 0 0 0 0 0
8 e  0 0 0 0 0 0 0 0 0
8 ⇡  38920 32367 29506 29506 29504 29444 28530 802 0
8 e+ 0 0 0 0 0 0 0 0 0
8 ⇡+ 34935 28637 25805 25805 25803 25764 21660 3330 0
9 e  0 0 0 0 0 0 0 0 0
9 ⇡  39025 33363 30096 30096 30095 30032 29145 1713 0
9 e+ 0 0 0 0 0 0 0 0 0
9 ⇡+ 39575 33573 30772 30772 30768 30691 26476 1483 0
TABLE B.10: Event Selections Run 2
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Config
(GeV)
In Spill,
CA-
MAC
Matched
+ No
Veto
+ Good
ToF
+MWPC + Slice + Trig-
ger
Match
N Pions N Pro-
tons
N Elec-
trons
2 e+ 44972 18589 0 18589 18538 9339 0 0 7564
3 e  0 0 0 0 0 0 0 0 0
3 e+ 0 0 0 0 0 0 0 0 0
4 e  0 0 0 0 0 0 0 0 0
4 e+ 42967 25006 0 25006 25000 17529 0 0 16367
5 e  0 0 0 0 0 0 0 0 0
5 e+ 0 0 0 0 0 0 0 0 0
8 e+ 3912 3093 0 3093 3093 3085 0 0 3008
TABLE B.11: Event Selections Run 3
159
Config In
Spill,
Ca-
mac
Matched
No
Veto
Good
ToF
One
Track
MWPC
Contains
Slice
Has
Matched
Trig-
ger
1.77
GeV e 
- - - - - -
1.77
GeV ⇡ 
- - - - - -
1.77
GeV e+
19483 9432 12537 15306 19425 6098
1.77
GeV ⇡+
18638 10052 7386 12740 17868 7116
2 GeV
e 
14123 6274 - 10929 14057 13771
2 GeV
⇡ 
12714 4526 229 7622 12638 9019
2 GeV
e+
14177 6971 9455 11519 14113 14055
2 GeV
⇡+
11522 6930 5723 8027 10907 6365
3 GeV
e 
6977 3544 - 5825 6979 6933
3 GeV
⇡ 
7406 4313 - 5464 7316 6498
3 GeV
e+
7000 3913 5463 6027 6997 6631
3 GeV
⇡+
7286 4765 4672 5519 7128 5853
4 GeV
e 
3239 1788 2489 2744 3233 3222
4 GeV
⇡ 
3638 2142 2209 2633 3519 2066
4 GeV
e+
5178 3648 4506 4583 5172 5163
4 GeV
⇡+
5686 4250 4228 4447 5464 5212
6 GeV
e 
5264 4142 4806 4745 5266 5263
6 GeV
⇡ 
5030 4100 3959 3961 4795 4644
6 GeV
e+
2094 1572 1895 1866 2094 2092
6 GeV
⇡+
5302 4244 4162 4273 5091 4737
7 GeV
e 
5235 4314 4917 4875 5235 5227
7 GeV
⇡ 
- - - - - -
7 GeV
e+
12191 9841 11514 11209 12194 12017
7 GeV
⇡+
- - - - - -
8 GeV
e 
5174 4394 4948 4671 5170 5162
8 GeV
⇡ 
5142 4424 4387 4103 4974 4883
8 GeV
e+
5479 4621 5215 4941 5477 5464
8 GeV
⇡+
10196 8677 3638 8794 10046 9812
12 GeV
e 
3705 3376 3361 6954 6721 6311
12 GeV
⇡ 
10079 8953 - 9223 10079 10035
16 GeV
e 
- - - - - -
16 GeV
⇡+
- - - - - -
TABLE B.12: The number of events selected individually by each cut for Run 1.
160
Config In
Spill,
Ca-
mac
Matched
No
Veto
Good
ToF
One
Track
MWPC
Contains
Slice
Has
Matched
Trig-
ger
10 GeV
⇡ 
36184 31307 31437 28041 35357 14161
10 GeV
⇡+
38664 33201 34000 30329 37970 36863
16 GeV
⇡+
18386 16561 16549 14480 18122 17874
4 GeV
⇡ 
34752 22339 24426 25973 34074 32017
4 GeV
⇡+
30641 20624 23080 23108 30200 28868
6 GeV
⇡ 
36882 28322 29765 28958 36089 25312
6 GeV
⇡+
33253 25747 26187 25558 32437 30744
8 GeV
⇡ 
38920 32367 33041 30742 37980 37125
8 GeV
⇡+
34935 28637 29350 26346 33920 33107
9 GeV
⇡ 
39025 33363 32817 30052 37996 36812
9 GeV
⇡+
39575 33573 34013 30599 38582 37861
TABLE B.13: The number of events selected individually by each cut for Run 2.
Config In Spill,
Camac
Matched
No Veto Good
ToF
One
Track
MWPC
Contains
Slice
Has
Matched
Trigger
2 GeV e+ 44972 18589 23894 34565 44921 23117
4 GeV e  - - - - - -
4 GeV e+ 42967 25006 33581 35366 42993 22644
5 GeV e  - - - - - -
5 GeV e+ - - - - - -
8 GeV e+ 3912 3093 3661 3407 3912 3901
TABLE B.14: The number of events selected individually by each cut for Run 3.
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Config In
Spill,
Ca-
mac
Matched
+ No
Veto
+
Good
ToF
+MWPC+
Slice
+
Trig-
ger
Match
N Pi-
ons
N Pro-
tons
N
Elec-
trons
1.77 GeV
e 
- - - - - - - - -
1.77 GeV
⇡ 
- - - - - - - - -
1.77 GeV
e+
19483 9432 8398 7138 7138 2214 - - 2202
1.77 GeV
⇡+
18638 10052 5840 4581 4563 2025 1522 475 -
2 GeV e  14123 6274 - - - - - - -
2 GeV ⇡  12714 4526 160 122 122 118 107 - -
2 GeV e+ 14177 6971 6340 5544 5544 5544 - - 5518
2 GeV ⇡+ 11522 6930 4647 3655 3644 2419 1834 559 -
3 GeV e  6977 3544 - - - - - - -
3 GeV ⇡  7406 4313 - - - - - - -
3 GeV e+ 7000 3913 3757 3346 3346 3208 - - 3197
3 GeV ⇡+ 7286 4765 3758 3035 3029 2659 2120 475 -
4 GeV e  3239 1788 1676 1487 1487 1487 - - 1460
4 GeV ⇡  3638 2142 1601 1256 1256 759 708 14 -
4 GeV e+ 5178 3648 3541 3197 3197 3195 - - 3192
4 GeV ⇡+ 5686 4250 3622 2964 2957 2942 2466 437 -
6 GeV e  5264 4142 3983 3607 3607 3606 - - 3430
6 GeV ⇡  5030 4100 3570 2958 2956 2952 2859 73 -
6 GeV e+ 2094 1572 1528 1370 1370 1370 - - 1363
6 GeV ⇡+ 5302 4244 3687 3120 3120 3008 2555 432 -
7 GeV e  5235 4314 4221 3941 3941 3935 - - 3926
7 GeV ⇡  - - - - - - - - -
7 GeV e+ 12191 9841 9704 8964 8964 8843 - - 8769
7 GeV ⇡+ - - - - - - - - -
8 GeV e  5174 4394 4331 3923 3923 3916 - - 3904
8 GeV ⇡  5142 4424 4015 3278 3278 3271 3174 76 -
8 GeV e+ 5479 4621 4542 4115 4115 4108 - - 4090
8 GeV ⇡+ 10196 8677 3330 2835 2835 2833 2404 417 -
12 GeV e  3705 3376 2343 1950 1950 1948 - - 1941
TABLE B.15: The number of analysis selected events, and the corresponding particle
breakdown for Run 1.
162
Config In
Spill,
Ca-
mac
Matched
+ No
Veto
+
Good
ToF
+MWPC+
Slice
+
Trig-
ger
Match
N Pi-
ons
N Pro-
tons
N
Elec-
trons
10 GeV ⇡  36184 31307 28836 23165 23164 9449 9276 519 -
10 GeV ⇡+ 38664 33201 30785 24895 24895 24508 22091 175 -
16 GeV ⇡+ 18386 16561 15693 12707 12707 12653 12618 561 -
4 GeV ⇡  34752 22339 18523 14958 14948 14852 14509 169 -
4 GeV ⇡+ 30641 20624 17798 14266 14255 14180 12248 1722 -
6 GeV ⇡  36882 28322 24958 20721 20718 15000 14606 285 -
6 GeV ⇡+ 33253 25747 22350 18241 18237 18099 15364 2544 -
8 GeV ⇡  38920 32367 29506 24161 24159 24111 23380 645 -
8 GeV ⇡+ 34935 28637 25805 20331 20329 20283 17177 2937 -
9 GeV ⇡  39025 33363 30096 24155 24154 23953 23261 1384 -
9 GeV ⇡+ 39575 33573 30772 24684 24681 24618 21316 1180 -
TABLE B.16: The number of analysis selected events, and the corresponding particle
breakdown for Run 2.
Config In
Spill,
Ca-
mac
Matched
+ No
Veto
+
Good
ToF
+MWPC+
Slice
+
Trig-
ger
Match
N Pi-
ons
N Pro-
tons
N
Elec-
trons
2 GeV e+ 44972 18589 14806 12606 12606 6625 - - 6603
4 GeV e  - - - - - - - - -
4 GeV e+ 42967 25006 23250 19554 19554 10425 - - 10407
5 GeV e  - - - - - - - - -
5 GeV e+ - - - - - - - - -
8 GeV e+ 3912 3093 3005 2623 2623 2618 - - 2615
TABLE B.17: The number of analysis selected events, and the corresponding particle
breakdown for Run 3.
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APPENDIX C
DIS Analysis
C.1 Data Quality
164
FIG. C.1: Number of Events in the focusing peak as a function of Integrated Protons on
Target.
FIG. C.2: Number of Events in the high energy tail as a function of Integrated Protons
on Target.
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FIG. C.3: Average muon energy as a function of Integrated Protons on Target.
FIG. C.4: Average muon energy in the focusing peak as a function of Integrated Protons
on Target.
FIG. C.5: Average muon energy in the high energy tail as a function of Integrated Protons
on Target.
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FIG. C.6: Average hadronic recoil energy as a function of Integrated Protons on Target.
FIG. C.7: Average hadronic recoil energy in the focusing peak as a function of Integrated
Protons on Target.
FIG. C.8: Average hadronic recoil energy in the high energy tail as a function of Integrated
Protons on Target.
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FIG. C.9: Average neutrino energy as a function of Integrated Protons on Target.
FIG. C.10: Average neutrino energy in the focusing peak as a function of Integrated
Protons on Target.
FIG. C.11: Average neutrino energy in the high energy tail as a function of Integrated
Protons on Target.
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Playlist Total POT POT Used %
ME1A 9.576E+19 8.944E+19 93.392
ME1B 1.865E+19 1.854E+19 99.367
ME1C 4.964E+19 4.302E+19 86.659
ME1D 1.453E+20 1.443E+20 99.300
ME1E 1.047E+20 1.026E+20 97.984
ME1F 9.867E+19 9.530E+19 96.578
ME1G 1.468E+20 1.381E+20 94.101
ME1L 1.345E+19 1.316E+19 97.907
ME1M 2.261E+20 2.116E+20 93.556
ME1N 1.131E+20 1.071E+20 94.731
ME1O 2.996E+19 2.983E+19 99.562
ME1P 4.758E+19 4.692E+19 98.621
Sum 1.090E+21 1.040E+21 95.427
TABLE C.1: Data POT. Total POT reflects the entire POT recorded through the playlist.
The POT Used reflects POT in gates with good data quality with both the MINERvA
and MINOS detectors taking data.
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Playlist Total POT POT Used %
ME1A 1.944E+20 1.944E+20 99.993
ME1B 5.296E+19 5.296E+19 100.000
ME1C 1.065E+20 1.064E+20 99.927
ME1D 2.827E+20 2.827E+20 99.994
ME1E 2.325E+20 2.325E+20 100.000
ME1F 2.950E+20 2.950E+20 100.000
ME1G 2.412E+20 2.412E+20 99.999
ME1L 2.847E+19 2.845E+19 99.962
ME1M 2.433E+19 2.433E+19 99.997
ME1N 1.252E+20 1.236E+20 98.752
ME1O 6.314E+19 6.314E+19 100.000
ME1P 9.263E+19 9.263E+19 99.994
Sum 1.739E+21 1.737E+21 99.903
TABLE C.2: MC Full Detector POT. Total POT reflects the entire POT recorded through
the playlist. The POT Used reflects POT in gates with good data quality with both the
MINERvA and MINOS detectors taking data.
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FIG. C.12: ME1A
FIG. C.13: ME1B
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FIG. C.14: ME1C
FIG. C.15: ME1D
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FIG. C.16: ME1E
FIG. C.17: ME1F
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FIG. C.18: ME1G
FIG. C.19: ME1L
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FIG. C.20: ME1M
FIG. C.21: ME1N
175
FIG. C.22: ME1O
FIG. C.23: ME1P
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C.2 Kinematic Background Fits
177
FIG. C.24: Kinematic sidebands in Target 1 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.25: Kinematic sidebands in Target 1 Iron shown before and after the fit is applied.
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FIG. C.26: Kinematic sidebands in Target 1 Iron shown before and after the fit is applied.
180
FIG. C.27: Kinematic sidebands in Target 1 Lead shown before and after the fit is applied,
broken down by kinematic regions.
181
FIG. C.28: Kinematic sidebands in Target 1 Lead shown before and after the fit is applied.
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FIG. C.29: Kinematic sidebands in Target 1 Lead shown before and after the fit is applied.
183
FIG. C.30: Kinematic sidebands in Target 2 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.31: Kinematic sidebands in Target 2 Iron shown before and after the fit is applied.
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FIG. C.32: Kinematic sidebands in Target 2 Iron shown before and after the fit is applied.
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FIG. C.33: Kinematic sidebands in Target 2 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.34: Kinematic sidebands in Target 2 Lead shown before and after the fit is applied.
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FIG. C.35: Kinematic sidebands in Target 2 Lead shown before and after the fit is applied.
189
FIG. C.36: Kinematic sidebands in Target 3 Carbon shown before and after the fit is
applied, broken down by kinematic regions.
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FIG. C.37: Kinematic sidebands in Target 3 Carbon shown before and after the fit is
applied.
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FIG. C.38: Kinematic sidebands in Target 3 Carbon shown before and after the fit is
applied.
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FIG. C.39: Kinematic sidebands in Target 3 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.40: Kinematic sidebands in Target 3 Iron shown before and after the fit is applied.
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FIG. C.41: Kinematic sidebands in Target 3 Iron shown before and after the fit is applied.
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FIG. C.42: Kinematic sidebands in Target 3 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.43: Kinematic sidebands in Target 3 Lead shown before and after the fit is applied.
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FIG. C.44: Kinematic sidebands in Target 3 Lead shown before and after the fit is applied.
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FIG. C.45: Kinematic sidebands in Target 4 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.46: Kinematic sidebands in Target 4 Lead shown before and after the fit is applied.
200
FIG. C.47: Kinematic sidebands in Target 4 Lead shown before and after the fit is applied.
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FIG. C.48: Kinematic sidebands in Target 5 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.49: Kinematic sidebands in Target 5 Iron shown before and after the fit is applied.
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FIG. C.50: Kinematic sidebands in Target 5 Iron shown before and after the fit is applied.
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FIG. C.51: Kinematic sidebands in Target 5 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.52: Kinematic sidebands in Target 5 Lead shown before and after the fit is applied.
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FIG. C.53: Kinematic sidebands in Target 5 Lead shown before and after the fit is applied.
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FIG. C.54: Kinematic sidebands in Tracker shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.55: Kinematic sidebands in Tracker shown before and after the fit is applied.
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FIG. C.56: Kinematic sidebands in Tracker shown before and after the fit is applied.
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FIG. C.57: Kinematic sidebands in Target 1 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.58: Kinematic sidebands in Target 1 Iron shown before and after the fit is applied.
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FIG. C.59: Kinematic sidebands in Target 1 Iron shown before and after the fit is applied.
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FIG. C.60: Kinematic sidebands in Target 1 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.61: Kinematic sidebands in Target 1 Lead shown before and after the fit is applied.
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FIG. C.62: Kinematic sidebands in Target 1 Lead shown before and after the fit is applied.
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FIG. C.63: Kinematic sidebands in Target 2 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.64: Kinematic sidebands in Target 2 Iron shown before and after the fit is applied.
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FIG. C.65: Kinematic sidebands in Target 2 Iron shown before and after the fit is applied.
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FIG. C.66: Kinematic sidebands in Target 2 Lead shown before and after the fit is applied,
broken down by kinematic regions.
220
FIG. C.67: Kinematic sidebands in Target 2 Lead shown before and after the fit is applied.
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FIG. C.68: Kinematic sidebands in Target 2 Lead shown before and after the fit is applied.
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FIG. C.69: Kinematic sidebands in Target 3 Carbon shown before and after the fit is
applied, broken down by kinematic regions.
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FIG. C.70: Kinematic sidebands in Target 3 Carbon shown before and after the fit is
applied.
224
FIG. C.71: Kinematic sidebands in Target 3 Carbon shown before and after the fit is
applied.
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FIG. C.72: Kinematic sidebands in Target 3 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.73: Kinematic sidebands in Target 3 Iron shown before and after the fit is applied.
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FIG. C.74: Kinematic sidebands in Target 3 Iron shown before and after the fit is applied.
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FIG. C.75: Kinematic sidebands in Target 3 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.76: Kinematic sidebands in Target 3 Lead shown before and after the fit is applied.
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FIG. C.77: Kinematic sidebands in Target 3 Lead shown before and after the fit is applied.
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FIG. C.78: Kinematic sidebands in Target 4 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.79: Kinematic sidebands in Target 4 Lead shown before and after the fit is applied.
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FIG. C.80: Kinematic sidebands in Target 4 Lead shown before and after the fit is applied.
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FIG. C.81: Kinematic sidebands in Target 5 Iron shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.82: Kinematic sidebands in Target 5 Iron shown before and after the fit is applied.
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FIG. C.83: Kinematic sidebands in Target 5 Iron shown before and after the fit is applied.
237
FIG. C.84: Kinematic sidebands in Target 5 Lead shown before and after the fit is applied,
broken down by kinematic regions.
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FIG. C.85: Kinematic sidebands in Target 5 Lead shown before and after the fit is applied.
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FIG. C.86: Kinematic sidebands in Target 5 Lead shown before and after the fit is applied.
240
FIG. C.87: Kinematic sidebands in Tracker shown before and after the fit is applied,
broken down by kinematic regions.
241
FIG. C.88: Kinematic sidebands in Tracker shown before and after the fit is applied.
242
FIG. C.89: Kinematic sidebands in Tracker shown before and after the fit is applied.
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C.3 E ciency
244
FIG. C.90: E ciency for Target 1 Iron
245
FIG. C.91: Uncertainties on the e ciency for Target 1 Iron
246
FIG. C.92: E ciency for Target 1 Lead
247
FIG. C.93: Uncertainties on the e ciency for Target 1 Lead
248
FIG. C.94: E ciency for Target 2 Iron
249
FIG. C.95: Uncertainties on the e ciency for Target 2 Iron
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FIG. C.96: E ciency for Target 2 Lead
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FIG. C.97: Uncertainties on the e ciency for Target 2 Lead
252
FIG. C.98: E ciency for Target 3 Carbon
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FIG. C.99: Uncertainties on the e ciency for Target 3 Carbon
254
FIG. C.100: E ciency for Target 3 Iron
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FIG. C.101: Uncertainties on the e ciency for Target 3 Iron
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FIG. C.102: E ciency for Target 3 Lead
257
FIG. C.103: Uncertainties on the e ciency for Target 3 Lead
258
FIG. C.104: E ciency for Target 4 Lead
259
FIG. C.105: Uncertainties on the e ciency for Target 4 Lead
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FIG. C.106: E ciency for Target 5 Iron
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FIG. C.107: Uncertainties on the e ciency for Target 5 Iron
262
FIG. C.108: E ciency for Target 5 Lead
263
FIG. C.109: Uncertainties on the e ciency for Target 5 Lead
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FIG. C.110: E ciency for Tracker
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FIG. C.111: Uncertainties on the e ciency for Tracker
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FIG. C.112: E ciency for Tracker
267
FIG. C.113: Uncertainties on the e ciency for Tracker
268
FIG. C.114: E ciency for Tracker
269
FIG. C.115: Uncertainties on the e ciency for Tracker
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FIG. C.116: E ciency for Tracker
271
FIG. C.117: Uncertainties on the e ciency for Tracker
272
FIG. C.118: E ciency for Tracker
273
FIG. C.119: Uncertainties on the e ciency for Tracker
274
FIG. C.120: E ciency for Tracker
275
FIG. C.121: Uncertainties on the e ciency for Tracker
276
FIG. C.122: E ciency for Tracker
277
FIG. C.123: Uncertainties on the e ciency for Tracker
278
FIG. C.124: E ciency for Tracker
279
FIG. C.125: Uncertainties on the e ciency for Tracker
280
FIG. C.126: E ciency for Tracker
281
FIG. C.127: Uncertainties on the e ciency for Tracker
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