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1第1章 序論
1.1 研究背景
19世紀後半に情報通信ネットワークが出現して以降，現在までネットワーク上で
の情報伝送の機会は増加の一途をたどっている．また，近年美術館や博物館等の文
化財をデジタル化して保存・公開する「デジタルアーカイブ」「ヴァーチャルミュー
ジアム」構想など大容量データを保存する機会と重要性もますます増加している．
これら，情報伝送・記憶における基礎技術の一つである情報源符号化技術・通信
路符号化技術は 1948年に Shannonにより発表された \A Mathematical Theory of
Communication"[64]に端を発する．
Shannonは情報伝送問題を，送信者が伝送したい情報が確率的な情報源から発生
し，確率的に別の文字へ遷移する通信路を通って受信者へ伝送される問題，とモデ
ル化した．送信者が伝送したい情報を符号化した後，雑音のない通信路を介して受
信者に情報を伝送する問題を数学的に定式化したものが情報源符号化である．情報
源符号化では，なるべく効率よく情報を伝送するために，符号化後の長さをいかに
短くするかが主目的となる．一方，通信路符号化とは送信者が伝送したい情報を符
号化し，雑音のある通信路を通じて受信者に情報を伝送する問題である．通信路符
号化の目的は単位時間当たりに多量の情報を誤りなく1送ることである．情報源符号
化問題，通信路符号化問題は従来別々に取り扱われてきているが，これは分離定理
によりそれぞれの問題で最適化を行うことで全体の最適化が保証されているためで
ある [14]．
本論文で扱う可変長無歪み情報源符号化は情報源符号化問題の主問題の一つであ
る．可変長無歪み情報源符号化において符号の性能は，その符号を用いて符号化し
1微少な誤り ( ² > 0) を許容する問題設定も存在する．このような問題設定を ²-通信路符号化と呼
ぶ [26]．
第 1章 序論 2
た後の符号語の長さ，符号語長（符号長）を用いて評価されてきた．符号長に関する
基準として多くの評価基準が提案されているが，評価基準が与えられたもとで，可
変長無歪み情報源符号化の研究内容は
1. ある評価基準における限界に関する研究
2. 限界に近づく符号の構成法に関する研究
の二つに大別できる．
評価基準における限界とは，どのような符号を用いてもその限界を下回る（ある
いは上回る）ことはないという理論上の限界値のことである．従来，この分野では
理論上の限界が求められた後，その限界に近づくための符号の構成法に関する研究
が進められてきたが，限界値を求めることは，その後に提案される符号の絶対的な
評価を可能にするという意味で非常に重要である．
最も代表的な符号長に関する基準は平均符号長である．平均符号長は Shannonに
より提唱された基準で，対象とする確率的な情報源に対する符号長の期待値を示し
ている [64]．
Shannonは 1948年の論文 [64]の中で平均符号長の下限を求め，これをエントロ
ピーと定義し，エントロピーに近づく符号の構成法を示した．さらにハフマンは平
均符号長を最小にする符号の構成法（ハフマン符号）を提案した [31]．ハフマン符
号は平均符号長を最小にする符号であり，次数を拡大することにより平均符号長が
エントロピーに漸近するが，その構成には計算量が次数に対して指数関数的に増大
することが知られている．一方，算術符号 [55, 56]など平均符号長の多少の劣化を
許容した上で，計算量を削減した符号も提案され，実用化されている．これらの符
号は情報源の確率構造が既知であるもとで提案された符号であるが，一般に圧縮対
象となる情報源の確率構造は未知である．そこで，ユニバーサル符号という考え方
が提案され，数多くの符号が提案されてきた [13, 16, 39, 57, 73, 81, 82]．現在実用
化されている無歪みデータ圧縮ソフトの多くは 1970年代に提案されたユニバーサル
符号の一つである Ziv-Lempel符号が基礎となっている [81, 82]．ユニバーサル符号
の性能は当初，平均符号長が漸近的にエントロピーに一致する2ことで評価されてき
2漸近最良性と呼ぶ．
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た．Ziv-Lempel符号も，定常エルゴード情報源に対して漸近最良性が保証されてい
るという意味で性能の良い符号である．
ユニバーサル符号は近年でも盛んに提案，解析が行われている符号の一つである
が [3, 21, 20, 63, 80]，近年では特に，ユニバーサル符号の性能をより細かく評価
するためにクラスを限定して平均符号長をより精密に評価する研究もなされている
[34, 48, 54, 62]．すなわち，ある符号の平均符号長が漸近的にエントロピーに収束す
ることを評価するだけでなく，その収束する速度を評価する研究である．
また，1990年代には対象とする情報源のクラスに対してベイズ基準のもとで平均
符号長を最小にするユニバーサル符号が提案されてた [10, 40]．これはベイズ符号と
呼ばれ，その効率的な構成方法も提案されている [35, 41, 73]．またベイズ符号の精
密な平均符号長も解析されている [10, 22]．
一方，平均符号長以外の評価基準も符号の評価基準として提案されている [45, 68]．
これらはより精密にかつ多角的に符号を評価するためであり，実用化を考えると上
記に加えて符号化，復号化に要する計算量，メモリ量なども符号の重要な評価基準
となる．
平均符号長以外の評価基準の代表的なものとしてMerhavにより提案されたオー
バーフロー確率がある [45]．オーバーフロー確率とは 1シンボル毎の符号長がある
しきい値を超える確率で，実用上はバッファオーバーフローの確率を表している．
Merhavはしきい値が与えられたもとでのオーバーフロー確率が漸近的に 0に収束す
る速度を求めた．また，内田らはオーバーフロー確率が漸近的に 0に収束するため
のしきい値の必要十分条件を求めた [65]．この条件は漸近的にそのしきい値以上の
符号長が出現しないという意味で 1シンボル毎の最大符号長の下限を表していると
考えることが出来る．
1.2 研究目的と位置づけ
背景で述べたように，近年精密な符号の評価が求められており，平均符号長だけで
なく複数の評価基準から符号を評価することが重要と考えられる．山本はユニバー
サル符号の評価基準として次の四つが重要であるとした [77, 78] ．
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² 圧縮率
² 符号化，復号化に伴う計算量
² 符号化，復号化におけるメモリ量
² そのユニバーサル符号が摘要可能な情報源クラスの広さ
圧縮率とは符号長に関する性能を表し，背景で述べたように 1)平均符号長，2)最
大符号長，3)オーバーフロー確率などいくつかの基準が考えられる．符号化，復号
化に伴う計算量，メモリ量とは実用化の際に必要となる基準である．摘要可能な情
報源クラスの広さに関しては，一般的に広いクラスに適用可能な符号ほど良い符号
と考えられるが，情報源クラスが広いほど符号長の精密な解析が困難になる傾向が
ある．
符号の性能評価にあたっては上記の基準を総合的に評価することが必要である．本
論文ではこのような背景のもとで，従来提案されている符号の評価基準をより精密
に評価すること，従来提案されている符号を別の評価基準から評価すること，を目
的とする．具体的には
1. 従来より精密な最大符号長の下限の導出
2. 既存符号の最大符号長の精密な評価
3. 平均符号長最小符号のメモリ量を改善した符号の提案とその符号長の評価．
を行うことを目的とする．
韓の結果や内田らの結果は最大符号長に関する解析を行ったと考えることができ
る [26][65]．これらは極めて広い情報源クラスを対象としており，適用範囲は広いが，
その結果は粗い評価であった．それに対し，本論文では，情報源を限定したもとで
最大符号長をより精密に評価する．平均符号長が符号の情報源に対する平均的な性
能を示しているのに対して，最大符号長は情報源系列を符号化した際に最も符号長
が大きくなる際の符号長を示している．既に述べたように従来，粗い基準で評価さ
れてきた平均符号長であるが，近年ではより精密に評価することが多い．本論文で
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も従来粗い基準で評価されてきた最大符号長をより精密に評価することを目的の一
つとする．
具体的には漸近正規性を用いて最大符号長の精密な下限を導出し，また条件を満
たす符号に対してその精密な最大符号長を解析する．ここで符号に仮定する条件は
平均符号長を最小にする符号（シャノン符号）も満たす性質であるため，平均符号
長を最小にする符号の最大符号長を評価しているとも考えることが出来る．
次に実用化の面から既存の符号を評価する．実用化にあたってはメモリを有限に
制限する必要があるが，メモリを制限したもとでの符号長の評価は理論的にはほと
んど研究されていないのが現状である．先に述べたようにZiv-Lempel符号は定常エ
ルゴード情報源に対しては漸近最良性を持つ性能の良い符号であるが，漸近最良性
の証明においてはメモリ量が無限に必要であるといった仮定が置かれている．情報
源のクラスは限定するが平均符号長の下限を達成するという意味で極めて良好な性
能を持つベイズ符号も同様で，圧縮したい系列に対してメモリ量が指数的に増加す
るという欠点を持ち，実用化への障害となっている．
そこで本論文ではベイズ符号に対してメモリ量を制限した近似アルゴリズムを提
案する．さらに，メモリ量を制限したもとで符号長を評価することを目的とする．
最後に解析手法の点からの本論文の位置づけを述べる．最大符号長に関する従来
研究としては，自己情報量に関する大数の法則が成立する情報源に関する結果と大
数の法則が成立しないクラスを含んだ一般情報源に対する結果に大別できる．大数
の法則が成立する情報源では，従来の粗い基準で考えた場合，最大符号長と平均符
号長は一致するという結果が自明に得られる．一方，一般情報源を考えた場合，大
数の法則が成立しないような情報源に対しては，最大符号長と平均符号長は粗い基
準で考えていても一致しないという結果が得られているが，ここでの解析手法は大
数の法則の延長と考えられる [26, 65]．
本論文では，これに対し最大符号長を自己情報量に関する漸近正規性を用いて解
析する．従来，解析に使用されていた大数の法則は確率変数の期待値に対する結果
であるため符号長の期待値である平均符号長を解析するのには適している．しかし，
最大符号長の精密な評価には符号長を確率変数と考えた際の確率分布のすその部分
を評価する必要があり，大数の法則を用いて最大符号長を精密に評価することは困
難である．一方，本論文で解析に使用する漸近正規性は確率分布の漸近的な挙動を
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示している．すなわち，符号長を確率変数と考えた際に，符号長の分布が正規分布
に収束することを示しており，最大符号長の精密な評価に適していると考えられる．
従来，最大符号長を漸近正規性を用いて解析した研究は見あたらない．韓，内田ら
の結果と比較すると本論文における最大符号長の結果は，情報源を限定したもとで
最大符号長をより精密に評価した結果といえる．
また，ベイズ符号の平均符号長の解析においては，従来最尤推定量の漸近正規性
を用いた解析が行われていたがメモリ量を無限大に使用可能という仮定に基づいて
いた．本論文では，同様の解析手法をメモリ量を制限したアルゴリズムの平均符号
長の解析に対しても適用する．
表 1.1に評価基準の限界に関する研究という視点からの本論文の位置づけを示す．
表 1.1: 評価基準の下限に関する従来研究
平均符号長 最大符号長
粗い評価 精密な評価 粗い評価 精密な評価
情報源の確率
構造：既知
Shannon[64],
韓 [26]
内田ら [65],韓 [26] 本論文（3章）
情報源の確率
構造：未知
Clarkeら [10],
後藤ら [22]
表 1.2に既存符号の平均符号長以外の評価基準からの評価という視点からの本論
文の位置づけを示す．
表 1.2: 既存符号に関する平均符号長以外の評価基準からの研究
オーバーフロー確率 最大符号長 計算量・メモリ量
情報源の確率構造：
既知
本論文（4章） Rissanen[55, 56]
情報源の確率構造：
未知
Merhav[45], 植松 [68] Wyner ら [75], 　
本論文（5章）
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1.3 本論文の構成
本論文の構成は以下の通りである．第 2章において，情報源符号化における問題
設定を述べ，記号を定義する．2.1節で対象となる情報源符号化の問題設定について
述べる．また，符号の評価基準について 2.2節で定義し，関連した従来研究について
述べる．2.3節で代表的な可変長符号であるハフマン符号，ベイズ符号について述べ
る．第 3章においては，最大符号長を最小にする符号の最大符号長を求めることに
より，最大符号長の下限を評価する．第 4章において，符号が与えられたときの最
大符号長に関する結果を述べる．第 5章でベイズ符号を構成するアルゴリズムにつ
いて述べ，その問題点と問題点を改善した提案アルゴリズムを述べる．さらに，提
案アルゴリズムの性能評価を理論とシミュレーションの双方の点から行う．第 6章
において以上の成果をまとめ，結論と今後の課題について述べる．
8第2章 準備
2.1 情報源符号化
2.1.1 情報源モデル
情報源アルファベットをA = f0; 1; ¢ ¢ ¢ ; kgとし，x1x2 ¢ ¢ ¢ xn = xn 2 An，を長さ
nの情報源系列とする．また，xji を x
j
i = xixi+1 ¢ ¢ ¢ xjとする．本論文では k <1の
場合を考える．情報源符号化では系列 xnが確率過程に従って発生する情報源を考え
る．確率過程に仮定する性質によって，多くの情報源が考えられる．
本論文を通して，P (¢)で情報源の確率過程に基づく確率を表すものとする．すな
わち，An上に値を取る確率変数Xnに対して，その確率分布を P (xn) = PrfXn =
xng(xn 2 An) と表す．代表的な情報源を次に記す．
定義 2.1.1 定常無記憶情報源: 定常無記憶情報源とは最も基本的な情報源モデルで
次式が成立する情報源として定義される
P (xn) =
nY
i=1
P (xi):
¤
定義 2.1.2 l次Markov情報源: l次Markov情報源は状態S0; S1; ¢ ¢ ¢ ; SAlを持つ．こ
の状態に対して初期状態確率 q0; q1; ¢ ¢ ¢ ; qAlと遷移確率行列
Q = [Qij]; Qij = P (SjjSi); i; j 2 f0; 1; ¢ ¢ ¢ ; Alg
が決まることによりMarkov情報源が定義される．このとき，
P (xn) = qk
nY
i=l+1
P (xijxi¡1i¡l )
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と書ける． ¤
定義 2.1.3 一般情報源: 一般情報源は無限系列の集合として次のように定義される．
Xn = (X
(n)
1 ; X
(n)
2 ; ¢ ¢ ¢ ; X(n)n ):
ここで，Xnは nに依存しても構わない．また次式で示す整合性条件を満たす必要
もない極めて広い情報源である．
X
(m)
i = X
(n)
i (i = 1; 2; ¢ ¢ ¢ ;m)
¤
2.1.2 ユニバーサル情報源符号化
情報源符号化では確率分布が既知の場合だけでなく未知の場合を考えるときもあ
る．未知の場合の問題設定をユニバーサル情報源符号化，その際の符号をユニバー
サル符号と呼ぶ．確率分布は未知であるが，確率分布に対する一部の情報が分かっ
ている場合も数多く研究されている．今，£を任意の確率分布の集合とし，µ 2 £
をその要素とする．この場合，ユニバーサル情報源符号化は µが未知であることを
意味するが，£に対する事前知識の違いにより以下のように分類できる．
² £が未知である場合．
² £が既知である場合1．
² £が既知で，かつ µ上の確率測度wも既知の場合．
例 2.1.1 £を任意の 2値定常無記憶情報源の集合とする．ここで，2値であるとし
たので情報源アルファベットをA = f0; 1g とすると µ = P (0)と書くことができる．
この場合，£ = f0:2; 0:3gのような離散集合や，£ = (0; 1)のような連続集合を考え
ることが出来る． ¤
1確率分布が完全に未知の場合に比べて一部の情報が既知であるため準ユニバーサル情報源符号化
と呼ばれることもある．
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情報源 符号器 復号器
xn u1u2 ¢ ¢ ¢ um 2 U¤ x^n
図 2.1: 情報源符号化モデル
2.1.3 可変長情報源符号化
情報源系列 xn 2 Anを関数 Ánにより，符号アルファベットU = f0; 1; ¢ ¢ ¢ ; K ¡ 1g
への文字列に変換することを符号化と呼び，関数 Ánを符号化関数（符号器）と呼
ぶ．また，Án(xn)を xnの符号語と呼ぶ．ここで，符号化関数を Án : jAjn ! U¤とす
るとき2，この符号器を可変長符号器と呼ぶ．また，復号器と呼ばれる復号化関数を
'n(x
n) : fÁn(xn)gxn2An ! Anと定める．図 2.1に情報源符号化のモデルを示す．情
報源系列 xn 2 Anと復号化後の系列 x^n 2 Anとの間の距離を d(xn; x^n)としたとき，
全ての xnに対して d(xn; x^n) = 0 を要請する場合を無歪み可変長情報源符号化と呼
び，そのような符号化関数を一意復号可能であるという3．
一意復号可能な符号化関数は次式を満たす必要がある [14].
補題 2.1.1 [14] X
xn2An
K¡L(Án(x
n)) · 1:
ここで，L(u)は u 2 U¤の長さを表す． ¤
この不等式はクラフトの不等式と呼ばれる．本研究では上式を満たす符号化関数 Án
を無歪み可変長符号化関数と呼ぶ．
本論文では，主に無歪み可変長情報源符号化を考えるので，符号化関数，復号化
関数という記述は無歪み可変長符号化関数・復号化関数を指すこととする．
2U¤ を U の要素からなる任意の長さの系列の集合とする．
3通常符号の性能は符号化関数，復号化関数の組で考える必要があるが，一意復号可能な符号を対
象とする場合，復号化関数は符号化関数の逆関数とすればよい．ゆえに，一意復号可能な符号の性質
を述べる際には復号化関数を省略することが多い．
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2.2 符号の評価基準
情報源符号化の目的はなるべく短い符号長に情報源系列を変換することである．
しかし無歪みという制約の下では任意の情報源系列に対して短い符号長を割り当て
ることはできず，符号長に関するある評価基準を考えその評価基準に対して最適化
を図る．すなわち，クラフトの不等式という制約のもとで符号長に関する評価基準
を最適化することが情報源符号化の主目的といえる．情報源系列が確率分布に従っ
て発生することより，符号長の評価基準として様々なものが考えられる．本節では
符号長に関する代表的な評価基準を述べ，またその評価基準のもとで従来得られて
いる限界について記す．
2.2.1 平均符号長
符号化関数 Ánを用いて情報源系列 xnを符号化する際の符号長を L(Án(xn))とす
る．このとき，符号化関数 Ánの平均符号長は
1
n
E[L(Án(X
n))] =
1
n
X
xn2An
P (xn)L(Án(x
n));
と定義される．
Shannonは平均符号長の下限を求め，エントロピーと定義した．ここでは，定常
無記憶情報源に対する平均符号長の下限を述べる．
定義 2.2.1 次を満たす符号化関数列 fÁng1n=1が存在するとき，Bを達成可能レート
と呼ぶ．
lim sup
n!1
1
n
E[L(Án(X
n))] · B:
¤
さらに達成可能レートの下限を次のように定義する．
定義 2.2.2
Rv(X) , inffBjBが達成可能レート g:
¤
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以上の定義よりRv(X)は平均符号長の任意の符号化関数列 fÁng1n=1に関する下限を
表していることになる．このとき，次の補題が成立する．
補題 2.2.1 任意の定常無記憶情報源に対して
Rv(X) = H(X);
である．ここで，
H(X) =
X
x2A
P (x) log
1
P (x)
;
はエントロピーと呼ばれる4[64]．
この補題より，情報源系列xnに対して¡ logP (xn)の符号長を割り当てれば，平均符
号長はエントロピーに一致することがわかる．しかし，一般的には¡ logP (xn)が整数
になる保証はなく，符号長は整数を取ることを考慮すると実際には d¡ logP (xn)+1e
の符号長となる5．情報源の確率構造が既知の場合，この意味で最小の符号長を達成
する符号が後に述べるハフマン符号である．一方，解析上は符号長を¡ logP (xn)の
実数値として扱う方が都合が良い場合がある．この符号長を理想符号長と呼ぶ．本
論文では¡ logP (xn)の符号長をシャノン符号の理想符号長と呼ぶ．
また，定常エルゴード情報源における平均符号長の下限はエントロピーレートと
呼ばれる．さらに近年，韓らにより一般情報源に対する平均符号長の下限が求めら
れた [26]．
補題 2.2.2 [26] 任意の一般情報源に対して
Rv(X) = lim sup
n!1
H(X);
である． ¤
4本論文を通じて，特に注釈のない限り対数の底はK とする．
5ここで，dyeは y以上の最小の整数を表す．
第 2章 準備 13
2.2.2 オーバーフロー確率
オーバーフロー確率とは実用上は，符号化語にバッファオーバーフローが生じる
確率を表す量としてMerhavにより導入された [45]．Merhavは符号化関数Ánのオー
バーフロー確率として以下の量を定義した，
²n(Án(X
n); B) , Pr
½
1
n
L(Án(X
n)) ¸ B
¾
:
ここでH(X) < B · log jAjであり，H(X)は情報源のエントロピーレートを表わ
す．オーバーフロー確率は系列 xnを符号化したときの 1シンボルあたりの符号長が
エントロピーより大きいある定数Bより長くなる確率を表わしている．Merhavは
Bが与えられたときにオーバーフロー確率の減少する速度の限界を解析した．
補題 2.2.3 [45] 任意のユニフィラー有限状態情報源と任意の符号化関数列 fÁng1n=1
に対して，
lim
n!1
1
n
log ²n(Án(X
n); B) ¸ ¡ min
fQx:H(Qx)¸Bg
D(QxjjP (¢)); (2.1)
が成り立つ．ただし，ここでQxはマルコフタイプを表わし，D(q1jjq2) は分布 q1と
分布 q2のKullback-Leibler情報量を表わす. ¤
この補題はBが与えられたときどのような符号化関数を用いても，そのオーバーフ
ロー確率はこの指数より早い速度では減らないことを示している．
また，(2.1)式を漸近的に等式で満たす符号がMerhav，植松により示されている
[45, 68]．
2.3 可変長符号
本節では，情報源の確率構造が既知，未知それぞれの場合において平均符号長を
最小にする可変長符号について述べる．
第 2章 準備 14
2.3.1 ハフマン符号
ハフマン符号は，情報源の確率分布が既知であるとき平均符号長を最小にする符
号として知られている [14]．定常無記憶情報源に対するアルゴリズムは次のように
なる．ただし，簡単のため符号アルファベットを f0; 1gとする．
Step 1. 情報源アルファベットの生起確率を大きい順に並べ，A(0) = Aとする．
Step 2. j = 1とする．A(0)の生起確率の最も小さい二つの記号に，それぞれ "0"と
"1"を割り当てる．同時に，これらの確率の和を一つの記号の確率とみなし，
記号の生起確率の大きい順に並べ替えたA(1)を作る．
Step 3. j = k ¡ 1まで j = j + 1とし，Step 2を繰り返す．
Step 4. Step 3で終了した個々の記号に対し，Step2,3で割り当てた系列を符号語と
する． ¤
上記の手順で生成されたハフマン符号は平均符号長を最小にするという意味で最適
な符号である．また，ハフマン符号の平均符号長は d¡ 1
n
logP (xn) + 1
n
e以下となる
ことが知られている．これは nを大きくとりさえすれば，ハフマン符号の平均符号
長がエントロピーに漸近することを示しているが，一般にハフマン符号の計算量は
nとともに指数的に増加することが知られている．
2.3.2 ベイズ符号
情報源の確率分布が既知の場合，平均符号長を最小にする符号はハフマン符号と
して知られている．また，ハフマン符号より若干符号長は長くなるが計算量・メモ
リ量を削減した符号として算術符号が挙げられる．
一方情報源の確率分布が未知の場合，すなわちユニバーサル情報源符号化に対し
ても様々な符号が提案されている [13, 16, 81, 82, 57, 73]．その中で，パラメータの
クラス£とパラメータの事前分布 w(µ)が既知の場合，ベイズ基準のもとで平均符
号長を最小にする符号がベイズ符号である [40]．ベイズ符号は実際には，ベイズ基
準のもとで平均符号長を最小にするように確率分布を推定する．推定された確率は
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符号化確率と呼ばれ，この符号化確率を用いて実際にはハフマン符号化や算術符号
化することを想定している．ベイズ符号は非逐次型と逐次型の 2つに大別できる．
定義 2.3.1 [30, 40] 非逐次型ベイズ符号の符号化確率は
AP (xn) =
Z
µ2£
P (xnjµ)w(µ)dµ;
で表される． ¤
また，非逐次型ベイズ符号の符号長を次式で定義する．
¡ logAP (xn) = ¡ log
Z
µ2£
P (xnjµ)w(µ)dµ:
符号化関数 Ánの符号化確率をPÁnとしたとき，ベイズ符号の符号化確率は次で示
すベイズリスクを最小化する符号化確率となる [30][40]．
定義 2.3.2 ベイズリスクは次式で定義される．
rBayes(w(µ); Á) =
Z
µ2£
P (xnjµ) log P (x
njµ)
PÁn(x
n)
w(µ)dµ:
¤
上記の符号化確率は非逐次符号化，すなわちxnをが与えられたときに符号化する
際の符号化確率であるが，逐次符号化すなわちxt¡1が与えられたもとで xtの符号化
確率を決定する問題設定においてベイズ符号の符号化確率は次式で与えられる．
定義 2.3.3 逐次型ベイズ符号の符号化確率は
AP (xtjxt¡1) =
Z
µ2£
P (xtjxt¡1; µ)w(µjxt¡1)dµ;
で表される． ¤
ここで w(µjxt¡1)はパラメータ µの系列 xt¡1のもとでの事後確率と呼ばれる．逐次
型ベイズ符号の符号長は下記のようになる．
¡ logAP (xtjxt¡1) = ¡ log
Z
µ2£
P (xtjxt¡1; µ)w(µjxt¡1)dµ:
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与えられた xnに対して，非逐次型ベイズ符号と逐次型ベイズ符号の符号長は一致
することが知られている．すなわち
¡ logAP (xn) = ¡
nX
t=1
logAP (xtjxt¡1);
である．
逐次型非逐次型ともにベイズ符号の符号化確率は一般に積分計算を含むため，計
算は困難である．しかしながら，ある特殊なパラメータと事前分布のクラスに対し
ては簡単な計算で符号化確率を計算可能である [40]．
既に述べたようにベイズ符号はベイズ基準のもとで平均符号長を最小にする符号
であり，その平均符号長を精密に評価する研究とベイズ符号を効率的に構成する研
究が数多くされている [10, 22, 41, 73]．
17
第3章 自己情報量の漸近正規性を用い
た最大符号長の下限の評価
3.1 本章の目的
情報源の確率構造が既知の場合，未知の場合ともに平均符号長の精密な下限が導
出されている．一方で，従来最大符号長を直接評価した研究はないが，後述するよう
に韓，内田らの結果は最大符号長の下限を評価した結果と考えることが出来る．本
章ではこの最大符号長の下限をより精密に評価することを目的とする．そのために，
まずMerhavの定義したオーバーフロー確率を一般化した一般化オーバーフロー確
率を定義する．Merhavは，符号の評価基準としてオーバーフロー確率を提案し，そ
れに関する解析を行った [45]．Merhavの定義したオーバーフロー確率とは，一つの
系列を符号化した際に，その 1シンボルあたりの符号長がある基準値を超える確率
を表わしている．Merhavはこの基準値を定数とし，これが与えられたもとでオー
バーフロー確率が漸近的に 0に近づく速度を評価した．
符号が与えられた際，オーバーフロー確率が 0に収束するもとでの基準値の下限
を求めることは，情報源からの出現確率が 0に収束しないという意味で出現しうる
系列の中で，最も符号化後の長さ（符号長）が長くなってしまう系列に対する符号
長，すなわち漸近的に出現しうる 1シンボル当たりの最大符号長を表していると考
えることができる．つまり，ある符号に対するオーバーフロー確率が 0に収束する
もとでの基準値の下限は，その符号の最悪の場合の性能を表していると考えられる．
また，この考えを推し進めてオーバーフロー確率を ²まで許容するもとでの基準値
の下限を考えることも出来る．これは，出現確率が ²以下までのオーバーフローは
考慮せずに出現確率が 1 ¡ ²より大きい系列の集合を対象とした最大符号長を表す
ことになる．
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従来この最大符号長の下限は粗い基準でしか評価されてこなかった．そこで本章
では，この最大符号長の下限を精密に評価する．
最大符号長の下限に関する研究は韓，内田らにより行われている [26, 65]．韓の結
果は直接最大符号長を求めているわけではないが，確率的に出現しうる系列の中で
符号長が最も長くなる系列が出現した際の 1シンボルあたりの符号長の下限を示し
ていると考えることができ，これはすなわち 1シンボル毎の最大符号長の下限を求
めていることに他ならない．また，内田らの結果は出現確率が指数的に減少しない
系列の中で符号長が最も長くなる系列が出現した際の 1シンボルあたりの符号長の
下限を示している．
これらを最大符号長の観点から考えると韓の結果は最大符号長を，漸近的に出現
確率が 0にならない系列の符号長と定義していたことになり，内田らの結果は出現
確率が指数的に 0に収束しない（指数より遅い速度で 0に向かう可能性は含む）系
列の中での最大符号長を求めていたことになる．これらはともに一般情報源という
広い情報源に対する結果である．本章では，情報源に仮定を置くことにより最大符
号長の下限を精密に求める．
3.2 一般化オーバーフロー確率
本節では，Merhavの定義したオーバーフロー確率を一般化したオーバーフロー確
率を定義する．
定義 3.2.1 数列 fZng1n=1が与えられたもとで，符号化関数 Ánを用いた際の n文字
あたりのオーバーフロー確率は以下で与えられる，
²0n(Án(X
n); Zn) , PrfL(Án(Xn)) ¸ Zng:
ただし，数列 fZng1n=1は任意のnで log jAjn > Zn > H(Xn)を満たす数列とする．¤
以降，本研究ではMerhavの定義したオーバーフロー確率をMerhavのオーバーフ
ロー確率と呼び，上式で定義された確率をオーバーフロー確率と呼ぶことにする．
Merhavのオーバーフロー確率は一文字あたりの符号長がある定数を超える確率を表
しているのに対し，上で定義したオーバーフロー確率は n文字に対する符号長が n
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に依存して変化するZnを超える確率を表している．また，Án(Xn); nが与えられた
ときZ1n > Z2nに対して
²0n(Án(X
n); Z1n) · ²0n(Án(Xn); Z2n); (3.1)
が成立する．
注意 3.2.1 fZng1n=1は log jAjn > Zn > H(Xn)を満たす任意の数列であるので，B
を定数とし，Zn = nB，すなわち，
fZ1; Z2; Z3 ¢ ¢ ¢ g = fB; 2B; 3B; ¢ ¢ ¢ g;
としたときオーバーフロー確率はMerhavのオーバーフロー確率と一致する．この
意味で，上で定義したオーバーフロー確率はMerhavのオーバーフロー確率の一般
化と考えられる． ¤
3.3 自己情報量のモーメント
本節では本章で重要な役割を示す自己情報量のモーメントについて述べる．次の
量はKontyiannisによって最初に定義された [38]．
定義 3.3.1 [38] (Minimal coding variance)
Minimal coding varianceは次で定義される．
M(X)2 , lim
n!1
E
"½
1
n
µ
log
1
P (Xn)
¡H(Xn)
¶¾2#
;
ここでH(Xn) =
P
xn2Xn P (x
n) log 1
P (xn)
，である． ¤
Kontyiannisはこの量を用いて次の結果を得た．
補題 3.3.1 [38] 任意の定常エルゴードマルコフ情報源X と任意の無歪み符号化関
数列 fÁng1n=1に対して，次を満たす確率変数列 Ynが存在する．
lim inf
n!1
µ
L(Án(x
n))¡H(Xn)p
n
¡ Yn
¶
¸ 0 a:s:
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Yn
D! N(0;M(X)2);
が成立する．ここで D!は法則収束を示している1 ¤
上記の結果は，平均符号長とエントロピーの差がXnとは独立の平均 0，分散M(X)2
を持つ正規分布に従う量 Yn より確率 1で大きくなることを示している．Minimal
coding varianceは情報源に固有の量であり，情報源の性質を表す一つの量である．
ここで，¡ logP (xn)は自己情報量と呼ばれる．すなわち，Minimal coding variance
は 自己情報量を確率変数と考え，エントロピーを自己情報量の平均と考えたときの
エントロピーを中心とした分散と考えることができる．分散の定義よりM(X)2 ¸ 0,
であることがわかる．
注意 3.3.1 上記で定義したMinimal coding varianceは
M(X)r , lim
n!1
E
·½
1
n
µ
log
1
P (Xn)
¡H(Xn)
¶¾r¸
;
と一般化できる．本稿の結果は漸近正規性に基づいているが，高次のモーメントを
用いると漸近正規性をより厳密に評価できるため [18]，より厳密なオーバーフロー
確率の評価が可能と考えられる． ¤
なお，本章で述べる結果は自己情報量の分散，存在し，M(X)2 > 0;である情報源
を対象とする．
3.4 準備
3.4.1 従来研究
韓は [26]の中で，固定長符号化において誤り確率が漸近的に 0に収束するもとで
の符号長の下限を求めているが，その証明より次のことがわかる．
1ここでは [38]の記述に基づいて記述したが，本論文での法則収束の記述法では次のようになる．
lim
n!1PrfY
n · Ug =
Z U
¡1
1p
2¼M(X)2
exp
·
¡ y
2
2M(X)2
¸
dy:
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定義 3.4.1 次を満たす無歪み符号化関数列 fÁng1n=1が存在するとき，Bを達成可能
しきい値と呼ぶ．
lim
n!1
²n(Án(X
n); B) = 0:
さらに達成可能しきい値の下限を次のように定義する．
L(X) , inffBjBが達成可能しきい値 g:
¤
このとき，次の補題が成立する．
補題 3.4.1 任意の一般情報源Xに対して
L(X) = ¹H(X);
である．ここで，
¹H(X) = p- lim sup
n!1
1
n
log
1
P (xn)
;
はエントロピースペクトル上限と呼ばれる [26]． ¤
この結果はオーバーフロー確率が漸近的に 0に収束するもとでのBの下限を示し
ている．
また，内田らはオーバーフロー確率において次の量に関して解析を行った [65]．
定義 3.4.2 [65] 次を満たす無歪み符号化関数列 fÁng1n=1が存在するとき，Bを r達
成可能しきい値と呼ぶ．
lim inf
n!1
1
n
log
1
²n(Án(Xn); B)
¸ r:
さらに r達成可能しきい値の下限を次のように定義する．
L(rjX) , inffBjBが r達成可能しきい値 g:
¤
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内田らは上記の量L(rjX)と固定長符号化における誤り確率が指数的に減少するレー
トの関係を示した．この結果はオーバーフロー確率に関する次の結果を示している．
補題 3.4.2 [65] 任意の一般情報源Xと r > 0に対して，
L(rjX) = sup
B¸0
fB ¡ ¾(B)j¾(B) < rg;
が成立する．ここで，¾(B)は次で定義される．
¾(B) = lim inf
n!1
1
n
log
1
Prf 1
n
log 1
P (xn)
¸ Bg :
¤
この結果はある値 rが与えられたときにオーバーフロー確率が漸近的に指数 rで
減少していくためのしきい値Bの下限を示している．
注意 3.4.1 定義 3.4.1より L(X)は，確率的に出現しうる系列の中で符号長が最も
長くなる系列が出現した際の 1シンボルあたりの符号長の下限を示していると考え
ることができる．同様の視点から考えると定義 3.4.2におけるL(rjX)は出現確率が
指数的に減少しない系列の中で符号長が最も長くなる系列が出現した際の 1シンボ
ルあたりの符号長の下限を示している．すなわち，オーバーフロー確率が減少して
いくためのしきい値の下限は，漸近的に出現しうる系列の中で最も符号長が長くな
る場合の符号長と考えることができる． ¤
韓，内田らの結果はMerhavのオーバーフロー確率が漸近的に 0に収束する，ある
いは指数的に 0に収束するための Bの必要十分条件をあらわしている [26][65]．本
研究では上で定義したオーバーフロー確率に対し，fZng1n=1が与えられたもとでの
オーバーフロー確率を求め，またオーバーフロー確率が漸近的に 0に収束するため
の fZng1n=1の必要十分条件を求める．
既に述べたように，この条件を求めることは漸近的に出現しうる最大の符号長を
精密に評価していると考えることができる．
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3.4.2 最大符号長の下限
本章では最大符号長の下限，すなわち数列fZng1n=0がどの程度の速度で大きくなっ
ていく数列であればオーバーフロー確率が漸近的に ²以下になるか，について考え
る．まず，次を定義する．
定義 3.4.3 次を満たす符号化関数列 fÁcng1n=1が存在するとき数列 fZng1n=1を ²-達
成可能と呼ぶ．
lim sup
n!1
²0n(Á
c
n(X
n); Zn) · ²:
¤
² = 0のとき，特に，次のように定義する．
定義 3.4.4 次を満たす符号化関数列 fÁcng1n=1が存在するとき数列 fZng1n=1を達成
可能と呼ぶ．
lim
n!1
²0n(Á
c
n(X
n); Zn) = 0:
¤
3.5 オーバーフロー確率最小の符号
この節ではまず，任意の nで log jAjn > Zn > H(Xn)を満たす数列 fZng1n=1が与
えられたもとでオーバーフロー確率を最小にする符号を提案する．さらに，その符
号を用いたもとでの漸近的なオーバーフロー確率を評価する．まず次の符号化法を
提案する．
² 次の式を見たす 自然数 J を求める2,
J = argmax
j
fj ¯¯jK¡dZn¡1e < 1g: (3.2)
2dzeは z以上の最小の整数を表す.
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² 上で求めた J より，次を満たす ±を求める．
± = 1¡ JK¡dZn¡1e: (3.3)
² 系列 xn を出現確率 P (xn)の高い順に並べ替える．並べ替えたもとでの i番目
の系列を xn(i)とする. ここで，1 · i · jAjnである．さらに，xnの集合とし
て次を定義する．
Bn = fxn(i)j1 · i · Jg:
² 系列 xnに対し，以下のような符号長を割り当てる，8<: dZn ¡ 1e if xn 2 Bnl¡ log ±jAjn¡J m if xn 2 BCn ;
ここで，BCn は集合Bnの補集合を表す． ¤
上記の符号に対して jBCn j = jAjn ¡ J ¸ 1;であることは次のようにして確かめら
れる．
jBCn j = 0であるためには，jBnj = jAjnでなければならないが (3.2)式より
jBnj = J < KdZn¡1e;
が成立し，定義 3.2.1より，
jAjn > KZn ;
であるため，
jAjn > jBnj;
となる．これは jBCn j ¸ 1;を示している．
上記の符号化法で作られる符号はクラフトの不等式を満たすので，一意復号可能
である．またBnの定義より次が成立する．
KdZn¡1e > jBnj ¸ KdZn¡1e ¡ 1: (3.4)
この符号に対して次の定理が成り立つ．
第 3章 自己情報量の漸近正規性を用いた最大符号長の下限の評価 25
定理 3.5.1 上記の符号化法を用いて作られる符号は Znが与えられたもとで，オー
バーフロー確率を最小にする．
(証明)
オーバーフロー確率 ²0n(Ácn(Xn); Zn)を最小にする符号を考える．一意復号可能な符
号の集合Cとすると，
min
c2C
PrfL(Ácn(Xn)) ¸ Zng = min
c2C
X
fxn:L(Ácn(xn))¸Zng
P (xn);
となる．ここでZn未満の最大の整数長は dZn ¡ 1e ;であることに注意すると，上式
と一意復号を可能にする為にはクラフトの不等式を満たす必要があることより，確
率の高い J 個の系列を Zn未満の最大の整数長で符号化し，それ以外の jAjn ¡ J 個
の系列をクラフトの不等式を満たすように符号化する方法がオーバーフロー確率を
最小にすることが分かる． ¤
上記の証明は確率の高い J 個の系列を Zn未満の最大の整数長で符号化する符号
がオーバーフロー確率を最小にすることを示しているのみで，BCn に含まれる系列
に対する符号化法に対しては言及していない．次にこの BCn に含まれる系列に対し
てどのような符号を用いてもオーバーフロー確率が
Pr
©
xn 2 BCn
ª
;
であることを示す．
補題 3.5.1 任意のオーバーフロー確率を最小にする一意復号可能な符号のオーバー
フロー確率は
Pr
©
xn 2 BCn
ª
;
となる．
(証明)
定理 3.5.1の証明より任意のオーバーフロー確率を最小にする符号は xn 2 Bnに対
して dZn ¡ 1eの符号長を割り当てることがわかる．ここで明らかに
dZn ¡ 1e < Zn; (3.5)
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である．次に，xn 2 BCn に対する符号長を考える．まず (3.2)，(3.3)式より
± = 1¡ JK¡dZn¡1e · K¡dZn¡1e; (3.6)
が成立する．ここで jBCn j = 1;の場合と jBCn j ¸ 2,の場合に分けて考える．
1) jBCn j = 1;の場合: このとき xn 2 BCn に対する符号長はクラフトの不等式より
d¡ log ±e以上でなければならない．さらにこの場合，(3.6)式で表される ±の
上界が
± = 1¡ JK¡dZn¡1e < K¡dZn¡1e;
となることが次のようにして確かめられる．まず
1¡ JK¡dZn¡1e = K¡dZn¡1e;
であると仮定し，矛盾を導く．仮定より
1 = (J + 1)K¡dZn¡1e;
が成立するが，これは
(J + 1) = KdZn¡1e;
を意味する．ここで，jBCn j = 1;より J + 1 = jAjn;となるが定義 3.2.1より
jAjn > KZn > KdZn¡1e;
であり，これは矛盾である．ゆえに
± < K¡dZn¡1e;
が成立する．これは
d¡ log ±e ¸ Zn; (3.7)
を意味している．
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2) jBCn j ¸ 2;の場合: 系列 xn(k) 2 BCn に対する符号長が Zn未満である符号化関数
Ácnを考える．すなわち
L(Ácn(x
n(k))) · dZn ¡ 1e;
であると仮定する．このときクラフトの不等式を満たさないことを示す．
jBnj = J かつ J + 1 · k · jAjn;であることに注意するとX
1·i·jAjn
K¡L(Á
c
n(x
n(i)))
=
X
1·i·J
K¡L(Á
c
n(x
n(i))) +
X
J+1·i·jAjn
K¡L(Á
c
n(x
n(i)))
¸
X
1·i·J
K¡L(Á
c
n(x
n(i))) +
X
J+1·i·jAjn;i6=k
K¡L(Á
c
n(x
n(i)))
+K¡L(Á
c
n(x
n(k)))
¸
X
1·i·J
K¡L(Á
c
n(x
n(i))) +
X
J+1·i·jAjn;i6=k
K¡L(Á
c
n(x
n(i)))
+K¡dZn¡1e
¸ JK¡dZn¡1e +
X
J+1·i·jAjn;i 6=k
K¡L(Á
c
n(x
n(i)))
+K¡dZn¡1e
¸ (J + 1)K¡dZn¡1e +
X
J+1·i·jAjn;i6=k
K¡L(Á
c
n(x
n(i)));
である．ここで (3.6)式より
(J + 1)K¡dZn¡1e ¸ 1;
である．一方
jBCn j = jAjn ¡ J ¸ 2;
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であったため，結局X
1·i·jAjn
K¡L(Á
c
n(x
n(i))) ¸ 1 +
X
J+1·i·jAjn;i6=k
K¡L(Á
c
n(x
n(i)))
> 1;
となる．これは一意復号が不可能であることを示している．よって，8xn 2 BCn
に対しては
L(Ácn(x
n(k))) > dZn ¡ 1e; (3.8)
となる．L(Ácn(xn(k)))が整数長であることを考えると，これは 8xn 2 BCn に対
する符号長がZn以上であることを示している．
(3.5),(3.7),(3.8)式よりオーバーフロー確率を最小にする一意復号可能な符号のオー
バーフロー確率は
Pr
©
xn 2 BCn
ª
;
であることがわかる． ¤
上の補題よりオーバーフロー確率最小符号は，確率の高い J = jBnj個の系列をZn
未満の最大の整数長で符号化し，BCn に属する系列に関してはクラフトの不等式を
満たすように符号化すればよく，そのオーバーフロー確率は Pr
©
xn 2 BCn
ª
である
ことがわかる．次章でこの性質を用いて任意の符号を用いたときのオーバーフロー
確率に関する性質を導く．
また，オーバーフロー確率最小符号は平均符号長に関する保証はない．またその
構成方法から考えても現実的な符号であるとは言えない．しかし，上記の符号のオー
バーフロー確率を求めることはオーバーフロー確率の限界を求めるという意味から
重要であると考えられる．
3.6 達成可能最小符号長の評価
本節では fZng1n=1が ²-達成可能であるための必要十分条件を求める．まず情報源
に関して次を仮定する．
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仮定 3.6.1 自己情報量¡ logP (xn)が漸近正規性を満たす．すなわち
lim
n!1
Pr
8<:¡ logP (Xn)¡H(Xn)q
nM(X)2
· U
9=; =
Z U
¡1
1p
2¼
exp
·
¡y
2
2
¸
dy;
が成立する．ここでM(X)2は自己情報量の分散（Minimal coding variance[38]) を
表す． ¤
この仮定の下で，0 · ² < 1が与えられた際に ²達成可能な数列の必要十分条件を求
める．² = 0の場合と 0 < ² < 1の場合に分けて考える．
3.6.1 達成可能な数列の必要十分条件
本節では，² = 0における達成可能な数列の必要十分条件を求める．² = 0の場合，
達成可能な数列の必要十分条件を表した次の定理が成り立つ．
定理 3.6.1 仮定 3.6.1のもとで数列 fZng1n=1が達成可能であるための必要十分条件
は次のようになる．すなわち，任意の定数 1 < T <1に対して
lim
n!1
µ
Zn ¡
µ
H(Xn) + T
q
nM(X)2
¶¶
=1;
(3.9)
が成立する．
(証明）
3.7.1節参照．　 ¤
定理 3.6.1の結果は確率的に出現しうる系列の中で符号長が最も長くなる系列が
出現した際の系列長に対する符号長の下限を示していると考えることができる．一
方，注意 3.4.1で述べたように補題 3.4.1の結果は 1シンボルあたりの符号長の下限
であった．すなわち，本研究では情報源に仮定を置くことで出現しうる系列の中で
最長となる符号長の下限を精密に評価した結果と考えることができる．この視点か
ら考えると定理より，任意の符号化関数列 fÁcng1n=1を使用したとき，その最大の符
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号長は，
H(Xn) +O
³p
nM(X)2
´
，
より速い速度で大きくなることがわかる．
注意 3.6.1 Kontyiannisにより導かれた補題 3.3.1は定常エルゴードマルコフ情報源
に対して任意の符号の符号長とエントロピーとの差が，正規分布 N(0;M(X)2)に従
う確率変数より漸近的に大きくなることを示している．これはオーバーフロー確率
に関する結果ではないが，この結果を用いて，定常エルゴードマルコフ情報源に対
して定理 3.6.1と同様の結果を導くこともできる．
一方，定理 3.6.1で仮定する情報源は仮定 3.6.1，すなわち自己情報量に関する漸
近正規性を満たす情報源であり，これは定常エルゴードマルコフ情報源を含んでい
る．すなわち定理 3.6.1と補題 3.3.1を比較すると定理 3.6.1の仮定する情報源の方が
広いため，定理 3.6.1を導くために補題 3.3.1を直接用いることができない．本研究
では補題 3.3.1の結果を用いず，オーバーフロー確率最小の符号を評価することによ
り定理 3.6.1を得たが，仮定 3.6.1が成立する情報源に対して補題 3.3.1と同様の結果
を導き，その結果を用いて定理 3.6.1の結果を導くことも可能である． ¤
3.6.2 ²達成可能な数列の必要十分条件
本節では，1 > ² > 0における達成可能な数列の必要十分条件を求める．1 > ² > 0
の場合，²-達成可能な数列の必要十分条件を表した次の定理が成り立つ．
定理 3.6.2 1 > ² > 0が与えられたとき，仮定 3.6.1 のもとで fZng1n=1が ²-達成可
能しきい値であるための必要十分条件は次のようになる．
lim inf
n!1
Zn ¡H(Xn)p
n¾2
¸ T; (3.10)
ここで T は
² = 1¡
Z T
¡1
1p
2¼
exp
·
¡y
2
2
¸
dy; (3.11)
である．
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(証明）
3.7.2節参照．
3.7 定理の証明
3.7.1 定理3.6.1の証明
証明は必要条件と十分条件の 2つにわけて行う．前節で定義したオーバーフロー
確率最小の符号を考え，この符号の符号長をL¤(xn)とする．補題 3.5.1よりZnが与
えられたとき
Pr fL¤(xn) ¸ Zng = Pr
©
BCn
ª
; (3.12)
となる3．
(十分条件)
任意の定数 1 < T <1に対して (3.9)式を満たす任意の数列 fZng1n=1が達成可能で
あることを示す．
まずある数列 fZng1n=1に対して次のような集合Knを定める．
Kn = fxn j¡ logP (xn) < Zn ¡ 2g ;
すると集合Knの大きさは次のように評価される．Knの定義より任意の xn 2 Knに
対して
P (xn) > K¡Zn+2;
である．ゆえに
1 ¸
X
xn2Kn
P (xn) > jKnjK¡Zn+2;
3本章を通じて xn の任意の集合Dn に対して簡単のため
Pr fDng = Pr fxn 2 Dng ;
とする
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が成立する．これより
jKnj < KZn¡2;
を得る．
ここでオーバーフロー確率最小の符号を考えると，(3.4)式より
jBnj ¸ KdZn¡1e ¡ 1;
である．ゆえにオーバーフロー確率最小符号の構成法より，十分大きいnでKn ½ Bn;
であることがわかる．
これよりオーバーフロー確率最小の符号のオーバーフロー確率は十分大きい nで
Pr fL¤(Xn) ¸ Zng = Pr
©
BCn
ª
< Pr
©
KCn
ª
; (3.13)
となる．
さらに (3.9)式を満たす数列 fZng1n=1に対しては任意の定数 1 < T <1に対して
lim
n!1
µ
(Zn ¡ 2)¡
µ
H(Xn) + T
q
nM(X)2
¶¶
=1;
が成立することがわかる．ここで，Z 0n = Zn¡2，L(Ácn(xn)) = ¡ logP (xn)とすると仮
定3.6.1より次章で述べる定理4.3.1を用いることができる．E[L(Ácn(Xn))] = H(Xn)，
­2c =M(X)
2;であることに注意すると上式より，
Zn ¡ 2¡H(Xn)q
nM(X)2
!1;
がわかる．すると定理 4.3.1より
Pr
©
KCn
ª
= Pr f¡ logP (Xn) ¸ Zn ¡ 2g
= ²0n(Á
c
n(X
n); Z 0n)
! 0;
が成立する．ゆえに (3.13)式より，任意の定数 1 < T <1が与えられたとき，(3.9)
式を満たす任意の fZng1n=1に対して
lim
n!1
PrfL¤(Xn) ¸ Zng · 0;
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を得る．これは十分条件の成立を示している．
(必要条件)
次を満たす数列 fZng1n=1を考える．すなわち，
lim inf
n!1
µ
Zn ¡
µ
H(Xn) + T
q
nM(X)2
¶¶
· C; (3.14)
を満たすあるC <1と定数 1 < T <1が存在する．必要条件はこの fZng1n=1が達
成可能でないことを示す．本証明でもオーバーフロー確率最小の符号を考える．ま
ず上記のC; T に対して，以下のような 2つの集合を定義する．
Kn(T ) =
½
xn
¯¯¯¯
¡ logP (xn)¡H(Xn) ¸ (T + ´)
q
nM(X)2 + C
¾
:
ここで 1 > ´ > 0を満たす定数とする．
Kn(D) =
½
xn
¯¯¯¯
¡ logP (xn)¡H(Xn) < D
q
nM(X)2
¾
:
ここでDは，T 0 = T + 2´; としたときD > T 0 ¢ T 02
T
02¡1 > 1; を満たす定数である．
このもとで証明の方針は次のようになる．
1. 十分大きい nで Pr fKn(T ) \Kn(D)g > 0; Pr
©
Kn(D)
C
ª
> 0; であることを
示す．
2. 上の結果を用いてKn(D)C ½ BCn を示すことによりPr
©
BCn
ª
> 0; であること
を示す．
Kn(T )の定義より
Pr fKn(T )g = Pr
(
¡ logP (xn)¡H(Xn)p
nM(X)2
¸ (T + ´) + Cp
nM(X)2
)
;
が成立する．ここでCが定数であることとM(X)2 > 0;であることより十分大きいn
で
T
0
> T + ´ +
Cp
nM(X)2
;
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が成立することに注意すると十分大きい nで
Pr fKn(T )g > Pr
(
¡ logP (xn)¡H(Xn)p
nM(X)2
¸ T 0
)
;
が成立する．ゆえに仮定 3.6.1と補題 4.3.1より
lim inf
n!1
Pr fKn(T )g > 1p
2¼
exp
·¡T 02
2
¸(
1
T 0
¡
µ
1
T 0
¶3)
;
が成立する．
同様に考えるとKn(D)の定義よりKn(D)の補集合に対して
Pr
©
Kn(D)
C
ª
= Pr
(
¡ logP (xn)¡H(Xn)p
nM(X)2
¸ D
)
;
が成立するので仮定 3.6.1と次章で説明する補題 4.3.1より
1p
2¼
exp
·
¡D
2
2
¸½
1
D
¾
> lim
n!1
Pr
©
Kn(D)
C
ª
>
1p
2¼
exp
·
¡D
2
2
¸(
1
D
¡
µ
1
D
¶3)
; (3.15)
が成立する．また
Pr fKn(T ) \Kn(D)g ¸ Pr fKn(T )g ¡ Pr
©
Kn(D)
C
ª
;
であることに注意すると上の議論より任意の ² > 0に対して十分大きい nで
Pr fKn(T ) \Kn(D)g
¸ 1p
2¼
exp
·
¡T
02
2
¸(
1
T 0
¡
µ
1
T 0
¶3)
¡ 1p
2¼
exp
·
¡D
2
2
¸½
1
D
¾
¡ 2²;
が成立する．また T 0とDの定義より
1
D
<
1
T 0
T
02 ¡ 1
T 02
=
1
T 0
µ
1¡ 1
T 02
¶
=
1
T 0
¡
µ
1
T 0
¶3
;
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であることとD > T 0 > 1であることと ² > 0が任意であることより，²を十分小さ
く取れば，十分大きい nで
Pr fKn(T ) \Kn(D)g ¸ ® > 0; (3.16)
であることがわかる．ここで® > 0はT;C;Dに依存した定数である. 次にKn(D)C ½
BCn ;を示す．
Kn(T )の定義より任意の xn 2 Kn(T )に対して
¡ logP (xn)¡H(Xn)>(T+´)
q
nM(X)2 + C;
が成立することより，任意の xn 2 Kn(T )に対して次が成立する．
P (xn) < K¡H(X
n)¡(T+´)
p
nM(X)2¡C :
ゆえに (3.16)式より十分大きい nで
jKn(T ) \Kn(D)j ¸ ®KH(Xn)+(T+´)
p
nM(X)2+C ;
となる．これより十分大きい nで
jKn(T ) \Kn(D)j ¸ KH(Xn)+(T+´)
p
nM(X)2+C0 ; (3.17)
となる．ただし，ここでC 0 = C + log®;とおいた．
またオーバーフロー確率最小の符号を用いることを考えると (3.4)式より，
jBnj < KdZn¡1e;
を得る．さらに，(3.14)式を満たす fZng1n=1に対しては任意の定数 ¯ > 0に対して
jBnj < KdZn¡1e
< KZn
· KH(Xn)+T
p
nM(X)2+C+¯;
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となる nが加算無限個存在するため，(3.17)式より
jKn(D)j > jKn(T ) \Kn(D)j
¸ KH(Xn)+(T+´)
p
nM(X)2+C0
= KH(X
n)+T
p
nM(X)2+´
p
nM(X)2+C+log®
(a)
> KH(X
n)+T
p
nM(X)2+C+¯
> jBnj; (3.18)
となる nが加算無限個存在することがわかる．ただし (a)の不等式は，´ > 0; 1 ¸
® > 0;が定数であることとM(X)2 > 0;であることより，任意の定数 ¯ > 0に対し
て十分大きい nで
´
p
nM(X)2 + log® > ¯;
であることを用いた．
さらに，Kn(D)の定義より任意の xn 2 Kn(D)に対して
P (xn) ¸ max
xn2Kn(D)C
P (xn);
であり，オーバーフロー確率を最小にする符号は出現確率の高い系列から符号長を
割り当てていく符号であったため (3.18)式を満たす nに対しては
Bn ½ Kn(D);
であることがわかる．これは
Kn(D)
C ½ BCn ;
となることを意味している．
オーバーフロー確率最小の符号のオーバーフロー確率は定義より
Pr fL¤(Xn) ¸ Zng = Pr
©
BCn
ª
;
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であるので，上の議論と (3.15)式より (3.14)式を満たす nが加算無限個存在する系
列 fZng1n=1に対しては
Pr fL¤(Xn) ¸ Zng > Pr
©
Kn(D)
C
ª
> 0;
となる nが加算無限個存在することがわかる．すなわちオーバーフロー確率は 0に
収束しない．ゆえに (3.14)式を満たす任意の fZng1n=1は達成可能でない. ¤
3.7.2 定理3.6.2の証明
証明は必要条件と十分条件の 2つにわけて行う．前節で定義したオーバーフロー
確率最小の符号を考え，この符号の符号長をL¤(xn)とする．補題 3.5.1よりZnが与
えられたとき
Pr fL¤(xn) ¸ Zng = Pr
©
BCn
ª
; (3.19)
となる．
（十分条件）
(3.10)式を満たす任意の数列 fZng1n=1が達成可能であることを示す．
まず次のような集合Knを定める．
Kn =
½
xn
¯¯¯¯
¡ logP (xn) ¸ H(Xn) + T
q
nM(X)2 ¡ 2
¾
:
このもとで
² lim supn!1 Pr fxn 2 Kng · ².
² 十分大きい nで log jKCn j · Zn .
を示す．上記が示されると，jKCn j =Mnかつオーバーフロー確率最小符号を用いる
ことにより十分条件が証明される．Knの定義より次が成立する．
Pr fxn 2 Kng = Pr
n
xnj ¡ logP (xn)¸H(Xn) + T
p
n¾2 ¡ 2
o
:
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仮定 3.6.1より十分大きい nに対して
Pr
n
xnj ¡ logP (xn) ¸ H(Xn) + T
p
n¾2 ¡ 2
o
= Pr
½
xn
¯¯¯¯¡ logP (xn)¡H(Xn)p
n¾2
¸ T ¡ 2p
n¾2
¾
< 1¡
Z T
¡1
1p
2¼
exp
·
¡z
2
2
¸
dz + 2º
= ²+ 2º;
が成立する，ここで º > 0は任意に小さい数である．ゆえに
lim sup
n!1
Pr fxn 2 Kng · ²: (3.20)
が成立する．
次に jKCn jを評価する．Knの定義より 8xn 2 KCn に対して次が成立する．
P (xn) > K¡(H(X
n)+T
p
n¾2¡2)
ゆえに次が成立する．
jKCn j < KH(X
n)+T
p
n¾2¡2:
ここでオーバーフロー確率最小符号を用いると十分大きい nに対して
jKCn j < KH(X
n)+T
p
n¾2¡2 < KdH(X
n)+T
p
n¾2¡1e ¡ 1 · jBnj;
を得る．これより，
log jKCn j < log jBnj
が十分大きい nに対して成り立つ.
ゆえにMn = jKCn jとし，オーバーフロー確率最小符号を用いると式 (3.10)を満た
す任意の fZng1n=1に対して，
lim sup
n!1
PrfL¤(Xn) ¸ Zng · ²
が成立する．これは定理の十分条件を示している．
（必要条件）
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式 (3.10)を満たさない任意の fZng1n=1は ²-達成可能でないことを示す．この条件
は，次のように書ける．すなわち，単調増加な整数列 nj(j = 1; 2; ¢ ¢ ¢ ;1)と定数
± > 0が存在して，
Znj · H(Xnj) + (T ¡ ±)
p
nj¾2: (3.21)
が全ての n = njに対して成立する．
ここで，次の集合を定義する．
Jn =
n
xn
¯¯¯
¡ logP (xn) < H(Xn) + T
p
n¾2
o
;
In =
½
xn
¯¯¯¯
H(Xn) + (T ¡ ±
3
)
p
n¾2 · ¡ logP (xn) < H(Xn) + T
p
n¾2
¾
:
すると明らかに In µ Jnが成立するが，この集合を用いて次の矛盾を導く．すなわち，
1. lim sup ²0n(Á
c
n(X
n); Zn) · ²が成立すると仮定したとき，十分大きいnで jJnj ·
Mnが成立する．
2. fZng1n=1が式 (3.21)を満たすと仮定したとき，log jJnj > logMnが加算無限個
の nに対して成立する．
を導くことにより必要条件を示す．
まず，Pr
©
xn 2 JCn
ª
を評価する．仮定 3.6.1より
Pr
©
xn 2 JCn
ª
= Pr
½
xn
¯¯¯¯¡ logP (xn)¡H(Xn)p
n¾2
¸ T
¾
> 1¡
Z T
¡1
1p
2¼
exp
·
¡z
2
2
¸
dz ¡ º
= ²¡ º;
が十分大きい nに対して成立する，ここで º > 0は任意に小さい数である．ゆえに
lim inf
n!1
Pr
©
xn 2 JCn
ª
> ²;
が成立する．
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ゆえに符号の構成法より fZng1n=1が ²-達成可能であれば
jJnj ·Mn; (3.22)
が十分大きい nで成立しなければならない．
次に jInjを評価する．Inの定義より 8xn 2 Inに対して
P (xn) · K¡(H(Xn)+(T¡ ±3 )
p
n¾2);
が成立する．ここで仮定 3.6.1より十分大きい nで次を満たす ® > 0が存在する．
Prfxn 2 Ing
= Pr
½
xn
¯¯¯¯
H(Xn) + (T ¡ ±
3
)
p
n¾2 · ¡ logP (xn) < H(Xn) + T
p
n¾2
¾
>
Z T
T¡ ±
3
1p
2¼
exp
·
¡y
2
2
¸
dy ¡ º;
ここで º > 0は任意に小さい数である. これは十分大きい nで
Prfxn 2 Ing ¸ ®
を満たす ® > 0が存在することを意味する．ゆえに
jInj ¸ ®KH(Xn)+(T¡ ±3 )
p
n¾2 ;
が十分大きい nで成立する．これより
log jInj ¸ H(Xn) + (T ¡ ±
3
)
p
n¾2 + log®
が十分大きい nで成立する. また任意の固定された ± > 0に対して ®は定数である
ことにより
¡±
p
n¾2
3
< log®;
が十分大きい nに対して成立する．ゆえに
log jInj ¸ H(Xn) + (T ¡ 2±
3
)
p
n¾2; (3.23)
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が十分大きい nに対して成り立つ．
ここで，jJnj ¸ jInjであったので，式 (3.23)より
log jJnj ¸ H(Xn) + (T ¡ 2±
3
)
p
n¾2; (3.24)
が十分大きい nに対して成立する．
従って，上の不等式と式 (3.21)より全ての n = njに対して次の式を満たす単調増
加な整数列 nj(j = 1; 2; ¢ ¢ ¢ ;1)が存在する．
log jJnj j ¡
±
3
p
nj¾2 ¸ ´nj : (3.25)
次にMnを評価する. fZng1n=1 が ²-達成可能であると仮定したので次式が成立する．
lim sup
n!1
(logMn ¡ ´n) · 0:
これは任意の ° > 0が与えられたとき，8n > N0に対して次式を満たすN0が存在
することを意味している．
logMn · ´n + °: (3.26)
ここで 8n > N0に対して
±
3
p
n¾2 ¸ °; (3.27)
が成立するN0が存在する．
従って，式 (3.25)， (3.26)より 全ての n = njに対して次の式を満たす単調増加
な整数列 nj(j = 1; 2; ¢ ¢ ¢ ;1)が存在する．
log jJnj j ¸ ´nj +
±
3
p
nj¾2 > ´nj > logMnj :
一方，fZng1n=1 は ²-達成可能であると仮定したので，式 (3.22) が十分大きい nに
対して成立しなければならない．これは矛盾である．ゆえに定理の必要条件が導か
れた． ¤
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3.8 本章のまとめ
本章では，オーバーフロー確率最小の符号の提案，オーバーフロー確率が漸近的
に ²以下になるための基準値の必要十分条件の評価を行った．この必要十分条件は，
最大符号長の精密な下限を表している．従来，求められていた最大符号長の下限は
o(n)の項を無視した結果となっていた．本章ではMerhavのオーバーフロー確率を
一般化したオーバーフロー確率を定義することにより，最大符号長の下限をより精
密に求めた．
本章では解析のために情報源の固有の量である自己情報量の分散 (Minimal coding
variance) と自己情報量の漸近正規性を用いた．従来，最大符号長の下限は大数の法
則に基づいて導出されており，漸近正規性を用いた解析は行われていなかった．本
章では，漸近正規性を用いることにより最大符号長の下限がより精密に評価できる
ことを示した．
オーバーフロー確率最小の符号は平均符号長の面からすると実用的な符号とはい
えないが，オーバーフロー確率が漸近的に 0に収束するもとでの基準値の必要十分条
件を評価するために導入した．オーバーフロー確率それ自体では符号の評価基準と
しては不十分であると考えられるが，既存の符号のオーバーフロー確率の解析，平
均符号長がエントロピーに収束するもとでのオーバーフロー確率最小の符号の提案
などは重要であると考えられる．
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第4章 符号長の漸近正規性を用いた最
大符号長の評価
4.1 本章の目的
前章では情報源の確率構造が既知の場合にオーバーフロー確率を最小にする符号
を提案し，最大符号長の精密な下限を導出した．本章の目的は符号が与えられた際
の最大符号長を求めることである．既に述べたようにオーバーフロー確率最小の符
号は平均符号長の意味からは性能の悪い符号になっている．また，計算量の面から
も実用上意味のある符号とはいえない．その意味で，その他の評価基準（例えば平
均符号長）に保証がある符号の最大符号長を解析することは符号の多面的な評価と
いう点から非常に重要な意味を持つ．本章では，符号の精密な最大符号長を評価す
るために符号長の漸近正規性という性質を仮定する．従来，符号の評価に符号長の
漸近正規性を用いた研究は見あたらない．本章より符号長の漸近正規性が符号の最
大符号長の精密な評価に極めて有効であることがわかる．
4.2 符号長のモーメント
本節では本章で重要な役割を示す符号長のモーメントについて述べる．各符号に
対して符号長の分散を次のように定義する．
定義 4.2.1 符号化関数列fÁcng1n=1を用いた際の符号長の分散­2cは次式で与えられる，
­2c , lim
n!1
E
"½µ
1
n
L(Ácn(X
n))¡ E[ 1
n
L(Ácn(X
n))]
¶¾2#
:
¤
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符号長の分散は情報源と符号によって決まる量であり，ある符号の符号長を確率変
数，平均符号長を平均値と考えた際の分散と考えることができる．分散の定義より
­2c ¸ 0, であることがわかる．
注意 4.2.1 上記で定義した符号長の分散は
­rc , lim
n!1
E
·½µ
1
n
L(Ácn(X
n))¡ E[ 1
n
L(Ácn(X
n))]
¶¾r¸
;
とおくことで符号長の r次のモーメントと一般化できる．
本稿の結果は漸近正規性に基づいているが，高次のモーメントを用いると漸近正
規性をより厳密に評価できるため [18]，より厳密なオーバーフロー確率の評価が可
能と考えられる． ¤
従来，無歪み符号の評価基準として平均符号長が多く用いられてきた．しかしなが
ら，平均符号長が短くても，個別の系列を符号化したときの符号長が短いとは限ら
ない．符号長の分散は個別の系列の符号長が平均符号長から平均的にどの程度離れ
ているかを示している．この点から，符号長の分散は符号の性能に関する一つの指
標となると考えられる．一方でこの量はオーバーフロー確率の評価に有効であるた
め，本章では符号長の分散を用いてオーバーフロー確率に関する結果を導く．
なお，本章で述べる結果は符号長の分散が存在し ­2c > 0;である情報源と符号を
対象とする．
4.3 符号長の分散を用いたオーバーフロー確率の評価
本節では，符号長の分散を用いて各符号のオーバーフロー確率を評価する．まず，
次を仮定する．
仮定 4.3.1 符号長L(Ácn(xn))が漸近正規性を満たす．すなわち符号化関数列fÁcng1n=1
に対して，
lim
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
· U
)
=
Z U
¡1
1p
2¼
exp
·
¡y
2
2
¸
dy;
が成立する． ¤
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正規分布の計算は積分を含んでいるので，一般的には容易に求めることはできな
い．次の補題は，標準正規分布の上側確率のバウンドを示している [18]．
補題 4.3.1 　 [18] 標準正規分布の分布関数を '(y)とすると，8y > 0に対して，以
下が成り立つ．
1p
2¼
e¡
1
2
y2
µ
1
y
¡ 1
y3
¶
< 1¡ '(y) < 1p
2¼
e¡
1
2
y2
µ
1
y
¶
: (4.1)
¤
次にある符号が与えられたもとでの数列 fZng1n=1とオーバーフロー確率の関係を
示す．まず数列 fZng1n=1に対して次を定義する．
U , lim inf
n!1
Zn ¡ E[L(Ácn(Xn))]p
n­2c
:
U , lim sup
n!1
Zn ¡ E[L(Ácn(Xn))]p
n­2c
:
このとき，上記の補題と仮定 4.3.1 より次の定理が成立する．
定理 4.3.1 符号長 L(Ácn(xn))が漸近正規性を満たすとき，次が成立する．
0 < U <1，が成立する数列 fZng1n=1に対して
lim sup
n!1
²0n(Á
c
n(X
n); Zn) <
1p
2¼
e¡
1
2
U2 1
U
; (4.2)
が成立する．
0 < U <1，が成立する数列 fZng1n=1に対して
lim inf
n!1
²0n(Á
c
n(X
n); Zn) >
1p
2¼
e¡
1
2
U
2
µ
1
U
¡ 1
U
3
¶
; (4.3)
が成立する．
また limn!1 Zn¡E[L(Á
c
n(X
n))]p
n­2c
=1; が成立する数列 fZng1n=1に対して
lim
n!1
²0n(Á
c
n(X
n); Zn) = 0， (4.4)
が成立する．
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(証明)
´n = Zn¡E[L(Ácn(Xn))]とおく．まず 0 < U <1，が成立するとき，漸近正規性の
仮定と (4.1)式より，
lim sup
n!1
²0n(Á
c
n(X
n); Zn)
= lim sup
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ ´np
n­2c
)
· lim sup
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ U
)
= (1¡ ' (U))
<
1p
2¼
e¡
1
2
U2 1
U
;
となる．これより，(4.2)式の成立が分かる．
同様に 0 < U <1，が成立するとき
lim inf
n!1
²0n(Á
c
n(X
n); Zn)
= lim inf
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ ´np
n­2c
)
¸ lim inf
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ U
)
=
¡
1¡ ' ¡U¢¢
>
1p
2¼
e¡
1
2
U
2
µ
1
U
¡ 1
U
3
¶
;
を得る．これは，(4.3)の成立を示している．
最後に (4.4)式を示す．オーバーフロー確率の定義より
²0n(Á
c
n(X
n); Zn) = PrfL(Ácn(Xn))¸Zng
= Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ ´np
n­2c
)
;
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となる．また条件より任意の定数U が与えられたとき，次を満たすN1が存在する．
すなわち 8n > N1;で
´np
n­2c
> U;
が成立する．これは，任意の定数 U が与えられたとき 8n > N1;で
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ ´np
n­2c
)
< Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ U
)
;
を満たすN1が存在することを意味する．
また漸近正規性の仮定より，補題4.3.1を用いると任意の定数Uに対して8n > N2;
で
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ U
)
< 1¡ '(U)
<
1p
2¼
e¡
1
2
U2 1
U
;
を満たす整数N2が存在することがわかる．
これより任意の定数 U が与えられたとき十分大きい nで
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ ´np
n­2c
)
<
1p
2¼
e¡
1
2
U2 1
U
;
であることがわかる．これは
²0n(Á
c
n(X
n); Zn)! 0;
を意味している．これより (4.4)式が成立する． ¤
上記の定理は符号が与えられたもとで，数列 fZng1n=1の上極限と下極限を用いて
漸近的なオーバーフロー確率がバウンドできることを示している．
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4.4 符号に対する達成可能性
本節では，前節で導いたオーバーフロー確率に関する定理を用いてオーバーフロー
確率が漸近的に ²以下になるための数列 fZng1n=1に対する条件を求めるために，符
号に対する達成可能性を定義する．符号に対する ²-達成可能な数列を次のように定
義する．
定義 4.4.1 無歪み符号化関数列 fÁcng1n=1が与えられたとき，
lim sup
n!1
²0n(Á
c
n(X
n); Zn) · ²;
ならば数列 fZng1n=1は符号化関数列 fÁcng1n=1に対して ²-達成可能であるという．¤
特に，² = 0のとき，次のように定義する．
定義 4.4.2 無歪み符号化関数列 fÁcng1n=1が与えられたとき，
lim
n!1
²0n(Á
c
n(X
n); Zn) = 0;
ならば数列 fZng1n=1は符号化関数列 fÁcng1n=1に対して達成可能であるという． ¤
前章では，²-達成可能（あるいは達成可能）な数列 fZng1n=1の条件を求めることに
より，任意の符号に対する最大符号長の下限を求めた．本章では，符号化関数列に
対して ²-達成可能（あるいは達成可能）な数列 fZng1n=1の条件を求めるが，これは，
与えられた符号化関数列を使用した際の最大符号長を求めていることに他ならない．
4.5 符号長の漸近正規性を用いた最大符号長の評価
この節では，符号化関数列 fÁcng1n=1が与えられたとき，数列 fZng1n=1が ²-達成可
能であるための必要十分条件を示す．² = 0の場合と 0 < ² < 1の場合に分けて考
える．
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4.5.1 符号に対して達成可能な数列の必要十分条件
² = 0の場合，符号に対する ²-達成可能な数列の必要十分条件は次のようになる．
定理 4.5.1 符号長L(Ácn(xn))が漸近正規性を満たすとき，数列 fZng1n=1が符号化関
数列 fÁcng1n=1に対して達成可能であるための必要十分条件は次のようになる．すな
わち，数列 fZng1n=1が，任意の定数 1 < T <1に対して
lim
n!1
³
Zn ¡
³
E[L(Ácn(X
n))] + T
p
n­2c
´´
= 1; (4.5)
を満たす．
(証明)
´n = Zn ¡ E[L(Ácn(Xn))];とおく．
(十分条件)
ある符号化関数列 fÁcng1n=1が与えられたとき，任意の定数 1 < T <1に対して (4.5)
式を満たす数列 fZng1n=1，は符号化関数列 fÁcng1n=1に対して達成可能であることを
示す．(4.5)式を満たす fZng1n=1を用いて定義された f´ng1n=1を考えると
lim
n!1
´np
n­2c
=1;
が成立する．ゆえに (4.4)式より，定理の十分条件の成立がわかる．
(必要条件)
任意の定数 1 < T <1;に対して (4.5)式を満足しない数列 fZng1n=1は符号化関数列
fÁcng1n=1に対して達成可能でないことを示す．上記の fZng1n=1に対する条件は言い
換えると
lim inf
n!1
³
Zn ¡
³
E[L(Ácn(X
n))] + T
p
n­2c
´´
· C; (4.6)
を満たすあるC <1と 1 < T <1が存在することである．上の条件が満たされる
ときに fZng1n=1が達成可能でないことを示す．
Z 0n = E[L(Á
c
n(X
n))] + T
p
n­2c + C;
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で定義される数列 fZ 0ng1n=1を定義すると (3.1)式より
lim sup
n!1
²0n(Á
c
n(X
n); Zn) ¸ lim inf
n!1
²0n(Á
c
n(X
n); Z 0n); (4.7)
が成立する．
また T;C <1は定数であることと，­2c > 0であることより
0 < lim sup
n!1
Z 0n ¡ E[L(Ácn(Xn))]p
n­2c
= lim sup
n!1
Ã
T +
Cp
n­2c
!
<1;
が成立する．ゆえに
lim sup
n!1
Ã
T +
Cp
n­2c
!
= T;
に注意すると， (4.3), (4.7)式より
lim sup
n!1
²0n(Á
c
n(X
n); Zn) ¸ lim inf
n!1
²0n(Á
c
n(X
n); Z 0n)
>
1p
2¼
exp
·
¡T
2
2
¸(
1
T
¡
µ
1
T
¶3)
;
> 0;
を得る．ゆえに，
lim sup
n!1
²0n(Á
c
n(X
n); Zn) > 0;
であるので定理の必要条件が示された． ¤
上記の定理は符号化関数 Ácnを考えたときその符号のオーバーフロー確率，すな
わち個別の系列に関する符号長が平均符号長より ´n大きくなってしまう確率，が漸
近的に 0に収束するためには，漸近的に f´ng1n=1が
p
n­2c より速いオーダーで大き
くなる数列でなければならないことを示している．既に述べたように，この結果は
ある符号に対して確率的に出現しうる系列の中で，符号長が最も長くなる系列が出
現した際の系列長あたりの符号長を評価していると考えることができる．すなわち，
ある符号化関数列 fÁcng1n=1を使用したとき，その最大の符号長は，
E[L(Ácn(X
n))] +O
³p
n­2c
´
;
より速いオーダーで大きくなることがわかる．
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注意 4.5.1 定理 4.3.1は符号長が漸近正規性を満たしているときのオーバーフロー
確率を表わしている．符号長の漸近正規性は情報源と符号の双方により成立するか
否かが決定する．故に定理では情報源に対する制約を明言していないが，符号長が漸
近正規性を満たしているかどうかの条件に情報源に対する制約が含まれている．一
般には離散確率変数が独立に同分布に従うとき，漸近正規性が成り立つ．符号長を
確率変数と考えた場合は，情報源が独立であるとき，L(xn) =
Pn
i=1 L(xi)が成り立
てば，漸近正規性を満足する．
例としてシャノン符号の理想符号長¡ logP (xn)を考える．この場合 i.i.d.情報源
に対しては¡ logP (xn) =Pni=1¡ logP (xi)が成立するため漸近正規性の仮定を満た
す．なお，理想符号長¡ logP (xn)を用いたとき，このシャノン符号の理想符号長の
分散は自己情報量の分散と一致する． ¤
4.5.2 符号に対して ²-達成可能な数列の必要十分条件
0 < ² < 1が与えられた際，数列 fZng1n=1が ²-達成可能であるための必要十分条件
を示す．
定理 4.5.2 符号長 L(Ácn(xn))が漸近正規性を満たすとき，与えられた 0 < ² < 1に
対して数列 fZng1n=1が，符号化関数列 fÁcng1n=1に対して達成可能であるための必要
十分条件は次のようになる．すなわち，数列 fZng1n=1が次を満たす．
Zn ¡ EL(Ácn(Xn))p
n­2c
¸ T; (4.8)
ここで T は
² = 1¡
Z T
¡1
1p
2¼
exp
·
¡y
2
2
¸
dy;
を満たす．
（証明）
´n = Zn ¡ E[L(Ácn(Xn))];とおく．
(十分条件)
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式 (4.8)を満たす任意の数列 fZng1n=1が符号化関数列 fÁcng1n=1に対して達成可能で
あることを示す．
漸近正規性の仮定と fZng1n=1が式 (4.8)を満たすことより
lim sup
n!1
²0n(Á
c
n(X
n); Zn)
= lim sup
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ ´np
n­2c
)
· lim sup
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ T
)
= ²;
となる．ゆえに定理の十分条件の成立がわかる．
(必要条件)
式 (4.8)を満たさない数列 fZng1n=1が符号化関数列 fÁcng1n=1に対して達成可能であ
ると仮定し，矛盾を導く．漸近正規性の仮定と fZng1n=1が式 (4.8)を満たさないとい
う条件より
lim inf
n!1
²0n(Á
c
n(X
n); Zn)
= lim inf
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ ´np
n­2c
)
> lim inf
n!1
Pr
(
L(Ácn(X
n))¡ E[L(Ácn(Xn))]p
n­2c
¸ T
)
= ²;
となる．これは矛盾である．ゆえに定理の必要条件がわかる． ¤
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4.6 本章のまとめ
本章では，符号長の漸近正規性を満たす符号の最大符号長を評価した．具体的に
は符号が与えられたとき，その符号の一般化オーバーフロー確率が ²以下になるた
めの数列 fZng1n=1の条件を示した．この条件は，符号が与えられた際の最大符号長
を表している．
本章では解析のために符号の新しい評価基準として，符号長の分散を提案した．
符号長の分散はそれ自体個別の系列の符号長が平均符号長からどれだけ離れている
かの基準となる．また，符号長の漸近正規性が成立する情報源と符号に対しては符
号長の分散を用いて最大符号長を精密に評価することが可能である．i.i.d.情報源と
シャノン符号の理想符号長は情報源符号化において非常に重要な情報源と符号長で
あるが，注意 4.5.1で述べたように，i.i.d.情報源に対するシャノン符号の理想符号
長は符号長の漸近正規性を満たす．さらに，シャノン符号は平均符号長を最小にす
ることが知られている．すなわち，本章での結果より平均符号長を最小にする符号
の最大符号長がわかる．
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第5章 ベイズ符号のメモリ量低減アル
ゴリズムの提案と評価
5.1 本章の目的
本章では情報源の確率モデルとパラメータに関する事前分布は既知であるが，そ
のパラメータは未知の問題設定を考える．この設定における代表的な符号の一つに
ベイズ符号がある．ベイズ符号はベイズ基準のもとで平均符号長を最小にする符号
である [40]．また，Finite-State-Machin(FSM)X情報源に対して文脈木を用いたベイ
ズ符号の効率的なアルゴリズムが提案されている [73][41]．これらのアルゴリズムは
あらかじめ文脈木の深さを設定しており，FSMX情報源の一部のクラスに対するベ
イズ符号を構成するものである．一方近年，文脈木を逐次的に生成することにより
すべてのFSMX情報源のクラスを対象としたベイズ符号化アルゴリズムが提案され
ている [35][42]．しかし，これらのアルゴリズムにおいては文脈木のノード数が系列
長とともに増大するため，実用化の際には莫大なメモリ量を必要としてしまう．情報
源の確率構造を全く仮定しないユニバーサル符号であるZiv-Lempel（LZ）符号 [82]
は漸近的に最良な符号であるが，じつは同様の問題を抱えており，実用化に際して
はある深さまでしか文脈木を成長させない，などのアルゴリズムでこの問題を回避
している．
本章では，文脈木のノード数をメモリ量と考え，まずノード数を低減したアルゴ
リズムを提案する．つぎに，提案アルゴリズムを用いたときの 1シンボルあたりの
符号長がベイズ符号化法の符号長と漸近的に一致することを示す．さらに，提案ア
ルゴリズムの有限時点での性能をいくつかの数値実験により評価する．
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5.2 ベイズ符号化法
5.2.1 FSMX情報源
ベイズ符号は情報源の分布のクラスのみが既知であり，そのパラメータが未知の
場合を対象とした符号である．松嶋らにより提案されたベイズ符号を構成する効率的
なアルゴリズム（以下，ベイズ符号化法と呼ぶ．）は有限アルファベット上のFSMX
情報源を対象としている．次に FSMX情報源について定式化を行う．
FSMX情報源とは過去の有限系列から現在のシンボルの発生確率の決まる情報源
でマルコフ過程の一種である．FSMX情報源は階層型モデルであるため，モデルと
そのモデルのもとでのパラメータの二つにより定まる．FSMX情報源モデルmに
おける状態の集合を S(m)であるとし，この情報源系列 xt¡1から状態 s 2 S(m)へ
の写像を s(xt¡1)とする．ここで，情報源アルファベットは a 2 A = faj0 · a ·
kgであるので各状態 sでのシンボルの出現確率は k次元パラメータベクトル µs =
fµs1; µs2; ¢ ¢ ¢ ; µskgによって決まる．従って，シンボル xtの xt¡1のもとでの条件付き確
率は P (xtjµs(xt¡1); s(xt¡1))となる．
結局，情報源系列 xtの発生確率は以下で表される．
P (xt) = P (x1jµs(¸); s(¸))P (x2jµs(x1); s(x1)) ¢ ¢ ¢P (xtjµs(xt¡1); s(xt¡1));
ここで，s(¸)は初期状態を表す．
k次元パラメータベクトル µsは各状態 sに対応しているので一つの FSMX情報
源のパラメータを jS(m)jk次元パラメータベクトル µmで表すことにする．すると，
FSMX情報源はモデルmとそのもとでのパラメータを表す µmにより定義される．
FSMX情報源モデルmはまた，完全木で表現することができる．木におけるそれ
ぞれの枝はシンボル a 2 Aに対応している．また，木における葉ノードから根ノー
ドへの一つのパスをコンテクストもしくはポストフィクスと呼ぶ．木表現における
それぞれの葉ノードは状態 sと一対一対応しているので，葉ノードは sと書くこと
ができ，FSMX情報源モデルmにおける状態の集合 S(m)は木表現における葉ノー
ドの集合といえる．
図 5.1に 2元 FSMX情報源モデルm1の木表現例を示す．文脈 xt¡1 = ¢ ¢ ¢ 10で決
定される状態を s10と書くことにすると，系列 x5 = 10010において t = 2時点の状
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図 5.1: 2元 FSMX情報源モデル（木表現）
態は s(1) = s1，t = 3時点の状態は s(10) = s10，t = 4時点の状態は s(100) = s00と
なる．また，S(m1) = fs1; s10; s00gである．
なお，本章では 2元 FSMX情報源（k = 1）を考え，パラメータのとりうる範囲
は 0から 1の開区間，すなわち µs 2 (0; 1)，とする．
5.2.2 FSMX情報源に対するベイズ符号化法
情報源系列の確率を仮定すれば算術符号を用いることにより符号化が可能である
ため，ユニバーサル情報源符号化の問題はシンボルの出現確率を決定する問題に帰
着する．ベイズ符号はベイズ基準のもとで冗長度を最小にシンボルの出現確率（以
下，符号化確率と呼ぶ）を決定する．FSMX情報源モデルmとそのもとでのパラ
メータ µmが共に未知でありかつ，FSMX情報源モデルmの事前確率 P (m)，モデ
ルmのもとでのパラメータ µmの事前確率P (µmjm)が既知であるとき，ベイズ符号
の符号化確率は以下の式で求められる．
補題 5.2.1 [40] FSMX情報源 (m; µm)に対するベイズ符号の符号化確率は
AP (xtjxt¡1) =
X
m2M
Z
µm
P (xtjxt¡1; µm;m)P (µmjm;xt¡1)P (mjxt¡1)dµm; (5.1)
である．ここで，P (µmjm;xt¡1)は FSMX情報源mと xt¡1のもとでの µmの事後確
率，また P (mjxt¡1)は xt¡1のもとでのmの事後確率を表す． ¤
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ベイズ符号化法は上記の符号化確率を効率的に求めるアルゴリズムである．以下，そ
のアルゴリズムについて説明する．ベイズ符号化法は各時点毎に
1. 文脈木の生成
2. その文脈木を用いて符号化確率の計算
を行う．最初に，文脈木の生成法について説明する．
文脈木の生成
部分系列 xji を x
j
i = xixi+1 ¢ ¢ ¢ xj とする．t時点のシンボル xtに対してそのポスト
フィクス1に対応するノード s(¸); s(xtt¡1); s(xtt¡2); ¢ ¢ ¢ ; s(xt1)のうち，既に文脈木に含
まれているノードを除いたノードを文脈木に加える． ¤
t時点のポストフィクスに対応するノードの集合を Stと書くことにする．つまり
St = fs(¸); s(xtt¡1); s(xtt¡2); ¢ ¢ ¢ ; s(xt1)g;
となる．
このようにして生成された文脈木は現在得られている系列から考えられる全ての
FSMX情報源の状態の集合となっている．
さらに，松嶋らは以下の式を提案した [41]．
P (s) =
X
fmjs2S(m)g
P (m): (5.2)
注意 5.2.1 ここで，上記の確率は次の式を満たしている．X
s2St
P (s) = 1:
¤
この式は文脈木における一つのノードの事前確率にそのノードを状態として含む
FSMX情報源モデルの事前確率を対応させたものである．この式を用いることによ
り，一つのポストフィクスに属するノードを考えるのみでベイズ符号の符号化確率
1x5 = 01001のとき，x5(= 1)のポストフィクスは，部分系列の集合 f¸; 0; 00; 100; 0100gである．
ここで ¸は空系列を表す．
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を計算することができる．（5.2）式を用い，さらにパラメータの事前分布にディレク
レ分布を仮定すると，符号化確率の計算式は次の補題で与えられる．
符号化確率の計算
補題 5.2.2 [42]
AP (xtjxt¡1) =
X
s2St
P s(xtjxt¡1; s)P (sjxt¡1); (5.3)
ここで，
P s(xtjxt¡1; s) = n(xtjx
t¡1; s) + ¯(xtjs)Pl¡1
i=0 n(ijxt¡1; s) + ¯(s)
;
である．また，¯(xtjs)，¯(s) はそれぞれ既知のディレクレ分布のパラメータである．
また n(ijxt¡1; s)は xt¡1における状態 sのもとでのシンボル iの発生回数で xt¡1によ
り計算される． ¤
（5.3）式における和は t時点のポストフィクスに対してとられる．故に，文脈木と
（5.3）式を用いれば，符号化確率を計算する際に，t時点のポストフィクスのみを考
えればよいことになる．
ここで，ノードの事後確率は以下のように更新される．
P (sjxt) = q(sjx
t)P
s2St q(sjxt)
ただし，
q(sjxt) =
(
P s(xtjxt¡1;s)P (sjxt¡1)
AP (xtjxt¡1) ; if s 2 St
P (sjxt¡1); if s =2 St
である．また，P (sjx0) = P (s)は事前分布であり，既知の P (m)より計算される．
上記のもとで，次の式が成り立つことに注意されたい．
P (sjxt) =
X
fmjs2S(m)g
P (mjxt): (5.4)
松嶋らにより上記の更新過程の簡略法が提案されている [41]．
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5.2.3 ベイズ符号化法の問題点
前節で述べたとおり，松嶋らにより提案されたベイズ符号化法を用いることによ
り，符号化確率の計算は非常に効率的に行うことができる．しかし，文脈木の生成
において系列長が増加すればするほど，文脈木の深さも増加してしまう．
メモリ容量の面から増加する全てのノードを保持しておくことは非常に困難であ
る．そのため，ベイズ符号はベイズ基準のもとで最適な符号であり，その構成アル
ゴリズムも提案されているが，このままでは実用化は困難と考えられる．
5.3 FSMX情報源に対するベイズ符号の性質
提案アルゴリズムの前に，本節で FSMX情報源の性質と FSMX情報源に対する
ベイズ符号化法の性質を調査する．
FSMX情報源 (m¤，µ¤m¤)によりデータが発生しているとする．本研究においてこ
れらをそれぞれ真のモデルm¤，真のモデルにおける真のパラメータ µ¤m¤ と呼ぶこ
とにする．さらに，m¤の要素を s¤とし，真のノードと呼ぶことにする．真のモデ
ルにおける真のパラメータ µ¤m¤を真のノードごとに対応させた µ¤s¤を真のノードに
おける真のパラメータと呼ぶことにする．さらに，ノード s0が文脈木においてノー
ド sの子孫に当たる場合，その関係を s0 À sと書くことにする．
ここで，真のノード s¤の定常分布を q(s¤)と書くことにし，文脈木における各ノー
ド sに対して次の値を定義する．
µ¤s =
8<: µ¤s
¤
if sÀ s¤P
s¤2 ¹S¤
q(s¤)µ¤s
¤P
s¤2 ¹S¤ q(s¤)
if s¿ s¤:
ここで， ¹S¤は真のノードの集合の中でノード sの子孫にあたるノードの集合を指す．
すなわち， ¹S¤ = fs¤ : s¤ À sgである．上記により定義されるパラメータを各ノード
における真のパラメータと呼ぶことにする．つまり，真のノードより子孫側にあれ
ばそのノードの真のパラメータは真のノードのそれと同じである．また，真のノー
ドより親側にあるノードに対しては，その子孫側に真のノードが複数存在するので，
それらを定常分布で荷重平均してやったものを真のパラメータと呼ぶ．これらを各
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ノードの真のパラメータと呼ぶのは以下が成り立つことによる．
8i 2 Aに対して
lim
n!1
n(ijxn; s)Pl¡1
i=0 n(ijxn; s)
= µ¤si a:s:;
となる．上式は各ノードにおいてシンボル iの出現頻度が µ¤si に概収束することを意
味する．これより文脈木における任意の FSMX情報源モデルmに対して，真のパ
ラメータ, µ¤m = fµ¤si1 ; ¢ ¢ ¢ ; µ¤sijS(m)jg;ここで si1; ¢ ¢ ¢ ; sijS(m)j 2 S(m), が定義できる．
さらに仮定の前に次を準備する．深さ J の葉ノード sJ を持つ FSMX情報源モ
デル msJ に対して，S(msJ ) = fsi1; ¢ ¢ ¢ ; si(jS(m)j¡1); sJgであるとし，J 6= 0であ
る場合を考える．ノード sJ に対して，木表現におけるその親ノードを sJ¡1とする
と，2元 FSMX情報源モデルを考えているため sJ¡1を祖先として持つ葉ノードが
S(msJ )内にsJ以外に一つ以上存在する．このノードの集合をSJとするとS(msJ¡1) =
(S(msJ )[fsJ¡1g)n(fsJg[SJ)なるFSMX情報源モデルmsJ¡1が定義できる．また同
様にノード sJ¡1に対しても sJ¡1 6= s¸であれば，FSMX情報源モデルmsJ¡2が定義で
きる．このように一つのFSMX情報源モデルに対して，ある深さJの葉ノード sJに
注目し上記の操作を繰り返すとJ+1個のFSMX情報源モデルが定義できる．すると
sJ ; ¢ ¢ ¢ ; s0はポストフィクスをなす．すなわち，s0 = s¸であり，s0 ¿ s2 ¿ ¢ ¢ ¢ ¿ sJ
が成立している．次に仮定を述べる．
仮定 5.3.1 葉ノード sJをもつあるFSMX情報源に対して，0 · j < i · Jとすると
D
³
P ¤m¤ ;P
¤
m
sj
´
¡D
³
P ¤m¤ ;P
¤
msi
´
> 0;
が成立する．ここで，P ¤mは確率分布 P (Xjµ¤m;m)を表す．また，D(P (X);Q(X))
は確率分布 P (X)とQ(X)の間のKullback-Leibler(KL)情報量である．　 ¤
上記の仮定は，あるFSMX情報源とKL情報量的に最も近い任意の低次のFSMX情
報源に対して，同様の確率分布を表現可能なより低次のFSMX情報源が存在しない
ことを意味している．
例 5.3.1 深さ 2の 2元マルコフ情報源を考える．各状態でのシンボルの出現確率
が次のような場合，この情報源は仮定 5.3.1を満たす．P (0j00) = 0:2; P (0j10) =
0:3; P (0j01) = 0:4; P (0j11) = 0:5．
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また，最大深さ2のFSMX情報源の各状態でのシンボルの出現確率が次のような場
合を考える．P (0j0) = 0:5; P (0j01) = 0:4; P (0j11) = 0:6: ここで，s2 = s11であると
すると，s1 = s1; s0 = s¸である．ここで，S(ms1) = fs0; s1gであり，S(ms0) = fs¸g
である．また，P (0jµ¤s0 ; s0) = P (0jµ¤s1 ; s1) = 0:5，P (0jµ¤s¸ ; s¸) = 0:5である．故に，
D
³
P ¤m¤ ;P
¤
ms1
´
¡D
³
P ¤m¤ ;P
¤
ms0
´
= 0;
となるのでこの情報源は仮定 5.3.1を満たさない． ¤
FSMX情報源に対しては以下の性質が成立することが示されている [22][23]．
性質 5.3.1 重複対数の法則が成り立つ．任意の iに対して，
lim sup
n!1
n(ijxn; s)¡ nµ¤si
(2n¾ log log n)
1
2
= 1 a:s:
¾は FSMX情報源におけるシンボルの分散とする
上記の性質より次が成り立つ．
系 5.3.1 [22] µ^m(xn)を µmの最尤推定量とすると，
jjµ^m(xn)¡ µ¤mjj · O(( log log n
n
)
1
2 ) a:s:; (5.5)
が成立する． ¤
性質 5.3.2 [22] パラメータの最尤推定量が以下を満たす．
P (µ^m(xn)jm;xn) = ( n
2¼
)
km
2
q
det I(µ^m(xn)jm) + o(n km2 ) a:s:; (5.6)
ここで，I(µmjm)は，パラメータ µmの Fisher情報量行列を表す．すなわち，
I(µmjm) = ¡ lim
n!1
1
n
E
@2 logP (xnjm; µm)
@µm@µmT
;
である． ¤
注意 5.3.1 性質 5.3.2は最尤推定量の漸近正規性を述べている．第 3章，第 4章で
用いた漸近正規性は法則収束を表しているが，この章で用いる漸近正規性は密度の
収束を示している．詳しい議論については，[23]を参照されたい． ¤
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また，大数の強法則より以下も成り立つ．
性質 5.3.3 8µm,mに対して
1
n
log
P (xnjm¤; µ¤m¤)
P (xnjm; µm) ¡D(p
µ¤
m¤jjpµ
m
m ) = o(1) a:s:; (5.7)
となる．ここで，D(pµ¤m¤jjpµmm )は分布P (Xjµm¤ ;m¤)と分布P (Xjµm;m)の間のKL情
報量を示す． ¤
上記のもとで後藤らは次の補題を示した [22]．
補題 5.3.1 [22] 任意の FSMX情報源m 6= m¤に対して，適当な事前分布のもとで，
lim
n!1
¯¯¯¯
P (xnjm)
P (xnjm¤)
¯¯¯¯
= 0 a:s:;
が成立する．ただし，mの集合Mは有限集合．
ここで，上記補題の証明に集合Mは有限である条件を用いていないことより，つぎ
の系が成立することに注意されたい．
系 5.3.2 任意の FSMX情報源m 6= m¤に対して，適当な事前分布のもとで，
lim
n!1
¯¯¯¯
P (xnjm)
P (xnjm¤)
¯¯¯¯
= 0 a:s:;
が成立する．ただし，mの集合Mは加算無限集合． ¤
また，次の補題も成立する．
補題 5.3.2 s0 ¿ s¤（もしくは，s¤ ¿ s0）を満たす s0について，適当な事前分布の
もとで，
lim
n!1
¯¯¯¯
P (xnjms0)
P (xnjms)
¯¯¯¯
= 0 a:s:;
を満たす s : s0 ¿ s¿s¤(s¤¿s ¿ s0)が存在する．ただし s¿s0は，s ¿ s0または
s = s0，を意味することとする．
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（証明）
5.8節参照． ¤
また，次を仮定する
仮定 5.3.2 任意の sに対してその子ノードを s1としたとき
P (s1) =
1
r
P (s);
ここで r > 1である． ¤
上記の仮定はWillemsらによるContext-Tree Weighting(CTW)法においても仮定
されている [73]．
これらの系，補題より，FSMX情報源におけるベイズ符号の漸近的性質に関する
定理を得る．但し,Sを n時点の文脈木における任意のポストフィクスとする．
定理 5.3.1 任意の FSMX情報源と任意の s 6= s¤となる s; s¤ 2 Sに対して，
lim
n!1
¯¯¯¯
P (sjxn)
P (s¤jxn)
¯¯¯¯
= 0 a:s:
が成り立つ．
(証明)
式（5.4）より，
P (sjxn)
P (s¤jxn) =
P
fmjs2S(m)g P (x
njm)P (m)P
fmjs¤2S(m)g P (x
njm)P (m) ·
P
fmjs2S(m)g P (x
njm)P (m)
P (xnjm¤)P (m¤) ，(5.8)
である．上式分子の集合は可算無限個の要素を持つ．そこで，次のように分けて考
える．
¹Ms = fmjD (P ¤m¤ ;P ¤m) > 0g;
¹MCs = fmjD (P ¤m¤ ;P ¤m) = 0g:
ここで，補題 5.3.2の証明より，任意のm 2 ¹MCs に対して
lim
n!1
P (xnjm)
P (xnjm¤) = O(
1
n
km¤¡km
2
)
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である．また，任意のm 2 ¹MCs において，km > k¤mである．故に ciを， ¹MCs におい
て km = km¤ + iであるモデルの数とすると
lim
n!1
P
m2 ¹MCs P (x
njm)P (m)
P (xnjm¤)P (m¤) =
1X
i=1
O(
ci
n
i
2
) a:s:; (5.9)
である．ここで
ci · jS(m¤)ji;
であることを考えると，結局
1X
i=1
O(
ci
n
i
2
) ·
1X
i=1
O(
jS(m¤)ji
n
i
2
);
が成立する．ここで，
1X
i=1
jS(m¤)ji
n
i
2
=
1X
i=1
(
jS(m¤)j
n
1
2
)i =
1X
i=1
(
jS(m¤)j
n
1
2
)i¡1 ¡ 1;
である．ここで
P1
i=1(
jS(m¤)j
n
1
2
)i¡1は初項 1，項比 jS(m
¤)j
n
1
2
の等比級数で，その和は nが
十分大きいとき，1に収束する．故に
1X
i=1
(
jS(m¤)j
n
1
2
)i¡1 ¡ 1 = 0;
となる．上式は式 (5.9)が 0に収束することを示している．
一方， ¹MsはD (P ¤m¤ ;P ¤m)の値により，さらにいくつかの集合に分割することがで
きる．
例えば，
S(m¤) = fs(000); s(100); s(10); s(01); s(011); s(111)g
であるとし，s¤ = s(000)，s = s(00)，であるとする．
この場合，S(m) = fs(00); s(10); s(1)g，というモデルと同様の確率分布を表現する
集合と，S(m) = fs(00); s(10); s(01); s(11)g，というモデルと同様の確率分布を表現
する集合，f s(00), s(10),s(01),s(011),s(111)g,と同様の確率分布を表現する集合の三
つに分けることができる．
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この集合を ¹Ms1; ¹Ms2; ¢ ¢ ¢ ; ¹Msj,とすると，j はm¤と sに依存するが有限である．
ここで，補題 5.3.2の証明より，任意のm 2 ¹siに対して
lim
n!1
P (xnjm)
P (xnjm¤) = O(2
¡nD(P ¤m¤ ;P ¤m)) a:s:;
であるので，
lim
n!1
P
m2 ¹Msi P (x
njm)P (m)
P (xnjm¤)P (m¤) =
1X
i=1
O(
jS(m¤)ji
2nD(P
¤
m¤ ;P
¤
m)
) a:s:;
が成立する．上式は 0に収束することが分かるので，結局
lim
n!1
P
fmjs2S(m)g P (x
njm)P (m)
P (xnjm¤)P (m¤)
= lim
n!1
jX
i=1
　
P
m2 ¹Msi P (x
njm)P (m)
P (xnjm¤)P (m¤) +
P
m2 ¹MCs P (x
njm)P (m)
P (xnjm¤)P (m¤) 　
= 0 a:s:;
を得る．これは定理が成り立つことを示している． ¤
上の定理は真のノードの事後確率が漸近的に１に概収束することを示している．
つまり，漸近的には真のノードのみから計算した符号化確率とベイズ符号の符号化
確率とは一致することがわかる．以上の議論より以下の補題が成り立つ．
補題 5.3.3 8s¤ 2 S(m)に対して仮定 5.3.2のもとで
lim
t!1
¯¯
P s(xtjxt¡1; s¤(xt¡1))¡ AP (xtjxt¡1)
¯¯
= 0 a:s:;
が成立する．ここで，s¤(xt¡1)は xt¡1のポストフィクスにおける s¤を表す．
(証明)　X
s:s6=s¤;s2Sn
P (sjxn)
P (s¤jxn) =
X
s:s6=s¤;s¿s¤;s2Sn
P (sjxn)
P (s¤jxn) +
X
s:s6=s¤;sÀs¤;s2Sn
P (sjxn)
P (s¤jxn)
が 0に収束することを示す．ここで，上式の右辺第一項は有限個の和であるので定
理 5.3.1より，任意の º > 0に対して十分大きい nでX
s:s 6=s¤;s¿s¤;s2Sn
P (sjxn)
P (s¤jxn) < º
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である．
一方，s¤のSnに含まれる子ノードを s1，その子ノードを s2とし以下，s¤ ¿ s1 ¿
s2 ¿ ¢ ¢ ¢ 2 Snとする．補題 5.3.2の証明と同様に考えると，仮定 5.3.2より
lim
n!1
P (si+1jxn)
P (sijxn) < O(
1
r
) a:s:;
である．ゆえに任意の ¹ > 0に対してX
s:s 6=s¤;sÀs¤;s2Sn
P (sjxn)
P (s¤jxn) < ¹ a:s:;
となるように nを選ぶことができる．
定理 3.1と上記の議論から任意の ² > 0X
s:s2Sn;s6=s¤
P (sjxn)
P (s¤jxn) = ¹+ º < ²;
となる nが存在する．すなわち
lim
n!1
P (s¤jxt¡1) = 1 a:s:;
が成立することがわかる．
上記は補題が成立することを意味している． ¤
この補題は漸近的には真のノードのみで計算される符号化確率がベイズ符号の符
号化確率と等しくなることを示している．
5.4 提案アルゴリズム
前節で見たように真のノードのみを考慮すれば漸近的にベイズ符号と一致する符
号化確率を得ることができる．言い換えると，事後確率最大ノードのみを考えれば
よいということである．しかしながら，事後確率最大ノードを探索するためには全
てのノードを保持しておかねばならず，ベイズ符号化法と使用するノード数は変わ
らない．そこで，本研究では一つのポストフィクスに対して有限個のノードを用い，
漸近的に事後確率最大のノードを含むアルゴリズムを提案する．アルゴリズムは
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1. 符号化確率の計算
2. 事後確率の更新
3. 文脈ノード集合の更新
の三つの過程からなる．ベイズ符号化法と大きく異なるのは文脈ノード集合の更新
方法であり，その文脈木のもとでは符号化確率の計算と事後確率の更新はベイズ符
号化法とほぼ同様である．詳しい文脈ノード集合の更新方法は 5.7節に示し，ここ
では概要のみを述べる．なお，提案するノード集合は木ではなくグラフとなってい
る．それゆえ，本研究ではこのノード集合のことを文脈グラフと呼ぶ．
準備 提案アルゴリズムは一つのポストフィクスに対して C(> 1) 個のノードのみを
用いる．M(xt¡1)を t¡1時点において提案アルゴリズムにより作られた文脈グ
ラフとする．M(xt¡1)は xt¡1により定まる確率変数である．そして，Sp(xt¡1)
を提案アルゴリズムにより作られる文脈グラフに含まれるノードと xt のポス
トフィクスに対応するノードの共通集合とする．すなわち，次が成立する．
Sp(x
t¡1) = fsjM(xt¡1) \ Stg
jSp(xt¡1)j = C;
またしきい値 ®; ¯ > 0 を用意する．ここでは，xt¡1 の条件付符号化確率
APp(xt¡1jxt¡2)まで計算済みであり，M(xt¡1)は得られているものとする．こ
のもとでAPp(xtjxt¡1)の計算法，提案文脈グラフの更新法を述べる．なお，以
下ではM(¢)における任意のポストフィクス Sp(xi)に対して，maxj s(xii¡j)を
満たすノードを葉ノードと呼ぶことにする．さらに，従来の文脈木と同様に
ノード間の親子関係を次のように定義する．すなわち，任意のポストフィクス
Sp(x
i)において s(xij); s(xij+1) 2 Sp(xi)となる場合 s(xij)を s(xij+1)の子ノード
と呼ぶことにする．
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1．符号化確率の計算
xtとM(xt¡1)から Sp(xt¡1)を求め，Sp(xt¡1)における事後確率を正規化する．
Pp(sjxt¡1) = Pp(sjx
t¡1)P
s2Sp(xt¡1) Pp(sjxt¡1)
; (5.10)
正規化後の Pp(sjxt¡1)と次式を用いて符号化確率APp(xtjxt¡1)を計算する．
APp(xtjxt¡1) =
X
s2Sp(xt¡1)
P s(xtjxt¡1; s)Pp(sjxt¡1);
ここで，P s(xtjxt¡1; s)は (5.2.2)式で定義される．
2.事後確率の更新
次式を用いてM(xt¡1)におけるノードの事後確率を更新する．
Pp(sjxt) = qp(sjx
t)P
s2Sp(xt¡1) qp(sjxt)
; (5.11)
ここで
qp(sjxt) =
8<:
P s(xtjxt¡1;s)Pp(sjxt¡1)
APp(xtjxt¡1) ; if s 2 Sp(xt¡1)
Pp(sjxt¡1); if s =2 Sp(xt¡1)
である．
3.文脈グラフの更新
ステップ 1 M(xt) = M(xt¡1)とする．Sp(xt¡1) における葉ノードを s(xt¡1j ) とし，
その親ノードを s(xt¡1j+1) とする．
Pp(s(x
t¡1
j+1)jxt)
Pp(s(x
t¡1
j )jxt)
を計算し， ® よりも小さけれ
ば，ノード s(xt¡1j+C¡1) を M(xt) から削除する．さらに s(x
t¡1
j+C¡1) の子ノー
ド集合 M(C; s(xt¡1j+C¡1))　を M(xt)に追加する． ここで，M(C; s(x
t¡1
j+C¡1))
は削除するノードより C 世代子孫に当たる全てのノードを表す．すなわち，
jM(C; s(xt¡1j+C¡1))j = 2C ,である．
ステップ 2 追加ノードの n(ijxt)は系列を遡って数え上げる．そのため， 任意の
i 2 Aに対して，P s(ijxt; s) は従来のベイズ符号化法と同様の値となる．また，
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ステップ 3 追加ノードの事後確率は次のようになる．
Pp(s(x
t¡1
j¡1)jxt) = P s(xtjs(xt¡1j¡1))P (s(xt¡1j¡1)); (5.12)
ここで
P s(xtjs) = ¡(¯(s))¡(¯(sjx
t) + n(0jxt; s))
¡(¯(xtjs))¡(¯(s))
¢¡(¯(s)¡ ¯(sjx
t) + n(1jxt; s))
¡(
P1
i=0 n(ijxt; s) + ¯(s))
; (5.13)
である．
上記のようにして M(xt) に子孫ノードを付け加えるかどうかを決定する．一つノー
ドを付け加えるごとにもっとも親ノード側にあるノードを削除するので一つのポス
トフィクスに対して用いるノードは常に C 個である．さらに，子ノード側にノー
ドを伸ばすのみでは真のノードより深いノードを選択してしまう場合が生じる．ス
テップ 2において子孫ノードを付加しなかった場合のみ，以下のようなアルゴリズ
ムで親ノード側に対しても判定してやることにする．
ステップ 4 S(xt¡1l ) を Sp(xt¡1) において最も親ノード側にあるノードとする．
ステップ 5 Pp(s(x
t¡1
i¡1)jxt)
Pp(s(x
t¡1
i )jxt)
を計算し，¯ より小さければノード s(xt¡1i+1) を M(xt) に付
け加え，M(C; s(xt¡1i+1))に含まれる全てのノードを M(xt) から削除する．
ステップ 5 追加ノードのn(ijxt)は系列を遡って数え上げる．また，追加ノードの事
後確率は
Pp(s(x
t¡1
i+1)jxt) =
P s(xtjs(xt¡1i+1))P (s(xt¡1i+1))
APp(xt)
; (5.14)
ここで，
APp(x
t) = ¦ti=1APp(xtjxt¡1);
であるとする．
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注意 5.4.1 符号化確率を計算する際にM(xt)における任意のポストフィクスにおい
て事後確率の和が 1である必要がある．そのため，提案アルゴリズムでは符号化確
率を計算する前に式 (5.10)を用いて事後確率を正規化する．これは提案文脈グラフ
M(xt)における任意のポストフィクス Spに置いて
P
s2Sp Pp(sjxt) = 1;が成立して
いるとは限らないからである．これには次のような場合が考えられる．
ノードを文脈グラフに追加しない場合を考える．式 (5.11)によりxt¡1時点で更新され
た事後確率に対して
P
s2Sp(xt¡1) Pp(sjxt¡1) = 1;が成立するが
P
s2Sp(xt) Pp(sjxt¡1) =
1; が成立するとは限らない．例えば，M(xt¡1) = fs(¸); s(0); s(1)g; C = 2の場合を
考え，Pp(s(¸)jxt¡1)+Pp(s(0)jxt¡1) = 1; Pp(s(¸)jxt¡1)+Pp(s(1)jxt¡1) = 1;であると
する．ここで xt¡1 = ¢ ¢ ¢ 00であった場合，Sp(xt¡1) = fs(¸); s(0)g;であり，符号化
確率は次のようになる．
APp(xtjxt¡1) = P s(xtjs(¸))Pp(s(¸)jxt¡1) + P s(xtjs(0))Pp(s(0)jxt¡1);
各ノードの事後確率は式 (5.11)より
Pp(s(¸)jxt) = P
s(xtjs(¸))Pp(s(¸)jxt¡1)
APp(xtjxt¡1) ;
Pp(s(0)jxt) = P
s(xtjs(0))Pp(s(0)jxt¡1)
APp(xtjxt¡1) ;
Pp(s(1)jxt) = Pp(s(1)jxt¡1);
のように更新される．この更新により明らかに Pp(s(¸)jxt) + Pp(s(1)jxt) = 1;は成
立していない．従来のベイズ符号化法においても同様の問題があるが，従来のベイ
ズ符号化法においては親ノードと子ノードの事後確率の比を保存しておき，計算量
を低減するアルゴリズムが提案されている [41][35]．提案アルゴリズムにもこれらの
手法が計算量の低減に有効であると考えられる． ¤
注意 5.4.2 追加ノードの事後確率は式 (5.12)，式 (5.14)により決定される．このア
ルゴリズムを用いるとステップ 1あるいはステップ 5の際の事後確率の比較の式に
おいて
Pp(sjxt)
Pp(s0jxt) =
P (sjxt)
P (s0jxt) ;
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となることに注意されたい． ¤
例 5.4.1 図 5.2に提案文脈グラフの例 (C = 2)を示す．提案文脈グラフは図の白丸
ノードと点線部分の枝は保持せず，黒丸ノードのみを保持している．2現時点での提
案文脈グラフが図 5.2のような状態であり，APp(xtj ¢10)を計算したいとする．(5.11)
式に基づき
APp(xtj ¢ 10)
= P s(xtjxt¡1; s(0))Pp(s(0)jxt¡1) + P s(xtjxt¡1; s(10))Pp(s(10)jxt¡1);
を計算し事後確率を更新した後， Pp(s(0)jx
t)
Pp(s(10)jxt) を計算，®未満であれば，図 5.3のよう
に文脈グラフを更新する．ここで
M(2; s(0)) = fs(000); s(100); s(110); s(010)g;
である．図 5.2,5.3で示すように各ポストフィクスにおいて常に C = 2個のノード
が保持されている．すなわち，ここで t + 1時点のポストフィクス St+1を，St+1 =
fs(¸); s(0); s(10); s(110); ¢ ¢ ¢ g，とすると，Sp(xt) = fs(10); s(110)g，である． ¤
例で示したように，提案文脈グラフは各ポストフィクスにおいてC個のノードを保
持するアルゴリズムになっている．また，提案文脈グラフは根ノードを持たない場
合があるので，一般的に一つの木では表すことはできない．図 5.3のように従来の
ベイズ符号化法における文脈木の部分木を複数含んだノードの集合になっている．
提案アルゴリズムと従来のベイズ符号化法との符号化確率の計算法の相違点は，
混合をとるノード集合が異なるという点である．従来法では混合をとる集合の要素
数が系列長とともに増加していったが，提案法では混合をとる集合の要素数は常に
定数Cである．
5.5 提案アルゴリズムの漸近評価
この節では提案アルゴリズムの漸近的な性能を評価する．
2従来のベイズ符号化法における文脈木は白丸，黒丸と全ての枝を含んだ木になる．
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s(1)s(0)
)(λs
s(00) s(10) s(01) s(11)
図 5.2: 提案文脈グラフ (C = 2)
s(1)s(0)
)(λs
s(00) s(10) s(01) s(11)
s(000) s(100) s(010) s(110)
図 5.3: 提案文脈グラフ (C = 2)更新後
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5.5.1 符号長の漸近評価
まず，提案文脈グラフの漸近的な性質に関する定理を述べる．
定理 5.5.1 仮定 3.1を満たす任意の FSMX情報源に対して，次を満たすN0が存在
する．8n > N0において s¤ 2 Sp(xn)がほとんどすべての xnで成立する．
(証明）
提案アルゴリズムにおける P s(ijxn; s)は系列を溯って数えられていることより，任
意の s0; s 2 Sp(xn)に対して次の等式が成立する．
Pp(s
0jxn)
Pp(sjxn) =
P (xnjs0)P (s0)
P (xnjs)P (s) =
P
fmjs02S(m)g P (x
njm)P (m)P
fmjs2S(m)g P (x
njm)P (m) : (5.15)
二番目の等式は P (sjxn)の定義より成立する．
ここで，定理 3.1の証明と同様に考えると，式 (5.15)の右辺は 0に概収束する．故
に式（5.15）より，s0 ¿ s ¿ s¤であるような任意の s0 ¿ sに対して一様に次が成
立する．すなわち，s0; s 2 Spを満たすほとんどすべての xnに対して
lim
n!1
Pp(s
0jxn)
Pp(sjxn) < ® a:s:;
が成立する．同様に式（5.15）と補題 4.1より，s¤ ¿ s ¿ s0であるような任意の
s0 ¿ sに対して一様に次が成立する．すなわち，s0; s 2 Spを満たすほとんどすべて
の xnに対して
lim
n!1
Pp(s
0jxn)
Pp(sjxn) < ¯ a:s:;
が成立する．これより，®; ¯が 0より大きければ提案アルゴリズムは確率 1で s¤を
含むことがわかる．故に定理は証明された． ¤
上記の定理は十分大きい nで提案文脈グラフが確率 1で真のノードを含んでいる
ことを示している．さらに，提案文脈グラフにおけるノードの事後確率に関する次
の補題が成立する．
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補題 5.5.1 s; s¤ 2 Sn，8s 6= s¤を満たす任意の s; s¤に対して仮定 3.1のもとで，一
様に次が成立する．すなわち，s¤; s 2 Spを満たすほとんどすべての xnに対して
lim
n!1
¯¯¯¯
Pp(sjxn)
Pp(s¤jxn)
¯¯¯¯
= 0 a:s:;
が成立する．
(証明)
定理 5.5.1の証明と同様に
Pp(sjxn)
Pp(s¤jxn) =
P (xnjs)P (s)
P (xnjs¤)P (s¤) =
P
fmjs2S(m)g P (x
njm)P (m)P
fmjs¤2S(m)g P (x
njm)P (m) ; (5.16)
ここで，s¤ 2 S(m¤)であることを考えると，式 (5.16)は
Pp(sjxn)
Pp(s¤jxn) ·
P
fmjs2S(m)g P (x
njm)P (m)
P (xnjm¤)P (m¤) ;
が成立する．ここで定理 3.1と同様に考えると上式右辺は 0に収束する．故に補題
が証明された． ¤
定理 5.5.1と補題 5.5.1より提案アルゴリズムを用いたときの符号化確率が漸近的
にベイズ符号化法の符号化確率と一致することがわかる．すなわち次の定理が成り
立つ．
定理 5.5.2 仮定 3.1，5.3.2のもとで
lim
t!1
¡ log APp(xtjx
t¡1)
AP (xtjxt¡1) = 0 a:s:;
が成り立つ．
(証明）
定理 5.5.1より，提案アルゴリズムを用いたとき Spは確率 1で s¤を含むことがわか
る．このことと補題 5.5.1，jSpj = Cであることより，
lim
t!1
Pp(s
¤jxt¡1) = 1 a:s:;
であることがわかる．故に，（5.11）式より
lim
t!1
¯¯
APp(xtjxt ¡ 1)¡ P s(xtjs¤(xt¡1); xt¡1)
¯¯
= 0 a:s:; (5.17)
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を得る．これより定理は証明された． ¤
上記の定理は提案アルゴリズムのシンボルあたりの符号長が漸近的にベイズ符号
化法のシンボルあたりの符号長と一致することを示している．
また漸近的には，しきい値®; ¯は0 < ®; ¯ <1の間の任意の値でよいこと，C > 1
の個数も任意でよいことが定理の証明からわかる．
5.5.2 メモリ容量・計算量に関する評価
提案アルゴリズムの部分で述べたように提案文脈グラフは各ポストフィクスにお
いて　C個のノードのみを保持している．また，前節で示したように十分大きい n
のもとで，各ポストフィクスにおいて提案文脈グラフは真のノードを確率 1で含む．
故に FSMX情報源 (m¤; µ¤m¤)に対して提案アルゴリズムは高々CjS(m¤)j + ²個の
ノードを保持しておけば良い．ここで，²は真のノードよりも深いノード側に提案文
脈グラフを生成してしまう際に余分に必要になるノードの個数を表している．
一方，従来のベイズ符号化法は逐次的に文脈木を生成していくため，必要なノー
ドの個数は系列長 nの指数オーダーとなる．
計算量の面を考えると，従来のベイズ符号化法は混合をとる集合が増加するため
に計算量も系列長 nとともに増加していく．その量は O(n)である．一方，提案ア
ルゴリズムはノードを付け加えるかどうかの判定の分の計算量がO(1)，符号化確率
APp(xnjxn¡1)を計算するための計算量はCのみに依存して，nには依存しないので，
O(1)である．さらにノードを付け加える際の P s(xnjs; xn¡1)を計算する為の計算量
は過去の系列 xn¡1を一度参照し，数え上げるのでO(n)である．これらをすべて加
えると提案アルゴリズムに必要な計算量は高々O(n)であることがわかる．
つまり，提案アルゴリズムは従来法に比べ，オーダーで考えると計算量は同等で
メモリ容量が少なくてすむことがわかる．
また，FSMXモデルを選択するという観点から言うと，提案アルゴリズムはRis-
sanenの提唱した記述長最小基準 [57]に基づく符号 (Minimum Description Length
符号，以下MDL符号）とも関係が深い．ここで，MDL符号もモデルを探索する際
に全てのノードを保持しておく必要があり，ベイズ符号と同等のメモリ量が必要に
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なる．そのため，本研究と同様の問題設定に対してはメモリ量が系列長と共に指数
的に増加してしまうという問題があることに注意されたい．
5.6 数値実験による性能評価
全節では，提案アルゴリズムのシンボル毎の符号長がベイズ符号のそれと漸近的
に一致することを示した．本節では，有限時点での性能を数値実験により評価する．
5.6.1 実験条件
前節で示したように漸近的には提案アルゴリズムを用いた際の符号長はベイズ符
号の符号長と一致する．本節では有限時点での提案アルゴリズムの性能を数値実験
により評価する．実験には最大深さ 9の 2元FSMX情報源（状態数 28）を用い，50
系列に対する一文字あたりの符号長の平均を取った．実験 1では提案アルゴリズム
の符号長を評価する実験を行った．この結果を図 5.4に示す．Bayesはベイズ符号化
法，MDLはMDL符号，C = 3は ® = ¯ = 0:3; C = 3の場合を表している．
実験 2では ®と ¯の違いに提案アルゴリズムの性能を見た．使用した情報源は実
験 1と同様である．この情報源に対して 1000時点毎に真のノード 28個のうちいく
つが提案文脈グラフに含まれるかを調べた．条件は ® = ¯ = 0:1，® = ¯ = 0:3，
® = ¯ = 0:5である．この結果を図 5.5に示す．
5.6.2 実験結果に関する考察
実験 1の結果より，提案アルゴリズムを用いた場合の一文字あたりの符号長が漸
近的にベイズ符号の一文字あたりの符号長に近づくことが確認できた．また，提案
手法はMDL符号とベイズ符号の中間の性能を示している．実際にはCや ®; ¯の値
を変更していくつか実験を行ったが，ベイズ符号に近い性能を示すかMDL符号に
より近い性能を示すかの違いはあったが，全て同様の結果を示した．これは，提案
アルゴリズムが使用するモデルの点からはMDL符号とベイズ符号の中間に位置す
ることによると考えられる．また，ベイズ符号，MDL符号を実行するために必要な
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図 5.4: 提案アルゴリズムとベイズ符号の平均符号長
メモリ量は入力系列長に対し指数的に増加していくことを考えると，この結果は非
常に意味がある結果だと考えられる．
実験 2の結果に対しては，理論上は ®も ¯も正の値であれば漸近的に性能は変わ
らない．しかしながら，その違いは符号長の収束速度に関係していると考えられる．
結果より，系列数が短い時点では ®，¯が大きい値のほうがより多く真のノードを
含んでいることがわかる．しかし，®，¯が大きい場合，系列長が長くななっても個
数があまり増えていない．これは ®，¯が大きい場合，真のノードより深いノード
側に提案文脈グラフを生成する可能性が非常に大きくなるためだと考えられる．®，
¯の値に関しては符号長によって ®; ¯の値を変化させることも考えると非常に多く
のバリエーションが考えられるが，本研究ではこれについては言及しない．
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図 5.5: 提案文脈グラフに含まれる真のノード数
5.7 提案文脈グラフ更新アルゴリズム
begin
M(xt) =M(xt¡1)
j := argminj s(x
t¡1
j ) 2M(xt);
nc = C;
/* A decision to add child node */
if
Pp(s(x
t¡1
j+1)jxt)
Pp(s(x
t¡1
j )jxt)
< ® then
add M(C; s(xt¡1j+C¡1)) to M(x
t)
delete s(xt¡1j+C¡1) from M(x
t);
else
while nc ¸ 0 do
j := j ¡ 1;
nc := nc¡ 1;
end-while
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/* A decision to add ancestor node */
if
Pp(s(x
t¡1
j¡1)jxt)
Pp(s(x
t¡1
j )jxt)
< ¯ then
add s(xt¡1j+1) to M(x
t);
nc = C;
delete all s inM(C; s(xt¡1j+1))fromM(x
t);
end
5.8 補題5.3.2の証明
任意のms0について，
lim
n!1
P (xnjms0)
P (xnjms) = 0 a:s:;
となるmsが存在することを示す．性質 3.2より，
P (µ^mjm;xn) = ( n
2¼
)
km
2
q
det I(µ^jm) + o(n km2 );
である．また，
P (xnjm) = P (x
njm; µ^m)P (µ^mjm)
P (µ^mjm;xn) ; (5.18)
であるので，任意のmsとms0に対して次の式が成り立つ．
log
P (xnjms0)
P (xnjms) = log
P (xnjms0 ; µ^ms0 )
P (xnjms; µ^ms)
+
kms ¡ kms0
2
log
n
2¼
¡ log
p
det I(µ¤ms0 jms0)p
det I(µ¤ms jms)
+ log
P (µ¤ms0 jms0)
P (µ¤ms jms) + o(1):
ここで，log
p
det I(µ¤ms0 jms0 )p
det I(µ¤ms jms)
; log
P (µ¤ms0 jms0 )
P (µ¤ms jms) は nに無関係な定数であることより以下
を得る．
log
P (xnjms0)
P (xnjms) = log
P (xnjms0 ; µ^ms0 )
P (xnjms; µ^ms)
+
kms ¡ kms0
2
log
n
2¼
+O(1): (5.19)
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次に¡ logP (xnjms; µ^ms)を評価する．
まず，¡ logP (xnjms; µ^ms)をテイラー展開すると，
¡ logP (xnjms; µ¤ms)
= ¡ logP (xnjms; µ^ms)¡ @ logP (x
njms; µms)
@µms
¯¯¯¯
µms=µ^ms
(µ¤ms ¡ µ^ms)
+
1
2
(µ¤ms ¡ µ^ms)T @
2 logP (xnjms; µms)
@µmsT@µms
¯¯¯¯
µms=µ^ms
(µ¤ms ¡ µ^ms)
+o((µ¤ms ¡ µ^ms)T @
2 logP (xnjms; µms)
@µmsT@µms
¯¯¯¯
µms=µ^ms
(µ¤ms ¡ µ^ms)): (5.20)
ここで， @ logP (x
njms;µms )
@µms
¯¯¯
µ¤ms=µ^ms
= 0である．また，大数の強法則より次の式が概
収束の意味で成り立つ．
¡ 1
n
@2 logP (xnjms; µms)
@µmsT@µms
¯¯¯¯
µms=µ^ms
= I(µ^ms jms) + o(1):
つまり，@
2 logP (xnjms;µms )
@µmsT @µms
の部分は，Fisher情報量のn倍に概収束する．次に，(µ¤ms¡
µ^ms)の部分を考える．系 3.1より，
p
njj ^µms ¡ µ¤ms jj = O
³
(log log n)
1
2
´
;
であるので，結局以下を得る．
n
2
(µ¤ms ¡ µ^ms)T I(µ^ms jms)(µ¤ms ¡ µ^ms) = O(log log n) a:s: (5.21)
(5.21)式を (5.20)式に代入すると，
logP (xnjms; µ^ms) = logP (xnjms; µ¤ms) +O(log log n) a:s:
である．同様の事が P (ms0jxn)にも成立するので結局，(5.7)(5.19)(5.22)式から，
log
P (xnjms0)
P (xnjms) = log
P (xnjms0 ; µ¤ms0 )
P (xnjms; µ¤ms) +O(log log n) +
kms ¡ kms0
2
log
n
2¼
= ¡nD(pµ¤ms0 ; pµ
¤
ms) +O(log log n) +
kms ¡ kms0
2
log
n
2¼
a:s:;
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である．
ここで，s¤ ¿ s¿ s0の場合を考える．明らかに任意のms0に対して，以下を満た
すmsが存在する．
P (xnjms; µ¤ms) = P (xnjms0 ; µ¤ms0 ):
上式を満たすmsとms0を考えると，kms0 > kmsより，
log
P (xnjms0)
P (xnjms) = log
P (xnjms0 ; µ¤ms0 )
P (xnjms; µ¤ms) +
kms ¡ kms0
2
log
n
2¼
+O(log log n)
= 0 +
kms ¡ kms0
2
log
n
2¼
+O(log log n)
! ¡1 a:s:
となる．
一方，s0 ¿ s¿ s¤の場合，kms0 < kmsである．ここで，
1
n
log
P (xnjms0 ; µ¤ms0 )
P (xnjms; µ¤ms) =
1
n
log
P (xnjms¤ ;µ¤ms¤ )
P (xnjms;µ¤ms )
P (xnjms¤ ;µ¤ms¤ )
P (xnjms0 ;µ¤ms0 )
;
=
1
n
log
P (xnjms¤ ; µ¤ms¤ )
P (xnjms; µ¤ms) ¡
1
n
log
P (xnjms¤ ; µ¤ms¤ )
P (xnjms0 ; µ¤ms0 ) ;
が成立する．また仮定 3.1より，
D(p¤m¤ ; p
¤
ms0
)¡D(p¤m¤ ; p¤ms) > 0;
であるので，(5.7)式より，任意のms0に対して
log
P (xnjms0 ; µ¤ms0 )
P (xnjms; µ¤ms) = n
³
D(p¤m¤ ; p
¤
ms)¡D(p¤ms¤ ; p¤ms0 )
´
+ o(n)
! ¡1 a:s:;
となるmsが存在することがわかる．
以上の議論より，
log
P (xnjms0)
P (xnjms) = log
P (xnjms0 ; µ¤ms0 )
P (xnjms; µ¤ms) +
kms0 ¡ kms
2
log
n
2¼
+O(log log n)
= ¡O(n) + kms0 ¡ kms
2
log
n
2¼
+O(log log n)
! ¡1 a:s:
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を得る．¡O(n)は負の数を表す．
上式より任意のms0に対して次式を満たすmsが存在することがわかる．
lim
n!1
P (xnjms0)
P (xnjms) = 0 a:s:;
故に補題は証明された． ¤
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5.9 本章のまとめ
本章ではメモリ容量を低減したベイズ符号化法の近似計算アルゴリズムを提案し
た．さらに，最尤推定量の漸近正規性を用い，提案アルゴリズムのシンボルあたりの
符号長がベイズ符号化法の符号長と一致することを示した．ベイズ符号化法はベイ
ズ基準のもとで冗長度を最小にする符号であるが，全ての候補ノードを用い符号化
確率を求めるため，実用化にはメモリ容量，計算量の点を低減する必要がある．そ
のため，本研究のようにメモリ容量を低減した近似的なベイズ符号化アルゴリズム
は実用化のために意味がある．
また，提案アルゴリズムでは使用ノード数は真の情報源の状態数の C 倍程度あ
れば漸近的にはベイズ符号と同等の性能を持つという結果を得ているが，使用ノー
ド数と有限時点での符号長の関係を明らかにすることも実用化の点から非常に興味
深い．
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第6章 結論
6.1 本研究の成果
本論文では，可変長情報源符号化の性能評価に関する研究を行った．得られた成
果は次の通りである．
第 3章において最大符号長の下限を評価した．従来，最大符号長の下限は一般情
報源という極めて広いクラスに対して求められていた．しかしこの結果は，情報源
に対する制約は緩いが評価としては粗い評価であったため，例えば i.i.d.情報源に対
しては平均符号長の下限と最大符号長の下限は一致するという結果しか得られてい
なかった．これに対して本論文では，情報源を限定することにより，この結果を精密
化した．得られた結果より，i.i.d.情報源における平均符号長の下限と最大符号長の
下限は異なることがわかる．情報源に仮定する性質は自己情報量の漸近正規性であ
り，この性質は情報源符号化で従来より活発な研究対象の一つである i.i.d.情報源や
Markov情報源を含むため，第 3章で得られた結果の適用範囲は広いと考えられる．
第 4章において，符号長の漸近正規性を満たす符号のクラスに対して，その最大
符号長を従来より精密な形で評価した．符号長の漸近正規性とは符号と情報源に対
する条件になる．この条件の適用範囲は代表的な符号，情報源を含んでいる．第 3
章では最大符号長を最小にする符号を提案し，その最大符号長を評価したが，最大
符号長を最小にする符号は平均符号長の面から見ると性能の悪い符号となっている．
その意味で，最大符号長をその他の評価基準と組み合わせて評価することは非常に
重要である．特に，平均符号長を最小にする符号の最大符号長を評価することは重
要であると考えられるが，本章で得られた結果は代表的な情報源である i.i.d.情報源
とシャノン符号の理想符号長に対して成立する結果であり，理論的な価値は高いと
考えられる．
第 5章において，ベイズ基準のもとで平均符号長を最小にするベイズ符号の構成
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法の一つであるベイズ符号化アルゴリズムの近似アルゴリズムを提案した．従来，
ベイズ符号化アルゴリズムは，入力系列長を nとした際，計算量はO(n)であるが，
メモリ量はO(jAjn)で増加していくという問題点があった．それに対し，本論文で
は，計算量はO(n)であるが，メモリ量を大幅に削減したアルゴリズムを提案した．
また，そのアルゴリズムを用いた際の平均符号長を評価した．具体的には，漸近的
に従来のベイズ符号化アルゴリズムと提案アルゴリズムの平均符号長が一致するこ
とを示し，数値実験を通して提案アルゴリズムの有限時点での性能を評価した．従
来，多くのユニバーサル符号化アルゴリズムが提案されており，その符号長が評価
されている．しかしながら，メモリ量を制限したもとでその符号長を評価している
研究は極めて少なく，実用化にあたってはメモリ量を一定に制限するなど符号長の
保証がない状況で実装されていることが多い．一方で本論文では，メモリ量による
評価と符号長による評価を同時に行っており，実用上その意義は極めて大きいと考
えられる．
6.2 今後の課題
6.2.1 最大符号長に関して
本論文で解析した最大符号長は，符号の最悪の場合の符号長を表している．本論
文で示したように最大符号長を最小にする符号は平均符号長の意味では性能はいい
とは言えない．そのため，例えば平均符号長がある一定値以下の符号の中で，最大
符号長が最小の符号を用いる等，他の評価基準と合わせて総合的に符号を評価する
ための基準の一つとすることが考えられる．本論文では情報源の確率分布が既知の
場合に平均符号長を最小にする符号の最大符号長を評価した．今後はその他の符号
の最大符号長を評価することが考えられる．特に，本論文ではある条件を満たす情
報源と符号に対して，最大符号長を評価したが仮定を満たさない符号や情報源に対
して最大符号長を評価することは今後の課題の一つである．
また，符号化には様々な状況が考えられるため平均符号長のみ小さくすれば十分
であるというわけではない．例えば，西新は不定期にシンボルを出力するような情
報源からの出力を符号化する問題を考えている [49]．このような状況の場合，平均符
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号長を小さくするよりも符号長がある値を超える確率を小さくする必要がある．こ
のように今後，様々な状況に対応した符号化方式が提案されると思われるが，最大
符号長はその評価基準の一つとなる．
本論文の最大符号長に関する成果は情報源の確率分布が既知のもとでの結果であ
るが，情報源の確率分布が未知のもとでの符号は現在も活発に議論されている．そ
の意味で，ユニバーサル情報源符号化の最大符号長に関する結果も今後の重要な課
題の一つである．
6.2.2 ベイズ符号に関して
ベイズ符号は漸近的な平均符号長が精密に評価されており，また各種シミュレー
ションにより符号長に関して有限時点での符号長も評価されており，ベイズ決定理
論の意味で最適性が保証されている．これらの結果より実用化が望まれている符号
の一つであるが，計算量やメモリ量の面から実用化には未だ至っていない．本研究
では実用化に向けてメモリ量を削減したアルゴリズムを提案したが，計算量につい
てもさらに削減する必要があると考えられる．また，提案アルゴリズムの性能は有
限時点ではパラメータ ®の値に依存する．このパラメータの設定の違いによる性能
の差異などは未だ研究の余地がある．
先に述べたようにベイズ符号は算術符号やハフマン符号と組み合わせて用いる符
号である．ベイズ符号化法によって決定された符号化確率はデータ長が短い時点で
は冗長度を含んでいる．そこで，この冗長度分を考慮に入れ計算量を削減したアル
ゴリズムも提案されている [29]．また，算術符号はそれ自体いくつかのバリエーショ
ンを含んでいる [32]．ベイズ符号の実用化にあたっては，このようにベイズ符号だ
けでなくどの算術符号と組み合わせるかという問題や，ベイズ符号に適した算術符
号の改良なども非常に重要な問題となる．
さらにベイズ符号化法は符号化アルゴリズムとしてだけでなく，推定アルゴリズ
ムとしても応用でき，有効であることが示されている [36]．今回は，FSMX情報源
の性質を用いてメモリ量を削減する符号化アルゴリズムを提案したが，ベイズ符号
のアルゴリズムをデータからの確率推定アルゴリズムと考えるとどのような性質を
持つデータ列であれば推定性能を劣化させずにメモリ量，計算量を削減できるかを
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考えることは今後の課題の一つである．
本研究は実用化に向けてメモリ量を有限にしたもとでの符号長を評価したが，メ
モリ量が線形に増加することを許容したもとでの符号長の評価などは理論的な観点
から興味深い．
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