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Abstract
Usual graph classes, such as complete graphs, paths, cycles and stars, frequently appear as extremal graphs in graph theory
problems. Here we want to turn the reader’s attention to two novel, simply deﬁned, graph classes that appear as extremal graphs in
several graph theory problems. We call them bags and bugs. As examples of problems where bags and bugs appear, we show that
balanced bugs maximize the index of graphs with ﬁxed number of vertices and diameter 2, while odd bags maximize the index
of graphs with ﬁxed number of vertices and radius 3.
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1. Introduction
Graph theory deals extensively with graph invariants, i.e., functions iG of the set of all graphs G (or a subset thereof,
such as all connected graphs) into the reals or the integers (and usually taking only positive values). There are many
well-known invariants, such as the independence and chromatic numbers, the radius and diameter and the index (the
largest eigenvalue of G’s adjacency matrix). Extremal graph theory [2] deals with the problem of characterizing the
families of graphs G for which an invariant iG is minimum or maximum.
Recently, it has been observed in [5,6,9] that this problem can be viewed as one of parametric combinatorial
optimization and, moreover, that a generic heuristic can be used to solve it, for any invariant or formula deﬁned on
one or several invariants which is readily computable. Using the variable neighborhood search metaheuristic [11], this
idea has been implemented in the system AutoGraphiX. It yields, among other results, conjectures on the structure
of extremal graphs. Extensive use of that system has shown that the families of extremal graphs for given invariants,
as well as for sums, differences, ratios or products of two invariants, are often well-known simple ones, e.g., paths,
stars, cycles, complete graphs, complete bipartite graphs and complete split graphs. Several apparently novel families
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Fig. 1. An odd Bag5,5 and a Bug5,3,3.
have also been observed. In this paper, we discuss two of them, which we call bags and bugs. They are deﬁned as
follows:
Deﬁnition 1. A bag Bagp,q is a graph obtained from a complete graph Kp by replacing an edge uv with a path Pq . A
bag is odd if q is odd, otherwise it is even.
So, in Bagp,q the number of vertices is n = p + q − 2 and the number of edges is m = (p2 ) + q − 2.
Deﬁnition 2. A bug Bugp,q1,q2 is a graph obtained from a complete graph Kp by deleting an edge uv and attaching
paths Pq1 and Pq2 at u and v, respectively. A bug is balanced if |q1 − q2|1.
So, inBugp,q1,q2 the number of vertices is n= p + q1 + q2 − 2 and the number of edges is m= (p2 )+ q1 + q2 − 3.
Fig. 1 gives examples of a bag and a bug.
Let G = (V ,E) be a simple connected graph. Eccentricity of a vertex v ∈ V is the maximum distance from v to
any other vertex of G. Then, the diameter is the maximum, while the radius is the minimum among eccentricities
of all vertices of G. Denote the adjacency matrix of G by A(G). The polynomial PG() = det(I − A(G)) is called
the characteristic polynomial of G, while its roots, the eigenvalues of A(G), are called eigenvalues of G. The largest
eigenvalue 1(G) of G is called its index. For other undeﬁned notions, see [1,7].
From thePerron–Frobenius theory of nonnegativematrices it follows that 1(G) has a positive eigenvector x satisfying
the eigenvalue equation
A(G)x = 1(G)x.
The index of G can also be characterized by a Rayleigh quotient
1(G) = sup
y =0
yTA(G)y
yTy
,
where the supremum is attained for an eigenvector x of 1(G).
The following problem concerning the index of graphs was proposed by Brualdi and Solheid [4]: Given a set S of
graphs, ﬁnd an upper bound for the index of graphs in S and characterize the graphs for which this bound is attained.
The cases when S is the set of all graphs or of all trees are considered classics in the literature on spectral graph theory
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[7]. This problem has been solved also for a number of different sets S: Brualdi and Solheid [4] considered graphs
with n vertices and n+ k edges for small k, Cvetkovic´ et al. [8] considered spanning trees of complete bipartite graphs,
Berman and Zhang [3] considered graphs with n vertices and k cut vertices, to name just a few. It is interesting that this
problem is still unsolved in the general case when S is the set of all graphs with n vertices and m edges.
As examples of problems where bags and bugs appear as extremal graphs, in the two following sections, we solve
the problem of Brualdi and Solheid for the set of graphs with n vertices and diameter D and the set of graphs with n
vertices and radius r.
In the proofs, we use the following two results showing how the index of a graph changes under local transformations.
First, adding an edge rt /∈E to the graph G increases its index: from the Rayleigh quotient, we have that
1(G + rt) x
TA(G + rt)x
xTx
= x
TA(G)x + 2xrxt
xTx
> 1(G),
due to the positivity of the product xrxt .
On the other hand, if rs ∈ E, rt /∈E and xsxt , then the rotation of an edge rs into rt, meaning a deletion of an
edge rs followed by addition of an edge rt, increases the index of G [13]: We have that
1(G − rs + rt) x
TA(G − rs + rt)x
xTx
= x
TA(G)x + 2xr(xt − xs)
xTx
> 1(G).
The case of equality cannot hold in the last inequality above. In such a case, one would have that xs = xt and x is an
eigenvector of G − rs + rt . Then the eigenvalue equations at s in graphs G and G − rs + rt would give
1(G)xs =
∑
{u:us∈E}
xu,
1(G)xs = 1(G − rs + rt)xs = −xr +
∑
{u:us∈E}
xu,
implying that xr = 0, which is a contradiction. Further, it is shown in [13] that if G − rs + rt is again a connected
graph with an eigenvector x corresponding to 1(G − rs + rt), then xsxt implies x′s < x′t .
Additionally, in the proofs we also use the Cauchy’s Interlacing theorem [7, p. 19]:
Theorem 3. Let H be an induced subgraph of a graph G. If the eigenvalues of G are 12 · · · n, and the
eigenvalues of H are 12 · · · m, then iin−m+i for i = 1, 2, . . . , m.
2. Maximum index of graphs with given diameter
Using AutoGraphiX, the following structural conjecture was obtained and could be proved by hand.
Theorem 4. Among all graphs with n vertices and diameter D, the maximum index is attained by
• a complete graph Kn when D = 1, and
• a balanced bug Bugn−D+2,D/2,D/2 when D2.
Proof. A complete graph Kn is the unique graph with n vertices and diameter 1, so the theorem holds for D=1.A path
Pn is the unique graph with n vertices and diameter n− 1, and since Pn is isomorphic to Bug3,i,n−i−1 for 1 in− 2,
the theorem holds for D = n − 1.
Now suppose that 2Dn− 2. Let G= (V ,E) be a graph with maximum index among all graphs with n vertices
and diameter D. Let c be a vertex of G with eccentricity D. Denote by Li the set of vertices at distance i from c and let
li = |Li |, i = 0, 1, . . . , D.
Since the index of a graph increases by adding an edge, it follows that G contains all edges between vertices of Li ,
i = 1, 2, . . . , D, and all edges between vertices of Li−1 and Li , i = 1, 2, . . . , D.
P. Hansen, D. Stevanovic´ / Discrete Applied Mathematics 156 (2008) 986–997 989
A bugBugn−D+2,i,D−i with diameter D, i=1, 2, . . . , D−1, contains the graphKn−D+2−e as its induced subgraph.
It is straightforward to see that
1(Kn−D+2 − e) = 12 (n − D − 1 +
√
(n − D + 2)2 + 2(n − D + 2) − 7),
which is strictly larger than n − D. By the Interlacing theorem (see, e.g., [7, p. 19]) it follows that
1(Bugn−D+2,i,D−i−1)>n − D.
Thus, G as a graph with maximum index, must have an index larger than n−D. It is well known that the largest degree
of a graph is at least its index (see, e.g., [7, p. 85]), so the largest degree  of G must also be larger than n−D. On the
other hand, it holds that
= max{l1} ∪ {li−1 + li + li+1 − 1: i = 1, 2, . . . , D − 1} ∪ {lD−1 + lD − 1}.
Since li1 and
∑D
i=1 li =n−1, it follows that >n−D is possible if and only if for some 1jD−1 it holds that
lj−1 + lj + lj+1 = n − D + 2, l1 = · · · = lj−2 = 1 and lj+2 = · · · = lD = 1.
So, we have that = n − D + 1 and n − D< 1(G)n − D + 1.
Here we have not yet shown that G is a bug (it remains to be shown that two of lj−1, lj and lj+1 are equal to 1). In
order to do so, we consider index perturbations resulting from rotation of edges. Due to the fact that 1(G) is a simple
eigenvalue with a positive eigenvector when G is connected, the components of eigenvector x corresponding to similar
vertices are equal. Thus, we may denote by xi the component of x corresponding to vertices in Li , i = 0, 1, . . . , D.
Let s be the unique vertex of Lj−2 and let t be a vertex in Lj+1. If lj−1 > 1, moving an arbitrary vertex r from
Lj−1 to Lj results in rotation of the edge rs to the edge rt followed by addition of edges between r and the remaining
vertices inLj+1.We conclude that if xj−2xj+1 we may move a vertex fromLj−1 toLj and increase the index, while
keeping the diameter intact. Since G has maximum index, this is a contradiction. Thus, either lj−1 = 1 or xj−2 >xj+1.
Similarly, by considering the unique vertex of Lj+2 we conclude that either lj+1 = 1 or xj+2 >xj−1.
Now we show that it is impossible that xj−1 >xj <xj+1. In such a case, the eigenvalue equation gives
(1(G) + 1)xj = lj xj + lj−1xj−1 + lj+1xj+1 >(lj−1 + lj + lj+1)xj = (n − D + 2)xj ,
from where it follows that 1(G)>n − D + 1, which is a contradiction. Therefore, we have that either xj−1xj or
xj xj+1.
Without loss of generality, suppose that xj−1xj . If lj−1 > 1, let G′ be a graph obtained by moving an arbitrary
vertex of Lj−1 to Lj . Using the Rayleigh quotient, we have that
1(G
′) = max
y =0
yTA(G′)y
yTy
 x
TA(G′)x
xTx
.
Further, we have that
xTA(G′)x = xTA(G)x + 2(lj+1xj−1xj+1 − xj−2xj−1).
From the eigenvalue equation, we have that
(1(G) + 1)xj−1 = xj−2 + lj−1xj−1 + lj xj ,
(1(G) + 1)xj = lj+1xj+1 + lj−1xj−1 + lj xj ,
from where it follows that
lj+1xj+1 − xj−2 = (1(G) + 1)(xj − xj−1).
Then
xTA(G′)x = xTA(G)x + 2xj−1(1(G) + 1)(xj − xj−1)xTA(G)x
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and so
1(G
′) x
TA(G)x
xTx
= 1(G).
However, equality cannot hold here. For suppose that 1(G′) = 1(G): then we must have that xj = xj−1 and that
x is an eigenvector of G′ corresponding to 1(G′) = 1(G). The eigenvalue equation for a vertex of Lj−2 gives
in G
1(G)xj−2 = xj−3 + lj−1xj−1,
while in G′ it gives
1(G)xj−2 = xj−3 + (lj−1 − 1)xj−1,
implying that xj−1 = 0, which is impossible, as x is a positive eigenvector. Thus, it must hold that 1(G′)> 1(G),
which is a contradiction with the choice of G. Therefore, it must hold that lj−1 = 1.
We are now half way done. We have shown that one of lj−1, lj and lj+1 (actually, lj−1) is equal to 1. If one of lj
and lj+1 is equal to 1, we have a bug.
Otherwise, suppose that lj > 1 and lj+1 > 1. Moving lj − 1 vertices from Lj to Lj+1 in G results in a graph G′′,
whose adjacency matrix A(G′′) satisﬁes
xTA(G′′)x = xTA(G)x + 2(lj − 1)xj (xj+2 − xj−1).
Moving lj+1 − 1 vertices from Lj+1 to Lj in G results in a graph G′′′, whose adjacency matrix A(G′′′) satisﬁes
xTA(G′′′)x = xTA(G)x − 2(lj+1 − 1)xj+1(xj+2 − xj−1).
Thus, if xj+2 = xj−1, one of graphs G′′ and G′′′ has index larger than 1(G), which is a contradiction. If xj+2 = xj−1,
then from the eigenvalue equation
(1(G) + 1)xj = lj xj + lj+1xj+1 + xj−1,
(1(G) + 1)xj+1 = lj xj + lj+1xj+1 + xj+2,
we get that xj = xj+1. However, in order that, say, G′′ has index equal to 1(G), x must be an eigenvector of G′′. The
eigenvalue equations for a vertex of Lj−1 in G and G′′, respectively, are
1(G)xj−1 = xj−2 + lj xj ,
1(G)xj−1 = xj−2 + xj ,
showing that xj = 0 (as we supposed that lj > 1), which is a contradiction. Thus, one of lj and lj+1 must also be equal
to 1, and we conclude that G is indeed a bug of the form Bugn−D+2,q1,q2 . Let p = n − D + 2 in the rest of the proof.
It remains to show that bug G is balanced, i.e., that |q1 − q2|1. We show that, whenever q1q21, it holds that
1(Bugp,q1,q2)> 1(Bugp,q1+1,q2−1), (1)
implying that the largest index is obtained when |q1 − q2|1. As the largest eigenvalue of bugs cannot be explicitly
calculated, we now turn to the characteristic polynomials of bugs. In order to prove (1) it is enough to show that
(∀x1(Bugp,q1,q2)) PBugp,q1,q2 (x)<PBugp,q1+1,q2−1(x), (2)
as the previous inequality implies that PBugp,q1+1,q2−1(x) cannot have real roots that are greater than or equal to
1(Bugp,q1,q2).
Consider the polynomial
Wq1,q2(x) = PBugp,q1,q2 (x) − PBugp,q1+1,q2−1(x).
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It was proved in [12] that, if an edge e = {u, v} is a pending edge of G, with v being a vertex of degree 1, then
PG(x) = xPG−v(x) − PG−u−v(x). (3)
Applying (3) ﬁrst to the pending edge of Pq2 in Bugp,q1,q2 and then to the pending edge of Pq1+1 in Bugp,q1+1,q2−1,
we get that
PBugp,q1,q2
(x) = xPBugp,q1,q2−1(x) − PBugp,q1,q2−2(x),
PBugp,q1+1,q2−1(x) = xPBugp,q1,q2−1(x) − PBugp,q1−1,q2−1(x).
Subtracting the above two equalities, it follows that
Wq1,q2(x) = Wq1−1,q2−1(x).
Iterative application of the last equality produces a chain of equalities with smaller values of q1 and q2, implying that
Wq1,q2(x) = Wq1−q2+1,1(x).
It was also proved in [12] that, if a vertex v disconnects G into two subgraphs G1 and G2, such that v belongs to
both of them, then
PG(x) = PG1−v(x)PG2(x) + PG1(x)PG2−v(x) − xPG1−v(x)PG2−v(x). (4)
Applying (4) ﬁrst to a vertex of Bugp,q1−q2+1,1 at which Kp − e and Pq1−q2+1 meet, and then to a vertex of
Bugp,q1−q2+2,0 at which Kp−1 and Pq1−q2+2 meet, we get that
PBugp,q1−q2+1,1(x) = PKp−1(x)PPq1−q2+1(x) + PKp−e(x)PPq1−q2 (x) − xPKp−1(x)PPq1−q2 (x),
PBugp,q1−q2+2,0(x) = PKp−1(x)PPq1−q2+1(x) + PKp−2(x)PPq1−q2+2(x) − xPKp−2(x)PPq1−q2+1(x)
= PKp−1(x)PPq1−q2+1(x) − PKp−2(x)PPq1−q2 (x),
where in the second equality we used that
PPq1−q2+2(x) = xPPq1−q2+1(x) − PPq1−q2 (x).
Thus,
Wq1−q2+1,1(x) = PPq1−q2 (x)(PKp−e(x) − xPKp−1(x) + PKp−2(x)).
Now, we show that (2) indeed holds. Let x1(Bugp,q1,q2)>p2. We have that PPq1−q2 (x)> 0, as the largest
eigenvalue of a path Pq1−q2 is strictly less than 2. Thus, we have to show that
PKp−e(x) − xPKp−1(x) + PKp−2(x)< 0.
From the eigenvalue equations for Kp − e one easily gets that the spectrum of Kp − e consists of simple eigenvalues
1
2 (p − 3 ±
√
p2 + 2p − 7), simple eigenvalue 0 and an eigenvalue −1 of multiplicity p − 3. Therefore,
PKp−e(x) = x(x2 − (p − 3)x − 2(p − 2))(x + 1)p−3.
Thus,
PKp−e(x) − xPKp−1(x) + PKp−2(x)
= (x + 1)p−3(x(x2 − (p − 3)x − 2(p − 2)) − x(x − p + 2)(x + 1) + (x − p + 3))
= −(x + 1)p−3((p − 1)x − (p − 3)).
Since p = n − D + 24, the above expression is less than 0 for all x > (p − 3)/(p − 1), which shows that (2) is
satisﬁed, as 1(Bugp,q1,q2)>p − 22.
The proof is now ﬁnished. 
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3. Maximum index of graphs with given radius
As in the previous case, the following structural conjecture was obtained byAutoGraphiX, and then slightly modiﬁed
and proved by hand.
Theorem 5. Among all graphs with n vertices and radius r , the maximum index is attained by
• a complete graph Kn when r = 1,
• (n/2)K2 for even n and r = 2,
• (n/2 − 1)K2 ∪ P3 for odd n and r = 2, and
• an odd bag Bagn−2r+3,2r−1 when r3.
Actually, AutoGraphiX has conjectured that odd bags maximize the index also in case r = 2. However, as we shall
see later, odd bags are just the second best candidate for the maximum index in this case.
Proof. The index of a graph increases by addition of edges, so for r = 1 the maximum index is attained by a complete
graph Kn.
For r2, we have that the maximum index is attained by a graphG= (V ,E) that is radially maximal under addition
of new edges: if e is an edge of complement G, then r(G + e)< r(G).
For r = 2, such graph G is a complement of a union of stars
m⋃
i=1
K1,si ,
m∑
i=1
si = n − m, m2, (5)
as observed already in [10]. Moreover, G cannot contain vertices of degree n − 1, so we have that
1(G)n − 2,
where  is the largest degree of G. We are going to determine the candidates for the graph G with the maximum index
among the complements of unions of stars given by (5).
Let H be of the form (5) and let x be the unit positive eigenvector associated with 1(H). Consider two starsK1,si and
K1,sj in H . Since 1(H) is a simple eigenvalue, similar vertices in H, such as the leaves of K1,si or the leaves of K1,sj ,
have the same components in x. Let ai be the component of x at the center of K1,si , and let bi be the component of x at
any leaf of K1,si . Deﬁne aj and bj similarly. In order to get a relationship between ai and bi , consider the eigenvalue
equations for the center and a leaf of K1,si in H:
1(H)ai =
∑
u∈V (H)\V (K1,si )
xu,
1(H)bi = (si − 1)bi +
∑
u∈V (H)\V (K1,si )
xu,
from where it follows that
bi = 1(H)ai
1(H) − si + 1 . (6)
Similarly, we get that
bj = 1(H)aj
1(H) − sj + 1 . (7)
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Next, in order to get a relationship between ai and aj , consider the eigenvalue equations for the centers of K1,si and
K1,sj in H:
1(H)ai = aj + sj bj +
∑
u∈V (H)\V (K1,si∪K1,sj )
xu,
1(H)aj = ai + sibi +
∑
u∈V (H)\V (K1,si∪K1,sj )
xu,
from where it follows that
(1(H) + 1)ai + sibi = (1(H) + 1)aj + sj bj .
From (6) and (7), after routine algebraic manipulations, we get that
ai
aj
= 1(H) + ((1(H) + 1)/(1(H) + 1 − sj ))
1(H) + ((1(H) + 1)/(1(H) + 1 − si)) .
From here we conclude that
aiaj ⇔ sisj .
Suppose, without loss of generality, that sisj 2. Let H ′ be a graph obtained by replacing stars K1,si and K1,sj in
H with stars K1,si+1 and K1,sj−1. Graph H ′ may be obtained from H by rotating an edge between a leaf of K1,sj and
a center of K1,si into an edge between a leaf of K1,sj and a center of K1,sj . Since aiaj , we have that
1(H
′)> 1(H).
We can continue increasing the index in this way as long as there are at least two stars having three or more vertices.
Thus, the candidates for the maximum index among graphs with odd number n of vertices and radius 2 are of the form
K1,n−2s−1 ∪ sK2, 1s n − 32 .
Nowwe have to answerwhich of these candidates has the largest index? LetHs=K1,n−2s−1 ∪ sK2, 1s(n−3)/2.
Since 1(Hs) is a simple eigenvalue with a positive eigenvector, similar vertices in Hs , such as the leaves of K1,n−2s−1
or the vertices of copies of K2, have the same components in x. Let a be the component of x at the center of K1,n−2s−1,
b be the component of x at any leaf of K1,n−2s−1, and c the component of x at any vertex of a copy of K2 in Hs . The
eigenvalue equations give
1(Hs)a = 2sc,
1(Hs)b = (n − 2s − 2)b + 2sc,
1(Hs)c = a + (n − 2s − 1)b + (2s − 2)c.
Taking into account that a, b, c = 0, we easily get that 1(Hs) is the largest root of the following polynomial:
Ps() = 3 − 2(n − 4) − (2n − 4) + 2s(n − 2s − 2).
(The other two roots are two of other eigenvalues of Hs .)
It is easy to see that if Ps()<Pt () for all  ∈ R and Ps(), Pt () → +∞ when  → +∞, then the largest root of
Ps() is greater than the largest root of Pt(). Thus, the maximum index among the above candidate graphs is obtained
when the product 2s(n − 2s − 2), 1s(n − 2)/2, has minimum value. This minimum value is obtained when
s = (n − 2)/2: in case n is even, this value is 0 and the maximum index is attained by (n/2)K2; in case n is odd,
this value is n− 3 and the maximum index is attained by P3 ∪ ((n − 3)/2)K2. AutoGraphiX has made a mistake here
by supposing that the minimum value was obtained for s = 1. However, this is indeed the second best choice for s, as
other values of s give larger values of product 2s(n − 2s − 2).
994 P. Hansen, D. Stevanovic´ / Discrete Applied Mathematics 156 (2008) 986–997
Now, let r3. An odd bag Bagn−2r+3,2r−1 contains the graph Kn−2r+3 − e as an induced subgraph which has
1(Kn−2r+3 − e) = 12 (n − 2r +
√
(n − 2r + 3)2 + 2(n − 2r + 3) − 7),
which is strictly larger than n − 2r + 1, and so
1(Bagn−2r+3,2r−1)>n − 2r + 1.
Thus G, as a graph with maximum index, must also have an index larger than n − 2r + 1, and from 1(G) we
conclude that
n − 2r + 2. (8)
In order to bound  from below, we apply an idea from [14]. Let u be a vertex of G of the largest degree , and
let u1, u2, . . . , u be its neighbors. Let T be a spanning tree of G containing edges (u, u1), (u, u2), . . . , (u, u). The
radius rT of T is at least r, and the diameter dT of T is such that
rT =
⌊
dT + 1
2
⌋
.
Thus,
dT 2r − 1.
Let P be a simple path connecting two most distant vertices of T. Then P contains at most three vertices among u, u1,
u2, . . . , u, and at least 2r − 3 other vertices. Therefore,
n − 1 − (2r − 3) = n − 2r + 2. (9)
From (8) and (9) we conclude that
= n − 2r + 2.
If n = 2r , then GC2r , which is an odd bag Bag3,2r−1.
Therefore, suppose that n2r + 1. In particular, we have that
1(G)> 2, (10)
a fact that will be used later.
From the above considerations it follows that we must have that dT = 2r − 1, rT = r and the path P contains all
vertices of V \{u, u1, u2, . . . , u}. Denote the vertices of P by v1, v2, . . . , v2r . Without loss of generality, we may
suppose that path P contains vertices u1, u and u as vk−1, vk and vk+1, respectively, for some 2k2r − 1.
Next, let e be an edge of G not present in T. We have that
r = rGrT+erT = r ,
and so graph G may not contain any edge e not in T which reduces the radius of T. From this condition, we easily get
that G may not contain the edges of the following forms:
(i) vivj , with |i − j |> 1, except for {i, j} = {1, 2r};
(ii) viuj , with |i − k|2 and 2j− 1.
Moreover, if G contains an edge ujvk−2, 2j− 1, then it may not contain the edges ujvk+1 and ujvk+2, as the
presence of any of them would reduce the radius. A similar conclusion holds if G contains an edge ujvk+2. Further, if
G contains the edges uj ′vk−2 and uj ′′vk+2, for some j ′ = j ′′, then it may not contain the edge uj ′uj ′′ .
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Fig. 2. A graph G{u2,u3},{u4},{u5,u6}.
Let L ∪ C ∪ R be the following partition of the set {u2, . . . , u}:
L = {uj |ujvk−2 ∈ E},
C = {uj |ujvk−2 /∈E, ujvk+2 /∈E},
R = {uj |ujvk+2 ∈ E}.
Let GL,C,R = (V ,EL,C,R) be the graph formed by the following set of edges that may be present in G under the
above restrictions:
EL,C,R = {vivi+1|i = 1, 2, . . . , 2r − 1} ∪ {v1v2r}
∪ {ujvk−2, uj vk−1|uj ∈ L}
∪ {ujvk−1, uj vk+1|uj ∈ C}
∪ {ujvk+1, uj vk+2|uj ∈ R}
∪ {uiuj |i, j ∈ L or i, j ∈ C or i, j ∈ R}
∪ {uiuj | i ∈ C, j ∈ L ∪ R}.
An example of a graph GL,C,R is shown in Fig. 2.
The graph GL,C,R is radially maximal of radius r and, thus, GGL,C,R . Our task now is to ﬁnd the partition
L ∪ C ∪ R yielding a graph GL,C,R with the largest index. In the rest of the proof we will show that the partition we
are looking for is
{L,C,R} = {∅, {u2, . . . , u},∅}
for which GL,C,R is an odd bag. Let x be a positive eigenvector of G corresponding to 1(G).
Suppose ﬁrst that R = ∅. Suppose also that L,C = ∅. Moving a vertex uj from L to C represents a rotation around
uj of the edge ujvk−2 onto ujvk+1. If xvk+1xvk−2 , then moving a vertex uj from L to C increases the index, and
if xvk+1 <xvk−2 , then moving a vertex uj from C to L increases the index. Since G has the largest index, this is a
contradiction, and so one of L and C must be empty, which ﬁnishes the proof in this case.
Next, suppose thatL,R = ∅. If xvk−2xvk+1 , then moving a vertex uj from L to C represents a rotation around uj of
the edge ujvk−2 onto ujvk+1, followed by addition of edges ujur for r ∈ R. Since each of these operations increases
the index, we have a contradiction to the maximality of G.
Thus, it must hold that
xvk−2 >xvk+1 . (11)
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Similarly, it must hold that
xvk+2 >xvk−1 . (12)
Next, we show that this also leads to a contradiction.
In the sequel, we will use operations modulo 2r with results in {1, 2, . . . , 2r} when referring to the indices of the
vertices v1, . . . , v2r . From the eigenvalue equation and (10) we have that
2xvk+r < 1(G)xvk+r = xvk+r−1 + xvk+r+1 ,
which is the basis of the induction. Suppose that we have already proved that
xvk+r−(i−1) + xvk+r+(i−1) < xvk+r−i + xvk+r+i (13)
for some i1. Next, if vk+r−i and vk+r+i are of degree 2, then
2(xvk+r−i + xvk+r+i ) < 1(G)(xvk+r−i + xvk+r+i )
= (xvk+r−(i−1) + xvk+r+(i−1) ) + (xvk+r−(i+1) + xvk+r+(i+1) ).
From the last inequality and (13) it follows that
xvk+r−i + xvk+r+i < xvk+r−(i+1) + xvk+r+(i+1) ,
which proves the inductive step. In particular, we conclude that
xvk−3 + xvk+3 <xvk−2 + xvk+2 .
We cannot apply induction further, as vk−2 and vk+2 are adjacent to vertices from L and R, respectively, and so have
degree larger than 2.
From (11) and (12) we have that
xvk−1 + xvk+1 <xvk−2 + xvk+2 . (14)
The eigenvalue equations for vk−2 and vk+2 give
1(G)(xvk−2 + xvk+2)
= (xvk−1 + xvk+1) + (xvk−3 + xvk+3) +
∑
uj∈L
xuj +
∑
uj∈R
xuj
< 2(xvk−2 + xvk+2) +
∑
uj∈L
xuj +
∑
uj∈R
xuj .
Therefore,
(1(G) − 2)(xvk−2 + xvk+2)<
∑
uj∈L
xuj +
∑
uj∈R
xuj . (15)
Next, (15) and the eigenvalue equations for vk−1 and vk+1 give
1(G)(xvk−1 + xvk+1)
= 2xvk + (xvk−2 + xvk+2) + 2
∑
uj∈C
xuj +
∑
uj∈L
xuj +
∑
uj∈R
xuj
> 2xvk + (xvk−2 + xvk+2) + (1(G) − 2)(xvk−2 + xvk+2)
= 2xvk + (1(G) − 1)(xvk−2 + xvk+2). (16)
Combined with (14) we get
xvk−2 + xvk+2 > 2xvk . (17)
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Finally, (16), (15) and the eigenvalue equation for xvk gives
1(G)xvk = (xvk−1 + xvk+1) +
∑
uj∈C
xuj +
∑
uj∈L
xuj +
∑
uj∈R
xuj
>
2
1(G)
xvk +
1(G) − 1
1(G)
(xvk−2 + xvk+2)
+ (1(G) − 2)(xvk−2 + xvk+2),
from where it follows that
(21(G) − 2)xvk > (21(G) − 1(G) − 1)(xvk−2 + xvk+2).
Together with (17) we get that
xvk−2 + xvk+2 > 2 ·
21(G) − 1(G) − 1
21(G) − 2
· (xvk−2 + xvk+2)
and from positivity of x, it follows that
1> 2 · 
2
1(G) − 1(G) − 1
21(G) − 2
.
The solution of this quadratic inequality is
1(G) ∈ (−
√
2, 0) ∪ (√2, 2),
which is in contradiction with (10). 
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