This paper considers algorithms for unconstrained nonlinear optimization where the model used by the algorithm to represent the objective function explicitly includes memory of the past iterations. This is intended to make the algorithm less \myopic" in the sense that its behaviour is not completely dominated by the local nature of the objective function, but rather by a more global view. We present a non-monotone linesearch algorithm that has this feature and prove its global convergence.
Introduction
This paper considers the unconstrained minimization problem min x2R n f (x) where the objective function f is a twice continuously di erentiable function from R n into R. If one uses a variant of Newton's method to solve this problem, then each iteration of the algorithm uses the rst three terms of the Taylor's expansion of f to (locally) represent the objective and decide on a direction in which a better approximate solution can be found, or, at least, descent can be obtained. Such algorithms are well-known and have a well-established convergence theory (see Dennis and Schnabel, 1983 , Gill, Murray and Wright, 1981 and Fletcher, 1987 to support their typically good numerical performances. A typical iteration of such a method determines, at a given iterate x k , a search direction d k = H ?1 k g k ;
(1.1)
where g k = r x f(x k ) and H k is a symmetric matrix that one chooses as a positive de nite modi cation of r xx f(x k ). A linesearch is then performed to obtain the next iterate Hessian that makes H k positive de nite, because the modi cation itself depends on r xx f(x k ). In summary, the (modi ed) Newton iteration is memoryless, in that the information accumulated at iterations preceding iteration k is completely disregarded.
The points which we wish to make here are that this property is not always desirable, and also that some memory of the past can suitably be introduced in the algorithm. Typical situations were the purely local nature of the Newton iteration is detrimental is when the objective function is very nonlinear, in the sense that its second-order Taylor series varies quickly as a function of x. This is for instance the case when the function has local \ripples" which have little global e ect on the shape of the objective, but introduce strong very local variations. A memoryless iteration may then be fooled by the local nature of the function, and may easily loose track of the more global picture, although the latter is crucial for determining search directions that will enable substantial progress of the algorithm. We anticipate that, in such situations, remembering the shape of the function observed in the past will be bene cial in the determination of the search direction d k .
The paper is organized as follows. In Section 2, we introduce a linesearch algorithm that has an explicit memory of the past iterations. Section 3 is devoted to the analysis of its convergence properties. In Section 4 some preliminary numerical results are reported and, nally, some conclusions and perspectives are presented in Section 5.
A linesearch algorithm with memory
The crucial motivation of the iteration (1.2) is that the search direction d k is chosen to ensure that the point x k + d k minimizes the model holds for some 2 (0; 1 2 ) and for some value f We are now in position to de ne our algorithm more precisely.
Linesearch algorithm with memory
Step 0: An initial point x 0 is given, together with the constants , , 2 (0; 1), 2 (0; 1), , and M. Compute f(x 0 ), g 0 = r x f(x 0 ) and H 0 = r xx f(x 0 ). Also set k = 0, p(?1) = 0 and 0 = 0.
Step 1 Step 2: Compute the search direction d k from (2.2), possibly modifying H M k to ensure that it is positive de nite (with smallest eigenvalue at least ).
Step 3: Calculate a steplength k = j such that j is the smallest nonnegative integer ensuring (2.5).
Step 4: Set x k+1 = x k + k d k , and compute k+1 to satisfy the bound (2.4). Increment k by one and go back to Step 1.
End of algorithm
Note that our linesearch is of the Armijo-or backtracking type. Note also that we have not included any stopping criterion, because our aim is to study the convergence of the algorithm on an in nite number of iterations. We do not describe here how H M k can be modi ed to achieve the uniform positive de niteness required at Step 2, but refer the reader to Gill et al. (1981) , Schnabel and Eskow (1991) and Cheng and Higham (1996) for further description of adequate procedures. A simple, but crude, way to achieve this condition is to add (1 + )kH M k k times the identity matrix to H M k when it is inde nite.
Convergence theory
We now wish to verify that the algorithm is well de ned and that it converges globally in the sense that all limit points of the sequence of iterates are rst-order critical, irrespective of the choice of the initial approximation x 0 . The analysis now proceeds in two stages. In the rst we analyze the mechanism of the proposed method to show that certain general conditions on the model m M k are satis ed. In the second, we show that these general conditions are enough to guarantee global convergence of the algorithm.
The memory model
We start by analyzing the structure of the memory model. 
for all k.
Proof. We easily verify that
= : : :
which proves (3.1). We also have, because of (2.4) and the bound < 1, that
and the proof of the lemma is complete.
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The rst part of the lemma simply expresses the value of the model with memory as a function of the memoryless (local) models at all past iterates.
In what follows, we require the following assumptions.
AS0: The objective function is bounded below on R n .
AS1: The iterates fx k g generated by the algorithm remain in a certain compact set R n .
Note that we could have made the stronger assumption that the level set fx 2 R n j f(x) f(x 0 )g is compact, which then guarantees AS0 and AS1, the latter because f(x k ) f(x 0 ) for all k.
AS2: The modi cation to H M k to make it uniformly positive de nite is such that the norm of the modi ed matrix is at most 2 + the norm of the original one. Proof. We rst note that (3.1) implies that Proof. Again, we deduce from (3.1) that
Thus, for all k, 
Global convergence
Our general conditions are (2.6){(2.7) and (3.3){(3.7). We now proceed to prove that they are su cient for obtaining global convergence of our algorithm. We rst verify that the linesearch procedure of Step 3 is well de ned. Theorem 3.5 If (2.6) and (2.7) hold, then the algorithm is well de ned in the sense that (2.5) holds for a nite j.
Proof. Assume by contradiction that, at the iteration k, the test (2.5) is never satis ed. Then there exits a sequence f j g, with j ! 0 as j ! 1, such that f(x k + j d k ) > f which then contradicts (2.7). Hence (2.5) must be satis ed eventually.
2
The rest of our convergence proof is strongly inspired by that of Grippo, Lampariello and Lucidi (1986) for the case where g M k = g k for all k. Theorem 3.6 Assume that AS1 and AS2 hold. Then either the algorithm terminates at some x p such that g(x p ) = 0, or it produces an in nite sequence fx k g whose every limit point x 2 satis es g(x ) = 0.
Proof. Let`(k) be an index such that k ? p(k) `(k) k and f(x`( k) ) = max i=0;:::;p(k) f(x k?i ):
From the linesearch condition (2.5) and (2.6), we obtain that 
where we have used the fact that p(k+1) p(k)+1. Thus the sequence ff(x`( k) )g must therefore be non-increasing. Moreover, (2.5) and (2.6) also imply that
But AS0 guarantees that f(x`( k) ) is bounded below, and we must therefore obtain that and thus, from (3.3), that lim
The uniform continuity of the objective on then implies that
and we may therefore conclude that (3.17) and (3.18) hold for any j 1. Now, (3.16) implies that^(k) k, and we therefore have that, for each k,
But the rst part of (3.11) ensures that
and thus (3.19) and (3.17) imply that
Moreover, the last inequality in (3.14) also implies that lim k!1 k kg But both kg M k ?g k k and ku k ?x k k must converge to zero because of (3.22) and Lemma 3.4. Hence again x is rst-order critical, which concludes the proof. 2
We conclude this convergence analysis by a few comments. The rst is that conditions (2.6), (3.3), (3.4), (3.6){(3.7) and (2.7) are not speci c to our speci c context, but also apply for the more general case where a non-monotone linesearch is applied on a problem where the gradients (and Hessians) are only approximated. In particular, conditions (3.6){(3.7) give a criterion on how accurate the gradient approximation should be at each iteration. Interestingly, this criterion is similar in spirit to that proposed by Mor e (1983) for the case of monotone trust-region algorithm (he requested (3.6) to hold whenever the sequence fx k g is convergent), and to that proposed by Toint (1988) in the same context (where the error in the gradient has to be bounded by the trustregion radius). Our second comment is more practical. If we used the condition (2.4) for obtaining our global convergence results, nothing prevents us from imposing additional restrictions on the memory parameter. In particular, one could impose a condition of the form
(3.28)
The intuitive justi cation for this alternative de nition is that one expects a local model to produce asymptotically fast converging iterates when a critical point is approached.
Numerical Experience
In this section, we present the results of our preliminary numerical experience with the new global approach we have proposed in this paper. While our experiments are far from exhaustive, our aim has been to examine the reliability and e ectiveness of this new global framework. With this in mind, we implemented an algorithm belonging to the class of the linesearch algorithms with memory de ned in Section 2. Speci cally, we used the following settings: where i is the smallest nonnegative integer for which the condition
is satis ed. This requirement on the choice of k is stronger than the restriction (2.7) required at
Step 1 of the linesearch algorithm with memory, but empirically leads to a signi cant improvement in the numerical performance of the new algorithm. This is likely because any search direction satisfying (4.2) is guaranteed to be \su ciently good" descent direction for the model m M k (x k ). We tested this algorithm on a set of large scale unconstrained problems from the CUTE collection Bongartz, Conn, Gould and Toint (1995) ; the chosen problems are a signi cant subset Table 4 .1: A comparison of the new algorithm with memory with a memoryless algorithm of the most di cult examples in the collection. We used double precision Fortran 90 codes compiled under xlf90 with the optimization compiling option. All of our tests were performed on an IBM RISC System/6000 375. We summarize the results of this preliminary numerical study in Table 4 .1. For each problem, we report the number of gradients evaluations (#g), number of function evaluations (#f), CPU time (in seconds) and the nal objective function value. We compare our new linesearch algorithm with memory against a basic algorithm which computes search directions in the same way, but which makes no use of memory (i.e. obtained by setting = 0 and M = 1).
Firstly, we note that the performance of the two algorithms are not directly comparable on problems BROYDN7D, CHAINWOO, CURLY10 and CURLY30 since the algorithms converge to di erent local minima. Of the remaining problems, the algorithm with memory provides signi cant savings in terms of number of function and gradient evaluations and CPU time relatives to the basic one without memory on problems CURLY20, DIXMAANB, GENROSE, NCB20B and PENALTY1 For FLETCHCR and WOODS the algorithm with memory is superior in terms of number of gradient and function evaluations while it is comparable in term of CPU time. This is because improvements in terms of numbers of function and gradient evaluations are counterbalanced by the cost of updating the parameter k . The only two cases where the algorithm without memory performs signi cantly better than the new algorithm are COSINE and GENHUMPS.
While it would be unwise to draw rm conclusions from these results, they indicate some promise for the new approach we have proposed in this paper. We appreciate that further testing is needed to tune our algorithmic parameters, and to investigate other e ects. Further investigations within our global framework will be the subject of future work.
Conclusion and perspectives
We have presented a linesearch algorithm that adds memory to the Newton model of the objective in the hope of making the method less myopic when applied on strongly nonlinear unconstrained optimization problems. We have also provided a global convergence theory for the new algorithm.
Our choice of the linesearch paradigm for unconstrained optimization is not the only possible one: one could equally consider the class of trust-region methods. We only mention here that a similar extension of these methods to include memory in Newton's model is also possible and will be described elsewhere.
