In computer simulation, ranking and selection has been studied mostly under the assumption of an accurate input model. If the input model is estimated from finite historical data, then the simulation output suffers from input uncertainty, and blindly applying traditional algorithms may result in a poor probability of correct selection. We propose a new problem formulation to account for input uncertainty, in which a finite budget can be used for collecting input data as well as running simulations. To balance the impact of input uncertainty and simulation's stochastic uncertainty, we develop four algorithms to select the best system for single-stage and multistage scenarios. Numerical results suggest that an adaptive allocation strategy generally outperforms a fixed one. We also investigate the large deviations property in a linear asymptotic regime, and reveal that the probability of false selection still converges exponentially fast even in the presence of input uncertainty.
Introduction
Simulation has been widely used to model complex and stochastic systems in manufacturing, finance, transportation and many other applications. A key ingredient in a stochastic simulation model is a set of probability distributions, known as the input model or input distributions, which model the stochasticity in the system and must be specified prior to running simulations. For example, the input distributions of a queueing system model include the arrival time and service time distributions. Given an input model, the intrinsic stochasticity in the system is what we call the stochastic uncertainty. For stochastic simulation, the goal is often to learn certain statistics about the system performance, e.g., the steady-state average service time in the queueing example. This is usually done through running multiple replications, or simulating a stochastic process for a sufficiently long time.
The application of simulation to selecting the best system among a finite number of candidates is referred to as Ranking and Selection, or R & S for short. Since we can only run simulations for a finite amount of time, our selected system may not be the best system due to stochastic uncertainty. The study of R & S mainly concerns two types of problems.
One is the fixed budget formulation, where the total number of simulation replications is fixed and the goal is to maximize the probability of correct selection (PCS) by sampling the systems in a smart way. The other is the indifference-zone (IZ) formulation, where the objective is to deliver a PCS guarantee (e.g., 95%) when the best and the second best systems are separated by a specified difference in expected performance. Although these two formulations are closely related, they require different techniques when it comes to algorithm design. The focus of this work is on the fixed budget problem. For the IZ formulation, the KN procedure [1] is widely considered as among the state-of-the-art procedures, and we refer the reader to [2, 3] for extensive reviews of the development in this field.
Traditional R & S procedures are based on the assumption that the input model is known exactly, and the stochastic uncertainty is the only source of uncertainty in simulation. For the fixed budget problem, the Optimal Computing Budget Allocation (OCBA) method [4, 5] is known as one of the most successful algorithms for its fast convergence of PCS. Although OCBA is designed under a normality assumption, it shows great robustness when applied to general distributions. On the other hand, a problem highly resembling the finite budget R & S has also been studied in the multi-armed bandit literature under the name of "bestarm identification" or "pure exploration problem", where a system is called "an arm" and a random reward is observed each time an arm is "pulled" (simulated). Study in this field tend to focus on Bernoulli or subgaussian rewards, and finite-sample lower bounds on the PCS are usually derived as a performance guarantee for the proposed algorithms. The Successive Rejects (SR) algorithm [6] is perhaps the current best algorithm in this category of works. It has been show to achieve the optimal convergence rate up to a constant for Bernoulli rewards [7] . However, the derivation of SR is mostly based on concentration inequalities that cannot be easily extended to the case considered in this paper. In addition, although these two algorithms have never been compared formally, our empirical experience suggests that OCBA usually outperforms SR in terms of finite-sample PCS.
In practice, the input distributions are rarely known exactly. Instead, a finite number of input data samples can be used to estimate the input model. An inaccurate input model then leads to the so-called input uncertainty, and the error will propagate to simulation output along with stochastic uncertainty. Input uncertainty has an undeniable impact on R & S, but it cannot be reduced by increasing simulation effort. As a result, if we simply ignore it and apply traditional algorithms as if the input model were accurate, a poorly performing system is more likely to be selected.
While many works have contributed to quantifying the mixed impact of input and stochastic uncertainty (see, e.g., [8, 9, 10, 11, 12, 13] ) on simulation output, relatively fewer studied R & S under input uncertainty. Most current works focus on the IZ formulation. For example, [14] develops a procedure for selecting a subset of systems whose performances are within a user-specified distance from the optimal one. [15] considers a case of common input distributions (CID) and explores the impact of input uncertainty on the IZ R & S procedures. [16] leverages the CID effects to select a subset of systems that contains the best one with a large probability. At the time of writing, [17] seems to be the only work considering a fixed budget R & S problem under input uncertainty, where the idea is to optimize the worst-case performance given a fixed finite number of input models.
In all of the works mentioned above, an implicit assumption is that once the input distributions are estimated, no more data can be collected to refine the input model. In many real-world applications, however, additional data can be acquired, though at the cost of money or time. For instance, a sales manager can observe more customer demand as the selling season progresses, or conduct surveys to learn about the potential demand of a new product. This motivates us to view simulation from a decision-analytic perspective, and integrate data collection and simulation into a unified framework rather than consider them separately. In particular, we introduce a budget that can be used for collecting input data as well as running simulations. The question then is how to find the right balance between these two so that the PCS is maximized. We highlight our contributions as follows.
1. We formulate a new fixed budget allocation R & S problem to account for input uncertainty. To solve the problem, we maximize an approximated PCS and develop four algorithms for both single-stage and multistage allocation of budget.
2. We show convergence for the fixed allocation algorithms (defined in Section 4.1) by establishing consistency and asymptotic normality for the system performance estimators. Furthermore, we reveal that the probability of false selection (PFS) still has an exponential convergence rate in the presence of input uncertainty.
3. Numerical experiments are conducted to demonstrate the effectiveness of proposed algorithms. In particular, we observe that sequentially allocating the budget is not more favorable unless data is not too expensive.
The rest of the paper is organized as follows. A new formulation is proposed in Section 2, followed by an approximate solution derived in Section 3. After designing the algorithms in Section 4, we analyze their convergence properties in Section 5, present the numerical results in Section 6, and finally conclude in Section 7.
Problem Formulation

Traditional Formulations
The R & S problem studied in this paper is to identify the system with the best expected performance among K stochastic systems. Denote by I = {1, . . . , K} the enumeration of systems. For a system i ∈ I, let h i : R m → R be its performance measure function and ξ ∈ R m be a random variable (r.v.) capturing the system's stochasticity. Similar to [15] , we consider when all the systems share the same input distribution F c . The goal is to find
where E denotes expectation, and b is assumed to be unique. Note that h i usually does not have a closed form and can only be evaluated through simulation, thus differentiating (2.1) from a stochastic program. Classical R & S assumes full knowledge of F c , so the only uncertainty lies in approximating the expectation in (2.1) using sample mean, i.e.,
where M i is the number of times system i has been simulated, and "i.i.d." stands for "independent and identically distributed". The estimation error caused by the finiteness of M i is called stochastic uncertainty, due to which the observed best system
need not be the true best system b. When the total number of simulation replications (evaluations of h i ) is fixed as T , a natural goal is to carefully allocate the simulation budget such that the best system b is selected with the highest possible probability. One way to view this fixed budget problem is through the lens of multistage decision making: at each stage t ∈ {1, . . . , T }, one decides which system to simulate according to a sampling distribution q t supported on I. Denote by I t the system simulated at time t, and let h t It be its corresponding observation. Let
, be the filtration generated by the past decisions and observations up to time t − 1. The fixed budget problem can be formulated as the following dynamic program.
In (P1), the first constraint ensures that q t is a probability distribution, and the second constraint requires q t to depend solely on past information. The implicit constraints are (i) the system to be simulated at stage t is randomly sampled from q t ; (ii)b is determined by (2.3) at the end of stage T . Despite the mathematical rigor of (P1), such a dynamic program is intractable even for small K and T . The following static problem is then introduced as a surrogate of (P1). max
where Z + denotes the set of all nonnegative integers. Although (P2) appears as a crude approximation of (P1), one can design simple yet effective adaptive algorithms by considering such a static surrogate. For example, the OCBA method is derived from solving (P2) for the case of normally distributed performance. This suggests that studying the static version of a complicated dynamic budget allocation problem can sometimes provide insights into how the dynamic problem can be approached.
New Formulations under Input Uncertainty
In practice, F c is rarely known accurately and often must be estimated from finite historical observations. Our focus will be on a parametric case: F c belongs to a parametric family {F θ | θ ∈ Θ}, where Θ ⊆ R d is some parameter space. Since the expected performance of system i now depends on the parameter, we can describe it using a function
Suppose that the form of F θ is known, but the true parameter θ c is not. Let ψ N := {ξ 1 , . . . , ξ N } be the i.i.d. observations from the real world. We will refer to ψ N as " data", which is to be distinguished from "samples" that are generated using computer simulation techniques. Letθ N be an estimate of θ c computed using ψ N . Then, the simulation process is driven by samples drawn from Fθ N instead of F θ c , and we can only hope to identify the best system conditional onθ N , i.e., arg max i H i (θ N ), as opposed to (2.1). Similar to (2.3), the empirical best system iŝ
To see the impact of input uncertainty (error in estimating θ c ), define
which is the set of parameters under which the best system is not b. Ifθ N falls into P, then the best system is "perturbed" and a suboptimal system will be selected even using infinite simulation budget. For this reason, we call P the perturbation zone of problem (2.1). Except for some trivial cases, P is nonempty andθ N can fall into P with nonzero probability. Thus, the PCS will not converge to 1 unless the data size N also tends to infinity. In many real-world applications, it is possible to collect additional input data, albeit at the cost of time or money. This motivates us to consider the following new problem. Suppose we have a budget T , which can be used for collecting data as well as running simulations. For example, a company looking to launch a new product wants to collect information (data) about the potential market demand. After that, simulations are run to decide the optimal order quantities, inventory, etc.. Both collecting data and running simulation can be time-consuming, thus incurring an opportunity cost since its competitors may launch a similar product first and take up a market share. Assume that the cost of each data sample is c D , and the cost of each simulation replication is c S . In this scenario, we first decide how many input data samples to collect/purchase, and then use the estimated input distribution and the remaining budget to run simulations for identifying the best system. At the heart of this problem stands a tradeoff between input uncertainty and stochastic uncertainty: while insufficient data causes high input uncertainty that cannot be reduced by simulation, excessive data collection leaves little budget to simulate and evaluate the system performance, both of which will lead to an unsatisfactory PCS.
In the model described above, the prices c D and c S play a critical role in justifying the two-phase style of decision making. Indeed, if data is very cheap and storage is not an issue, there is always an option of feeding the data directly into the simulation model rather than estimate the input distribution and then draw samples from it. Nevertheless, this strategy may not be advantageous for applications involving expensive data. For illustration, let us consider a quadratic performance function
where I = {1, 2, . . . , 5}, and the simulation noise ξ follows an exponential distribution with mean 3 so that the best system is b = 3. Suppose T = 10, 000, c D = 10 and c S = 1, i.e., data is ten times more expensive than simulation. If we feed data directly into simulation, then the budget allows us to run 10000/(10 + 1) ≈ 909 replications in total, and applying OCBA gives a PCS of 0.5941. However, if we use half of the budget to estimate θ c by collecting 5000/10 = 500 data samples, and the other half to identify the conditional best system (2.4) by OCBA using 5000 simulation replications, then the PCS can be improved to 0.7780.
Let B denote the total number of simulation runs. Similar to (P1), the new R & S problem under input uncertainty can be formulated as the following dynamic program.
Compared with (P1), the first constraint in (P3) is a new constraint, which ensures that the cost incurred by N data samples and B simulation runs does not exceed the total budget. In addition, the new implicit constraints include (i) the samplesξ ir 's are drawn from Fθ N during simulation; (ii)b is computed by (2.4) upon depletion of budget. Note that (P3) is at least as difficult as (P1), because (i) we need to determine an extra decision variable N; (ii) after collecting N data samples and computingθ N , the subproblem of solving for {q 1 , . . . , q B } is essentially the same type of problem as (P1). Due to the intractability of (P3), we follow the example of (P2) and consider a static surrogate as follows.
At this point, (P4) still stands as a nonlinear discrete optimization problem that is challenging to solve exactly. However, it is possible to find approximate solutions to (P4), which, in a manner similar to OCBA, will help develop effective heuristic algorithms for solving (P3), the problem we eventually want to solve.
3 Approximate Solution to New Formulation
Approximation of PCS
The main difficulty in solving (P4) is that the dependence of the PCS on the choices of N and {M i } is not explicitly characterized. To begin with, we have
where the parameterθ N depends on N, and the performance estimateĤ i depends onθ N and M i . Generally speaking, the distributions of {Ĥ i } may not belong to well-known parametric families, forbidding a closed-form expression for PCS. It is then customary to approximate it using the Bonferroni inequality,
The next step is to approximate each term in the right-hand side (RHS) of (3.1). When there is no input uncertainty, the derivation of OCBA can be viewed as approximating the distribution ofĤ b (θ c ) −Ĥ i (θ c ) using the central limit theorem (CLT), where the error can be bounded using Berry-Esseen's inequality (see, e.g., [18] ). With input uncertainty, on the other hand, CLT cannot be applied directly and a new asymptotic result is in need for the current setting. The following technical assumptions are made for this purpose. We use "⇒" to denote convergence in distribution, and · to denote an arbitrary norm.
Assumption 3.1.
(2) F θ has a density f θ that is differentiable w.r.t. θ for all ξ.
(4) For almost all ξ (up to a set of Lebesgue measure 0),
In Assumption 3.1, (1) holds for many estimators. For example, the maximum likelihood estimator satisfies (1) with Σ θ c = [I(θ c )] −1 , where I(θ c ) is the Fisher information (see, e.g., [19] ); (2) is also true for many parametric families. If instead F θ is a discrete distribution, then all integrals should be interpreted as summations; (3) ensures that the first two moments of h i (ξ) are well-defined; (4) is a commonly imposed Lipschitz-type condition, which together with the dominated convergence theorem (see, e.g., [20] ) implies that
2) and (3.3) imply that both H(θ) and σ 2 i (θ) are differentiable (and hence continuous) in θ. For notational convenience, we also let δ ij (θ) := H i (θ) − H j (θ) be the difference between systems i and j's expected performance under parameter θ. Its estimate and gradient are defined accordingly aŝ
In the following theorem, N and {M i } are viewed as deterministic functions of T . The proofs of all the theoretical results in this paper can be found in Appendix A. 
where N is the normal distribution, and
Theorem 3.1 characterizes the asymptotic distribution ofδ ij (θ N ) when N and {M i } grow asymptotically linearly in T . It also closely mirrors a classical result in [8] , which states that the variance ofĤ i (θ N ) can be decomposed as
where R is a remainder term that vanishes as N and M i tend to infinity. In our result, not only does the limiting varianceσ 2 ij have the same additive form as in (3.4), we also explicitly characterize the asymptotic distribution ofĤ i (θ N ). Furthermore, some insights can be developed from the proof of Theorem 3.1. Notice that for a system i, we have the following decomposition.
where ( * ) captures stochastic uncertainty and ( * * ) captures input uncertainty. For ( * * ), the delta method (see, e.g., [21] ) can be applied to get
For ( * ), it is possible to use characteristic function to show that
, the RHS of (3.5) can be rewritten as
where the first term converges to 0 in probability, and the the sum converges in distribution to
This means that if N grows much slower than M i , then the input uncertainty will dominate stochastic uncertainty. A symmetric conclusion can also be drawn for the case of M i /N → 0.
The above analysis indicates that it is more reasonable and more useful to consider an asymptotic regime where N and {M i } grow at comparable rates (e.g., linear growth). Since ( * ) and ( * * ) are not independent, adding up their limits is not a valid way of getting the limit of the sum. However, as is shown by the limiting varianceσ is indeed equal to the direct sum. An informal argument is that as T gets large,θ N will be close to being a constant θ c , and the samples {ξ ir } drawn from Fθ N can be approximately viewed as i.i.d. samples from F θ c . Therefore, the correlation between ( * ) and ( * * ) diminishes as T gets large, and will eventually disappear in the limit.
A useful consequence of Theorem 3.1 is that for T large,
where D ≈ means "approximately distributed as" and
reflects the relative sensitivity of systems i and j's expected performance to input uncertainty, while σ 
An Approximate Solution
With the aid of Theorem 3.1, we may derive an approximate solution to (P4). Recall the following lower bound on the PCS.
Using (3.6), the PCS can be further approximated by
where "APCS" stands for "Approximate PCS", δ bi is short for δ bi (θ c ), and σ bi is the square root of the σ 2 bi defined in (3.7). The APCS in (3.8) is almost the same as that in OCBA except that σ bi depends on σ 2 H bi and the input data size N. Since the APCS depends on N and {M i } only through σ bi , which is a continuous function of those variables, we ignore the minor technicality that N and {M i } are integers. We also drop the nonnegativity for the moment so that the problem is simplified as
The problem (3.9) is a continuous optimization problem, and the Lagrangian function of (3.9) is given by
Then, the optimal solution satisfies the following Karush-Kuhn-Tucker (KKT) conditions.
where
, and plugging it into (3.10) yields
A few remarks on (3.14) are made as follows. First, the optimal choice of N depends on the cost ratio c S /c D : the cheaper data is relative to simulation, the more data samples we should collect. Second, N is related to the squared sum of {M i } weighted by σ
, which the captures relative sensitivity of systems b and i's performance difference with respect to the estimation error inθ N . The relative sensitivity information has also been exploited in [16] . To understand its implication, consider a special case where there exist constants C i such that H i (θ) = C i + θ. When θ varies, every system's expected performance shifts by the same amount, and their relative order will never be perturbed. Data collection is unnecessary in this case since it suffices to plug in any θ ∈ Θ. Notice that in the current example, {∇H i (θ c )} are equal across all systems, so σ 2 H bi = 0 and (3.14) yields exactly N = 0. Similarly, a large σ 2 H bi suggests that the difference between H b (θ N ) and H i (θ N ) is very sensitive to the estimation error of θ N , and the optimal N will depend more heavily on M i .
It remains to determine the values of the {M i }. Unfortunately, it is unlikely for the optimal {M i } to have simple analytical forms. Instead, we resort to the well-known inverted signal-to-noise allocation ratios from OCBA,
where β i denotes the fraction of simulation budget allocated to system i. The pseudo code is given is Algorithm 1, where M 0 is the initial sample size, ∆ is the budget increment, and B is the total simulation budget. OCBA begins with a pilot run for estimating the mean and variance of each system's performance. Then, the allocation process is divided into several stages, where at each stage a new budget ∆ becomes available, and the fractions β 1 , . . . , β K are recalculated to guide future allocation. At the end of every stage, the mean and variance estimates are updated using new simulation outputs. The procedure carries on iteratively until the budget is exhausted, and the system with the optimal empirical performance is selected as the best.
Compute β 1 , . . . , β K by (3.15) with σ 
Run max{0, ⌊β i B ′ ⌋ − M i } replications for system i.
7:
8:
end for 10: 
Algorithm Design
Two types of algorithms are proposed for solving (P3). The single-stage algorithms target the case where the total budget is given all at once, while the multistage ones are useful when new budgets become available periodically. It is worth noting that the multistage algorithms can also be applied to the single-stage scenario, since one may choose to sequentially allocate the budget, and adaptively learn the optimal allocation in the same spirit of OCBA. In Section 6, we will use numerical experiment to examine the effectiveness of such a sequential allocation strategy.
Single-stage Algorithms
Suppose that once a budget T is given, no additional budget can be obtained in the future. We will propose two algorithms: one enforces a fixed allocation rule (soon to be defined), and the other incorporates OCBA for adaptive allocation. With a slight abuse of notation, let α 0 := N/T, α i := M i /T and denote α := (α 0 , α 1 , . . . , α K ). Note that α is different from β 1 , . . . , β K in (3.15) , where the latter denote the fractions of simulation budget M i /B. The approximate solution to (P4) is summarized by
In (4.1), the fractions of T occupied by N and {M i } are independent of T . . This can be done through a pilot run: (i) first, collect N 0 input data samples and computeθ N 0 ; (ii) then, simulate all systems N 0 times by using the data as common random numbers; (iii) finally, compute the estimates of desired quantities based on the simulation outputs.
Suppose ν is the fraction of budget spent on the pilot run. Then, N 0 = ⌊νT /(c D + Kc S )⌋, and our empirical experience suggests that a ν between 0.1 and 0.3 usually qualifies as a good choice. The remaining question is how to estimate σ 
which is an unbiased estimator of ∇H i (θ N ). The merit of using LR is that (4.2) takes almost no cost to compute, though it also may suffer from variance inflation. We incorporate (4.2) in our framework mostly due to its simplicity, but more sophisticated estimators can also be applied to achieve a better bias-variance tradeoff. The above discussion motivates Algorithm 2. It is named OCBAIU-S, which stands for "OCBA under Input Uncertainty for Single stage", because of its similar style to OCBA. The two-phase style of decision making echoes the nonlinear discrete optimization problem (P4), and the algorithm implements (4.1) in the most straightforward way. The update of T in step 3 is a minor technicality: we subtract the pilot run's simulation cost because those samples are not reused later. This also ensures that N and {M i } satisfy the fractions α characterized by (4.1) without violating the budget constraint.
In most cases, a fixed allocation rule such as (4.1) is not the best strategy, and there are various ways to improve upon it. For instance, we can use (3.14) to compute N, and then determine {M i } using an adaptive algorithm. This can be justified by observing that
where P is the perturbation zone defined in (2.5). Once N is determined, P{θ N / ∈ P} is fixed and only the conditional PCS can be controlled. Ifθ N falls in P, no reasonable allocation rule can be expected to deliver a good P{b = b |θ N ∈ P}. Thus, the only hope is to maximize P{b = b |θ N / ∈ P}. But ifθ N / ∈ P, then the problem reduces to the traditional computing budget allocation problem without input uncertainty, where OCBA Run M i = ⌊α i T ⌋ replications for system i.
7:
ComputeĤ i (θ N ). 8: end for 9: Output:b := arg max i∈IĤi (θ N ).
can be applied to effectively identify the best system. From this perspective, the key to solving (P3) is to choose N wisely. After that, any state-of-the-art procedure can be applied for allocating simulation budget. This motivates us to propose another algorithm, OCBAIU-SA, which is short for "OCBAIU-S Adaptive" and is summarized in Algorithm 3. The only difference between OCBAIU-S and OCBAIU-SA is that the latter calls OCBA to adaptively allocate the simulation budget. 
Multistage Algorithms
The previous section assumes that we only have access to a budget that is given once and for all. In this section, we consider a slightly more general setting. Suppose that R & S is applied to multistage decision making, where at each stage a new budget ∆ T becomes available. The new budget allows us to collect more data for refining input model estimates, and run simulations for further improving the quality of decision (PCS). Real-world examples include a sales manager periodically observing the demand and deciding the inventory level during the selling season, or a company repeatedly collecting customer feedback to improve their service quality. Another closely related scenario is that we artificially divide budget allocation into multiple stages in the same style of OCBA, in which case the increment ∆ T can be chosen with greater flexibility.
We will propose a fixed allocation algorithm, and an adaptive algorithm that actively learns the optimal allocation α using feedback. Before presenting the algorithms, we point out a major challenge in updating the estimates of the intermediate quantities such asδ bi (θ N ) andσ 2 i (θ N ). Suppose a fixed α is adopted and the allocation process is divided into multiple stages, where at each stage a constant new budget of ∆ T becomes available. At the kth stage, we first collect additional ∆ N = ⌊α 0 ∆ T ⌋ input data samples and compute the updated estimateθ N k , where N k = k∆ N is how many input data samples we have collected so far. Then, for every system i we draw
to run ∆ M i additional simulation replications. In this fashion, the samples used to simulate system i can also be grouped into k batches,
where the batches are drawn under possibly different parametersθ N 1 ,θ N 2 , . . . and so forth. These parameter estimates are not independent because they are computed based on the same growing data sequence (ξ 1 , ξ 2 , . . .) . Thus, the samples drawn under these parameters are subject to complicated correlations. However, if we simply discard all previous simulation outputs upon each update ofθ N , then the estimates H i (θ c ) will not converge to the true values, and the PCS will never converge to 1.
How to aggregate the simulation outputs across different batches can also be viewed as an online learning problem. We propose a simple approach to this problem: at the end of the kth stage, compute the new estimate of H i (θ c ) by
In other words, we take direct average of all the batch means as if the samples were drawn under the same parameter . We will refer to this updating scheme as naive updating. As will be shown in Section 5.1, such a scheme achieves consistency under mild assumptions. Moreover, with stronger conditions on the estimatorθ N , it can be shown that the estimator in 
Collect max{0, ⌊α 0 T ′ ⌋ − N} data samples.
7:
N ← max{N, ⌊α 0 T ′ ⌋}. Updateθ N .
Run max{0, ⌊α i T ′ ⌋ − M i } replications for system i.
10:
M i ← max{M i , ⌊α i T ′ ⌋}.
11:
ComputeĤ i (θ N ).
12: end for
13:
Update H i (θ c ) by (4.3).
14: A multistage algorithm, OCBAIU-M, is given in Algorithm 4, where "M" stands for "Multistage". This algorithm computes α in the first stage and does not update it in later stages. It only updates the performance estimates, which is done via direct averaging. In Algorithm 5, OCBAIU-M is modified by allowing a full update of intermediate quantities and a recalculation of α in the same style of OCBA. It is an Adaptive version of Algorithm 4, hence the name OCBAIU-MA. Naturally, the effectiveness of OCBA's sequential style leads to the following question: is it beneficial to artificially divide an allocation process into a number of stages and then apply OCBAIU-M? As we will show numerically in Section 6, the advantage of sequential allocation may disappear under the influence of input uncertainty. A theoretical explanation will be offered in Section 5.2, which points out that the direct average estimator is less likely to possess large deviations property under input uncertainty. 
Convergence Analysis
Consistency and Asymptotic Normality
We will study the convergence of OCBAIU-S and OCBAIU-M under a fixed allocation rule, and briefly discuss the difficulty in analyzing the adaptive algorithms' convergence. When α > 0 is fixed, Theorem 3.1 implies the consistency of the performance estimators, and the convergence of PCS for OCBAIU-S easily follows. Therefore, we will focus on the multistage case, where simulation outputs are aggregated by naive updating.
Our first result is on the consistency of the performance estimator (4.3) based on direct averaging. For a given system i, letξ n be the sample driving its nth simulation run, wherê ξ n is drawn under parameter θ n . Note that θ n may not be computed from exactly n data samples and thus must be distinguished fromθ n . For instance, it could be that θ 1 = θ 2 = . . . = θ 10 =θ 20 . We have the following lemma.
Lemma 5.1. Suppose that Assumption 3.1 (3) holds and θ n → θ c in probability as n → ∞.
Lemma 5.1 is a general result on the consistency of averaging samples drawn under different parameters. The intuition is that for all n large, θ n will only oscillate in a small neighborhood of θ c , and {ξ j } will statistically resemble i.i.d. samples drawn from F θ c . Thus, in the long run, the error accumulated from previous simulation runs will be averaged out. In practice, the uniform boundedness of {E[σ 2 i (θ n )]} is not a very strong assumption, since we often have θ n → θ c almost surely (a.s.) and E[σ The fixed allocation assumption is important for Corollary 5.1 to hold, since it guarantees a linear asymptotic regime whereθ N → θ c in probability as M i → ∞. Let · ∞ denote the matrix maximum norm. To further study the asymptotic distribution of the direct averaging estimator, we make the following assumption on the parameter estimatorθ N .
Assumption 5.1. There exists a mapping
Assumption 5.1 can often be satisfied by reparameterization. For example, the exponential distribution satisfies G(ξ) = ξ if parameterized by its mean, and the normal distribution has g 1 (ξ) = ξ, g 2 (ξ) = ξ 2 if parameterized by its first two moments. Following the same notations in Section 4.2, let us start by considering a simple case where ∆ N = ∆ M i = 1. In words, whenever a new data sample is collected, we immediately updateθ N and draw one sample from Fθ N . The next theorem establishes the asymptotic normality of the direct sample average. Theorem 5.1. Let Assumption 3.1 hold, ∆ N = ∆ M i = 1, and suppose that H i is twice continuously differentiable at θ c . Ifθ n satisfies Assumption 5.1, then for the direct average estimator,
Here we make two observations on Theorem 5.1. First, the direct average estimator also has asymptotic normality, where the limiting variance reflects the respective contribution of input uncertainty and stochastic uncertainty. Thus, asymptotically valid confidence intervals of the true expected performance can be derived. Second, by comparing with the limiting variance in Theorem 3.1, where the variance due to input uncertainty equals
we see that (5.1) is increased by a factor of 2 inσ 2 i . The inflation is due to the cumulative impact ofθ N 's estimation error on the simulation output. If (5.1) is small relative to σ i (θ c ), then the total limiting variance is only slightly inflated.
A sketch of proof for Theorem 5.1 is given as follows. Similar to the proof of Theorem 3.1, we begin with the decomposition (subscript i suppressed)
The asymptotic normality of the first term in (5.2) follows the following lemma.
Lemma 5.2. Let {X n } be independent r.v.s with EX n = 0. If X n ⇒ X and EX
For the second term, expand it around θ c to get
whereθ i lies between θ c andθ i . Then, we need to show that (i) the cumulative parameter estimation error
√ n, has asymptotic normality; (ii) the remainder vanishes in probability. For (i), note that the parameter estimate is updated sequentially, so {θ N } are dependent across different Ns. Thanks to Assumption 5.1, we may decouple the dependence and invoke the Lindeberg-Feller theorem (see, e.g., [18] ) to show that
For (ii), we use the law of the iterated logarithm (see, e.g., [18] ) to show convergence of the remainder. Finally, putting everything together using an argument of characteristic function leads to the convergence of (5.2). We now discuss some of the difficulties in showing convergence for the adaptive counterparts. Recall that OCBAIU-SA first computeθ N using the data ψ N , and then calls OCBA for simulation budget allocation. In the next proposition, we formally establish the convergence of OCBA using the language in our context, but it also applies to the traditional setting where there is no input uncertainty.
Proposition 5.1. Let Assumption 3.1 hold and suppose that for each system i, h i (ξ i1 ) has a density. Then, as B → ∞, Algorithm 1 satisfies
To the best of our knowledge, Proposition 5.1 is the first rigorous treatment of OCBA's convergence when it is implemented sequentially. Besides the obvious use of the strong law of large number, the key is to show that the fraction of budget allocated to any system is a.s. bounded away from some positive constants for all T large enough. A similar argument can be applied to OCBAIU-MA, which leads to the following corollary. where
is the PCS of applying OCBA when samples are drawn from F θ and the total budget is T . As T → ∞, P T (b = b | θ) → 1 for any fixed θ, and Fθ N converges weakly to a point mass on θ c . However, (5.4) falls into the category of integrals with varying functions and measures (see, e.g., [23] ), where much stronger conditions are required for the integral to converge. For instance, we need to show that P T (b = b | θ) → 1 uniformly in θ as T → ∞. But this is difficult since a finite-sample upper bound on P T (b = b | θ) that depends on θ and T is still lacking for OCBA. In view of these technical difficulties, we will only use numerical experiment to demonstrate the convergence of our adaptive algorithms, and compare their performance with the non-adaptive ones.
Large Deviations
When there is no input uncertainty, a fundamental result in finite budget R & S guarantees that as the budget tends to infinity, the PFS converges to 0 exponentially fast thanks to the large deviations property of sample mean [24] . Driven by both theoretical and practical interests, we now investigate the large deviations property of performance estimators when facing input uncertainty. Following the settings in Section 5.1, we will focus primarily on a linear asymptotic regime, i.e., when α is a fixed positive vector. The following preliminaries for the large deviations theory are taken from [25] .
For a real-valued random variable X, its moment generating function (m.g.f.) M X (λ) := E[e λX ] is an extended real-valued function, i.e., it can take value +∞. Let Λ X (λ) := log M X (λ) be the log m.g.f. of X. For a function f that takes value in (−∞, ∞], let D f denote its domain, i.e., D f := {x | f (x) < ∞}. Also denote by int(A) the interior of a set A. Some basic notions in large deviations theory are as follows. 
where I : R → [0, ∞] is a lower semicontinuous function.
Consider a sequence of r.v.s {Z n } which are not necessarily i.i.d., and let Λ n (λ) = log E[e λZn ] be the log m.g.f. of Z n . Define the following limiting log m.g.f.,
Lemma 5.3 (Gärtner-Ellis Theorem [25] ). Suppose Λ * (λ) exists as an extended real number for all λ ∈ R and 0 ∈ int(Λ * ). If Λ * is essentially smooth and lower semicontinuous, then the LDP holds with the good rate function I(t) := sup λ∈R {λt − Λ * (λ)}.
Lemma 5.3 is a powerful tool for establishing the LDP of weakly dependent {Z n }. The form of I(t) is known as the convex conjugate or the Fenchel-Legendre transform of Λ * . Lemma 5.3 reduces the problem of identifying LDP to examining the properties of the limiting log m.g.f. Λ * . Since our goal is to show LDP under input uncertainty, the first step is to characterize the limiting log m.g.f.
For this purpose, some assumptions are imposed on the function
] is the log m.g.f. of h i (ξ i1 ) whenξ i1 ∼ F θ , and the corresponding m.g.f. is denoted M i (λ; θ).
Assumption 5.2.
There exists an open set E ⊂ R containing 0 such that for all i ∈ I and λ ∈ E, the following hold.
(
exists as an extended real number.
We note that (i) and (iii) are in fact very strong: (i) requires ∂ 2 θ Λ ib (λ; θ) to be p.s.d., while (iii) assumes uniform integrability of the exponential of ∂ 2 θ Λ ib (λ; θ)'s remainder. Although it may be possible to relax these technical assumptions, they do signal a need for stronger conditions in order for LDP to exist under input uncertainty. We now characterize the explicit form of the limiting m.g.f. in the following lemma. 
In the explicit form of Λ * ib (λ) given by Lemma 5.4, the first term Λ ib (λ, θ c ) is the limiting m.g.f. when there is no input uncertainty. For the second term, notice that by Jensen's inequality, 1
, and Lemma 5.3 implies that the rate function of Λ * ib (λ) is pointwise smaller compared with that of Λ ib (λ, θ c ). This means that the performance estimator's convergence to the true value slows down after introducing an extra source of uncertainty. We use some examples to illustrate Lemma 5.4's validity. In these examples, we study the performance estimator n r=1 h(ξ r )/n for a given system i (subscript i omitted), where {ξ r } are i.i.d. from Fθ n . Example 5.1. Let h(ξ) = ξ, and suppose the input data ξ j ∼ N (θ c , σ 2 ), where σ 2 is known. Then the MLEθ n = 1 n n j=1 ξ j and by a direct computation,
On the other hand,
and by Lemma 5.4 we have lim n→∞
. This is consistent with the result from direct computation. Here, Λ(λ; θ) = λθ + σ 2 λ 2 /2 is linear in θ, so its second order derivative is 0 and Assumption 5.2 (i) is satisfied.
Example 5.2. Let h(ξ) = ξ, and suppose the input data ξ j ∼ Poisson(θ c ). Then the MLÊ θ n = 1 n n j=1 ξ j and by a direct computation,
Since Λ(λ; θ c ) = θ c (e λ − 1), Lemma 5.4 yields the same result as direct computation. Similarly, Λ(λ; θ) is linear in θ and Assumption 5.2 (i) is satisfied.
With Lemma 5.4 and a few more assumptions on the limiting m.g.f., we are able to show that the PFS converges to 0 at an exponential rate as the total budget tends to infinity. So far our discussion has been centered around the single-stage performance estimator. In the ensuing example, we provide a negative result on the multistage performance estimator, i.e., the direct average of samples drawn under different parameters. Recall that ∆ N and ∆ M i are the increments in N and M i at each stage. Let ∆ N = ∆ M i = 1 for simplicity, i.e., each sampleξ i is independently drawn under parameterθ i , and the multistage performance estimator is given by 
where a closer look reveals that
Noting that γ n,1 ∼ log n, we have a lower bound
, whose m.g.f. becomes ∞ for a sufficiently large λ. We conclude that Λ * = ∞ everywhere except at 0.
The Gärtner-Ellis theorem is inapplicable to Example 5.3 since the interior of D Λ * is empty. Intuitively speaking, it is easy for the cumulative squared error to grow rapidly and the log m.g.f. to be unbounded. For instance, in Example 5.3 the heavier tail of χ 2 distribution (compared with normal distribution) prohibits a finite limit for Λ * . We therefore conjecture that even more stringent conditions on ξ i 's tail behavior are required for the direct average estimator to satisfy LDP. This further confirms that if data can be acquired at little cost, it is always more favorable to use data directly than fit a parametric model .
Numerical Results
Two numerical experiments are conducted to demonstrate the performance of OCBAIU-S, OCBAIU-M, and their adaptive variants. The first experiment is on the aforementioned fivesystem quadratic instance, and the second is an inventory control problem with ten systems. Both instances have closed-form {h i } so that performance evaluation can be done quickly to alleviate the computational intensity in estimating PCS. The following aspects will be investigated.
(1) For OCBAIU-SA, when α 0 is computed via (4.1) using a pilot run, how far is it from the optimal α 0 in terms of PCS?
(2) For all the algorithms we proposed, how well/poorly do they perform compared with plugging in true values
(3) Do we benefit from sequential budget allocation same as in OCBA?
Quadratic Example
We revisit the quadratic example mentioned in Section 2.2. Recall that there are five systems I = {1, 2, . . . , 5} in competition, and the performance function is
where ξ is assumed to follow exponential distribution with rate θ c = 1/3. The system with the highest expected performance is b = 3. It is easy to verify that
Moreover, an inspection of the function's shape reveals that the perturbation zone is
Suppose θ c is estimated by MLE, i.e.,θ N = N/( N i=1 ξ i ), then the Fisher information is I(θ) = 1/θ 2 . Thus, all the intermediate quantities can be calculated explicitly. Our first task is to investigate the optimality gap of OCBAIU-SA, i.e., how far the optimal α 0 is from the one computed by (4.1) based on true values of intermediate quantities. Since it is difficult to plot an accurate PCS curve due to simulation noise, we plot the PCS on a grid to roughly observe its shape. Note that α 0 c D is the fraction of budget used for data collection. For T = 2000, 4000 and 6000, we estimate the PCS at α 0 c D = 0.1, 0.2, . . . , 0.9. The learning factor ν is set as 0.2. The result is plotted in Figure 1 , where the vertical dashed line is the α 0 computed by (4.1), and the PCS is estimated using 10,000 independent replications. The two subfigures (a) and (b) correspond to the cases where c D = 10 and c D = 2, respectively. It can be seen that as the data price changes, our algorithm is able to adaptively adjust α 0 to achieve a near-optimal PCS. It also shows that the approximate solution derived in Section 3.2 effectively balances input and stochastic uncertainty.
In Figure 2 , we launch a comprehensive comparison among all the algorithms we proposed. Specifically, we plot out the PCS curves when the total budget T increases from 2,000 to 11,000 with an increment of 1,000. The multistage algorithms are implemented with the same increment ∆ T = 1, 000. In Figure 2 (a) , "OCBAIU-S True" means that we implement the α computed using true intermediate quantities, and the same nomenclature applies to other algorithms. We make the following remarks.
(1) A drop in PCS is observed when α is computed using estimated values instead of true values. This is not surprising since the estimation error can be large when T is small, and ν fraction of the budget is spent on learning those intermediate quantities. (2) Adaptive algorithms outperform non-adaptive algorithms in all cases. In particular, a significant improvement in PCS can be obtained by switching from OCBAIU-S to OCBAIU-SA (see Figure 2 (a)). shows that multistage algorithms can achieve higher PCS as T grows large. This is because a lower price allows us to collect more data, leading to less input uncertainty and making {ξ ij } statistically closer to i.i.d. samples. As a result, the multistage algorithms approximately recover OCBA's sequential implementation.
Inventory Control Problem
In the second example, we test our algorithms on a classical inventory control problem. Suppose that a manager needs to decide the order quantity of a product. Aside from the ordering cost, overordering can result in a holding cost, while underordering also incurs a backlog cost. Let x be the inventory level and ξ be the random customer demand. The goal is to minimize the expected value of the following total cost,
where c O , c B and c H are the unit costs of ordering, backlog and holding, respectively, and (a) + := max{0, a}. We consider a finite decision space so that R & S can be applied. Suppose there are 10 systems I = {1, 2, . . . , 10} in contention, where system i ∈ I corresponds to x = 4i − 1. Let ξ be an exponentially distributed r.v. with rate θ c = 1/10, and suppose c O = 1, c B = 3, c H = 1. It can be verified that the best system is b = 2. We apply the same experiment procedure to this problem as in Section 5.1 by setting ν = 0.2 and ∆ T = 1, 000. Different from the previous example, the cases of c D = 10 and c D = 20 are examined. We summarize the results in Figure 3 and 4, respectively.
As is shown in Figure 3 , the α 0 computed by (4.1) continues to deliver near-optimal PCS under both sets of price parameters. Similar to the quadratic example, we observe in Figure 4 that the adaptive algorithms are able to attain higher PCS than their nonadaptive counterparts. This suggests that adaptive algorithm is often a preferable choice in practice. There is still a gap in PCS between the algorithms using true values and those using estimated values. However, for single-stage adaptive algorithms, such gaps are very small. This can be seen from Figure 4 (a). In Figure 4 (e) and (f), no advantage of the multistage algorithms is observed over the single-stage ones. Note that we are considering two cases, c D = 20 and c D = 10, both of which imply that data is expensive and we will not collect too much of them. Informally speaking, this leads to a greater extent of input uncertainty, which overshadows any advantage gained from allocating the budget sequentially and correcting α timely. We therefore conclude that when data is expensive, it is not necessarily advantageous to artificially allocate the budget in a sequential style. However, the multistage algorithms are still very useful when it is naturally the case that new budgets can be obtained periodically.
Conclusion
This work studies a finite budget allocation problem for R & S under input uncertainty. By approximately solving a static surrogate of a dynamic program, four heuristic algorithms are developed to accommodate single-stage and multistage settings. In the analysis of algorithm convergence, we establish consistency and asymptotic normality for system performance estimators in a linear asymptotic regime, and show that the PFS decreases exponentially fast under appropriate conditions. The numerical results demonstrate the effectiveness of our algorithms, and convey a message that adaptive algorithms tend to outperform fixed allocation rules. Furthermore, we reveal that the advantage of sequential allocation may not be preserved if data is too costly. For the single-stage setting, one way to improve the current algorithms is to design more advanced approaches to the traditional R & S problem where there is no input uncertainty. Our next step is to develop a deeper understanding of the finite budget R & S algorithms in the literature, notably the sequential OCBA. Hopefully, this will shed some light on the structure of the optimal dynamic allocation (if there is one), and lead to to better performing algorithms. So we only need to show X n + Y n → 0 in probability. Since H(θ n ) → H(θ c ) in probability, it is easy to see that Y n → 0 in probability. To show the same for X n , apply Markov's inequality to get
Notice that for i = j, the cross terms satisfy
Then, it follows from (A.3) that The following lemma will be used in proving Theorem 5.1.
Lemma A.1 (The Lindeberg-Feller theorem). For each n, let X n,i , 1 ≤ i ≤ n be independent r.v.s with EX n,i = 0. Suppose
(ii) For all ǫ > 0, lim n→∞ 
whereθ i is a point lying betweenθ i and θ c . For the first term in the RHS of (A.5), we focus on the case where θ c ∈ R, since the extension to R l is trivial via the Cramér-Wold device (see Theorem 3.9.5 in [18] ). By assumptionθ n = n i=1 G(ξ i )/n, thus
where γ n,i := . Furthermore, it follows from γ n,1 ∼ log(n) that √ n/γ n,1 → ∞. Thus, for any ǫ > 0, We are left to show that the last term in (A.5), i.e., the scaled sum of remainders vanishes. Let λ i (A) denote the ith eigenvalue of a matrix A and define λ * (A) = max i |λ i (A)|. It follows
