The low-pass nature of the optical systems (both coherent and incoherent) used for volume optical storage results in the presence of intersymbol interference (ISI) at the output of these systems. Since ISI can seriously degrade retrieved data fidelity, we consider the design of linear, minimum-mean-square-error equalizers for two-dimensional finite-contrast optical ISI channels. Signal models are developed and filter design is conducted for various operating environments associated with particular implementations of page-oriented optical memories (POM's). Specifically, we consider optically incoherent systems dominated by either postdetection thermal or photon-shot noise, and coherent systems are treated subject to either postdetection thermal or coherent speckle noise. Simple locally connected postdetection filters (equalizers) are designed to reduce the impact of ISI and finite contrast on retrieved data. It is demonstrated how these simple ISI mitigation algorithms may be used to improve the fidelity (i.e., bit error rate) of retrieved data and also to enhance the spacebandwidth-product (SBP), the storage density, and the memory capacity of POM systems. The notion of a fidelity-based SBP is quantified and shown to depend strongly on the receiver processing. The fidelity-based SBP of thermal-noise-dominated incoherent imaging systems operating at the Rayleigh resolution is shown to improve by 28% through the use of equalization, and a 48% SBP increase is found in the shot-noise-dominated case. More dramatic gains are found for thermal-noise-dominated coherent systems operating at the Rayleigh resolution, with 116% SBP gains typical in the infinite-contrast case and 30% gains possible for low-contrast (C ϭ 4) cases. Equalization is also shown to facilitate a capacity increase for holographic POM systems, providing a 47% increase in the number of stored pages and the storage density for a system operating at the Rayleigh resolution. The maximum storage density in holographic POM is increased by 20% through the use of equalization.
INTRODUCTION
The potential advantages of volume optical storage were recognized almost 30 years ago, and since that time many research efforts have focused on improving the underlying materials and devices for use in such systems. [1] [2] [3] [4] [5] Recent progress in these supporting technologies has made possible several system-level demonstrations of volume optical storage. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] These recent demonstrations have verified the feasibility of volume memory systems for offering large volumetric storage capacities, fast access times, and very high data transfer rates realized through the parallel two-dimensional (2D) nature of the stored data. The success of these volume storage test beds has served to ignite additional research into supporting 2D or page-oriented interface technologies such as parallel 2D data detection and error correction. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] This application therefore provides a strong impetus to study traditional communication theoretic topics such as signaling, equalization, coding, etc., in the context of highly parallel 2D channels. In this paper we will discuss linear minimummean-square-error (MMSE) data detection strategies and their impact on the fidelity of data retrieved from volume optical memory. These 2D parallel linear MMSE techniques, requiring only local connectivity among neighboring detectors, will be compared with threshold detection in terms of output bit error rate (BER). We will demonstrate how improvements in BER can lead directly to increases in space-bandwidth product (SBP), storage capacity, and storage density for both coherent and incoherent volume optical storage systems.
The storage and retrieval processes associated with volume optical memory [sometimes called page-oriented optical memory (POM)] systems are complex. To model a specific memory architecture (e.g., 90°Fourier plane photorefractive memory), many physical parameters must be specified (e.g., focal lengths, material constants, modulator and detector details, etc.). We have elected to utilize simplified models of these systems for equalizer design purposes, in which the recording and retrieval physics are captured through the behavior of a channel. We consider several channel models for optical memory systems, each defined by the method of optical recording/retrieval and the dominant noise statistics. We characterize channels according to whether the optical system associated with the data retrieval process is linear in electric field or in optical intensity, referred to as a coherent or an incoher-ent system, respectively. Examples of incoherent optical storage systems include two-photon memories (volume) as well as conventional CD (planar) and DVD (pseudoplanar). Such a channel produces a measurement (intensity) that is a simple linear combination of the data and that therefore can be modeled as a traditional intersymbol interference (ISI) channel. Because of the 2D spatial nature of the channel, however, it is not uncommon to find eight or more significant interfering pixels to any particular output pixel. Thus even mild blur can produce significant ISI. The coherent systems, in contrast, produce a measured intensity that represents a quadratic function of the stored data, complicating the simple ISI channel model. Holographic storage systems are examples of these coherent channels. The simplified models presented herein are relevant not only to POM systems but also to other optical systems concerned with manipulating binary-valued images. Examples of these alternative application domains include high-speed optical interconnects and digital optical computing systems.
The noise and interference environment for volume optical storage systems is quite complex. In addition to the ISI effects described above, contributions to this environment may include fixed-pattern noise, data-dependent noise, alignment errors, page cross-talk, speckle, shot, and Gaussian postdetection noise. [28] [29] [30] [31] [32] [33] [34] [35] In this paper we consider simplified noise models for equalizer design purposes. We consider systems that are dominated by either coherent speckle, shot, or thermal noise. The source of the postdetection thermal noise (additive Gaussian) is assumed to be the detector/amplifier (e.g., CCD) electronics. This noise source can arise in both coherent and incoherent systems for which the page rate is sufficiently high. Shot noise resulting from photon-counting statistics (i.e., Poisson distributed) may also be present in the postdetection signal for incoherent systems, owing to the low light levels at which such systems may be expected to operate. In the case of a coherent holographic system, another noise source that may be significant or even dominant in some applications is coherent optical scattering noise or speckle, which is additive complex circular Gaussian in electric field. It is of course possible to create more accurate, and hence more complex, models of optical channels and noise for specific implementations. However, in the process of fine-tuning these models, one loses the capability to draw broadly applicable conclusions regarding the utility of equalization for POM, which is the goal of this investigation. Furthermore, the models and the algorithms described in this paper may be tailored to specific implementations in a fairly direct manner.
Most previously reported investigations into data detection for 2D ISI channels have focused on the linear ISI channel (e.g., representative of incoherent POM) with additive white Gaussian noise (AWGN), whereas more recent work has focused on holographic systems. Simple modulation codes for 2D memory channels have been discussed in Refs. 23 and 24, and linear and decision feedback equalization techniques were considered in Ref. 36 . An approach based on the Viterbi algorithm with decision feedback was suggested in both Refs. 20 and 37. A nearoptimal algorithm based on iterative decoding techniques (turbo decoding) was described in Ref. 38 , which also compares the performance of all of the above approaches with the best achievable performance. Equalization of the 2D nonlinear channels resulting from coherent optical storage has not been previously reported; however, the onedimensional coherent problem characteristic of a multichannel optical tape system has been discussed in both Refs. 39 and 40. In this paper we develop signal models for coherent and incoherent POM systems with dominant speckle, shot, or thermal noise. Section 2 describes these signal and noise models. The design of finite-length (i.e., locally connected) MMSE equalizers for each of these signal models is described in detail in Section 3. Section 4 discusses the performance of the linear MMSE equalizer in comparison with that of a simple threshold decision rule in terms of its BER. Since POM capacity is a function of both the capacity of a single page and the number of stored pages, we show that a reduction in BER can offer increases in both of these quantities. In Section 5 we relate the equalized BER results to improvements in singlepage capacity and density (i.e., SBP). Section 6 extends these results, for the specific case of holographic storage, to the overall system capacity and density, identifying the potential gains achieved through the use of linear MMSE equalization. Finally, Section 7 concludes this paper.
SIGNAL AND NOISE MODELS
Simple postdetector signal models corresponding to incoherent and coherent POM systems are developed in Subsections 2.A and 2.B, respectively. For all models it is assumed that the underlying digital page is represented by an array of independent, identically distributed Bernoulli random variables a(i, j), each taking on the real values ␣ 0 у 0 and ␣ 1 Ͼ ␣ 0 with equal probability to convey a binary digit. These two signal levels may be interpreted as the on and off states of the input spatial light modulator (SLM) in the POM system, with ␣ 0 0 representing the effect of finite SLM contrast. The predetection signal model is a finite-support ISI channel:
where ⌬ is the vertical and horizontal SLM/CCD pixel spacing, the page size is N ϫ N pixels, and the effects of SLM-pixel profile and optical system filtering are captured by h(x, y), which is assumed to be zero outside the region
The exact interpretation of h(x, y) depends on the method of storage as described in the following subsections. In all cases it is assumed that the input data page is much larger than the optical system blur (i.e., N ӷ L), so that edge effects are neglected.
Since the optical system models considered here are space invariant, a convenient shorthand notation for 2D continuous-space signals is obtained by considering such signals as an array of chip signals (i.e., pixel signals). Specifically, for an arbitrary function m(x, y) define the (i, j)th chip as
This chip notation allows Eq. (2) to be written as
which holds for i, j ͕1, 2,..., N͖.
The optical-to-electrical conversion process is assumed to take place by means of an array of detectors (e.g., CCD array) that integrate the intensity of the signal over both time and space. Furthermore, it is assumed that a detector is centered on each of the (i, j)th pixel locations and that the fill factor is unity (i.e., no spatial guard bands between detectors). Specifically, if r(x, y) is the impinging intensity signal, then the output d(i, j) for the (i, j)th detector is modeled as
which is equivalent to integration of r(x, y) over the (i, j)th pixel. There is also an integration over time performed at the detector, which will not be discussed in detail, although the duration of this integral does affect the modeled noise statistics.
A. Incoherent Signal Model
For a POM system using incoherent signaling, the function s(x, y) in Eq. (1) characterizes the intensity function directly. Let x(i, j) represent the output of the (i, j)th detector, as defined in Eq. (4), when the input is s(x, y). Using the equivalent representation in Eq. (3), we obtain a discrete-space model through
B. Coherent Signal Model
For a POM system using coherent signaling, the function s(x, y) in Eq. (1) 
where the sum on n represents a quadruple sum, with each index running from ϪL to L, and the * superscript indicates the complex-conjugate operation. Note that R h (n) is zero outside the hypercube with side length 2L ϩ 1 and that x(i, j) is nonnegative because of the nonnegative-definite nature of the quadratic operator defined in Eq. (7).
C. Noise Models
Both the coherent and incoherent system models can be dominated by postdetection Gaussian noise. This noise is assumed to arise in the detector-array readout electronics and will depend on the page rate through the detector integration time. In these cases the observation at the output of the (i, j)th detector is modeled as
where w(i, j) represents AWGN with zero mean and variance w 2 and y(i, j) ϭ x(i, j) represents the detected intensity under either the coherent [Eq. (7)] or the incoherent [Eq. (5)] model. In the case of incoherent POM systems operating at very low light levels, shot noise may not be negligible relative to thermal noise, in which case
The shot noise is assumed to be independent of the Gaussian noise as well as independent and identically distributed over detectors, so that y(i, j) and y(l, m) are independent given x(i, j) and x(l, m). Coherent POM systems can be dominated by coherent scattering noise or speckle. The sources of this coherent field noise include imperfect surface polishing, volume defects, and interpage interference or cross-talk noise. [32] [33] [34] We model this coherent noise through the addition of a stationary complex circular Gaussian random-field quantity ⑀ (x, y), with mean of zero and covariance given by K ⑀ (x, y) ϭ E ͕⑀(x, y)⑀*(0, 0)͖. The statistics of the field noise are assumed to be determined by the optical PSF. In particular, we model ⑀(x, y) as spatially white noise (intensity E 0 ) filtered by the system PSF, and as a result,
where h(x, y) is the PSF of the coherent optical system and the notation Ã represents the convolution operation. The postdetector signal with only field noise present is therefore
where x(i, j) is as in Eq. (7), e(i, j) is the postdetector effect of speckle, and c(i, j) is the postdetector result of the cross product of the ISI-corrupted field signal and colored Gaussian noise. Once again the observation at the output of the (i, j)th detector is given by Eq. (9) as z(i, j) ϭ y(i, j) in the absence of postdetection thermal noise.
EQUALIZER DESIGN
As discussed in Section 2, the intensity observations associated with the output of a POM are corrupted as a result of both the low-pass ISI channel behavior and the noise statistics. If we were to decide on the identity of a retrieved pixel (zero or unity) based on a simple threshold rule, then a large BER might result from this corruption. The purpose of a linear equalizer structure is to approximate an inverse to the corrupting ISI channel. In the case of an incoherent system, the motivation for such a strategy is clear; in the absence of noise, many channels can be perfectly inverted, thus eliminating ISI. The possibility of noise amplification, together with the potential for very small values in the incoherent system transfer function, makes inverse filtering unwise and creates a need for compromise within the filter design. The further practical requirement that this approximate inverse filter admit a locally connected implementation (i.e., a computational efficiency requirement) constrains the support of the equalizer. The mathematical formulation of these various compromises to an actual inverse filter is represented by minimizing the mean square error (MMSE) between the filter output ͓ǎ (i, j)͔ and the desired data ͓a(i, j)͔ to produce the Wiener filter. In the case of a coherent optical system, the intensity measurement is not a simple linear combination of the data, and the motivation for a linear inverse filter is less apparent; however, their still exists a ''best'' linear filter for the purposes of estimating the data, and this optimal solution is found through the same MMSE procedure. 41 The MMSE equalizer is defined by a (2Q ϩ 1) ϫ (2Q ϩ 1) array of filter coefficients g(i, j) and the filter operation
where z 0 (i, j) is a (2Q ϩ 1) 2 ϫ 1 vector obtained by ras-
according to any convention and g is the associated quantity for the Wiener filter (i.e., the MMSE solution for an approximate inverse filter). The mean of a(i, j) is denoted by m a , and v 0 (i, j) ϭ v(i, j) Ϫ m v is used to denote a process centered on the mean. The superscript t indicates the transpose. The rastering convention is introduced only to allow for simple numerical solution with the use of standard matrix-vector algorithms. Specifically, the filter coefficients are obtained by solving the Wiener-Hopf equations
with (15) where a 2 is the variance of a(i, j). The linear estimate of a 0 (i, j) given by ǎ 0 (i, j) is then threshold detected against a zero threshold to determine the final bit esti-
The term threshold detection will be used to refer to the
Kronecker delta function], i.e., where z 0 (i, j) is compared with a zero threshold to determine the decision on a(i, j). We note that the implicit choice of threshold (i.e., m a in the equalized case and m z in the threshold case) is not optimal. However, these reasonable choices for the thresholds are assumed throughout this paper.
The moments required to define the Wiener filter are the means of z(i, j) and a(i, j) and the required covariance and cross-covariance quantities. For notational convenience and without loss of generality, it is assumed that a(0, 0) is being estimated, so that the required mo-
For the model in Eqs. (9) and (10) (i.e., all cases except that of field noise),
the presence of shot noise does not affect the required mo-
be the correlation function associated with a given process, then in the presence of shot noise,
where is the finite set of possible values for the noisefree signal; Eq. (16) follows from the fact that
. This fact and similar devel-
. Therefore, for a given level of Gaussian postdetector noise, the Wiener filter coefficients are unchanged by the presence of shot noise. In summary, for either a coherent or an incoherent model, the second-moment quantities required to define the Wiener filter in Gaussian and/or shot noise are m x , K x (i, j), and K xa (i, j). In Subsections 3.A and 3.B, these quantities are determined for incoherent and coherent signal models, respectively, and in Subsection 3.C we compute the required moments for the speckle-dominated coherent system model.
A. Incoherent Moments
For the model of x(i, j) in Eq. (5), it is straightforward to show that the second moments are
Note that the above equations should be interpreted by using f (i, j) ϭ 0 outside the region of support, resulting in K x (i, j) ϭ 0 for ͉i͉ Ͼ 2L and/or ͉ j͉ Ͼ 2L and
B. Coherent Moments
The quadratic channel of the coherent system (7) results in slightly more complicated expressions for the second moments:
where ␥ (•) characterizes the fourth moments of the data. Specifically,
where E ͕aaab͖ ϭ r 3 r 1 ; and (5) four agreements: E ͕aaaa͖ ϭ r 4 . In all these cases,
The expression in Eq. (21) can be simplified by accounting for the above cases, but this does not provide much additional insight nor does it significantly simplify numerical evaluation of the desired quantities. However, it can be seen that the regions of support for K x (i, j) and K xa (i, j) are the same as those for the incoherent case.
C. Coherent Moments: Field Noise Case
In the case of a coherent channel dominated by field noise, it is straightforward to show that the processes x(i, j), e(i, j), and c(i, j) in Eq. (12) 
The second moments of x(i, j) are those in Eqs. (20) and (21) . The computation of K e (i, j) and m e follows from several facts. First, by Reed's theorem for complex Gaussian random variables,
Since m c ϭ 0, it follows that
Second, the conversion of a four-dimensional integral to a 2D integral when the integrand is a function only of spatial difference yields
These two facts yield an expression for K e (i, j):
The signal-cross-noise term may be expressed as
is complex valued and has zero mean; the covariance is
which does not appear to simplify further, although some numerical simplification occurs when h(x, y) is separable.
The data are uncorrelated with c(i, j) and e(i, j) [they are independent of e(i, j)]. Hence the cross-covariance term required for the Wiener filter is K ya (i, j) ϭ K xa (i, j) as given in Eq. (22) . Thus the Wiener filter for the field noise case is obtained by using the expression for K y (i, j) in Eq. (25) 
, which is used for the case of Gaussian (and possibly shot) noise. Note that the Wiener filter for the case of Gaussian, shot, and field noise may be designed by adding w 2 ␦ (i, j) to the expression for K y (i, j) in Eq. (25) and by using K ya (i, j) ϭ K xa (i, j).
BIT ERROR RATE RESULTS
In this section we utilize the POM signal and noise models presented in Section 2 along with the MMSE equalizer designs described in Section 3 to study the output data fidelity for both equalized and unequalized POM systems. We consider an optical imaging system containing a square Fourier plane aperture of length 1 /W on each side. The coherent impulse response of such an imaging system is h c (x, y) ϭ sinc (x/W)sinc ( y/W)/W, where W measures the degree of blur experienced by images passing through the system. The incoherent PSF is obtained from the autocorrelation of the coherent transfer function and is given by h i (x, y) ϭ sinc 2 (x/W)sinc 2 ( y/W). All simulations use a page size of N ϭ 128 and an equalizer with Q ϭ 3, requiring only 7 ϫ 7-pixel connectivity in the output plane.
A. Incoherent System Performance
We first present the results of the incoherent ISI channel model with AWGN. In this case we assume that there is no power loss through the imaging system, and we normalize the received power per page. Setting ␣ 0 ϭ 0 and ␣ 1 ϭ 1, we simulated the MMSE equalizer for the incoherent channel defined above [i.e., h(x, y) ϭ h i (x, y)], truncated to L ϭ 2. The BER for this system is plotted in Fig. 1 as a function of the AWGN strength, quantified by the inverse noise variance [i.e., INV ϭ Ϫ10 log 10 w 2 (in decibels)] and parameterized by W. Also shown is the performance of a pixel-by-pixel threshold detection algorithm.
Two distinct forms of performance degradation with increasing W can be defined. First, there is a potential ISI degradation that, for a fixed value of W, varies with the data detection algorithm used (e.g., MMSE equalization versus thresholding). From Fig. 1 it may be seen that the ISI degradation of the threshold detection algorithm, relative to the MMSE equalizer, is negligible for W ϭ 0.4 but is significant for W у 1.0. For example, if a BER of 10 Ϫ4 is required at W ϭ 1, the degradation is 2.2 dB in postdetector noise variance; that is, the equalized system can tolerate 2.2 dB more noise relative to the unequalized system. The second form of performance degradation is a type of noncoherent combining loss. 43 This is a nonrecoverable loss resulting from the fact that optical power is assumed to be preserved (i.e., held constant) while the noise adds to the postdetector electrical signal. The BER of any equalized system can be no better than that of a system with no ISI, with equivalent electrical signal energy, and the same AWGN level. Because the electrical signal (current) is proportional to optical power, the electrical signal energy is not necessarily preserved in the presence of ISI. Specifically, the BER is bounded by
dv. We will refer to a system that meets this lower bound on performance as a perfectly equalized system. Preserving optical power corresponds to fixing ͚ i, jϭϪL L h(i, j) in the case of an incoherent optical system. This motivates the definition of the term
Since S is the ratio of the L 2 and L 1 norms, S р 1. Also, by the Cauchy-Schwartz inequality, S у (2L ϩ 1) Ϫ1 . For all the blur sizes shown in Fig. 1 , the MMSE equalizer is very effective, and most of the residual degradation is due to this noncoherent combining loss. For example, to achieve a BER of 10 BER with INVϭ18.9 dB corresponds to perfect equalization, and this is the value observed in Fig. 1 . The term perfect equalization should be used with care, since there may be tighter lower bounds on performance. Specifically, for a given channel impulse response, there may be an additional nonrecoverable loss determined by the normalized minimum distance (i.e., see Ref. 44 for details). As a result, if the linear equalizer performance is degraded relative to this value, either the normalized minimum distance is less than unity, or a more sophisticated data detection algorithm (e.g., see Refs. 37 and 38) may recover the loss. At a blur width of W ϭ 1.3, S 2 ϭ 6.03 dB, so that perfect equalization would achieve a BER of 10 Ϫ4 at w Ϫ2 ϭ 23.5 dB. Thus the ISI degradation for the equalized W ϭ 1.3 system is only 2 dB relative to a perfectly equalized system. For blur sizes smaller than W ϭ 1.0, the ISI degradation of the equalized system is minimal. However, the threshold detector performance degrades rapidly with blur, suffering a 7.6-dB degradation relative to the equalizer performance at a BER of 10 Ϫ4 for W ϭ 1.2 and becoming inoperable for W у 1.3. The effects of finite SLM contrast on the POM output data fidelity are shown in Fig. 2 with a fixed 
For example, from Fig. 2 it is apparent that to achieve BER ϭ 10 Ϫ4 with C ϭ 2 requires a 6-dB cost in tolerable noise power relative to the infinite-contrast case, exactly as predicted by relation (31) and Eq. (33) . This simple relation between contrast and BER exists because of the linearity of the incoherent channel defined in Eq. (5).
The BER results for the case of an incoherent channel in the presence of shot noise alone (i.e., no Gaussian postdetection noise) are plotted in Fig. 3 , with the degree of shot noise characterized by s 2 ϭ ␣ 1 (i.e., 10 log 10 ␣ 1 in decibels) while holding ␣ 0 ϭ 0. The curves in Fig. 3 , parameterized by W, yield trends similar to those observed in Fig. 1 . Specifically, threshold detection becomes inoperable for large values of blur (W у 1.3), and equalizer performance improvements are significant, offering a 1.7-dB advantage relative to threshold performance at a BER of 10 Ϫ4 for W ϭ 1.0. A rough correspondence between the shot noise and Gaussian noise cases may be drawn by considering the conditional moments of z(i, j) in Eq. (9) . For a given data realization, the effective signal-to-noise ratio (SNR) may be defined as x 2 (i, j)/ z͉x 2 . In the presence of Gaussian noise, SNR is x r 2 (i, j)/ w 2 , and it is s 2 x r (i, j) for shot noise, where x r (i, j) is a reference value of ␣ 1 ϭ 1. This suggests a rough correspondence between s and w Ϫ1 . Although shot noise is qualitatively different from AWGN in that it is signal dependent, this rough correspondence is demonstrated by comparing the curves in Figs. 1 and 3 . Specifically, the equalized performance in Fig. 3 at a BER of 10
Ϫ4 is approximately 1.5 dB better than the corresponding performance in Fig. 1 . The corresponding difference becomes larger as the BER reference point is increased (e.g., for a BER of 10 Ϫ2 the difference is approximately 2.5 dB). In summary, the effects of shot noise are no worse than those of an equivalent AWGN system with s ϭ w Ϫ1 , with significantly better performance for small s. Also, the performance of the threshold detector degrades slightly less rapidly with W for shot noise as compared with AWGN.
B. Coherent System Performance
Simulation results associated with the coherent ISI channel model are presented in this subsection. As in Subsection 4.A, it is assumed that there is no power loss through the imaging system and we normalize the received power per page [i.e., ͉͐h c (x, y)
. Setting ␣ 0 ϭ 0 and ␣ 1 ϭ 1 (field quantities), we simulated the MMSE equalizer for the coherent channel truncated to L ϭ 2. We first consider the case of a coherent system in the presence of postdetection AWGN alone. The BER for such a system is plotted in Fig. 4 as a function of the AWGN strength and parameterized by W. Figure 4 (a) presents BER results for the case of mild blur (W р 0.8) and Fig. 4(b) shows BER results for more severe blur (W Ͼ 0.8). Note that, in contrast to the corresponding curves for the incoherent channel model in Fig. 1 , the performance does not degrade monotonically with increasing W. Rather, the performance degrades rapidly as W increases from 0.4 to 0.6 but then improves as W is increased further to approximately W ϭ 0.9, after which the degradation begins again. This variation is due to the fact that the channel h c (x, y) takes on both positive and negative values, which, depending on the value of W, can add either constructively (increased ISI) or destructively (reduced ISI) within the integration over a given pixel in Eq. (8) . In fact, the trend with varying W can be roughly predicted by computing such sidelobe cancellation in an integral of sinc functions. Also note that the utility of equalization in this case is not as easily predictable as that in the incoherent case. For the incoherent system, we observed that the performance gap between the equalized and unequalized systems increased with larger W. A counterexample for the coherent system is provided by the BER curves for W ϭ 0.4 and W ϭ 0.5. Equalization provides a 4.7-dB improvement in noise tolerance as compared with threshold detection for W ϭ 0.4; however, a negligible gain is seen for W ϭ 0.5. It is notable that the threshold detection performs even better at W ϭ 0.5 than at W ϭ 0.4 because of the complexity of coherent channels. Figure 5 depicts the effect of finite contrast, defined as C ϭ ␣ 1 2 /␣ 0 2 for coherent systems, on the fidelity of retrieved data in coherent POM for which W ϭ 1.0. The effects of finite contrast are qualitatively different for the coherent and incoherent cases. Specifically, a reduction in contrast in the coherent model is not equivalent to an increased noise variance. This is due to the nonlinear nature of the quadratic channel in Eq. (7), and from Fig. 5 we see that the advantages of equalization are more pronounced for large values of the contrast ratio. In particular, we see that equalization for the infinite-contrast case offers a 6.7-dB improvement over threshold detection at BER ϭ 10 Ϫ4 , whereas the low-contrast (C ϭ 4) case demonstrates a 2.3-dB advantage at the same value of BER. Comparing Figs. 4 and 5 , we see that the degradation that is due to a reduction in contrast can be more severe than that associated with increased W for the coherent channel. The C ϭ 1 /0.09 performance is superior to that of the infinite-contrast case for both the equalized and unequalized systems. This effect is due to the fact that a nonzero value of ␣ 0 can help cancel ISI terms in the sum of Eq. (7), so it is not surprising that it is more pronounced in the unequalized system.
The fidelity of data retrieved from coherent POM for which the dominant noise is coherent speckle is shown in Fig. 6 . The BER plots in pixel resolution to approximate the model in Eq. (12) .
It is difficult to draw an accurate correspondence between the speckle noise channel and the AWGN channel, as was done in the incoherent shot noise case. The variance of the postdetection observation in the field noise channel as defined by K y (0, 0) in Eq. (25) , conditioned on a data pattern, is the sum of K e (0, 0) and K c (0, 0), which are proportional to E 0 2 and E 0 , respectively. The actual variance depends on the shape of the PSF, complicating the task of drawing a correspondence. However, differences between curves for various W in Fig. 6 and the corresponding differences in Fig. 4 roughly follow the E 0 2 and E 0 correspondences. It is expected that the speckle term e(i, j) will dominate at lower SNR and the cross term c(i, j) will dominate at higher SNR (i.e., the correspondence to E 0 2 is expected to be more accurate at lower SNR). For example, comparing the W ϭ 0.5 and W ϭ 0.4 performances at a BER of 10 Ϫ4 in Figs. 4 and 6 , we see that there is a 3.2-dB degradation in w 2 for the AWGN channel, and the degradation is 6 dB in E 0 2 or 3 dB in E 0 for the field noise case. Comparing the W ϭ 0.9 and W ϭ 1.1 curves at a BER of 0.01, we see that the degradation is 6.5 dB in w 2 for the AWGN channel and 8.5 dB in E 0 2 or 4.25 dB in E 0 for the field noise case. As further evidence of the complexity of the field noise channel, note that the equalized performance is better for W ϭ 1.0 than for W ϭ 0.9. This is in contrast to the AWGN channel and the threshold performance on the field noise channel.
Also note that for values of W for which an error floor is observed because of ISI, the value of the floor should agree in Figs. 4 and 6 . This is seen to be the case for W ϭ 0.6, 0.7, and 1.1-1.3. The equalized W ϭ 0.7 and W ϭ 1.1 curves exhibit the interesting property of nonmonotonicity with decreasing E 0 . We conjecture that this effect is from ISI cancellation, similar to improvements observed with contrast reduction in Fig. 5 . In fact, as discussed in Section 6, the performance of a coherent AWGN channel with W ϭ 1.1 is significantly better with finite contrast.
SINGLE-PAGE CAPACITY
An important characteristic of volume optical storage systems is their ability to store and retrieve data in 2D arrays or pages. It is generally understood that these pages should contain a large number of pixels to maximize the system storage capacity. 45, 46 Lens-design-based efforts to optimize the number of pixels per page have recently been discussed; however, this and other work has traditionally taken the number of pixels per page to be limited solely by the number of resolvable spots that can be achieved through the optical imaging system. 47 This is a traditional view of the SBP of an optical system, and its meaning becomes important not only in POM but also for other optical systems within which binary data are manipulated in 2D arrays. However, in applications for which data fidelity is important, such as POM, optical interconnects, and digital optical computing, we are no longer free to treat SBP as a purely geometric concept but instead must define SBP with respect to some fidelity measure. 48, 49 This suggests that the POM single-page capacity should be related to system resolution as well as to signal strength, noise strength, and the data detection algorithm used. In this section the BER data of Section 4 are used to define the single-page capacity (i.e., SBP) of incoherent and coherent POM systems.
A. Incoherent Single-Page Capacity
Consider the data fidelity of an incoherent imaging system dominated by AWGN as represented by the BER curves shown in Fig. 1 . For the W ϭ 1.0 curve, the performance of the threshold rule can be characterized by that value of noise at which BER ϭ 10 Ϫ4 . Define this value of noise to be w, max (Th), and in this case we find that w,max (Th) ϭ 0.064 (i.e., INV ϭ 23.8 dB). Since under the postdetection AWGN model an increase in noise strength is equivalent to a decrease in optical signal intensity, we observe that each w,max (Th) corresponds to some minimum acceptable signal level P min (Th) ϰ 1 / w,max (Th). Assuming a fixed source power P total , as the number of pixels on a page is increased, the power into each pixel decreases linearly, suggesting that there will be a maximum number of pixels N max (Th) such that P total /N max (Th) ϭ P min (Th). This defines a fidelity-based measure of SBP. A similar development can be undertaken for the case of equalized detection for which larger noise can be tolerated. Since w,max (Eq) Ͼ w,max (Th), we have P min (Eq) Ͻ P min (Th) and N max (Eq) Ͼ N max (Th); i.e., the BER gains in Fig. 1 translate directly to increased single-page capacity. Therefore the use of equalization is seen to increase the fidelity-based SBP of optical imaging systems.
The BER curves of Fig. 1 have been used to determine w,max (Eq) and w,max (Th) for each value of W. Constant optical source power is assumed, and in accordance with the above discussion these noise data have been translated into fidelity-based SBP as a function of system blur. The results of this exercise are presented in Fig. 7(a) . The curves are normalized to the case of zero blur (W ϭ 0), for which we define SBP ϭ 1. Figure 7 (a) depicts the relative page capacity versus blur for the threshold rule, equalized channel and under the conventional geometric SBP definition in which SBP ϰ 1 /W 2 . Also illustrated is the fidelity-based SBP of a perfectly equalized system for which all degradation is due to the nonrecoverable noncoherent combining loss. The conventional SBP curve is normalized so as to coincide with the perfect equalization curve at W ϭ 1. Since the conventional SBP definition does not account for fidelity (i.e., noise), this normalization is somewhat arbitrary but allows for simple comparisons to be made. In particular, the conventional SBP definition is overly optimistic regarding the capacity improvements to be gained by reducing W. In reality, because of the effects of noise and the finiteoptical-power constraint, higher resolution within the optical system (i.e., smaller W) offers diminishing returns. We note that, as may be predicted from the discussion in Subsection 4.A, the fidelity-based SBP of a perfectly equalized system with square aperture decays as 1 /W for sufficiently large W (i.e., W у 1). The conventional SBP is pessimistic regarding the decrease in single-page capacity with increasing W (i.e., decreasing as 1 /W 2 ). The given equalization algorithm performs near optimally for values of W р 1 and deviates gracefully from perfect equalization as W increases beyond this value. In contrast, the threshold detection single-page capacity decreases more rapidly and is zero for W у 1.3, for which the fidelity constraint cannot be met. Figure 7(b) represents the capacity gain ⌬N associated with the use of equalization (relative to threshold detection), where ⌬N ϭ ͓N max (Eq) Ϫ N max (Th)͔/N max (Th). The relative capacity gain increases slowly to approximately 28% at W
The conventional geometric SBP definition does not generally include the effects of finite image contrast and its interaction with the optical system PSF. Figure 8 uses the BER data of Fig. 2 to represent normalized page capacity (left-hand y axis) versus inverse contrast ratio C Ϫ1 in the incoherent imaging system dominated by AWGN. The capacity gain associated with the use of equalization is plotted on the right-hand y axis. These data are presented for a fixed value of system blur W ϭ 1.0, and the values in Fig. 2 have been normalized in a manner consistent with Fig. 7 (i.e. , the infinitecontrast W ϭ 1 capacity is relative to a zero-blur system). Since N max ϰ w Ϫ1 , relation (31) and Eq. (33) imply a direct relation between the single-page capacity and the contrast, which is borne out by the curves in Fig. 8 . Specifically, the fidelity-based SBP curves for both the equalized and unequalized systems decay as 1 Ϫ C Ϫ1 . For example, the 6-dB degradation in INV suffered by a contrast ratio of C ϭ 2, illustrated in Fig. 2 and pointed out in Subsection 4.A, translates to a reduction in single-page capacity by a factor of 2 relative to infinite contrast. Finally, we note that the benefit of equalization is unaffected by the contrast level. This fact, which is due to the linear nature of the incoherent ISI channel, is illustrated by the approximately constant value of ⌬N Ӎ 28% in Fig.  8 .
The BER data in Fig. 3 may be used to estimate singlepage capacity in incoherent POM systems operating in the presence of shot noise. Once again we observe that noise and BER increase with decreasing signal power; however, in this case we find that P min ( • ) ϰ ␣ 1 min ( • ), where ␣ 1 min ( • ) is the minimum signal level required to achieve BER ϭ 10 Ϫ4 in Fig. 3 . Figure 9 is analogous to a superposition of Figs. 7(a) and 7(b), showing normalized page capacity (left-hand y axis) and capacity gain (righthand y axis) versus blur for the shot-noise-dominated case. A simple, analytical perfect equalization curve is not straightforward to compute in the shot-noise-limited case. Thus the conventional SBP curve has been normal- ized so as to coincide with the equalized performance at W ϭ 1. The results are qualitatively similar to those in Fig. 7 . Specifically, the conventional SBP definition is overly optimistic regarding capacity improvements arising from reduced W. The benefits of equalization are similar to those observed in the AWGN case, although the capacity gain at W ϭ 1.0 is approximately 48% in the presence of shot noise as compared with 28% for the AWGN case. Also, the rough correspondence between s and w Ϫ1 in terms of BER performance translates differently to single-page capacity because N max ϰ w,max Ϫ1 for the AWGN case and N max ϰ s min 2 for the shot noise case. This accounts for the more rapid decline in fidelity-based SBP with increasing W depicted in Fig. 9 .
B. Coherent Single-Page Capacity
The SBP of a coherent imaging system dominated by postdetection AWGN can be computed from the BER data of Fig. 4 . With the use of arguments identical to those presented in Subsection 5.A, Fig. 10 shows a plot of relative single-page capacity (left-hand y axis) versus blur for both threshold detection and equalized detection. Once again the value of SBP for an incoherent AWGN channel with zero blur is used for normalization. The results differ substantially from the corresponding curves for the incoherent channel shown in Fig. 7(a) . In particular, the degradation of the single-page capacity is neither graceful nor monotonic with increasing W. For both the equalized and unequalized systems, there are two useful ranges of W, i.e., [0,0.6) and (0.7, 1.1), outside of which the fidelity requirement (BER ϭ 10 Ϫ4 ) cannot be met. Also note that the equalizer does not enable one to meet the fidelity constraint for any values of W at which the threshold detector fails. Thus, unlike the incoherent case, replacing threshold detection by the optimal linear equalizer does not extend the operable range of blur. However, the fidelity-based SBP is consistently larger for the equalized system (i.e., the capacity gain is always positive). Also, we note that the single-page capacity for the coherent and incoherent systems are comparable near W ϭ 0.9 and that the incoherent system offers slightly larger capacity at W ϭ 1.0. It should be noted that our definitions of the coherent and incoherent channels produce an incoherent system cutoff frequency that is twice its coherent counterpart. Although this fact alone might suggest improved imaging performance in the incoherent case, the SBP behavior demonstrated by Figs. 7 and 10 provides a more quantitative perspective on this matter when data fidelity is the relevant imaging system metric. Figure 11 presents the single-page capacity results for the coherent AWGN channel with W ϭ 1.0 as a function of contrast. The results are dramatically different from the corresponding incoherent curves in Fig. 8 . Most notable is the strong dependence of the capacity gain (righthand y axis) on the contrast ratio. This trend reinforces the conclusions drawn from Figs. 4 and 5. First, note that the advantage of using equalization decreases dramatically with decreasing contrast. For example, a system operating with W ϭ 1.0 and infinite contrast will experience a capacity increase of approximately 116% if equalization is used. The capacity gain that is due to equalization for the same system operating with C ϭ 4 is 30%. Second, the best choice of contrast level is not necessarily infinite in a coherent system with ISI. The best choice of contrast level is dependent on the postdetector processing, with C Ӎ 20 being best for an equalized W ϭ 1 system and C Ӎ 6 being best for the same channel without equalization. The improvement obtained by decreasing contrast with threshold detection is nearly 65%.
HOLOGRAPHIC STORAGE SYSTEM CAPACITY/DENSITY
Section 5 considered the effect of equalization on the choice of page size for the purposes of maximizing the storage capacity of POM systems. It is often the case, however, that page size is fixed by available devices (i.e., SLM and CCD) and that system capacity/density can be affected only by varying the number of stored pages. In this section we consider a specific example of coherent POM dominated by AWGN: volume holographic POM. For these systems the signal power at each detector decreases as 1 /M 2 , where M is the number of stored pages. 50, 51 Once again taking a decrease in signal power to be equivalent to an increase in noise w , we can use the data in Fig. 4 to estimate the capacity benefit associated with equalization. As in Section 3, we define w,max (Eq) and w,max (Th) as the maximum noise values that can be tolerated while maintaining BER ϭ 10 Ϫ4 with and without equalization, respectively. Thus the maximum number of pages will be limited by
. Since, for each value of system blur represented in Fig. 4 , the equalizer provides a larger w,max than does the threshold detector, we expect a capacity improvement through the use of equalization. The relative improvement in the maximum number of pages is illustrated in Fig. 12 , where ⌬M ϭ ͓M max (Eq) Ϫ M max (Th)͔/M max (Th) is plotted against W (right-hand y axis) for AWGN only. The benefits of equalization mimic those of the single-page capacity in Fig. 10 , although the gains in M are less significant. Note that a gain of 6.7 dB in noise margin for W ϭ 1.0 in Fig. 4 translates to an increase in system capacity of 47%, as compared with the 116% increase in single-page capacity. The difference between system capacity gain and singlepage capacity gain arises from the related power scaling relations. Because received optical signal power scales linearly with number of pixels as compared with its quadratic dependence on number of pages, it is generally preferable to design a holographic POM with the largest possible page size. This conclusion is of course limited to only those systems that are power limited, and other design issues may become important for very large page sizes (e.g., aberration control). 47 The maximum number of pages M max (Eq) and M max (Th) (normalized relative to a zero-blur system) are also plotted in Fig. 12 (left-hand y  axis) . These curves of relative capacity illustrate, once again, the two primary regions of allowed W that will support system operation at the required fidelity.
Based only on the curves in Fig. 12 , it is tempting to conclude that the performance of a POM is optimized by designing for very small blur and hence reducing the need for equalization. However, storage density is another important characteristic of POM, and a large blur corresponds to a narrow signal bandwidth, which is an indication of area efficiency. In particular, the Fourier plane area associated with a particular value of blur is characterized by A ϭ 1 /W 2 . Since storage density is inversely proportional to this area, we find that storage density may not be optimized for small blur, as A can become large. To quantify these trends, we define (Eq) and (Th) as the storage densities for equalized and unequalized systems, respectively. As described above, we have (
, where A is the storage area required to record M pages of data while maintaining BER ϭ 10 Ϫ4 . Thus the storage density benefits from equalization both through an increase in noise margin [i.e., M max ( • )] and the ability to tolerate larger W. Figure 13 shows the normalized storage density as a function of blur for two values of contrast ratio. The general behavior represented in Fig. 13 is quite similar for both levels of contrast. Specifically, we see that to achieve small blur, a large aperture is required, and the resulting density is small. For very large blur, however, the INV cost and the concomitant reduction in M also cause a density loss. This has the effect of scaling the two regions of operation in Fig. 12 . A reduction in contrast from infinite to C ϭ 4, however, is found to improve performance for values of W corresponding to severe ISI. Specifically, both the threshold detected and equalized systems meet the fidelity requirement for W ϭ 0.6 and 0.7 with C ϭ 4 but not for infinite contrast. A similar effect is observed for the equalized system at W ϭ 1.1 and 1.2. This improvement is a consequence of the fact that the ISI can take both negative and positive values in the coherent channel, so that ISI cancellation is possible in Eq. (7). It is clear from the data in Fig. 13 that an optimum blur exists for which density can be maximized. This occurs at W ϭ 0.9 for threshold detection and at W ϭ 1.0 for the equalized system, independent of contrast ratio. Equalization offers an increase in maximum storage density of roughly 20% for both the infinite-contrast and finitecontrast (C ϭ 4) cases.
CONCLUSIONS
The primary objective of this paper was to develop relatively simple signal models for various POM architectures and to use these simplified models to assess the potential benefits of linear equalization within such systems. Toward this end we have developed signal models for both coherent and incoherent POM storage systems. The effects of field noise, shot noise, finite contrast, and postdetection AWGN were all considered in the derivation of MMSE linear equalizers. The benefits of equalization were quantified through simulation in terms of BER, single-page capacity, POM system capacity, and storage density. Although the incoherent and coherent systems were found to behave differently, the significant utility of equalization in both cases was demonstrated. It was found that the main benefit of equalization was the ability to maintain data fidelity requirements in the presence of large blur. The single-page capacity of coherent and incoherent POM systems was quantified by introducing the concept of a fidelity-based SBP metric, and this was compared with the traditional geometric SBP. Equalization was demonstrated to improve fidelity-based SBP as compared with threshold detection techniques in both coherent and incoherent systems. The fidelity-based SBP of thermal-noise-dominated incoherent imaging systems operating at the Rayleigh resolution was shown to improve by 28% through the use of equalization, and a 48% SBP increase is found in the shot-noise-dominated case. More dramatic gains are found for thermal-noise-dominated coherent systems operating at the Rayleigh resolution, with 116% SBP gains typical in the infinite-contrast case and 30% gains possible for low-contrast (C ϭ 4) cases. Storage capacity and density advantages associated with the use of equalization were also quantified for the special case of holographic POM. Equalization was shown to facilitate an increase in the number of stored pages for holographic POM systems, thereby offering capacity gains of 47% at the Rayleigh resolution and storage density improvements up to 20% under realistic operating conditions.
This paper has focused primarily on algorithmic considerations; however, it is also important to consider implementational issues associated with the deployment of the linear equalization strategies described here. Although we have not discussed these implementational issues, their consideration is responsible for the choice of Q ϭ 3 used throughout this work. This small 7 ϫ 7 filter support was selected so that low-cost electronics might be used in realizing the required equalizer. Our choice of Q ϭ 7 makes possible the use of off-the-shelf video rate hardware for signal processing. Additional work is necessary to define the required computing accuracy that will in turn justify various implementational technology choices (e.g., serial versus parallel and/or analog versus digital). For example, an alternative to serial signal processing may be a dedicated parallel focal plane solution, and some initial work into the design of such a processor has recently begun. 52 Another important real-world concern associated with the equalization strategies presented here concerns the utility of these algorithms in the presence of more complex noise and interference environments. The inclusion of the space-varying 2D channels that are characteristic of aberrations and/or fixed pattern noise and misalignment error is straightforward, and new optimal solutions can be found in these cases. The optimization process will become unmanageable, however, if higher-order noise sources are included, such as nonuniform erasure, photovoltaic noise, and interpage cross talk. Further testing must be performed in the presence of these additional error sources to evaluate more fully the tolerance behavior of the linear methods presented here.
