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ABSTRACT
Due to its simplicity and outstanding ability to generalize, stochastic gradient descent (SGD) is
still the most widely used optimization method despite its slow convergence. Meanwhile, adaptive
methods have attracted rising attention of optimization and machine learning communities, both for
the leverage of life-long information and for the profound and fundamental mathematical theory.
Taking the best of both worlds is the most exciting and challenging question in the field of optimization
for machine learning. Along this line, we revisited existing adaptive gradient methods from a novel
perspective, refreshing understanding of second moments. Our new perspective empowers us to
attach the properties of second moments to the first moment iteration, and to propose a novel first
moment optimizer, Angle-Calibrated Moment method (ACMo). Our theoretical results show that
ACMo is able to achieve the same convergence rate as mainstream adaptive methods. Furthermore,
extensive experiments on CV and NLP tasks demonstrate that ACMo has a comparable convergence
to SOTA Adam-type optimizers, and gains a better generalization performance in most cases.
1 Introduction
Deep neural network has been widely adopted in different applications because of its excellent performance, which
always requires a huge amount of data for training. Calculating the full gradient of data and performing the full gradient
descent (GD) become computationally expensive. Therefore, stochastic gradient descent (SGD) has become very
popular for training deep neural networks. Empirically, in each step of the training, SGD samples a mini-batch of data
and applies gradient descent with the corresponding stochastic gradients computed on the mini-batch.
In practice however, the vanilla SGD does not always produce good results, in which case many SGD variants are
proposed. Especially, relevant work has shown that incorporating momentum information into SGD can help with its
optimization process. Specifically, by introducing the first moment, the SGD momentum can help the model escape
from some saddle points, and therefore improve its generalization. Intuitively, vanilla SGD walks along the steepest
path, whereas the added momentum makes the optimization process smoother and quicker, thus helping the model to
barrel through narrow valleys.
Additionally, second moments are used to adapt the learning rate of model parameters [1], performing smaller updates
(i.e. low learning rates) for parameters associated with frequently occurring features and larger updates (i.e. high
learning rates) for those associated with infrequent features. This always accelerates the optimization process towards
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the objective. Moreover, Adam is proposed to utilize both of first and second moments for enjoying both of their
benefits [2]. Currently, it is one of the most widely used methods for neural network training.
Although Adam has achieved a great success, we argue that introducing extra second moments is not necessarily the
best way to boost the optimization efficiency. First, by designing special optimization problems, the solution of adaptive
gradient methods with second moments may fall into a local minima of pool generalization [3]. Second, keeping a copy
of second moments (with the same size as the parameters) brings high memory overhead, leading to smaller mini-batch
size for training. This may adversely affect the performance of many applications that are sensitive to training batch
size. Given the above concerns, could we design an optimization approach that only uses first moments but enjoys
the benefits of both first (better generalization by escaping saddle points) and second (fast convergence with adaptive
learning) moments?
In this paper, we offer an affirmative to the question by proposing an Angle-Calibrated Moment method (ACMo) for
stochastic optimization. ACMo takes a further step by explicitly requiring that the opposite direction of current descent
be in acute angles with both the current gradient and the directions of historical mini-batch updating. Given the angle
constraint, ACMo is likely to ensure descents for all mini-batch losses, while guaranteeing sufficient descent of current
mini batches. Although ACMo has abandoned the second moment, on which many other methods rely, it still takes the
advantage of fast convergence as those methods. We summarize our contributions below
• We propose ACMo, which is a new SGD variant. To the best of our knowledge, ACMo is the first approach
without relying on second moments, but still has comparable convergence speed as compared with Adam-type
methods.
• We provide a novel view and an intuitive analysis to understand the effect of second moments, which may
shed light on the following work in this field .
• We provide theoretical results for the gradient norm convergence of ACMo on the nonconvex settings,
which illustrates that ACMo can offer the same convergence rate comparing with the Adam-type optimizers.
Experimental results on different CV and NLP tasks show that, even without second moments, ACMo
can display convergence speed that is on par with SOTA Adam-type optimizers, while obtains even better
generalization in most cases.
Notations. In the rest of this paper, we have parameters θ ∈ Rd where d denotes the dimension of parameters. The l2
norm of a given vector θ is expressed by ‖θ‖=
√∑d
i=1 θ
2
i . With slightly abuse of notation, we represent arithmetic
symbols as element-wise operations for vectors, e.g., a2 = [a21, a
2
2, . . .]
T ,a/b = [a1/b1, a2/b2, . . .]T . We denote bxc
as the greatest integer less than or equal to the real number x. Given any integers x, y, where y > 0, we denote x
(mod y) as the remainder of the Euclidean division of x by y. In the finite-sum loss function, f(θ) = 1n
∑n
i=1 fi(θ),
the number of instances and the loss of the i-th training data are represented as n and fi(θ), respectively. Besides, we
denote fA(θ) when we feed a collection of samples, i.e., fA(θ) := 1|A|
∑
i∈A fi(θ). For an optimization algorithm, if
its update paradigm can be formulated as
θt+1 = arg min
θ
fˆAt(θ,θt), (1)
we denote eq. 1 as the iteration auxiliary problem (similar to [4]).
2 Related Work
In this section, we will introduce the development of the neural network optimizers.
First Moment Optimizers SGD-momentum and Nesterov accelerated gradient [5] are widely used in training large-
scale neural networks, but because of the learning rate issue, their excellent generalization ability is brittle.
Second Moment Optimizers To accelerate the convergence, researchers began to focus on the design of adaptive
gradient methods for a fast and simple optimizer. Adagrad [1] introduced the second moment to obtain a self-adaptive
learning rate, thus freeing researcher of the troubles of parameter tuning. The update rules of Adagrad can be formulated
as θt+1 = θt − αt · gt/√vt, where gt denotes the stochastic gradient, vt is the accumulation of gradient’s second
moments, i.e., vt =
∑t
τ=1 g
2
τ , and αt is the decreasing learning rate with αt = Θ(1/
√
t). Theoretically, Adagrad
improved the convergence of regret from O(
√
d/T ) to O(1/
√
T ) for the convex objectives with sparse gradients.
However, in practice, people realize that adaptive gradient of Adagrad, i.e., gt/
√
vt goes to zero very quickly due to the
fact that vt accumulates to large number quickly as the algorithm proceeds, and they often require optimizers to have a
lower memory cost for training a larger mini-batch. To make it through, RMSProp [6] uses the exponential decay in the
second moment to control the accumulation speed of second moment in Adagrad, and min-max squared graidient is
introduced to implement Adagrad with a memory-efficient way [7].
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Adam-type Optimizers To take both the benefits from first and second moments, Adam was proposed to incorporate
the momentum into RMSProp. The detailed procedure of Adam can be formulated as θt+1 = θt − αt ·mt/√vt,
where mt is the exponential decay of momentum, i.e., mt =
∑t
τ=1(1− β1)βt−τ1 gτ , and vt is the exponential decay
of second moments, i.e., vt =
∑t
τ=1(1− β2)βt−τ2 g2τ .
The faster convergence, robust hyper-parameters and good performance on bunch of tasks make Adam become one
of the most successful optimizers these years. Adam was proved not to be convergent in certain convex cases, and
Amsgrad was proposed to correct the direction of Adam [8].
Although convergence, the generalization ability of adaptive algorithms is worse than SGD-momentum in many tasks.
Thus, a lot of studies are proposed to improve the generalization performance of Adam-type methods by making some
connections between Adam and SGD-momentum, e.g., ND-Adam [9], AdamW [10], SWATS [11], Adabound [12],
PAdam [13], etc.
All the aforementioned methods try to find the connection between Adam and SGD-momentum, thus all these algorithms
take the second moment adaptation as a grant. Different from previous work, we revisit the original idea of second
moment adaptation, and propose an angle based algorithm without second moments. Such intuition makes ACMo have
a simpler update, a lower memory overhead, a good generalization performance, and a comparable convergence to
SOTA Adam-type optimizers.
3 Our Proposed ACMo
In this section, we propose a novel optimizer, the Angle-Calibrated Moment method (ACMo), for both fast convergence
and ideal generalization with only first moments.
We first give some theoretical analysis, showing that incorporating second moments into optimization approximately
equals to penalize the projection of the current descent direction on previous gradients. Besides, such penalty helps
facilitate the descent of the current batch loss while not harming the descent effects of previous iterations as much
as possible (section 3.1). After that, in section 3.2, we replace the projection penalty with the inner product penalty
in iteration auxiliary problems, which partially preserve geometric properties of second moments (protecting effects
of previous updates) to expect a fast convergence. Besides, the new iteration auxiliary problem can be considered as
a general form of SGD-momentum updates to expect a good generalization ability. Finally, with sufficient descent
constraints of the current batch loss, we propose ACMo whose update paradigm is
θt+1 = θt − αt
(
gt + βt · ‖gt‖‖mˆt−1‖+ δt · mˆt−1
)
, (2)
where gt and mt are mini-batch gradients and angle-calibrated moments at iteration t, respectively.
3.1 Second Moments Work as Projection Penalty to Preserve Previous Descent
In this section, we revisit the iterations of existing adaptive algorithms from a novel point of view and denote the
essential effect of second moments which is to penalize the projection of the current descent direction on previous
gradients. Such penalty is designed to decrease the cumulative loss by guaranteeing a descent on the current batch loss
without increasing previous batch loss.
One may notice that almost all the adaptive methods utilize second moments to adjust the individual magnitude of their
updates. However, the efficient calculation of second moments is only proposed in Adagrad [1]. Here is the original
update of Adagrad:
θt+1 = θt − αtG−1/2t gt, (3)
where Gt =
∑t
τ=1 gτg
T
τ , and gτ denotes the stochastic gradient calculated at iteration τ . The iteration auxiliary
problem of Adagrad corresponding to eq. 3 can be formulated as
θt+1 = arg min
θ
f(θ), f(θ) := (θ − θt)T gt︸ ︷︷ ︸
T1
+
1
2αt
(θ − θt)T G1/2t (θ − θt)︸ ︷︷ ︸
T2
.
(4)
3
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To investigate the properties of second moments, we provide f(θ) an upper bound, fˆAt(θ), with the Young’s inequal-
ity [14], and minimize it with another iteration auxiliary problem formulated as
θˆt+1 = arg min fˆAt(θ), fˆAt(θ) = (θ − θt)T gt︸ ︷︷ ︸
T1
+
1
2αt
‖θ − θt‖2︸ ︷︷ ︸
T3
+
1
8αt
t∑
τ=1
∥∥∥(θ − θt)T gτ∥∥∥2︸ ︷︷ ︸
T4
(5)
where At denotes the chosen mini-batch at iteration t. Thus, the global minima θˆt+1 of eq. 5 can also be considered as
an approximate solution of eq. 4. Investigating fˆAt(θ), we find T1 +T3 is the second-order Taylor polynomial of fAt(θ)
near θt, which is completely the same with the objective function of SGD iteration auxiliary problem. Besides, the term
T4 in fˆAt(θ) can be considered as a penalty for the projections of current descent θ − θt on the previous gradients gτ .
If we approximate gτ in T4 with ∇fAτ (θt) due to smoothness assumption, and replace the projection regularization
(T4) to some constraints, we can obtain an approximate optimization problem with a hard margin formulated as
arg min
θ
(θ − θt)T gt + 1
2αt
‖θ − θt‖2
s.t. (θ − θt)T ∇fAτ (θt) = 0, τ ≤ t.
(6)
The constraints in eq. 6 denote the descent direction, i.e., θt+1 − θt is desire to be orthogonal to ∇fAτ (θt) for any
τ ≤ t, which plays a similar role to T4 in eq. 5. In the following, we provide a explanation about such constraint
optimization problem from a random shuffling perspective.
Before each epoch begins, the whole training dataset A is usually randomly shuffled, and is partitioned into mini-batch
of equal size {A0,A1, . . . ,Ap−1}. Then the algorithm is fed with the samples in the fixed order, say, first A0, then
A1, and so on. The whole procedure repeats after each iteration over the whole dataset. Let ∇fAt(θt) be the gradient
calculated at iteration t by using the sample in subset At, where 0 ≤ t < p. Note that the loss function is the
average of all the samples, e.g., 1n
∑n
i=1 fi(θ). If we utilize ∇fAt(θt) to directly update parameters like SGD, e.g.,
θt+1 = θt − α∇fAt(θt), the batch loss
∑
i∈At fi(θ) will decrease since it aligns with the opposite direction of its
gradient, e.g., (θt+1 − θt)T∇fAt(θt) = −‖∇fAt(θt)‖2< 0. However, for the loss corresponding to the sample not in
At, e.g., fAτ (θ), τ 6= t, it is highly possible that (θt+1−θt)T∇fAτ (θt) > 0. In other words, only using−∇fAt(θt) as
update direction will decrease the loss corresponding to At but increase the loss except At. Hence, with the orthogonal
requirements, i.e., the constraints in eq. 6, one can consider that Adagrad decreases the cumulative loss by guaranteeing
a descent on the current batch loss while does not increase previous batch loss sharply.
3.2 Angle-Calibrated Moments Warrant Descents
In this section, we first enhance the iteration auxiliary problem eq. 5. Then, we make the opposite direction of current
descent forms acute angles with both current mini-batch gradient and some moments to introduce our ACMo.
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Figure 1: The cyan, yellow, green and red vectors respectively denote previous moments, current mini-batch (the objective corresponding to black dashes) gradients,
descent directions for iteration auxiliary problems with the projection or ACMo regularization.
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Algorithm 1 Angle-Calibrated Moment method.
1: Input: initial point θ0 ∈ X ; step size {αt}, momentum parameters {βt}
2: set mˆ0 = 0
3: for t = 1 to T do
4: gt = ∇fAt(θt)
5: βˆt = βt ‖gt‖ / (‖mˆt−1‖+ δt)
6: mˆt = gt + Ψ(βˆt, βˆt−1) · mˆt−1
7: θt+1 = ΠX (θt − αt · mˆt)
8: end for
9: Return: θo with a discrete distribution as
P (o = i) = αi−1
/(∑T−1
τ=1
)
ατ , 2 ≤ o ≤ T .
Enlightened by the analysis in section 3.1, we realize that adding the projection penalty (T4 in eq. 5) is to ensure that the
descent direction does not increase previous mini-batch losses. If we replace it with a weighted inner products penalty,
we can even expect the descent direction make decrease of both the current mini-batch loss and the previous mini-batch
losses. Hence, we can formulate the objective of the new iteration auxiliary problem as:
f˜At(θ) = (θ − θt)T gt +
Lt
2
‖θ − θt‖2 + (θ − θt)T gˆt, gˆt := βˆt
t∑
τ=1
wτgτ , (7)
where Lt denotes the constant of smoothness, and wτ denotes the weight to measure the approximation confidence
about gτ . For updating θ through minimizing eq. 7, the optimum of the quadratic function satisfies
∂f˜At(θ)
∂θ
|θ=θt+1= gt + Lt(θt+1 − θt) + gˆt = 0⇔ θt+1 = θt −
gˆt + gt
Lt
. (8)
Notice that if we set βˆt = 1 and wτ = βτ0 in eq. 7, eq. 8 corresponds to the update paradigm of SGD-momentum
coincidentally. Thus, we may get the benefit of generalization performance from the iteration auxiliary problems.
Different from SGD-momentum, we want to guarantee a sufficient descent for the loss of current mini-batch. Hence, βˆt
is requested to have
βˆt :=
βt ‖gt‖∥∥∥∑t−1τ=1 wτgτ∥∥∥+ δt , βt ≤ 1⇒ βˆt ≤
‖gt‖∥∥∥∑t−1τ=1 wτgτ∥∥∥ ⇒ βˆt
∥∥∥∥∥
t−1∑
τ=1
wτgτ
∥∥∥∥∥ ≤ ‖gt‖ , (9)
for Eq. 7. Notice that the last inequality of eq. 9 implies current mini-batch loss descent as
fAt(θt+1)− fAt(θt)
1
≤(θt+1 − θt)Tgt + Lt
2
‖θt+1 − θt‖2
2
= −
[‖gt‖2+gˆTt gt
Lt
]
+
Lt
2
· ‖gt + gˆt‖
2
L2t
= −‖gt‖
2
2Lt
+
‖gˆt‖2
2Lt
3
≤ 0,
where 1 follows from the smoothness assumption, 2 is established due to eq. 8 and 3 is from eq. 9. Besides, we
denote
∑t−1
τ=1 wτgτ as mˆt−1 with the following iteration to generate wτ s automatically,
mˆt = gt + βt · ‖gt‖‖mˆt−1‖+ δt · mˆt−1, (10)
where βt and δt are hyper-parameters. From a geometric perspective, mˆt is the angle bisector of gt and mˆt−1
coincidentally when βt = 1 and δt = 0 (see Figure 1). Then, we can reformulate the iteration auxiliary problem of
ACMo as:
θt+1 = arg min
θ
Lt
2
‖θ − θt‖2 + (θ − θt)T gt + βt · ‖gt‖‖mˆt−1‖+ δt · (θ − θt)
T
mˆt−1,
where we can obtain the update paradigm of ACMo as:
θt+1 = θt − αt
(
gt + βt · ‖gt‖‖mˆt−1‖+ δt · mˆt−1
)
. (11)
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In summary, we observe that (i) if θt − θt+1 forms acute angles with both gt and ∇fAτ (θt), rather than penalizing
the projection as Adagrad, we can obtain descent on both current and previous batches; (ii) to handle the case when
the estimation of accumulative weighted gradients using mˆt−1 is not accurate, we expect the current gradient gt to
dominate the descent direction for guaranteeing a sufficient descent of current mini-batch loss. Hence, we propose
a new first moment optimizer, which attach the properties of the second moment to first moment iterations, inspired
by the iteration auxiliary problem of Adagrad. The proposed algorithm ACMo is shown in Algorithm 1. Note that,
Ψ(·) is a function to guarantee a sufficient descent of the iteration auxiliary problem. In practice, we usually set
Ψ(βˆt, βˆt−1) = βˆt.
4 Theoretical Results
In this section, we provide the convergence about gradient norm in expectation for our ACMo in nonconvex settings.
Our theoretical results show that ACMo obtains the same convergence rate with Adam-type optimizers. All details of
our proof can be found in our supplementary material.
We list assumptions required in convergence analysis, and then provide the main theoretical results.
Assumption 1. We assume the loss function f(θ) is differentiable, and has L-Lipschitz gradient, i.e., for any feasible
solution θi,θj ∈ Rd, ‖∇fi(θi)−∇fj(θj)‖≤ L‖θi − θj‖.
Assumption 2. We assume the objective f(θ) is lower bounded, which means minθ f(θ) > −∞.
Assumption 3. For the mini-batch loss fAt(θ) at iteration t, we assume stochstic gradients, e.g.,∇fAt(θ) and∇fi(θ)
satisfy
E [∇fAt(θ)] = ∇f(θ), ‖∇fAt(θ)‖ ≤ G, max
i
{
‖∇fi(θ)−∇f(θ)‖2
}
≤ σ2.
Theorem 4.1. Suppose Assumption 1, 2, 3 hold. If we set  ≥ 0, δ ≥ σ, βt ≤ 150 and
αt ≤ 3
(4L+ 1240)
√
t
, Ψ(βˆt+1, βˆt) = min
{
βˆt+1,
√
t+ 1
t
βˆt
}
without loss of generality. Then, the output of ACMo satisfies
E
[
‖∇f(θo)‖2
]
≤ C0√
T
+
C1 log(T )√
T
where C0 and C1 are constants independent with T , n, d and presented in our proof.
Theorem 4.1 shows that ACMo has the same convergence rate as Adam-type optimizers [15]. Comparing with
theoretical results provided in [13], ours has additional O(log T/
√
T ) term. Since we do not require the condition
about the sparsity of gradients as [15]. Besides, we show that rather than requesting the coefficient sequence of first
moments (β1,t in Adam-type optimizers) to be non-increasing, a gently increasing sequence (Ψ(·) in ACMo) can keep
an O˜(1/
√
T ) convergence rate for ACMo. This result expands the range of hyper-parameters selection.
5 Experiments
In this section, we conduct extensive experiments on image classification and neural machine translation tasks. We want
to demonstrate the generalization performance and the efficiency of ACMo, as compared with other adaptive gradient
methods, e.g, Adam [2], Amsgrad [8], Adamw [10], PAdam [13], and Adabound [12] and SGD-momentum.
Hyperparameter Tuning Hyperparameters in optimizers can exert great impact on ultimate solutions found by
optimization algorithms. In our experiments, we tuned over hyperparameters in the following way. For all optimizers
in our experiments, we chose the best initial set of step size from {1e− 1, 5e− 2, 1e− 2, 5e− 3, . . . , 5e− 5}. For
SGD-momentum, we tuned the coefficient of momentum from {0.9, 0.8, . . . , 0.1}. For Adam, AMSGrad, AdamW,
PAdam, and Adabound, we turn over β1 values of {0.9, 0.99} and β2 values of {0.99, 0.999} and the perturbation value
 = 1e− 8 in image classification tasks. Besides, we set β1 and β2 as the suggested values of Transformer [16], where
β1 = 0.9 and β2 = 0.98 in nerual machine translation tasks. For PAdam, we chose the best hyper-parameter p from
{1/4, 1/8, 1/16}. For ACMo, we directly applied the default hyperparameters, i.e., βt = 0.9, Ψ(βˆt, βˆt−1) = βˆt, for all
our experiments.
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Figure 2: Learning curves of optimizers for CNNs on CIFAR-100 image classification task. Top: training loss. Bottom:test accuracy.
5.1 Experiments on Image Classification Tasks
In the image classification tasks, adaptive gradient methods display fast convergence, but poorer generalization results
when compared to the well tuned SGD momentum, which includes proper hyper parameters for the learning and weight
decay. Note that introducing weight decay is equivalent to adding l2 regularization to the objectives, and has a significant
impact on the generalization ability of optimizers. Hence, our experiments were conducted from two perspectives as
guidelines: (i) We record the convergence of training loss and the test accuracy of all optimizers with fixed weight
decays (they optimize the same objective function). (ii) We adopt the optimal weight decays for all optimizers, then
investigate their generalization ability based on the test accuracy.
The paper then proceeds to introduce the experimental settings for the image classification tasks. We used two datasets
CIFAR-10, CIFAR-100 [17], and tested three different CNN architectures including VGGNet [18], ResNet [19] and
DenseNet [20]. To achieve stable convergence, we ran 200 epochs, and set the learning rate to decay by 0.1 every 50
epochs. We performed cross-validation to choose the best learning rates for all the optimizers and second moment
parameters β2 for all the adaptive gradient methods.
Experiment with Fixed Weight Decay: We first evaluated CIFAR-100 dataset. In this experiment, the values of
weight decay in all optimizers were fixed, and were chosen to be the weight decay in SGD-momentum when it achieves
the maximum test accuracy.
Though ACMo was second only to SGD momentum in terms of generalization performance, it was significantly faster
than not only the latter, but also Adam and AMSGrad in terms of convergence speed. Its convergence speed is
comparable with SOTA Adam variants. From the first row of Figure 2, i.e, the training curves of three tests, we observed
that ACMo significantly outperforms Adam, and has comparable rate with PAdam and Adabound when we fixed the
weight decay. Also, in the second row of Figure 2, i,e, the test accuracy, our ACMo outperformed all benchmarks except
only SGD-momentum. However, the training loss converges much slower when implemented with SGD-momentum
which is also recorded in other literature.
Experiment with Optimal Weight Decay We conduct experiments on CIFAR-10 dataset, and find the optimal weight
decay for each optimizer which can achieve the best test accuracy.
ACMo obtains the top three results of generalization performance in different architectures with comparable efficiency
to SOTA Adam-type optimizers. As shown in Figure 3, Adam, AdamW and Amsgrad did not perform as well as other
optimizers in the plots of test accuracy. In this weight decay setting, PAdam, Adabound and ACMo can even outperform
SGD-momentum on VGGNet at the expense of sacrificing some efficiency. Nonetheless, they were able to outperform
Adam by more than 2 percentage points for the test accuracy. The experimental results show that optimizers which
converge faster than ACMo generalize worse.
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(c) Train Loss and Test Accuracy for DenseNet
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Figure 3: Learning curves of optimizers for CNNs on CIFAR-10 image classification task. Top: training loss. Bottom:test accuracy.
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Figure 4: Learning curves of optimizers for Transformer-base on WMT’14 EN-DE machine translation task. (Dev loss & BLEU
score)
5.2 Experiments on Neural Machine Translation Tasks
Different from image classification tasks, in NLP tasks with attention models, i.e., neural machine translation (NMT),
adaptive gradient methods are still mainstream optimizers [21]. This is especially true for Adam type optimizers, which
boast a huge advantage over first moment methods in both convergence and generalization in the fixed learning rate
setting. To validate the efficiency and generalization of ACMo, we performed experiments on WMT’14 EN-DE dataset
with Transformer [16].
Now we introduce the experimental settings for NMT tasks. For preprocessing, sentences were encoded using byte-pair
encoding, which has a shared source target vocabulary of about 37000 tokens. Furthermore, we utilized 4 Tesla-V100-
PCIE-(16GB) GPUs to train the Transformer base, where we set batch token size as 4096 per GPU in the training
process. In order to remove the interference of learning tricks, we conducted experiments with fixed step size and
gradient clipping.
ACMo obtains a comparable convergence and generalization performance to mainstream adaptive gradient methods,
and a better performance to SGD-momentum from both convergence and generalization in the fix learning rate setting.
From Figure 4, We observed that even though the descend of ACMo in the early stage of training is somewhat slow,
its rapid descend in the middle stage of optimization allows it to outperform some adaptive gradient methods, i.e.
Adabound and Padam. Finally, ACMo yielded DevLoss and BLEU results that are comparable with those in Adam and
AdamW, and displayed better results than SGD momentum on the fixed learning rate settings. The above results match
the records in other literature [21].
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6 Conclusion
In this paper, we revisited the existing adaptive optimization methods from a novel point of view. We found that the
widely used second moments essentially penalize the projection of the current descent direction on previous gradients.
Following such a new idea, we proposed a new method ACMo. It removes the second moments and constructs a
decent direction by forming acute angles with both current and (approximated) previous gradients. We analyzed its
convergence property in the nonconvex setting, and denote that ACMo shares the same convergence about gradient
norm with SOTA Adam-type optimizers. Last, extensive experiments on CV and NLP tasks validated its efficiency and
generalization ability.
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A Some Important Lemmas
In this section, we show several important lemmas for preparing the proof of our main theorem. Besides, we also denote
some notations to make the main theorem more clear.
Lemma A.1. If we update mˆt as the Step.5 in Algorithm 1, mˆt satisfies:
(1− βt) ‖gt‖ ≤ ‖mˆt‖ ≤ (1 + βt) ‖gt‖
when 0 ≤ βt ≤ 1 and δt ≥ 0.
Proof. For any given mˆt−1 at the Step.5 in Algorithm 1, we have
‖mˆt‖ =
∥∥∥∥mˆt−1 · ‖gt‖‖mˆt−1‖+ δt · βt + gt
∥∥∥∥ .
With the triangle inequality, we have
‖gt‖ − βt ·
∥∥∥∥mˆt−1 · ‖gt‖‖mˆt−1‖+ δt
∥∥∥∥ ≤ ‖mˆt‖ ≤ ‖gt‖+ βt · ∥∥∥∥mˆt−1 · ‖gt‖‖mˆt−1‖+ δt
∥∥∥∥ , (12)
where ∥∥∥∥mˆt−1 · ‖gt‖‖mˆt−1‖+ δt
∥∥∥∥ ≤ ‖mˆt−1‖ · ‖gt‖‖mˆt−1‖+ δt ≤ ‖gt‖ . (13)
Submitting Equation (13) back into Equation (12), we complete the proof.
Lemma A.2. According to Assumption 4.3, for any 1 ≤ t ≤ T , if the size of mini-batch |At| in the training process is
B, we have
‖∇fAt(θt)−∇f(θt)‖ ≤ σ
Proof. With the triangle inequality, we have
‖∇fAt(θt)−∇f(θt)‖ ≤
1
B
∑
i∈At
‖∇fi(θt)−∇f(θt)‖ ≤ σ (14)
completing the proof.
Lemma A.3. For each iteration 1 ≤ t ≤ T , we have
E
[
‖mˆt‖2
]
≤ E
[
(1 + βt)
2 ‖gt‖2
]
≤ (1 + βt)
2
2
(
σ2 + E
[
‖∇f(θt)‖2
])
. (15)
Proof. According to Lemma A.1, we have
E
[
‖mˆt‖2
]
≤ E
[
(1 + βt)
2 ‖gt‖2
]
Besides, with Assumption 4.3, we then obtain
E
[
‖gt‖2
]
=E
[
‖gt −∇f(θt) +∇f(θt)‖2
]
≤1
2
(
E
[
‖gt −∇f(θt)‖2
]
+ E
[
‖∇f(θt)‖2
])
=
1
2
σ2 +
1
2
E
[
‖∇f(θt)‖2
]
,
(16)
for the mini-batch gradient gt to complete the proof.
Lemma A.4. With assumptions proposed in Section 4, for any given δt ≥ σ and mini-batch size satisfies |At| = B, we
have
‖gt‖
‖mˆt−1‖+ δt ≤ 2 + Lαt−1 +
1
1− βt−1 ,
where αt is the step size at iteration t.
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Proof. With the definition of gt, we have gt = ∇fAt(θt). We have
‖∇fAt(θt)‖ = ‖∇fAt(θt)−∇f(θt) +∇f(θt)−∇f(θt−1)
+∇f(θt−1)−∇fAt−1(θt−1) +∇fAt−1(θt−1)
∥∥
≤‖∇fAt(θt)−∇f(θt)‖+ ‖∇f(θt)−∇f(θt−1)‖
+
∥∥∇f(θt−1)−∇fAt−1(θt−1)∥∥+ ∥∥∇fAt−1(θt−1)∥∥ .
(17)
Consider the expectation of ‖gt‖ and Equation (17), we have
‖gt‖
‖mˆt−1‖+ δt ≤
‖∇fAt(θt)−∇f(θt)‖
‖mˆt−1‖+ δt︸ ︷︷ ︸
T3.1
+
‖∇f(θt)−∇f(θt−1)‖
‖mˆt−1‖+ δt︸ ︷︷ ︸
T3.2
+
∥∥∇f(θt−1)−∇fAt−1(θt−1)∥∥
‖mˆt−1‖+ δt︸ ︷︷ ︸
T3.3
+
∥∥∇fAt−1(θt−1)∥∥
‖mˆt−1‖+ δt︸ ︷︷ ︸
T3.4
(18)
Since we sample each mini-batch independently, for T2.1 in Equation (18) we have
T3.1 =
‖∇fAt(θt)−∇f(θt)‖
‖mˆt−1‖+ δt
1
≤ σ‖mˆt−1‖+ δt
2
≤ 1, (19)
where 1 and 2 establish because of Lemma A.2 and the known condition δt > σ.
With Assumption 4.1, for T2.2 we have
T3.2 =
‖∇f(θt)−∇f(θt−1)‖
‖mˆt−1‖+ δt ≤
L ‖θt − θt−1‖
‖mˆt−1‖+ δt ≤
L ‖αt−1mˆt−1‖
‖mˆt−1‖+ δt ≤ Lαt−1. (20)
Similar to Equation (19), for T3.3, there is T3.3 ≤ 1.
For T3.4, we utilize Lemma A.1 to bound as follows:
T3.4 =
‖gt−1‖
‖mˆt−1‖+ δt ≤
‖gt−1‖
‖mˆt−1‖ ≤
1
1− βt−1 . (21)
Thus, we can submit Equation (19), Equation (20), Equation (21) back into Equation (18) to complete such proof.
Corollary A.5. If we set δt > σ, αt ≤ L−1 for any iteration 1 ≤ t ≤ T , we have
‖gt‖
‖mˆt−1‖+ δt ≤ 3 +
1
1− βt−1 .
Besides, if βt ≤ 150 for any 1 ≤ t ≤ T holds, we obtain
βˆt := βt · ‖gt‖‖mˆt−1‖+ δt ≤
1
12
. (22)
Lemma A.6. In Algorithm 1, with the hyper-parameters settings as Corollary A.5, and θ0 = θ1, for the sequence {θ′i}
which is defined as
θ′i = θi +
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
(θi − θi−1), ∀ i ≥ 2,
the following holds true
θ′i+1 =θ
′
i − αi ·
√
1
i + 1
1− βˆi
· gi −
αi ·
√
1
i + 1
1− βˆi
· βˆi − αi−1
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 · mˆt−1
+
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−

√
1
i + 1
1− βˆi
− 1
 · (θi+1 − θi)
(23)
when t ≥ 2. Besides, we have
θ′2 − θ′1 = −α1 ·
√
2 + 1
1− βˆ1
· g1 +
[(
6√
3
+ 1
)
· βˆ2√
2− βˆ2
−
√
2 + 1
1− βˆ1
+ 1
]
(θ2 − θ1) (24)
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Proof. We first rearrange the coefficients of θi’s iteration in the following√
1
i + 1
1− βˆi
· (θi+1 − θi) = θi+1 +

√
1
i + 1
1− βˆi
− 1
 (θi+1 − θi)− θi (25)
According to the update rule of parameters, we obtain√
1
i + 1
1− βˆi
· (θi+1 − θi) =
√
1
i + 1
1− βˆi
· (−αimˆi) = −αi ·
√
1
i + 1
1− βˆi
·
(
gi + βˆimˆi−1
)
=− αi ·
√
1
i + 1
1− βˆi
· gi +
αi ·
√
1
i+1
1−βˆi
αi−1
· βˆi · (θi − θi−1)
=
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
· (θi − θi−1)− αi ·
√
1
i + 1
1− βˆi
· gi
+
αi ·
√
1
i+1
1−βˆi · βˆi
αi−1
−
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 · (θi − θi−1)
(26)
Combine Equation (25) and Equation (26), when i ≥ 2, we obtain the following inequalities
θi+1 +

√
1
i + 1
1− βˆi
− 1
 (θi+1 − θi)− θi
=
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
· (θi − θi−1)− αi ·
√
1
i + 1
1− βˆi
· gi
+
αi ·
√
1
i+1
1−βˆi · βˆi
αi−1
−
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 · (θi − θi−1)
(27)
Rearrange terms in Equation (27), we have
θi+1 +

√
1
i + 1
1− βˆi
− 1
 (θi+1 − θi)
=θi +
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
· (θi − θi−1)
− αi ·
√
1
i + 1
1− βˆi
· gi −
αi ·
√
1
i + 1
1− βˆi
· βˆi − αi−1
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 · mˆt−1
(28)
Thus, if we denote θ′i as
θ′i = θi +
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
(θi − θi−1),
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we then obtain
θ′i+1 = θi+1 +
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
(θi+1 − θi)
=θi+1 +

√
1
i + 1
1− βˆi
− 1
 (θi+1 − θi)︸ ︷︷ ︸
T1
+
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−

√
1
i + 1
1− βˆi
− 1
 · (θi+1 − θi) .
(29)
Introducing Equation (28) to T1 of Equation (29), we have
θ′i+1 =θi +
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
· (θi − θi−1)
− αi ·
√
1
i + 1
1− βˆi
· gi −
αi ·
√
1
i + 1
1− βˆi
· βˆi − αi−1
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 · mˆi−1
=θ′i − αi ·
√
1
i + 1
1− βˆi
· gi −
αi ·
√
1
i + 1
1− βˆi
· βˆi − αi−1
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 · mˆt−1
+
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−

√
1
i + 1
1− βˆi
− 1
 · (θi+1 − θi) .
(30)
Additionally, when i = 1 and θ′1 = θ1, we have
θ′2 − θ′1 =θ2 +
(
6√
3
+ 1
)
· βˆ2√
2− βˆ2
(θ2 − θ1)− θ1
=θ2 +
√
2 + 1
1− βˆ1
· (θ2 − θ1) +
[(
6√
3
+ 1
)
· βˆ2√
2− βˆ2
−
√
2 + 1
1− βˆ1
]
(θ2 − θ1)− θ1
=− α1 ·
√
2 + 1
1− βˆ1
· g1 +
[(
6√
3
+ 1
)
· βˆ2√
2− βˆ2
−
√
2 + 1
1− βˆ1
+ 1
]
(θ2 − θ1)
(31)
to complete our proof.
B Proofs in Section 4
In this section, we provide the proofs for theorems and corollaries in Section 4.
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B.1 Proof of Theorem 4.1
Proof. Combining Assumption 4.1 and Lemma A.6, for the sequence {θ′t} we have
E
[
f(θ′t+1)− f(θ′1)
]
=E
[
t∑
i=1
(
f(θ′i+1)− f(θ′i)
)]
≤E
[
t∑
i=1
(
∇f(θ′i)T (θ′i+1 − θ′i) +
L
2
∥∥θ′i+1 − θ′i∥∥2)
]
=E
[
t∑
i=1
(
(∇f(θ′i)−∇f(θi))T
(
θ′i+1 − θ′i
)
+∇f(θi)T
(
θ′i+1 − θ′i
)
+
L
2
∥∥θ′i+1 − θ′i∥∥2)
]
≤E
[
t∑
i=1
(
1
2L
‖∇f(θ′i)−∇f(θi))‖2 +∇f(θi)T
(
θ′i+1 − θ′i
)
+ L
∥∥θ′i+1 − θ′i∥∥2)
]
≤E
[
t∑
i=1
L
2
‖θ′i − θi‖2
]
︸ ︷︷ ︸
T1
+E
[
t∑
i=1
∇f(θi)T
(
θ′i+1 − θi
)]
︸ ︷︷ ︸
T2
+E
[
t∑
i=1
L
∥∥θ′i+1 − θ′i∥∥2
]
︸ ︷︷ ︸
T3
(32)
For T1 in Equation (32): we have
E
[
t∑
i=1
L
2
‖θ′i − θi‖2
]
= E
 t∑
i=2
L
2
·
(
6√
i+ 1
+ 1
)2
·
 βˆi√
i
i−1 − βˆi
2 · ‖θi − θi−1‖2

1
≤E
[
t∑
i=2
L
2
‖θi − θi−1‖2
]
= E
[
t∑
i=2
L
2
· α2i−1 · ‖mˆi−1‖2
]
2
≤ E
[
t∑
i=2
L
2
· α2i−1 · (1 + βi−1)2 · ‖gi−1‖2
]
≤E
[
t∑
i=2
L
2
· α2i−1 · (1 + βi−1)2 · ‖gi−1 −∇f(θi−1) +∇f(θi−1)‖2
]
≤E
[
t∑
i=1
L
4
· α2i · (1 + βi)2 · σ2
]
+ E
[
t∑
i=1
L
4
· α2i · (1 + βi)2 · ‖∇f(θi)‖2
]
≤Lσ
2α20
2
· (1 + ln(t)) + E
[
t∑
i=1
L
2
· α2i · ‖∇f(θi)‖2
]
(33)
where 1 and 2 establish becuase of Corollary A.5 and Lemma A.1.
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For T2 in Equation (32): it satisfies
E
[
t∑
i=1
∇f(θi)T
(
θ′i+1 − θ′i
)]
=E
 t∑
i=2
∇f(θi)T
( 6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
 mˆi−1

︸ ︷︷ ︸
T2.1
− E
[
t∑
i=1
∇f(θi)T
((√
1
i
+ 1
)
· αi
1− βˆi
)
gi
]
︸ ︷︷ ︸
T2.2
+ E
 t∑
i=1
∇f(θi)T
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
 (θi − θi−1)

︸ ︷︷ ︸
T2.3
(34)
T2.1 can be reformulated as:
T2.1 =E
 t∑
i=2
∇f(θi)T
( 6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
 mˆi−1

1
≤E
 t∑
i=2
( 6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
 · ‖∇f(θi)‖ · ‖mˆi−1‖

2
≤E
 t∑
i=2
( 6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
 ·G2

=E
[(
6√
3
+ 1
)
· α1βˆ2√
2− βˆ2
·G2
]
− E
[(√
1
t
+ 1
)
· αtβˆt
1− βˆt
·G2
]
+ E
t−1∑
i=2
( 6√
i+ 2
+ 1
)
· αiβˆi+1√
i+1
i − βˆi+1
−
(
1√
i
+ 1
)
· αiβˆi
1− βˆi
 ·G2

︸ ︷︷ ︸
T2.1.1
(35)
where 1 and 2 establish becuase of Corollary B.2 and gradient norm bounded assumption when α = α0√
t
. With the
same selection of hyper-parameters, i.e., αt, we have T2.1.1 satisfies( 6√
i+ 2
+ 1
)
· αiβˆi+1√
i+1
i − βˆi+1
−
(
1√
i
+ 1
)
· αiβˆi
1− βˆi
 ≤ α0
i
(36)
due to Lemma B.3. Thus, submitting Equation (36) back into Equation (35), we have
T2.1 ≤E
[(
6√
3
+ 1
)
· α1βˆ2√
2− βˆ2
·G2
]
− E
[(√
1
t
+ 1
)
· αtβˆt
1− βˆt
·G2
]
+ E
[
t−1∑
i=2
α0
i
]
1
≤E
[
t−1∑
i=1
α0
i
]
≤ α0 (ln(t) + 1) .
(37)
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where we have 1 becuase βˆi ≤ 112 got from Corollary A.5. Then we investigate T2.3 which can be reformulated as
T2.3 =E
 t∑
i=1
∇f(θi)T
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
 (θi − θi−1)

=E
 t∑
i=1
∇f(θi)T
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
 · (−αi−1mˆi−1)

1
≤ E
 t∑
i=1
2
(
1− βˆi
)
√
1
i + 1
· α
2
i−1
αi
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
∣∣∣∣∣∣
2
· ‖mˆi−1‖2

︸ ︷︷ ︸
T2.3.1
+ E
[
t∑
i=1
1
8
·
(√
1
i
+ 1
)
· αi
1− βˆi
· ‖∇f(θi)‖2
]
,
(38)
where we have 1 becuase of the Cauthy-Schwarz inequality. With the hyper-parameters selection, for any i ≥ 1, we
have
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
∣∣∣∣∣∣+
∣∣∣∣∣
(√
1
i
+ 1
)
· 1
1− βˆi
∣∣∣∣∣+ 1 ≤ 5
(39)
Then, submitting Equation (39) back into T2.3.1 of Equation (38), we can obtain
T2.3.1 ≤E
 t∑
i=1
2
(
1− βˆi
)
√
1
i + 1
· α
2
i−1
αi
· 5 ·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
∣∣∣∣∣ · ‖mˆi−1‖2
]
1
≤E
 t∑
i=1
20α0
(
1− βˆi
)
√
1
i + 1
·
√
1
i
·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
∣∣∣∣∣∣ ·G2

2
≤E
 t∑
i=1
20α0
(
1− βˆi
)
√
1
i + 1
·
√
1
i
·
(√1
i
+ 1
)
· 1
1− βˆi
−
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
− 1
 ·G2

≤E
10α0G2 t∑
i=1
√
1
i
·
(√1
i
+ 1
)
· 1
1− βˆi
−
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
− 1

(40)
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where 1 and 2 establish becuase of αi = α0√i , the gradient norm bounded assumption and Corollary B.4. Then we
can rearrange terms of Equation (40) as follows
T2.3.1 ≤10α0G2 · E
[
2
1− βˆi
− 1
]
+ 10α0G
2 · E
t−1∑
i=1
√
1
i+ 1
·

√
1
i+1 + 1
1− βˆi+1
− 1

−
√
1
i
·
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1

≤10α0G2 · E
[
2
1− βˆi
− 1
]
+ 10α0G
2 · E
t−1∑
i=1
√
1
i
·

√
1
i+1 + 1
1− βˆi+1
− 1
−
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1

1
≤10α0G2 · E
[
2
1− βˆi
− 1
]
+ 10α0G
2 · E
[
t−1∑
i=1
√
1
i
· 6√
i+ 2
]
≤10α0G2 · (7 + 6 ln(t))
(41)
where we have 1 according to Lemma B.1. Then, we submit Equation (41) back to Equation (38) to have
T2.3 ≤ E
[
1
8
·
(√
1
i
+ 1
)
· αi
1− βˆi
· ‖∇f(θi)‖2
]
+ 10α0G
2 · (7 + 6 ln(t)). (42)
Thus, we submit Equation (37) and Equation (42) back into Equation (34) to have
E
[
t∑
i=1
∇f(θi)T
(
θ′i+1 − θi
)]
≤α0 (ln(t) + 1)− E
[
t∑
i=1
∇f(θi)T
((√
1
i
+ 1
)
· αi
1− βˆi
)
gi
]
+ E
[
1
8
·
(√
1
i
+ 1
)
· αi
1− βˆi
· ‖∇f(θi)‖2
]
+ 10α0G
2 · (7 + 6 ln(t))
≤ (60G2 + 1)α0 ln(t) + (70G2 + 1)α0 − E[7
8
t∑
i=1
αi ‖∇f(θi)‖2
]
(43)
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For T3 in Equation (32): we obtain that
E
[
t∑
i=1
L
∥∥θ′i+1 − θ′i∥∥2
]
=E
 t∑
i=2
∥∥∥∥∥∥−αi ·
√
1
i + 1
1− βˆi
· gi −
αi ·
√
1
i + 1
1− βˆi
· βˆi − αi−1
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 · mˆi−1
+
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−

√
1
i + 1
1− βˆi
− 1
 · (θi+1 − θi)
∥∥∥∥∥∥
2
+ E
∥∥∥∥∥−α1 ·
√
2 + 1
1− βˆ1
· g1 +
[(
6√
3
+ 1
)
· βˆ2√
2− βˆ2
−
√
2 + 1
1− βˆ1
+ 1
]
(θ2 − θ1)
∥∥∥∥∥
2

≤E
 t∑
i=1
3 ·
∥∥∥∥∥∥αi ·
√
1
i + 1
1− βˆi
· gi
∥∥∥∥∥∥
2
︸ ︷︷ ︸
T3.1
+
t∑
i=1
E
3 ·
∥∥∥∥∥∥
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−

√
1
i + 1
1− βˆi
− 1
 · (θi+1 − θi)
∥∥∥∥∥∥
2
︸ ︷︷ ︸
T3.2
+ E
 t∑
i=2
3 ·
∥∥∥∥∥∥
( 6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
 mˆi−1
∥∥∥∥∥∥
2

︸ ︷︷ ︸
T3.3
,
(44)
according to the fact ‖p+ q + r‖2 ≤ 3
(
‖p‖2 + ‖q‖2 + ‖r‖2
)
, ∀ p, q, r ∈ Rd. Thus, for T3.1 of Equation (44), we
find
T3.1 =E
 t∑
i=1
3 ·
∥∥∥∥∥∥αi ·
√
1
i + 1
1− βˆi
· gi
∥∥∥∥∥∥
2 ≤ E[ t∑
i=1
6α2i · ‖gi‖2
]
=E
[
t∑
i=1
6α2i · ‖gi −∇f(θi) +∇f(θi)‖2
]
≤
t∑
i=1
3α2iσ
2 + E
[
t∑
i=1
3α2i · ‖∇f(θi)‖2
]
≤ 3σ2α20 (ln(t) + 1) + E
[
t∑
i=1
3α2i · ‖∇f(θi)‖2
]
(45)
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Then, we provide the upper bound of T3.2 as follows
T3.2 =E
 t∑
i=1
3 ·
∥∥∥∥∥∥
( 6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−

√
1
i + 1
1− βˆi
− 1
 · (θi+1 − θi)
∥∥∥∥∥∥
2
=E
 t∑
i=1
3α2i ·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
√
1
i + 1
1− βˆi
+ 1
∣∣∣∣∣∣
2
· ‖mˆi‖2

1
≤E
 t∑
i=1
15α2i ·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
√
1
i + 1
1− βˆi
+ 1
∣∣∣∣∣∣ · ‖mˆi‖2

2
≤ E
 t∑
i=1
15α2i (1 + βi)
2
2
·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
√
1
i + 1
1− βˆi
+ 1
∣∣∣∣∣∣ · σ2

︸ ︷︷ ︸
T3.2.1
+ E
 t∑
i=1
15α2i (1 + βi)
2
2
·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
√
1
i + 1
1− βˆi
+ 1
∣∣∣∣∣∣ · ‖∇f(θi)‖2

︸ ︷︷ ︸
T3.2.2
(46)
where we have 1 and 2 becuase of Equation (39) and Lemma A.3. Then we rearrange the terms of T3.2.1 in the
following
T3.2.1 =E
 t∑
i=1
15α20(1 + βi)
2σ2
2
· 1
i
·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· 1
1− βˆi
+ 1
∣∣∣∣∣∣

1
=E
 t∑
i=1
15α20(1 + βi)
2σ2
2
· 1
i
·
(√1
i
+ 1
)
· 1
1− βˆi
−
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
− 1

where 1 holds due to Corollary B.4. Similar to the techniques we utilized to bound T2.3.1 of Equation (38), we have
T3.2.1 ≤
15α20
(
1 + 150
)2
σ2
2
· E
[
2
1− βˆ1
− 1
]
+
15α20
(
1 + 150
)2
σ2
2
· E
t−1∑
i=1
1
i+ 1
·

√
1
i+1 + 1
1− βˆi+1
− 1

−1
i
·
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1

≤15α20σ2 · E
[
2
1− βˆ1
− 1
]
+ 15α20σ
2 · E
t−1∑
i=1
1
i
·

√
1
i+1 + 1
1− βˆi+1
− 1
−
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1

1
≤15α20σ2 · E
[
2
1− βˆi
− 1
]
+ 15α20σ
2 · E
[
t−1∑
i=1
1
i
· 6√
i+ 2
]
2
≤ 210α20σ2
(47)
where 2 establishes becuase
2
1− βˆi
≤ 3, ∀ i ≥ 1, and E
[
t−1∑
i=1
1
i
· 1√
i+ 2
]
≤
∫ t
1
i−1.5di ≤ 2. (48)
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For T3.2.2 in Equation (46), we then obtain
T3.2.2 = E
 t∑
i=1
15α2i (1 + βi)
2
2
·
∣∣∣∣∣∣
(
6√
i+ 2
+ 1
)
· βˆi+1√
i+1
i − βˆi+1
−
√
1
i + 1
1− βˆi
+ 1
∣∣∣∣∣∣ · ‖∇f(θi)‖2

≤ E
[
t∑
i=1
75α2i (1 + βi)
2
2
· ‖∇f(θi)‖2
]
.
(49)
Submitting Equation (47) and Equation (49) back into Equation (46), we find
T3.2 ≤ 210α20σ2 + E
[
t∑
i=1
75α2i (1 + βi)
2
2
· ‖∇f(θi)‖2
]
. (50)
For T3.3 of Equation (44), we have
T3.3 =E
 t∑
i=2
3 ·
∥∥∥∥∥∥
( 6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
 mˆi−1
∥∥∥∥∥∥
2

=E
 t∑
i=2
3 ·
( 6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
2 · ‖mˆi−1‖2

1
≤E
 t∑
i=2
21αi−1 ·
∣∣∣∣∣∣
(
6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
∣∣∣∣∣∣ · ‖mˆi−1‖2

2
≤ E
 t∑
i=2
11αi−1 ·
∣∣∣∣∣∣
(
6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
∣∣∣∣∣∣ · ‖∇f(θi−1)‖2

︸ ︷︷ ︸
T3.3.1
+ E
 t∑
i=2
11αi−1 ·
∣∣∣∣∣∣
(
6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
∣∣∣∣∣∣ · σ2

︸ ︷︷ ︸
T3.3.2
,
(51)
where we have 1 due to the fact that∣∣∣∣∣∣
(
6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
(
6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
∣∣∣∣∣∣+
∣∣∣∣∣
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
∣∣∣∣∣ ≤
(
6√
3
+ 1
)
· αi−1 + 2αi ≤ 7αi−1
when i ≥ 1 and αi = α0√i . Besides, 2 establishes becuase of Lemma A.3. Then, we provide the upper bound of T3.3.1
as follows
T3.3.1 =E
 t∑
i=2
11αi−1 ·
∣∣∣∣∣∣
(
6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
∣∣∣∣∣∣ · ‖∇f(θi−1)‖2

≤E
[
t∑
i=2
77α2i−1 · ‖∇f(θi−1)‖2
]
≤ E
[
t∑
i=1
77α2i · ‖∇f(θi)‖2
]
.
(52)
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After that, we find T3.3.2 of Equation (51) satisfies
T3.3.2 =E
 t∑
i=2
11αi−1 ·
∣∣∣∣∣∣
(
6√
i+ 1
+ 1
)
· αi−1βˆi√
i
i−1 − βˆi
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi
∣∣∣∣∣∣ · σ2

=E
[
11α0 ·
(
6√
3
+ 1
)
· α0βˆ2√
2− βˆ2
· σ2
]
− E
[(√
1
t
+ 1
)
· 11αt · αtβˆt
1− βˆt
· σ2
]
+ E
σ2 t−1∑
i=2
11αi · ( 6√
i+ 2
+ 1
)
· αiβˆi+1√
i+1
i − βˆi+1
− 11αi+1 ·
(√
1
i
+ 1
)
· αiβˆi
1− βˆi

≤E [11α20σ2]+ E
σ2 t−1∑
i=2
11αi ·
( 6√
i+ 2
+ 1
)
· αiβˆi+1√
i+1
i − βˆi+1
−
(√
1
i
+ 1
)
· αiβˆi
1− βˆi

1
≤E
[
σ2
t−1∑
i=1
11αi · α0
i
]
2
≤ E
[
11σ2α20
t−1∑
i=1
i−1.5
]
3
≤ 22σ2α20.
(53)
where 1 , 2 and 3 establish due to Lemma B.3, αi = α0√i and Equation (48). Then, we introduce Equation (53) and
Equation (52) to Equation (51), and have
T3.3 ≤ 22σ2α20 + E
[
t∑
i=1
77α2i · ‖∇f(θi)‖2
]
. (54)
Thus, we obtain that T3 of Equation (32) can be bounded as
E
[
t∑
i=1
L
∥∥θ′i+1 − θ′i∥∥2
]
≤3σ2α20 ln(t) + 235α20σ2 + E
[
t∑
i=1
155α2i ‖∇f(θi)‖2
]
. (55)
according to Equation (45), Equation (50) and Equation (54).
Finally, if we set
α0 ≤ 3
4L+ 1240
(56)
and submit Equation (33), Equation (43) and Equation (55) back into Equation (32), we then obtain that
E
[
f(θ′t+1)− f(θ′1)
] ≤ C0 + C1 ln(t)− E[ t∑
i=1
αi
2
‖∇f(θi)‖2
]
(57)
where C0 and C1 satisfy
C0 =
(
L
2
+ 235
)
· α20σ2 +
(
70G2 + 1
)
α0, C1 =
(
L
2
+ 3
)
· α20σ2 +
(
60G2 + 1
)
α0.
As a result, we have
E
[∑t
i=1 αi ‖∇f(θi)‖2
]
∑t
i=1 αi
≤
E
[∑t
i=1 αi ‖∇f(θi)‖2
]
2α0
√
t
≤ C
′
0√
t
+
C ′1 ln(t)√
t
, (58)
where
C ′0 =
(
L
2
+ 235
)
· α0σ2 +
(
70G2 + 1
)
, C ′1 =
(
L
2
+ 3
)
· α0σ2 +
(
60G2 + 1
)
. (59)
Thus, the proof has completed.
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B.2 Some Lemmas for Theorem 4.1
Lemma B.1. In Algorithm 1, if we denote
βˆt := βt · ‖gt‖‖mˆt−1‖+ δt ,
where the parameter satisfies βt ≤ 150 . We can obtain that(
6√
i+ 1
+ 1
)
βˆt√
i
i−1 − βˆi
+
6√
i+ 1
+ 1 ≥ 1√
i
· 1
1− βˆi
+
1
1− βˆi
,
when i ≥ 2.
Proof. With the fact that the inequality 4i2 − 9i+ 3 > 0 satisfies,when i ≥ 2, we have
[2 (i− 1)]2 ≥ i+ 1, i ≥ 2⇐⇒
√
i+ 1
i− 1 ≤ 2, i ≥ 2.
Combining with the fact that βˆi ≤ 12 and
√
i+1
i ≤ 2 when i ≥ 2, we have
6− 2
√
i+ 1
i
≥ 2 ≥
√
i+ 1
i− 1 ≥ 2βˆi
√
i+ 1
i− 1 , i ≥ 2⇐⇒
6√
i+ 1
− 2√
i
≥ 2βˆi
i− 1 , i ≥ 2. (60)
When i ≥ 2, we then obtain that
2βˆi
i− 1 ≤
6√
i+ 1
− 2√
i
1
≤ 6√
i+ 1
− 1√
i
· 1
1− βˆi
≤ 6√
i+ 1
·
√
i
i−1√
i
i−1 − βˆt
− 1√
i
· 1
1− βˆi
, (61)
where 1 establishes because of βˆi ≤ 12 . Besides, we provide some lower bound of 2βˆii−1 , which can be presented as
2βˆi
i− 1 ≥ 4 ·
 ii−1 − 1√
i
i−1 + 1
 βˆi ≥ 1(
1− βˆi
)2 ·
 ii−1 − 1√
i
i−1 + 1
 βˆi
=
(√
i
i−1 − 1
)
βˆi(
1− βˆi
)2 ≥
(√
i
i−1 − 1
)
βˆi(√
i
i−1 − βˆi
)(
1− βˆi
) = 1
1− βˆi
−
√
i
i−1√
i
i−1 − βˆi
(62)
when i ≥ 2. Combining Equation (61) and Equation (62), we then obtain
6√
i+ 1
·
√
i
i−1√
i
i−1 − βˆt
− 1√
i
· 1
1− βˆi
≥ 1
1− βˆi
−
√
i
i−1√
i
i−1 − βˆi
⇐⇒ 6√
i+ 1
·
√
i
i−1√
i
i−1 − βˆt
+
√
i
i−1√
i
i−1 − βˆi
− 1√
i
· 1
1− βˆi
− 1
1− βˆi
≥ 0
⇐⇒
(
6√
i+ 1
+ 1
)
βˆt√
i
i−1 − βˆi
+
6√
i+ 1
+ 1 ≥ 1√
i
· 1
1− βˆi
+
1
1− βˆi
.
(63)
to complete the proof.
Corollary B.2. Under the hypotheses of Lemma B.1, we have
1√
i− 1 ·
( 6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 ≥ 1√
i
·

(
1√
i
+ 1
)
βˆi
1− βˆi

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Proof. Acoording to Lemma B.1, the LHS of Equation (63) can be reformulated as
(
6√
i+ 1
+ 1
)
βˆt√
i
i−1 − βˆi
+
6√
i+ 1
+ 1 =
(
6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
·
√
i
i−1
βˆi
(64)
Thus, submitting Equation (64) back to Equation (63), we have
1√
i− 1 ·
( 6√
i+ 1
+ 1
)
· βˆi√
i
i−1 − βˆi
 ≥ 1√
i
·

(
1√
i
+ 1
)
βˆi
1− βˆi
 (65)
to complete the proof.
Lemma B.3. Under the hypotheses of Lemma B.1, we have
βˆi+1√
i+1
i − βˆi+1
·
(
6√
i+ 2
+ 1
)
− βˆi
1− βˆi
(
1√
i
+ 1
)
≤ 1√
i
Proof. According to the update paradigm of Algorithm 1, we have
βˆi+1
βˆi
≤
√
i+ 1
i
⇔ 1
βˆi
≤
√
i+1
i
βˆi+1
⇔ 1− βˆi
βˆi
≤
√
i+1
i − βˆi+1
βˆi+1
⇔ βˆi
1− βˆi
≥ βˆi+1√
i+1
i − βˆi+1
. (66)
Besides, with the fact that
min
j≥2
√
(j + 1)(j + 2)
j
− 1
2
·
√
j + 2
j
≥ 1
2
and βˆi ≤ 112 for all i ≥ 2, we then obtain
6βˆi+1 ≤ 1
2
≤
(√
(i+ 1)(i+ 2)
i
− 1
2
·
√
i+ 2
i
)
=
(√
i+ 1
i
− 1
2
)√
i+ 2
i
≤
√
i+1
i − βˆi+1
1− βˆi
·
√
i+ 2
i
.
(67)
We then rearrange the terms of Equation (67), the following inequality establishes
1
1− βˆi
· 1√
i
≥ βˆi+1√
i+1
i − βˆi+1
· 6√
i+ 2
(68)
Combining Equation (66) with Equation (68), we have
βˆi
1− βˆi
+
1
1− βˆi
· 1√
i
≥ βˆi+1√
i+1
i − βˆi+1
·
(
6√
i+ 2
+ 1
)
⇐⇒ βˆi
1− βˆi
(
1√
i
+ 1
)
+
1√
i
≥ βˆi+1√
i+1
i − βˆi+1
·
(
6√
i+ 2
+ 1
)
⇐⇒ βˆi+1√
i+1
i − βˆi+1
·
(
6√
i+ 2
+ 1
)
− βˆi
1− βˆi
(
1√
i
+ 1
)
≤ 1√
i
.
(69)
Thus, we complete the proof.
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Corollary B.4. Under the hypotheses of Lemma B.1, we have
βˆi+1√
i+1
i − βˆi+1
·
(
6√
i+ 2
+ 1
)
−
√
1
i + 1
1− βˆi
+ 1 ≤ 0
Proof. According to Lemma B.3, we have
βˆi+1√
i+1
i − βˆi+1
·
(
6√
i+ 2
+ 1
)
− βˆi
1− βˆi
(
1√
i
+ 1
)
≤ 1√
i
=
(
1− βˆi
)
·
√
1
i + 1
1− βˆi
− 1. (70)
Thus, rearrange the previous inequalities, we obtain
βˆi+1√
i+1
i − βˆi+1
·
(
6√
i+ 2
+ 1
)
−
√
1
i + 1
1− βˆi
+ 1 ≤ 0 (71)
to complete the proof.
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