We discuss the use of adalitivc hiorthoponal wavelel packet hases in a prohahilistiu approach to texture analysis, thus combining the advantages of hiorthogonal wavelets (FlR. linear phase) with those of a coherent texture model. The computation of the prohability uses both the primal and dual coelticients of the adqitcd biorthogonal wavelet packet ha The computation of the hiorthogonal wavelet packet coefficients is done usinp a lil.tina scheme. which is very efficient. The niotlel is applied to the classitication of mosaics of Brodatz textures. the results showing inqirovement ovcr the perhrnnncc of thc corresponding orthoponal wwelets.
INTRODUCTION
The segmentation and classification of images based on texture analysis plays a major role in image understaiding applications. Over the y e m , texture analysis has received considerable atteution in terms of both methodology and application. The commonly used methods are based on statistical, model-based, and signal pmcessing features.
In the signal processing approaches for texture analysis, feature extraction mainly includes two steps: the signal decorrelation step which usually consists of a signal transform and the computatiou of the feature metric, which is either an energy or. a probability measure. The frequency domain energy distributions produced by the signal transforms are used to extract texture features. The commonly used transforms for texture analysis include Gabor transforms 111, ring and wedge transforms, wavelet transforms as wavelet packet decompositions 12,3, 41 or wavelet frame decomposition [51. For a comparative study on above techniques, see 161.
Most of the work on wavelet-based texture analysis has concentrated on onhogonal wavelets, which have the drawhack that their design constraints do not allow the wavelet filter to be both FIR and linear phase, i.e. both real and symmetric. This can, however, be acheved for biorthogonal wavelets, where the analysis (primal) wavelet and the synthesis (dual) wavelet differ in length. It is well known that biorthogonal wavelets outperform orthogonal wavelets in In section 2, We describe the adaptive probabilistic e xtufe model using hionhogonal wavclcis. Section 3 outlines the basics of biorthogonal wavcleis, their lifting realization. and the mother wavelets used in the experiinents. section 4
shows the rcsults ol parameter estimation, and the classification of tnosaics using Brodatz 171 textures. We conclude in section 5.
TEXTURE MODEL
The purpose of this section is to review the model described thus parameterized by a dyadic partition of the Fb'ouricr domain, which in conjunction with a mother wavelet defines a wavelet packet basis, and a function that avsigns to eachelemen1 of the partition (i.e. each subband), its variance. In [41, it is shown that exact MAP estimates of these parameters can he learned from samples of a texture using an efficient depth-first search algorithm on the space of dyadic partitions. The result is a model in which the basis adapts to the structure inherent in the texture according to a criterion derived from the texture model itself, rather than introducid on an od hoc basis.
The Gaussian assumption might appear to go against the fact that the subband histograms of standard wavelet coefficients take on a leptokurtotic form more closely modelled by. for example, a generalized Gaussian with shape factor less than unity. However, most of these studies were concemed with 'natural' images. The statistics were thus comprised of mixtures of many cnmponeiits corresponding to different entities in the scene. There is no reason to suppose that these statistics will be preserved for the images in a coherent texture class. Second, products of generalized Gaussiaiis do not preserve their form under a change of basis, so that in a basis adapted to the texture class under consideration. again there is no reason to suppose that the statistics will necessarily assume the standard fonn. hi the absence of niorc specific infonnation. a Gaussiiui distrihution is used as a maximum entropy choice: it suppses only that the energy in each of the adaptive subbands will be approximately preserved from texture sample to texture sample. MAP estimates of the parameters for a given texture are found by examining the probability of the parameters given a set of images d = {In} of the texture:
We choose l'r(f1T) to be Jeffrey's ignorance prior. We choose the probability of a given partition T to be Pr(T) : Z-l(,O)e-oE~~Q(T) N L where Q(T) is the quadtree naturally related to the partition, t is a vertex in this tree, and 
Classification
In order to classify pixels, we use an undecimated wavelet decomposition, and consider the following approximation to the exact probability distribution for the texture on a region R where Mu = 4"(") is the redundancy factor for subhand D in the inideciinated transform. The class of a pixel. A(:c). is then estimated as:
where V(:c) is a set or neighbours nl.pixcl :c
RIOKTIIOGONAI, WAVELETS
Fur orthogonal wavelets. the synthesis mother wavelet liltcrs are obtained by urdcr tlipping the analysis mother wavelet lilters. Thus both analysis and synthesis mother wavelets are the same. For biorthogonal wavelets [XI, different mother wavelet filters satisfying perfect reconstruction conditions cai be chosen in the analysis and synthesis lilter banks. The lifting scheme [SI is often used i n designing and implementing biorthogonal wavelets. In this paper. we use a two-step lifting scheme to compute the bionhogonal wavelet packet coefficients. as described in the following sections.
The Lifting Scheme
The lifting scheme, first introduced as a method for wavelet design without using frequency domain techniques, forms a natural parameterization of the corresponding filter banks for spatial domain design and implementation. In addition, lifting yields in-place computation of the wavelet coefficients, thus enabling fast aid memory efficient computations. The basic idea of lifting is the factorization of the polyphase matrix of the filter bank for a given wavelet transfonn into alternating upper and lower triangular matrices with unit diagonals. The general structure of a Id lifting scheme consists of at least 4 steps: split, prediction lifting (P), update lifting (U), and normalization. The splitting for an input signd zu is:
The prediction and update steps result in high-pass and low-pass channels respcctively in the corresponding filter bank. Their order can be interchanged according to the scheme, as discussed in the following section.
Biorthognnal wavelets using lifting
We will use a class of biorthogonal wavelets known as interpolating wavelets [9] , which can be realized using only 
where A{ aid hi arc the numher of vauishiiig moments in p a l d .I( respectively. Similarly. the dual wavelet Is) is ohtained using U+P lifting:
--
In both cases C j p, = C j 1~~ = 1. Such wavelet pairs are usually denoted as ( M , fi), where A4 ($1) is the iiumherof vanishing moments in the 1.) (Is)) mother wavelet.
Interpolating wavelets use interpolation filters for p and U. For example, two vanishing momeiits with coefficients (i, f) yields h e a r interpolation, while four vaiishing moments with coefficient3 (-k, &, & , -&) yields cubic interpolation.
SIMULATION RESULTS
We present the performance of hiorthogonal wavelets with vanishing moments (2,2), (4,2), (4,4), and (2,4), and compare them with orthogonal wavelets Haar, D4, and D8, which are the compact support wavelets with I, 2, and 4 vanishing moments respectively. Table 1 summarizes the details of the wavelets used in these simulations, where : 1, is the length of the primal mother wavelet and 1, the length of the dual mother wavelet.
The model we derived in section 2 reduces to that for orthogonal wavelets when the primal and dual bases are the same; thus we can use the model for orthogonal wavelets tau. Fig. 1 . Parameter estiinatiou. Row 1: textures Ralfia. Herring, and Wool: row 2 their power spectra; rows 3-4 their estimated parameters using (2,2) and (4,2) wavelets.
Parameter Estimation
The parameters T and J are estimated as described earlier.
They are shown graphically in figure 1 for three textures: Raffia, Herring, and Wool, and two wavelets: (2,Z) and (4,2). The brightness of each suhhand is proportional to V J O .
Classification
We present the classification performance of the biorthogonal wavelet model using three synthetic mosaics of Brodatz textures. In figure 2, we show the test mosaics, MI, M2 and M3, the corresponding ground truth maps, and the misclassification maps, where the misclassified pixels are shown in black, for two different biorthogonal wavelets: (2,2) and ( 4 2 .
The percentages of misclassified pixels are listed in table 2. It is evident from these results that for both orthogonal and hiorthogonal wavelets, shorter mother wavelets with a smaller number of vanishing moments outperform longer mother wavelets with a largernumher of vanishing moments. Moreover, we can compare the performance of the biorthogonal wavelet ( 2 2 ) with that of the orthogonal wavelet D4, since they have the same number of vanishing moments in both primal and dual wavelets (2 each), and they are the 
D4 ~8
compact support wavelets for that vauishing moment pair in orthogonal and biorthogonal wavelets, respectively. As can be seen h table 2, the (2,2) wavelet outperforms the D4 wavelet for the mosaics: M1 and M3, a i d on average for the three mosaics. Similar performance can be seen for the hiorthogonal and orthogonal wavelets with 4 vanishing moments, (4,4) and D8. for texture classification and analysis. In this model, both the primal and the dual wavelets associated with a specific biorthogonal wavelet transform are usedin the energy computation, in paramcter estimation, and for classification. For both orthogonal and biorthogonal wavelets, shorter wavelets with fewer vanishing moments classify better than longer wavelets with more vanishing moments. The biorthogonal wavelets (2.2) and (4,4) resulted UI better classifications compared to the corresponding compactly supported orthogonal wavelets with the same number of vanishing moments, D4 and D8. The use of the lifting scheme in this model provides very fast computation, in both training and classification, and also a parameterization of the wavelet filters I M1 M2 M3 Average I Table 2 . Percentagcs of inisclassified pixels that we plm ti1 use in future work t o optimizc the mother wavelet for a given texture. in addition tn frequency domain deco~npnsitiim.
