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2Tully-type mixed time-dependent long-range corrected density-functional tight-binding/classical
surface-hopping photodynamics is used to investigate the nature of and time scales for energy and
charge transfer in the simplest model of an organic photovoltaic heterojunction, namely a single
molecule of buckminsterfullerene (C60) together with a single molecule of pentacene. The distinc-
tion between energy and charge transfer is more difficult to make in practical calculations than might
at first seem to be the case, but several criteria are used to make a clear distinction between these
two phenomena. It is found that the excitation fluctuates from one molecule to the other, with the
first change within about 20 fs. However it is only after 188±28 fs that real charge transfer occurs.
This is commensurate with what is known from experiment and very different from the severe under-
estimate obtained when the same calculation is repeated without a long-range correction. The long-
range charge separation is not feasible to simulate in this model due to lack off appropriate charge
collection sinks. We believe that these encouraging results obtained with time-dependent long-range
corrected density-functional tight-binding/classical surface-hopping photodynamics opens the way,
because of their intrinsic computational efficiency compared with time-dependent long-range cor-
rected density-functional theory/classical surface-hopping photodynamics, to investigating a larger
variety of increasingly realistic model organic photovoltaic heterojunctions.
I. INTRODUCTION
So far, solar cell technology is dominated by silicon-
based solar cells as these provide excellent energy output
for the amount of energy obtained per amount of money
spent. Part of the reason for this is, of course, the result
of many years devoted to understanding and engineering
silicon-based electronics [5]. However organic electronics
is a rapidly developing technology based upon similar,
but different, principles [6]. It is increasingly able to com-
pete with traditional silicon-based technologies for niche
applications, especially where ease of fabrication (includ-
ing the possibility to print circuits with only minor mod-
ification of existant printing technology), lightness, and
flexibility are concerned. And one of the very interest-
ing niche applications of organic electronics is organic
solar cells [also known as organic photovoltaics (OPV)]
[4, 7–11]. According to the American National Renew-
able Energy Lab’s best energy efficiencies [12], crystalline
silicon solar cell technology achieves between 25% and
Six-Step Model
(i) Exciton formation via photon absorption
(ii) Excition diffusion to the heterojunction
(iii) Exciton dissociation into closely-bound
charge-transfer (CT) states at the heterojunction
(iv) Dissociation of these CT states into charge-separated
states composed of free mobile charges
(v) Charge transport away from the heterojunction
(vi) Charge collection at the electrodes
TABLE I: The generally accepted model for organic hetero-
junction solar cells [4].
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30% efficiency, approaching the theoretical Schockley-
Queisser efficiency of 33.16% [13]. In contrast, organic
solar cells are currently limited to 10% to 12% efficiency
at best. It is a challenge to know if this is close to
some intrinsic limit of organic materials or whether sig-
nificant increases in organic solar cell efficiency are still
possible. Theoretical investigation of the fundamental
mechanism of organic solar cell operation is likely to be
helpful here. The accepted model of power conversion
in the popular bulk heterojunction configuration is sum-
marized in Table I. These steps highlight the importance
of the heterojunction between an electron acceptor and
an electron donor phase. Experimental evidence indi-
cates that step (iii) occurs on a time scale on the or-
der of about 100 fs (e.g., 200 fs for APFO3/PCBM [14],
70-100 fs for pentacene/C60 [15], ≤ 100 fs for MDMO-
PPV/PC70BM and for PCPDTBT/PC70BM [16], and
82 fs for p-DTS(FBTTh2)2/PC71BM [17].) This short
time scale has sometimes been used by certain researchers
(particularly those coming from a solid-state physics
background) to neglect nuclear displacements during the
CT process. However key photochemical events involving
nuclear motion often occur on time scales of this same or-
der of magnitude. This has led us to model the bulk het-
erojunction excition dissociation event using techniques
from the photochemical modeler’s toolbox, in particu-
lar mixed Tully-type quantum chemical/classical surface
hopping photodynamics. Our specific objective is to ob-
tain a better understanding of the types of photochemical
phenomena that are occurring, and how quickly they are
occurring, on the scale of a few hundred fs.
Charge separation in organic solar cells has been inten-
sively studied and several review articles may be found in
the literature [4, 7–11, 18, 19]. The previously-mentioned
six step model focusing on events at, or in the vicin-
ity of, the heterojunction gradually emerged after Ching
Tang’s key demonstration in the 1980s that the excita-
tions which ultimately lead to charge separation origi-
nate on average at no more than 10 nm from the hetero-
junction [20]. Central questions inspired by this model
concern the time scales and efficiencies of different steps.
Step (v) is often mentioned as particularly puzzling. In-
3FIG. 1: The initial orientations of pentacene and buckmin-
sterfullerene in the model of organic solar cells studied in this
work.
deed a back-of-the-envelope calculation based upon the
idea of the formation of a dipole layer at the heteroint-
erface suggests that the charges should be bound to the
interface by on the order of 0.1-0.5 eV which may be com-
pared to the amount of available thermal energy which
is on the order of 0.025 eV [19], leading to the question
of how organic heterojunction solar cells can work at all?
Experimental techniques have provided some illumina-
tion, but are usually time-scale specific. Thus ultrafast
spectroscopic methods can probe excited-state dynam-
ics on subpicosecond time scales [16, 21–24], pump-probe
electron field-induced second harmonic (EFISH) genera-
tion experiments [25] can probe excited-state dynamics
on ps to ns time scales, and electrical methods can probe
free carrier motion on ns to ms time scales. As it stands,
step (iii) of the model is known experimentally to take
place on a time scale of the order of 100 fs, while step (iv)
is known experimentally to take place on a ps time scale.
The exact mechanism of step (iv) might be explained by
“simple” diffusion in a hopping model [25] but several
other factors are likely to contribute or may provide bet-
ter explanations [19]. As we shall see, our simulations of
a model heterojunction are designed, not to address the
motion of well-separated charge carriers, but rather to
gain insight into the initial charge separation event (iii).
Several considerations were taken into account in chos-
ing a model heterojunction. Rather than focusing on
components of the most efficient solar cells, we chose
to focus on two well-studied components, namely pen-
tacene (Pent) and buckminsterfullerene (C60) as well as
devices made with them as components. Pentacene be-
longs to the family of acenes which has been reviewed
in Ref. 26. It is the largest conveniently synthesized
member of the family and is a good choice as electron
donor (D). Buckminsterfullerene is an excellent electron
acceptor (A) and its derivatives are frequently found in
organic solar cells [27]. These molecules have been ex-
tensively studied both experimentally and theoretically.
They have also been combined to make interesting A/D
devices, including field-effect transistors [28] and solar
cells [29, 30]. C60/Pent devices have also been investi-
gated in the context of singlet fission [15, 30]. How pen-
tacene molecules align themselves on a surface should
depend both upon the type of surface and perhaps also
upon sample preparation. There is experimental evi-
dence that pentacene aligns in a head-on configuration
with silicon oxide corresponding to a (001) cut of the
pentacene crystal [31] but aligns itself in a flat-side con-
figuration on graphene corresponding to a (010) cut of the
pentacene crystal [32]. This is consistent with the general
chemistry concept of “like-likes-like” that is often used to
explain solubility and phase separation. The stability of
different cuts of a pentacene crystal interfaced with crys-
talline C60 has been investigated theoretically with the
conclusion that the head-on configuration formed by a
(001) cut of the pentacene crystal is likely to be more
stable than the flat-side configuration formed by a (010)
cut of the pentacene crystal [33]. This might suggest that
we should orient Pent in a head-on configuration with C60
in our model as has been done in several previous articles
focusing on excitation energies without dynamical mod-
eling [34–36]. However other studies have chosen to focus
on both the head-on and flat-side configurations [37, 38].
Indeed we find it interesting that the flat-side configu-
ration is known to undergo an electrocyclic addition re-
action [39] (though no indication of such a reaction was
found in our photochemical simulations.) After investi-
gating the energetics of a single buckminsterfullerene ac-
ceptor molecule together with a single pentacene donor
molecule in several different orientations, we chose a low
energy model consisting of a single buckminsterfullerene
molecule together with a single pentacene molecule with
the carbons 6 and 13 centered over the C60 bond formed
by two fused 6-membered rings as shown in Fig. 1. This
is close to the ideal configuration for the above mentioned
electrocyclic addition reaction. There is no exact corre-
spondance with any of the C60/Pent models in reported
in the literature but most closely resembles Models 1 and
2 of Ref. 38 as they differ primarily by rotation of the C60
“sphere.”
We have chosen to study the photodynamics of our sys-
tem using mixed Tully-type quantum chemical/classical
surface hopping photodynamics [40–43]. This is versi-
tile enough to describe nonadiabatic surface hopping pro-
cesses where the system can change from electronic states
of different character (e.g., charge localized to charge
transfer type) and, if enough trajectories are run, can
4give an idea of branching ratios for different photochem-
ical processes. The difficulty with this method is that
the choice of quantum chemical method must be efficient
enough to do many trajectories and many time steps for
each trajectory. One approach is to use time-dependent
(TD) density-functional theory (DFT). Mixed Tully-type
TD-DFT/classical surface hopping photodynamics was
first introduced by Tapavicza, Tavernelli, and Roethlis-
berger in 2007 [44] (Refs. 45, 46 provide reviews). As the
model system studied here is getting to be too large for
mixed TD-DFT/classical surface hopping calculations,
further approximations are necessary. We have cho-
sen to replace DFT with density-functional tight-binding
(DFTB) [47–49] which is a semiempirical approximation
to DFT. TD-DFTB was introduced by Niehaus et al.
[50–53] and is now well established. Naturally we have
to expect some loss of accuracy, but DFTB is now suffi-
ciently tested that we know that it is reasonably accurate
for, for example, obtaining trends in the ionization po-
tentials and electron affinities of molecules important for
organic electronics [54] and that TD-DFTB is able to ef-
fectively mimic excitonic effects in TD-DFT calculations
of molecular aggregates [55]. Mitric´ and coworkers were
apparently the first to develop mixed Tully-type TD-
DFTB/classical surface hopping photodynamics [56–58]
and this is what we use here in the recent program DFT-
Baby [59]. We note that this includes both Grimme’s
empirical van der Waals correction [60] which is impor-
tant for describing intermolecular forces between organic
molecules and the (TD-)DFTB version of a long-range
corrected (also known as a range-separated hybrid) [(TD-
)lc-DFTB] [61] which is needed for a correct description
of CT excitations. Indeed previous work indicates that
TD-lc-DFTB gives similar results to those obtained in
TD-CAM-B3LYP calculations [55].
A complete description of exciton energy transfer
(EET) and of charge transfer (CT) requires taking into
account not only the molecule(s) of interest but also their
environment [62]. Our model neglects environmental ef-
fects and has 96 atoms. It is large enough to demand
significant computational resources for the relatively long
photodynamics calculations reported here, but it is small
enough that we must expect recurrances. At the begin-
ning of the calculation, the overlap with the initial state
is expected to diminish in a process known as dephasing
(p. 81, Ref. 62). However rephasing — or the process of
returning to near the intial state — is also expected in
finite quantum mechanical systems (p. 81, Ref. 62). This
quantum mechanical effect is reminiscent of Poincare´’s
recurrance theorem in classical mechanics which says that
we should expect to see any finite size dynamical system
return arbitrary close to its stating point after some time
interval. The result is that we should expect to see energy
and charge sloshing (most likely) nonperiodically back
and forth between C60 and Pent. In the case of EET, ad-
ditional mechanisms such as Foerster or Dexter energy
transfer could be invoked to describe how the process oc-
curs. However we shall not be concerned with this level of
detail here, only with the fact that EET does indeed oc-
cur. Our interest is focused on discovering typical times
for EET in this system. We will also see CT but, be-
cause of rephasing, it will not be a permanent separation
of charges as that would require adding an environment
capable of carrying away the charges. Nevertheless, our
calculations should provide a lower estimate of how long
charge separation should take at a bulk heterojunction.
As our A/D system is C60/Pent, we expect electrons to
be transfered from Pent to C60.
This article is organized as follows: The next section
provides a brief review of the basic theory used in this
paper. Section III provides computational details and
our results are presented in Sec. IV. Section V contains
our concluding discussion.
II. THEORETICAL METHODS
This is a review section whose intent is to keep
this article reasonably self-contained. As photochemi-
cal modeling techniques have been reviewed in several
places [45, 46, 63], we will focus only on the specific tech-
niques needed to understand this article.
Following Tully [43], we use a mixed quantum mechani-
cal/classical trajectory surface hopping model where the
nuclear dynamics is assumed to be classical while the
electron dynamics is described by quantum mechanics.
Thus, the kth nucleus with mass Mk and position ~Rk(t)
follows Newton’s equation,
Mk
d2 ~Rk(t)
dt2
= −~∇kVI(R(t)) , (2.1)
where R =
[
~R1, ~R2, · · · , ~RM
]
is the matrix of nuclear po-
sition (column) vectors and VI is the adiabatic potential
energy function for the Ith electronic state. In contrast,
electron dynamics is governed by the time-dependent
field due to the classical nuclei,
Hˆe(r;R(r))Ψ(x, t) = i
d
dt
Ψ(x, t) , (2.2)
where Hˆe is the usual electronic Hamiltonian, r =
[~r1, ~r2, · · · , ~rN ], ~x = (~r, σ) includes both space and spin,
and x = [~x1, ~x2, · · · , ~xN ]. Such a model cannot be de-
rived from first principles, but is physically appealing
even if quantum effects of nuclear motion are lost. The
probability that a classical particle, following a classical
trajectory on the potential energy hypersurface of the Ith
electronic state hops to the hypersurface for the Jth elec-
tronic state is governed by the quantum mechanical evo-
lution of the electronic state. Tully [40, 43] proposed an
efficient way to calculate the hopping probability known
as fewest switches surface hopping (FSSH).
5A. FSSH
To determine the probability that a classical trajectory
describing nuclear motion hops to a new trajectory on
another potential energy surface, we expand
Ψ(x, t) =
∑
I
ΨI(x;R(t))CI(t) , (2.3)
in solutions of the time-independent electronic
Schro¨dinger equation,
HˆeΨI(x;R(t)) = EI(R(t))ΨI(x;R(t)) . (2.4)
The probability of finding the system on potential energy
surface m is then given by
PI(t) = |CI(t)|2 . (2.5)
The coefficients CI(t) are found by integrating the first-
order differential equation,
dCI(t)
dt
= −iEI(t)−
∑
J
dI,JCJ(t) , (2.6)
where the nonadiabatic coupling element,
dI,J(R(t)) = 〈ΨI(R(t))|dΨJ(R(t))
dt
〉
=
d~R(t)
dt
· ~FI,J(R(t)) , (2.7)
is related to the derivative coupling matrix,
~FI,J(R(t)) = 〈ΨI(R(t))|~∇R(t)|ΨJ(R(t))〉 . (2.8)
Note that this last quantity is both a function of the nu-
clear coordinates, a vector with respect to the nuclear
coordinates, and a matrix with respect to the electronic
degrees of freedom. (〈· · ·〉 refers only to integration over
the electronic degress of freedom.) We have arrived at
this point at a very nice physical picture of swarms of tra-
jectories of particles hopping between multiple potential
energy surfaces with the relative number of trajectories
on each potential energy surface giving the probability of
finding the system in that electronic state at any given
time.
We have to go a bit further in order to make our model
well-defined and to overcome some technical problems.
For one thing, we must be careful to conserve energy
during the calculation. This is accomplished by rescaling
the classical velocities after a hop from one surface to
another so that the potential plus kinetic energies of the
classical particle always remains constant. The element
dm,n(R(t)) may at first seem hard to calculate, but in
fact may be calculated numerically as,
dI,J(R(t+
∆
2
) =
1
2∆
[〈ΨI(R(t))|ΨJ(R(t+ ∆)〉
− 〈ΨI(R(t+ ∆)|ΨJ(R(t)〉] . (2.9)
A more difficult problem becomes evident when the
derivative coupling matrix is rewritten as,
~FI,J(R) =
〈ΨI |~∇Hˆe(R)|ΨJ〉 − δI,J ~∇EI(R)
EJ(R)− EI(R) . (2.10)
which shows that numerical difficulties can appear near
conical intersections when EI(R) ≈ EJ(R). This dif-
ficulty is usually solved by switching from adiabatic to
diabatic surfaces and following diabatic dynamics [64].
However the major problem with this sort of model is
that surface hopping at every time step rapidly becomes
unmanageable.
Tully [40, 43] solved this problem by coming up with
an especially efficient Monte Carlo procedure to carry out
the above calculation, namely the FSSH procedure. The
hopping probability from the Ith to the Jth potential
energy surface during a time interval of duration ∆t is
given by,
gI→J(t,∆t) =
(dPI,J(t)/dt)∆t
PI,I(t)
, (2.11)
where,
PI,J(t) = CI(t)C
∗
J(t) . (2.12)
A random number ξ is generated with uniform probabil-
ity over the interval (0, 1). The transition m → n only
occurs if
P
(I−1)
J < ξ < P
I
J , (2.13)
where
P
(I)
J =
∑
K=1,I
PJ,K (2.14)
is the sum of the transition probabilities for the first m
states.
B. TD-DFT FSSH
The calculations in the present model are based
upon the ground state density-functional tight binding
(DFTB) method and upon time-dependent (TD) DFTB.
As these are semi-empirical versions of density functional
theory (DFT) and of TD-DFT, we must first give a brief
description of DFT and of TD-DFT as well as of TD-
DFT FSSH.
DFT [65, 66] is now so well known that little needs
to be said except to introduce notation. (Refs. 67–69
provide an introduction to DFT.) The basic idea of the
Kohn-Sham formulation is to replace the real system of
N interacting electrons in an external potential vext, with
a fictitous system of noninteracting electrons moving in
a new potential,
vs = vext + vH + vxc . (2.15)
6Here
vH(~r1) =
∫
ρ(~r2)
r1,2
d~r2 (2.16)
is the Hartree (also known as the classical coulomb) po-
tential,
ρ(~r) =
∑
i
ni|ψi(|r)|2 (2.17)
is the charge density, and
vxc(~r) =
δExc[ρ]
δρ(~r)
(2.18)
is the exchange-correlation (xc) potential. (Hartree
atomic units me = e = h¯ = 1 are used throughout unless
otherwise indicated.) The Kohn-Sham molecular orbitals
(MOs) ψi with associated occupation number ni satisfy
the orbital Schro¨dinger equation,(
−1
2
∇2 + vs
)
ψi = iψi , (2.19)
and the exact ground-state electronic energy for the real
system may be written as,
E0 =
∑
i
nii +G
G = −1
2
∫ ∫
ρ(~r1)ρ(~r2)
r1,2
d~r1d~r2 + Exc −
∫
vxc(~r)ρ(~r) d~r ,
(2.20)
where Exc is the xc energy.
Thus far the theory is exact but impractical. To make
it practical, we must introduce density functional ap-
proximations (DFAs) for the xc energy. We are not
very concerned in the present article about the details
of different DFAs with the exception of DFAs which in-
troduce some orbital-dependent Hartree-Fock exchange.
The first such DFA was a “global hybrid,” introduced
by Becke in order to achieve near thermochemical accu-
racy [70]. This was clearly no longer pure Kohn-Sham
theory [71] and has been properly rebaptized as a gen-
eralized Kohn-Sham theory [72]. In particular, molecu-
lar orbital energies in generalized Kohn-Sham theory will
behave differently from those in traditional Kohn-Sham
theory. In recent years, global hybrids are being replaced
with “range-separated hybrids” [also called “long-range
corrected hybrids” (lc)] where the electron repulsion is
separated into a short-range (sr) part and a long range
(lr) part,
1
r1,2
=
(
1
r1,2
)
sr
+
(
1
r1,2
)
lr(
1
r1,2
)
sr
=
erfc(µr12)
r1,2(
1
r1,2
)
lr
=
erf(µr12)
r1,2
, (2.21)
where erf is the error function and erfc is the complemen-
tary error function. These become especially important
for a correct description of charge-transfer corrections in
TD-DFT.
TD-DFT is generally said to be based upon the Runge-
Gross theorem [73]. It has been extensively reviewed in
two recent proceedings [74, 75] and in one single author
book [76] as well as in several recent review articles [77–
82]. The most common application of TD-DFT is to
solve for excitation energies and oscillator strengths for
UV-Vis spectra (usually) using Casida’s linear-response
equation [83],[
A B
B∗ A∗
](
~XI
~YI
)
= ωI
[
1 0
0 −1
](
~XI
~YI
)
(2.22)
in the TD-DFT adiabatic approximation,
vxc[ρ](~r, t) =
δExc[ρt]
δρt(~r)
, (2.23)
where ρt(~r) = ρ(~r, t) is a function of ~r at a particular t.
The definition of the A and B matrices requires extend-
ing DFT to include spin (indicated by σ and τ). We may
then write that,
Aiaσ,jbτ = δi,jδa,bδσ,τ (aσ − iσ) +Kiaσ,jbτ
Biaσ,jbτ = Kiaσ,jbτ , (2.24)
where the coupling matrix is defined by,
Kiaσ,jbτ =
∫ ∫
ψ∗iσ(~r1)ψaσ(~r1)
× fσ,τHxc(~r1, ~r2)ψ∗jτ (~r2)ψb(~r2) d~r1d~r2
fσ,τHxc(~r1, ~r2) =
1
r1,2
+
δ2Exc[ρα, ρβ ]
δρσ(~r1)δρτ (~r2)
. (2.25)
The indices i and j are reserved for occupied orbitals
while a and b are used for unoccupied orbitals.
Thus far the TD-DFT linear response equations have
been written here for conventional (pure) DFAs. It is now
well-established that TD-DFT with conventional DFAs
works best for localized low-energy excitations without
too much charge transfer. On the other hand, charge-
transfer excitations may be underestimated by one or
two electron volts [84, 85]. Peach and co-workers defined
the Λ criterion to detect when a TD-DFT excited state
is likely to suffer from CT errors [86–92].
Λ =
∑
i,a κ
2
iaOia∑
i,a κ
2
ia
κia = Xia + Yia
Oia =
∫
|ψi(~r)|2|ψa(~r)|2 d~r . (2.26)
The best solution to date is to use TD-lc-DFT [93–98].
The energy of the Ith electronic excited state is then,
EI = E0 + ωI . (2.27)
7As it is now known how to take gradients of both the
ground-state energy E0 and of the excition energy ωI [99–
106], dynamics becomes possible on the potential energy
hypersurface for the nth excited state, opening up the
way for the TD-DFT FSSH method.
The first implementation of TD-DFT FSSH was due
to Tapavicza, Tavernelli, and Ro¨thlisberger in 2007 [44]
in a development version of the CPMD code. They pro-
posed that the nonadiabatic coupling be calculated using
Casida’s Ansatz which was originally intended as an aid
for assigning TD-DFT excited states [83]. Specifically,
an excited-state wave function
ΨI =
∑
i,a,σ
Φaσiσ Ciaσ , (2.28)
made up of singly excited determinants Φaσiσ (correspond-
ing to the iσ → aσ excitation) is postulated and it is
argued that
CIiaσ =
√
aσ − iσ
ωI
F Iiaσ , (2.29)
where
~FI ∝ (A−B)−1/2
(
~XI + ~YI
)
, (2.30)
is renormalized so that,
~F †I ~FI = 1 . (2.31)
This was followed by an application to the photochemi-
cal ring opening of oxirane [107] which showed that the
nonexistance of a proper conical intersection in conven-
tional TD-DFT [108] was not a serious practical problem
of TD-DFT FSSH. TD-DFT FSSH has also been im-
plemented in a version of TurboMol capable of calcu-
lating nonadiabatic coupling elements analytically [109]
and this has been applied to study the photochemistry
of vitamin-D [110].
C. TD-DFTB FSSH
As TD-DFT FSSH requires many repeated electronic
structure calculations, it rapidly becomes computation-
ally resource intensive. For example, we did try to use
Newton-X [111] to carry out TD-DFT FSSH calcula-
tions for the Pent/C60 system, but we found such calcu-
lations to be too resource intensive to be practical for the
long run times reported in this paper. Instead we make
use of a semi-empirical version of TD-DFT, known as
TD-DFTB. (Other related TD-DFTB and DFTB meth-
ods for photochemical dynamics have also been developed
[112–115] but are not of direct importance for the present
work.) DFTB is reviewed in Refs. 47–49. Like other
semi-empirical quantum chemistry theories, DFTB uses
an atom-centered minimal basis set which treats only the
valence electrons. The core electrons are included as an
ionic potential within vext. Approximations are made so
that no more than two-center integrals need be evalu-
ated. For invariance reasons, the two-center integrals are
generally restricted to integrals over s-type functions, al-
beit different s-type functions for different values of the
angular momentum quantum number l. In recent years,
the theory has been extended to TD-DFTB [50–53, 116],
to lc-DFTB [61, 117–119], to TD-lc-DFTB, and most re-
cently to TD-lc-DFTB FSSH [59]. The basic theory is
only very briefly reviewed here, so the reader is referred
to the original literature for additional information.
The original form of DFTB [120] was noninterative.
We will denote the µth basis function on atom I by,
χµI = χµ∈I , (2.32)
where the left-hand side is just a shorter form of the right-
hand side. The density is the superposition of atomic
densities,
ρ0 =
∑
I
ρ0I , (2.33)
and the Hxc part of the Kohn-Sham potential is assumed
separable,
vHxc[ρ] =
∑
I
vHxc[ρI ] . (2.34)
The matrix elements of the Kohn-Sham hamiltonian (fˆ)
are calculated as,
fµI,νJ =
{
δµ,ν〈χµI |tˆ+ vs[ρI ]|χνJ〉 ; I = J
〈χµI |tˆ+ vs[ρI ] + vHxc[ρJ ]|χνJ〉 ; I 6= J
,
(2.35)
where tˆ is the kinetic energy operator. Frequently
vHxc[ρI ]+vHxc[ρJ ] is replaced with vHxc[ρI+ρJ ] in mod-
ern implementations of DFTB. It then suffices to solve
the matrix form of the Kohn-Sham equation,
f0~c 0i = 
0
i s~c
0
i , (2.36)
to be able to find the “band structure” (BS) part of the
DFTB total energy,
EBS =
∑
i
ni
0
i . (2.37)
Here
sµI,νJ = 〈χµI |χνJ〉 (2.38)
is the usual overlap matrix and the superscript 0 is a
reminder that these quantities are evaluated in a one-
shot procedure with unperturbed atomic densities.
An examination of the expression for the DFT total
energy (2.20) shows that the BS part of the energy is
only the first term. This term must be corrected by the G
term plus the repulsion between the core potentials. This
is the so-called “repulsive potential” which, in DFTB, is
8assumed to be expandable as a set of pairwise potentials
between different types of atom types,
Erep =
∑
I<J
VI,J(RI,J) . (2.39)
Probably the most difficult part of DFTB is developing
and tabulating these pairwise potentials.
The theory presented thus far is not yet suitable for
response theory calculations as we must still be able to
take into account the effect of distortions of atomic densi-
ties due to external potentials such as those due to other
atoms in a molecule. The extension of the theory may be
through second- [121] or third-order [122], but only the
second-order theory will be described here. In particular
the DFTB total energy is completed with a self-consistent
charge (SCC) coulomb (coul) correction
E = EBS + Erep + Ecoul , (2.40)
where, in principle,
Ecoul =
1
2
∫ ∫
δρ(~r1) (fH(~r1, ~r2)
+ fxc(~r1, ~r2)) δρ(~r2) d~r1d~r2 . (2.41)
However this expression is replaced by a new semi-
empirical expression by making two approximations. The
first is Mulliken’s approximation, developed for use in ap-
proximating electron repulsion integrals [123]. This gives,
ψ∗r (~r)ψs(~r) =
∑
µ,I
qr,sµI χ
∗
µI(~r)χνJ(~r) , (2.42)
after a bit of algebra, where
qr,sµI =
1
2
(
c∗µI,rsµI,νJcνJ,s + cµI,ssµI,νJc
∗
νJ,r
)
(2.43)
is a Mulliken transition charge and the cµI,r are the co-
efficients obtained from expanding the MOs in terms of
atomic orbitals. The second approximation is an approx-
imate expansion in terms of s-type functions gI ,
χ∗µI(~r)χµI(~r) = gI(~r) . (2.44)
It leads to the monopole expansion,
ψ∗r (~r)ψs(~r) =
∑
µI
qr,sµI χ
∗
µI(~r) (2.45)
Equation (2.44) might be called the “gamma approxima-
tion” because it allows us to define the integrals,
γI,J =
∫
gI(~r) (fH(~r1, ~r2)
+ fxc(~r1, ~r2)) gJ(~r) d~r1d~r2 . (2.46)
As the Mulliken charge on atom I,
qI =
∑
i
qi,iI ni , (2.47)
then the coulomb energy [Eq. (2.41)] becomes
Ecoul =
1
2
∑
I,J
∆qIγI,J∆qJ (2.48)
in these approximations, because
δρ(~r) =
∑
I
∆qIgI(~r) (2.49)
in terms of the Mulliken charge fluctuations on each
atom. In practice, in this work, we will add one more
term to to the DFTB energy, namely Grimme’s D3 cor-
rection for van der Waals interactions [60].
Comparing Eqs. (2.25) and (2.46) makes it fairly clear
that Casida’s equation may be solved in DFTB. In par-
ticular, we need only replace the TD-DFT expression for
the coupling matrix with the new expression,
Kiaσ,jbτ =
∑
I,J
qiaI γ
σ,τ
I,J q
jb
I . (2.50)
where the transition charges are
qiaI =
∑
µ∈I
qiaµI . (2.51)
and γσ,τI,J takes on the spin indices σ and τ because we
now include a spin dependence in
fσ,τxc (~r1, ~r2) =
δExc
δρσ(~r1)δρτ (~r2)
. (2.52)
Note that Grimme’s D3 correction for van der Waals in-
teractions does not enter into either TD-DFT or TD-
DFTB calculations except indirectly through an initial
ground-state geometry optimization.
As (TD-)DFTB is a semi-empirical approximation to
(TD-)DFT, we can expect (TD-)DFTB to inherit the
problems of (TD-)DFT—notably the underestimation of
CT excitation energies. Unfortunately the Λ criterion
[Eq. (2.26)] is difficult to evaluate directly within (TD-
)DFTB. Instead, use is made of the monopole expansion
[Eq. (2.45)] to approximate,
Oia =
∑
I,J
qr,rI
∫
gI(~r)gJ(~r) d~rq
s,s
I . (2.53)
Additional details may be found in Ref. 61.
Of course, the better approach would be to develop
the (TD)-lc-DFTB method. The obvious difficulty here
is that the introduction of the semi-empirical equiva-
lent of Hartree-Fock exchange means a return to tra-
ditional semi-empirical quantum chemistry techniques
[124] whose somewhat less rigorous approximations have
so far been avoided in DFTB. It also highlights a fun-
damental difficulty with DFTB, namely the need for ex-
tensive reparameterization each time a new DFA is used.
This is avoided in the method of Humeniuk and Mitric´
9(used in the present article) where a long-range correc-
tion for exchange is added with
γlrI,J(RI,J) = erf(µRI,J)γI,J(RI,J) (2.54)
and no reparameterizations. Furthermore Humeniuk and
Mitric´ neglect the lr contribution to the BS energy on the
grounds that the zero-order system “already accounts for
all interactions between electrons in the neutral atoms”
[59]. In practice, the resultant (TD-)lc-DFTB method
appears to behave very much like the (TD-)CAM-B3LYP
method [55].
As TD-DFTB is very closely analogous to TD-DFT,
it should not be too surprising that the advent of TD-
DFTB FSSH quickly followed the advent of TD-DFT
FSSH [56–58, 125]. The main difficulties to be overcome
involved the development of analytic derivatives and the
calculation of the nonadiabatic coupling matrix element
dI,J(R(t)). In the implementation used in this article,
the calculation of dI,J(R(t) is accomplished by Casida’s
wave function Ansatz [Eqs. (2.28) and (2.29)] combined
with Eq. (2.9). This leads to a linear combination of
overlap terms between two Slater determinants at differ-
ent times which is evaluated using the observation [126]
that〈
Φaαiα (R(t))|Φbβjβ(R(t+ ∆))
〉
= det(AB)
= (detA)(detB) ,
(2.55)
for a system of N = 2n electrons where
A =

〈ψ1|ψ′1〉 · · · 〈ψ1|ψ′j〉 · · · 〈ψ1|ψ′n〉
...
. . .
...
. . .
...
〈ψi|ψ′1〉 · · · 〈ψi|ψ′j〉 · · · 〈ψi|ψ′n〉
...
. . .
...
. . .
...
〈ψn|ψ′1〉 · · · 〈ψn|ψ′j〉 · · · 〈ψn|ψ′n〉

(2.56)
is the determinant of overlaps of spin α orbitals and
B =

〈ψ1|ψ′1〉 · · · 〈ψ1|ψ′b〉 · · · 〈ψ1|ψ′n〉
...
. . .
...
. . .
...
〈ψa|ψ′1〉 · · · 〈ψa|ψ′b〉 · · · 〈ψa|ψ′n〉
...
. . .
...
. . .
...
〈ψn|ψ|1〉 · · · 〈ψn|ψ|b〉 · · · 〈φn|ψ′n〉

(2.57)
is the determinant of overlaps of spin β orbitals. Un-
primed and primed orbitals are evaluated at times t and
t+∆ respectively. The merger of TD-lc-DFTB with TD-
DFTB FSSH has only been achieved very recently and
is used in this work [59]. The interested reader who is
further interested in the technical details of this method
should see that reference.
III. COMPUTATIONAL DETAILS
Three different programs were used to carry out the
calculations reported in this paper: Gaussian09 [127]
was used to construct start geometries and to carry out
some single-point spectra calculations. DFTB+ [128]
was used to prepare an initial ensemble of trajectories.
DFTBaby [59] was used to carry out Tully-type TD-lc-
DFTB/classical trajectory surface hopping calculations.
a. Gaussian09 was used to generate start ge-
ometries and for some single-point spectra calcula-
tions. Start geometries for the individual Pent and C60
molecules were obtained by gas-phase optimization of
initial crystal geometries taken from the Crystallogra-
phy Open Database (COD) [129–131] and then opti-
mized at the B3LYP/6-31G(d,p) level — that is, with
the B3LYP functional (i.e., Becke’s B3P functional [70]
with Perdew’s correlation generalized gradient approx-
imation (GGA) replaced with the Lee-Yang-Parr GGA
[132] without further optimization [133]) [70, 134] using
the 6-31G(d,p) basis set [135, 136].
The start geometry of the Pent/C60 van der Waals
complex as obtained from the minimum of the potential
energy curve for the unrelaxed molecules as a function of
the intermolecular distance using the orientation shown
in the upper left-hand corner of Fig. 1. These curves were
calculated at the CAM-B3LYP-D3/6-31G(d,p) level —
that is, the range-separated CAM-B3LYP [137] was sup-
plemented with Grimme’s semi-empirical van der Waals
correction [60].
A few single point time-dependent (TD) DFT calcula-
tions [83, 138, 139] where carried out at the TD-CAM-
B3LYP/6-31G(d,p) level for the individual Pent and C60
molecules.
b. DFTB+ was used to take the start geometries
and to generate a thermal distribution of 30 start con-
figurations for our FSSH calculations. It is not en-
tirely clear whether it is best to use a thermal distri-
bution or one which approximates a quantum distrubi-
tion of vibrational states or, perhaps, something taking
into account both thermal and quantum effects. We be-
lieve that the choice of thermal distribution used here is
best for the Pent-C60 intermolecular coordinate, but may
lead to overly narrow distributions for the intramolec-
ular coordinates of the monomers [140]. Calculations
were performed at the DFTB2/mio-0-1 level [121] using
a Lennard-Jones dispersion correction [141] and equili-
brated at T = 300 K using the Nose´-Hoover thermostat
and a time step of 0.5 fs. The system was judged to be
equilibrated after 1000 fs (Fig. 2) and geometrical coordi-
nates for the start geometries began to be collected after
1050 fs.
c. DFTBaby was used to carry out mixed TD-
lc-DFTB/classical trajectory surface hopping using the
FSSH algorithm. Each molecule from the 300K ensemble
was excited to the excited state having the highest oscil-
lator strength. This corresponds very roughly to broad
band absorption in a solar cell. A different method of
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FIG. 2: Convergence of temperature with time during the
DFTB+ equilibration.
sample preparation (not used here), appropriate for exci-
tation in a laser experiment, would be to use an excitation
energy window.
The use of a range-separated hybrid has been previ-
ously investigated and shown to be important when cal-
culating TD-DFT spectra of Pent/C60 systems [34–38]
in order to correct the well-known underestimation of
charge-transfer excitations (for reviews of difficulties en-
countered with traditional TD-DFT and suggestions for
correcting them see Refs. 77–79.) We used the TD-lc-
DFTB as formulated by Humeniuk and Mitric´ [61] and
used in their mixed TD-lc-DFTB/classical trajectory sur-
face hopping program DFTBaby [59].
Calculations were carried out with a nuclear time step
of 0.5 fs for trajectories as long as 500 fs. At least
ten excited states, in addition to the ground state, have
been followed during each trajectory calculation. Ex-
cited state gradients were calculated analytically (Ap-
pendix B of Ref. 59.) Adiabatic energies and scalar non-
adiabatic couplings were interpolated linearly when inte-
grating the electronic Schro¨dinger equation between nu-
clear time steps. Although decoherence effects can be
important [142], no decoherence correction was used in
the present calculations. Hops from a lower to a higher
state were rejected if the kinetic energy was less than
the energy gap between the states so as not to violate
the principle of conservation of energy. Velocities were
uniformly scaled after an allowed hop so that the total
(kinetic plus potential) energy was conserved. It is known
that artifacts can occur when integrating the electronic
Schro¨dinger equation in an adiabatic basis near a pho-
tochemical funnel. This problem was avoided using a
locally diabatic basis [64] which avoids numerical insta-
bilities due to “trivial crossings.” Unlike some previous
implementations of DFTB which may not have been suit-
able for some dynamics calculations because they were
not parameterized for all interatomic distances, DFT-
Baby is well adapted for dynamics calculations as it is
parameterized for every interatomic distances from zero
to infinity.
IV. RESULTS
Photodynamics calculations were run with and with-
out the long-range correction. The results without the
long-range correction showed a CT excitation much too
quickly (as will be briefly discussed at the end of this
section) compared to the expectation of roughly 100 fs
based upon experimental results. For this reason, we con-
centrate on the results with long-range correction. These
results are divided into four subsections. The first sub-
section describes the assignment of absorption spectra
obtained from a single ground-state optimized geome-
try. The next subsection explains how the initial excited
states were prepared in our photodynamics simulation
and classifies the resultant states. This is followed by a
discussion of exciton energy transfer (EET) which is seen
on a relatively short time scale and then by a subsection
discussing CT which is seen on a longer time scale, com-
parable to what is expected based upon experimental re-
sults. A final subsection comments on the CT times that
we see when the same simulation is done without any
long-range correction.
A. Assignment of Absorption Spectra
Replacing a first-principles method such as TD-DFT
with a semi-empirical approximation implies a trade-off
between accuracy and computational efficiency. We look
at calculated absorption spectra in this section in order
to obtain a better understanding of the implications of
this trade-off.
The initial model geometry has been used to calculate
the absorption spectrum of thirty excited states by using
both the TD-lc-DFTB the TD-CAM-B3LYP/6-31G(d,p)
methods. The resultant spectra are shown in Fig. 3. At
first glance, the TD-lc-DFTB and TD-CAM-B3LYP/6-
31G(d,p) spectra may seem very different. However the
peaks do lie between 2.2 and 4.1 eV in both cases, both
have significant absorption between 3.3 and 4.2 eV and
two intense peaks between 2.1 and 3.3 eV.
Figure 4 shows the MO analysis of the 4 most intense
peaks in the TD-CAM-B3LYP absorption spectra. Note
the remarkable qualitative similarity of the lc-DFTB and
CAM-B3LYP hole and particle MOs. The exception is
the second major peak in the TD-CAM-B3LYP spec-
truum at 2.66 eV with oscillator strength f = 0.0495.
Here we could not find a corresponding TD-lc-DFT peak
based upon the MO analysis. Instead we compared
against the energetically closest TD-lc-DFT peak which
lies at 3.03 eV and has a very small oscillator strength
of f = 0.0000001. The 2.66 eV TD-CAM-B3LYP is a
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TD-lc-DFTB
TD-CAM-B3LYP/6-31G(d,p)
FIG. 3: Calculated absorption spectra using lc methods.
Note that the “oscillator strength” has been renormalized so
that the largest peak has unit height.
Pent → C60 CT excitation, while the 3.03 eV TD-lc-
DFT peak is a local excitation on Pent. Other than this
peak mismatch, the two spectra are in good qualitative
agreement. Note that the replacement of quantitative
agreement with a more qualitative picture is, of course,
the “price” we pay for using a semi-empirical method.
However, it should be emphasized that the type of dy-
namics calculations reported here for molecules of this
size and on this time scale are extremely difficult to do
without making approximations.
As our model is similar to Models 1 and 2 in Ref. 38,
we have compared our excitation energies with those re-
ported in that article. It is interesting that the excita-
tion energies of Models 1 and 2 may differ by as much
as about 0.2 eV with the same functional, indicating the
importance of small rotations of the C60 “sphere.” Our
model corresponds to yet a different rotation of the C60
“sphere.” Our results appear to us to be in good agree-
FIG. 4: Dominant particle → hole contributions and ex-
citation energies showing the correspondence between the
most intense TD-CAM-B3LYP/6-31G(d,p) absorption peak
and the corresponding TD-lc-DFTB absorption peak.
Excitation Energies (eV)
Method Pent CT
Present Work
TD-CAM-B3LYP 2.29/3.7 2.66/4.1
TD-lc-DFTB 2.21/3.03/3.16 3.9
Ref. 38 (Model 1/Model 2)
TD-LC-BLYP 2.55/2.49 3.33/3.30
TD-LC-ωPBE 2.52/2.46 3.16/3.17
TD-ωB97X 2.44/2.37 3.01/3.02
TD-ωB97XD 2.31/2.20 2.48/2.45
TD-OPT-LC-BLYP 2.22/2.09 2.33/2.09
TD-OPT-LC-ωPBE 2.23/2.06 2.25/2.06
TD-OPT-ωB97X 2.23/2.08 2.30/2.08
TD-OPT-ωB97XD 2.24/2.09 2.31/2.09
TABLE II: Comparison of the excitation energies of the
present work with those of Models 1 and 2 given in Table
3 of Ref. 38.
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FIG. 5: Assignment of the physical character of the initial
excitation of several trajectories based upon the two most
important MO contributions to the singlet excitation: Traj 1,
DL-type; Traj 2, P-type; Traj 18, P-type; Traj 6, P-type.
ment with those obtained with lc functionals in Ref. 38
— certainly well within the variations observed for exci-
tations obtained with different lc functionals.
B. Initial Excited States
Having discussed the (static vertical) absorption spec-
trum, we now proceed to describe our photodynamics
calculation and what results it gave. We ran thirty TD-
lc-DFTB FSSH trajectories (numbered Traj 1, Traj 2, ...,
Traj 30) whose initial states were obtained by exciting
from a ensemble of molecules with different geometries
equilibrated at 300 K to the singlet excited state with
the highest oscillator strength at that geometry. This led
to an initial ensemble of states which will be described
in this subsection.
The energetic gap between the first several singlet ex-
cited states is much smaller than that between the ground
state (S0) and the first excited singlet state (S1). For this
reason, it is perhaps not surprising that only 36.7% of the
Trajs began from S1. Moreover only an additional 16.7%
of the initial states are accounted for by the next four
states (S2 - S5), leaving 46.6% of the initial states in still
higher states. Note however that the ordering of these
energetically dense states is sensitive to the geometry of
the molecules which is different for the initial states of
different trajectories.
Some programs, such as Newton-X [111, 143] have
special routines (e.g., CALCDEN in the case of
Newton-X) or are interfaced with special programs
(e.g., TheoDORE [144]) which allow the automatic as-
signment of state character [145–148]. DFTBaby is less
advanced in this respect, but is more advanced in its
implementation of the lc-DFTB needed for the present
study. In the present case, the physical nature of the
initial states was determined by direct visualisation of
the MOs involved in each excitation. An example of
this analysis is shown in Fig. 5. Two types of excited
states where found. Excitations localized on Pent are
designated as P-type while those excited states which
are delocalized over both Pent and C60 are designated
as DL. Of course, there is an element of subjectivity in
this analysis. However no amount of automation seems
likely to be able to totally eliminate the fuzzy boundary
between what is a localized and what is a delocalized ex-
citation. In practice, we found it fairly clear how to label
the states. For example, although Traj 18 is partly of P
→ DL character, it is clear that the dominant contribu-
tion is of P-type (i.e., P → P character.)
In total, there were 16 initial excited states of P-type
and 14 initial excited states of DL-type. To some extent,
these two types of excitations are associated with partic-
ular orbitals. For example, all but three of the P-type ini-
tial states are dominated by the 1(H,L) transition. The
exceptions are Traj 18 which is still about 33% 1(H,L)
and Trajs 4 and 6 which are predominantly 1(H,L+ 1).
However caution should be taken when basing assign-
ments on orbital ordering as this can change when the
molecules are deformed from one geometry to another.
All of the 14 DL-type initial states are dominated by the
1(H,L+ 3) transition.
C. Exciton Energy Transfer Dynamics
The 30 initial excited states were propagated for 500
fs. To do this, it is necessary to specify for how may
other excited states surface hopping will be allowed. In
general this number was varied from 10 (if the initial
state was low in energy) to 17 (if the initial state was
higher in energy.) It is also necessary to use multiple cri-
teria when analysing the character of the electronic states
during the photodynamics simulations. We have mainly
followed three properties of the active state over time,
namely (i) the transition dipole moment (TDM), (ii) the
oscillator strength f , and (iii) the degree of spatial over-
lap between occupied and virtual orbitals as measured by
Λ. Note that two of these properties are closely related
(but not proportional) because the oscillator strength fI
for a transition with excitation energy ωI is related to
the TDM
µI←0 = |〈ΨI |~r|Ψ0〉| , (4.1)
by
fI =
2
3
ωIµ
2
I←0 . (4.2)
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In addition this was accompanied by looking at (iv) the
molecular orbital contributions to the active excited state
and (v) visualization of the particle-hole charge distribu-
tion or (vi) particle-hole charge density difference. As
noted above, the MO contributions can be misleading
because the ordering of the MOs may change during the
simulation. However this was only one of several criteria
examined.
We found that exciton energy transfer (EET) happens
very quickly. So our discussion of EET focuses on what
happens on the a short-time scale, on the order of 50 fs
or less. As shown in Fig. 6, S1 and S4 dominate during
the first 50 fs, but other excited states are present. This
is because the manifold of singlet excited states is quite
dense compared to their energetic separation from the
ground state.
MO analysis of the 30 trajectories (Supplementary In-
formation) shows that all but one of the P-type initial-
state trajectories follow the pathway P→ P→ C60. (The
exception follows the pathway P → DL → C60.) All but
one of the DL-type initial state trajectories follows the
DL → C60 → P pathway. (The exception follows the
pathway DL → P → C60.)
The results are shown for some initial P-type trajecto-
ries in Fig. 7. It is immediately obvious that something
dramatic is happening at around 20 fs because there is
a dramatic fall in oscillator strength and in the related
quantity, the TDM. The effect is somewhat less dramatic
for Λ but is also present. The hole-particle charge anal-
ysis (Supplementary Information) shows that the exci-
tation is moving from a P-type excitation to become a
C60-type excitation. The results are shown for some ini-
tial DL-type trajectories in Fig. 8. The situation is less
dramatic here, but something is clearly happening 10-
20 fs into each run as all three properties move up to
a maximum. The particle-hole analysis (Supplementary
Information) show that a localization procedure is taking
place followed by movement of the localized excitation
from one molecule to another. While these results may
at first seem puzzling, they are in fact consistent with
the well-known process of energy transfer. The natural
direction is from the donor (D) to the (A) acceptor,
D∗ +A→ D +A∗ . (4.3)
Such an energy transfer has been explained via electron
exchange (i.e., Dextor’s mechanism) or via a coulom-
bic mechanism [i.e., Fo¨rster resonance energy transfer
(FRET) [149]]. But, because the system is finite, re-
currances will occur, so we also see the excitation being
passed back again,
D +A∗ → D∗ +A . (4.4)
Let us try to summarize the main conclusion of this
subsection: We are seeing excitonic energy transfer on a
very short time scale: 17±11 fs for P-type initial-state
Trajs and 13±5 fs for DL-type initial-state Trajs. Such a
time is too short for the nuclei to move very much. Nev-
ertheless, the period of a C=C vibration in a conjugated
S1 population
S2 population
S3 population
S4 population
Populations for states S5 to S17
All state populations on one graph
FIG. 6: Variation of state populations during the first 50 fs
of the simulation.
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(a)
(b)
(c)
FIG. 7: Temporal variation of properties for the active state
of five initially P-type trajectories (trajectory numbers 4, 6,
17, 28, and 30): (a) Λ, (b) oscillator strength, and (c) transi-
tion dipole moment.
system is about 20-25 fs. Since these vibrations are ex-
cited together with the electronic excitations, it is not
unreasonable to see the first excitonic energy transfer on
a similar time scale. Also some more global change in
molecular geometry is apparent as the pentacene forms
a crescent shape around C60 (Supplementary Informa-
tion.) Such a shape enhances the van der Waals bonding
between the two fragments, thereby making exciton en-
ergy transfer easier than it might otherwise have been.
D. Charge Transfer Dynamics
At the heart of the modern OPVs is charge separa-
tion at the heterointerface. This is something we see in
six out of 30 of trajectories at 188±28 fs. Of these tra-
jectories, two had P-type initially-excited states and the
other four had DL-type initally-excited states. As we
shall illustrate by taking an in-depth look at two typical
(a)
(b)
(c)
FIG. 8: Temporal variation of properties for the active state
of five initially DL-type trajectories (trajectory numbers 10,
14, 23, 25, and 27): (a) Λ, (b) oscillator strength, and (c)
transition dipole moment.
trajectories, it is only by carefully examining images of
particle-hole charge distributions that we were able to es-
tablish what value of Λ is low enough to indicate CT. We
have chosen to discuss the charge separation process in
detail by focusing on Traj 6 which is an initially P-type
excited state and on Traj 27 which is an initially DL-type
excited state.
1. Traj 6: Example of a P-type initial state
Figure 9 shows the evolution of the active state in time
for Traj 6 as it hops from one state to another. It is clear
that the excited states form a close-packed manifold well-
separated from the ground state. This leads to a high
probability of surface hopping as is confirmed in Fig. 10.
Now let us follow in detail what is happening for the
active state along its trajectory. Figure 11 shows the
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(a)
(b)
FIG. 9: Traj 6: Ground and excited state energies as a func-
tion of time: (a) first 500 fs, (b) zoom to 150-250 fs. The
active state is marked by red bullets.
FIG. 10: Traj 6: Surface hopping during the first 250 fs of
the trajectory.
particle and hole MOs involved in the excited state and
12 shows the particle-hole charge density difference for
several snapshots of the active state. The initial state is
S4, a P-type state, consisting mainly of H→ L+1 (96.5%)
with a little bit of H-7 → L+8 (3.5%). At the time of
this hopping from the S1 state, the active state becomes
a linear combination of two transitions (86.3% H → L +
13.7% H-1 → L+1). All the particle and hole MOs of
these transitions are located mainly on the pentacene.
At 17.5 fs, there is a sudden change in properties
(Fig. 13). The active state has become S8 which is a C60-
type state [(2) in Fig. 12]. The MO analysis of the active
state shows a major (88.7%) H-1→ L+2 component and
FIG. 11: Traj 6: Snapshots of the principle particle and hole
MOs characterizing the active state.
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1) 0 fs, State: S4 2) 17.5 fs, State: S8
3) 20 fs, State: S8 4) 22 fs, State: S10
5) 56 fs, State: S2 6) 69 fs, State: S1
7) 157 fs, State: S6 8)157.5 fs,State: S11
9) 158.5 fs, State: S6 10) 166.5 fs,State: S10
11) 210 fs, State: S2 12) 221 fs, State: S10
13) 222 fs, State: S9
FIG. 12: Traj 6: Snapshots of the particle-hole charge density
difference for the active state.
(a)
(b)
(c)
FIG. 13: Evolution of some properties of the Traj 6 active
state: (a) Λ, (b) oscillator strength, and (c) transition dipole
moment.
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a minor (11.3%) H-2 → L+3 component. All these MOs
are localized on C60. Hence the 17.5 fs transition is the
first exciton energy transfer. Values of Λ, TDM, and Osc
are high for P-type excitations. For C−60-type excita-
tions, Λ falls considerably and values of both the TDM
and Osc fall nearly to zero. These values (Fig. 13) are
intially high, drop at 17.5 fs, and then rise again at 20
fs. They subsequently drop at 22 fs and remain low until
56 fs before they rise up again. They remain high for
another 13 fs, and then drop again at 69 fs, indicating
that the active state has changed its nature. These oscil-
lations are very tricky to analyze as they occur for both
exciton energy transfer and for charge transfer. However
the MO analysis (Fig. 11) and particle-hole charge den-
sity difference (Fig. 12) indicates that the active state
changes its nature at 20 fs from local on C60 to local on
pentacene and then, 2 fs later, local on C60. At 56 fs,
the active state is once again a local excitation on pen-
tacene. This exciton energy transfer continues up to 69
fs and beyond — up to 157 fs.
At 157.5 fs, there is a dramatic change in the nature
of the excited state from a C60-type state to a charge
transfer state with a hole on the C60 and an extra electron
on pentacene [(8) in Fig. 11 and (8) in Fig. 12]. This
qualitatively different change is not visible in the f or in
the TDM graphs, and it is only visible in the Λ graph as a
particularly low value of Λ (i.e., ≤ 0.5). The MO analysis
shows a major H-6→ L component (67.4%) with a minor
H-3→ L component (32.6%). Both the major and minor
components show particles and holes located on different
fragments, thus confirming the charge-transfer nature of
the 157.5 fs active state. Interestingly the charge transfer
is happening from C60 to pentacene, which is not the
intuitively expected direction. However there is sufficient
energy for this to happen in our finite system and the
charge separation only lasts about 1.5 fs before becoming
localized once again on C60 [(10) of Fig. 11 and (10) of
Fig. 12].
At 210 fs, the hole and particle become delocalized
over both molecules and this leads to another charge-
transfer state at 221 fs, this time with the hole on the
pentacene and an extra electron on C60. This is con-
firmed by examination of the MOs involved in the H →
L+1 (57.9%) excitation and in the particle-hole charge
density difference for the active S10 state. Once again,
this charge transfer state is transitory and after only 1
fs it has become a local excitation on C60. There is no
particular reason for charge transfer to be permanent in
such a small system.
2. Traj 27: Example of a DL-type initial state
We carry out a similar analysis to that for the initially
P-type Traj 6, but this time for the initially DL-type
Traj 27. Figures 14 and 15 show the evolution of the
active state. It generally stays among the lower energy
singlet excited states—especially S1 and S2—but does
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FIG. 14: Traj 27: Ground and excited state energies as a
function of time: (a) first 500 fs, (b) zoom to 85-135 fs. The
active state is marked by red bullets.
not remain exclusively in these states.
Now let us follow in detail what is happening for the
active state along its trajectory. Figures 16 and 17 show
the particle and hole molecular orbitals (MOs) and the
particle-hole charge density difference for several snap-
shots of the active state. The initial state is S13, a DL-
type state which passes to S12 after 3 fs, returns to S11
for 1.5 fs more, then hops to S9 for 1 fs before hopping
to S6 for 5.5 fs, and then passes through S3 and S4, stay-
ing on each for about 0.5 fs, until finally relaxing to the
lowest excited state S1 after 15 fs.
Figure 18 shows the same sort of oscillations that we
have seen in the case of Traj 6. Indeed the MO analysis
of the active state shown in Fig. 16 indicates that we are
once more seeing excitonic energy sloshing back and forth
between pentacene and C60, with the first exciton energy
transfer happening at 16 fs. This process continues with-
out the development of significant charge transfer until
127.5 fs, when the Λ value falls below 0.5, which ap-
pears to us to be a critical value for intermolecular charge
transfer. This is an important point: Higher values of Λ
such as Λ = 0.6 generally also indicate charge transfer
but only intramolecular charge transfer within one or the
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FIG. 15: Traj 27: Surface hopping during the first 250 fs of
the trajectory.
other molecule. To have intermolecular charge transfer,
Λ must fall lower still and the value that we have found
to correlate with intermolecular transfer is Λ ≤ 0.5. Fig-
ures 16 and 17 indicate that true intermolecular charge
transfer is indeed happening at 127.5 fs. Once again, this
intermolecular charge transfer is only short lived but is
expected to reccur were we to run the simulation for long
enough.
3. Summary of all six CT times
Figure 19 provides a summary in terms of charge den-
sity difference maps of what CT looks like for the six
trajectories where it was observed. We note that the
CT may take place either from Pent to C60 or from
C60 to Pent, but that, whichever the direction of CT,
the opposite CT will take place in the opposite direc-
tion for this finite system. Fig. 19 shows that pre-
cisely this phenomenon has been observed in our cal-
culations for both Trajs 6 and 14. An especially im-
portant point is that our observation of a CT time
of 188±28 fs is commenserate with experimental ob-
servations of CT times at heterojunctions in OPV de-
vices (i.e., 200 fs for APFO3/PCBM [14], 70-100 fs for
pentacene/C60 [15], ≤ 100 fs for MDMO-PPV/PC70BM
and for PCPDTBT/PC70BM [16], and 82 fs for p-
DTS(FBTTh2)2/PC71BM [17].)
E. Charge Transfer Dynamics without Long-Range
Correction
As we had also done the same type of TD-DFTB FSSH
calculations with DFTBaby without any long-range cor-
rection, we can see the importance of the lc. Details are
reported in the Supplementary Information. All 30 Trajs
show at least one CT and we have found two CTs in most
FIG. 16: Traj 27: Snapshots of the principle particle and hole
MOs characterizing the active state.
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∆ρ ∆ρ
1) 0 fs, State: S13 2) 0.5 fs, State: S13
∆ρ ∆ρ
3) 16 fs, State: S1 4) 41.5 fs, State: S5
∆ρ ∆ρ
5) 89.5 fs, State: S1 6) 105 fs, State: S1
∆ρ ∆ρ
7) 118 fs, State: S5 8) 122 fs, State: S11
∆ρ ∆ρ
9) 127.5 fs, State: S11 10) 133 fs, State: S2
FIG. 17: Traj 27: Snapshots of the particle-hole charge den-
sity difference for the active state.
cases. The first CT occurs extremely quickly at 3±3
fs. The second CT takes place at 16±11 fs. Obviously
neither of these is commenserate with the experimental
observations of CT times at OPV heterojunctions cited
above. This confirms the importance of including a lc
when calculating CT times.
V. CONCLUSION
We have carried out Tully-type mixed time-
dependent long-range-corrected density-functional tight
binding/classical trajectory surface hopping calculations
(a)
(b)
(c)
FIG. 18: Evolution of some properties of the Traj 27 active
state: (a) Λ, (b) oscillator strength, and (c) transition dipole
moment.
on a van der Waals complex consisting of a single buck-
minsterfullerene (C60) molecule together with a single
pentacene (C22H14) molecule. Calculations for an en-
semble of 30 trajectories were run for 500 fs for this 96
atom system and were carefully analyzed to see what
processes were happening on different time scales. Al-
though several approximations have been made — in-
cluding taking only two molecules into account in our
dynamics, the use of the semi-empirical TD-lc-DFTB ap-
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FIG. 19: Charge density difference maps and CT times for
the six trajectories where CT was observed.
proach, and the use of Tully’s semi-clasical approxima-
tion — there is a certain satisfaction that is obtained
from being able to follow the photodynamical process in
such detail. Excitations were made, not from a single
geometry, but from a thermally-equilibrated ensemble of
ground state geometries. The initial excited state lay
anywhere within a bundle of closely-spaced states lying
well above the ground state. Both nuclei and electrons
were free to move, though the nuclei did not move very
far in 500 fs. Nevertheless, pentacene was found to twist
and to wrap itself around C60, offering ample symme-
try reduction to mix different excited states. Generally
speaking, the molecules soon relaxed to the lowest excited
states, but they did not generally remain in the lowest
excited state. Nor was there time for the system to go
all the way to the ground state and, indeed, the ground
state was not our hoped-for objective anyway. Instead
we expected to see charge separation and the production
of some sort of precursor to a conducting state as befits
a model for the heterojunction of an organic solar cell.
What we actually observed on a short time scale of
about the period of a C=C vibration in a conjugated
system was a localized excited state on one molecule
transforming into a localized excited state on another
molecule and then going back again, with the first en-
ergy transfer occuring within less than about 20 fs. This
is a known phenomenon though we have found that it is
rarely mentionned in the organic solar cell literature. As
the system is finite, recurrences are inevitable, so that the
energy continues to go back and forth. However Fourier
transforming various properties showed no particular pe-
riodicity in the sloshing back and forth of energy. The
literature does talk about excimer trapping at the in-
terface, which would prevent the exciton from departing
very quickly from the interface. Our model van der Waals
complex consisting of only one pentacene and one C60 is
too small to conclude regarding the formation of an ex-
cimer, but the rapidity of the movement of energy from
one molecule to the next raises the question of whether
the geometry at the interface can relax fast enough to
catch the exciton before it diffuses away from the inter-
face or whether the energy is simply sloshing back and
forth within an excimer potential energy well?
A sudden change in oscillator strength was found to
be a good indication of EET. The best criterion that we
found for CT was when Λ fell below about 0.5.
Assuming the energy remains trapped at the interface,
our calculations show that charge separation takes place
after 188±28 fs. This is quite encouraging in so far as
this is the order of magnitude of the time-scale reported
in the literature for charge separation at organic solar
cell bulk heterojunction interfaces based upon experi-
mental results. We also carried out calculations without
the long-range correction and found significantly shorter
CT times which are in no way consistent with experi-
ment. This emphasizes the importance of using a long-
range corrected theory not just for calculating spectra but
also in photodynamics simulations. As our system is fi-
nite, CT also recurs. That is, the charges recombine so
that they can separate again at some later time. Re-
combination could be prevented if the system were large
enough to allow charge to diffuse away from the interface.
Shortly before submitting this article, we became
aware of a recently published paper by Joseph, Ravva,
and Bredas [150] reporting results of TD-ωB97XD FSSH
calculations a similar but not identical system. Their
model also consists of a single pentacene molecule face
on with a single C60 molecule with a the central hexagon
of pentacene roughly over a hexagonal face of C60 as in
Model 2 of Ref. 38. In the model used in the present work,
the C60 sphere has been rotated to a position known to
be favorable for an electrocyclic reaction (though none
was observed in the present work). Despite the differ-
ent orientations, we might hope that Joseph et al. would
have found similar CT times in their simulation with a
long-range corrected functional as we did in our simu-
lation using TD-lc-DFTB and this is indeed the case to
some extent. There is order of magnitude agreement, but
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they reported a 25 fs CT time based upon an apparently
very careful analysis. Interestingly this which seems more
like the EET times coming out of our own careful anal-
ysis, rather than the longer (100-200 fs) CT times that
we observed. As we have shown, it can be difficult to
distinguish between EET and CT times and, although
this may be one explanation of the discrepency between
the results of Ref. 150 and the present results, we must
point out that the two calculations differ significantly in
the details of the simulation, including both the orienta-
tion of C60 and the preparation of the initial ensemble of
excited states. Also neither the study of Ref. 150 nor the
present study involved enough trajectories to determine
a reliable CT rate and hence the CT time has not been
accurately determined over a macroscopic ensemble.
All of these points to the need for simulations on model
systems composed of larger numbers of molecules and,
eventually, varying the types of molecules. We believe
that such future studies will be aided by the present
study in so far as we have done the pioneering work ap-
plying state-of-the-art TD-lc-DFTB FSSH to fs CT dy-
namics. As TD-lc-DFTB FSSH has a better scaling than
TD-ωB97XD FSSH, we may hope to be able to treat
still larger systems in the future. At the same time, we
are also fully aware of the need to explore other meth-
ods for preparing the ensemble of initial excited states
and of the limitations of the analytic tools that we have
used to characterize CT. While we believe our results to
be improvable, we believe that they have already shown
beyond any serious doubt the importance of including
long-range corrections in studies of CT at OPV hetero-
junctions.
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The supplemental information for this paper contains
the following:
• Short-time analysis for the 16 states initially local-
ized on pentacene.
• Short-time analysis for the 14 states initially delo-
calized over pentacene and buckminsterfullerene.
• CT analysis of TD-DFTB FSSH calculations.
Abbreviations
For the reader’s convenience, we have collected to-
gether the abbreviations used in this chapter:
Λ Degree of spatial overlap between occupied and virtual
orbitals
A Acceptor.
BS Band structure.
C60 Buckminsterfullerene.
coul Coulomb.
CT Charge transfer.
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D Donor.
DFA Density-functional approximation.
DFT Density-functional theory.
DFTB Density-functional tight binding.
DL Delocalized.
DKI Nonadiabatic coupling.
E Energy.
EFISH Electric field-induced second harmonic.
erf Error function.
erfc Complementary error function.
ET Energy transfer.
ETT Exciton energy transfer.
FRET Fo¨rster resonance energy transfer.
FSSH Fewest switches surface hopping.
fs Femtoseconds.
f Oscillator strength.
GGA Generalized gradient approximation.
H Highest-occupied molecular orbital.
H-n nth level below the HOMO.
HOMO Highest-occupied molecular orbital.
HF Hartree-Fock.
L Lowest-unoccupied molecular orbital.
L+n nth level above the LUMO.
LUMO Lowest-unoccupied molecular orbital.
HOMO Highest-occupied molecular orbital.
L Lowest-unoccupied molecular orbital.
L+n nth level above the LUMO.
lc Long-range corrected.
lc-DFTB long-range corrected Density-functional tight
binding.
lr Long range.
LUMO Lowest-unoccupied molecular orbital.
MO Molecular orbital.
ms Milliseconds.
ns Nanoseconds.
NTO Natural transition orbital.
OPV Organic photovoltaics.
P Pentacene.
Pent Pentacene.
ps Picoseconds.
rep Repulsion.
S Singlet.
SCC Self-consistent charge.
sr Short range.
TD Time-dependent
TD-DFT Time-dependent density-functional theory.
TD-DFTB Time-dependent density-functional tight
binding.
TD-lc-DFTB long-range corrected time dependent
Density-functional tight binding.
TDM Transition dipole moment.
Traj Trajectory.
UV-Vis Ultraviolet-visible.
xc Exchange-correlation.
[1] Present address: Department of Chemistry, College of
Science, University of Mosul, Mosul 41002, Iraq.
[2] Present address: The Chinese University of Hong Kong,
Shenzhen, No. 2001 Longxiang Blvd., Longgang Dist.,
Shenzhen, Guangdong, China, 518172.
[3] Present address: Department of Chemistry, The Hong
Kong University of Science and Technology, Hong Kong,
China.
[4] G. Li, R. Zhu, and Y. Yang, Polymer solar cells., Nat.
Photonics 6, 153 (2012).
[5] S. M. Sze and K. K. Ng, Physics of Semiconductor De-
vices, Wiley, 3rd edition, 2007.
[6] M. Pope and C. Z. Swenberg, Electronic Processes in
Organic Crystals and Polymers, Oxford University Press,
Oxford, 1999.
[7] B. Maennig et al., Organic p-i-n solar cells, Ap-
plied Physics A: Materials Science and Processing 79, 1
(2004).
[8] J. Bredas, J. E. Norton, J. Cornil, and V. Coropceanu,
Molecular understanding of organic solar cells: the chal-
23
lenges., Acc. Chem. Res. 42, 1691 (2009).
[9] X. Y. Zhu, Q. Yang, and M. Muntwiler, Charge-transfer
excitons at organic semiconductor surfaces and interfaces.,
Acc. Chem. Res. 42, 1779 (2009).
[10] T. M. Clarke and J. R. Durrant, Charge photogeneration
in organic solar cells., Chem. Rev. 110, 6736 (2010).
[11] A. Mishra and P. Ba¨uerle, Small molecule organic semi-
conductors on the move: Promises for future solar energy
technology., Angew. Chem. Int. Ed. 51, 2020 (2012).
[12] Best Research-Cell Efficiencies,
https://www.nrel.gov/pv/assets/pdfs/
cell efficiency explanatory notes.pdf and
https://www.nrel.gov/pv/assets/images/efficiency-
chart.png, last accessed 22 February 2018.
[13] S. Ru¨hle, Tabulated values of the Shockley-Queisser limit
for single junction solar cells, Solar Energy , 139 (2016).
[14] S. De et al., Geminate charge recombination in alternating
polyfluorene copolymer/fullerene blends, J. Am. Chem.
Soc. 129, 8466 (2007).
[15] W. Chan et al., Observing the multiexciton state in singlet
fission and ensuing ultrafast multielectron transfer, Sci-
ence 334, 1541 (2011).
[16] A. A. Bakulin et al., The role of driving energy and de-
localized states for charge separation in organic semicon-
ductors., Science. 335, 1340 (2012).
[17] S. Gelinas et al., Ultrafast Long-Range Charge Separation
in Organic Semiconductor Photovoltaic Diodes, Science
343, 512 (2014).
[18] C. Deibel and V. Dyakonov, Polymer-fullerene bulk het-
erojunction solar cells, Rep. Prog. Phys. 73, 9 (2010).
[19] S. Few, J. M. Frost, and J. Nelson, Models of charge
pair generation in organic solar cells, Phys. Chem. Chem.
Phys. 17, 2311 (2015).
[20] C. W. Tang, Two-layer organic photovoltaic cell, Appl.
Phys. Lett. 48, 183 (1986).
[21] I. G. Scheblykin, A. Yartsev, T. Pullerits, V. Gulbinas,
and V. Sunderstro¨m, Excited state and charge photogen-
eration dynamics in conjugated polymers, J. Phys. Chem.
B 111, 6303 (2017).
[22] J. Guo, H. Ohkita, H. Benten, and S. Ito, Near-IR fem-
tosecond transient absorption spectroscopy of ultrafast po-
laron and triplet exciton formation in polythiophene films
with different regioregularities, J. Am. Chem. Soc. 131,
16869 (2009).
[23] R. A. Marsch, J. M. Hodgkiss, S. Albert-Seifried, and
R. H. Friend, Effect of annealing on P3HT:PCBM charge
transfer and nanoscale morphology probed by ultrafast
spectroscopy, Nano Lett. 10, 923 (2010).
[24] G. Grancini et al., Hot exciton dissociation in polymer
solar cells, Nat. Mater. 12, 29 (2013).
[25] D. A. Vithanage et al., Visualizing charge separation in
bulk heterojunction organic solar cells, Nature Comm. 4,
2334 (2013).
[26] J. E. Anthony, The Larger Acenes: Versitile Organic
Semiconductors, Angew. Chem. Int. Ed. 47, 452 (2008).
[27] M. S. Dresselhaus and G. Dresselhaus, Fullerenes and
fullerene-derived solids as electronic materials, Ann. Rev.
Mater. Sci. 25, 487 (1995).
[28] H. Yan, T. Kagata, and H. Okuzaki, Ambipo-
lar pentacene/C60-based field-effect transistors with high
hole and electron mobilities in ambient temperature,
Appl. Phys. Lett. 94, 023305 (2009), Ambipolar
pentacene/C60-based field-effect transistors with high
hole and electron mobilities in ambient temperature.
[29] S. Yoo, B. Domercq, and B. Kippelen, Efficient thin-
film organic solar cells based on pentacene/C60 hetero-
junctions, Appl. Phys. Lett. 85, 5427 (2004).
[30] D. N. Congreve et al., External quantum efficiency above
100% in a singlet-fission-based organic photovoltaic cell,
Science 340, 334 (2013).
[31] S. C. B. Mannsfeld, A. Virkar, C. Reese, M. F. Toney,
and Z. Bao, Precise structure of pentacene monolayers on
amorphous silicon oxide and relation to charge transport,
Adv. Mater. 21, 2294 (2009).
[32] K. Berke et al., Current transport across the
pentacene/CVD-grown graphene interface for diode appli-
cations, J. Phys.: Condens. Matter. 24, 255802 (2012).
[33] Y. Fu, C. Risko, and J. Bre´das, Intermixing at the
pentacene-fullerene bilayer interface: A molecular dynam-
ics study, Adv. Mater. 25, 878 (2013).
[34] Z. Zheng, J.-L. Bre´das, and V. Coropceanu, Description
of the Charge Transfer States at the Pentacene/C60 Inter-
face: Combining Range-Separated Hybrid Functionals with
the Polarizable Continuum Model, Phys. Chem. Lett. 7,
2616 (2016).
[35] T. Minami, M. Nakano, and F. Castet, Nonempirically
tuned long-range corrected density functional theory study
on local and charge-transfer excitations in a pentacene/C60
model complex, J. Phys. Chem. Lett. 2, 1725 (2011).
[36] T. Minami, S. Ito, and M. Nakano, Functional depen-
dence of excitation energy for pentacene/C60 model com-
plex in the nonempirically tuned long-range corrected den-
sity functional theory, Int. J. Quantum Chem. 113, 252
(2013).
[37] B. Yang et al., Impact of Electron Delocalization on
the Nature of the Charge-Transfer States in Model Pen-
tacene/C60 Interfaces : A Density Functional Theory
Study, J. Phys. Chem. C 118, 27648 (2014).
[38] C. Zhang et al., Theoretical Study of the Local
and Charge-Transfer Excitations in Model Complexes
of Pentacene-C60 Using Tuned Range-Separated Hybrid
Functionals, J. Chem. Theory Comput. 10, 2379 (2014).
[39] Y. Murata, N. Kato, K. Fujiwara, and K. Komatsu,
Solid-State [4+2] Cycloaddition of Fullerene C60 with Con-
densed Aromatics Using a High-Speed Vibration Milling
Technique, J. Org. Chem. 64, 3483 (1999).
[40] S. Hammes-Schiffer and J. C. Tully, Proton transfer in
solution: Molecular dynamics with quantum transitions.,
J. Chem. Phys. 101, 4657 (1994).
[41] U. Werner, Simulation of Nonadiabatic Dynamics and
Time-Resolved Photoelectron Spectra in the Frame of
Time-Dependent Density Functional Theory., PhD the-
sis, Humboldt University of Berlin, 2011.
[42] F. Plasser et al., Surface Hopping Dynamics with Cor-
related Single-Reference Methods: 9H-Adenine as a Case
Study., J. Chem. Theory Comput. 10, 1395 (2014).
[43] J. C. Tully, Molecular dynamics with electronic transi-
tions., J. Chem. Phys. 93, 1061 (1990).
[44] E. Tapavicza, I. Tavernelli, and U. Roethlisberger,
Trajectory surface hopping within linear response time-
dependent density functional theory, Phys. Rev. Lett.
98, 023001 (2007).
[45] N. Doltsinis and D. Marx, First principles molecular dy-
namics involving excited states and non-adiabatic transi-
tions., J. Theor. Comput. Chem. 1, 319 (2002).
[46] M. E. Casida, B. Natarajan, and T. Deutsch, Non-Born-
Oppenheimer dynamics and conical intersections, in Fun-
damentals of Time-Dependent Density-Functional The-
24
ory, edited by M. Marques, N. Maitra, F. Noguiera,
E. K. U. Gross, and . Rubio, volume 837 of Lecture
Notes in Physics, page 279, Springer Verlag, Berlin,
2011.
[47] P. Koskinen and V. Ma¨kinen, Density-functional tight-
binding for beginners, Comp. Mater. Sci. 47, 237 (2009).
[48] A. Oliveira, G. Seifert, T. Heine, and H. Duarte,
Density-functional based tight-binding: An approximate
DFT method, J. Braz. Chem. Soc. 20, 1193 (2009).
[49] M. Elstner and G. Seifert, Density functional tight bind-
ing, Philos. Trans. R. Soc. A 372, 20120483 (2014).
[50] T. Niehaus et al., Tight-binding approach to time-
dependent density-functional response theory, Phys. Rev.
B 63, 085108 (2001).
[51] T. Frauenheim et al., Atomistic simulations of complex
materials: ground-state and excited-state properties, J.
Phys.: Condens. Matter 14, 3015 (2002).
[52] D. Heringer, T. A. Niehaus, M. Wanko, and T. Fraun-
heim, Analytical excited state forces for the time-
dependent density-functional tight-binding method, J.
Comput. Chem. 28, 2589 (2007).
[53] T. A. Niehaus, Approximate time-dependent density func-
tional theory, J. Molec. Struct.: THEOCHEM 914, 38
(2009).
[54] A. A. M. H. M. Darghouth et al., Assessment of Density-
Functional Tight-Binding Ionization Potentials and Elec-
tron Affinities of Molecules of Interest for Organic Solar
Cells Against First-Principles GW Calculations, Compu-
tation 3, 616 (2015).
[55] A. A. M. H. M. Darghouth et al., Davydov-
Type Excitonic Effects on the Absorption Spectra of
Parallel-Stacked and Herringbone Aggregates of Pen-
tacene: Time-Dependent Density-Functional Theory
and Time-Dependent Density-Functional Tight Bind-
ing, J. Chem. Phys., submitted 11 February 2018,
https://arxiv.org/abs/1803.00056.
[56] U. Werner, R. Mitric´, T. Suzuki, and V. Bonacˇic´-
Koutecky´, Nonadiabatic dynamics within the time depen-
dent density functional theory: Ultrafast photodynamics in
pyrazine, Chem. Phys. 349, 319 (2008).
[57] R. Mitric´, U. Werner, and V. Bonacˇic´-Koutecky´, Nona-
diabatic dynamics and the simulation of time-resolved pho-
toelectron spectra within time-dependent density func-
tional theory: Ultrafast photoswitching in benzilydeneani-
line, J. Chem. Phys. 129, 164118 (2008).
[58] M. Barbatti et al., Nonadiabatic dynamics of pyrrole:
Dependence of deactivation mechanisms on the excitation
energy, Chem. Phys. 375, 26 (2010).
[59] A. Humeniuk and R. Mitricˇ, DFTBaby: A software
package for non-adiabatic molecular dynamics simulations
based on long-ranged corrected tight-binding TD-DFT(B),
Comp. Phys. Comm. 221, 174 (2017).
[60] S. Grimme, J. Antony, S. Ehrlich, and H. Krieg, A con-
sistent and accurate ab initio parameterization of density
functional dispersion correction (DFT-D) for the 94 ele-
ments H-Pu., J. Chem. Phys. 132, 154104 (2010).
[61] A. Humeniuk and R. Mitric´, Long-range correction for
tight-binding TD-DFT, J. Chem. Phys. 143, 134120
(2015).
[62] V. May and O. Ku¨hn, Charge and Energy Transfer Dy-
namics in Molecular Dynamics, Wiley-VCH, New York,
2000.
[63] W. Domcke, D. R. Yorkny, and D. R. Noppel, Conical
Intersections: Electronic Structure, Dynamics and Spec-
troscopy, World Scientific, Singapore, 2004.
[64] G. Granucci, M. Persico, and A. Toniolo, Direct
semiclassical simulation of photochemical processes with
semiempirical wave functions, J. Chem. Phys. 114, 10608
(2001).
[65] P. Hohenberg and W. Kohn, Inhomogeneous electron gas
, Phys. Rev.B. 136, 864 (1964).
[66] W. Kohn and L. J. Sham, Self-consistent equations in-
cluding exchange and correlation effects, Phys. Rev. 140,
1133 (1965).
[67] R. G. Parr and W. Yang, Density-Functional Theory of
Atoms and Molecules, Oxford University Press, Oxford,
1989.
[68] R. M. Dreizler and E. K. U. Gross, Density Functional
Theory, An Approach to the Quantum Many-Body Prob-
lem, Springer-Verlag, New York, 1990.
[69] W. Koch and M. C. Holthaussen, A Chemist’s Guide
to Density Functional theory: Introduction to the DFT,
Wiley-VCH, New York, 2000.
[70] A. D. Becke, Density-functional thermochemistry. III. The
role of exact exchange , J. Chem. Phys. 98, 5648 (1993).
[71] P. M. W. Gill, Obituary: Density-Functional Theory
(1927-1993), Aust. J. Chem. 54, 661 (2001).
[72] A. Seidl, A. Go¨rling, P. Vogl, J. A. Majewski, and
M. Levy, Generalized Kohn-Sham schemes and the band-
gap problem, Phys. Rev. B 53, 3764 (1996).
[73] E. Runge and E. K. U. Gross, Density-functional theory
for time-dependent systems, Phys. Rev. Lett. 52, 997
(1984).
[74] M. A. L. Marques, C. Ullrich, F. Nogueira, A. Ru-
bio, and E. K. U. Gross, editors, Time-Dependent
Density-Functional Theory, volume 706 of Lecture Notes
in Physics, Springer, Berlin, 2006.
[75] M. A. L. Marques, N. Maitra, F. Noguiera, E. K. U.
Gross, and A. Rubio, editors, Fundamentals of Time-
Dependent Density-Functional Theory, volume 837 of Lec-
ture Notes in Physics, Springer, Berlin, 2011.
[76] C. A. Ullrich, Time-Dependent Density-Functional The-
ory, Oxford University Press, New York, 2012.
[77] M. Casida, Time-dependent density-functional theory
for molecules and molecular solids., J. Mol. Struct.:
THEOCHEM. 914, 3 (2009).
[78] M. E. Casida and M. Huix-Rotllant, Progress in Time-
Dependent Density-Functional Theory, Annu. Rev. Phys.
Chem. 63, 287 (2012).
[79] C. Adamo and D. Jacquemin, The calculations of excited-
state properties with Time-Dependent Density Functional
Theory, Chem. Soc. Rev. 42, 845 (2013).
[80] D. Jacquemin, V. Wathelet, E. A. Perpete, and
C. Adamo, Extensive TD-DFT benchmark: Singlet-
excited states of organic molecules, J. Chem. Theory
Comput. 5, 2420 (2009).
[81] A. D. Laurent and D. Jacquemin, TD-DFT benchmarks:
A review, Int. J. Quant. Chem. 113, 2019 (2013).
[82] N. T. Maitra, Perspective: Fundamental aspects of time-
dependent density functional theory, J. Chem. Phys. 144,
220901 (2016).
[83] M. E. Casida, Time-dependent density-functional re-
sponse theory for molecules, in Recent Advances in Den-
sity Functional Methods, Part I, edited by D. Chong,
page 155, World Scientific, Singapore, 1995.
[84] D. J. Tozer, R. D. Amos, N. C. Handy, B. O. Roos,
and L. Serrano-Andre´s, Does density functional theory
contribute to the understanding of excited states of unsat-
25
urated organic compoundds?, Mol. Phys. 97, 859 (1999).
[85] A. Dreuw, J. L. Weisman, and M. Head-Gordon, Long-
range charge-transfer excited states in time-dependent
density functional theory require non-local exchange, J.
Chem. Phys. 119, 2943 (2003).
[86] M. J. Peach, P. Benfield, T. Helgaker, and D. J. Tozer,
Excitation energies in density functional theory: An evalu-
ation and a diagnostic test, J. Chem. Phys. 128, 044118
(2008).
[87] M. J. Peach and D. J. Tozer, Illustration of a TDDFT
spatial overlap diagnostic by basis function exponent scal-
ing, J. Mol. Struct.: THEOCHEM 914, 110 (2009).
[88] M. J. G. Peach, C. R. L. Sueur, M. Guillaume, and
D. J. Tozer, TDDFT diagnostic testing and functional as-
sessment for triazene chromophores, Phys. Chem. Chem.
Phys. 11, 4465 (2009).
[89] T. S. Kuhlman, K. V. Mikkelsen, K. B. Møller, and
T. I. Sølling, Charge-resonance excitations in symmetric
molecules — Comparison of linear response DFT with CC3
for the excited states of a model dimer, Chem. Phys. Lett.
478, 127 (2009).
[90] P. Wiggens, J. A. G. Williams, and D. J. Tozer, Excited
state surfaces in density functional theory: A new twist on
an old problem, J. Chem. Phys. 131, 091101 (2009).
[91] A. D. Dwyer and D. J. Tozer, Effect of chemical change
on TDDFT accuracy: orbital overlap perspective of the
hydrogenation of retinal, Phys. Chem. Chem. Phys. 12,
2816 (2010).
[92] S. S. Leang, F. Zahariev, and M. S. Gordon, Benchmark-
ing the performance of time-dependent density functional
methods, J. Chem. Phys. 136, 104101 (2012).
[93] Y. Tawada, T. Tsuneda, S. Yanagisawa, T. Yanai, and
K. Hirao, A long-range-corrected time-dependent density
functional theory, J. Chem. Phys. 120, 8425 (2004).
[94] S. Totura, T. Tsuneda, and K. Hirao, Long-range-
corrected time-dependent density functional study on elec-
tronic spectra of five-membered ring compounds and free-
base porphorin, J. Theor. Comput. Chem. 5, 925 (2006).
[95] O. A. Vydrov and G. E. Scuseria, Assessment of a long-
range corrected hybrid functional, J. Chem. Phys. 125,
234109 (2006).
[96] M. J. G. Peach, E. I. Tellgrent, P. Salek, T. Helgaker,
and D. J. Tozer, Structural and Electronic Properties
of Polyacetylene and Polyyne from Hybrid and Coulomb-
Attenuated Density Functionals, J. Phys. Chem. A 111,
11930 (2007).
[97] E. Livshits and R. Baer, A well-tempered density func-
tional theory of electrons in molecules, Phys. Chem.
Chem. Phys. 9, 2932 (2007).
[98] E. L. andd R. Baer, A Density Functional Theory for
Symmetric Radical Cations from Bonding to Dissociation,
J. Phys. Chem. A 112, 12789 (2008).
[99] C. V. Caillie and R. E. Amos, Geometric derivatives of
excitation energies using SCF and DFT, Chem. Phys.
Lett. 308, 249 (1999).
[100] C. V. Caillie and R. E. Amos, Geometric deriva-
tives of density functional theory excitation energies using
gradient-corrected functionals, Chem. Phys. Lett. 317,
159 (1999).
[101] F. Furche and R. Ahlrichs, Adiabatic time-dependent
density functional methods for excited state properties, J.
Chem. Phys. 117, 7433 (2002).
[102] J. Hutter, Excited state nuclear forces from the Tamm-
Dancoff approximation to time-dependent density func-
tional theory within the plane wave basis set framework,
J. Chem. Phys. 118, 3928 (2003).
[103] N. L. Doltsinis and D. S. Kosov, Plane
wave/pseudopotential implementation of excited state
gradients in density functional linear response theory: A
new routevia implicit differentiation, J. Chem. Phys.
112, 144101 (2005).
[104] D. Rappoport and F. Furche, Analytical time-dependent
density functional derivative methods within the RI-J
approximation, an approach to excited states of large
molecules, J. Chem. Phys. 112, 064105 (2005).
[105] M. Chiba, T. Tsuneda, and K. Hirao, Excited state ge-
ometry optimizations by analytical energy gradient of long-
range corrected time-dependent density functional theory,
J. Chem. Phys. 124, 144106 (2006).
[106] G. Scalmani et al., Geometries and properties of excited
states in the gas phase and in solution: Theory and appli-
cation of a time-dependent density functional theory po-
larizable continuum model, J. Chem. Phys. 124, 094107
(2006).
[107] E. Tapavicza, I. Tavernelli, U. Rothlisberger, C. Fil-
ippi, and M. E. Casida, Mixed time-dependent density-
functional theory/classical surface hopping study of oxirane
photochemistry, J. Chem. Phys. 129, 124108 (2008).
[108] B. G. Levine, C. Ko, J. Quenneville, and T. J. Mart´ınez,
Conical intersections and double excitations in time-
dependent density functional theory, Mol. Phys. 104,
1039 (2006).
[109] R. Send and F. Furche, First-order nonadiabatic cou-
plings from time-dependent hybrid density functional re-
sponse theory: Consistent formalism, implementation, and
performance, J. Chem. Phys. 132, 044107 (2010).
[110] E. Tapavicza, A. M. Meyer, and F. Furche, Unravelling
the details of vitamin D photosynthesos by non-adiabatic
molecular dynamics simulations, Phys. Chem. Chem.
Phys. 13, 20986 (2011).
[111] Newton-X web page, http://http://www.newtonx.org/.
[112] Y. Lei, S. Yuan, Y. Dou, Y. Wang, and Z. Wen, Detailed
dynamics of the nonradiative deactivation of adenine: A
semiclassical dynamics study, J. Phys. Chem. A 112,
8497 (2008).
[113] X. Gao, Q. Peng, Y. Niu, D. Wang, and Z. Shuai, The-
oretical insight into the aggregation induced emission phe-
nomena of diphenyldibenzofulvene: a nonadiabatic molec-
ular dynamics study, Phys. Chem. Chem. Phys. 14,
14207 (2012).
[114] S. Pal et al., Nonadiabatic molecular dynamics for thou-
sand atom systems: A tight-binding approach toward
PYXAID, J. Chem. Theory Comput. 12, 1436 (2016).
[115] J. Jakowski and K. Morokuma, Liouville-von Neumann
molecular dynamics, J. Chem. Phys. 130, 224106 (2009).
[116] A. Domı´nguez, B. Aradi, T. Frauenheim, V. Lutsker,
and T. A. Niehaus, Extensions of the time-dependent
density functional based tight-binding approach, 9, 4901
(2013).
[117] T. Niehaus and F. Della Sala, Range separated function-
als in the density functional tight-binding method, Phys.
Status Solidi B 2, 237 (2012).
[118] V. Lutsker, B. Aradi, and T. A. Niehaus, Implementa-
tion and benchmark of a long-range corrected functional
in the density functional based tight-binding method, J.
Chem. Phys. 143, 184107 (2015).
[119] V. Q. Vuong et al., Parameterization and benchmark
of long-range corrected DFTB2 for organic molecules, J.
26
Chem. Theory Comput. 14, 115 (2018).
[120] D. Porezag, T. Frauenheim, T. Ko¨hler, G. Seifert, and
R. Kaschner, Construction of tight-binding-like potentials
on the basis of density-functional theory: Application to
carbon, Phys. Rev.B. 51, 12947 (1995).
[121] M. Elstner et al., Self-consistent-charge density-functional
tight-binding method for simulations of complex materials
properties, Phys. Rev. B 58, 7260 (1998).
[122] M. Gaus, Q. Cui, and M. Elstner, DFTB3: Extension of
the self-consistent-charge density-functional tight-binding
method (SCC-DFTB), J. Chem. Theory Comput. 7, 931
(2011).
[123] R. S. Mulliken, Report on Molecular Orbital Theory,
Journal de Chimie Physique et de Physico-Chimie Bi-
ologique 497 (1949).
[124] T. Bredow and K. Jug, Theory and range of modern
semiempirical molecular orbital methods, Theor. Chem.
Acc. 113, 1 (2005).
[125] R. Mitric´, U. Werner, M. Wohlgemuth, G. Seifert,
and V. Bonacˇic´-Koutecky´, Nonadiabatic Dynamics
within Time-Dependent Density Functional Tight Binding
Method., J. Phys. Chem. A. 113, 12700 (2009).
[126] P. Lo¨wdin, Quantum Theory of Many-Particle Systems.
I. Physical Interpretations by Means of Density Matrices,
Natural Spin-Orbitals, and Convergence Problems in the
Method of Configurational Interaction, Phys. Rev. 97,
1474 (1955).
[127] M. J. Frisch et al., Gaussian 09, Gaussian Inc (2009).
[128] DFTB+ web page, http://www.dftb-plus.info/.
[129] Crystallography Open Database,
http://www.crystallography.net/cod/.
[130] S. Schiefer, M. Huth, A. Dobrinevski, and B. Nickel, De-
termination of the Crystal Structure of Substrate-Induced
Pentacene Polymorphs in Fiber Structured Thin Films., J.
Am. Chem. Soc. 129, 10316 (2007).
[131] D. L. Dorset and M. P. McCourt, Disorder and the
molecular packing of C60 buckminsterfullerene: A direct
electron-crystallographic analysis, Acta Crystallogr. A
50, 344 (1994).
[132] C. Lee, W. Yang, and R. G. Parr, Development of the
Colle-Salvetti correlation-energy formula into a functional
of the electron density., Phys. Rev. B 37, 785 (1988).
[133] Becke3LYP Method References and General Citation
Guidelines, Gaussian NEWS, vol. 5, no. 2, summer 1994,
p. 2.
[134] A. D. Becke, A new mixing of Hartree-Fock and local
density-functional theories , J. Chem. Phys. 98, 1372
(1993).
[135] W. J. Hehre, R. Ditchfield, and J. A. Pople, Self-
Consistent Molecular Orbital Methods. XII. Further Ex-
tensions of Gaussian-Type Basis Sets for Use in Molecular
Orbital Studies of Organic Molecules, J. Chem. Phys. 56,
2257 (1972).
[136] P. C. Hariharan and J. A. Pople, The influence of polar-
ization functions on molecular orbital hydrogenation ener-
gies, Theoret. Chimica Acta 28, 213 (1973).
[137] T. Yanai, D. P. Tew, and N. C. Handy, A new hy-
brid exchange-correlation functional using the Coulomb-
attenuating method (CAM-B3LYP), Chem. Phys. Lett.
393, 51 (2004).
[138] R. Bauernschmitt and R. Ahlrichs, Treatment of elec-
tronic excitations within the adiabatic approximation of
time dependent density functional theory. , Chem. Phys.
Lett. 256, 454 (1996).
[139] C. Jamorski, M. E. Casida, and D. R. Salahub, Dynamic
Polarizabilities and Excitation Spectra from a Molecu-
lar Implementation of Time-Dependent Density-Functional
Response Theory: N2 as a Case Study, J. Chem. Phys.
104, 5134 (1996).
[140] M. Barbatti and K. Sen, Effects of different initial condi-
tion samplings on photodynamics and spectrum of pyrrole,
Int. J. Quant. Chem. 116, 762 (2015).
[141] L. Zhechkov, T. Heine, S. Patchkovskii, G. Seifert, and
H. A. Duarte, An efficient a posteriori treatment for dis-
persion interaction in density-functional-based tight bind-
ing, J. Chem. Theory Comput. 1, 841 (2005).
[142] J. E. Subotnik et al., Understanding the Surface Hopping
View of Electronic Transitions and Decoherence, Ann.
Rev. Phys. Chem. 67, 387 (2016).
[143] M. Barbatti et al., Newton-X: A Surface-Hopping
Program for Nonadiabatic Molecular Dynamics, WIREs:
Comp. Mol. Sci. 4, 26 (2014).
[144] THEOdore web page, http://theodore-
qc.sourceforge.net/.
[145] L. Stojanovic´ et al., Nonadiabatic dynamics of cyclopara-
phenylenes with TD-DFTB surface hopping, J. Chem.
Theory Comput. 13, 5846 (2017).
[146] R. Crespo-Otero and M. Barbatti, Specgtrum simulation
and decomposition with nuclear ensemble: formal deriva-
tion and application to benzene, furan and 2-phenylfuran,
Theor. Chem. Acc. 131, 1237 (2012).
[147] K. Sen, R. Crespo-Otero, O. Weingart, W. Thiel, and
M. Barbatti, Interfacial States in Donor-Acceptor Organic
Heterojunctions: Computational Inisghts into Theophene-
Oligomer/Fullerene Junctions, J. Chem. Theory Comput.
9, 533 (2013).
[148] D. Fazzi, M. Barbatti, and W. Thiel, Hot and Coldd
Charge-Transfer Mechanisms in Organic Photovoltaics: In-
sights into the Excited States of Donor/Acceptor Inter-
faces, J. Phys. Chem. Lett. 8, 4727 (2017).
[149] T. Forster, 10th Spiers Memorial Lecture. Transfer Mech-
anisms of Electronic Excitation, Faraday Discuss. Chem.
Soc. 27, 7 (1959).
[150] S. Joseph, M. K. Ravva, and J. Bredas, Charge-transfer
Dynamics in the Lowest Excited State of a Pentacene-
Fullerene Complex: Implications for Organic Solar Cells,
J. Phys. Chem. Lett. 8, 5171 (2017).
