A model-based agent system model for medicine usage management is presented and formally analysed. The model incorporates an intelligent ambient agent model that has an explicit representation of a dynamical system model to estimate the medicine level in the patient's body by simulation, is able to analyse whether the patient intends to take the medicine too early or too late, and can take measures to prevent this.
SMS messages only when at a relevant point in time no medicine intake is detected. A next step is to let a computing device find out more precisely what relevant times for medicine intake are. One way is to base this on pre-specified prescription schemes that indicate at what time points medicine should be taken. However, this may be inflexible in cases that a patient did not follow the scheme precisely. To obtain a more robust and flexible approach, this paper explores and analyses possibilities to use an automated medicine box in combination with model-based intelligent agents to dynamically determine the (estimated) medicine level over time.
The agent-based model for medicine usage management discussed was formally specified in an executable manner and formally analysed using dedicated tools. The system incorporates a model-based intelligent agent that includes an explicitly represented dynamic system model to estimate the medicine level in the patient's body by simulation. Based on this it is able to dynamically determine at what point in time the patient should take medicine, and given that, to analyse whether the patient intends to take medicine too early or too late, and to take measures to prevent this. In this paper, Section 2 describes the multi-agent system introduced, whereas Section 3 presents information about the interaction on the highest level of abstraction. Section 4 presents detailed information about the specific agents. Furthermore, Section 5 presents simulation results, and Section 6 presents formal analysis of these results. Finally, Section 7 is a discussion. Figure 1 presents an overview of the entire system as considered. A choice has been made to design the system as a multi-agent system due to the different characteristics and potential differences in location between the various parts of the system. The top right corner shows the patient, who interacts with the medicine box, and communicates with the patient cell phone. The Medicine Box detects whether medicine is taken out of the medicine box. The Medicine Box Agent (MBA) observes this medicine box. In case, for example, the patient intends to take the medicine too soon after the previous dose, it finds out that the medicine should not be taken at the moment (i.e., the sum of the estimated current medicine level plus a new dose is too high), and communicates a warning to the patient by a beep. Furthermore, all information obtained by this agent is passed on to the Usage Support Agent (USA). All information about medicine usage is stored in the patient database by this agent. If the patient tries to take the medicine too early, a warning SMS with a short explanation is communicated to the cell phone of the patient, in addition to the beep sound already communicated by the Medicine Box Agent. On the other hand, in case the Usage Support Agent finds out that the medicine is not taken early enough (i.e., the medicine concentration is estimated too low for the patient and no medicine was taken yet), it can take measures as well. First of all, it can warn the patient by communicating an SMS to the patient cell phone. This is done soon after the patient should have taken the medicine. In case that after some time the patient still does not take medicine, the agent can communicate an SMS to cell phone of the appropriate doctor. The doctor can look into the patient database to see the medicine usage, and in case the doctor feels it is necessary to discuss the state of affairs with the patient, he or she can contact the patient via a call using the doctor cell phone to the patient cell phone. Table 1 presents an overview of the various actors in the system and their role. Table 1 . Overview of actors in the system
Overview of the System

Actor
Specification of the Multi-Agent Level
In order for the various components shown in Figure 1 to interact in an appropriate manner, generic temporal rules at the global level are specified that model the interaction between the various components. In order to enable the expression of these rules, the temporal logical language LEADSTO is used (cf. Bosse, Jonker, Meij, and Treur, 2007) . In this language, the basic building blocks are temporal (or causal) relations of the format   e, f, g, h , which means:
If state property  holds for a certain time interval with duration g, then after some delay (between e and f) state property  will hold for a certain time interval of length h.
with  and  state properties of the form 'conjunction of literals' (where a literal is an atom or the negation of an atom), and e, f, g, h non-negative real numbers. First of all, Table 2 shows the ontology needed to express such rules. Using the ontology, the following generic temporal rules were specified (note that in case the values for parameters e, f, g, and h are omitted, the standard values of 0,0,1,1 can be assumed). In these rules, we consider components to have an input state, an internal state and an output state. The predicate input(X)| means that the state is an input of a component, internal(X)| represents internal states, and output(X)| refers to output states. All generic rules specify how outputs of components are propagated to inputs of another component. The mechanism of propagation via generic rules is required to let the facts that will generated by the specific rules that are specified later on spread trough the multi-agent model.
The first rule specifies how actions are propagated. More specifically, it states that if an agent outputs the fact that an action is performed in some world component, and the agent is able to perform this action in this world component, then the fact that the action is performed is valid at the input of that world component.
Action Propagation from Agent to World
Similarly, the second rule specifies that if an agents outputs that a specific information element should have the observation focus, this fact will be the input of a world component if the agent can observe this information element within the world component. The third and fourth generic rules specify in a similar way how observation results are propagated from the output of a world component to the input of an agent, and how information elements are propagated from the output of one agent to the input of another agent. 
Specification of the Ambient Agents
The Ambient Agent Model used is based on a combination of the Generic Agent Model GAM described in (Brazier et al., 2000) , and the generic process control model in (Jonker and Treur, 2002) . To express the agent's internal states and processes, the ontology shown in Table 3 was specified. Note that this extends the ontology on the generic level as expressed in Table 2 .
Table 3. Ontology Used within the Ambient Agent Model
An example of an expression that can be made by combining elements from this ontology is belief(leads_to_after(I:INFO_EL, J:INFO_EL, D:REAL)) which represents that the agent has the knowledge that state property I leads to state property J with a certain time delay specified by D. Using this ontology, the functionality of the agent has been specified by generic and domain-specific temporal rules.
Generic Temporal Rules
The functionality within the Ambient Agent Model has the following generic specifications. The first rule specifies how observations on the input leads to internal beliefs in case there is also a belief that a information element can be reliably observed in the world. The second rule specifies a similar principle for the the situation concerning I is critical communication of information from other agents. Here, the predicate internal(X)|belief(is_reliable_for(W, I)) is used to express that a certain information element I can be reliably observed in the world. In the remainder of this paper, this is assumed to be the case for all possible information elements. The last rule specifies how a dynamic model that is represented as part of the agent's knowledge can be used by the agent to perform simulation, thus extending its beliefs about the world at different points in time. 
SE(X) Simulation Execution
X:AGENT I,J:INFO_EL D:REAL T:TIME
When the sources are assumed always reliable, the conditions on reliability can be left out: 
IB(X) From Input to Beliefs
Domain-Specific Temporal Rules
Domain-specific rules are both shown for the Medicine Box Agent and the Usage Support Agent.
Medicine Box Agent. The Medicine Box Agent has functionality concerning communication to both the patient and the Usage Support Agent. First of all, the observed usage of medicine is communicated to the Usage Support Agent in case the medicine is not taken too early, as specified in MBA1.
MBA1: Medicine usage communication
If the Medicine Box Agent has a belief that the patient has taken medicine from a certain position in the box, and that the particular position contains a certain type of medicine M, and taking the medicine does not result in a too high medicine concentration of medicine M within the patient, then the usage of this type of medicine is communicated to the Usage Support Agent. Formally:
In case medicine is taken out of the box too early, a warning is communicated by a beep and the information is forwarded to the Usage Support Agent (MBA2 and MBA3). Note that in this rules, it is assumed that the patient does comply with the instruction not to take medicine, and therefore no information on usage is forwarded to the Usage Support Agent.
MBA2: Too early medicine usage prevention
If the Medicine Box Agent has the belief that the patient has taken medicine from a certain position in the box, that this position contains a certain type of medicine M, and taking the medicine results in a too high medicine concentration of medicine M within the patient, then a warning beep is communicated to the patient.
MBA3: Early medicine usage communication
If the Medicine Box Agent has a belief that the patient was taking medicine from a certain position in the box, and that the particular position contains a certain type of medicine M, and taking the medicine would result in a too high concentration of medicine M within the patient, then this is communicated to the Usage Support Agent.
Usage Support Agent. The Usage Support Agent's functionality is described by three sets of temporal rules. First, the agent maintains a dynamic model for the concentration of medicine in the patient over time in the form of a belief about a leads to relation.
USA1: Maintain dynamic model
The Usage Support Agent believes that if the medicine level for medicine M is C, and the usage effect of the medicine is E, then after duration D the medicine level of medicine M is C+E minus G*(C+E)*D with G the decay value.
In order to reason about the usage information, this information is interpreted (USA2), and stored in the database (USA3).
USA2: Interpret usage
If the agent has a belief concerning usage of medicine M and the current time is T, then a belief is generated that this is the last usage of medicine M, and the intention is generated to store this in the patient database.
USA3: Store usage in database
If the agent has the intention to store the medicine usage in the patient database, then the agent performs this action.
Finally, temporal rules were specified for taking the appropriate measures. Three types of measures are possible. First, in case of an intended early intake (for which it is assumed that the patient did not actually take the medication due to the warning beep of the box), a warning SMS is communicated (USA4). Second, in case the patient is too late with taking medicine, a different SMS is communicated, suggesting to take the medicine (USA5). Finally, when the patient does not respond to such SMSs, the doctor is informed by SMS (USA6).
USA4: Send early warning SMS
If the agent has the belief that an intention was shown by the patient to take medicine too early, then an SMS is communicated to the patient cell phone that the medicine should be put back in the box, and the patient should wait for a new SMS before taking more medicine.
USA5: SMS to patient when medicine not taken on time
If the agent has the belief that the level of medicine M is C at the current time point, and the level is considered to be too low, and the last message has been communicated before the last usage, and at the current time point no more medicine will be absorbed by the patient due to previous intake, then an SMS is sent to the patient cell phone to take the medicine M.
USA6: SMS to doctor when no patient response to SMS
If the agent has the belief that the last SMS to the patient has been communicated at time T, and the last SMS to the doctor has been communicated before this time point, and furthermore, the last recorded usage is before the time point at which the SMS has been sent to the patient, and finally, the current time is later than time T plus a certain delay parameter for informing the doctor, then an SMS is communicated to the cell phone of the doctor that the patient has not taken medicine M.
Simulation
In order to show how the above presented system functions, the system has been implemented in a dedicated software environment that can execute such specifications . To enable creation of simulations, a patient model is used that simulates the behaviour of the patient in a stochastic manner. The model specifies four possible behaviours of the patient, each with its own probability: (1) too early intake, (2) correct intake (on time), (3) responding to an SMS warning that medicine should be taken, and (4) responding to a doctor request by phone. Based upon such probabilities, the entire behaviour of the patient regarding medicine usage can be simulated. Note that a more realistic and complex model of the patient (e.g. taking into account that a patient might be less responsive at night) is currently beyond the scope of this paper. In the following simulations, values of respectively 0.1, 0.8, 0.9 and 1.0 have been used. Figure 2 shows an example of a simulation trace whereby the medicine support system is active. The figure shows part of the communication, observations and actions that occur during the simulation.
input(patient_cell_phone)|communicated_from_to(put_medicine_back_and_wait_for_signal, usage_support_agent, patient_cell_phone) output(patient_cell_phone)|communication_from_to(put_medicine_back_and_wait_for_signal, patient_cell_phone, patient) input(patient)|communicated_from_to(put_medicine_back_and_wait_for_signal, patient_cell_phone, patient) internal(patient)|belief(put_medicine_back_and_wait_for_signal) internal(usage_support_agent)|belief(sms_take_medicine(hiv_slowers)) output(usage_support_agent)|communication_from_to(sms_take_medicine(hiv_slowers), usage_support_agent, patient_cell_phone) input(patient_cell_phone)|communicated_from_to(sms_take_medicine(hiv_slowers), usage_support_agent, patient_cell_phone) output(patient_cell_phone)|communication_from_to(sms_take_medicine(hiv_slowers), patient_cell_phone, patient) input(patient)|communicated_from_to(sms_take_medicine(hiv_slowers), patient_cell_phone, patient) internal(patient)|belief(sms_take_medicine(hiv_slowers)) internal(usage_support_agent)|belief(sms_not_taken_medicine(hiv_slowers)) output(usage_support_agent)|communication_from_to(sms_not_taken_medicine(hiv_slowers), usage_support_agent, doctor_cell_phone) output(usage_support_agent)|communication_from_to(sms_not_taken_medicine(hiv_slowers), usage_support_agent, doctor) input(doctor_cell_phone)|communicated_from_to(sms_not_taken_medicine(hiv_slowers), usage_support_agent, doctor_cell_phone) internal(doctor_cell_phone)|belief(sms_not_taken_medicine(hiv_slowers)) output(doctor_cell_phone)|communication_from_to(sms_not_taken_medicine(hiv_slowers), doctor_cell_phone, doctor) output(doctor_cell_phone)|communication_from_to(doctor_request_take_medicine(hiv_slowers), doctor_cell_phone, doctor) input(doctor)|communicated_from_to(sms_not_taken_medicine(hiv_slowers), doctor_cell_phone, doctor) internal(doctor)|belief(sms_not_taken_medicine(hiv_slowers)) output(doctor)|communication_from_to(sms_not_taken_medicine(hiv_slowers), doctor, doctor) output(doctor)|communication_from_to(doctor_request_take_medicine(hiv_slowers), doctor, doctor_cell_phone) input(doctor_cell_phone)|communicated_from_to(doctor_request_take_medicine(hiv_slowers), doctor, doctor_cell_phone) internal(doctor_cell_phone)|belief(doctor_request_take_medicine(hiv_slowers)) output(doctor_cell_phone)|communication_from_to(doctor_request_take_medicine(hiv_slowers), doctor_cell_phone, patient_cell_phone) input(patient_cell_phone)|communicated_from_to(doctor_request_take_medicine(hiv_slowers), doctor_cell_phone, patient_cell_phone) output(patient_cell_phone)|communication_from_to(doctor_request_take_medicine(hiv_slowers), patient_cell_phone, patient) input(patient)|communicated_from_to(doctor_request_take_medicine(hiv_slowers), patient_cell_phone, patient) internal(patient)|belief(doctor_request_take_medicine(hiv_slowers)) internal(usage_support_agent)|intention(store_usage(recorded_usage(hiv_slowers, 696))) output(usage_support_agent)|performing_in(store_usage(recorded_usage(hiv_slowers, 696)), patient_database) input(patient_database)|performing(store_usage(recorded_usage(hiv_slowers, 696))) time The left hand side indicates the elements that occur whereas the right hand side indicates a time line (in minutes) where a spike indicates that the event occurs at that time point. Figure 3 indicates the medicine level over time as estimated by the agent based on its dynamic model. Here the x-axis represents time whereas the y-axis represents the medicine level. Note that in this case, the minimum level of medicine within the patient is set to 0.35 whereas the maximum level is 1.5. These numbers are based on the medicine half-life value, that can vary per type of medicine. In the trace in Figure 2 , it can be seen that the patient initially takes medicine at the appropriate time, this is done by performing an action: This statement says that the "patient" agent outputs the fact that a medication intake action from position (1,1) is performed in the world component "medicine box". Next, this information is stored in the patient database (the patient_database component receives as input the action that the recorded usage of 8 hiv_slowers has to be stored in the patient_database):
input(patient_database)|performing_in(store_usage(recorded_usage(hiv_slowers, 8)), patient_database)
Resulting from this medicine usage, the medicine level increases, as can be seen in Figure 3 . In this simulation, the medicine takes 60 minutes to be fully absorbed by the patient. Just 240 minutes after taking this medicine, the patient again takes a pill from the medicine box. This is however too early, and as a result, the Medicine Box Agent communicates a warning beep, which is received by the patient (the patient receives as input the fact that a sound_beep has to be communicated from the medicine_box to the patient):
The patient does not take the medicine, and waits for an SMS, as the patient is instructed to do. The SMS is received a little while later, stating that the patient should wait with taking the medicine until a new message is sent.
input(patient)|communicated_from_to(put_medicine_back_and_wait_for_signal, patient_cell_phone, patient)
Medicine concentration
Time
The patient awaits this message, which is sent after the medicine level is considered to be low enough such that medicine can be taken. The Usage Support Agent therefore communicates an SMS to the patient cell phone:
This message is received by the patient:
input(patient)|communicated_from_to( sms_take_medicine(hiv_slowers), patient_cell_phone, patient)
The patient does however not respond to the SMS, and does not take its medicine. The usage support agent responds after 60 minutes, and sends an SMS to the doctor of the patient:
The doctor immediately calls the patient, and makes sure the patient understands that it is essential to take the medicine immediately. As a result, the patient takes the medicine:
output(patient)|performing_in(take_medicine_from_position(x_y_coordination(1,1)), medicine_box)
As can be seen in Figure 3 , during the entire simulation the patient medicine level never exceeds the maximum level (1.6), and never goes below the minimum required level (0.35).
An example graph of the medicine level of a patient not using the support system presented in this section is shown in Figure 4 . Note that this is a simulation over a longer time period (3000 minutes). As can be seen, the intake interval fluctuates a lot and the medicine level does not always stay above the desired level of 0.35. 
Formal Analysis
When a model such as the one described above, has been specified, it is easy to produce various simulations based on different settings, initial conditions and external events offered. Moreover, it is possible to incorporate nondeterministic behaviours by temporal rules that involve probabilistic effects (cf. . Thus large sets of traces can be generated. When such a set is given, it is more convenient to check them on relevant properties automatically, than going through them by hand. Furthermore, it may also be useful when insight is provided how dynamic properties of the multi-agent system as a whole depend on dynamic properties of the agents
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within the system, and further on, how these relate to properties of specific components within the agents. This section shows how this can be achieved. To this end a number of dynamic properties have been specified for different aggregation levels of the multi-agent system following the logical language TTL (for Temporal Trace Language, cf. (Bosse et al., 2009) ). This predicate logical language supports formal specification and analysis of dynamic properties, covering both qualitative and quantitative aspects. TTL is built on atoms referring to states, time points and traces. A state of a process for (state) ontology Ont is an assignment of truth values to the set of ground atoms in the ontology. The set of all possible states for ontology Ont is denoted by STATES(Ont). To describe sequences of states, a fixed time frame T is assumed which is linearly ordered. A trace  over state ontology Ont and time frame T is a mapping  : T  STATES(Ont), i.e., a sequence of states  t (t  T) in STATES(Ont). The set of dynamic properties DYNPROP(Ont) is the set of temporal statements that can be formulated with respect to traces based on the state ontology Ont in the following manner. Given a trace  over state ontology Ont, the state in  at time point t is denoted by state(, t). These states can be related to state properties via the formally defined satisfaction relation |=, comparable to the Holds-predicate in the Situation Calculus: state(, t) |= p denotes that state property p holds in trace  at time t. Based on these statements, dynamic properties can be formulated in a formal manner in a sorted first-order predicate logic, using quantifiers over time and traces and the usual firstorder logical connectives such as , , ,  , .A special software environment has been developed for TTL, featuring both a Property Editor for building and editing TTL properties and a Checking Tool that enables formal verification of such properties against a set of (simulated or empirical) traces.
The main property considered for the system as a whole is: will the medicine level in the patient be maintained between the required minimum and maximum level? This desired situation is called 'S'. That a value V of a variable P should be within a specific range between the lower threshold TL and the upper threshold TU, is specified as follows:
This has been applied to the variable 'medicine_level'.
GP1
At any point in time the medicine level is between TL and TU.
T:TIMEPOINT, V:REAL:
Here M is a trace, and state(M, T) denotes the state in this trace at time T. Moreover, state(M, T) |= p denotes that state property p holds in state state(M, T). Related to this, global properties can be defined that specify that the total number of violations of the threshold values is smaller than some maximum number, or that the total duration of the violation is smaller than some maximum period. In these definitions  case(p, 1, 0) is a special construct in the language that calculates the sum of timepoints for which a state holds.
GP2
The total number of times that the medicine level falls below TL or raises above TU is smaller than MAX_OCCURANCES. 
Evaluation of Traces
The formal properties have been used to evaluate the usefulness of the medicine usage management system. For this, 60 simulation traces of the medicine level within a patient have been generated, with a length of 36 hours. In half of the traces the medicine usage management system was supporting the patient, in the other half the system did not take any action, but was still monitoring the medicine usage. As a consequence of the stochastic patient model (the probabilities used are the ones mentioned in Section 5), this resulted in 60 different simulation traces. For all traces it has been checked whether, how often and how long, the medicine level is between the required values of 0.5 and 1.35. It has also been checked whether this is the case for preferred values. It can be assumed that, in addition to the required range for the medicine level, there is also an optimal or preferred range. Table 4 lists the total number of violations in the 30 traces with support of the system and the 30 traces without support for different maximum and minimum levels. Table 5 . Total duration of violations of the threshold values (used in property GP3).
From the figures in tables it is immediately apparent that the medicine level is much more often and for a much longer time between the required or preferred values. However, it is also clear that even with support of the system the medicine level is sometimes outside the required range. In fact, property GP1 did not hold in 5 out of the 30 simulation traces in which the system was active. An analysis of these traces revealed that this is a side-effect of the specification of the simulation: as every communication between agents and between components within agents costs at least one time-step, it takes a number of time-steps before a message of the system has reached the patient (in fact 24 minutes). In between sending and receiving a message, it could happen that the medicine level has dropped below the minimum value, or that the patient has taken a pill already. For violations of the minimum level it is possible to compensate for this artificial delay by allowing an additional decrease that is equivalent to the decay of the medicine during the time of the delay. This means that medicine level should not drop below the 0.3335 if the delay is taken into account. Table 6 shows the duration of the violations for the corrected minimum level. In this case, there are no violations of the lower threshold in traces where the system is active.
Unfortunately, a similar correction for violations of the maximum level is not possible, as these violations are caused by taking two pills within a short period, which is a non-monotonic effect.
duration (in minutes)
with support without support below 0.3335 0 164.77 Table 6 . Corrected values for duration the violations of the minimum level.
Another question to ask would be how the support system would compare with a system that uses fixed-time intervals to send reminders. This would require another set of simulations, in which similar probabilities would be used in the stochastic patient model. However, as the major added value for a model-based support system is that it can adapt to specific circumstances of the patient (e.g. delayed intake, physical activities that influence the half-life time of specific medication, this would require simulation scenario's in which these circumstances are taken into account. This is beyond the scope of the current paper, as it also requires a model that includes these circumstances. Nevertheless, one could easily imagine that in case of a delayed intake, it is less appropriate to send the next reminder at the previously specified time point.
Relating Global Properties to Executable Properties
Besides the verification of properties against simulation traces, the correctness of the entire model can also be proven (given certain conditions). This proves that for all possible outcomes of the model the global properties are indeed achieved under these specific conditions. Such correctness of a model can be proved using the SMV model checker (MacMillan, 1993) . In order to come to such a proof, an additional property level is introduced, namely the external behavioural properties for the components within the system. Thereafter, the relationship between the executable properties of the Medicine Box Agent, and the Usage Support Agent are related to these behavioural properties, and furthermore, these behavioural properties are shown to entail the top-level properties.
External Behavioral Properties. First a number of external properties for the Usage Support Agent (USA) are introduced. The first property specifies that the patient should be warned that medicine should be taken in case the medicine level is close to being too low (EUSA1). Secondly, property EUSA2 specifies that the USA should warn the doctor in case such a warning has been sent to the patient, but there has been no response. Moreover, the storage of the usage history is specified in EUSA3, and the sending of an early warning message is addressed in EUSA4. Finally, EUSA5 describes that the USA should communicate the current medicine level within the patient. Note that in all properties a parameter e is used, which specifies the maximum delay after which these communications or actions should occur. Such a parameter can vary per property, and is used throughout this section for almost all nonexecutable properties. 
EUSA2: Usage Support Agent Behaviour External View Doctor Warning If the Usage Support Agent sent out a warning message to the patient, and the patient did not take medicine within X time steps after the warning, the Usage Support Agent sends a message to the Doctor Cell Phone.
t:TIME, :TRACE state(, t, output(USA)) |= communication_from_to(sms_take_medicine(M), usage_support_agent, patient_cell_phone) & t2:TIME [ t2  t & t2 < t + X & state(, t2, input(USA)) |= communicated_from_to(medicine_used(M), medicine_box_agent, usage_support_agent) ]  t':TIME t + X ≤ t'≤ (t + X) +e state(, t', output(USA)) |= communication_from_to(sms_not_taken_medicine(M), usage_support_agent, doctor_cell_phone) Besides the Usage Support Agent, the Medicine Box Agent (MBA) plays an important role within the system as well. From an external perspective, the MBA has three behavioural properties. The first (EMBA1) expresses that the MBA should communicate to the Usage Support Agent that medicine has been taken by the patient. This only occurs when the medicine is not taken too early. Properties EMBA2 and EMBA3 concern the communication in case of an early intake. First of all, the MBA should sound a beep (EMBA2), and furthermore, the MBA should communicate this information to the USA (EMBA3). Again, a parameter e is used to specify the maximum delay for these properties. Note that these properties are later referred to as EMBA, which is the conjunction of the three properties specified below. Furthermore, a number of properties are specified for the external behavior of the other components. These properties include basic forwarding of information by the patient cell phone (PCP), the doctor cell phone (DCP), communication between various communicating components (CP). Furthermore, it includes the specification of the observation results of performing actions in the medicine box (EMD), the storage of information in the database (PDP), and the transfer of those actions and observations (WP). Finally, in order for such external behavioral properties to establish the global property, certain assumptions need to be made concerning the behavior of the doctor and of the patient. For the proof, the minimal behavior of the patient is used. This minimal behavior is specified by stating that the patient should at least respond to the doctor communication. Of course, most likely would be that the patient already responds to the SMS being sent, but using the minimal behavior it can already be proven that this is not even required, as long as the patient responds to the doctor communication. This ensures that even if the patient does not respond on an SMS his medicine level will still remain within the boundaries set. The behavior of the patient is expressed in property PB. Besides the patient, also the doctor needs to respond to the SMS of the system in a particular way, namely that he immediately contacts the patient, as expressed in property DB. Relating Properties. The relation between the external behavioral properties introduced above and the top-level global property is shown in Figure 5 . The figure also shows the relationship between the executable properties of the Usage Support Agent, and the Medicine Box Agent and the external behavioral properties thereof. Note that the external level of both the Usage Support Agent as well as the Medicine Box Agent has been represented in the figure as EUSA and UMBA respectively. This is simply the conjunction of the external properties of these agents. Furthermore, the external behavioral properties of the other components directly translate to executable properties in the specification. The following relations hold from the local to the external level.
EUSA3: Usage Support Agent Behaviour External View Store Information in Database
EMBA1: Medicine Box Agent Behaviour External View Communicate Usage Non-Early Intake When the medicine box agent observes medicine is taken from position X,Y in the box and the medicine is of type M, and the medicine level of M communicated to the agent is
PB: Respond to Doctor Request
Usage Support Agent External Behavior
Furthermore, the global property GP1 has the following relationship with the external properties of the various components.
Global Behavior
In order to prove the above specified relationships, the relations have been checked within the SMV model checker. Using the following parameters, the inter-level relations within the tree expressed in Figure 5 are indeed shown to hold using SMV:
The initial medicine level is set to 60, the reduction level per step is set to 98 (i.e. 0.98), the maximum medicine level is set to 150 and the minimum level to 30. Furthermore, the warning level is set to 60 (after which an SMS is sent to the patient). Finally, the delay for a doctor message is set to 10 time steps. Note that in the case of Figure 5 . Property hierarchy in the form of an AND tree the SMV checks no communication delay is specified. Therefore, this formal verification shows that without this delay the model indeed entails the global property.
Discussion
In this paper, possible support in the domain of medicine usage management was addressed. A multi-agent system model that supports the users of medicine in taking their medicine at the appropriate time was discussed and formally analysed by simulation and verification. The system has been specified using a formal modelling approach which enables the specification of both quantitative as well as qualitative aspects . To specify the model, both generic and domain specific temporal rules have been used, enabling reuse of the presented model. The analysis of the model has been conducted by means of (1) generation of a variety of simulation runs using a stochastic model for patients; (2) specification of dynamic properties at different aggregation levels; (3) specification of inter-level relations between these properties; (4) automated verification of properties specified in (2) against traces generated in (1), and (5) Furthermore, the presented work also shows that multi-agent system technology can be of great benefit in health care applications, as also acknowledged in (Moreno and Nealon, 2004). More approaches to support medicine usage of patients have been developed. Both in (Greene, 2005) as well as (Floerkemeier and Siegemund, 2003) models are presented that do not simply always send an SMS that medicine should be taken such as proposed by (Safren, et al., 2003) . Glowcap ‡ is a system that reminds the user via several mechanism of his medication intake and automatically creates an overview of medication intake for care givers or people in the patient's social network. All these approaches only send reminder messages in case the patient does not adhere to the prescribed usage. In many cases this is an adequate solution.
However, the model presented in this paper adds an additional dimension to such a support system, namely the explicit representation and simulation of the estimated medicine level inside the patient. Having such an explicit model enables the support agent to optimally support the patient; see also (Bosse, Memon, and Treur, 2007) for the use of such a model for mental processes of another agent. In the case of a medication intake support agent, the usage of models that describe the influence of intake and activities on the medicine concentration allows to adapt the behaviour of the support agent to the actual behaviour of the patient, in contrast with the fixed-time solutions. One form of adaptation is that the further reminders for the medication intake will have to shift when patients have taken medication too late. A model-based solution is able to calculate optimal intake moments, given earlier intakes and the context (e.g. during night time no medication can be taken). Another example of a use case where adaptation is beneficial, is the scenario in which the decay of medication is dependent on the (level of physical) activities of a patient. A model-based approach can predict the medicine level given these activities and adapt the time of reminders accordingly.
