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This investigation is devoted to a study of the equation 
x(t) + JL, a@ - ~)g(r, 44) dT = f(t), tER. W 
Here the forcing terms f are restricted only by the requirement that each of the 
functions ft, t E R, defined on R+ by 
f YS) = f (t - s), sER+, 
belongs to a prescribed function space F. Such equations constitute special, 
albeit rather important, examples of hereditary laws. 
Equations having the form (E) also occur in a fundamental way in the study 
of nonlinear Volterra equations on R+: 
y(t) + .f: a0 - 4 NT, ~(4) d7 = k(t), tER+, w 
where the forcing functions k are restricted only by the requirement that K 
belong to a prescribed function space K on R+. In fact, it can be shown that 
whenever the “positive limit set” for a solution of (V) exists, it consists of 
solutions to an equation of type (E) in which g and f are limits, respectively, of 
translates of h and of k. On the other hand, the forcing terms f obtained as limits 
of translates in this way form a much more specialized class of functions than 
those employed in the analysis of (E) provided here; hence, results concerning 
solutions of (V) cannot include the present type of existence theory. 
The results obtained depend on techniques due to Levin together with a body 
of functional analytic results for hereditary laws which is developed in the final 
section of the present paper. Although Levin’s techniques are restricted to the 
case of real-valued functions, these functional analytic techniques appear to be 
sufficiently broad to be applicable in other (i.e., vector-valued) circumstances. 
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1. INTRODUCTION 
This investigation is devoted to a study of the equation 
Here the forcing terms f are restricted only by the requirement that 
each of the functions f8, t E R, defined on R+ by 
f”(s) = f(t - 4 SER+, 
belong to a prescribed function space F. Such equations constitute 
special, albeit rather important, examples of hereditary laws, that is, laws 
relating functions x and f so that the present value off (the output) 
depends on the present and all past values of x (the input): 
It is well known that equations of the form (E) are implicit in the formula- 
tion of problems in a variety of contexts. For example, in the study of 
hereditary response in continuum physics a constitutive equation for a 
material with memory can have the form (E), with x being strain or 
temperature and f playing the role of stress or entropy [16], while in 
systems analysis and the theory of filters, equations of the form (E) also 
have a fundamental role [3]. Moreover, under suitable hypotheses on 
the kernel a of (E), existence results for (E) imply related existence 
results for integro-differential equations of the form 
$9 + c&t x(t)) + jt b(t - 4 g(T, X(T)) dT = p(t), tER, (6 -m 
where q~ belongs to a prescribed function space F’. A somewhat less 
familiar observation is that equations having the form (E) also occur in a 
fundamental way in the study of nonlinear Volterra equations on R+: 
y(t) ‘+ jr a(t - T) h(~, y(7)) dT = k(t), tER+, 09 
0 
where the forcing functions k are restricted only by the requirement 
that K belong to a prescribed function space K on R+. In fact, it can be 
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shown that whenever the “positive limit set” for a solution of (V) 
exists, it consists of solutions to an equation of type (E) in which g andf 
are limits, respectively, of translates of h and of k; see [13, 15, 20, 231. 
On the other hand, the forcing terms f obtained as limits of translates 
in this way form a much more specialized class of functions than those 
employed in the analysis of (E) p rovided here; hence, results concerning 
solutions of (V) cannot include the present type of existence theory. In 
any event, the existence questions for (E) and (V) are intrinsically 
different since (E), in contrast to (V), does not provide initial data for X. 
Except for the final section, attention in the present paper is restricted 
to kernels a: R+ -+ R which are such that1 




a(s) ds < 00; (As) 
0 
as well as to functions g which satisfy 
&, u) 3 0 a.e. t E R; 
and, sometimes 
u H g(t, u) is isotone, a.e. t E R. KG) 
Roughly speaking, the following results are established: 
(1) If (A,), (A,), and (G,) hold, then there exists a solution to (E) 
whenever f is continuous and of finite total variation V-,(f) on each 
interval (- co, T), T E R; moreover, although uniqueness may fail, there 
is a solution x which satisfies the estimate 
I x(t)1 < l.f(t)l + C(f). 
[A related result for @) is also provided.] 
(2) If (A,), (AZ) and (G,), (G,) all hold, then there exists a solution 
to (E) for every f such that (i) the functions fi all belong to a given space 
LD(R+) (1 < p < W) and (ii) the functions (g of )” given by 
s ++ (g o.fy (s) = g(t - s,f(t - s)) SERf, 
1 (A,) rules out equations of “renewal” type. 
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each can be decomposed as the sum of a function in oLp’(R+) and a 
function of bounded variation on R+. Again there is a solution satisfying 
an estimate which depends only on f and g 0 f. 
Under the more restrictive condition 
3y > 0 such that a,(s) = e%(s) satisfies (A,) and (A,), (Ad 
we obtain: 
(3) If (Aa) and (G,), (Ga) all hold, then there exists a solution to 
(E) for every f such that the functions fL all belong to LP’(R+). 
Under the restriction: for each M > 0, 3 pM and T, such that 
I g(4 41 < PM I 24 II for 1 u 1 < M, a.e. t 3 TM ; (W 
an asymptotic stability result deduced by Levin for solutions of (V), is 
obtained for (E): 
(4) If (A,), (A,) and (G,), (Ga) hold then whenever there exists a 
solution x to (E) for an f such that f is continuous and of bounded 
variation on [T, co) for some ,T, x satisfies: 
0 < liy+inf x(t) < liy+;up x(t) <f(m), if f(m) > 0 
f(m) < IiT+&f x(t) < liT+sup x(t) < 0, if f(m) < 0. 
The results obtained above depend on techniques due to Levin 
[21, 221 together with a body of functional analytic results for hereditary 
laws which is developed in the final section of the present paper. Although 
Levin’s techniques are restricted to the case of real-valued functions, 
these functional analytic techniques appear to be sufficiently broad to be 
applicable in other (i.e., vector-valued) circumstances. In fact some 
recent work of MacCamy [28] suggests such an application. 
The balance of the paper is organized as follows. Section 2 provides 
some notational conventions and mathematical preliminaries. In parti- 
cular, a modified version of results of Levin on existence and uniqueness 
of solutions to (V) is presented. In Section 3 the existence of a solution 
of (E) is established for a variety of classes of forcing functions and a 
related existence theorem is established for (IX). It is further shown that 
all solutions of (E) differ from f by locally absolutely continuous func- 
tions. In addition an improved version of the theorem of Levin quoted in 
Section 2 is derived. The proofs rest heavily on the machinery developed 
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in Section 6. In Section 4 it is shown why existence results of the same 
generality as in Section 3 cannot be obtained by the present methods for 
forcing terms which are merely essentially bounded. However such 
results are developed under the restriction (AJ on a. In Section 5 a 
method is outlined which, utilizing the results of Section 6, permits 
Levin’s results on asymptotic stability for (V) to be extended to the 
equation (E). Finally, Section 6 is devoted to an extensive discussion of 
nonlinear hereditary laws, complementing work by Coleman and Mizel 
[lo, 141 and Leitman and Mizel [ 16, 271. Many of the results are quite 
technical and are presented here without proof. They are, however, 
quite broad. Not only is a wide class of kernel functions a considered, 
but the results are valid, in large part, for vector-valued functions as well. 
2. NOTATION AND MATHEMATICAL PRELIMINARIES 
All functions introduced are assumed to be real-valued and measur- 
able2 on intervals in the real line. The letter I denotes any interval in the 
real line; however, the letters R and R+ are reserved specifically for the 
intervals (-co, co) and [0, co). The following classes of functions on 
intervals will appear in the sequel: %... continuous functions; JP... 
essentially bounded functions; Yc, . . . locally essentially bounded 
functions; 9p (1 <p < co)... pth power integrable functions; g’Y... 
functions of bounded variation; 9&Y... functions of locally bounded 
variation; de... absolutely continuous functions; and 9&g... locally 
absolutely continuous functions. Other classes of functions are intro- 
duced as needed. When not clear from the context, the relevant interval 
will be specified notationally; for example, V(I) denotes the class of 
functions continuous on I. If a function space induces a Banach space of 
equivalence classes of functions under some appropriate norm, upper 
case Latin letters rather than their script counterparts are used to make 
the distinction; thusU(I) denotes the Banach space of equivalence classes 
of functions in gl(l), with the norm denoted by 11 llLl(I) . The total varia- 
tion of a function over an interval [01, /3) is denoted by I/bs(f), and I%(f) 
means lim,+, Vo16( f ). 
In theories of hereditary response the following notions are convenient. 
e Measure theoretic concepts refer to Lebesgue measure except where specifically 
remarked. 
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DEFINITION 2.1. Let x be a function on R. For each t E R, x induces 
a function xt on R+, according to 
d(S) = x(t - s), SERf. (2.1) 
Let X be a vector space of functions defined on Rf. A function x on R 
is said to be X-admissible whenever xt is in 9” for every t in R. The class 
of X-admissible functions is itself a vector space of functions on R, 
denoted by ad(%).3 1 
DEFINITION 2.2. Let g: I x R -+ R. Then g induces a map G in the 
class of real-valued functions on I by “composition”: 
f++Gf, 
where Gf is defined by 
W)(T) = g(T, f(d), TEI. (2.2) 
Where no confusion is likely, Gf may be denoted by g 0 f. The map G 
is called the Nemytskii operator induced by g whenever G preserves 
measurability. Clearly, G then preserves the space of equivalence classes 
of measurable functions. 
The function g and its Nemytskii operator G are called sign-preserving 
whenever 
%(T, u) 3 0 for all u and almost every 7, (2.3) 
and isotone whenever 
u ++ g(r, U) is nondecreasing for almost every 7. 




T t+ g(T, u) is measurable for every u. (2.6) 
It can be shown that every Caratheodory function induces a Nemytskii 
operator.* 1 
3 In the terminology of Coleman and Mizel [lo, 141 functions x on R are called processes, 
functions on R+ are called histories, and .xt is called the history of the process x up to time t. 
Thus %, is a history space and ad(X) is the space of processes all of whose histories lie in I. 
4 In the literature, the term Nemytskii operator is ordinarily associated only with 
Caratheodory functions. Thus the terminology here has been somewhat extended. 
607/22/2-7 
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DEFINITION 2.3. A function a: R+ --f R is called a decrescent kernel 
or, simply, decrescent whenever a is bounded, nonnegative, nonincreasing, 
and integrable. In this study there will be no loss in generality in assum- 
ing that each decrescent function a is normalized so that it is right- 
continuous; the Lebesgue-Stieltjes measure induced by a is then 
unambiguously defined. The symbol 
s ‘fda a 
will denote the integral of a function f with respect to this measure over 
the interval [(II, /3) in R+. i 
Consider the following nonlinearvolterra integral equationforfunctions 
xonR+5 
x(t) + 1” a(t - 4 g(s, x(4) ds = f(t), tER+. 
JO 
Regarding this equation, there is available the following result which 
will play an important role in this essay. The result is basically due to 
Levin,6 although certain of the tools in Section 6 are required for a proof 
under the weak hypotheses stated here. 
LEVIN’S THEOREM. Let a: R+ + R be bounded, nonnegative, and non- 
increasing and let g: R+ x R -+ R be a Caratheodory function whose 
Nemytskii operator G takes dpg,(R+) into P$,(R+). 
(1) If g is sign-preserving, then the VoZterra equation (V) has a 
solution for every forcing function f in V(R+) n ZaY(R+). 
(2) If g is isotone and r F+~(T, 0) vanishes almost everywhere, then 
the Volterra equation (V) has a unique solution for every forcing function 
fin V(R+) n YSY(R+). 
In either case, unique or not, solutions x of(V) are continuous and satisfy 
the estimate’ 
I 441 < IfWl + Mom tER+. (2.7) 
6 If * denotes convolution, (V) can be written in the compact form: x + a * (Gx) = f. 
6 See Levin [20, Theorem 1; 21, Theorem 1; 22, Theorems 1 and 2, Corollaries 1 
and 21. See also [26, Theorem 11. Actually, Levin required for his arguments that g be 
continuous on Rf x R. On the other hand, Levin also treated cases in which g and a 
depend explicitly on t [21-231 and cases in which g is not everywhere sign preserving 
PI. 
7 This estimate can be improved by replacing 1 f(t)/ by min,elo.rI{ I f(r) I}. See Levin [26] 
for this and other improvements in estimate (2.7) which are not needed in this essay. 
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In the above version of this theorem the a priori estimate (2.7) is 
obtained just as in Levin [21, Theorem 11, except that use is also made of 
the Generalized Chain Rule to be derived in Section 6 [Theorem 6.31. 
On the other hand, the local existence proof follows from relatively 
familiar ideas; see, for example, [20, Sects. 1.9 and 2.11. 
3. EXISTENCE THEOREMS: GENERAL RESULTS FOR DECRESCENT KERNELS 
Consider the following nonlinear integral equation for functions 
x on R 
a(t - s) g(s, x(s)) as = f(t), t E R, (El 
where a: R+-+R, g: R x R -+ R, and f: R -+ R are prescribed func- 
tions.8 Observe that finding a solution of this equation differs con- 
siderably from the task of finding a solution to the Volterra equation (V) 
since no initial data on x are provided by (E). Of course, if a solution 
to (E) is known up to some time then its values for future times may be 
determined through a Volterra equation which, after translation of 
origin, has the form (V). 
Throughout the next three sections only bounded, nonincreasing, non- 
negative kernels a will be considered. Now it will be shown in Theorem (6.4) 
that if the function a is nonnegative and nonincreasing then for every 
function x for which the function AGx, occurring as the second term in 
(E), is defined everywhere on R, AGx is in &?‘&Z’. This implies the 
following result. 
PROPOSITION 3.1. Let a: R+ + R be bounded, nonnegative, and non- 
increasing and let g: R x R --t R induce a Nemytskii operator. Then ;f 
x is a solution to (E) f or some forcing function f, it follows that x - f is in 
L?d%T. ’ 
The first theorem in this section is the counterpart of (E) for Levin’s 
theorem (part (1)). The symbol JF + 2” denotes the function space 
on R+ consisting of all functions which can be (nonuniquely) decomposed 
as a sum of a function in P and a function in g9”. Various properties 
of P + gp”, including the fact that it can be normed as a Banach space 
s Using the notation of (2.2), (E) ci ‘be written in the compact form: x + AGx = f. 
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L1 + L” (actually a Banach function space) are given in Section 6 
(Definition 6.3). 
THEOREM 3.1. Let a: R+ --+ R be a decrescent kernel, and let 
g: R x R -+ R be a sign-preserving Caratheodory function whose Nemytskii 
operator G takes ad(P), f or some 1 <p < CO, into ad(P + 2”“). Then 
for every forcing function f in ad(V n SW), the integral equation (E) has a 
sobtion x satisfying the estimate 
Remark 3.1. It is worth emphasizing that when p = 03 the given 
hypotheses imply no maximal rate of growth for the,functions u++ g(r, u). 
For example, g(T, u) = ueU2, for all r E R, induces a Nemytskii operator 
satisfying the given hypotheses with p = co. 
Proof of Theorem 3.1. The proof is given first for the case p = cc. 
Fix T E R and choose nT > 0 so that -nT < T. For any n > nT consider 
the integral equation 
44 + j-” 4t - 4 g(s, 44) ds = f(t), t E[-n, T). (3.2) 
--n 
It is very easy to show that (3.2) is equivalent to the integral equation 
w(t) + it a(t - s) g(s - n, w(s)) ds = f(t - n), t E [0, n + T) (3.3) 
for functions w on [0, n + T), where x and w are related through 
z(t) = w(t + fl), t E [-n, T). 
Since Eq. (3.3) satisfies the hypotheses of Levin’s theorem (part (I)), 
it follows that Eq. (3.2) h as a continuous solution x, on [-n, T) satisfying 
the estimate 
I 4)l G IfWl + ~xf)~ tfz [-n, T). (3.4) 
Since f is in ad(AW), this in turn implies 
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The family of functions {x~ ; n > &) is thus uniformly bounded on 
(-co, T).g 
Now let yn = x, -f on [-n, T), so that (3.2) implies 
m(t) = -J‘1, a(t - 4 g(s, x&N & t E [-% T), (3.6) 
while by (3.5) the family (y% ; n > nr> is uniformly bounded on 
(- 00, T).l” It wiI1 be convenient to extend each x, as follows: 
xn(t> = 0, t E (-co, -n); 
since t t+g(t, 0) = 0 almost everywhere, (3.6) can then be rewritten: 
~44 = -fm n(t - 4 g(s, G(S)) ds, t E [-n, T). (3.6’) 
Applying Theorem 6.2, it follows from (3.6’) that ylz~&‘%?([---n, T)).ll 
Moreover, by the Generalized Chain Rule, Theorem 6.5, 
W> = -40) gk x&N - 6 g(t - s> xn(t - 4) da(s), a.e. t E [-n, T). 
(3.7) 
Consequently, the following estimate holds for the quantity 






[g(t - s, 4 - 4) - g(t, x,(t))1 dt d44 / 
Lx t, 
< IS I & - s, xn(t - s)) - g(t, xntt))l dt 44, (3-g) 0 
t9 
g Although each x, is defined only on a subinterval [-n, 2’) of (- to, T), the meaning 
of this assertion is clear. 
I9 Again note that although yn is defined only on [-n, T) the meaning is clear. 
I1 In this case the assertion also follows from a theorem of Boehme [7], since actually 
the range of integration is bounded. 
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where in the second equality a Fubini-type result valid for convolutions 
of measures is used. This “Fubini theorem” is not the standard one, 
since G was assumed only to preserve Lebesgue measurability; never- 
theless, it is valid (see [8, Sect. 4.191). N ow the functions {LX%} as extended 
to (- 00, T) are certainly in JP( - co, T). Hence, the hypothesis on G 
guarantees that the integrand in (3.8) is, for each s, the sum of an LP’ 
and an JP function: If p = co, the assertion follows directly; if p is 
finite, the growth condition (6.17) of Theorem 6.1 must be used. By 
virtue of the uniform estimate (3.5) and Theorem 6.1, there is a jixed 
function u in LP + LP such that 
I g(T - s, %(T - s>>l < u(s) = Z(s) + b(s), a.e. s E R+, n > nT, (3.9) 
where 1 E L?‘(R+) and b E P’“(R+) form a decomposition of U. Then, 
by (3.8), 
I Y&J - Y&)I < r^,l J::’ [I Z(s + T - t) + l(T - t)l 
+ 1 b(s + T - t) + b(T - t)l] dt da(s) 
e 243 II b IILyR+) I t2 - t1 I 
+ 240) sup Is’” I Z(s + T - t)l dti, 
soR+ h 
(3.10) 
uni.ormly in n, -n < T. The fact that I is in gl(R+) ensures that the 
quantity on the right converges to zero with / t, - t, I, and hence the 
family of functions (yn}n>nr is uniformly equicontinuous12 as well as 
uniformly bounded. 
By Ascoli’s theorem a convergent subsequence {m,) can be extracted 
from the family bn: n > nr} whose pointwise limit yT is defined and 
continuous on (-co, T). The convergence in this case is uniform on 
compact subsets of (- 00, T) in an obvious sense. Thus the sequence 
{q,}, where 
xnj = yni +f, 
converges to the function x T = yr +f, uniformly on compact subsets 
of (-co, T). 
12 Since each yn is defined only on a subinterval [-n, T) of (- CO, T), this assertion 
means that there is a uniform modulus of continuity applying to all yn , wherever they 
are defined. 
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The estimate (3.4) therefore implies that 
I xr(t)l < IfWl + C(fh tE(-co, T). (3.11) 
Next, rewrite (3.6’) as follows 
s, x,,(t - 4) ds = f(t), t E [-n, T). (3.12) 
Recall that by hypothesis the kernel a is in dpl n ZP, while according 
to (3.9), 
I g(t - s, x,(t - s))l < 4s + T - t) for a.e. s E Rf, --71 < t - s, (3.13) 
whereu=Z+bisinY1+5?EP”.For$xedtin(-~,T),letn=nj+co 
in (3.12), and apply the Lebesgue dominated convergence theorem. 
Since g as a Caratheodory function satisfies (2.5), it follows that 
4) + s,D 4 ‘dt - s, xr(t - s)) ds = f(t), t E (-co, T). (3.14) 
Thus xr is a solution of (E) on (- co, 7’). 
At this point xT could be continued as a solution of (E) to all of R by 
means of the Volterra equation (V) (with an appropriately modified f and 
a shift of origin). Such an approach, however, would yield an estimate 
weaker than (3.1). Here the following procedure is used instead. 
Recall that T E R was chosen arbitrarily, so that there is a family 
(x,: T E R} consisting of solutions to (E) in the sense that xr satisfies 
(E) on (-co, T) and satisfies the estimate (3.11). If a sequence T, ---t co 
is chosen, then the functions {x=,} satisfy 
Moreover, by our previous argument the corresponding functions 
Yr, = XTm -f are uniformly equicontinuous and uniformly bounded 
on each mterval (- co, N). Hence Ascoli’s theorem and a diagonalization 
argument similar to that used above show that there is a subsequence 
{yr,,} converging uniformly on compact subsets of each interval 
(- co, N), to a continuous limit function y. It follows, again by use of 
Lebesgue’s dominated convergence theorem, that x = y + f is a 
solution of (E) on all,of R. This completes the proof for p = co. 
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In order to deal with the case of finite p, note that, by virtue of (6.17) 
in Theorem 6.1, the hypothesis on g in the case of 1 < p < CO ensures 
the existence of a function w E ad(LP + LP’) and a nonnegative non- 
decreasing function c: R -+ R such that 
I g(t, 41 < w(t) + 44 I * ID, a.e. t E R. (3.15) 
However, this inequality clearly implies that G maps ad(P) into 
ad(9 + .Yp”), so that the hypotheses for the previously treated case 
p = CO are satisfied. 1 
By differentiation of (E), with the kernel a and forcing termf chosen 
to be primitives for b and 9, respectively, one obtains from Theorem 3.1 
the following result. 
COROLLARY 3.1. Let b: R+ -+ R be a nonnegative bounded integrable 
kernel with finite first moment, 
s 
m  
sb(s) ds < 00, 
0 
and let g be as in the theorem. Then for every forcing function v in ad(S), 
the integro-dzflerential equation (E), with c equal to II b ljLl , has a locally 
absolutely continuous solution x which satisfies the estimate 
The argument utilizes the Generalized Chain Rule (Theorem 6.5) 
together with the observation that a, given by 
a(t) = lrn b(s) ds, 
determines an absolutely continuous measure. 
Hereafter, we will not explicitly point out the implications of our later 
results on (E) for the integro-differential equation (E). 
Remark 3.2. (1) There need not be uniqueness of solutions of (E) 
under the hypotheses of Theorem 3.1, even if g is taken to be isotone and 
sign-preserving. Indeed consider the linear homogeneous equation 
x(s) ds = 0, tER. (3.16) 
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For this equation all of the hypotheses of Theorem 3.1 hold. Hence, any 
solution satisfying the estimate (3.1) must vanish. However, there are 
other solutions. In fact, the real or imaginary part of t t-+ eAt is a solution 
provided h # 0 is a (complex) root of 
h + 1 = e-h. 
There are infinitely many such roots. 
(2) The careful reader will observe that the integrability of the 
function a was utilized in the proof of Theorem 3.1 only in applying 
the dominated convergence theorem. This hypothesis on the kernel a 
can be relaxed provided that stronger hypotheses on the Caratheodory 
function g are made. The following result is of this type. 
THEOREM 3.1’. Let a: R+ -+ R be nonnegative and nonincreasing, and 
let g: R x R + R be a sign-preserving Caratheodory function whose 
Nemytskii operator takes ad(P’p), f or some 1 < p < 00, into ad(.P’l). Then 
for every forcing functionf in ad(% n 9&V), the integral equation (E) has a 
solution x satisfying the estimate (3.1): 
I @)I G If(t)1 + C(f), tER. (3.17) 
Proof. The only point of departure from the previous proof lies in 
the observation that, as a consequence of a result in Section 6 
(Theorem 6. l), the given hypotheses ensure that, even when p is finite, 
in place of (3.13) we have, for all t E (- co, T), 
I g(t - s, x,(t - s))l < l(s + T - t) for a.e. s E Rf, -n < t - s, (3.13’) 
where this time I is in 9(R+). 1 
The next result shows that under the alternate hypothesis that g be 
isotone, the counterpart of Levin’s theorem (part (2)) includes a class of 
forcing functions considerably larger than Levin’s theorem and 
Theorem 3.1 would suggest. 
THEOREM 3.2. Let a: R+ + R be a decrescent kernel, and let 
g: R x R -+ R be an isotone Caratheodory function whose Nemytskii 
operator takes ad(P’), f OY some 1 < p < CO, into ad(9l + JF’). Then 
for every forcing function f in ad(dPP + 9”) for which Gf is in 
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ad(LP + .SV’J the integral equation (E) has a solution x satisfying the 
estimate: 
+ 2C((g ~f)a)l, tER, (3.18) 
where gof = kof h + kof h is any decomposition of g 0 f such that 
(g of I1 E adW% k Y& E adW’7. 
Proof. First note that in view of the result from Section 6 already 
cited in the proof of Theorem 3.1, the hypothesis on g for p finite implies 
the growth estimate (3.15) and hence is equivalent to the assertion that 
G maps ad(L9 + JP’) into ad(LP + A?). 
Set y = x - f so that (E) is equivalent to 
r(t) + j” a(t - 4 g*(s, Y(S)) ds = f*(t), tER, F*) 
-m 
where g* and f * are determined by g and f through 
g*k 4 = & u +m - g(t, f(t)), (3.19) 
f*(t) = -s” a(t - s) g(s, f(s)) ds. 
-cc 
(3.20) 
Observe that g *: R x R--f R is a sign-preserving (and isotone) 
Caratheodory function, whatever the forcing function f is. Moreover, 
it follows from the observations made above that whatever .the value 
of p is, we have 
G* : ad(LZ’p + A?) + ad(Y + YE), l<P<Q (3.21) 
where, of course, LP + LP denotes 2.P. Furthermore, f* is in 
ad@? n B-Y-). To see this, decompose g of as in the statement of the 
theorem and write f* = fi* + fi*, where 
h*(t) = -1” a(t - s)(g ai)1 (s) ds, 
--m 
h*(t) = - jt 
(3.22) 
a(t - s)(g of)2 (s) ds, teR. 
-cc 
The existence of both of these integrals follows from the fact that a is in 
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LP n JP. Now Theorem 6.4 ensures that fr* and fi* are in LX?‘&‘@? 
while the Generalized Chain Rule (Theorem 6.5) implies: 
(3.23) 
where B, is the unit ball of LP’((--co, t)) and %‘,, denotes the class of 
continuous functions with compact support in (-co, t). Here the 
interchange of limits is justified, as in Theorem 3.1, by reference to 
properties of convolutions of measures (see [8, Sect. 4.191). Now it 
follows from the fact that (g ~f)r is in ad(P) that 
vt,(fl*) < 240) ll(g Yf,; II~qR+) 1 t E R. (3.24) 
The Generalized Chain Rule and properties of convolutions of measures 
likewise yield thatf,* is in ad(ZW’): 
= sup 
beB,n’if, 
= sup - 
bEB&f,, 
<-- (3.25) 
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It is claimed that if a is decrescent, then 
Assuming for the moment the validity of (3.26), it follows from (3.25) 
that 
Combining this with (3.24) we have 
t L(f*) G 240) Ilk OfI1 IIL’(Rf) + 2 II Q llL~cR+) t& of)z), t E R. (3.27) 
This concludes the verification that f* E ad@ n LG”r), aside from the 
verification of (3.26). 
Now it is easily seen that 
+ II a II L’(R+) ilk ‘f)i b(R+, 1 tER. (3.28) 
Hence, by applying Theorem 3.1 to (E*) and utilizing (3.27), (3.28) it 
follows that (E) has a solution x = y + f satisfying the estimate (3.18). 
Thus the proof of the theorem will be concluded once (3.26) is verified. 
Now given fl > 0, 
-I s da(s) = -su(s)l; + JoR a(s) ds = -/h(p) + l8 u(s) ds. (3.29) 
Since a is decrescent, the term on the left side of (3.29) is nonnegative 
and nondecreasing in /I while the right side is obviously bounded above 
by 11 a hR+) . Hence 
(3.30) 
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Now if B > 0 then a 6 Z’(R+), so instead 
lim ,6a(/3) = 0 
e= 
and thus (3.26) holds. 1 
Remark 3.3. In consonance with the comments in Remark 3.2(2) 
preceding Theorem 3.1’) there is a similar alternate version of 
Theorem 3.2. 
THEOREM 3.2’. Let a: R+ 4 R be a nonnegative and nonincreasing 
kernel, and let g: R x R + R be an isotone Caratheodory function whose 
Nemytskii operator takes ad(ZP + gm), for some 1 < p < CO, into 
ad(g’). Then for every forcing function f in ad(P + 9”“), the integral 
equation (E) has a solution x satisfying the estimate 
I w -f(t)1 G 340) Ilk Yf)vLqR+) , tER. (3.31) 
Proof of Theorem 3.2’. There are two points of departure from the 
proof of Theorem 3.2. First, observe that under the present hypotheses 
the part of go f in ad(B’Y) does not occur. Second, note that the 
Nemytskii operator G* induced by g* [see (3.19)] must be such 
that Theorem 3.1’ applies to (E”). This is clear from the present 
hypotheses. a 
In view of the considerable enlargement of the class of forcing func- 
tions permitted in Theorem 3.2, which is a counterpart to Levin’s 
theorem (part (2)), over those permitted in Theorem 3.1, which is a 
counterpart to Levin’s theorem (part (I)), it is natural to inquire whether 
a similar enlargement is also available for the forcing functions permitted 
in the Volterra equation (V) when g is isotone. The following result 
answers this question. 
THEOREM 3.3. Let a: R+ + R be nonnegative and nonincreasing, and 
let g: R+ x R -+ R be an isotone Caratheodory function whose Nemytskii 
operator takes 9f0,(R+), f or some p (1 < p < CD), into 9i,JR+). Then 
for every forcing,function f iu S’$‘O,(&+) the Volterra equation (V) has a 
unique solution x. Moreover, x - f is in dp~&Z and satisfies the estimate 
I 44 - fW G 340) Ilk TfllL*([o,t,, > tERf. (3.32) 
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Proof. In (V) replace x by y + f as in the proof of Theorem 3.2. 
Thus (V) is equivalent to 
~(4 + jot a(t - 4 g*(s, Y(S)) ds = f*(t), tER+, (V”) 
where f * and g* are determined by g and f through 
g*(T, u) = ‘e(T, u +f(T)) ‘- g(7, f(T)), 
(3.33) 
f *CT> = -SOT 4, - 4 g(s, f(s)) ds, TER+. 
It is easy to see by reference to Theorem 6.1 that G* satisfies the hypoth- 
eses of Levin’s theorem (part (2)) provided that f is in SyO,(R+). More- 
over, it follows from Theorem 6.4 that f * is then in 9&‘%. Hence, (V*) 
possesses a unique solution y, and the following inequality holds 
Clearly, 
IYWI G If*(t)l + Vot(f*)Y teR+. (3.34) 
while by the Generalized Chain Rule (Theorem 6.5) and the Fubini type 
result for convolutions of measures referred to previously (see the proof 
of Theorem 3.3), one finds 
G 40) II g ~fllrqp.t,, - 
G v40) - w II g TfllL’(p*t)) ’
This yields the estimate (3.32). 1 
4. EXISTENCE THEOREM: RESTRICTED CLASSES OF DECRESCENT KERNELS 
If the forcing function f in the integral equation (E) is merely assumed 
to be 9?-admissible, it is still possible to obtain existence theorems 
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for (E). However, to use the methods developed in this investigation, 
additional restrictions on the kernel seem to be needed. 
To see where the difficulty lies, recall that setting y = x - f in (E) 
yields the equivalent integral equation (E*) 
r(t) + i” 4t - 4 g*(s> Y(S)) ds = f*(t), tER, (4-l) -co 
where g* and f * are determined by g and f through 
g*(tT 4 = g(t, u t-f(t)) - d4 f(t)), (4-Z) 
f*(t) = - j;, u(t - s) g(s, f(s)) ds. (4.3) 
As noted earlier, if g is isotone, then g* is sign-preserving and isotone. 
Moreover, from Theorem 6.4, if f * is well defined, then f * is in JZ’&‘V 
and a fortiori in V A 9.!BV. We know from the proof of Theorem 3.2 
that if Gf is in ad(9 + GW), then f* is in ad(.%W). However, if Gf is 
merely in ad(Pm), the Chain Rule, Theorem 6.5, simply yields the 
following estimate; for t E (-co, T), T E R, 
In particular, if Gf is bounded and periodic, then so is f*. Hence the 
estimate (4.4), linear in the length of the interval, cannot be significantly 
improved. 
Still a result like those of Section 3 can be obtained even if the forcing 
function f is in ad(P’), provided the class of kernels is a bit reduced. 
DEFINITION 4.1. Let a: R+ -+ R. For y E R, define a,,: R+ + R by 
a,(s) = e%(s), (4.5) 
and put 
y(u) = sup{y E R : a,, is decrescent). (4-e) 
Then the kernel a is called exponentially decrescent whenever r(a) is 
positive. 1 
Observe that a is decrescent if and only if r(a) is nonnegative. Thus, 
an exponentially decrescent kernel is decrescent, but not conversely. 
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Indeed 
1 
s I-+ a(s) = ~ 
1 +s2 
is decrescent, but r(a) = 0. 
THEOREM 4.1. Let a: Rf -+ R be an exponentially decrescent kernel, 
andletg: R x R --+ R be an isotone Caratheodory function whose Nemytskii 
operator G takes ad(P) into ad(LP + 9”). Then, for each forcing 
function f in ad(gm), the integral equation (E) has a solution x satisfying 
the estimate 
I X(t) - f(t)1 G 4w II It IILqR+) 
+ 2 ($+ + II 0 IIL’(R+)) [II bt IIpJ(Rf) + Ilf” IIL~(R+)l’ tER, 
(4.7) 
where 1 and b are functions in ad(.P) and ad(LP’) depending only upon 
the function g. 
Proof of Theorem 4.1. Since a is exponentially decrescent, r(a) is 
positive. Fix y in (0, ~(a)), and observe that a, is decrescent.13 Consider 
the change of variable y -+ z, where 
z(t) = eYty(t). (4.8) 
Under this change of variable, (E*) (and, hence, (E)) is equivalent to 
44 + 1’ a& - s) g,.*(s, x(s)) ds = L*(t), tER, (E,*) -co 
where g,* and fY* are determined by g* andj* [see (4.2), (4.3)] through 
g,*(t, u) = eYtg*(t, e-%), (4.9) 
f*(t) = eytf *(t). Y (4.10) 
In (E,,*), the kernel a, is decrescent by hypothesis. Also, g,* remains 
sign-preserving and isotone. Now by Theorem 6.1, the hypotheses on g 
guarantee that there is a function w in ad(.LP + 9”) and a nonnegative 
nondecreasing function c: R -+ R such that, for each t, u E R, 
I.&--s,u)l <w(t--s)+c(t)IuI, for a.e. s E Rf. (4.11) 
I* Note: ayca) itself need not be decrescent. 
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For g,* it then follows that, for each t, u E R, 
1 g,*(t - s, u)[ < eytt+) [ g*(t - s, e-y+s)ff)l 
< 2eY(t-s) [w(t - S) + ~(4 I f(t - S)II + c(f) I u I. 
If f is in ad(LP) then, for each t E R, 
s H 2eY(t-s)[w(t - s) + c(t) 1 f(t - s)l] 
(4.12) 
is in 9 + Z4”. It clearly follows that G,*, the Nemytskii operator of 
g,,*, takes ad(P) into ad(9 + LP). Therefore g,* satisfies the hypoth- 
eses of Theorem 3.1 ( p = co) whenever f is in ad(9”). 
Now (4.11) shows that G takes ad(ZP + 9”) into ad(9 + deco). 
Hence f* is well defined on R. By Theorem 6.4, f* is in .L?JPZZ. To apply 
Theorem 3.1 to (EY*), it only remains to show that f,,* is in ad(SW}. 
First, f* and hence fy* are in ad(LP’). Indeed, for each t E R, consider 
f *l. From (4.3) and (4.1 l), 
I f*%)I G 40) II Et IILI(R4.) + I/ a IiLqR+) [c(t) Ilf” IIp(R+) + II bt lIp(R+)l’ (4.13) 
where w = 1 + b is any decomposition of w into a function 1 in ad(LP) 
and a function b in ad( Thus, for each t E R, 
I f,*t(41 G @WO II It lILItR+) 
+ eYt II a lILI~R+~ [II bt IIL~cR+J + 44 llf” llL~cR+J7 a.e. s E Rf, 
so that f,,* is in ad(LP). 
(4.14) 
Next, to compute I?,( fy*), observe that fy* is in PA?%? and 
fy*(t) = yeYtj*(t) + eytf*(t), tER. (4.15) 
It follows that the variation off,,* on (-co, t) satisfies 
V?,(&*) ,< (m eYT If*(~)1 do + /:m yeyT If*(~)1 dr, t E R. (4.16) 
Consider the first term on the right-hand side of (4.16). By the 
Generalized Chain Rule (Theorem 6.5) 
f*(~) = -Jam [(Go) - (G~)(T - s)] da(s), a.e. 7 E R. (4.17) 
I4 Note: Given w in ad(3 + 2’~) and a t E R there is a decomposition w = I + b 
such that /I .? IILI(R+) + I/ b” li~m(~+) is minimized. However, the choice depends upon t E R. 
607/22]2-8 
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Hence, this term is estimated in a way similar to that in the proof of 
Theorem 3.2. Indeed, 
= sup - 
be B&f, 
ia fc b(T) @“[(Gf)(T) - PWk - 41 do/ da(s) 
<-- e”’ 1 g(T, f(T)) - &‘(’ - S, f(T - $)>I dT !  d44 
<- Irn 
0 
11” eYT[w(T) + C(T) If(~)1 + w(T - S) + +> If(T - S)ll dj da(S) 
--m 
Since w  possesses a decomposition 
w=l+b, 1 E ad(LP), b E ad(LP), 
it follows from (4.18) that 
s t evT 1 f *WI d7 --oo 
< W3 eyt [!I It LI~~+) + $ [II bt IlpmcR+, + c(t) Ilf” IIL~cn+J~~ tER. 
(4.19) 
For the second term on the right-hand side of (4.16), use (4.13) to get 
s t ye" If*(~)1 dT --m 
< e%(O) 11 It IlacR+, + eYt II a IIL~tR+j [II bt Ilpm(R+) + c(t) Ilf” lLw+J* teR. 
(4.20) 
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Then (4.16), (4.19), and (4.20) yield 
P&,*) < evt I 3a(O) II tt IILl,R+b + 2a(O) $ [II bt IILyR+) + 44 llf” llL~m(R+J 
+ II a IILqR+) [II bt Ilpm(R+) c(t>llft llLyR+) I!, 
t E R. (4.21) 
Therefore f,,* is in ad(.!%V) as well as .S?SY’W. 
Theorem 3.1 applied to (E,,*) yields a solution x satisfying the estimate 
[see (4.14), (4.21)] 
x [II bt Ilpm(R+) Ilf” IIp(R+) t E R. 
This, in turn, implies that (E) has a solution x satisfying 
(4.22) 
I 40 - f(t)l d 4dO) II It IILqR+) + 2 [+ + II fz Ilp(R+,] 
x tll bt IIp(R+) + Ilf” IlpiR+J’ tER. (4.23) 
Finally, the required estimate is obtained by recalling that y E (0, r(a)) 
was chosen arbitrarily. This completes the proof. 1 
The special case where the forcing function is periodic can be reduced 
to an equivalent nonlinear Hammerstein type integral equation. Assume 
that the forcing function f is periodic of period T > 0, henceforth 
called T-periodic. Further assume that t t+g(t, U) is T-periodic for 
each u. 
If x is a T-periodic solution to (E), it follows that, for t E [0, T), 
1’ 4 - 4 g(s, x(s)) ds = --m -f. s,:, 4t - s + 9) g(s, 44 ds 
=i 
t 
udt - s) g(s, x(s)) & (4.24) 
t-T 
where a, is defined on [0, T) by 
UT(T) = f a(~ + jT). (4.25) 
j=O 
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If a is assumed decrescent, then ar is well defined on [0, T) by (4.25). 
Extend ar T-periodically to R or, at least, to [-T, T). Then (4.24) and 
(4.25) imply, for t in [0, T), that 
1’ a(t - 4 g(s, x(s)) ds = 6 ar(t - 4 g(s, x(s)) ds, t E [0, T). (4.26) 
--oo 
From these observations follows 
THEOREM 4.2. Let a: R+ -+ R be a decrescent kernel, and let 
g: R x R ---f R be such that T E+~(T, u) is T-periodic for each u. Then, 
if x is a T-periodic solution of (E) corresponding to the T-periodic forcing 
function f, x satisfies the integral equation 
4 - 4 g(s, 44) ds = f(t), t E 10, q, (4.27) 
where a, is the T-periodic extension of the function given on [0, T) by 
UT(T) = f a(7 + jT). 
i=O 
Conversely, if x satisfies (F) on [O, T), and if x and f are T-periodically 
extended to R then these extended functions provide a T-periodic 
solution to (E) on R. 
Another special case of interest occurs when g is sublinear; that is, 
there is a constant p > 0 such that 
l&$T> 41 G P I lJ II t,uER. 
In this case, if the kernel a is decrescent and if 
P I! a IIp(R+, < 1, (4.28) 
solutions of the Volterra equation (V) associated with (E) satisfy the 
a priori estimate 
II XII fJ([O,t)) d Cllfll‘~([o,t,,li~l - P II a IILqR+)l’ tsR+, (4.29) 
for any forcing function f in ad(9”). Standard arguments then lead to 
the existence of solutions to (E). 
Finally, if (E) * I 1s inear, that is, T k-+g(T, u) = u for all u, the resolvent 
of the kernel a can be used to obtain a useful a priori estimate on solutions 
HEREDITARY LAWS AND NONLINEAR INTEGRAL EQUATIONS 245 
to the Volterra equation (V) associated with (E). Specifically, if x is a 
solution on R+ to 
then 
x(t) = f(t) - Iot y(t - s) f(s) ds, teR 
where r is the resolvent of a. The critical observation is this assertion:15 
If a is &crescent, then r is in ZP(R+). Assuming the validity of this 
assertion for the moment, it easily follows that the solution x satisfies 
11 x bc[o*t,, G (1 + II y IIL’,R+)) lIfllp([o,t,, 7 tERf. (4.30) 
It can then be shown that the integral equation (E) has a solution when- 
ever the forcing function f is in ad(9”)-with no restriction of the type 
(4.28) on a. 
The validity of the above assertion is based on a result of Paley and 
Wiener [2] which asserts that the resolvent r is in LP(R+) if and only 
if a”(h) f - 1 for Re h >, 0, where a” is the Laplace transform of a: 
d(X) = lrn a(s) ecAS ds. 
0 
Since 6(O) = 11 a 11 Ll(T+) , it follows that 6(h) is well defined for Re h > 0. 
It is an easy task to see that a”(X) # - 1 whenever Re X > 0. It remains 
only to show that a”(&) f - 1 when 71 # 0, In fact, if S(z&) is real for 
some 70 # 0 then aA = 0. 
Let q. # 0 be such that d($,) is real. Then 
I o a(s) sin(qG) ds = 0. 0 
For k = 0, 1, 2, 3 ,... set 
4s = j” 
(k+l)(lnfo,,) 
k(%nln& 
a(s) sin(yG) ds. 
I5 The authors are grateful to Professor R. C. MacCamy for this observation. See also 
Nohel and Shea [29]. 
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Since dk > 0, k : 
it follows that dF, = = 0, k = 0, 1, 2 ,.... Now define ak on [0,2~) by 
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0, 1, 2 ,..., and since 
s 
m a(s) sin(v,+) ds = f dk = 0 
0 k=O 
Uk(T) = a ( 7 + 27Tk 1 710 . 
Then, for each k = 0, 1, 2,..., using an integration by parts, 
0 = dk = -!- Se= 
70 0 
U,(T) sin 7 dr = - i. 2’* (cos T - 1) da,(T). 
Since ak is nonincreasing and right-continuous on [0, 27r), and 
T t-t (cos T - 1) is negative on (0, 2n), it must follow that ak is constant 
on [0,2rr). Hence the kernel a must be constant on the intervals [k(2n-/To), 
(k + 1) (27+1,), k = 0, 1, L, In this case, it easily follows that the real 
part of c?(&,) also vanishes. 
In view of these special results, valid when the forcing function is 
merely A?, it seems likely that more general results should obtain. 
However, the methods employed in this investigation do not readily 
produce them. 
Conjecture. In Levin’s theorem (part (2)) the estimate (2.7) is 
actually valid in the sharper form 
(2.7’) 
The truth of this conjecture would permit a great strengthening of 
the theorems in Section 3 and would, in particular, obviate the need 
for Theorem 4.1. 
5. ASYMPTOTIC STABILITY 
In this section it is shown that the assertions deduced by Levin 
regarding asymptotic stability for the Volterra equation (V) remain 
valid for integral equations of type (E). Indeed under the present 
techniques many of Levin’s arguments remain virtually unchanged. 
Therefore, the proofs will focus on those items where significant modifi- 
cations are needed to complete Levin’s arguments. 
HEREDITARY LAWS AND NONLINEAR INTEGRAL EQUATIONS 247 
First an a priori bound is established. 
THEOREM 5.1. Let a: Rf -+ R be bounded, nonnegative, and non- 
increasing, and let g: R x R -+ R be a sign-preserving Caratheodory 
function. Then given a forcing function f possessing an interval [T, CD) 
on which f is in V n 95W’-, itfollows that all solutions of(E) are continuous 
on [T, CQ). Moreover, all solutions satisfy the estimate 
where 
- s) g(s, x+(s)) ds 
q(t) = -s” a(t - s) g(s, -x-(s)) ds 
--m 
and x+ and x- are the positive and negative parts of x.16 
Proof. Levin’s argument [21, Sect. 21 is applied to the interval 
[T, co) instead of [O, co). 
Since a is nonincreasing it follows from results in Section 6 (Corollary 
6.2) that p and 4 are each in ~JZ?‘+? for any solution x of (E). Furthermore, 
the Generalized Chain Rule, Theorem 6.5, applies so that 
j(t) = img(t - s, x+(t - s)) da(s) < 0, for a.e. t such that x+(t) = 0 
(5.2) 
4(t) = -J)(t - s, -x-(t - s)) da(s) < 0, for a.e. t such that x-(t) = 0. 
From this point onward Levin’s arguments may be used to obtain 
the desired estimate. The only change here is that p(T) and q(T) need 
not be zero, whence the additional term. 1 
The bound in Theorem 5.1 leads to the following counterpart of 
Levin’s result on asymptotic stability [22, Theorem 21. As in that result, 
an additional requirement on the Nemytskii operator induced by g is 
required. 
I6 Note: madp(O, (I(~)I G JLb, a(t - S) I g(s, X(S))I ds = p(t) + q(t). 
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THEOREM 5.2. Let a: Rf --f R be decrescent and let g: R x R -+ R be 
a sign-preserving Caratheodory function. Suppose further that g satisJies: 
For any M > 0 there is a p(M) > 0 and a T(M) E R such that 
) g(T, u)I < p(M) 1 u / for j u 1 < M and a.e. 7 E [T(M), 00). 
Then, if there exists an interval [T, co) on which the forcing function f is 
in 9? n S?V it follows that whenever (E) has a solution, the following 
estimate holds: 
0 < li%&f x(t) < liy+:up x(t) <<f(m), if f(a) > 0, 
(5.3) 
f(a) < lirn&f x(t) < liT+;up x(t) < 0, if f(m) < 0. 
Proof. Levin’s argument is easily adapted to our purpose. For 
simplicity, and without essential loss in generality, set T = T(M) = 0. 
Now on R+, (E) is equivalent to the equation 
x(t) + f” a(t - 4 g(s, x(s)) ds 
=‘;(t) - C a(t - 4 g(s, x(s)) ds = f*(t), tER+. w 
Apart from the fact that here g depends explicitly on time, the main 
difference between equation (V’) and the equation of Volterra type 
considered in Levin [21] is that f*, although belonging to 9.9&Y n V 
on R+, need not have finite total variation on Rf. However, the given 
hypotheses on the kernel a do permit us to deduce by the dominated 
convergence theorem that f * satisfies f *( a) = f (co). Moreover, Levin’s 
requirement that the forcing function f be in V n 3&Y rather than 
V n YaY was needed only to ensure the boundedness of the solution 
on R+, which follows in the present case from Theorem 5.1. 
At this point virtually all of Levin’s arguments may be applied, as 
modified by the techniques used in previous sections, to Eq. (V’). 
However, it must be noted that since g depends explicitly on time, the 
mean value technique used at the end of Levin’s argument [21, Sect. 4, 
pp. 474-4751 no longer applies. The remedy lies in the use instead of a 
direct comparison argument of the sort used by Walter [18, Sect. 1, 
Theorem II]. With these observations the proof is easily completed 
following Levin’s argument. 1 
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6. HEREDITARY LAWS 
In many applications of the theory of hereditary phenomena it is 
convenient to consider a regular Bore1 measure p on R+. Concerning p it 
is only required that L$], the space of p-integrable function classes 
on I$+, be invariant under the mappings {P) and (T,,), defined for 
each u 3 0 by 
!O :O<s<a 
(Toy)(s) = (y(s - CT) : s > 0, s E R+, Y E -W,l, 
(TOY)(S) = Yb + 4 SERf, Y E mcL1* (6.2) 
Here To is referred to as the continuation operator of amount cr (briefly, 
u-continuation operator) and To is referred to as the section operator of 
amount a(briefly, o-section operator). 
Now it has been shown elsewhere that (6.1) and (6.2) require, in 
particular, that p be absolutely continuous with respect to Lebesgue 
measure.l’ Hence, the structure of all such spaces can be described 
through the properties of the Radon-Nikodym derivative h of CL; write 
L’[h] forLl[p] h ereafter. This function h is referred to as a (generalized) 
injhence function. Such functions can be characterized as being precisely 
those nonnegative locally integrable functions h such that, for each 
u > 0, K(u) and IT(u) given by 
K(U) = ess sup “(i: u, , 
S.R+ s 
K(u) = e;s;.p h(:y 
U 
) (6.3) 
are both finite. It can be shown that for each influence function h there 
exist positive constants a, b (depending on h) such that 
a-lePbs < h(s) < aebs for almost all s E Rf. (6.4) 
In addition, the functions u t-t K(U) and u + &7(u) are strictly positive, 
lower semicontinuous, submultiplicative, and bounded on bounded 
subsets of R+. Moreover, the families {To} and {T,) form strongly 
continuous semigroups of bounded operators on L’[h]. If, in addition, 
I7 This, as well as other technical results associated with the L’[p] theory described 
here, was developed in joint work on fading memory spaces by B. D. Coleman and V. J. 
Mizel; see Coleman and Mizel [IO, 141. The reader is warned that in those works the term 
influence function was reserved for those h which also satisfied h E P(R+). 
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the continuations {TO} converge strongly to the zero operator as u -+ co, 
i.e., 
F+: II T”y lIarhI = 0, y Eq4 (6.5) 
then h is said to have the relaxation property. It is known that the relaxa- 
tion property holds if and only if CJ t-t R(o) is bounded on R+. 
Occasionally spaces Ll[h] will be considered which are invariant inder 
the continuations {PI but not necessarily under the sections (T,}. 
Functions h having this property will be called pseudo-inj?uence functions. 
They can be characterized as those nonnegative locally integrable 
functions for which K( u is finite for every u > 0 [lo, pp. 96-971. For ) 
each such function h there is a maximal interval (0, /3), 0 < p < 00, 
such that h has a positive essential lower bound and a finite essential 
upper bound on every compact subset of (0, /3), and h is essentially zero 
outside (0,/J). Ag ain (To) forms a strongly continuous semigroup of 
bounded operators on Ll[h]. 
Remark 6.1. It should be emphasized that the necessary condition 
(6.4) is by no means su.cient for h to be an influence function. The 
nonincreasing function 
provides a simple counterexample, with a = b = 1. It should also be 
noted that neither bound in (6.4) need hold for pseudo-influence func- 
tions. Indeed, it is easily seen that every nonnegative, nonincreasing 
locally integrable h is a pseudo-influence function, so that the function 
h(s) = e-S2is1/2 provides an example of this phenomenon. It follows that 
this function is also an example, as is the function h in (6.6), of a pseudo- 
influence function which is not an influence function. 1 
Given any locally integrable nonnegative function h and any 
1 < p < 00, those functions x: R -+ R which are LD[h]-admissible 
form the vector space ad(L?p[h]) (see Definition 2.1). For brevity, 
write &[h] for ad(P[h]). Next, a class of mappings from a space 
D[h], 1 <p < CO, into the real-valued functions on R, as induced by 
functionals on Lp[h], is introduced. Recall that given any nontrivial 
nonnegative h in 9~OC(R+), every continuous linear functional A on 
Lp[h] has the form 
XY = Iorn 4s) Y(S) ds, (6.7) 
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where a = bh and b is in L”[h] or P’[h], depending upon whether 
p’ = [l - (1 /p)]-l is infinite or finite. 
DEFINITION 6.1. Let h in Zt,,,(R+) be nontrivial and nonnegative and 
let A be a continuous linear functional on Lp[h], 1 < p < co. The mapping 
A on (1”[h] to the real-valued functions on R, which is given for each 
x E /P[h] by 
(Ax)(t) = A(d) = j-f a(s) x(t - s) ds, (6.8) 
is called a linear hereditary law on dn[h]. The function a: Rf + R is 
called the Kernel of A. More generally, given any Banach space X of 
equivalence classes of functions on R+ (e.g., L”[h]) and any continuous 
linear functional A on X having an integral representation of the form 
(6.7), we may utilize (6.8) to define a linear hereditary law A on ad(%), 
where X is formed of equivalence classes in %. 4 
As defined here, it is clear that linear hereditary laws are: 
(i) nonanticipatory: (Ax,) (t) = (Ax,) (t) whenever xlt = xzt; 
(ii) time-translation invariant; and 
(iii) continuous: I/ x,l - xOt II1 -+ 0 implies (Ax,) (t) -+ (Ax,) (t). 
This notion is now enlarged to incorporate a class of nonlinear 
mappings. Choose h as before and let g: R x R + R be a function 
which induces a Nemytskii operator G (see Definition 2.2). Suppose 
that for some p, 1 < p < 00, there is a Q, 1 < q < 00 (more generally, 
a Banach space X of function classes) such that G takes P[h] into 
Aq[h] (respectively, into ad(x)). That is, for each t E R, write 
k?(s, 4 = g(t - s, 4, SER+, UER, (6.9) 
and let G” denote the Nemytskii operator induced by gl: R+ x R -+ R; 
observe that (Gx)~ 3 GW. Then the hypothesis on g is equivalent to the 
requirement that for each t E R, 
x in clp[h] implies s ++ (G%*)(s) = (Gx)t (s) = g(t - s, x(t - s)) is 
in 5[h] (respectively, in %). (6.10) 
DEFINITION 6.2. Let h in Y&JR+) be nontrivial and nonnegative, 
let g: R x R -+ R induce a Nemytskii operator G which takes Ap[h] 
for some p, 1 < p < co, into A*[h] (1 < q < co) (more generally, 
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into ad(%)), and let A be a continuous linear functional on L*[h] (res- 
pectively, on X) having the form (6.7). Define a (semi-autonomous) 
Hammerstein hereditary law l8 N on Ap[h] to be the composition of maps 
N = AG, where A is as in Definition 6.1. By (6.Q N is well defined and 
is given, for each x E Ap[h], byls 
(iVx)(t) = (AGx)(t) = joE a(s) g(t - s, x(t - s)) ds 
= 1” a(t - s) g(s, x(s)) ds, tER. 1 (6.11) 
--co 
Remark 6.2. It should be noted that although such laws are non- 
anticipatory, they are not time-translation invariant unless g is inde- 
pendent of its first argument. On the other hand, let g: R+ x R --+ R be 
a function which induces a Nemytskii operator G takingLp[h], for some 
1 < p < co, into L*[h] (respectively, into X), and let A be a continuous 
linear functional on L*[h] (respectively, on X) having the form (6.7). 
Then the mapping N’ defined for each x E M[h] by 
(N/x)(t) = ii(Gxt) = joma g(s, x(t - s)) ds 
-1 
t 
a(t - 7) g(t - 7, X(T)> dT> t E R, (6.10’) 
--m 
is, in addition, time-translation invariant. Unfortunately, the present 
methods of investigation do not permit the analysis of hereditary laws 
of type N’ without the incorporation of some rather ad hoc assumptions. [ 
Before proceeding with the further investigation of linear or 
Hammerstein type hereditary laws, it is necessary to discuss certain 
results concerning mappings induced by Nemytskii operators. The next 
definition describes a collection of Banach spaces X which will be used 
in this discussion. 
DEFINITION 6.3. Let h be a nontrivial nonnegative locally integrable 
function on R+. For each p, I <p < co, SP[h] + ZP’[h] denotes the 
I* In most of the literature, g is further required to be a Caratheodory function. 
I8 Observe that by the definition of A (Definition 6.1), (AGx)(t) = &(G.Y)~) = 
A(G”x’), x E &‘[h], t E R. 
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vector sum of ZP[h] and P’(h]. That is, y is in D[h] + JP[h] provided 
there exists at least one decomposition 
Y = Yl + Y2 9 where y1 E Tfl[h], Y2 E =mhl. 
The norm20 
IlY II L”[h]+Lw[h] = inf {ii y1 IILD[hl + I !  y2 I~Lm[hlh (6.12) ?d1+212=2/ 
induces on 9p[h] + 6p”[h] a Banach space21 of equivalence classes of 
functions, denoted by D[h] + L”[h]. An equivalent norm for this 
Banach space is given by 
IIy ~~i?[h]+Lm[h] 
= inf /c > 0 : J Y(c-l [ y(s)l) h(s) ds < 11, (6.12’) 
where ‘PI R+ -+ R is given by 
‘iu*) = $(U- 1)P:u > 1. 
1 
0 :O<u<l 
In the event that h = 1, so that Lebesgue measure itself is considered, 
the usual abbreviation J8’ + 9” for 9p[h] + P’[h] will be adopted. 
Following the previous pattern write 
-@[~I + Whl for ad(Z”[h] + Pm[h]). 
It will now be shown that /Ip[h] and k[h] + /I”[h] always consist of 
locally pth power integrable functions on R (p < co). 
PROPOSITION 6.1. For each nonnegative, nontrivial function h in 
.Zf,,(R+), and each p, I < p < CO, 
Proof. Since h is nontrivial, it dominates a positive multiple of some 
characteristic function XE , where E is bounded and has positive 
‘a An alternate formula is IY II,wnl+Lmml = mh& + ll(l Y I - cl+ IILPw}. 
21 The proof that this is a Banach space follows from the simple observation that (6.12) 
or (6.12)’ describes a function norm having the “weak Fatou” property. See Luxemburg 
and Zaanen [19]. 
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(Lebesgue) measure. Thus &[h] + A”[h] is contained in (lP[.%EJ + 
Am[2EE] = LI~[S?“~]. Th e roo is completed by showing that Ap[%J is p f 
contained in 5?T0,(R). First examine the case p < co. 
Consider any function x E Ap(X,). For such functions the hypothesis 
ensures that the nonnegative function oi defined by 
a(u) = j I ++)I ME+&) ds, u E R, (6.13) 
is everywhere finite valued, where E + u denotes the translate of E by 
amount u. Since 01 is measurable (see, for example, [9, Theorems 21.12 
and 21.33]), th ere is a bounded set F of positive measure such that 
s 
a(u) da < Co. (6.14) 
F 
Thus, appealing to the Tonelli and Fubini theorems, 
00 > j X,(4 1 j I xWl” zz+o(s) dsj du 
= j  ~Fb> 1 j  1 +)lp SE+ - u) dsj da 
= j 1 x(s)lp f j f%-,(u) xe(s - u) du/ ds. (6.15) 
That is, 
s 1 X(S)l’ (3, * x,)(S) ds < Co. (6.16) 
However, since 2, is in L” and S, is in L1, the convolution ZE*?KE is a 
(uniformly) continuous function on R. Moreover, since 
j (gF * zE)(s) ds = j SF(u) I/ gE(s - u) ds/ du = meas E * meas F > 0, 
it follows from (6.16) that 1 x 1~ is in P(1) for some open interval 1, 
namely, any I on which ZE*ZF > constant > 0. The translation 
invariance of A1[ZE] now yields the desired conclusion. 
The case p = co is incorporated as follows. If x is in Am[%,] then 
for eerery y E Z’;,,.(R), the product xy is in A1[%,]. Thus by the result 
already obtained for the case p = 1: 
y E 9&x(R) * xy E ~P:o@). 
It is a simple matter to deduce from this that x is in 9g”,,(R). 1 
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The next two theorems reveal certain fundamental properties of 
Nemytskii operators which provide mappings between function spaces 
of interest. 
THEOREM 6.1. Let h be a nontrivial nonnegative locally integrable 
function on R+ and suppose that the function g: R+ x R --+ R induces a 
Nemytskii operator G which takes every element in some ball B, of the 
space Lp[h] (1 < p < CO) into an element of X, where X is either the space 
Lp[h] or the space L*[h] + L”[h] for some q( 1 < q < CO). Then G takes 
every element in LP[h] into X. Moreover, G maps bounded subsets of Lp[h] 
into bounded sets in X and maps order intervals in LP[h] inside order 
intervals in X. 
In addition, if h is positive almost everywhere the function g satisfies the 
condition 
I g(s, 41 G 4s) + c I u lplq, a.e. s E R+, (6.17) 
for some w ED and some nonnegative constant c. Furthermore, if g is a 
Caratheodory function, then the mapping G: Lp[h] -+ X is also continuous. 
Remark 6.3. A reader familiar with the subject will realize that such 
results actually hold for much broader classes of function spaces X 
(see, for example, Krasnosel’skii and Rutickii [6, Chap. III]), as well as 
for more general classes of measure spaces. On the other hand, the 
hypothesis that g induces a Nemytskii operator in our sense is weaker 
than the usual assumption that g is a Caratheodory function (see 
Krasnosel’skii et al. [ 111). I n any event, the present theorems suffice for 
the purposes of this paper. The proofs, in a more general context, will 
appear elsewhere. 
THEOREM 6.2. Let h: R+ --f R be a nontrivial nonnegative locally 
integrable function and suppose that the function g: R+ x R -+ R induces 
a Nemytskii operator G which takes every element in some ball B, of the 
space Lp[h] + L”[h] (1 < p < CO) into an element of X, where X is either 
the space L*[h] or the space L*[h] + L”[h] for some q (1 < q < co). Then 
G maps order intervals in B, inside order intervals in X. 
In addition, if h is positive almost everywhere the function g satisfies the 
condition 
I g(s, u)l < w(s) + c I u lP’q, (6.18) 
for some w E 3 and some nonnegative constant c. Furthermore, af g is a 
Caratheodory function, then the mapping G: B, + X is also continuous. 
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Remark 6.4. It should be noted that in the above theorem the 
hypothesis on G implies in particular that G maps the ball B, of Lp[h] 
into X. Hence the growth condition (6.18) follows from Theorem 6.1. 
However, the mapping of order intervals inside order intervals requires 
further argument. 
Theorems 6.1 and 6.2 have the following counterpart for spaces of 
admissible functions. 
COROLLARY 6.1. Let h be a nontrivial nonnegative locally integrable 
function of R+ and suppose that the function g: R x R --f R induces a 
Nemytskii operator G which, for some p (1 < p < co), takes Ap[h] 
(respectively, Ap[h] + A”[h]) ’ t in o ad(%), where X is either the space 
2*[h] or the space $Rn[h] + 9”[h] for some q (1 < q < CD). Then G 
maps order intervals in Ap[h] (respectively, in AP[h] + A”[h]) inside order 
intervals in ad(%). 
In addition, if h is positive almost everywhere the function g satisfies the 
condition 
I g(t, u)l < w(t) + c(t) I u Pq, tcR, (6.19) 
for some w E ad(%) and some nonnegative nondecreasing function c: R --t R. 
The remainder of this section is devoted to an investigation of the 
smoothness of the functions Ax or Nx where A is a linear or N is a 
Hammerstein type hereditary law. The first result concerns the property 
of continuity. 
PROPOSITION 6.2. Suppose h: Rf -+ R is a pseudo-influence function 
which is positive almost everywhere and essentially bounded near 0.22 Then 
for each linear hereditary law A and each (standard) Hammerstein 
type hereditary law N on AP[h] (1 ,< p < a), all functions Ax and Nx, 
x E Ap[h], are continuous. 
Proof. The argument will be given for N = AG. By (the un- 
generalized case23 of) Definition 6.2, there is a q (1 < q < co) such 
that every Gx is in Aq[h], and A operates on A*[h]. 
22 The example a = h = x = l/t I/*, t > 0, shows boundedness is essential. 
83 The arguments to follow actually can be extended to cover all separable Banach 
function spaces X; see Coleman and Mizel [14], Luxemburg and Zaanen [19]. 
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Now decompose 
(Nx)(t) = St a(s)(Gx)(t - s) ds + ~mo(s)(Gx)(t - s) ds 
0 
= j-” a(s)(Gx)(t - s) ds + hrn u(s) Tt(Gx)O (s) ds. (6.20) 
0 
The continuity of the first term in (6.20) is deduced as follows. Since 
the hypothesis on A implies, in particular, that Ajt in (6.7) is defined 
for all y E 9*[h], the function a/h is in Y*‘[h], (l/q) + (I/p’) = 1. 
Hence by the finiteness of the essential upper bound of the pseudo- 
influence function h on each bounded interval, a is in DEDd,(R+). On the 
other hand, since GX is in Aq[h] or A*[h] + A”[h], it follows, by 
Proposition 6.1, that GX is in Z&‘,,(R). These facts imply the continuity, 
of the first term. The continuity of the second term in (6.20) follows 
from the strong continuity of the continuation semigroup {TO} on 
L*[h].24 This completes the argument. 1 
The study of integral equations carried out in previous sections 
required hereditary laws for which all functions Ax and Nx have greater 
regularity than mere continuity. This point will now be investigated. 
It will be necessary to introduce the following notion relating the 
behavior of a function of locally bounded variation to that of a function 
which is nonnegative. 
DEFINITION 6.4. Let Y and p be functions on R+ such that r is in 
9.B’Y and p is positive almost everywhere. Then r is variation dominated 
by p if, for each T > 0, C(T) given by 
C(T) = ess sup 
SER+ 
-& E+v) (6.21) 
is finite. If r is equal almost everywhere to such a function then Y is said 
to be essentially variation dominated by p. These definitions are extended 
to include functions p which are zero on a set of positive measure by 
putting the ratio in (6.21) equal to zero whenever the denominator and 
numerator are both zero. 
The next result describes conditions on the kernel a of a linear 
2* The results referred to in footnote 17 apply for all L*[h], 1 Q q < to. See 
Coleman and Mizel [lo, 141. 
60712212-9 
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hereditary law A on Al[h] in order that all functions Ax, x E Al[h], be 
locally absolutely continuous. 
THEOREM 6.3. Let h: R+ + R be a nontrivial nonnegative locally 
integrable function and let A be a linear hereditary law, with kernel a, 
defined on Al[h]. Then the properties 
(i) Ax is locally absolutely continuous, for each x E Al[h]; 
(ii) Ax is locally of bounded variation, for each x E Al[h]; 
(iii) the kernel a is essentially variation dominated by h; 
satisfy the implication (iii) 3 (i) s (ii). 
If, in addition, h is an influence function then properties (i), (ii), (iii) are 
equivalent. 
Proof. The argument is patterned on that given in Leitman and 
Mizel [27, Sect. 51; thus, only the main steps are sketched here. Since 
the implication (i) 2 (ii) is immediate, only (iii) * (i) and (ii) + (iii) 
need be considered. 
(iii) 3 (i). Suppose, without loss of generality, that the kernel a is 
itself variation dominated by h. Now given any x E Al[h] and any 
bounded interval [c, c + T) it must be shown that z = Ax is in 
zZ%?([c, c + T)). By translation invariance, it suffices to show that z is in 
&‘V([O, T)). Take N > T and decompose z as follows 
z(t) = Lt;” a(s) x(t - s) ds + /I’ a(s) x(t - s) ds 
t+N 
= S:IN a(s) y(t + N - s) ds + srn 
(6.22) 
a(s) x(t - s) ds, t E [0, T), 
t+N 
where y: R -+ R is defined by y(u) = x(u - N). By Proposition 6.1, 
x, and hence y, belongs to 9;,,(R). Therefore, by a theorem of Boehme’s 
[7] the condition a E 3’93”T implies that the first term in (6.22) is an 
element of &%?[O, T), irrespective of the choice of N. It remains to 
examine the function Y, defined by 
7 N= jm a(s) x(t - s) ds = lrn a(s + t) x0(s) ds, t E [0, T). (6.23) 
t+N N 
Setting 1 = hx”, rN is given by 
'Ntt) = j  OcI 
N 
“‘;1& t, Z(s) ds. 
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Hence, for any partition rr consisting of subintervals {[TV , ri)}cz, of [0, T) 
(6.24) 
< I h: h(s) -!- V:+‘(u) I E(s)1 ds < C(T) j--- / E(s)1 ds, 
where C( 7’) denotes the constant occuring in Definition 6.4. It follows 
that, for given E > 0, if N,, = N,(E) is selected so large that 
I o? N 0 I WI ds < & , 
then 
I”o=(rN,) < c/2. (6.25) 
On the other hand, the absolute continuity on [0, 7’) of the term 
s 
t+N,, 
a(s) x(t - s) ds, 
0 
implies that, for 6 > 0 sufficiently small, the variation of this term over 
a set of disjoint subintervals of [0, T) of total length less than 6 is less 
than c/2. It now follows by (6.25) that for any such set of subintervals 
of total length less than 6, 
This completes the proof of (iii) 5 (i). 
(ii) =+- (iii). Given any x E Al(h) and T > 0, the hypotheses imply 
that z = Ax is in SW”([O, T]). By a theorem of Hardy and Littlewood 
this is equivalent to the assertion 
Vor(z) = lim sup .r o= -+- 1 x(t + 6) - z(t)1 dt < co. 
(6.26) 
S-10 
Now given x E Ar[h] it is evident, in particular, that x = xX~-~,~) is in 
Al[h]. In the case of 3, (6.26) can be rewritten as 
m a@ + ’ +c& ‘@ + ‘) h(s) x”(s) ds/ b(t) dt 1 < 03, 
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where B, is the unit ball in 5?“[0, T]. Utilizing the boundedness of 
Ij To 11 on bounded intervals of u, Fubini’s theorem may be applied, 
for each fixed 6, to yield 
(6.27) 
The boundedness of I( To I( over the interval 0 < (I < T + 1, i.e., the 
fact that h is an influence function (so that K(o) in (6.3) is finite) and 
the relation a/h E L”(R+) thus yield the conclusion: Whenewer 2 E Ll(R+) 
is of the form 1 = x0 h, for some x E A’(h), then there exists a constant 
C,(T) such that 
Iirn I$),,' n(f+S+$)--a(t+s) b(t)dt) Z(s)dsi <C,(T)< co, (6.28) 
for all S E (0, I] and b E B, . 
At this point the fact that h is an influence function, not merely a 
pseudo-influence function, is crucial. The invariance of Ll(h) under the 
section operators {T,} implies that for every y ill the function 
x(s) = y(--s)Xc-,,,)(s) is in Al(h). Hence (6.28) is valid for every 
x0 E Ll(h), equivalently for eaery 1 E L*(R+). Thus, by the uniform 
boundedness principle, 
2. a(t + 6 + s) - a(t + s) 
6 
b(t) dt < C(T) < co, (6.29) 
for all 6 E (0, l] and b E BT . It can then be shown, though by a sur- 
prisingly involved argument, that for all 6 E (0, I]: 
1 
’ hoa s I ‘(’ + ’ + ‘j - ‘(’ + ‘) / df < C(T) for all s E I?+ - NT, (6.30) 
where N, C R+ is a Lebesgue null set. Applying the converse portion 
of the theorem of Hardy and Littlewood mentioned earlier, it follows 
from (6.30) that: For each s E R + - NT there is a unique right-continuous 
function as,T , which is defined on [s, s + T) and equivalent there to the 
kernel a, such that 
C”(a,,~) G c(T) h(s), for all SE Rf - NT. (6.31) 
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The remainder of the argument, omitting certain technicalities, now 
consists of verifying that the function aT , defined on R+ by 
UT(S) = %T,T(S) for n such that s E [nT, (n + I )T), (6.32) 
and thus equivalent to a on R+, is variation dominated by h. Indeed, 
given any p > 0, let m denote the least integer such that p < (m - l)T. 
Then for each s E R+ there exists an integer n such that [s, s + If) C 
[nT, (n + m)T). Thus aT satisfies the estimate25 
1 VT-’ h((n +j)T) 
G h(s) V,S+T(aT) + Jsl 
1 (n+i-tl)T 
44 w + i) T) 
Vtn+i)T @T) 
G [1 + cm - 1) &TT) II ~“lll W), for almost all s E R+. 
(6.33) 
This completes the proof of (ii) 3 (iii). The theorem is proved. 1 
The implications of Theorem 6.3 are particularly striking in the case 
of a nontrivial nonnegative nonincreasing function a. In this case the 
function a is obviously variation dominated by itself (recall the con- 
vention in Definition 6.4 concerning points at which p vanishes). 
COROLLARY 6.2. Each linear hereditary law A whose kernel a is 
nonnegative, nonincreasing, and bounded has the property: For every 
function x: R -+ R such that Ax is dejned everywhere on R, Ax is in 9&&Z. 
In other words, A transforms all functions in Al(a) into locally absolutely 
continuous functions, whenever its kernel is nonnegative, nonincreasing, 
and bounded. 
Note that such an a is a pseudo-influence function (see the comment 
preceding Remark 6.1). 
It should be noted that when a is decrescent, then Al(a) contains the 




/I x llM(R) = sup 1 x(t)1 dt < al 
LTER o 
26 Note: II To llrt~hl = K(o). 
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(see [4]). This means: For each x E M(R) the function x given by 
z(t) = Iorn a(s) x(t - s) ds tER, 
is dejined and locally absolutely continuous, whatever the decrescent kernel 
a is. 
The present investigation of the regularity of all functions Ax and NX 
will be completed by an extension of Theorem 6.3 to include 
Hammerstein type hereditary laws. 
DEFINITION 6.5. Let h be a nontrivial nonnegative function in 
Z&JR+). Suppose that g: R+ x R --+ R is a function whose Nemytskii 
operator G takes 9p[h] (1 < p, < ~0) into 2P[h]. Then % grows at least 
to pth order on Zp[h] provided that there exist a constant /3 > 0 and a 
sequence (y,} in 2P[h] satisfying: 
a.e. s E R+ 
If g: R x R -+ R is a function whose Nemytskii operator G takes 
Ap[h] into Al[h], th en G grows at, least to pth order on Ap[h] if, for each 
t E R, Gt grows at least to pth order on Yp[h]. i 
Remark 6.4. It follows from Theorem 6.1 that every function 
g: R+ x R + R whose Nemytskii operator takes P[h] into P[h] has 
the property that G grows at most to pth order on Yp[h], in an obvious 
modification of the above terminology. 1 
We now state the desired generalization of Theorem (6.3). 
THEOREM 6.4. Let h be a nontrivial nonnegative function in 6P:,,(R+) 
and suppose that for some p (1 < p < CO), N = AG is a Hammerstein 
type hereditary law de$ned on Ap[h] in which G takes Ap[h] into A1[h].26 
Then the properties 
(i) Nx is locally absolutely continuous, for each x c AP[h], 
(ii) Nx is locally of bounded variation, for each x E Ap[h], 
(iii) the kernel a of A is essentially variation dominated by h, 
satisfy the implication (iii) 5 (i) 3 (ii). 
26 It will be seen that the result holds for any X such that G takes ad(S) into Al[h]. 
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If, in addition, h is an injluence function, p is $nite and G grows at least 
to pth order on Ap[h], then the properties (i), (ii), (iii) are equivalent. 
Proof. The implication (iii) * (i) * (ii) follows from the analogous 
result in Theorem 6.3, as is clear from the relations 
x E A*[h] =s Gx E Al[h]; Nx = AGx. 
Hence it remains only to prove that when h is an influence function, and 
g grows at least to pth order, then we have (ii) 3 (iii). 
Now given x E Ap[h] and T > 0, we put a = Nx and obtain by the 
aforementioned theorem of Hardy and Littlewood that 
VoT(z) = Iim sup 
.c 
T 1 
6 1 Z(” + 8) - z(t)1 dt < co. (6.35) 
F 10 0 
Since x is in Ap[h], it follows that x = xX(-,,,) is in clp[h]. However, 
in the case of 3, (6.35) can be rewritten as 
- a(t + ’ ‘ssl’,, a(t + ‘) h(s)(g 0 x)” (s) dsl b(t) dt 1 < co. 
Applying Fubini’s theorem and utilizing the boundedness of Ij TV /I over 
the interval 0 < u < T + 1 together with the relation a/h ELM, 
yields the analog of (6.28): 
Ij-oE/&[ a(t+S+s;-a(t+S) h(t)dtjL(s)ds/<C~(T)<cc (6.36) 
for all 6 E (0, l] and b E B, , whenever I E LF(R+) has the form 1= (g 0 x)Oh 
for some x E Al[h]. 
As before, the invariance of Z’p[h] under the section operators {TO} 
ensures that for every y E L?p[h] the function x(s) = y(-ss)%~-,,,,(s) is 
in Ap[h], and hence (6.36) is valid for x0 varying over all of 9p[h]. 
Despite this, it is generally false that the functions I = (g o x)Oh defined 
bY 
(g 0 x)” (4 h(s) = g(--s, xys)> h(s) = b(s, xv)) h(s), 
include all functions in P(R+). Hence the crucial application of the 
uniform boundedness principle, as used in the proof of Theorem 6.3, is 
no longer available. The remedy lies in the application of the following. 
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NONLINEAR UNIFORM BOUNDEDNESS PRINCIPLE. Let (S, Z, ,u) be a 
nonatomic o-finite measure space and let g: S x R -+ R be a function 
which induces a Nemitsky operator G taking LQ] into L$]. Then the 
condition that G grow at least to pth order is sufficient in order that the 
set G(D[p]) = {Gy: y EL*(~)} CLl(p) have the property: 




is a bounded set of reals, is a bounded subset of La(p). 
Furthermore, if g is independent of its first argument, the growth 
condition is necessary as well as sufficient for property (I’) to hold. 1 
(The proof of this theorem and related results will be given elsewhere.) 
Applying this result to (6.36) again yields Eq. (6.29) 
a(t + 6 + s) - a(t + s) 
s 
b(t) dt < c(T) < co. 
From this point onward the proof is completed exactly as in Theorem 6.3, 
so the details may be omitted. 1 
Remark 6.5. Although the failure of g to satisfy the condition of at 
least pth-order growth seems to prevent the use of a uniform bounded- 
ness argument in proving that (ii) implies (iii), the authors do not know 
whether the implication is actually false in such cases. i 
The final result in this section complements Theorems 6.3 and 6.4 by 
exhibiting an explicit formula for the derivative of the locally absolutely 
continuous functions Ax and NX considered there. 
THEOREM 6.5: GENERALIZED CHAIN RULE. Let h be a nontriwial 
nonnegative function in P’P:,JR+) and suppose thatfor somep (1 < p < co), 
N = AG is a Hammerstein type hereditary law defined on A*[h] where G 
takes A*[h] into Al[h]. 
Sup$ose the kernel a of A is essentially variation dominated by h. Then 
for each x E Ap[h] the derivative of the locally absolutely continuous 
function .z = Nx is given almost everywhere by 
$ (W(t) = -$ NW(t) 
= a(O) g(t, x(t)) + Joa g(t - s, x(t - s)) da(s), a.e. t E R. (6.37) 
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The proof proceeds by using the variation dominance property of a to 
demonstrate first that the Radon measures v, and AZ on R possess a 
measure as convolution. Here va is the measure induced by the total 
variation function of the function a (extended to the negative half-axis 
as the constant a(O)), while A, is the measure whose Radon-Nikodym 
derivative is the function j g o x /: 
It is then simple to deduce that the (signed) Radon measures V, and 
pz, where 7ra is the measure induced by a itself (extended as a(0) to the 
negative half-axis) and pz is the measure whose Radon-Nikodym 
derivative is the function g o X, possess a convolution. 
The final argument now utilizes the technique of distribution theory 
to compute the derivative of Nx, where the latter is precisely the Radon- 
Nikodym derivative of rTT, * pz . The details are, mutatis mutandis, those 
given in our previous paper [27, Sect. 61. See also Edwards [S, Sect. 
4.19.111. The reader will observe that we nowhere utilized in that 
argument the fact that h was an influence function. 
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