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Abstract. The connection between symmetries and conservation laws as made by
Noether’s theorem is extended to the context of causal variational principles and
causal fermion systems. Different notions of continuous symmetries are introduced.
It is proven that these symmetries give rise to corresponding conserved quantities,
expressed in terms of so-called surface layer integrals. In a suitable limiting case,
the Noether-like theorems for causal fermion systems reproduce charge conservation
and the conservation of energy and momentum in Minkowski space. Thus the con-
servation of charge and energy-momentum are found to be special cases of general
conservation laws which are intrinsic to causal fermion systems.
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2 F. FINSTER AND J. KLEINER
1. Introduction and Statement of Results
In modern physics, the connection between symmetries and conservation laws is of
central importance. For continuous symmetries, this connection is made mathemati-
cally precise by Noether’s theorem [26]. In recent years, the theory of causal fermion
systems was proposed as an approach to describe fundamental physics. Giving quan-
tum mechanics, general relativity and quantum field theory as limiting cases, it is a
candidate for a unified physical theory (see the review [16] and the references therein).
In the present article, we explore symmetries and the resulting conservation laws in
the framework of causal fermion systems. We prove that there are indeed conservation
laws, which however have a structure which is quite different from that of the classical
Noether theorem. These conservation laws are so general that they apply to “quantum
space-times” which cannot be approximated by a Lorentzian manifold. We prove that
in the proper limiting case, our conservation laws simplify to charge conservation and
the conservation of energy and momentum in Minkowski space. Thus the conservation
laws of charge and energy-momentum can be viewed as special cases of more general
conservation laws which are intrinsic to causal fermion systems.
In order to make the paper easily accessible and self-contained, we develop our
concepts step by step. Section 2 provides the necessary background: After a brief
review of the classical Noether theorem (Section 2.1), we introduce causal variational
principles in the compact setting (a mathematical simplification of the setting of causal
fermion systems; see Section 2.2). This makes it possible to describe the mathematical
structure of our conservation laws in the simplest possible situation (Section 2.3). The
central point is that, instead of surface integrals, we work with integrals over “thin
layers of finite thickness,” referred to as surface layer integrals (see Figure 1 on page 6).
After these preparations, in Section 3 we prove conservation laws for causal varia-
tional principles in the compact setting. We distinguish two different kinds of symme-
tries: symmetries of the Lagrangian (see Definition 3.4 and Theorem 3.5) and symme-
tries of the universal measure (see Definition 3.2 and Theorem 3.3). These symmetries
and the corresponding conservation laws can be combined in so-called generalized in-
tegrated symmetries (see Definition 3.7 and Theorem 3.8).
In Section 4 we generalize the previous results to the setting of causal fermion sys-
tems. After a brief introduction to the mathematical setup (Section 4.1), we derive cor-
responding Noether-like theorems (see Theorem 4.7, Corollary 4.9 and Corollary 4.10
in Section 4.2). In the following Sections 5 and 6, we work out examples which give
the correspondence to current conservation (Theorem 5.3) and to the conservation
of energy-momentum (Corollary 6.4). In Section 5.3, the mathematical assumptions
and the physical picture is discussed and clarified by a few remarks. In Section 7 it
is explained why the conservation laws corresponding to symmetries of the universal
measure are trivially satisfied in Minkowski space and do not capture any interesting
dynamical information. Finally, in Section 8 we give an outlook on potential implica-
tions for the collapse of the quantum mechanical wave functions (as proposed in [11,
Section 3] and [16, Section 7]) and for the mechanism of microscopic mixing of the
wave functions (as introduced in [12, Section 3]).
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2. Preliminaries
2.1. The Classical Noether Theorem. We now briefly review Noether’s theo-
rem [26] in the form most suitable for our purposes (similar formulations are found
in [22, Section 13.7] or [1, Chapter III]). For simplicity, we begin in four-dimensional
Minkowski space M. In the Lagrangian formulation of classical field theory, one seeks
for critical points of an action of the form
S =
ˆ
M
L
(
ψ(x), ψ,j(x), x
)
d4x
(where ψ is for example a scalar, tensor or spinor field, and ψ,j ≡ ∂jψ denotes the
partial derivative). The critical field configurations satisfy the Euler-Lagrange (EL)
equations
∂L
∂ψ
−
∂
∂xj
(
∂L
∂ψ,j
)
= 0 . (2.1)
Symmetries are formulated in terms of variations of the field and the space-time coor-
dinates. More precisely, for given τmax > 0 we consider smooth families (ψτ ) and (xτ )
parametrized by τ ∈ (−τmax, τmax) with ψτ |τ=0 = ψ and xτ |τ=0 = x. We assume that
these variations describe a symmetry of the action, meaning that for every compact
space-time region Ω ⊂ M and every field configuration ψ the equationˆ
Ω
L
(
ψ(x), ψ,j(x), x
)
d4x =
ˆ
Ω′
L
(
ψτ (y), (ψτ ),j(y), y
)
d4y (2.2)
holds for all τ ∈ (−τmax, τmax), where Ω
′ = {xτ |x ∈ Ω} is the transformed region.
The corresponding Noether current J is defined by
Jk =
∂L
∂ψ,k
δψ + L δxk −
∂L
∂ψ,k
∂jψ δx
j ,
where δx and δψ are the first variations
δx :=
d
dτ
xτ |τ=0 and δψ(x) :=
d
dτ
ψτ (xτ )|τ=0 .
Noether’s theorem states that if ψ satisfies the EL equations, then the Noether current
is divergence-free,
∂kJ
k = 0 .
Using the Gauß divergence theorem, one may integrate this equation to obtain a
corresponding conserved quantity. To this end, one chooses a space-time region Ω
whose boundary ∂Ω consists of two space-like hypersurfaces N1 and N2. Thenˆ
N1
Jkνk dµN1(x) =
ˆ
N2
Jkνk dµN2(x) , (2.3)
where ν is the future-directed normal, and dµN1/2 is the induced volume measure (if Ω
is unbounded, one needs to assume suitable decay of Jk at infinity).
We now mention two well-known applications of Noether’s theorem which will be
most relevant here. The first application is to consider the Lagrangian of a quantum
mechanical wave function ψ (like the Schro¨dinger, Klein-Gordon or Dirac Lagrangian)
and to consider global phase transformations of the wave function,
ψτ (x) = e
iτψ(x) , xτ = x . (2.4)
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Then the symmetry condition (2.2) is satisfied because the Lagrangian depends only
on the modulus of ψ. The corresponding Noether current is the probability current,
giving rise to current conservation. We remark that, if the quantum mechanical wave
function is coupled to an electromagnetic field, then this current coincides, up to a
multiplicative constant, with the electromagnetic current of the particle. Therefore,
the conservation law can also be interpreted as the conservation of electric charge. The
second application is to consider translations in space-time, i.e.
ψτ (x) = ψ(x) , xτ = x+ τv
with a fixed vector v ∈ M. In this case, the symmetry condition (2.2) is satisfied
if we assume that L = L(φ, φ,j) does not depend explicitly on x. After a suitable
symmetrization procedure (see [25, §32 and §94] or the systematic treatment in [20]),
the corresponding Noether current can be written as
Jk = T kjvj ,
where Tjk is the energy-momentum tensor. Noether’s theorem yields the conservation
of energy and momentum.
Noether’s theorem also applies in curved space-time. In this case, the Lagrangian
involves the Lorentzian metric. As a consequence, the symmetry condition (2.2) implies
that the metric must be invariant under the variation xτ . This is made precise by the
notion of a Killing field K, being a vector field which satisfies the Killing equation
∇iKj = −∇jKi
(see for example [24, Section 2.6] or [28, Section 1.9]). If space-time admits a Killing
fieldK, the corresponding Noether current is most conveniently constructed as follows.
As a consequence of the Einstein equations, the energy-momentum tensor is divergence-
free,
∇jT
jk = 0 .
This by itself does not give rise to conserved quantities because the Gauß divergence
theorem only applies to vector fields, but not to tensor fields. However, a direct
computation shows that contracting the energy-momentum tensor with the Killing
field,
Jk := T kjKj ,
gives rise to a divergence-free vector field (see [24, Section 3.2] or [28, Section 2.4]).
Now integration again gives the conservation law (2.3).
2.2. Causal Variational Principles in the Compact Setting. We now introduce
the setting of causal variational principles in the compact case, slightly generalizing
the presentation in [17, Section 1.2]. Let F be a smooth compact manifold and L ∈
C0,1(F×F,R+0 ) a non-negative Lipschitz-continuous function which is symmetric, i.e.
L(x, y) = L(y, x) for all x, y ∈ F . (2.5)
The causal variational principle is to minimize the action S defined by
S(ρ) =
¨
F×F
L(x, y) dρ(x) dρ(y) (2.6)
under variations of ρ in the class of (positive) normalized regular Borel measures.
The existence of minimizers follows immediately from abstract compactness arguments
(see [9, Section 1.2]).
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In what follows, we let ρ be a given minimizing measure, referred to as the universal
measure. The resulting EL equations are derived in [17, Section 3.1]. For the sake of
self-consistency, we now state them and repeat the proof.
Lemma 2.1. (Euler-Lagrange equations) Let ρ be a minimizing measure of the
causal variational principle (2.6). Then the function ℓ ∈ C0,1(F) defined by
ℓ(x) =
ˆ
F
L(x, y) dρ(y) (2.7)
is minimal on the support of ρ,
ℓ|supp ρ ≡ inf
F
ℓ . (2.8)
Proof. Carrying out one of the integrals, one sees that
S(ρ) =
¨
F×F
L(x, y) dρ(x) dρ(y) =
ˆ
F
ℓ dρ . (2.9)
Since ℓ is continuous and F is compact, there clearly is y ∈ F with
ℓ(y) = inf
F
ℓ .
We consider for τ ∈ [0, 1] the family of normalized regular Borel measures
ρ˜τ = (1− τ) ρ+ τ δy ,
where δy denotes the Dirac measure supported at y. Applying this formula in (2.6)
and differentiating, we obtain for the first variation
δS := lim
tց0
S
(
ρ˜τ
)
− S
(
ρ˜0
)
τ
= −2S(ρ) + 2ℓ(y) .
Since ρ is a minimizer, δS is non-negative. Hence
inf
F
ℓ = ℓ(y) ≥ S(ρ)
(2.9)
=
ˆ
F
ℓ dρ .
It follows that ℓ is constant on the support of ρ, giving the result. 
The physical picture is that the universal measure gives rise to a space-time and
also induces all the objects therein. In the compact setting considered here, one only
obtains space-time endowed with a causal structure in the following way. Space-time
is defined as the support of the universal measure,
space-time M := supp ρ .
For a space-time point x ∈M , we define the open light cone I(x) and the closed light
cone J (x) by
I(x) = {y ∈M | L(x, y) > 0} and J (x) = I(x) .
This makes it possible to define a causal structure on space-time by saying that two
space-time points x, y ∈M are timelike separated if L(x, y) > 0 and spacelike separated
if L(x, y) = 0. We remark that, in the setting of causal fermion systems, these notions
indeed agree with the usual notion of causality in Minkowski space or on a globally
hyperbolic manifold (we refer the interested reader to [16] or [6]).
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Ω Ω
ν y
x b
b
δN
ˆ
N
· · · dµN
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y) · · · L(x, y)
Figure 1. A surface integral and a corresponding surface layer integral.
2.3. The Concept of Surface Layer Integrals. It is not at all obvious how the
classical Noether theorem should be generalized to causal variational principles. First,
the mathematical structure of the EL equations (2.8) is completely different from that
of the classical EL equations (2.1). Moreover, for writing down surface integrals as
in (2.3) one needs structures like the Lorentzian metric as well as the normal to a
hypersurface and the induced volume measure thereon. All these structures are not
available in the setting of causal variational principles. Therefore, it is a-priori not
clear how conservation laws should be stated.
The first task is to introduce an analog of the surface integral in (2.3). The only
objects to our disposal are the Lagrangian L(x, y) and the universal measure ρ. We
make the assumption that the Lagrangian is of short range in the following sense. We
let d ∈ C0(M ×M,R+0 ) be a distance function on M (since M is compact, any two
such distance functions are equivalent). The assumption of short range means that L
vanishes on distances larger than δ, i.e.
d(x, y) > δ =⇒ L(x, y) = 0 (2.10)
Then a double integral of the formˆ
Ω
(ˆ
M\Ω
· · · L(x, y) dρ(y)
)
dρ(x) (2.11)
only involves pairs (x, y) of distance at most δ, where x is in Ω and y is in the com-
plement M \Ω. Thus the integral only involves points in a layer around the boundary
of Ω of width δ, i.e.
x, y ∈ Bδ
(
∂Ω
)
.
Therefore, a double integral of the form (2.11) can be regarded as an approximation
of a surface integral on the length scale δ, as shown in Figure 1. We refer to integrals
of the form (2.11) as surface layer integrals. In the setting of causal variational prin-
ciples, they take the role of surface integrals in Lorentzian geometry. Our strategy
is to find expressions for the integrand “. . . ” in (2.11) such that the surface layer
integral vanishes. Choosing Ω as a space-time region such that δΩ has two connected
components N1 and N2, one then obtains a conservation law similar to (2.3), with the
surface integrals replaced by corresponding surface layer integrals.
We remark for clarity that the correspondence between surface integrals and sur-
face layer integrals could be made mathematically precise by taking the limit δ ց 0.
However, this would make it necessary to consider a family of Lagrangians Lδ together
with corresponding minimizers ρδ. This seems an interesting technical problem for the
future. For our purposes, it suffices to identify the surface layer integrals (2.11) as the
objects which replace the usual surface integrals.
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We finally remark that, in the physical setting of causal fermion systems, the con-
dition of short range (2.10) will be replaced by the weaker requirement that the main
contribution to the double integral (2.11) comes from pairs of points (x, y) whose dis-
tance is at most δ. This will be explained in detail in Section 5.2, where will also identify
the length scale δ with the Compton scale (see the paragraph after after (5.23)).
3. Noether-Like Theorems in the Compact Setting
We now derive Noether-like theorems in the compact setting. We consider two
different symmetries: symmetries of the Lagrangian (Theorem 3.3) and symmetries
of the universal measure (Theorem 3.5). In Section 3.3, these symmetries will be
combined in the notion of generalized integrated symmetries (Theorem 3.8).
3.1. Symmetries of the Lagrangian. The assumption (2.2) can be understood as a
symmetry condition for the Lagrangian. We now want to impose a similar symmetry
condition for the Lagrangian L(x, y) of a causal variational principle. The most obvious
method would be to consider a one-parameter group of diffeomorphisms Φτ ,
Φ : R× F → F with ΦτΦτ ′ = Φτ+τ ′ (3.1)
and to impose that L be invariant under these diffeomorphisms in the sense that
L(x, y) = L
(
Φτ (x),Φτ (y)
)
for all τ ∈ R and x, y ∈ F . (3.2)
However, this condition is unnecessarily strong for two reasons. First, it suffices to
consider families which are defined locally for τ ∈ (−τmax, τmax). Second, the map-
ping Φ does not need to be defined on all of F. Instead, it is more appropriate to
impose the symmetry condition only on space-time M ⊂ F. This leads us to consider
instead of (3.1) a mapping
Φ : (−τmax, τmax)×M → F with Φ(0, .) = 1 . (3.3)
We also write Φτ (x) ≡ Φ(τ, x) and refer to Φτ as a variation of M in F. Next, we
need to specify what we mean by “smoothness” of this variation. This is a subtle
point because in view of the results in [17], the universal measure does not need to
be smooth (in the sense that it cannot in general be written as a smooth function
times the Lebesgue measure), and therefore the function ℓ will in general only be
Lipschitz continuous. Our Noether-like theorems require only that the function ℓ be
differentiable in the direction of the variations:
Definition 3.1. A variation Φτ of the form (3.3) is continuously differentiable if
the composition
ℓ ◦ Φ : (−τmax, τmax)×M → R
is continuous and if its partial derivative ∂τ (ℓ ◦ Φ) exists and is continuous.
The next question is how to adapt the symmetry condition (3.2) to the mapping Φ
defined only on (−τmax, τmax)×M . This is not obvious because setting x˜ = Φτ (x) and
using the group property, the condition (3.2) can be written equivalently as
L
(
Φ−τ (x˜), y
)
= L
(
x˜,Φτ (y)
)
for all τ ∈ R and x˜, y ∈ F . (3.4)
But if we restrict attention to pairs x, y ∈ M , the equations in (3.2) and (3.4) are
different. It turns out that the correct procedure is to work with the expression in (3.4).
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Definition 3.2. A variation Φτ of the form (3.3) is a symmetry of the Lagrangian
if
L
(
x,Φτ (y)
)
= L
(
Φ−τ (x), y
)
for all τ ∈ (−τmax, τmax) and x, y ∈M . (3.5)
We now state our first Noether-like theorem.
Theorem 3.3. Let ρ be a minimizing measure and Φτ a continuously differentiable
symmetry of the Lagrangian. Then for any compact subset Ω ⊂M , we have
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L
(
Φ−τ (x), y
))∣∣∣
τ=0
= 0 . (3.6)
Before coming to the proof, we explain the connection to surface layer integrals. To
this end, let us assume that Φτ and the Lagrangian are differentiable in the sense that
the derivatives
d
dτ
Φτ (x)
∣∣
τ=0
=: u(x) and
d
dτ
L
(
Φτ (x), y
)∣∣
τ=0
(3.7)
exist for all x, y ∈ M and are continuous on M respectively M ×M . Then one may
exchange differentiation and integration in (3.6) and apply the chain rule to obtainˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)Du(x)L(x, y) = 0 ,
where Du(x) is the derivative in the direction of the vector field u(x). This expression is
a surface layer integral as in (2.11). In general, the derivatives in (3.7) need not exist,
because we merely imposed the weaker differentiability assumption of Definition 3.1.
In this case, the statement of the theorem implies that the derivative of the integral
in (3.6) exists and vanishes.
Proof of Theorem 3.3. We multiply (3.5) by a bounded measurable function f on M
and integrate. This gives
0 =
¨
M×M
f(x) f(y)
(
L
(
x,Φτ (y)
)
− L
(
Φ−τ (x), y
))
dρ(x) dρ(y)
=
¨
M×M
f(x) f(y)
(
L
(
Φτ (x), y
)
− L
(
Φ−τ (x), y
)))
dρ(x) dρ(y) ,
where in the last step we used the symmetry of the Lagrangian (2.5) and the symmetry
of the integrand in x and y. We replace f(y) by 1− (1− f(y)), multiply out and use
the definition of ℓ, (2.7). We thus obtain
0 =
ˆ
M
f(x)
(
ℓ
(
Φτ (x)
)
− ℓ
(
Φ−τ (x))
)
dρ(x)
−
¨
M×M
f(x)
(
1− f(y)
) (
L
(
Φτ (x), y
)
− L
(
Φ−τ (x), y
))
dρ(x) dρ(y) .
Choosing f as the characteristic function of Ω, we obtain the identityˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L
(
Φ−τ (x), y
))
=
ˆ
Ω
(
ℓ
(
Φτ (x)
)
− ℓ
(
Φ−τ (x)
))
dρ(x) .
(3.8)
Using that ℓ(Φτ (x)) is continuously differentiable (see Definition 3.1) and that Ω is
compact, we conclude that the right side of this equation is differentiable at τ = 0.
NOETHER-LIKE THEOREMS FOR CAUSAL VARIATIONAL PRINCIPLES 9
Moreover, we are allowed to exchange the τ -differentiation with integration. The EL
equations (2.8) imply that
d
dτ
ℓ
(
Φτ (x)
)∣∣∣
τ=0
= 0 =
d
dτ
ℓ
(
Φ−τ (x)
)∣∣∣
τ=0
. (3.9)
Hence the right side of (3.8) is differentiable at τ = 0, and the derivative vanishes.
This gives the result. 
3.2. Symmetries of the Universal Measure. We now prove a conservation law for
a different type of symmetry.
Definition 3.4. A variation Φτ of the form (3.3) is a symmetry of the universal
measure if
(Φτ )∗ρ = ρ for all τ ∈ (−τmax, τmax) . (3.10)
Here (Φτ )∗ρ is the push-forward measure (defined by ((Φτ )∗ρ)(Ω) := ρ(Φ
−1
τ (Ω))).
Theorem 3.5. Let ρ be a minimizing measure and Φτ be a continuously differentiable
symmetry of the universal measure. Then for any compact subset Ω ⊂M ,
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L
(
x,Φτ (y)
))∣∣∣
τ=0
= 0 .
Proof. We again let f be a bounded measurable function on M . Then, by symmetry
in x and y,¨
M×M
f(x) f(y)
(
L
(
Φτ (x), y
)
− L
(
x,Φτ (y)
))
dρ(x) dρ(y) = 0 .
We replace f(y) by 1 − (1 − f(y)) and multiply out. The double integrals which do
not involve f(y) can be simplified as follows,¨
M×M
f(x)L
(
Φτ (x), y
)
dρ(x) dρ(y) =
ˆ
M
f(x) ℓ
(
Φτ (x)
)
dρ(x)
¨
M×M
f(x)L
(
x,Φτ (y)
)
dρ(x) dρ(y) =
¨
F×F
f(x)L
(
x,Φτ (y)
)
dρ(x) dρ(y)
=
¨
F×F
f(x)L(x, y) dρ(x) d
(
(Φτ )∗ρ
)
(y)
(⋆)
=
¨
F×F
f(x)L(x, y) dρ(x) dρ(y)
=
¨
M×M
f(x)L(x, y) dρ(x) dρ(y) =
ˆ
M
f(x) ℓ(x) dρ(x) ,
where in (⋆) we used the symmetry assumption (3.10). We thus obtain
0 = −
¨
M×M
f(x)
(
1− f(y)
) (
L
(
Φτ (x), y
)
− L
(
x,Φτ (y)
))
dρ(x) dρ(y)
+
ˆ
M
f(x)
(
ℓ
(
Φτ (x)
)
− ℓ(x)
)
dρ(x) .
Choosing f as the characteristic function of Ω givesˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L
(
x,Φτ (y)
))
=
ˆ
Ω
(
ℓ
(
Φτ (x)
)
− ℓ(x)
)
dρ(x) .
Now the τ -derivative can be computed just as in the proof of Theorem 3.3. 
10 F. FINSTER AND J. KLEINER
3.3. Generalized Integrated Symmetries. We now combine the symmetries of the
previous sections in the notion of “generalized integrated symmetries.” Our method
is based on the following simple but useful identity.
Proposition 3.6. Let Φτ be a variation of the form (3.3). Thenˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
(3.11)
=
ˆ
Ω
(
ℓ
(
Φτ (x)
)
− ℓ(x)
)
dρ(x) (3.12)
−
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L
(
x,Φτ (y)
))
. (3.13)
Proof. We rewrite the integration domains as follows,ˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
=
ˆ
Ω
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
+
ˆ
M\Ω
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
=
ˆ
Ω
dρ(x)
ˆ
M
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
(3.14)
−
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
(3.15)
+
ˆ
M\Ω
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
. (3.16)
In (3.14) we can carry out the y-integration using (2.7). In (3.16) we exchange the
integrals and use that the Lagrangian is symmetric in its two arguments (2.5). This
gives the result. 
Note that the term (3.13) is a boundary layer integral. The term (3.12), on the
other hand, only involves ℓ, and therefore its first variation vanishes in view of the
EL equations (2.8). We thus obtain a conservation law, provided that the term (3.11)
vanishes. This motivates the following definition.
Definition 3.7. A variation Φτ of the form (3.3) is a generalized integrated sym-
metry in the space-time region Ω ⊂M ifˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
= 0 . (3.17)
This notion of symmetry indeed generalizes our previous notions of symmetry (see
Definitions 3.2 and 3.4) in the sense that symmetries of the Lagrangian and of the
universal measure imply that (3.17) holds for first variations. Namely, if Φτ is a
symmetry of the universal measure, we can use (3.10) to obtainˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
=
ˆ
F
d
(
(Φτ )∗ρ
)
(x)
ˆ
Ω
dρ(y) L(x, y)−
ˆ
F
dρ(x)
ˆ
Ω
dρ(y) L(x, y) = 0 .
(3.18)
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Likewise, if Φτ is a symmetry of the Lagrangian, we can apply (3.5). This gives the
identity
ˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L(x, y)
)
=
ˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
L
(
x,Φ−τ (y)
)
− L(x, y)
)
=
ˆ
Ω
(
ℓ
(
Φ−τ (y)
)
− ℓ(y)
)
dρ(y) ,
(3.19)
whose first variation vanishes in view of (3.9).
Combining Definition 3.7 with Proposition 3.6 immediately gives the following re-
sult.
Theorem 3.8. Let ρ be a minimizing measure and Φτ a continuously differentiable
generalized integrated symmetry (see Definition 3.7). Then for any compact subset Ω ⊂
M ,
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
L
(
Φτ (x), y
)
− L
(
x,Φτ (y)
))∣∣∣
τ=0
= 0 . (3.20)
In view of (3.18) and (3.19), the previous conservation laws of Theorems 3.3 and 3.5
are immediate corollaries of this theorem.
4. The Setting of Causal Fermion Systems
We now turn attention to the setting of causal fermion systems. After a short review
of the mathematical framework and the Euler-Lagrange equations (Section 4.1), we
prove Noether-like theorems (Section 4.2). The reader interested in a more detailed
introduction to causal fermion systems is referred to the introductory chapter in [6].
A non-technical introduction is given in [16].
4.1. Basic Definitions and the Euler-Lagrange Equations.
Definition 4.1. (causal fermion system) Given a separable complex Hilbert space
H with scalar product 〈.|.〉H and a parameter n ∈ N (the “spin dimension”), we
let F ⊂ L(H) be the set of all self-adjoint operators onH of finite rank, which (counting
multiplicities) have at most n positive and at most n negative eigenvalues. On F we
are given a positive measure ρ (defined on a σ-algebra of subsets of F), the so-called
universal measure. We refer to (H,F, ρ) as a causal fermion system.
We next introduce the causal action principle. For any x, y ∈ F, the product xy
is an operator of rank at most 2n. We denote its non-trivial eigenvalues (counting
algebraic multiplicities) by λxy1 , . . . , λ
xy
2n ∈ C. We introduce the spectral weight | . | of
an operator as the sum of the absolute values of its eigenvalues. In particular, the
spectral weight of the operator products xy and (xy)2 is defined by
|xy| =
2n∑
i=1
∣∣λxyi ∣∣ and ∣∣(xy)2∣∣ =
2n∑
i=1
∣∣λxyi ∣∣2 .
12 F. FINSTER AND J. KLEINER
We introduce the Lagrangian and the action by
Lagrangian: L(x, y) =
∣∣(xy)2∣∣− 1
2n
|xy|2 (4.1)
action: S(ρ) =
¨
F×F
L(x, y) dρ(x) dρ(y) . (4.2)
The causal action principle is to minimize S by varying the universal measure under
the following constraints:
volume constraint: ρ(F) = const > 0 (4.3)
trace constraint:
ˆ
F
tr(x) dρ(x) = const 6= 0 (4.4)
boundedness constraint: T (ρ) :=
¨
F×F
|xy|2 dρ(x) dρ(y) ≤ C , (4.5)
where C is a given parameter (and tr denotes the trace of linear operators on H).
4.1.1. The finite-dimensional setting. If H is finite-dimensional and ρ has finite to-
tal volume, the existence of minimizers is proven in [9], and the corresponding EL
equations are derived in [3]. We now recall a few of these results. Under the above
assumptions, on F one considers the topology induced by the operator norm
‖A‖ := sup
{
‖Au‖H with ‖u‖H = 1
}
. (4.6)
In this topology, the Lagrangian as well as the integrands in (4.4) and (4.5) are con-
tinuous. We vary ρ within the class of bounded Borel measures of F. The existence of
minimizers of the action (4.2) under the constraints (4.3)–(4.5) is proven in [9, Theo-
rem 2.1]. For our purposes, the resulting EL equations are most conveniently stated
as follows (for a heuristic derivation see the introduction in [3]).
Theorem 4.2. Assume that ρ is a minimizer of the causal action principle for C so
large that
C > inf
{
T (µ) | µ satisfies (4.3) and (4.4)
}
. (4.7)
Moreover, assume that one of the following two technical assumptions hold:
(i) The boundedness constraint is satisfied with a strict inequality,
T (ρ) < C . (4.8)
(ii) The minimizer is regular in the sense of [3, Definition 3.12].
Then for a suitable choice of Lagrange multipliers λ, κ ∈ R, the measure ρ is supported
on the intersection of the level sets
Φ1(x) = −4S(ρ) and Φ2(x) = 2S(ρ) , (4.9)
where
Φ1(x) := −λ tr(x) , Φ2(x) := 2
ˆ
F
Lκ(x, y) dρ(y) (4.10)
and
Lκ(x, y) := L(x, y) + κ |xy|
2 .
Moreover, the function
Φ(x) := Φ1 +Φ2
is minimal on the support of ρ, i.e.
Φ|supp ρ = inf
F
Φ . (4.11)
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Proof. We first apply [3, Theorem 1.3] to the causal variational principle with trace
constraint in the case T (ρ) < C. This yields that ρ is supported on the intersection
of the level sets (4.9). Moreover, this theorem implies that Φ|supp ρ = −2S(ρ). The
minimality (4.11) is proven in [3, Theorem 3.13], noting that the regularity condition
of [3, Definition 3.12] is automatically satisfied if the trace constraint is considered and
if (4.8) holds. 
We remark for clarity that the inequality (4.7) can always be arranged by choosing C
sufficiently large. The assumptions (i) or (ii) are needed in order for the Lagrange
multiplier method to be applicable. The basic difficulty comes about because the set
of positive Borel measures is not a vector space, but only a convex set. Moreover, one
must make sure that the constraints describe locally a Banach submanifold. We refer
the reader interested in the technical details to the paper [3]. In what follows, we take
the assumptions (i) or (ii) for granted.
For the derivation of our conservation laws, we only need a weaker version of the
EL equations (4.11). Namely, it suffices to assume that the function Φ is constant on
the support of ρ,
Φ|supp ρ = const , (4.12)
and that the support of ρ is a local minimum in the sense that every x ∈ supp ρ has a
neighborhood U(x) ⊂ F such that
Φ(x) = inf
U(x)
Φ . (4.13)
We subsume (4.12) and (4.13) by saying that ρ is a local minimizer of the causal action
principle. Working with local minimizers is also preferable because the regularized
Dirac sea configurations to be considered in the examples of Sections 5.2 and 6.2 are
known to satisfy (4.12) and (4.13) in the continuum limit, but but they are not global
minimizers of the causal action principle (for a detailed discussion of this point in the
connection to microscopic mixing and second-quantized bosonic fields we refer to [6,
§1.5.3]).
4.1.2. The infinite-dimensional setting. We next consider the case that H is infinite-
dimensional or the total volume ρ(F) is infinite. First, a scaling argument shows that
in the case ρ(F) =∞ and dimH <∞, the action is infinite for all measures satisfying
the constraints, so that the variational principle is not sensible. Similarly, if ρ(F) <∞
and dimH = ∞, the infimum of the action is zero, but this infimum is not attained
(for details see [6, Exercise 1.2]). Therefore, the only interesting case is the infinite-
dimensional setting when ρ(F) =∞ and dimH =∞. In this setting, the causal action
principle makes mathematical sense if the volume constraint (4.3) is implemented by
demanding that the variations (ρ(τ))τ∈(−τmax ,τmax) should for all τ, τ
′ ∈ (−τmax, τmax)
satisfy the conditions∣∣ρ(τ)− ρ(τ ′)∣∣(F) <∞ and (ρ(τ)− ρ(τ ′))(F) = 0
(where |.| denotes the total variation of a measure; see [23, §28]). But the existence of
minimizers has not yet been proven. Nevertheless, the EL equations are well-defined
in the following sense:
Definition 4.3. Let (ρ,H,F) be a causal fermion system (possibly with dimH = ∞
and ρ(F) =∞). The measure ρ is a local minimizer of the causal action principle if
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the integral in (4.10) is finite for all x ∈ F and if the EL equations (4.12) and (4.13)
hold for a suitable parameter λ ∈ R.
Such local minimizers arise naturally when analyzing the continuum limit of causal
fermion systems (see [6]). Also, the physical examples in Sections 5 and 6 will be
formulated for local minimizers in the infinite-dimensional setting. Finally, the above
notion of local minimizers is of relevance in view of future extensions of the existence
theory to the infinite-dimensional setting.
Let ρ be a local minimizer of the causal action principle. We again define space-time
by M = supp ρ; it is a closed but in general non-compact subset of F ⊂ L(H). We
again define the function ℓ by
ℓ(x) =
ˆ
M
Lκ(x, y) dρ(y) (4.14)
and for notational convenience set ν = λ/2. By assumption, this function is well-
defined and finite for all x ∈ F. Moreover, the EL equations (4.12) and (4.13) imply
that
ℓ(x)− ν tr(x) is constant on M
ℓ(x)− ν tr(x) = inf
y∈U(x)
(
ℓ(y)− ν tr(y)
)
for all x ∈M (4.15)
(where U(x) ⊂ F is again a neighborhood of x). However, the function ℓ need not be
integrable. In particular, the action (4.2) may be infinite.
These EL equations imply analogs of the relations (4.9) and (4.10). Namely, evalu-
ating the identity
d
dt
(
ℓ(tx)− ν tr(tx)
)∣∣
t=1
= 0
and using that the Lagrangian (4.1) is homogeneous of degree two, one finds that
on M ,
2ℓ(x)− ν tr(x) = 0 .
Combining this relation with (4.15), one concludes that on M , the two terms in (4.15)
are separately constant, i.e.
ℓ(x) = − inf
y∈F
(
ℓ(y)− ν tr(y)
)
=
ν
2
tr(x) for all x ∈M . (4.16)
These identities are very useful because they show that onM , both summands in (4.15)
are separately constant. Moreover, these relations make it possible to compute the
Lagrange multiplier ν.
4.2. Noether-Like Theorems. Let (H,F, ρ) be a causal fermion system, where ρ
is a local minimizer of the causal action (see Definition 4.3). We do not want to
assume that H is finite-dimensional nor that the total volume of ρ is finite. But we
shall assume that ρ is locally finite in the sense that ρ(K) < ∞ for every compact
subset K ⊂ F.
We again consider variations Φτ of M in F described by a mapping Φ of the
form (3.3),
Φ : (−τmax, τmax)×M → F with Φ(0, .) = 1 . (4.17)
Similar to Definition 3.1, the regularity of the variation is defined by composing Φ with
an operator mapping to the real numbers. However, we now compose both with ℓ and
with the trace operation.
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Definition 4.4. A variation Φτ of the form (4.17) is is continuous if the composi-
tions
ℓ ◦Φ, tr ◦Φ : (−τmax, τmax)×M → R
are continuous. If in addition their partial derivative ∂τ (ℓ ◦Φ) and ∂τ (tr ◦Φ) exist and
are continuous on (−τmax, τmax) ×M → R, then the variation is said to be continu-
ously differentiable.
We now generalize Proposition 3.6 to the setting of causal fermion systems.
Proposition 4.5. Let Φτ be a continuous variation of the form (4.17). Then for any
compact subset Ω ⊂M ,ˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ(x, y)
)
(4.18)
=
ˆ
Ω
(
ℓ
(
Φτ (x)
)
− ℓ(x)
)
dρ(x) (4.19)
−
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ
(
x,Φτ (y)
))
. (4.20)
Proof. The subtle point is that M is in general non-compact, so that some of the inte-
grals may diverge. Therefore, we need to carefully consider the different integrals one
after each other: From (4.16) we know that the functions ℓ and tr(x) are both constant
on M . Moreover, the functions ℓ ◦ Φ and tr ◦Φ are continuous on (−τmax, τmax)×M .
As a consequence, it follows that for any compact subset Ω ⊂ M and any δ < τmax,
the restriction
ℓ ◦Φ
∣∣
[−δ,δ]×Ω
: [−δ, δ] × Ω→ R
is a bounded function. Using that the Lagrangian is non-negative, this implies that
for any τ ∈ (−δ, δ), the double integrals of the formˆ
Ω
dρ(x)
ˆ
U
dρ(y) Lκ
(
Φτ (x), y
)
are well-defined and finite for any measurable subset U ⊂ M . Moreover, one may
exchange the orders of integration using Tonelli’s theorem (i.e. the version of Fubini’s
theorem for non-negative integrands). In particular, we conclude that the following
integrals in (4.18) and (4.20) are well-defined and finite,ˆ
M
dρ(x)
ˆ
Ω
dρ(y) Lκ(x, y) and
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y) Lκ
(
Φτ (x), y
)
.
For the integral in (4.19), we can argue similarly: We saw above that the functions ℓ◦Φ
and tr ◦Φ are bounded on {0} ×M and continuous on (−τmax, τmax)×M . Therefore,
they are bounded on [−δ, δ] × Ω, implying that the integral in (4.19) is well-defined
and finite.
It remains to consider the two integralsˆ
M
dρ(x)
ˆ
Ω
dρ(y) Lκ
(
Φτ (x), y
)
and
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y) Lκ
(
x,Φτ (y)
)
. (4.21)
These integrals could diverge. But since the integrand is non-negative, Tonelli’s theo-
rem nevertheless allows us to exchange the two integrals. Then the integrands of the
two integrals coincide. The integration ranges coincide up to the compact set Ω × Ω.
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Therefore, the first integral in (4.21) diverges if and only if the second integral di-
verges. If this is the case, the left and the right side of the equation (4.18)–(4.20) both
take the value +∞, so that the statement of the proposition holds. In the case that
the integrals in (4.21) are both finite, we can repeat the computation in the proof of
Proposition 3.6 and apply (4.14) to obtain the result. 
Definition 4.6. The variation Φτ is a generalized integrated symmetry in the
space-time region Ω ⊂M if the following two identities hold:ˆ
M
dρ(x)
ˆ
Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ(x, y)
)
= 0 (4.22)
ˆ
Ω
(
tr
(
Φτ (x)
)
− tr(x)
)
dρ(x) = 0 . (4.23)
Combining this definition with Proposition 4.5 and the EL equations (4.15) imme-
diately gives the following result:
Theorem 4.7. Let ρ be a local minimizer of the causal action (see Definition 4.3) and
Φτ a continuously differentiable generalized integrated symmetry (see Definitions 4.4
and 4.6). Then for any compact subset Ω ⊂ M , the following surface layer integral
vanishes,
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ
(
x,Φτ (y)
))∣∣∣
τ=0
= 0 . (4.24)
In order to explain the necessity of the condition (4.23), we point out that, although
the functions ℓ(x) and tr(x) are both constant on M (see (4.16)), this does not imply
that transversal derivatives of these functions vanish. Only for their specific linear
combination in (4.16) the derivative vanishes on M . We also note that the condition
for the trace (4.23), which did not appear in the compact setting, can always be
satisfied by rescaling the variation according to
Φτ (x)→ Φτ (x)
tr(x)
tr
(
Φτ (x)
)
(note that by continuity, the trace in the denominator is non-zero for sufficiently
small τ). However, when doing so, the remaining condition (4.22) as well as the
regularity conditions of Definition 4.4 might become more involved. This is the reason
why we prefer to write two separate conditions (4.22) and (4.23).
The above results give rise to corollaries which extend Theorems 3.3 and 3.5 to the
setting of causal fermion systems.
Definition 4.8. A variation Φτ of the form (4.17) is a symmetry of the La-
grangian if
Lκ
(
x,Φτ (y)
)
= Lκ
(
Φ−τ (x), y
)
for all τ ∈ (−τmax, τmax) and all x, y ∈M . (4.25)
It is a symmetry of the universal measure if
(Φτ )∗ρ = ρ for all τ ∈ (−τmax, τmax) .
Moreover, it preserves the trace if
tr
(
Φτ (x)
)
= tr(x) for all τ ∈ (−τmax, τmax) and all x ∈M .
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Corollary 4.9. Let ρ be a local minimizer of the causal action (see Definition 4.3)
and Φτ a continuously differentiable variation. Assume that Φτ is a symmetry of
the Lagrangian and preserves the trace. Then for any compact subset Ω ⊂ M , the
conservation law (4.24) holds.
Corollary 4.10. Let ρ be a local minimizer of the causal action (see Definition 4.3)
and Φτ a continuously differentiable variation. Assume that Φτ is a symmetry of the
universal measure and preserves the trace. Then for any compact subset Ω ⊂ M , the
conservation law (4.24) holds.
These corollaries follow immediately by calculations similar to (3.18) and (3.19).
5. Example: Current Conservation
This section is devoted to the important example of current conservation, also re-
ferred to as charge conservation. For Dirac particles, the electric charge is (up to a
multiplicative constant) given as the integral over the probability density. Therefore,
charge conservation also corresponds to the conservation of the probability integral in
quantum mechanics. In the context of the classical Noether theorem, charge conserva-
tion is a consequence of an internal symmetry of the system, which can be described
by a phase transformation (2.4) of the wave function and is often referred to as global
gauge symmetry. As we shall see in Section 5.1, causal fermion systems also have such
an internal symmetry, giving rise to a general class of conservation laws (see Theo-
rem 5.2). In Section 5.2, these conservation laws are evaluated for Dirac spinors in
Minkowski space, giving a correspondence to the conservation of the Dirac current
(see Theorem 5.3 and Corollary 5.4). In Section 5.3, we conclude with a few clarifying
remarks.
5.1. A General Conservation Law. Let A be a bounded symmetric operator on H
and
Uτ := exp(iτA) (5.1)
be the corresponding one-parameter family of unitary transformations. We introduce
the mapping
Φτ : R× F → F , Φ(τ, x) = Uτ xU
−1
τ . (5.2)
Restricting this mapping to (−τmax, τmax)×M , we obtain a variation (Φτ )τ∈(−τmax,τmax)
of the form (4.17).
Lemma 5.1. The variation Φτ given by (5.2) is a symmetry of the Lagrangian and
preserves the trace (see Definition 4.8).
Proof. Since Φτ (x) is unitarily equivalent to x, they obviously have the same trace. In
order to prove (4.25), we first recall that the Lagrangian Lκ(x, y) is defined in terms
of the spectrum of the operator product xy (see (4.1)). The calculation
x Φτ (y) = x Uτ yU
−1
τ = U
(
U
−1
τ xUτ y
)
U
−1
τ = U
(
Φ−τ (x) y
)
U
−1
τ
shows that the operators xΦτ (y) and Φ−τ (x) y are unitarily equivalent and therefore
isospectral. This concludes the proof. 
It remains to verify whether the variation Φτ is continuously differentiable in the
sense of Definition 4.4. For the trace, this is obvious because Φτ leaves the trace
invariant, so that tr ◦Φτ (τ, x) = tr(x), which clearly depends continuously on x (in
the topology induced by the sup-norm (4.6)). For ℓ ◦ φ, we cannot in general expect
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differentiability because the Lagrangian Lκ is only Lipschitz continuous in general.
Therefore, we must include the differentiability of ℓ ◦ φ as an assumption in the follo-
wing theorem.
Theorem 5.2. Given a bounded symmetric operator A on H, we let Φτ be the varia-
tion (5.2). Assume that the mapping ℓ ◦ Φ : (−τmax, τmax)×M → R is continuously
differentiable in the sense that it is continuous and that ∂τ (ℓ◦Φ) exists and is also con-
tinuous on (−τmax, τmax)×M . Then for any compact subset Ω ⊂M , the conservation
law (4.24) holds.
5.2. Correspondence to Dirac Current Conservation. The aim of this section
is to relate the conservation law of Theorem 5.2 to the usual current conservation in
relativistic quantum mechanics in Minkowski space.
To this end, we consider causal fermion systems (F,H, ρε) describing the regularized
Dirac sea vacuum in Minkowski space (M, 〈., .〉). We briefly recall the construction (for
the necessary preliminaries see [5, Section 2], [6], [13, Section 4] or the introductory
paper [16]). As in [6, Chapter 3] we consider three generations of Dirac particles of
masses m1, m2 and m3 (corresponding to the three generations of elementary particles
in the standard model; three generations are necessary in order to obtain well-posed
equations in the continuum limit). Denoting the generations by an index β, we consider
the Dirac equations
(i∂/ −mβ)ψβ = 0 (β = 1, 2, 3) . (5.3)
On solutions ψ = (ψβ)β=1,2,3, we consider the scalar product
(ψ|φ) := 2π
3∑
β=1
ˆ
R3
(ψβγ
0φβ)(t, ~x) d
3x .
The Dirac equation has solutions on the upper and lower mass shell, which have positive
respectively negative energy. In order to avoid potential confusion with other notions
of energy, we here prefer the notion of solutions of positive and negative frequency. We
choose H as the subspace spanned by all solutions of negative frequency, together with
the scalar product 〈.|.〉H := (.|.)|H×H. We now introduce an ultraviolet regularization
(for details see [5, Section 2]) and denote the regularized quantities by a superscript ε.
Now the local correlation operators are defined by
〈ψε |F ε(x)φε〉H = −
3∑
α,β=1
ψεα(x)φ
ε
β(x) for all ψ, φ ∈ H .
Next, the universal measure is defined as the push-forward of the Lebesgue mea-
sure dµ = d4x,
ρε := (Fε)∗(µ) .
Then (H,F, ρε) is a causal fermion system of spin dimension two. As shown in [6,
Chapter 1], the kernel of the fermionic projector P (x, y) converges as ε ց 0 to the
distribution
P (x, y) =
3∑
β=1
ˆ
d4k
(2π)4
(/k +mβ) δ
(
k2 −m2β
)
e−ik(x−y) (5.4)
(this configuration is also referred to as three generations in a single sector; see [6,
Chapter 3]). We remark that our ansatz can be generalized by introducing so-called
weight factors (see [8] and Remark 5.11 below).
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Ω Ω
ν t = t1
t = t0
ν ν
ν
Figure 2. Choice of the space-time region Ω ⊂ M.
We want to apply Theorem 5.2. Since in this theorem, the set Ω must be compact,
we choose it as a lens-shaped region whose boundary is composed of two space-like
hypersurfaces (see the left of Figure 2). Considering a sequence of compact sets Ωn
which exhaust the region Ω between two Cauchy surfaces at times t = t0 and t = t1,
the surface layer integral (4.24) reduces to the difference of surface layers integrals at
times t ≈ t0 and t ≈ t1. The detailed analysis (which will be carried out below) gives
the following result:
Theorem 5.3. (current conservation) Let (H,F, ρε) be local minimizers of the
causal action which describe the Minkowski vacuum (5.4). Considering the limiting
procedure explained in Figure 2 and taking the continuum limit, the conservation laws
of Theorem 5.2 go over to a linear combination of the probability integrals in every
generation. More precisely, there are non-negative constants cβ such that for all u ∈ H
for which ψu is a negative-frequency solution of the Dirac equation, the surface layer
integral (4.24) goes over the equation
3∑
β=1
mβ cβ
ˆ
t=t0
≺ψuβ(x)|γ
0ψuβ(x)≻d
3x =
3∑
β=1
mβ cβ
ˆ
t=t1
≺ψuβ(x)|γ
0ψuβ(x)≻d
3x. (5.5)
The constants cβ depend on properties of the distribution Qˆ in the continuum limit,
as will be specified in Definition 5.5 and (5.23) below.
Before coming to the proof, we explain the statement and significance of this the-
orem. We first note that the restriction to negative-frequency solutions is needed be-
cause the description of positive-frequency solutions involves the so-called mechanism
of microscopic mixing which for brevity we cannot address in this paper (see however
Remark 8.1 below). Next, we point out that the theorem implies the statement that
the function ℓ◦Φ in Theorem 5.2 is continuously differentiable in the continuum limit.
However, this does not necessarily mean that this differentiability statement holds for
any local minimizer (H,F, ρε) with regularization. This rather delicate technical point
will be discussed in Remark 5.10 below.
Considering Cauchy hyperplanes in (5.5) is indeed no restriction because the theo-
rem can be extended immediately to general Cauchy surfaces:
Corollary 5.4. (current conservation on Cauchy surfaces) Let N0,N1 be two
Cauchy surfaces in Minkowski space, where N1 lies to the future of N0. Then, under
the assumptions of Theorem 5.3, the conservation law of Theorem 5.2 goes over to the
conservation law for the current integrals
3∑
β=1
mβ cβ
ˆ
N0
≺ψuβ |/νψ
u
β≻ dµN0 =
3∑
β=1
mβ cβ
ˆ
N1
≺ψuβ |/νψ
u
β≻ dµN1 , (5.6)
where ν denotes the future-directed normal.
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Proof. We choose Ω as the space-time region between the two Cauchy surfaces. Using
that the integrand in (4.24) is anti-symmetric in its arguments x and y, the integration
range can be rewritten asˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ
(
x,Φτ (y)
))
=
ˆ
J∧(N1)
dρ(x)
ˆ
J∨(N1)
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ
(
x,Φτ (y)
))
(5.7)
−
ˆ
J∧(N0)
dρ(x)
ˆ
J∨(N0)
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ
(
x,Φτ (y)
))
, (5.8)
where J∧ and J∨ denote the causal past and causal future, respectively. For ease in
notation, we refer to the integrals in (5.7) as a surface layer integral over N1. Thus
the surface layer integral in (4.24) is the difference of two surface layer integrals over
the Cauchy surfaces N0 and N1.
In order to compute for example the surface layer integral over N0, one chooses Ω
as the region between the Cauchy surface N0 and the Cauchy surface t = t0 (for
sufficiently small t0; in case that these Cauchy surfaces intersect for every t0, one
modifies N0 near the asymptotic end without affecting our results). Applying the
conservation law of Theorem 5.2 to this new region Ω, one concludes that the the
surface layer integral over N0 coincides with the surface layer integral at time t ≈ t0.
The latter surface layer integral, on the other hand, was computed in Theorem 5.3
to go over to the sum of the probability integrals in (5.5). Finally, the usual current
conservation for the Dirac dynamics shows that the the integrals in (5.5) coincide with
the surface integral over N0 in (5.6). This concludes the proof. 
Using similar arguments, Theorem 5.3 can also be extended to interacting systems (see
Remark 5.12 below).
The remainder of this section is devoted to the proof of Theorem 5.3. We first
rewrite the causal action principle in terms of the kernel of the fermionic projector (for
details see [6, §1.1]). The kernel of the fermionic projector P (x, y) is defined by
P (x, y) = πx y|Sy : Sy → Sx . (5.9)
The closed chain is defined as the product
Axy = P (x, y)P (y, x) : Sx → Sx .
The nontrivial eigenvalues λxy1 , . . . , λ
xy of the operator xy coincide with the eigenvalues
of the closed chain. Moreover, it is useful to express P (x, y) in terms of the wave
evaluation operator defined by
Ψ(x) : H → Sx , u 7→ ψ
u(x) = πxu . (5.10)
Namely,
x = −Ψ(x)∗Ψ(x) and P (x, y) = −Ψ(x)Ψ(y)∗ .
Our task is to compute the term Lκ(Φτ (x), y) in (4.24) for x, y ∈ M . The detailed
computations in [6, §3.6.1] show that the fermionic projector of the Minkowski vacuum
satisfies the EL equations in the continuum limit for κ = 0 (in our setting, this result
means that the measures ρε are local minimizers in the sense of Definition 4.3 in the
limiting case ε ց 0). Therefore, we may set κ to zero. Thus our task is to compute
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the term L(Φτ (x), y). In preparation, we compute P (Φτ (x), y). To this end, we first
note that
Φτ (x) y = Uτ xU
−1
τ y = Uτ Ψ(x)
∗Ψ(x)U−1τ Ψ(y)
∗Ψ(y)
≃ Ψ(x)U−1τ Ψ(y)
∗Ψ(y)Uτ Ψ(x)
∗ ,
(5.11)
where in the last line we cyclically commuted the operators and ≃ means that the op-
erators are isospectral (up to irrelevant zeros in the spectrum). Therefore, introducing
the notations
Ψτ (x) = Ψ(x)U
−1
τ : H→ Sx (5.12)
P
(
Φτ (x), y
)
= −Ψτ (x)Ψ(y)
∗ , P
(
y,Φτ (x)
)
= −Ψ(y)Ψτ (x)
∗ (5.13)
one sees that the operator product Φτ (x) y is isospectral to the modified closed chain
P
(
Φτ (x), y
)
P
(
y,Φτ (x)
)
. (5.14)
Considering the Lagrangian as a function of this modified closed chain, the variation
is described in a form suitable for computations.
For clarity, we explain in which sense the kernel of the fermionic projector as given
by (5.13) agrees with the abstract definition (5.9),
P
(
Φτ (x), y
)
= πΦτ (x)y . (5.15)
It is a subtle point that the point Φτ (x) ∈ F depends on τ , so that space-time itself
changes. However, when identifying the spin space SΦτ (x) with a corresponding spinor
space in Minkowski space, the base point x ∈ M should be kept fixed. Therefore, the
spin space SΦτ (x) is to be identified with the spinor space SxM. For each τ , this can be
accomplished as explained above. This identification made, the kernel (5.13) indeed
agrees with (5.15). The reason why we do not give the details of this construction is
that the computation (5.11) already shows that the Lagrangian can be computed with
the closed chain (5.14), and this is all we need for what follows.
We now choose A = π〈u〉 as the projection on the one-dimensional subspace gener-
ated by a vector u ∈ H and let π〈u〉⊥ be the projection on the orthogonal complement
of u. Then
Ψτ (x) = Ψ(x)
(
π〈u〉⊥ + e
−iτ π〈u〉
)
P
(
Φτ (x), y
)
= −Ψ(x)
(
π〈u〉⊥ + e
−iτ π〈u〉
)
Ψ(y)∗
= P (x, y) + (1− e−iτ ) Ψ(x) π〈u〉 Ψ(y)
∗ .
Normalizing u such that 〈u|u〉H = 1, the last equation can be written in the form that
for any χ ∈ Sy,
P
(
Φτ (x), y
)
χ = P (x, y)χ+ (1− e−iτ ) ψu(x) ≺ψu(y) |χ≻y .
We now compute the first order variation.
d
dτ
P
(
Φτ (x), y
)∣∣
τ=0
χ = iψu(x) ≺ψu(y) |χ≻y =: δP (x, y)χ
d
dτ
P
(
y,Φτ (x)
)∣∣
τ=0
=
(
δP (x, y)
)∗ (5.16)
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The variation of the Lagrangian can be written as (cf. [7, Section 5.2] or [6, Section 1.4])
δL(x, y) :=
d
dτ
L
(
Φτ (x), y
)∣∣
τ=0
= TrSy
(
Q(y, x) δP (x, y)
)
+TrSx
(
Q(x, y) δP (x, y)∗
)
= i≺ψu(y) |Q(y, x)ψu(x)≻y − i≺ψ
u(x) |Q(x, y)ψu(y)≻x ,
(5.17)
where in the last line we used (5.16), and Q(x, y) is a distributional kernel to be
specified below. Using that the kernel Q(x, y) is symmetric in the sense that
Q(x, y)∗ = Q(y, x) ,
we can write the variation of the Lagrangian in the compact form
δL(x, y) = −2 Im
(
≺ψu(y) |Q(y, x)ψu(x)≻y
)
.
Using this identity, the surface layer integral in (4.24) can be written asˆ
Ω
d4x
ˆ
M\Ω
d4y Im
(
≺ψu(y) |Q(y, x)ψu(x)≻y
)
= 0 .
Taking the liming procedure as shown in Figure 2, it suffices to consider a surface
layer integral at a fixed time t0, which for convenience we choose equal to zero. Thus
our task is to compute the integral
J :=
ˆ
t≥0
d4x
ˆ
t<0
d4y Im
(
≺ψu(y) |Q(y, x)ψu(x)≻
)
. (5.18)
Here we omitted the subscript y at the spin scalar product because in Minkowski space
all spinor spaces can be naturally identified.
We now specify the kernel Q(x, y). To this end, we make use of the fact that the
fermionic projector of the vacuum should correspond to a stable minimizer of the causal
action. This is made mathematically precise in the so-called state stability analysis
carried out in [7, Section 5.6], [14] and [8]. The detailed analysis of the continuum
limit in [6, Chapter 3] shows that in order to obtain well-defined field equations in the
continuum limit, the number of generations must be equal to three. Therefore, we now
consider an unregularized fermionic projector of the vacuum involving a sum of three
Dirac seas (5.4). The corresponding kernel Q(x, y) obtained in the continuum limit
depends only on the difference vector y − x and can thus be written as the Fourier
transform of a distribution Qˆ(k),
Q(x, y) =
ˆ
d4k
(2π)4
Qˆ(k) e−ik(x−y) .
The state stability analysis in [7, Section 5.6] implies that the Fourier transform Qˆ has
the form as specified in the next definition (cf. [7, Definition 5.6.2]).
Definition 5.5. The fermionic projector of the vacuum (5.4) is called state stable
if the corresponding operator Qˆ(k) is well-defined inside the lower mass cone
C∧ := {k ∈ R4 | kiki > 0 and k
0 < 0}
and can be written as
Qˆ(k) = a
k/
|k|
+ b (5.19)
with continuous real functions a and b on C∧ having the following properties:
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(i) a and b are Lorentz invariant,
a = a(k2) , b = b(k2) .
(ii) a is non-negative.
(iii) The function a+ b is minimal on the mass shells,
(a+ b)(m2β) = inf
q∈C∧
(a+ b)(q2) for β = 1, 2, 3 . (5.20)
Before entering the detailed computation, we briefly explain what the form of Qˆ
as specified by state stability implies for the integral (5.18). If Qˆ were smooth, its
Fourier transform Q(x, y) would decay rapidly as (y−x)2 → ±∞. In this case, Q(x, y)
would be of short range as explained in Section 2.3, except that (2.10) would have to
be replaced by the statement that L(x, y) is very small if |(y − x)2| > δ (and L(x, y)
could indeed be made arbitrarily small by increasing δ).
According to the above definition, the function Qˆ does not need to be smooth,
but only continuous. In fact, this non-smoothness in momentum space will be of
importance in the following computation. Moreover, our results will depend only on
the behavior Qˆ(k) in a neighborhood of the mass shells k2 = m2β. Therefore, the
crucial role will be played by the regularity of Qˆ on the mass shells. In order to keep
the setting as simple as possible, we shall assume that the functions a and b in (5.19)
are semi-differentiable on the mass shells, meaning that the left and right derivatives
exist. For the resulting semi-derivatives of Qˆ we use the notation
∂+ω Qˆ(−ωβ,~k,
~k) = lim
hց0
1
h
(
Qˆ(−ω
β,~k
+ h,~k)− Qˆ(−ω
β,~k
, ~k)
)
∂−ω Qˆ(−ωβ,~k,
~k) = lim
hր0
1
h
(
Qˆ(−ω
β,~k
+ h,~k)− Qˆ(−ω
β,~k
, ~k)
)
,
(5.21)
where ω
β,~k
is given by the dispersion relation
ω
β,~k
=
√
m2β + |
~k|2 . (5.22)
The parameters cβ in Theorem 5.3 are given by
cβ := ∂
+
ω a(m
2
β) + ∂
+
ω b(m
2
β) + ∂
−
ω a(m
2
β) + ∂
−
ω b(m
2
β) (5.23)
As explained above, even though the function a+ b is minimal at m2β, it is in general
not differentiable at this value. But the minimality implies that cβ ≥ 0.
The discontinuity of the derivatives of Qˆ on the mass shells implies that Q(x, y) will
not decay rapidly as (y − x)2 → ±∞. Instead, we obtain contributions which decay
only polynomially and oscillate on the Compton scale (this oscillatory behavior comes
about similar as explained for the Fourier transforms of the mass shells in detail in [6,
§1.2.5]). Due to these oscillations on the Compton scale, the integrals in (5.18) are
indeed well-defined, and the dominant contribution to the integrals will come from a
layer of width ∼ m−1 around the hyperplane {t = 0}. Therefore, although L(x, y) does
not decay rapidly, the concept of the surface layer integral as introduced in Section 2.3
remains valid, and the parameter δ shown in Figure 1 can be identified with the
Compton scale ∼ m−1α of the Dirac particles. Thus the width of the surface layer is a
small but macroscopic length scale. In particular, the surface layer integrals cannot be
identified with or considered as a generalization of the surface integrals of the classical
Noether theorem. However, in most situations of interest, when the surface is almost
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flat on the Compton scale, the surface layer integral can be well-approximated by a
corresponding surface integral. Theorem 5.3 shows that in the limiting case that the
surface is a hyperplane, the surface layer integral indeed goes over to a surface integral.
The just-mentioned oscillatory behavior of the integrand in (5.18) implies that the
integrals will in general not exist in the Lebesgue sense. But they do exist in the sense of
an improper Riemann integral. For computational purposes, this is implemented most
conveniently by inserting convergence-generating factors. We begin with the simplest
possible choice of a convergence-generating factor e−η|t|. Thus instead of (5.18) we
consider the integral
J = lim
ηց0
ˆ
t≥0
d4x
ˆ
t<0
d4y e−ηx
0+ηy0 Im
(
≺ψu(y) |Q(y, x)ψu(x)≻
)
. (5.24)
We now introduce a convenient representation for ψˆu(k). Since the wave func-
tion ψu is a linear combination of solutions of the Dirac equation corresponding to
the masses mβ (with β = 1, 2, 3), its Fourier transform is supported on the mass
shells k2 = m2β. Moreover, since in the Dirac sea vacuum all physical wave functions
have negative frequency, we can write ψˆu(k) = (ψˆuβ(k))β=1,2,3 as
ψˆuβ(k) = 2π χβ(
~k) δ
(
k0 + ω
β,~k
)
(5.25)
(with ω
β,~k
as in (5.22)). The Dirac equations (5.3) reduce to the algebraic equations
(/kβ −mβ)χβ(
~k) = 0 where kβ :=
(
− ω
β,~k
, ~k
)
. (5.26)
The representation (5.25) has the convenient feature that the wave function at time t
is given by
ψuβ(t, ~x) =
ˆ
d4k
(2π)4
ψˆuβ(k) e
−ikx = eiωβ,~kt
ˆ
d3k
(2π)3
χβ(~k) e
i~k~x ,
showing that χβ(~k) simply is the spatial Fourier transform of the Dirac wave function
at time zero.
Lemma 5.6. The integral (5.24), can be written as
J =
3∑
α,β=1
Jα,β , (5.27)
where the Jα,β are given by
Jα,β = lim
ηց0
Im
ˆ
d4k
(2π)4
≺χα(~k)
i
k0 + ω
α,~k
+ iη
| Qˆ(k) χβ(~k)
−i
k0 + ω
β,~k
− iη
≻ . (5.28)
Proof. We first rewrite (5.24) as
J = lim
ηց0
Im
ˆ
d4x
ˆ
d4y ≺Θ(x0) e−ηx
0
ψu(x) |Q(x, y)Θ(−y0) eηy
0
ψu(y)≻ .
Since Q depends only on the difference vector y−x, the y-integration can be regarded
as a convolution in position space. We now rewrite this convolution as a multiplication
in momentum space. Setting
ψˆ±η (k) :=
ˆ
Θη(±y
0)ψu(y) eiky d4y ,
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where we introduced the “regularized Heaviside function”
Θη(x) = Θ(x) e
−ηx ,
we obtain
J = lim
ηց0
Im
ˆ
M
d4x ≺Θη(x
0)ψu(x) | F−1
(
Qˆ ψˆ−η
)
(x)≻ ,
where F−1 denotes the inverse Fourier transformation. Plancherel’s theorem yields
J = lim
ηց0
Im
ˆ
d4k
(2π)4
≺ψˆ+η (k) | Qˆ(k) ψˆ
−
η (k)≻ . (5.29)
We next compute ψˆ±η (k). Since multiplication in position space corresponds to
convolution in momentum space, we know that
ψˆ±η (k) =
ˆ
dω
2π
Θˆη(±ω) ψˆ
u
(
k − (ω,~0)
)
. (5.30)
Here the Fourier transformation of the regularized Heaviside function is computed by
Θˆη(ω) =
ˆ ∞
−∞
Θη(t) e
iωt dt =
i
ω + i η
. (5.31)
Using (5.31) and (5.25) in (5.30), we obtain
ψˆ±η (k) =
(
χβ(~k)
i
±(k0 + ω
β,~k
) + iη
)
β=1,2,3
.
Using these formulas in (5.29) gives the result. 
The next lemma shows that the summands for α 6= β drop out of (5.27).
Lemma 5.7. The currents (5.28) satisfy the relation∑
α6=β
Jα,β = 0 .
Proof. In the case α 6= β, we know that ω
α,~k
6= ω
β,~k
, so that in (5.28) there are two
single poles at k0 = −ω
α,~k
− iη and k0 = −ω
β,~k
+ iη. This makes it possible to take
the limit η → 0 using the formula
lim
ηց0
1
x± iη
=
PP
x
∓ iπ δ(x)
(where PP denotes the principal value). We thus obtain
Jα,β =− Im
ˆ
M
d4k
(2π)4
PP
k0 + ω
α,~k
PP
k0 + ω
β,~k
≺χα(~k) | Qˆ(k) χβ(~k)≻
− Im
ˆ
M
d4k
(2π)4
≺χα(~k)
(
− iπ δ(k0 + ω
α,~k
)
)
| Qˆ(k) χβ(~k)
PP
k0 + ω
β,~k
≻
− Im
ˆ
M
d4k
(2π)4
≺χα(~k)
PP
k0 + ω
α,~k
| Qˆ(k) χβ(~k)
(
iπ δ(k0 + ω
β,~k
)
)
≻ .
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Carrying out the k0-integration in the last two lines gives
Jα,β =− Im
ˆ
M
d4k
(2π)4
PP
k0 + ω
α,~k
PP
k0 + ω
β,~k
≺χα(~k) | Qˆ(k) χβ(~k)≻
+ πRe
ˆ
M
d3k
(2π)4
≺χα(~k) | Qˆ
(
− ω
α,~k
, ~k
)
χβ(~k)
PP
−ω
α,~k
+ ω
β,~k
≻
+ πRe
ˆ
M
d3k
(2π)4
≺χα(~k)
PP
−ω
β,~k
+ ω
α,~k
| Qˆ
(
− ω
β,~k
, ~k
)
χβ(~k)≻
=− Im
ˆ
M
d4k
(2π)4
PP
k0 + ω
α,~k
PP
k0 + ω
β,~k
≺χα(~k) | Qˆ(k) χβ(~k)≻ (5.32)
+ πRe
ˆ
M
d3k
(2π)4
PP
ω
α,~k
− ω
β,~k
×≺χα(~k) |
(
Qˆ
(
− ω
β,~k
, ~k
)
− Qˆ
(
− ω
α,~k
, ~k
))
χβ(~k)≻ . (5.33)
Obviously, the contribution (5.32) is anti-symmetric when exchanging α and β. In the
contribution (5.33), on the other hand, we can use the Dirac equation (5.26) together
with (5.19) to rewrite the spin scalar product as
≺χα(~k) |
(
(a+ b)(m2β)− (a+ b)(m
2
α)
)
χβ(~k)≻ ,
and this vanishes by (5.20). This gives the result. 
Using this lemma, our conserved integral (5.27) simplifies to
J =
3∑
β=1
Jβ,β . (5.34)
We now compute Jβ,β. First,
Jβ,β = lim
ηց0
Im
ˆ
M
d4k
(2π)4
≺χβ(~k)
i
k0 + ω
β,~k
+ iη
| Qˆ(k) χβ(~k)
−i
k0 + ω
β,~k
− iη
≻
= lim
ηց0
ˆ
M
d4k
(2π)4
≺χβ(~k) | Qˆ(k)
1
2i
(
−1
(k0 + ω
β,~k
− iη)2
−
−1
(k0 + ω
β,~k
+ iη)2
)
χβ(~k)≻
(⋆)
= − lim
ηց0
ˆ
d3k
(2π)2
ˆ ∞
−∞
dq
2π
≺χβ(~k) | Qˆ
(
q − ω
β,~k
, ~k
) 1
2i
(
1
(q + iη)2
−
1
(q − iη)2
)
χβ(~k)≻
= −2 lim
ηց0
ˆ
d3k
(2π)3
≺χβ(~k) |
ˆ ∞
−∞
dq
2π
(
Qˆ
(
q − ω
β,~k
, ~k
) q η
(q2 + η2)2
)
χβ(~k)≻ , (5.35)
where in (⋆) we introduced the variable q = k0+ω
β,~k
. We now use (5.21) to expand Qˆ
for small q according to
Qˆ
(
q − ω
β,~k
, ~k
)
= Qˆ
(
− ω
β,~k
, ~k
)
+ qΘ(q) ∂+ω Qˆ
(
− ω
β,~k
, ~k
)
+ qΘ(−q) ∂−ω Qˆ
(
− ω
β,~k
, ~k
)
+ o(q)
(where o(q) is the usual remainder term). Substituting this Taylor expansion into (5.35),
the constant term of the expansion drops out because the integrand is odd. For the
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left and right derivatives, the integral can be carried out explicitly using thatˆ ∞
0
q2 η
(q2 + η2)2
dq =
π
4
=
ˆ 0
−∞
q2 η
(q2 + η2)2
dq . (5.36)
Thus, disregarding the remainder term, we obtain
Jβ,β = −
1
4
ˆ
d3k
(2π)3
≺χβ(~k) |
(
(∂+ω + ∂
−
ω )Qˆ
(
− ω
β,~k
, ~k
))
χβ(~k)≻ . (5.37)
It remains to analyze the remainder term. Naively, the integrated remainder term
is of the order η and should thus vanish in the limit η ց 0. This could indeed be
proved if we knew for example that the function Qˆ( . −ω
β,~k
, ~k) is integrable. However,
since Qˆ is only defined on the lower mass cone (see Definition 5.5), such arguments
cannot be applied. Our method for avoiding this technical problem is to work with
a convergence-generating factor with compact support in momentum space. To this
end, we choose a non-negative test function gˆ ∈ C∞0 ((−1, 1)) with gˆ(−ω) = gˆ(ω) for
all ω ∈ R and
´
R
gˆ(ω) dω = 2π. For given σ > 0 we set
gˆσ(ω) =
1
σ
gˆ
(ω
σ
)
and gσ(t) =
ˆ ∞
−∞
dω
2π
gˆσ(ω) e
−iωt .
In the limit σ ց 0, the functions gσ(t) go over to the constant function one.
Lemma 5.8. Replacing (5.24) by
J = lim
σց0
ˆ
t≥0
d4x
ˆ
t<0
d4y gσ(x
0) gσ(y
0) Im
(
≺ψu(y) |Q(y, x)ψu(x)≻
)
, (5.38)
the resulting function J is of the form (5.34) with Jβ,β as given by (5.37).
Proof. Again rewriting (5.38) in momentum space and using that gˆ has compact sup-
port, one sees that the resulting integrand of Jα,β is well-defined for any ~k for suffi-
ciently small σ. In order to relate the functions gσ in (5.38) to the factor e
−ηx0+ηy0
in (5.24), it is most convenient to work with the Laplace transform. Thus we represent
the functions gσ in (5.38) for x
0 > 0 and y0 < 0 as
gσ(x
0) =
1
σ
ˆ ∞
0
h
( η
σ
)
e−ηx
0
dη and gσ(y
0) =
1
σ
ˆ ∞
0
h
( η˜
σ
)
eη˜y
0
dη˜ ,
where h is the inverse Laplace transform of g (for basics on the Laplace transform see
for example [4]). A straightforward computation shows that the result of Lemma 5.6
remains valid with the obvious replacements. The computation of Jβ,β , on the other
hand, needs to be modified as follows. Formula (5.35) remains valid after the replace-
ment
lim
ηց0
· · ·
q η
(q2 + η2)2
−→ lim
σց0
1
σ2
ˆ ∞
0
h
( η
σ
)
dη
ˆ ∞
0
h
( η˜
σ
)
dη˜ · · ·
q (η + η˜)
2(q2 + η2)(q2 + η˜2)
.
Substituting the Taylor expansion of Qˆ, the first integral in (5.36) is to replaced by
the integral ˆ ∞
0
q2 (η + η˜)
2(q2 + η2)(q2 + η˜2)
=
π
4
(and similarly for the second integral in (5.36)). In this way, one again obtains (5.37),
but now the remainder term vanishes in the limit σ ց 0. 
We now compute Jβ,β more explicitly.
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Lemma 5.9. The currents Jβ,β given by (5.37) can be written as
Jβ,β = −
mβ cβ
2
ˆ
R3
≺ψuβ(x)|γ
0ψuβ(x)≻ d
3x (5.39)
with the constants cβ as in (5.23).
Proof. Using (5.19) and applying the chain rule for semi-derivatives, we obtain
∂±ω Qˆ
(
−ω
β,~k
, ~k
)
= −2ω
β,~k
(
∂±ω a(k
2
−)
/k−
|k−|
+∂±ω b(k
2
−)
)
+a(k2−)
∂
∂k0
( /k
|k|
)∣∣∣
k=k−
, (5.40)
where we set k− = (−ωβ,~k,
~k) and |k−| =
√
k2− = mβ. This formula can be further sim-
plified when taking the expectation value with the spinor χβ(~k): In the last summand
in (5.40), we first compute the k-derivative,
∂
∂k0
/k
|k|
∣∣∣
k=k−
=
γ0
mβ
−
/k−
|k−|3
k0− .
Taking the expectation value with the spinor χβ(~k) and using the Dirac equation
(/k− −mβ)χβ(
~k) = 0 ,
we obtain the relations
≺χβ(~k)|/k− χβ(
~k)≻ = mβ ≺χβ(~k)|χβ(~k)≻ (5.41)
2mβ ≺χβ(~k)|γ
0χβ(~k)≻ = ≺χβ(~k)|
{
/k−, γ
0
}
χβ(~k)≻ = −2ωβ,~k≺χβ(
~k)|χβ(~k)≻ . (5.42)
In this way, the last summand in (5.40) gives zero. In the remaining first summand
in (5.40), we again employ the Dirac equation (/k− −mβ)χβ(
~k) = 0 to obtain(
∂±ω a(k
2
−)
/k−
|k−|
+ ∂±ω b(k
2
−)
)
χβ(~k) = ∂
±
ω
(
a(k2−) + b(k
2
−)
)
χβ(~k) .
We conclude that
Jβ,β =
1
2
cβ
ˆ
d3k
(2π)3
ω
β,~k
≺χβ(~k)|χβ(~k)≻ (5.43)
with cβ as in (5.23). We finally use (5.42) and apply Plancherel’s theorem. 
Combining Lemma 5.8 and Lemma 5.9 gives the conservation law (5.5). This con-
cludes the proof of Theorem 5.3.
5.3. Clarifying Remarks. The following remarks explain and clarify various aspects
of the above constructions and results.
Remark 5.10. (differentiability of variations) We now explain in which sense the
the differentiability assumption on the function ℓ◦Φ in Theorem 5.2 is satisfied. First,
the above computations show that, working with the specific form of Qˆ in the contin-
uum limit, the τ -derivative exists and is finite. However, this does not necessarily imply
that for any UV regularization, the corresponding local minimizers (H,F, ρε) also sat-
isfy the differentiability assumptions on the function ℓ ◦ Φ in Theorem 5.2. Indeed,
thinking of a lattice regularization, we expect that the function ℓ ◦Φ with Φ according
to (5.2) and (5.1) will typically not be continuously differentiable in τ (because in this
case, ℓ is a sum of terms involving the Lagrangian, which is only Lipschitz continuous).
In order to bypass this technical problem, for a given local minimizer (H,F, ρε) one
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can modify Φ such as to obtain a variation Φε for which the function ℓ ◦Φε is continu-
ously differentiable in τ (for details see [15]). For this modified variation, we have the
conservation law of Theorem 5.2. The strategy is to choose the Φε for every ε > 0 in
such a way that in the limit εց 0, the variations converge in a suitable weak topology
to the variation Φτ as given by (5.2) and (5.1). In non-technical terms, we modify Φτ
by “microscopic fluctuations” in such a way that the functions ℓ ◦Φε become differen-
tiable in τ for all ε > 0. In the limit ε ց 0, the microscopic fluctuations should drop
out to give Theorem 5.3.
At present, this procedure cannot be carried out because, so far, no local mini-
mizers (H,F, ρε) have been constructed which describe regularized Dirac sea config-
urations. The difficulty is to arrange the regularization in such a way that the EL
equations are satisfied without error terms. A first step towards the construction of
such “optimal regularizations” is given in [8]. ♦
Remark 5.11. (weight factors) As explained in [8, Section 2 and Appendix A],
one may introduce positive weight factors ρβ into the ansatz (5.4),
P (x, y) =
3∑
β=1
ρβ
ˆ
d4k
(2π)4
(/k +mβ) δ
(
k2 −m2β
)
e−ik(x−y) .
The above analysis immediately extends to this situation simply by inserting suitable
factors of ρβ into all equations. In particular, the resulting conserved quantity (5.39)
becomes
Jβ,β = −
ρβmβ cβ
2
ˆ
R3
≺ψuβ(x)|γ
0ψuβ(x)≻ d
3x .
Consequently, the conserved current in (5.5) is to be modified to
3∑
β=1
ρβmβ cβ
ˆ
t=const
≺ψuβ(x)|γ
0ψuβ(x)≻ d
3x .
The role of the weight factors in the interacting case will be explained in the next
remark. ♦
Remark 5.12. (interacting systems) We point out that for the derivation of
Theorem 5.3, we worked with the vacuum Dirac equations (5.3), so that no interaction
is present. In particular, the generations have an independent dynamics, implying that
current conservation holds separately for each generation, i.e.ˆ
t=t0
≺ψuβ(x)|γ
0ψuβ(x)≻ d
3x =
ˆ
t=t1
≺ψuβ(x)|γ
0ψuβ(x)≻ d
3x for all β = 1, 2, 3 . (5.44)
Let us now discuss the typical situation of a scattering process in which the Dirac
equations (5.3) only hold asymptotically as t→ ±∞. In this case, choosing Ω so large
that it contains the interaction region, one can compute the surface layer integrals
again for the free Dirac equation to obtain the conservation law (5.5), where t0 lies in
the past and t1 in the future of the interaction region. In this way, the conservation
law of Theorem 5.3 immediately extends to interacting systems.
In this interacting situation, current conservation no longer holds for each generation
separately (thus (5.44) is violated). Instead, as a consequence of the Dirac dynamics,
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only the total charge
3∑
β=1
ˆ
t=const
≺ψuβ(x)|γ
0ψuβ(x)≻ d
3x (5.45)
is conserved. In order for this conservation law to be compatible with (5.5), we need
to impose that
mα cα = mβ cβ for all α, β = 1, 2, 3 . (5.46)
This is a mathematical consistency condition which gives information on the possible
form of the distribution Qˆ(k) in the continuum limit (as specified in Definition 5.5
above). If weight factors are present (see Remark 5.11 above), this consistency condi-
tion must be modified to
ραmα cα = ρβmβ cβ for all α, β = 1, 2, 3 . (5.47)
The conditions (5.46) and (5.47) are crucial for the future project of extending the
state stability analysis in [14] to systems involving neutrinos. ♦
Remark 5.13. (normalization of the fermionic projector) The conservation law
of Theorem 5.3 has an important implication for the normalization of the fermionic
projector, as we now explain. As worked out in detail in [19], there are two alternative
normalization methods for the fermionic projector: the spatial normalization and the
mass normalization. In [19, Section 2.2] the advantages of the spatial normalization
are discussed, but no decisive argument in favor of one of the normalization methods
is given. Theorem 5.3 decides the normalization problem in favor of the spatial nor-
malization. Namely, this theorem shows that the dynamics as described by the causal
action principle gives rise to a conservation law which in the continuum limit reduces
to the spatial integrals (5.5). As explained in Remark 5.11 above, the mathemati-
cal consistency to the Dirac dynamics implies that (5.5) coincides with the conserved
total charge (5.45). The resulting conservation law is compatible with the spatial
normalization, but contradicts the mass normalization. We conclude that the spatial
normalization of the fermionic projector is indeed the correct normalization method
which reflects the intrinsic conservation laws of the causal fermion system. ♦
6. Example: Conservation of Energy-Momentum
The conservation laws in Theorem 4.7 also give rise to the conservation of energy
and momentum, as will be worked out in this section.
6.1. Generalized Killing Symmetries and Conservation Laws. In the classical
Noether theorem, the conservation laws of energy and momentum are a consequence
of space-time symmetries described most conveniently with the notion of Killing fields.
Therefore, one of our tasks is to extend this notion to the setting of causal fermion
systems. In preparation, we recall the procedure in the classical Noether theorem from
a specific point of view: In the notion of a Killing field, one distinguishes the back-
ground geometry from the additional particles and fields. The background geometry
must have a symmetry as described by the Killing equation. The additional particles
and fields, however, do not need to have any symmetries. Nevertheless, one can con-
struct a symmetry of the whole system by actively transporting the particles and fields
along the flow lines of the Killing field. The conservation law corresponding to this
symmetry transformation gives rise to the conservation of energy and momentum.
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In a causal fermion system, there is no clear-cut distinction between the background
geometry and the particles and fields of the system, because all of these structures are
inherent in the underlying causal fermion system and mutually influence each other
via the causal action principle. Therefore, instead of working with a symmetry of the
background geometry, we shall work with the notion of an approximate symmetry. By
actively transforming those physical wave functions which do not respect the symmetry,
such an approximate symmetry again gives rise to an exact symmetry transformation,
to which our Noether-like theorems apply.
More precisely, one begins with a C1-family of transformations (fτ )τ∈(−τmax,τmax) of
space-time,
fτ : M →M with f0 = 1 ,
which preserve the universal measure in the sense that (fτ )∗ρ = ρ. This family can
be regarded as the analog of the flow in space-time along a classical Killing field.
Moreover, one considers a family of unitary transformations (Uτ )τ∈(−τmax ,τmax) on H
with the property that
U−τ Uτ = 1 for all τ ∈ (−τmax, τmax) , (6.1)
and defines the variation
Φ : (−τmax, τmax)×M → F , Φ(τ, x) := Uτ xU
−1
τ . (6.2)
Combining these transformations should give rise to an approximate symmetry of the
wave evaluation operator (5.10) in the sense that if we compare the transformation of
the space-time point with the unitary transformation by setting
Eτ (u, x) := (Ψu)
(
fτ (x)
)
−
(
ΨU−1τ u
)
(x) (x ∈M,u ∈ H) , (6.3)
then the operator Eτ : H → C
0(M,SM) should be so small that the first variation
is well-defined in the continuum limit (for details see Section 6.2 below). There are
various ways in which this smallness condition could be formulated. We choose a
simple method which is most convenient for our purposes.
Definition 6.1. The transformation (fτ )τ∈(−τmax ,τmax) is called a Killing symmetry
with finite-dimensional support of the causal fermion system if it is a symmetry of
the universal measure that preserves the trace (see Definition 4.8) and if there exists a
finite-dimensional subspace K ⊂ H and a family of unitary operators (Uτ )τ∈(−τmax,τmax)
with the property (6.1) such that
Eτ (u, x) = 0 for all u ∈ K
⊥ and x ∈M . (6.4)
We now formulate a general conservation law.
Theorem 6.2. Let ρ be a local minimizer (see Definition 4.3) and (fτ )τ∈(−τmax,τmax)
be a Killing symmetry of the causal fermion system. Then the following conservation
law holds:
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
fτ (x), y
)
− Lκ
(
x, fτ (y)
)
− Lκ
(
Φτ (x), y
)
+ Lκ
(
x,Φτ (y)
))∣∣∣
τ=0
= 0 .
(6.5)
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Proof. Again using Lemma 5.1, we know that the variation (6.2) is a symmetry of the
Lagrangian. Henceˆ
M
dρ(x)
ˆ
Ω
dρ(y)Lκ
(
Φτ (x), y
)
=
ˆ
M
dρ(x)
ˆ
Ω
dρ(y)Lκ
(
x,Φ−τ (y)
)
=
ˆ
Ω
dρ(y) ℓ
(
Φτ (y)
)
.
Using this equation in Proposition 4.5, we obtain
0 =
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− L
(
x,Φτ (y)
))∣∣∣
τ=0
. (6.6)
For the transformations fτ , on the other hand, we have the relationsˆ
M
Lκ
(
fτ (x), y
)
dρ(x) =
ˆ
F
Lκ(z, y) d
(
(fτ )∗ρ
)
(z) =
ˆ
M
Lκ(x, y) dρ(x) ,
where in the last step we used that fτ is a symmetry of the universal measure. Since
fτ also preserves the trace it is a generalized integrated symmetry (see Definition 4.6),
and from Theorem 4.7 we obtain
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
fτ (x), y
)
− Lκ
(
x, fτ (y)
))∣∣∣
τ=0
= 0 . (6.7)
Subtracting (6.7) from (6.6) gives the result. 
We remark that the vector field w := δf is tangential to M and describes a trans-
formation of the space-time points. The variation δΦ, on the other hand, is a vector
field in F along M . It will in general not be tangential to M . The difference vector
field v := w − δΦ can be understood as an active transformation of all the objects in
space-time which do not have the space-time symmetry (similar to the parallel trans-
port of the particles and fields along the flow lines of the Killing field in the classical
Noether theorem as described above). The variation of the integrand in (6.5) can be
rewritten as a variation in the direction v; for example,
d
dτ
(
Lκ
(
fτ (x), y
)
− Lκ
(
Φτ (x), y
))∣∣∣
τ=0
= δv(x)Lκ(x, y) .
Expressing v in terms of the operator E in (6.3) and using (6.4) will show that v is
indeed so small (in a suitable sense) that the corresponding variation of the Lagrangian
will be well-defined and finite.
6.2. Correspondence to the Dirac Energy-Momentum Tensor. In order to get
the connection to the conservation of energy and momentum, as in Section 5.2 we
consider the vacuum Dirac equation and the limiting case that Ω exhausts the region
between two Cauchy surfaces t = t0 and t = t1 (see Figure 2). Recall that the energy-
momentum tensor of a Dirac wave function ψ is given by
Tjk =
1
2
Re (≺ψ| γj i∂kψ≻+≺ψ| γk i∂jψ≻) = − Im≺ψ| γ(j ∂k)ψ≻ .
We consider the situation of the vacuum Dirac sea with a finite number of holes
describing the anti-particle states φ1, . . . , φna (for the description of particle states see
again Remark 8.1). The effective energy-momentum tensor is minus the sum of the
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energy-momentum tensors of all the anti-particle states. Thus for a fixed value of the
generation index β, we set
(Tβ)jk =
na∑
i=1
Im≺φi,β| γ(j ∂k)φi,β≻ .
In order to treat the generations, as in Theorem 5.3 we take a linear combination
involving the non-negative constants cβ introduced in (5.23).
Theorem 6.3. (energy conservation) Let (H,F, ρε) be local minimizers of the
causal action describing the Minkowski vacuum (5.4) together with particles and anti-
particles. Considering the limiting procedure explained in Figure 2 and taking the
continuum limit, the conservation law of Theorem 6.2 goes over to
3∑
β=1
mβcβ
ˆ
t=t0
d3x (Tβ)
0
0 d
3x =
3∑
β=1
mβcβ
ˆ
t=t1
d3x (Tβ)
0
0 d
3x .
This theorem can be extended immediately to energy-momentum conservation on
general Cauchy surfaces:
Corollary 6.4. (energy-momentum conservation on Cauchy surfaces)
Let N0,N1 be two Cauchy surfaces in Minkowski space, where N1 lies to the future
of N0. Then, under the assumptions of Theorem 6.3, the conservation law of Theo-
rem 6.2 goes over to the conservation law for the energy and momentum integrals
3∑
β=1
mβ cβ
ˆ
N0
(Tβ)
j
k νj dµN0 =
3∑
β=1
mβ cβ
ˆ
N1
(Tβ)
j
k νj dµN1 , (6.8)
where ν again denotes the future-directed normal and k ∈ {0, . . . , 3}.
Proof. We use similar arguments as in the proof of Corollary 5.4. More precisely, the
conservation of classical energy implies thatˆ
t=t0
d3x (Tβ)
0
0 d
3x =
ˆ
N
(Tβ)
j
0 νj dµN .
This gives (6.8) in the case k = 0. Applying a Lorentz boost, we obtain
3∑
β=1
mβ cβ
ˆ
N0
(Tβ)
j
k νj K
k dµN0 =
3∑
β=1
mβ cβ
ˆ
N1
(Tβ)
j
k νj K
k dµN1 ,
where K is the Killing field obtained by applying the Lorentz boost to the vector
field ∂t. This gives the result. 
These results shows that the conservation laws of energy and momentum correspond
to more general conservation laws in the setting of causal fermion systems.
The remainder of this section is devoted to the proof of Theorem 6.3. Let (H,F, ρε)
be a regularized vacuum Dirac sea configuration together with anti-particles (for details
see [6, Sections 1.2 and 3.4]). Then, possibly after extending the particle space (see [6,
Remark 1.2.2]), we can decompose the wave evaluation operator Ψ as
Ψ = Ψvac +∆Ψ , (6.9)
where Ψvac is the wave evaluation operator of the completely filled Dirac sea (see [6,
§1.1.4] and the operator Ψ(x) = eεx in [6, §1.2.4]), and ∆Ψ describes the holes. The
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fact that the number of anti-particles is finite implies that the operator ∆Ψ is trivial
on the orthogonal complement of a finite-dimensional subspace of H, which we denote
by K,
∆Ψu = 0 for all u ∈ K⊥ ⊂ H . (6.10)
We now choose (fτ )τ∈R as the time translations, i.e.
fτ : M → M , fτ (t, x1, x2, x3) = (t+ τ, x1, x2, x3)
(for the identification of M with M := supp ρ see [6, Section 1.2]). Since the Lebesgue
measure d4x is translation invariant, it clearly is invariant under the action of fτ .
Constructing the universal measure as the push-forward (see [6, §1.2.1]), it follows
immediately that fτ is a symmetry of the universal measure.
Since Ψvac is composed of plane-wave solutions of the Dirac equation, on which
the time translation operator acts by multiplication with a phase, the operator fτ
can be represented by a unitary transformation in H. More precisely, choosing the
operator Uτ as the multiplication operator in momentum space Uˆ(k) = e
ik0τ , we have
the relation
(Ψvac u)
(
fτ (x)
)
=
(
Ψvac U−1τ u
)
(x) for all x ∈M,u ∈ H . (6.11)
Using (6.9) and (6.11) in (6.3), we conclude that
Eτ (u, x) := (∆Ψu)
(
fτ (x)
)
−
(
∆ΨU−1τ u
)
(x) for all x ∈M,u ∈ H .
The assumption (6.10) implies that (fτ )τ∈R is indeed a Killing symmetry with finite-
dimensional support (see Definition 6.1).
In order to simplify the setting, we note that a unitary transformation Uτ was
already used in Section 5 to obtain corresponding conserved currents (see (5.1) and
Theorem 5.2). This means that the first variations of Uτ on the finite-dimensional
subspace K give rise to a linear combination of the corresponding conserved currents.
With this in mind, we may in what follows assume that Uτ is trivial on K,
Uτ |K = 1K . (6.12)
Modifying Uτ in this way corresponds to going over to a new conservation law, which
is obtained from the original conservation law by subtracting a linear combination of
electromagnetic currents.
For the computations, it is most convenient to work again with the kernel of the
fermionic projector. Using (6.9), we decompose it as
P (x, y) = P vac(x, y) + ∆P (x, y) ,
where
P vac(x, y) = −Ψvac(x)Ψvac(y)∗
∆P (x, y) = −Ψvac(x)
(
∆Ψ
)
(y)∗ −
(
∆Ψ
)
(x)Ψvac(y)∗ −
(
∆Ψ
)
(x)
(
∆Ψ
)
(y)∗ .
Since ∆Ψ vanishes on the complement of the finite-dimensional subspace K, the ker-
nel ∆Ψ is composed of a finite number of Dirac wave functions, i.e.
∆P (x, y) =
na∑
i,j=1
cij φi(x)φj(y)
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with na ∈ N and cij = cji. Diagonalizing the Hermitian matrix (cij) by a basis
transformation, we can write ∆P (x, y) as
∆P (x, y) =
na∑
i=1
ci φi(x)φi(y)
with real-valued coefficients ci. Since we only consider first oder variations of the
Lagrangian, by linearity we may restrict attention to one of the summands. Thus it
suffices to consider the case
∆P (x, y) = ψ(x)ψ(y) ,
where ψ is a negative-frequency solution of the Dirac equation.
Now the first variation of the Lagrangian can be computed similar as in (5.17) to
obtain
d
dτ
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
fτ (x), y
)
− Lκ
(
Φτ (x), y
)))∣∣∣
τ=0
=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
TrSy
(
Q(y, x) δv(x)P (x, y)
)
+TrSx
(
Q(x, y) δv(x)P (y, x)
))
,
where
δv(x)P (x, y) :=
d
dτ
(
P
(
fτ (x), y
)
− P
(
Φτ (x), y
))∣∣∣
τ=0
.
Since P vac(x, y) has the Killing symmetry (6.11), the variation of P (x, y) simplifies to
δv(x)P (x, y) =
d
dτ
(
∆P
(
fτ (x), y
)
−∆P
(
Φτ (x), y
))∣∣∣
τ=0
=
d
dτ
∆P
(
fτ (x), y
)∣∣
τ=0
=
d
dτ
(
ψ
(
fτ (x)
)
ψ(y)
)∣∣∣
τ=0
=: (∂tψ)(x)ψ(y) ,
where in the last line we used (6.12). Using these relations in (6.5), we obtain the
conservation law
0 =
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
TrSy
(
Q(y, x) (∂tψ)(x)ψ(y)
)
+TrSx
(
Q(x, y)ψ(y) (∂tψ)(x)
)
− TrSy
(
Q(y, x)ψ(x) (∂tψ)(y)
)
− TrSx
(
Q(x, y) (∂tψ)(y)ψ(x)
))
= 2 Re
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
≺ψ(y)|Q(y, x)(∂tψ)(x)≻ −≺ψ(x)|Q(x, y)(∂tψ)(y)≻
)
.
Next, we consider the limiting case where Ω exhausts the region between two Cauchy
surfaces t = t0 and t = t1 (see Figure 2). We thus obtain a conserved current J which
for example at time t = 0 is given by
J =
1
2
Re
ˆ
t≤0
d4x
ˆ
t>0
d4y
(
≺ψ(y)|Q(y, x)(∂tψ)(x)≻ −≺ψ(x)|Q(x, y)(∂tψ)(y)≻
)
.
This equation is similar to (5.18) and can be analyzed in exactly the same manner.
Indeed, regularizing the Heaviside functions and applying Plancherel, we again ob-
tain (5.32) and (5.33), with the only difference that an additional factor ω
β,~k
appears.
Thus, in analogy to (5.34) and (5.43) we obtain
J = −
3∑
β=1
1
2
cβ
ˆ
d3k
(2π)3
ω2
β,~k
≺χβ(~k)|χβ(~k)≻ .
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Ω ∩Φτ (Ω)
(M \ Ω) ∩ Φτ (M \Ω)
Φτ (Ω) \ Ω Ω \Φτ (Ω)
∂Φτ (Ω)
∂Ω
Figure 3. The surface layer integral corresponding to a symmetry of
the universal measure.
Applying (5.42) and using again Plancherel gives the result. This concludes the proof
of Theorem 6.3.
7. Example: Symmetries of the Universal Measure
In this section we consider the conserved surface layer integrals corresponding to
symmetries of the universal measure (see Theorem 3.5 and Corollary 4.10). We now
explain why, under the assumption that Φτ is a bijection, these conserved surface
layer integrals can be expressed merely in terms of the volumes of the sets Ω \ Φτ (Ω)
and Φτ (Ω) \ Ω (see Figure 3). Our argument shows in particular that in the limiting
case of Figure 2 when the boundary of Ω consists of two hypersurfaces, the conserved
surface layer integrals do not give rise to any interesting conservation laws. Therefore,
although the conservation laws of Theorem 3.5 and Corollary 4.10 give non-trivial
information on the structure of a minimizing universal measure of a causal fermion
system, they do not correspond to any conservation laws in Minkowski space.
The following argument applies for example to the situation considered in Section 5.2
that M can be identified with Minkowski space, and Ω is the past of a Cauchy surface.
But the argument applies in a much more general setting. In particular, we do not
need to assume that Ω is compact. We first rewrite the surface layer integral in (4.24)
as ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ
(
x,Φτ (y)
))
=
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ(x, y)
)
+
ˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ(x, y)− Lκ
(
x,Φτ (y)
))
=
(ˆ
Φτ (Ω)
−
ˆ
Ω
)
dρ(x)
ˆ
M\Ω
dρ(y) Lκ(x, y)
+
ˆ
Ω
dρ(x)
(ˆ
M\Ω
−
ˆ
Φτ (M\Ω)
)
dρ(y) Lκ(x, y) .
Assuming that Φτ is as bijection, we can write the obtained differences of integrals as(ˆ
Φτ (Ω)
−
ˆ
Ω
)
· · · =
(ˆ
Φτ (Ω)\Ω
−
ˆ
Ω\Φτ (Ω)
)
· · ·
(ˆ
M\Ω
−
ˆ
Φτ (M\Ω)
)
· · · =
(ˆ
Ω\Φτ (Ω)
−
ˆ
Φτ (Ω)\Ω
)
· · ·
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(see Figure 3). We thus obtainˆ
Ω
dρ(x)
ˆ
M\Ω
dρ(y)
(
Lκ
(
Φτ (x), y
)
− Lκ
(
x,Φτ (y)
))
=
(ˆ
Φτ (Ω)\Ω
−
ˆ
Ω\Φτ (Ω)
)
dρ(x)
ˆ
M
dρ(y) Lκ(x, y)
=
(ˆ
Φτ (Ω)\Ω
−
ˆ
Ω\Φτ (Ω)
)
ℓ(x) dρ(x) ,
where in the last step we used (4.14). In view of (4.15), the obtained integrand is
constant. Therefore, the surface layer integral can indeed be expressed in terms of the
volume of the sets Φτ (Ω) \ Ω and Ω \ Φτ (Ω). In particular, the surface layer integral
does not capture any interesting dynamical information of the causal fermion system.
8. Outlook: Conservation Laws in Quantum Space-Times
We again point out that the conservation laws of Theorem 5.2 and Theorem 6.2 hold
for causal fermion systems without taking the continuum limit. In particular, these
conservation laws also hold for regularized Dirac sea configurations if one analyzes the
EL equations corresponding to the causal action principle without taking the limit εց
0. We now give an outlook on potential implications of these conservation laws in such
“quantum space-times”.
Remark 8.1. (conservation laws and microscopic mixing) In Theorem 5.3
and Theorem 6.3 we restricted attention to negative-frequency solutions of the Dirac
equation. On a technical level, this was necessary because the operator Qˆ is only well-
defined inside the lower mass cone, whereas it diverges outside the lower mass cone
(see Definition 5.5 and [7, Section 5.6] or [8]). In non-technical terms, this means that
introducing Dirac particles into the causal fermion system makes the causal action
infinitely large. But, as explained in detail in [12, Section 3], the action becomes again
finite if one introduces a so-called microscopic mixing of the wave functions. In other
words, minimizing the causal action gives rise to the mechanism of microscopic mixing
(for more details see [6, §1.5.3]). Microscopic mixing is also important for getting the
connection to entanglement and second-quantized bosonic fields (see [10, 12, 18]).
If microscopic mixing is present, the conservation laws of Theorem 5.2 and The-
orem 6.2 again give rise to conserved surface layer integrals. However, evaluating
these surface layer integrals in Minkowski space is more involved because a homog-
enization procedure over the microstructure must be performed (in the spirit of [12,
Section 5.1]). Since these constructions are rather involved, we cannot give them here.
However, even without entering the detailed constructions, the following argument
shows that the conservation laws should apply to the particle states as well:
In an interacting system, a solution of the Dirac equation which at some initial time
has negative frequency may at a later time have positive frequency (as in the usual
pair production process). The conservation law of Theorem 5.2 implies that the surface
layer integral at the later time coincides with that at the initial time. Using current
conservation of the Dirac dynamics, we conclude that the surface layer at the later
time again coincides with the surface integral of the Dirac current. Using arguments
of this type, one sees that, no matter what the microscopic structure of space-time
is, the conservation laws of Theorem 5.2 and Theorem 6.2 should apply similarly to
positive-frequency solutions of the Dirac equation. ♦
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Remark 8.2. (conservation laws and collapse) As explained in [11, Section 3]
and [16, Section 7], there are strong indications that an analysis beyond the continuum
limit leads to nonlinear effects which allow for the description of the collapse of the
wave function in the quantum mechanical measurement process. In this context, the
results of this paper have the following implications:
Suppose that the wave function undergoes a collapse at some time tc. Then at this
time, the system cannot be described by the continuum limit. However, it is a reason-
able assumption that the continuum limit should still be a good description at some
earlier time t0 < tc and some later time t1 > tc. Similar as explained in Remark 5.12,
in this situation the conservation law of Theorem 5.2 states that the current integrals
at times t0 and t1 coincide. In other words, the conservation law of Theorem 5.2 im-
plies that the collapse mechanism necessarily preserves the normalization of the wave
function. Thus, in contrast to some continuous dynamical localization models (see for
example [21, 27, 2]), in our approach it is not necessary to rescale the wave function
so as to arrange its proper normalization.
More generally, Theorem 4.7 implies that all other conservation laws obtained in the
continuum limit are also respected by the collapse. In particular, Theorem 6.2 gives
conservation of energy-momentum in the collapse process. ♦
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