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In this paper we prove that the orbital class of a generic real
analytic family unfolding a weak focus is determined by the conju-
gacy class of its Poincaré monodromy and vice versa. We solve the
embedding problem by means of quasiconformal surgery on the for-
mal normal form. The surgery yields an integrable abstract almost
complex 2-manifold equipped with an elliptic foliation. The mon-
odromy of the latter coincides with the second iterate of a germ
of prescribed family of real analytic diffeomorphisms undergoing
a ﬂip bifurcation.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We study a germ of real analytic planar family of ordinary differential equations depending on
one real parameter η, with a singular point at the origin. We will assume that such family is linearly
equivalent to
x˙ = α(η)x− β(η)y +
∑
j+k2
b jk(η)x
j yk,
y˙ = β(η)x+ α(η)y +
∑
j+k2
c jk(η)x
j yk. (1.1)
The dots represent differentiation with respect to a real variable t called time. The functions
α(η),β(η) are real analytic and α(0) = 0 but β(0) = 0. From the general theory this family unfolds
either a center (integral trajectories are closed curves with interiors containing the origin) or a weak
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logarithmic spirals of strong foci. Although our techniques apply to centers, we will assume in the
sequel that (1.1) unfolds a weak focus (strong foci are linearizable).
We will assume also that (1.1) is generic: α′(0) = 0. The genericity assumption and the implicit
function theorem permit to take ε := α
β
as a new parameter via a time scaling t → β(ε)t . The param-
eter ε is called canonical because it is an invariant under analytic changes (cf. Proposition 2.3). The
eigenvalues of the linearization matrix of the vector ﬁeld at the origin become ε + i and ε − i and
then the singular point is elliptic or monodromic (cf. [21]). The foliation is described locally by the
unfolding of the Poincaré ﬁrst-return map of the positive Ox-axis, Pε : (R+,0) → (R+,0) called also
(Poincaré) monodromy. It is known that the germ of this map is analytic and can be extended to an
analytic diffeomorphism
Pε : (R,0) → (R,0). (1.2)
With an elliptic point of (1.1) the displacement function Pε(x) − x may be associated. Isolated roots
of the displacement function correspond to limit cycles of the vector ﬁeld. From the general theory,
the normal form of the displacement function always starts with an odd-power term x2k+1, k  1.
The coeﬃcient k(ε) of this term is called the k-th Lyapunov constant. Eq. (1.1) is of order k provided
 j(0) = 0 for all j = 1, . . . ,k− 1 but k(0) = 0. In this case the system undergoes a generic Hopf bifur-
cation of codimension k. It is obvious that k− 1 additional real parameters are required to describe this
bifurcation. (Evidently, the k ’s depend on these parameters as well.) In this situation, exactly k limit
cycles appear and merge with the origin as the parameters tend to the bifurcation value (typically 0).
The deﬁnition of the order is independent of the choice of the transversal and the coordinate sys-
tem: the order is a geometric invariant of the germ of the analytic family. By deﬁnition, the order of
an integrable ﬁeld is equal to +∞ (cf. [21]). For instance, a germ of planar analytic monodromic fam-
ily depending on parameters unfolds a center at zero if and only if each Lyapunov constant vanishes
at the bifurcation value. That is why centers are also called weak foci of inﬁnite order.
In this manuscript we will assume that (1.1) is of order 1. The Lyapunov ﬁrst constant can be then
explicitly computed in terms of the coeﬃcients of the ﬁeld:
1 = 3b30 + b12 + c21 + 3c03 + 1
β
[
b11(b20 + b02) − c11(c20 + c02) − 2b20c20 + 2b02c02
]
.
In this case the system exhibits a generic Hopf bifurcation (generic coalescence of a focus with a
limit cycle). The Hopf bifurcation is subcritical if the cycle is present on negative values of ε. It is
supercritical otherwise. Whether a Hopf bifurcation is subcritical or supercritical can be found from
the sign of the ﬁrst Lyapunov coeﬃcient. Positive sign of 1(0) indicates a subcritical Hopf bifurcation
and negative sign of 1(0) corresponds to a supercritical Hopf bifurcation, cf. Proposition 2.3.
A question that arises naturally is whether the germ of the monodromy deﬁnes the analytic equiv-
alence class of the real foliation. The natural way to answer this question is via complexiﬁcation of
time, coordinates and parameter. Without loss of generality, the domain of the parameter will be
assumed to be a standard open complex disk Dε of small diameter. After complexiﬁcation of coordi-
nates x, y, we deﬁne the variables z = x+ iy, w = x− iy and express the complexiﬁed family of vector
ﬁelds in these new coordinates. The complexiﬁed system takes the form
Fε = Uε ∂
∂z
+ Vε ∂
∂w
(1.3)
such that Uε(z,w) = Vε(w, z), where z → z is the standard complex conjugation. By the Hadamard–
Perron Theorem for holomorphic ﬂows (cf. [8], p. 106), the ﬁeld (1.3) has two holomorphic separatri-
ces tangent to the axis of coordinates.
By an antiholomorphic involution or real structure of a complex manifold M we mean an anti-
holomorphic map σ : M → M such that σ ◦ σ = idM . Not every pair (M, σ ) can be obtained by
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complexifying a real analytic manifold. Indeed, M might not have enough real points (ﬁxed points
of σ ), and in fact it might not have any at all (cf. [13]). However, the ﬁxed point set for any real
structure ﬁxing the origin in C2 is a totally real 2-plane containing the origin, cf. [9], p. 193. (A 2-
plane in C2 is totally real if any basis over R for the plane is also linearly independent over C.)
In these terms, the foliation of the vector ﬁeld (1.3) has the real structure
σ : (z,w) → (w, z) (1.4)
that ﬁxes the real plane {z = w} and hence the underlying real foliation.
Deﬁnition 1.1. Let ρ be an antiholomorphic involution of C2. A germ of analytic vector ﬁeld F is
called ρ-invariant if its ﬂow commutes with ρ .
The Poincaré monodromy of the complexiﬁed foliation is deﬁned as the second iterate of the
holonomy self-map Qε along the loop RP1 (the equator of the exceptional divisor) after standard
blow-up. This germ is well deﬁned because, as we will see, the standard aﬃne coordinates on the
projective line CP1 are given by formulas with real coeﬃcients. Hence they deﬁne correctly the real
projective equator (or real circle) RP1 ⊂ CP1. The holonomy self-map Qε along the loop RP1 is
called also the (Poincaré) semi-monodromy of the complex system, cf. Fig. 1. After blowing down
the foliation, the Poincaré monodromy is deﬁned on the 1-dimensional complex cross-section Σ =
{z = w}, and the usual real germ (1.2) is deﬁned on the real Ox-axis Σ ∩ {z = w}. We parametrize
the germ of the (semi) monodromy with the w-coordinate. This complex description of the (semi)
monodromy immediately allows to prove its analyticity, even at the origin (cf. [8]).
It is known that the problem of orbital equivalence for germs of analytic vector ﬁelds with a
saddle point is reduced to the conjugacy problem for the germs of their holonomy self-maps, cf. [10,
16]. In this case any holonomy can be realized by a suitable saddle foliation. In the presence of extra
parameters analytically deforming the singularity, the correspondence between holomorphic types of
the foliation and its holonomy remains holomorphic (cf. [20]). In this paper, we show that the class of
the family (1.3) under orbital equivalence can be identiﬁed with the conjugacy class of its monodromy,
cf. Theorem 3.1.
A second related problem consists in recovering the germ of the real analytic foliation when a
germ of family of real analytic diffeomorphisms Qε undergoing a ﬂip (period-doubling) bifurcation
has been prescribed. In Theorem 4.4 we embed the second iterate Q◦2ε in a holomorphic ﬂow via
quasiconformal surgery. The technique of constructing a foliation with prescribed holonomy was sug-
gested by Y. Il’yashenko and his school in the late 1980’s for vector ﬁelds (cf. [3,5]). We adapt it for
the case of germs of families of real analytic vector ﬁelds unfolding an elliptic singularity of order 1.
In this manuscript we deal with normal forms. Normal form theory provides an algorithmic way
to decide whether two germs of planar vector ﬁelds are equivalent. In the analytic case, the formal
change of coordinates to normal form generically diverges (cf. [4]). This is a particular manifestation
of the so-called Stokes Phenomenon (cf. [5]). The spirit of the general explanation is the following
(cf. [18]). The dynamics of the original system is extraordinarily rich to be encoded in the simpler
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divergence of the normalizing series. As an illustration, it is well known (cf. [8], pp. 214–215) that a
formal normal form for the generic family (1.3) is given by
z˙ = z(ε + i +Dε(u)),
w˙ = w(ε − i +Dε(u)) (1.5)
for a family of formal series Dε(u) =O(u(1+ ε)) in the resonant monomial u = zw , and with same
real parameter ε. The term Dε is referred to as the Poincaré–Dulac series of (1.3). By construction,
this series can a priori be divergent in u and it is not uniquely deﬁned (because of the freedom in
the choice of the resonant coeﬃcients during the Poincaré–Dulac normalization). The series Dε may
depend either polynomially or analytically on ε ∈Dε , or analytically on ε ∈D∗ε with continuous limit
at ε = 0. System (1.5) is the Poincaré–Dulac form of (1.3).
2. Preparations and formal normal form
In this section we prepare the family of differential equations to a preliminary prenormal form.
We show that in this prenormal form the parameter is an analytic invariant and that the invariant
manifold has equation zw ±ε = 0. In particular, any equivalence between prenormal forms of analytic
families must preserve the parameter. For this reason, the latter will be called canonical. The canon-
icity allows to work with a ﬁxed value of the parameter (on a neighborhood of the singular point
independent of ε).
Deﬁnition 2.1 (Orbital equivalence and conjugacy).
(1) Two germs of analytic families of vector ﬁelds {Fε} and {F ′ε′ } in (z,w)-coordinates are analytically
(resp. formally) orbitally equivalent if there exists a germ of analytic (resp. formal) diffeomor-
phism, given by the arrow (z,w, ε) → (Ψε(z,w), κ(ε)), such that
(a) ε′ = κ(ε),
(b) for ﬁxed ε ∈ Dε the phase curves of the ﬁeld Fε are transformed into those of the ﬁeld F ′ε′
under the change of coordinates Ψε .
(2) Two germs of analytic families of diffeomorphisms fε and f ′ε′ in the w-coordinate and with
a ﬁxed point at the origin are analytically (resp. formally) conjugate if there exists a germ of
analytic (resp. formal) diffeomorphism (w, ε) → (hε(w), κ(ε)) such that
(a) ε′ = κ(ε),
(b) for ﬁxed ε ∈Dε the germs of the diffeomorphisms fε and f ′ε′ are conjugate under hε .
A formal equivalence (or conjugacy) depending on one parameter ε is given not by a formal power
series in the coordinates, with analytic coeﬃcients in ε. It is given rather by a priori formal power
series in both coordinates and parameter.
An orbital equivalence is called real, if the reparametrization κ is real and if the change of co-
ordinates Ψε commutes with the involution (1.4) on real values of ε. Therefore, any real equiva-
lence between complex families (1.3) determines also an equivalence between their associated planar
forms (1.1).
2.1. Complex desingularization
A singular point of a complex planar vector ﬁeld is a complex saddle provided that the ratio of
its eigenvalues is real negative. By the Hadamard–Perron Theorem (cf. [8], p. 106) any holomorphic
deformation (unfolding) of a complex saddle has two holomorphic real separatrices. Therefore, the
germ of a real analytic ﬁrst-return map on each separatrix (the holonomy, see below) is well deﬁned
even after complexiﬁcation and, moreover, these maps determine completely the orbital class of these
singularities, cf. [8,20].
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the orbital class in an intrinsic way because the separatrices are complex and then not visible in R2.
One way to artiﬁcially1 overcome this obstacle is via blowing-up the origin of coordinates. The com-
plex blow-up space (or complex Möbius strip) is equipped with two complex charts (Z ,w) and (z,W ).
Coordinates (z,w) are retrieved through the blow-down (c1, c2):
c1 : (Z ,w) → (Zw,w) = (z,w), c2 : (z,W ) → (z, zW ) = (z,w). (2.1)
The analytic transition between complex c1, c2 charts is the holomorphic map
ϕ : (Z ,w) → (z,W ) =
(
Zw,
1
Z
)
. (2.2)
The antiholomorphic involution (1.4) of (z,w) coordinates pulls back via (2.1) as a real structure of
complex charts
σˆ = (σ1,σ2) (2.3)
in the blow-up space. The identity σ2 ◦ ϕ = ϕ ◦ σ1 is plain. The pullback of the vector ﬁeld (1.3)
via (2.1) determines two unfoldings F1(Z ,w), F2(z,W ) of complex resonant saddle points. They have
singularities on the exceptional divisor CP1 at the points ±i ∈ CP1. In charts, the singular points
have coordinates (Z ,w) = (0,0) and (z,W ) = (0,0) with ratio of eigenvalues respectively equal to
λ(ε) = ε − i
2i
, λ′(ε) = − 2i
ε + i . (2.4)
By the Hadamard–Perron Theorem each saddle has two holomorphic invariant curves. One of them is
the common divisor. The other are holomorphic curves transversal to CP1 at ±i. The vector ﬁelds F1,
F2 are called, respectively, the c1-form and the c2-form of the ﬁeld (1.3). As the latter is σ -invariant,
these forms are σˆ -invariant.
In the sequel we denote the cross-section {z = w} = {Z = 1} = {W = 1} by the symbol Σ .
A germ of ﬁrst-return map Qε : Σ → Σ for the c1-form F1 is determined by lifting the real cir-
cle RP1 = {Z = eiθ }θ∈[0,2π ] × {w = 0} along the leaves of the foliation induced in the c1-chart. The
germ of this map is called the holonomy self-map of the Z -separatrix. The holonomy of the c2-form
F2 is determined by lifting {z = 0} × {W = eiθ }θ∈[0,2π ] . The induced ﬁrst-return map Σ → Σ is the
holonomy self-map of the W -separatrix. The latter coincides with Q−1ε . These germs are holomorphic
and depend holomorphically on ε.
Deﬁnition 2.2. The semi-monodromy of the family (1.3) is the germ Qε . The monodromy is the second
iterate of the semi-monodromy. The (semi) monodromy of the vector ﬁeld Fε will be referred to as
the Fε-(semi) monodromy.
Proposition 2.3. Let s = ±1 be the sign of the ﬁrst Lyapunov constant 1(0) of the order-1 family (1.3). There
exists a real analytic change of coordinates bringing (1.3) into a prenormal form (denoted again Fε) for which
the invariant manifold has equation u + sε = 0, u = zw, and the Fε-monodromy has the form:
Pε(w) = w + w
(
ε + sw2)(2π +O(ε) +O(w2)) (2.5)
1 Artiﬁcially means that an analytic separatrix needs to be created.
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2(2π)3
3! + · · · such that P ′ε(0) = exp(2πε). In particular, the parameter ε is an in-
variant. It will be called canonical. The formal invariant B(ε) is deﬁned implicitly through
P ′ε(±
√−sε) = e−4πε(1−sB(ε)ε), (2.6)
where B(ε) is real analytic. The two cases determined by s = ±1 are not equivalent by real equivalence. The
sign s is then an analytic invariant of the system.
Proof. The invariant manifold of the Poincaré–Dulac system (1.5) has the form −sε =∑k1 ak(ε)uk
with a1(0) = 0 (the system is of order 1) and ak analytic in ε, cf. [6]. Even if the change of coordinates
to Poincaré–Dulac normal form is generically divergent, the invariant manifold is analytic (cf. [6]).
The fact that the vector ﬁeld (1.3) is non-integrable leads to the materialization of the resonance,
i.e. to the birth of an analytic invariant manifold of a special form that in the limit ε → 0 goes to
u = 0. As the analytic separatrices of (1.3) are the axis of coordinates, it is easy to see that this
manifold has the form −sε = a1(ε)u + o(u) = ua1(ε)(1 +mε(z,w)), where mε(z,w) =O(u) satisﬁes
mε(z,w) = mε(w, z). The real change (z′,w ′) = (z
√
a1(ε)(1+mε(z,w)),w√a1(ε)(1+mε(z,w)) ),
brings the invariant manifold to z′w ′ = −sε. In particular, this analytic invariant manifold in-
tersects the cross-section Σ ′ = {z′ = w ′} at w ′2 = −sε. This is the equation of the 2-periodic
points of the semi-monodromy. Dropping primes, the second iterate of Qε(w) has the form
Q◦2ε (w) = w + w(ε ± w2)h(ε,w) for an analytic germ h(ε,w) = (2π + ε(2π)
2
2! + · · · +O(w2)). This
yields simultaneously P ′ε(0) = exp(2πε) and (2.6). The analyticity of B(ε) is well known and its real
character is straightforward. 
By invariance, if two families of vector ﬁelds (resp. diffeomorphisms) in prenormal form are or-
bitally equivalent (resp. conjugate), we can assume the reparametrization κ (cf. Deﬁnition 2.1) to be
identity. Hence we can suppose that the two families have the same parameter ε. This permits to
work with a ﬁxed value of ε.
In the sequel we assume that families (1.3) are always in prenormal form Fε . We postpone the
proof of the lemma below until Appendix A, since the proof is somewhat technical and of purely
arithmetical nature.
Lemma 2.4. Depending on the sign of s = ±1 the equation deﬁned by the prenormal form Fε of the vector
ﬁeld (1.3) is formally orbitally equivalent to only one of the two σ -invariant forms
z˙ = z(i + (ε + su)(1+ B(ε)u)),
w˙ = w(−i + (ε + su)(1+ B(ε)u)) (2.7)
where B(ε) is the formal invariant of the family and ε is the canonical parameter.
The formal normal form (2.7) determines two unfoldings of complex saddle families in the blow-
up space. These families are given in complex charts (2.1) by:
c1:
{
Z˙ = 2i Z ,
w˙ = w(−i + (ε + su1)(1+ B(ε)u1)) , c2:
{
z˙ = z(i + (ε + su2)(1+ B(ε)u2)),
W˙ = −2iW (2.8)
where u1 = Zw2 and u2 = z2W . The ﬁelds on the right-hand sides in (2.8) are called, respectively,
the c1-form and the c2-form of (2.7). Evidently these forms are σˆ -invariant.
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Theorem 3.1. Two germs of generic real analytic families (1.3) are analytically orbitally equivalent by a real
equivalence, if and only if the families unfolding their monodromies are analytically conjugate by a real conju-
gacy.
We devote the rest of this section to the proof of this theorem. The proof uses the classical fact
that the holonomy characterizes the differential equation (cf. [10,17]). Since the families (1.3) are in
prenormal form we can assume that they have the same parameter ε. One direction is obvious: if
two families of vector ﬁelds are equivalent by real change of coordinates Ψε , then the equivalence
induces a real analytic local ﬁrst-return map on the image Ψε(Σ). Since the equivalence is real, the
image of the real line under the equivalence is a real analytic curve C ⊂ Ψε(Σ) different, in general,
from R. Standard arguments and the implicit function theorem show that there exists an analytic
local transition map π between Σ and Ψε(Σ) (cf. [2]). By unicity, any real local trajectory passing
through a real point in Σ intersects the image Ψε(Σ) in a real point. Thus, the transition is real
and it sends R into C , and the composition π−1 ◦ Ψε|Σ provides a real analytic conjugacy between
semi-monodromies and then between monodromies.
The converse statement is more involved. In the sequel, we will drop dependence on ε ∈Dε when
the context allows no confusion. We construct an analytic real orbital equivalence between two germs
of order-1 families (1.3) denoted E1,ε and E2,ε . We assume that they have conjugate monodromies.
We ﬁx an integer N  4 and let F0 be the right-hand side of the formal normal form (2.7). Simple
inspection of the proof of Lemma 22.3 of [8] proves that this result also applies in our case. (The
assumption |ε| small plus a ﬂatness condition, see below, ensure that the denominators in Eq. (22.6)
of [8] never vanish in our case.) The lemma states that the right-hand sides of E1,E2 are orbitally
analytically equivalent to σ -invariant germs of vector ﬁelds
F0 + zuNUε, j,N ∂
∂z
+ wuNVε, j,N ∂
∂w
, j = 1,2, (3.1)
where Uε, j,N (z,w) = Vε, j,N(w, z) are germs of holomorphic functions analytic in ε. Further, these
terms depend on N and can be assumed to be as ﬂat at the origin as necessary, since all nonresonant
terms of order  M , for an integer M  4, can be removed from (3.1) by polynomial transformations
of the Poincaré–Dulac algorithm. The terms in z and w before u appear since the axis of coordinates
are the analytic separatrices of these equations. The pullback of the vector ﬁelds (3.1) via the c1
chart (2.1) is orbitally equivalent to σ1-invariant forms
F j = F1,0 + uN1 R j,N
∂
∂w
, j = 1,2 (3.2)
(cf. (2.3)) where F1,0 is the c1-form in (2.8). R j,N is analytic in z,w and ε, and we can suppose
|R j,N | < 12 uniformly on D×D. We can write then
F j = 2i Z ∂
∂ Z
+ w(ε − i +M j,N(Z ,w)) ∂
∂w
(3.3)
for an analytic M j,N = O(Zw) depending analytically on ε over D × D. As the ﬁeld (3.3) is σ1-
invariant, Mε, j,N = Mε, j,N ◦ σ1. Moreover, the coordinates of the forms (3.1) may always be scaled so
as to ensure:
max
D×D
{∣∣∣∣ M j,NZ−λw
∣∣∣∣,
∣∣∣∣ 1Z−λ ∂M j,N∂w
∣∣∣∣
}
 1 (3.4)
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use subscripts 1,2 for the coordinates (Z ,w) of F1, F2 respectively.
Denote the real conjugacy between E1,E2-monodromies by hε : {Z1 = 1} → {Z2 = 1}. Notice that
hε(0) = 0 since 0 is a ﬁxed point. The σ1-invariant change
(Z1,w1) →
(
Z1,hε(w1)
)
(3.5)
transforms the second iterate Q◦21 of the holonomy of F1 into the second iterate Q◦22 of the holon-
omy of F2 on a whole neighborhood of zero. This change preserves the σ1-invariant form (3.2) and
condition (3.4).
The equations corresponding to F1,0, F1 and F2 can be rewritten in the logarithmic chart (τ ,w)
with τ = − log Z , for values of τ in the right half-plane C+ = {Re(τ ) 0}. The equations for F1 and
F2 take the 1-dimensional form
dw
dτ
= F j(τ ,w) = w
(
−λ − 1
2i
M j,N
(
e−τ ,w
))
, j = 1,2. (3.6)
Hence, (3.2) yields on C+ ×D the bound
∣∣F1(τ ,w) − F2(τ ,w)∣∣ e−N Re(τ )|w|2N  e−N Re(τ ). (3.7)
We deﬁne an equivalence Ψε : C+ × D → C+ × C, (s, r) → (s,ψε(s, r)) in the following way. Fix
(s, r) ∈ C+ × D. Let w1(τ ) be the solution of the system deﬁned by F1, passing through (s, r), i.e.
w1(s) = r. Let w2(τ ) be the solution of the equation determined by F2 such that w2(0) = w1(0). We
then let ψε(s, r) = w2(s). By construction the Ψε thus deﬁned sends solutions of the ﬁrst equation
into solutions of the second equation and is holomorphic. Further, as the F j ’s are 2π i-periodic in
τ and the second iterates of their holonomies coincide, the function ψε is 2π i-periodic in s itself:
ψε(s + 2kπ i, r) = ψε(s, r), k ∈ Z. Hence, the value ψε(s, r) does not change if one replaces w1(0) =
w2(0) by w1(−2π i) = w2(−2π i). These two conditions are certainly equivalent because F1, F2 have
equal holonomies.2
Lemma 3.3. If |ε| < 11+2π , the germ of function ψε satisﬁes the estimate
∣∣ψε(s, r) − r∣∣ e−Re(s) N2
uniformly over Re(s) 1 and |r| < 12 .
Proof. Fix (s, r) ∈ C+ × D such that Re(s)  1 and |r|  12 . By 2π i-periodicity it suﬃces to assume
that Im(s) ∈ [0,2π ]. Let w1,w2 be solutions of (3.6) with w1(0) = w2(0) and w1(s) = r. The change
of coordinates v = eλτ w brings (3.6) into dvdτ = G j(τ , v) = − v2iM j,N (e−τ , ve−λτ ) for Re(τ ) ∈ [0,Re(s)].
By (3.4) we have
2 Nota. Indeed, if we do not perform the change (3.5) then, by periodicity, ψε coincides with the conjugacy hε on ev-
ery slice sk × D, where sk = 2kπ i, k ∈ Z. Since the E2-semi-monodromy of the point w2(0) is Q2(w2(0)) = w2(−2π i) =
ψε(−2π i,w1(−2π i)) = hε(w1(−2π i)), we have
Corollary 3.2. The germ hε is also a conjugacy between E1,E2-semi-monodromies.
This result was already known to specialists, cf. [7], p. 263.
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∣∣∣∣∂G j∂v (τ , v)
∣∣∣∣ |v|, j = 1,2, (3.8)
simultaneously. Also, estimate (3.7) implies
∣∣G1(τ , v) − G2(τ , v)∣∣= ∣∣eλτ (F1(τ , ve−λτ )− F2(τ , ve−λτ ))∣∣

∣∣eλτ ∣∣e−N Re(τ )
= eRe(τ )Re(λ)−Im(τ ) Im(λ)e−N Re(τ ).
Denote mε(τ ) = Re(τ )Re(λ) − Im(τ ) Im(λ). We have mε(s) < 0 because of the bound on |ε|. The
trajectory corresponding to the solution w1 in the v coordinate is determined by the ﬁnal condition
|v1(s)|  12 emε(s) < emε(s) . Write the variable τ = τ1 + iτ2 with τ1, τ2 ∈ R and choose any simple
piecewise differentiable arc γ : {τ2 = g(τ1), τ1 ∈ [0,Re(s)], g(0) = 0} in the τ -plane, joining 0 with s.
By the estimate on the left in (3.8) we have | ∂v
∂τ1
| | dvdτ | |v|2. This yields
∣∣∣∣ 1v(0) − 1v(s)
∣∣∣∣=
∣∣∣∣
∫
γ
( dvdτ )
v2
dτ
∣∣∣∣=
∣∣∣∣∣
Re(s)∫
0
1
v2
∂v
∂τ1
(
τ1, g(τ1)
)
dτ1
∣∣∣∣∣
Re(s)∫
0
dτ1 = Re(s).
Hence, |v1(0)| 12e−mε(s)−Re(s)  34 emε(s)  emε(s) . The second solution satisﬁes by hypothesis |v2(0)| =
|v1(0)| and by the same reason above |v2(s)| emε(s) . Thus, v1, v2 belong to the exponentially thin
cylinder
Sε =
{
v:
∣∣v(τ )∣∣< emε(s), 0 Re(τ ) Re(s)}. (3.9)
On the other hand, according to (3.8), every pair v, v ′ ∈ Sε satisﬁes
∣∣G j(s, v) − G j(s, v ′)∣∣ emε(s)∣∣v − v ′∣∣ ∣∣v − v ′∣∣.
Therefore the estimate
d
ds
∣∣v1(s) − v2(s)∣∣ ∣∣G1(s, v1) − G2(s, v1)∣∣+ ∣∣G2(s, v1) − G2(s, vi2)∣∣
 emε(s)e−N Re(s) + ∣∣v1(s) − v2(s)∣∣
holds. Substituting this into the Nonlinear Gronwall inequality (cf. [8], Lemma 22.4) yields the bound
|v1(s) − v2(s)| Re(s)emε(s)−N Re(s)eRe(s) . And then by deﬁnition |w1(s) − w2(s)| Re(s)e−N Re(s)eRe(s) .
Since Re(s) eRe(s) , the choice N  4 guarantees that the right-hand side is less than e−Re(s) N2 . 
By periodicity ψε(s, r) induces a holomorphic function ψε(Z ,w) on D∗ × D. Then Ψε induces a
Z -ﬁbered equivalence Ψε : D∗ ×D→ D∗ ×C in (Z ,w) coordinates. By Lemma 3.3 ψε(Z ,w) satisﬁes
the estimate |ψε(Z ,w) − w| |Z | N2 as Z → 0 uniformly on |w| < 12 . By the removable singularity
theorem Ψε extends holomorphically as the identity on the deleted separatrix {Z = 0} × 12D, where
1
2D = {|w| < 12 } and Ψε is holomorphic on the closure of D× 12D. It clearly depends analytically on
the parameter.
To cover the values of τ in the left half-plane C− = {Re(τ )  0} we work in the logarith-
mic chart (z, τ ) where now τ = logW with |W |  1 and (z,W ) is the second chart of the
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bitally equivalent to the c2-form in (2.8) plus a σ2-invariant term uN2 Rε, j(z,W )
∂
∂z , cf. (3.2). The
ﬁelds in the logarithmic chart determine equations dzdτ = F′j(z, τ ) = z( 1λ′ − 12iM′j,N (z, eτ )), j = 1,2.
Here, λ′ is the ratio in (2.4) and M′j,N has the same properties as those of the term M j,N
in (3.3). After changing variables so that the F′1-F′2-holonomies become identical (respecting the
σ2-invariance), we deﬁne an equivalence Ψ ′ε : D × C− → C × C− , (r, s) → (ψ ′ε(r, s), s) as be-
fore: for (r, s) ∈ D × C− the trajectory z1 of F′1 satisfying z1(s) = r is well deﬁned at τ = 0.
Let z2(τ ) be the solution of F′2 such that z2(0) = z1(0). We deﬁne ψ ′ε(r, s) = z2(s). This map
is 2π i-periodic in s, where we assume Im(s) ∈ [0,2π ]. If we compute dzdτ along the skew reso-
nant monomial v = e− τλ′ z we can prove Lemma 3.3 in the (z, τ ) chart uniformly on Re(s)  −1
and |z| < 12 . The change of coordinates Ψ ′ε descends to a W -ﬁbered equivalence Ψ ′ε : D × D∗ →
C × D∗ in (z,W ) coordinates. The lemma allows to apply the removable singularity theorem.
Thus, Ψ ′ε extends holomorphically as the identity on the deleted separatrix 12D × {W = 0},
where 12D = {|z| < 12 }. Ψ ′ε is holomorphic on the closure of D × 12D and depends analytically
on ε.
The transition (2.2) is the identity on Σ . It turns out that ϕ−1 ◦ Ψ ′ε ◦ ϕ is the analytical
continuation of Ψε on the region {|Z | > 1} × 12D and ϕ ◦ Ψε ◦ ϕ−1 is the analytical continua-
tion of Ψ ′ε on 12D × {|W | > 1}. Hence, Ψε , Ψ ′ε are the analytic charts of a global (unique once
the conjugacy hε is chosen) and holomorphic change of coordinates over the divisor. Denote Φε
the chart (Ψε,Ψ ′ε) in (z,w) coordinates. Since CP1 retracts to the origin under (2.1), Φε is an-
alytic on ( 12D × 12D)\{(0,0)} because (2.1) is an isomorphism away from CP1. By Hartogs’ the-
orem, Φε can be holomorphically extended until the origin. Further, Φε is real. To see this, let
(z0,w0) ∈ 12D × 12D be given. Let νt1 be the local ﬂow of (3.1) (for j = 1) passing through the
point (z0,w0) for a time s ∈ C and such that ν−s1 (z0,w0) ∈ Σ . Let νt2 be the ﬂow of ﬁeld (3.1)
(for j = 2) passing through ν−s1 (z0,w0) ∈ Σ . By deﬁnition, Φε(z0,w0) = νs2 ◦ ν−s1 (z0,w0) and there-
fore Φε commutes with (1.4) on real values of ε. Indeed, the ﬁelds (3.1) are σ -invariant. Theorem 3.1
is proved.3
4. Embedding the ﬂip bifurcation in a holomorphic ﬂow
Let Q0 be a germ of codimension-1 real analytic resonant diffeomorphism (C,0) → (C,0) with a
ﬁxed point at the origin and multiplier equal to −1. Under scaling of w and removing the w2-term
by a normal form argument, such a germ is tangent to the standard involution w → −w (a ﬂip) and
has the form
Q0(w) = −w ∓ 1
2
w3 + aw5 + o(w5) (4.1)
with a ∈ R. A generic 1-parameter unfolding of (4.1) is a germ of family of diffeomorphisms Qη =
Q(w, η) depending on a complex parameter η, such that ∂2Q
∂w∂η (0,0) = 0. These families are generic
unfoldings of the ﬂip bifurcation.4
In this section we solve the realization problem for Qη , i.e. we construct a germ of real analytic
foliation with a singular point at the origin, such that the monodromy of this foliation coincides with
a prepared version of Qη . By Corollary 3.2, embedding Qη in a holomorphic ﬂow is equivalent to
embedding its second iterate.
3 Nota. The real character of Φε is mere consequence of the Hadamard–Perron Theorem. In fact, the ﬁelds F1, F2 have saddle
points at ±i ∈ CP1 with real analytic holonomies, which directly deﬁne Φε . Further, the real trajectories are contained in the
preimage of the real plane: a real Möbius strip that intersects the exceptional divisor in the equator RP1. One ﬁrst simple turn
along RP1 deﬁnes the semi-monodromy. A second turn (along a double covering of RP1) yields the monodromy. Corollary 3.2
shows that Φε is non-ramiﬁed over this double circuit.
4 This bifurcation is also called period-doubling, cf. [12]. See also the reference [7], p. 239, for the deﬁnition of ﬂip families.
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exists a germ of real analytic change of coordinate and parameter (w, η) → (w ′, ε) conjugating the family
Pη =Q◦2η with the prepared (prenormal) form (2.5). In particular, the parameter ε is canonical.
Proof. By the implicit function theorem we can suppose that w = 0 is a ﬁxed point for all η. By the
Weierstrass–Malgrange preparation theorem, the other two ﬁxed points of Pη (which are 2-periodic
points of Qη) are the roots of pη(w) = w2+β(η)w+γ (η), with γ ′(0) = 0 since the family is generic.
Since Qη undergoes a ﬂip bifurcation the periodic points of Qη can only coincide when they are
equal to w = 0. The change of the coordinate w → w + β2 of Pη brings β(η) into zero and γ into
γ˜ = γ − β24 . This change does not alter the sign of γ , because γ˜ ′(0) = γ ′(0). A reparametrization
allows to take γ˜ (η) = ±η1. Then, the map Pη takes the form
Pη1(w) = w + w
(
η1 ± w2
)(
b1(η1) + c1(η1)w + a1(η1)w2 + w
(
η1 ± w2
)
g(w, η1)
)
,
with b1(0) = 0. Since the ﬁxed points ±√η1 are periodic points of Qη1 of period 2, we have
P ′η1 (
√
η1 ) = P ′η1 (−
√
η1 ). Hence, c1(η1) ≡ 0. Then P ′η1(0) = 1 + η1b1(η1) with b1(0) = 0. An ana-
lytic change of parameter η1 → ε allows to suppose that P ′ε(0) = exp(2πε). A corresponding scaling
in w (replacing w by w ′ = c(ε)w) allows to suppose that the ﬁxed points of Pε are given by
w ′(ε ± w ′2) = 0 and yields the prepared form in w ′ . 
The generic family Qε(w ′) obtained in Theorem 4.1 is called prepared. From now on we will con-
sider unfoldings only in prepared form and we will drop the prime on the coordinate w ′ . Therefore,
there are two types of prepared families, according to whether s = ±1 in (2.5). The latter is called the
sign of Qε . We will assume that the domain of the canonical parameter is a small complex disk Dε .
Deﬁnition 4.2. The formal normal form Q0,ε of a prepared family Qε is the semi-monodromy of the
normal form (2.7). The sign of (2.7) coincides with the signs of Qε and Q0,ε .
Equivalently, Q0,ε is the composition of w → −w with the time-π map of the equation
v˙ = v(ε + sv2)(1+ B(ε)v2), where v = √u and u is the resonant monomial of (2.7). The constant
B(ε) is the formal invariant deﬁned implicitly in (2.6).
Lemma 4.3. LetQε be a prepared family, and letQ0,ε be its formal normal form, with same canonical param-
eter ε. Then, for any N ∈N∗ there exists a real family of germs of diffeomorphisms fε , tangent to the identity,
such that:
Qε ◦ fε − fε ◦Q0,ε =O
(
wN+1
(
ε + sw2)N+1).
Proof. The proof is a slight modiﬁcation of the proof of Theorem 6.2 in [19], being given that the
preparation of the family Qε is slightly different as well. 
Theorem 4.4. LetQε be a germ of generic real analytic family of diffeomorphisms undergoing a ﬂip bifurcation
at ε = 0. Then the second iterate Q◦2ε is analytically conjugate to the monodromy of a generic family (1.3) of
order 1.
The rest of the paper is devoted to the demonstration of this result. In the elliptic case, it is more
natural to work in the real setting. In order to make the objects visible we ﬁrst construct a real
analytic manifold not linearly embedded in the Euclidean space, and we complexify afterwards. The
(real) canonical parameter ε ∈ Dε will be ﬁxed throughout the proof. By analytic dependence on the
parameter, invariance under the real structure (1.4) will be preserved after complexiﬁcation. We will
assume that (x, y) are standard coordinates of R2 and Qε = Qε(x). Let D be the unit disk of the
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complex plane with coordinate z = x+ iy. Denote B(ε) the formal invariant of Qε and s its sign. We
then ﬁx a large positive integer N . Lemma 4.3 ensures that the family of diffeomorphisms can be
decomposed as
Qε = (id+ gε) ◦Q0,ε
where gε is (N + 1)-ﬂat at the origin: gε(x) = O(xN+1(ε + sx2)N+1), and Q0,ε is the formal nor-
mal form of Qε . Under the change (x, y) → ( x√1+sεB ,
y√
1+sεB ) the real form of the system (2.7) is
analytically orbitally equivalent to the normal form
x˙ = εx− y + sx(u + C(ε)u2),
y˙ = x+ εy + sy(u + C(ε)u2) (4.2)
where C(ε) = B(ε)
(1+sεB(ε))2 . In the sequel we identify (x, y) ∈ R with z = x + iy ∈ C. Consider a nice
covering of D∗ by the collection of two sectors of the real plane
s′± =
{
z ∈D∗:
∣∣∣∣arg z ∓ π2
∣∣∣∣< 5π8
}
, (4.3)
cf. Fig. 2. We denote z± : s′± →C the natural coordinate z|s′± induced in s′± inherited from C. In each
domain s′± denote by νt± the ﬂow induced by (4.2), such that ν0±(z) = z for z ∈ D. Consider smaller
sectors s± ⊂ s′± such that νt± maps s± into s′± and their union still covers a punctured neighborhood
of the origin. We deﬁne a sealing map Φε : s+ ∩ s− → s′+ ∩ s′− sending each connected component
of s+ ∩ s− into itself. Further, Φε is deﬁned from the connected component of s+ with image in the
connected component of s′− . For this, deﬁne the function on D∗ ,
κ(z) =
{
0, arg z ∈ (−π8 , π8 ),
π, arg z ∈ (π − π8 ,π + π8 )
(4.4)
and denote θ(z) = κ(z) − arg(z). If z ∈ s+ ∩ s− , the time-θ ﬂow νθ(z)± (z) is real (i.e. its imaginary part
is null). Since Qε is real by hypothesis, the map
Φε(z) = ν−θ(z)− ◦ (id+ gε) ◦ νθ(z)+ (z) (4.5)
is well deﬁned (not multivalued, real analytic) on s+ ∩ s− once we ﬁx the branch of arg z. It preserves
the lines through the origin { yx = tanφ, φ ∈ (−π8 , π8 )}. Hence it commutes with the ﬂow of (4.2) and
clearly depends analytically on ε.
Proposition 4.5. Themap (4.5) admits the asymptotic estimateΦε(z) = z+O(|z|N+1). In particular,Φε(z)−
z tends to zero as z → 0 together with its derivatives of order N.
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that 12 |z−λz1+λ| < |νθ(z)(z)| < 2|z−λz1+λ| =O(|z|e−ε arg z), where λ is the ratio in (2.4). (The actual
bound is proven for the holonomy of a complex saddle. In the blow-up space the weak focus generates
two complex saddles at ±i ∈CP1.) Since gε is (N + 1)-ﬂat at the origin the estimate follows. 
By Proposition 4.5, the sealing has an analytic extension to z = 0. Inasmuch as Qε(0) = 0 we have
Φε(0) = 0.
We identify z+ ∈ s+ with z− = Φε(z+) ∈ s− . The quotient space is an abstract 1-dimensional man-
ifold (complex curve) Mε diffeomorphic to a punctured disk. Since (4.5) commutes with the ﬂow
of (4.2), the latter induces in Mε a foliation Fˆε along with a vector ﬁeld Fˆε tangent to this folia-
tion, which is clearly monodromic. Moreover, the monodromy along the leaves of Fε coincides with Q◦2ε .
Indeed, the semi-monodromy of (4.2) is by Deﬁnition 4.2 equal to Q0,ε . Hence, the orbit starting
at the point (x,0) ∈ R+ × {0} ends at (Q0,ε(x),0) ∈ R− × {0}. As the time-θ ﬂow is identity when
arg z = κ(z), the map Φε brings (Q0,ε(x),0) to the point ((id + gε) ◦Q0,ε(x),0) = (Qε(x),0). Hence,
the semi-monodromy of Mε is Qε .
A holomorphic curve diffeomorphic to a punctured neighborhood of the origin is not necessarily
conformally equivalent to it. We construct a C∞-smooth embedding of Mε into (C,0) (a complex
neighborhood of the origin). For this, consider the covering of Mε by the image of the sectors s±
in the quotient space. Let {χ±} be a partition of unity subordinated to the covering {s±} with local
charts z± : s± → C. We require the (easily achieved) additional condition: all derivatives of χ± grow
no faster than some negative powers of |z±| as |z±| → 0. The chart
Hε(z) = χ+ · z+ + χ− · z−,
where z− = Φε(z+), deﬁnes a map Hε :Mε → C\{0}. This germ is smooth and depends analytically
on ε. However, its inverse H−1ε : (C,0)\{0} →Mε is represented by two coordinate functions z± ◦
H−1ε . We will drop dependence on ε.
Lemma 4.6. (See [5,14].) Let μ(z) be an almost complex structure (ACS) deﬁned on a 1-dimensional complex
manifold by the Beltrami differentialμdz/dz. Ifμ is continuous and |μ| < 1 then the ACS is integrable. If f1, f2
are solutions of the Beltrami equation ∂ f
∂z = μ∂ f∂z and df1(z) = 0, then f2 = β ◦ f1 for a holomorphic β .
Conversely, composition of a solution of the Beltrami equation with a holomorphic map is also
solution of the same Beltrami equation (cf. [1]). Since the transition Φε : z+ → z− is holomorphic the
Beltrami coeﬃcient
μ(z) = ∂zH−1(z)/∂zH−1(z) (4.6)
is well deﬁned and depends analytically on ε. In our case, the difference |z− − z+| is (N + 1)-ﬂat on
the intersection s+ ∩ s− . Indeed:
H|s+∩s− = χ+ · z+ + χ− · z− = z+ + χ− · (z− − z+)
= z− + χ+ · (z+ − z−). (4.7)
By Proposition 4.5, z− − z+ = Φε(z+) − z+ =O(zN+1+ ) and the same happens with z+ − z− . Hence,
by (4.7) we ﬁnd:
∂H
∂z
∣∣∣∣
s+∩s−
=O(zN+1) · ∂χ∓
∂z
=O(zN)
and, on the other hand,
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∂z
= 1+ ∂χ∓
∂z
·O(zN+1)+ χ∓ ·O(zN)= 1+O(zN),
where we have used the symbol z = z± to lighten notations. Therefore, all compositions z± ◦ H−1 dif-
fer from each other by ﬂat terms, and H−1 is quasiconformal, i.e. (4.6) is uniformly bounded by some
k < 1. Hence, μ extends smoothly at the origin as a ﬂat function μ : adh(U ) →C, where adh(U ) is the
adherence of the set U = H(M)∪ {0} ⊂ (C,0). Further, the ACS induced on H(M) by H−1 is deﬁned
by the Beltrami differential μ(z). Consider an arbitrary solution Gε : U → C of the Beltrami equation
(4.6) guaranteed by Lemma 4.6, with same coeﬃcient μ and normalized by the condition Gε(0) = 0.
By Eq. (4.2.2) of [15] we can assume that this chart is tangent to the identity. By Theorem 3.1 of [11]
(a version of Newlander–Nirenberg’s theorem with parameters) we may also suppose that Gε depends
analytically on ε.5 By the second assertion of Lemma 4.6 the composition βε = Gε ◦ H :M→ (C,0)
is a holomorphic map between two holomorphic curves. It is also a diffeomorphism, hence a biholo-
morphic equivalence.
The ﬂow νt± in s± correctly deﬁnes the ﬂow ϑ t on M because νt± commutes with Φε . By the
removable singularity theorem the map ϑ t holomorphically extends to the origin. The vector ﬁeld
Fˆε is biholomorphically equivalent to the vector ﬁeld Fε = (βε)∗ Fˆε induced on βε(M) ⊂ (C,0). The
latter vector ﬁeld is tangent to the foliation Fε induced by Fˆε . It remains to check that the family
Fε is monodromic with prescribed properties. For this, we complexify the parameter ε (with domain
Dε) and the neighborhood βε(M) as a subset of R2 into a subset of C2. The complex manifold
βε(M) thus arises from the complexiﬁcation of R2 via (1.4). The vector ﬁeld and foliation induced
in βε(M) are the complexiﬁcation of the totally real vector ﬁeld Fε and foliation Fε . We keep the
same notations for their complex versions. It suﬃces then to prove that the ratio of eigenvalues at
the origin is ε−iε+i .
By Proposition 4.5 and Eq. (4.7), the chart βε is tangent to the identity. Thus the linear part of Fε
has the form α1z ∂∂z + α2w ∂∂w , for α j = α j(ε) ∈ C, where (z,w) are the coordinates of C2 ⊃ βε(M).
The involution σ commutes with the linear part of Fε on real ε. (Indeed, βε is real by construction.)
This implies α1 = α2 and the eigenvalues of Fε are complex conjugate: we denote them α,α with
α = a(ε) + ib(ε) and a,b real analytic. Thus, Fε is monodromic and its ﬂow real on real ε. Further, it
is well known that the monodromy of Fε has the form
w → exp
(
2π i
2α
α − α
)
w + · · · = exp
(
2π
a
b
)
w + · · · (4.8)
(cf. [2,10]). However, the ﬁelds Fˆε and Fε are orbitally equivalent. By Theorem 3.1 their monodromies
are conjugate and then Q◦2ε and (4.8) have the same invariants. This fact implies two things. First:
the multiplier at the origin of (4.8) is equal to exp(2πε). Hence, ε = ab + im for some m ∈ Z. Since
a,b are real, m = 0 and a−iba+ib = ε−iε+i . Second: the third-order terms of the normal form of Q◦2ε and that
of (4.8) have the same coeﬃcient, i.e. the same Lyapunov ﬁrst constant (cf. Introduction). The latter
is non-null because Qε is generic, cf. Theorem 4.1. Hence the system deﬁned by Fε is of order 1. The
proof of Theorem 4.4 is complete.6
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Appendix A. Proof of Lemma 2.4
We express the Poincaré–Dulac series Dε of (1.5) as Dε(u) =∑k0 pk(ε,u), where pk(ε,u) is a
homogeneous polynomial in both variables and of degree k ∈ N. The existence of a normalization
bringing the linear coeﬃcient of Dε into ±1 = Sign(1(0)) is classical (cf. [12], Lemma 3.7). Thus, for
each k ∈N we can write pk(ε,u) =∑i+ j=k αi jεiu j , for a real sequence of coeﬃcients αi j and i, j ∈N
and α01 = ±1. The requirement Dε(0) = 0 means αi0 = 0 for every i ∈N. Further,
Dε(u) =
∑
i0
f i(u)ε
i =
∑
i1
δi(ε)u
i,
with f i(u) =∑ j1 αi ju j and δi(ε) =∑ j0 α jiε j . Since Dε(u) =O(u(1+ ε)), the coeﬃcients f i(u) =
O(u) for every i ∈N. Assume that B(0) is the formal invariant of the prenormal form of (1.3) at ε = 0.
(B(0) can be obtained directly via commutators, cf. [8], p. 55.) Let A(ε) be any real analytic unfolding
of B(0) with asymptotic expansion A(ε) =∑n0 anεn , an ∈R. We seek a formal equivalence
U = h(ε,u) = h0(u) + h1(u)ε + h2(u)ε2 + h3(u)ε3 + · · · (A.1)
in the resonant monomial u = zw bringing the quotient equation u˙ = 2u(ε +Dε(u)) of (1.5) into the
1-dimensional equation u˙ = 2u(ε + su)(1 + A(ε)u). The formal equivalence (A.1) is rather a formal
series in both u and ε. We will show by induction that the coeﬃcient hk(u) in (A.1) can be obtained
from hk−1(u) and that it is a formal power series in u. Indeed, for natural numbers k n deﬁne:
Bk,n(u) =
∑
i+ j=k−n
hi(u)h j(u)
and Mk(a0, . . . ,ak) = a0Bk,0 + a1Bk,1 + · · · + akBk,k . Notice that Bk+,n+ = Bk,n for every posi-
tive integer . This yields for every integer k  1 the recursive relation Mk(a0, . . . ,ak) = a0Bk,0 +
Mk−1(a1, . . . ,ak) = 2a0h0hk + Rk−1, where
Rk−1(u) =
∑
i+ j=k,i, j1
hi(u)h j(u) + Mk−1(a1, . . . ,ak) =O
(
u2
)
(A.2)
depends only on h0, . . . ,hk−1. If we apply the change of coordinates (A.1) to the quotient equations
and compare the terms in the power εk , k ∈N, we get ODE’s:
Ek: uh′k−1 + u
k∑
n=0
h′n fk−n = hk−1 +
k∑
n=0
shn(hk−n + Mk−n) +
k−1∑
n=0
hnNk−1−n,
where Nk(a0, . . . ,ak) = h0ak + h1ak−1 + · · · + hka0. When ε = 0, Ek reduces to uh′0 f0 = sh20(1+ a0h0),
which is solvable in h0 as a power series in u (cf. [8], Theorem 4.24). Moreover, h0 has the form
h0(u) = u(1+ r(u)) with r(0) = 0 (cf. [8], pp. 58–59). For the inductive step, we ﬁx a non-zero k ∈ N
and suppose that ε = 0 and that for all 0 < j  k − 1 a solution h j to E j is a power series in u with
h j(0) = 0. After rearranging the terms, Ek takes the form of a linear equation
uh′k f0 + hk
(−2sh0 − 3sa0h20)= gk−1,
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bk3u
3+· · · and hk(u) = ck1u+ck2u2+· · · . Plugging these series into Ek and comparing the terms in un+1
on both sides, yields
ckn(n − 2) = sbk−1n+1 +
n−1∑
j=1
ckj
[− jsα0,n− j+1 + 2c0n− j+1 + 3a0e j], (A.3)
where e j is the coeﬃcient of un− j+1 in the Taylor expansion of h20. This equation gives the coeﬃcient
ckn when n = 2. If n = 2 the coeﬃcient ck2 can be appropriately deﬁned provided that the right-hand
side of (A.3) be zero, namely:
sbk−13 + ck1
(−sα02 + 2c02 + 3a0)= 0. (A.4)
But this requirement is easily fulﬁlled. Indeed, by deﬁnition the only term in gk−1 containing the
coeﬃcient ak is the rest (A.2). After rearranging the terms, the coeﬃcient of u3 in the Taylor expansion
of gk−1 has the form
bk−13 = sak + ak−1φ1 + · · · + a0φk + φ0,
where the φ j ’s depend on α11,α12, . . . αk1,αk2, c01, c
0
2, . . . , c
k−1
1 , c
k−1
2 and c
k−1
3 . Therefore, if we assume
that the k − 1 ﬁrst coeﬃcients a1, . . . ,ak−1 of A(ε) have already been adjusted in the previous steps
corresponding to the normalizations of E1, . . .Ek−1, then the coeﬃcient ak can be conveniently chosen
so as to meet (A.4).
Notice that hε(u) = ukε(u), for a real map kε . The formal line transformation u → hε(u) can be
covered by the real plane transformation (z,w) → (z√kε(u),w√kε(u) ), which is a formal real equiv-
alence between (1.5) and (2.7) with formal invariant A(ε). However, it is obvious that A(ε), deﬁned
above recursively, coincides with the formal invariant B(ε) given in (2.6), by formal equivalence.
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