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Finite 3-connected homogeneous graphs
Cai Heng Li∗, Jin-Xin Zhou†‡
Abstract
A finite graph Γ is said to be (G, 3)-(connected) homogeneous if every isomor-
phism between any two isomorphic (connected) subgraphs of order at most 3 extends
to an automorphism g ∈ G of the graph, where G is a group of automorphisms of the
graph. In 1985, Cameron and Macpherson determined all finite (G, 3)-homogeneous
graphs. In this paper, we develop a method for characterising (G, 3)-connected ho-
mogeneous graphs. It is shown that for a finite (G, 3)-connected homogeneous graph
Γ = (V,E), either G
Γ (v)
v is 2–transitive or G
Γ (v)
v is of rank 3 and Γ has girth 3, and
that the class of finite (G, 3)-connected homogeneous graphs is closed under tak-
ing normal quotients. This leads us to study graphs where G is quasiprimitive on
V . We determine the possible quasiprimitive types for G in this case and give new
constructions of examples for some possible types.
Keywords 3-CH, automorphism, quasiprimitive group.
2000 Mathematics subject classification: 05C25, 20B25.
1 Introduction
A graph is called homogeneous if any isomorphism between finite induced subgraphs ex-
tends to an automorphism of the graph. Homogeneity is the strongest possible symmetry
condition that one can impose on a graph. In 1976, Gardiner [21] gave an explicit classi-
fication of the finite homogeneous graphs, and later, Lachlan and Woodrow [33] extended
this to the infinite countable homogeneous graphs. If we only consider the connected sub-
graphs, the connected homogeneity, a natural weakening of homogeneity, arises. A graph
Γ is connected homogeneous if every isomorphism between connected induced subgraphs
extends to an automorphism of Γ . The connected homogeneous graphs lie between homo-
geneous graphs and distance-transitive graphs. The finite and infinite countable connected
homogeneous graphs have also been classified by Gardiner et al. [17, 22, 27]. For more
results regarding the (connected) homogeneous graphs, we refer the reader to [20, 26, 28].
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The examples of the (connected) homogeneous graphs are very restricted. It is nat-
ural to weaken the condition by considering subgraphs of bounded order or by insisting
only that at least one of the isomorphisms between the two subgraphs extends to an
automorphism.
Definition 1.1 Let k be a positive integer. Let Γ = (V,E) be a connected graph, and
let G ≤ AutΓ .
(1) If each isomorphism between any two isomorphic induced subgraphs of Γ of order
at most k extends to an automorphism g of Γ such that g ∈ G, then Γ is called a
(G, k)-homogeneous graph.
(2) If any two isomorphic induced subgraphs of Γ of order at most k are equivalent
under G, then Γ is called a (G, k)-set-homogeneous graph.
(3) If each isomorphism between any two isomorphic connected induced subgraphs of
Γ of order at most k extends to an automorphism g of Γ such that g ∈ G, then Γ
is called a (G, k)-connected-homogeneous graph, or simply called a (G, k)-CH graph
for short.
(4) If any two isomorphic connected induced subgraphs of Γ of order at most k are
equivalent under G, then Γ is called a (G, k)-connected-set-homogeneous graph, or
simply called a (G, k)-CSH graph for short.
For k = 1, each of these four types of symmetries is equivalent to the vertex-transitivity.
Let k ≥ 2. We first consider the (G, k)-homogeneous graphs. For the case where k = 2, a
graph Γ is (G, 2)-homogeneous if and only if Γ and its complement Γ are G-arc-transitive
(namely, G is transitive on the arcs of Γ and Γ ). Thus either it is a complete multipartite
graph Km[b], or it is an orbital graph of a primitive permutation group of rank 3. Due
to the classification of primitive permutation groups of rank 3 given in [2, 30, 35, 36],
(G, 2)-homogeneous graphs are in some sense known. Notice that, when k ≥ 3, all the
(G, k)-homogeneous graphs are explicitly known (see [7, 9, 11]).
We further observe that Γ is (G, 2)-set-homogeneous if and only if Γ and its comple-
ment Γ are both G-vertex-transitive and G-edge-transitive (namely, G is transitive on the
vertices and edges of Γ and Γ ). In [34], the authors gave a classification of (G, 2)-set-
homogeneous graphs.
A G-vertex-transitive graph Γ is (G, 2)-CSH if and only if Γ is G-edge-transitive, and
Γ is (G, 2)-CH if and only if Γ is G-arc-transitive. It is natural to study k-CSH graphs for
k ≥ 3. Moreover, for graphs of girth at least 4, the 3-connected-homogeneity is equivalent
to the 2-arc-transitivity. In [26], the infinite 3-CSH graphs with more than one end were
classified. In this paper, we shall study the (G, 3)-CH graphs.
It is well-known and easily shown that a vertex-transitive graph is 2-arc-transitive if
and only if it is locally 2-transitive. The following proposition shows that the class of
3-CH graphs, in some sense, corresponds to the locally rank 3 action.
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Proposition 1.2 A graph Γ is (G, 3)-CH if and only if G is vertex-transitive on Γ , and
for a vertex u, either G
Γ (u)
u is 2-transitive, or G
Γ (u)
u is of rank 3 and the girth of Γ is 3.
Our next result is about the local structure of the (G, k)-CH graphs with k ≥ 3.
Theorem 1.3 Let Γ = (V,E) be a (G, k)-CH graph with k ≥ 3. Then one of the following
holds:
(i) Γ = Kn, and G is k-transitive on V .
(ii) Γ = Km[b], and G ≤ X ≀ Y , where X is (k − 1)-transitive of degree b and Y is
k-transitive of degree m.
(iii) Γ is (G, 2)-arc transitive of girth at least 4.
(iv) [Γ (u)] = rKb with r, b > 1, and G
Γ (u)
u ≤ X ≀ Y is imprimitive of rank 3, where X, Y
are (k − 1)-transitive of degree r, b, respectively.
(v) G
Γ (u)
u is primitive of rank 3, and [Γ (u)] is connected. Furthermore, k ≤ 5 and
(1) if k = 4, then [Γ (u)] is one of the eight graphs in [11, Corollarly 1.2],
(2) if k = 5, then [Γ (u)] is either the Schla¨fli graph or its complement.
Remark 1 The graphs in (v) (1)-(2) of Theorem 1.3 have been determined in [14].
We would like to propose the following problem.
Problem Classify the graphs in (v) of Theorem 1.3.
One of the basic strategies in the study of symmetry in graphs is to study the normal
quotients of graphs. Let Γ be a vertex-transitive graph, and let G ≤ Aut (Γ ) be vertex-
transitive on Γ . Let N be a non-trivial normal subgroup of G which is intransitive on
V (Γ ). The quotient graph ΓN is defined as the graph with vertices being the N -orbits on
V (Γ ) such that any two different vertices B,C ∈ V (ΓN) are adjacent if and only if there
exist u ∈ B and v ∈ C which are adjacent in Γ . The original graph Γ is said to be a cover
of ΓN if Γ and ΓN have the same valency.
The method of taking normal quotients has been very successful in investigating various
families of graphs, for example, s-arc transitive graphs [38, 39] and locally s-arc-transitive
graphs [25], where s ≥ 2. Finite 2-arc-transitive graphs form a subclass of 3-CH graphs,
which is closed under taking normal quotients. The following theorem shows that the class
of finite 3-CH graphs of girth 3 is also closed under taking normal quotients.
Theorem 1.4 Suppose that Γ is a (G, 3)-CH graph, which is not complete multipartite.
Let N be a normal subgroup of G which is intransitive on V (Γ ). Then either ΓN = K2
and Γ is (G, 2)-arc-transitive, or
(i) ΓN is (G/N, 3)-CH, and
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(ii) Γ is a cover of the quotient graph ΓN .
Remark 2 Theorem 1.4 is not true for (G, k)-CH graph with k ≥ 4. For example, it is
easy to show that the 4-cube Q4 is 4-CH, and the halved 4-cube
1
2
Q4 is not 4-CH. However,
Q4 is a cover of
1
2
Q4.
A transitive permutation group G on a set Ω is said to be quasiprimitive if every non-
trivial normal subgroup of G acts transitively on Ω . In Theorem 1.4, if we choose N to
be maximal by inclusion subject to being intransitive on V (Γ ), then G/N is quasiprimi-
tive on V (ΓN ) in addition to ΓN being (G/N, 3)-CH. Therefore, it is natural to consider
the (G, 3)-CH graphs such that G is quasiprimitive on V (Γ ). The following theorem
determines the possibilities for the type of G.
Theorem 1.5 Suppose that Γ = (V,E) is a (G, 3)-CH graph which is neither complete
nor complete multipartite, and G is quasiprimitive on V . Then G is of type HA, AS, PA,
or TW.
Several examples of (G, 3)-CH graphs such that G is quasiprimitive of type HA, AS
and PA are given in Section 8. For quasiprimitive type TW in Theorem 1.5 we still do
not know if they occur or not.
2 Preliminaries
All groups considered in this paper are finite, and all graphs are finite, connected, sim-
ple and undirected, unless explicitly stated. For the group-theoretic and graph-theoretic
terminology not defined here we refer the reader to [4, 43].
For a positive integer n, the expression Zn denotes the cyclic group of order n, D2n
denotes the dihedral group of order 2n, An, Sn denote the alternating group and symmetric
group of degree n, respectively.
Let Γ = (V,E) be a graph with vertex set V and edge set E. An arc is an ordered
pair of adjacent vertices, and an edge {u, v} corresponds to arcs (u, v) and (v, u). For any
subset B of V , the subgraph of Γ induced on B will be denoted by Γ [B], and when no
confusion arises, it is simply written as [B]. If u, v ∈ V , then d(u, v) denotes the distance
between u and v in Γ . The diameter d of Γ is the maximal distance between two vertices
in Γ . We shall assume that d ≥ 1. For a vertex v, we write Γi(v) = {u | d(u, v) = i} for
1 ≤ i ≤ d; and Γ1(v) is simply denoted by Γ (v), which is the neighbourhood of v.
Let G be a permutation group on a finite set Ω . Let ∆ be a subset of Ω . Denote by
G∆ and G(∆) the subgroups of G fixing ∆ setwise and pointwise, respectively. Let G
∆
represent the permutation group on ∆ induced by G. Then G∆ ∼= G∆/G(∆). The group
G is semiregular on Ω if the only element fixing a point in Ω is the identity element of G.
We say that G is regular on Ω if it is both transitive and semiregular on Ω .
Let G be a finite group and let g ∈ G. Let ρg and σg be the permutations of G defined
by ρg : x 7→ xg and σg : x 7→ g
−1xg for x ∈ G. The right regular representation of G is
the subgroup of Sym(G) defined by GR := {ρg | g ∈ G}. The map σg is called an inner
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automorphism of G induced by g, and the set of all σg, denoted by Inn(G), is called the
inner automorphism group of G. Denote by Aut (G) the automorphism group of G.
Given a finite group H and a subset S of H which does not contain the identity 1
of H , the Cayley graph Cay (H,S) on H with respect to S is defined to be the graph
with vertex set H and edge set {{g, sg} | g ∈ H, s ∈ S}. By the definition, we have the
following basic properties, where Γ = Cay (H,S):
(i) Γ is undirected if and only if S is self-inverse, namely, g ∈ S if and only if g−1 ∈ S;
(ii) a Cayley graph Γ is connected if and only if S generates H ;
(iii) the right multiplications of elements of H form a subgroup of AutΓ which is vertex-
transitive on Γ ; in particular, Cayley graphs are vertex-transitive.
There is a criterion to determine a graph to be a Cayley.
Lemma 2.1 ([3, Proposition 16.3]) A graph Γ = (V,E) is a Cayley graph of a group H
if and only if AutΓ contains a subgroup which is isomorphic to H and regular on V .
For a Cayley graph Γ = Cay (H,S), let
Aut (H,S) = {α ∈ Aut (H) | Sα = S}.
It is easily shown that each element of Aut (H,S) induces an automorphism of Γ , and
normalises HR. Moreover, we have the following lemma due to Godsil.
Lemma 2.2 ([23, 44]) The normaliser NA(HR) = HR : Aut (H,S).
Let G be a group acting transitively on a finite set Ω . A nonempty subset ∆ of Ω is
called a block for G if for each g ∈ G, either ∆g = ∆ or ∆g ∩∆ = ∅. We call {∆g | g ∈ G}
a block system for G. Then G is said to be primitive if the only blocks for G are the
singleton subsets or the whole of Ω . It is well-known that the orbits of a normal subgroup
of G form block system for G. If each nontrivial normal subgroup of G is transitive on Ω ,
then G is said to be quasiprimitive.
We now introduce a characterisation of primitivity. Consider the natural action of G
on the cartesian product Ω ×Ω . The orbits of G on this set are called the orbitals of G on
Ω . The orbital ∆1 = {(u, u) | u ∈ Ω} is called the diagonal orbital and all other orbitals
are said to be non-trivial. For each orbital ∆, there is an orbital, denoted by ∆∗, so that
(u, v) ∈ ∆∗ if and only if (v, u) ∈ ∆. An orbital is self-paired if ∆∗ = ∆. For each orbital
∆ of G, the digraph Graph(∆) is a digraph with vertex set Ω and edge set ∆. It is easy
to see that ∆ is self-paired if and only if Graph(∆) is a graph. By [16, Theorem 3.2A],
G is primitive on Ω if and only if Graph(∆) is connected for each non-trivial orbital ∆.
For each orbital ∆ of G and each u ∈ Ω , define ∆(u) = {v ∈ Ω | (u, v) ∈ ∆}. Then the
mapping ∆ 7→ ∆(u) is a bijection from the set of orbitals of G onto the set of orbits of
Gu. In particular, the number of orbitals of G is equal to the number of orbits of Gu; this
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number is called the rank of G. An orbit of Gu for any u ∈ Ω is called a suborbit of G,
and if ∆ and ∆∗ are paired orbitals, then ∆(u) and ∆∗(u) are called paired suborbits.
Praeger [39] generalised the O’Nan-Scott theorem for primitive groups to quasiprim-
itive groups and showed that a finite quasiprimitive group is one of the following eight
types. We shall describe these eight types along the lines of that in [40].
Let G be a quasiprimitive permutation group on a finite set Ω . The socle of G, denoted
by soc(G), is the product of all minimal normal subgroups of G. Then G has at most two
minimal normal subgroups, and soc(G) ∼= T1 × · · · × Td = T
d, where T1 ∼= · · · ∼= Td ∼= T
with T a simple group.
HA (holomorph affine): soc(G) is an abelian minimal normal subgroup, and T = Zp for
some prime p, and
N ⊳G ≤ N ⋊ Aut (N) ∼= Zdp ⋊GL(d, p) = AGL(d, p).
In this case, Gα is an irreducible subgroup of GL(d, p).
HS (holomorph simple): soc(G) = M × N , where M ∼= N ∼= T and M,N are minimal
normal subgroups. In this case, we have T × T ≤ G ≤ T ⋊Aut (T ).
HC (holomorph compound): soc(G) = M ×N , where M ∼= N ∼= T ℓ(ℓ > 1) and M,N are
minimal normal subgroups. In this case, we have N ×N ≤ G ≤ N ⋊ Aut (N).
AS (almost simple): soc(G) = T is nonabelian simple and T ≤ G ≤ Aut (T ).
The remaining case is where soc(G) = T1 × · · · × Td = T
d(d > 1) is a nonabelian
minimal normal subgroup of G. Then
N = soc(G) ≤ G ≤ Aut (N) ∼= Aut (T ) ≀ Sd,
Gα acts transitively by conjugation on {T1, · · · , Td}. We first note that, since N = soc(G)
is minimal normal, G acts by conjugation transitively on {T1, · · · , Td}, and Nα E Gα.
Further, Gα/Nα is isomorphic to a transitive subgroup of Out(T ) ≀ Sd.
There are four possibilities for Nα. Accordingly, there are four different types of prim-
itive permutation groups.
PA (product action): N = soc(G) has no normal subgroup which is regular on Ω .
TW (twisted wreath product): N = soc(G) is minimal normal in G and regular on Ω , and
Gα ≤ Out(T ) ≀ Sd.
SD (simple diagonal): N = soc(G) is not regular on Ω and has a normal subgroup which
is regular on Ω , and Nα ∼= T .
This type can be described as follows (we shall use this in Lemma 7.3): Let Ti :=
{(1, . . . , 1,
i
t, 1, . . . , 1) | t ∈ T} with 1 ≤ i ≤ k. Set Ω := T1 × · · · × Tk−1, and let
W := {(α1, . . . , αk)σ | αi ∈ Aut (T ), σ ∈ Sk, αiInn(T ) = αjInn(T ), 1 ≤ i, j ≤ k}.
The action of W on Ω is defined by
(α1, . . . , αk) : (t1, . . . , tk−1, 1) 7→ (α
−1
k t1α1, . . . , α
−1
k tk−1αk−1, 1), and
σ : (t1, . . . , tk−1, tk) 7→ (t
−1
kσ−1
t1σ−1 , . . . , t
−1
kσ−1
t(k−1)σ−1 , 1), where tk = 1.
6
Then Wα = {(g, . . . , g)σ | g ∈ Aut (T ), σ ∈ Sk} = A × Sk, where A = {(a, . . . , a) | a ∈
Aut (T )}.
A quasiprimitive group G of type SD is a subgroup of W such that N = soc(W ) ≤ G
and G acts transitively by conjugation on the simple director factors of N .
CD (compound diagonal): N = soc(G) is not regular on Ω and has a normal subgroup L
which is regular on Ω . If L ∼= Tm(m ≤ d− 2), then Nα ∼= T
d−m.
This type can be described as follows (we shall use this in Lemma 7.2): Let H be a
quasiprimitive group of type SD on the set ∆ with a unique minimal normal subgroup
T ℓ (ℓ ≥ 2). For a positive integer d divisible by ℓ such that d/ℓ ≥ 2, if G satisfies
N = T d ≤ G ≤ H ≀ Sd/ℓ, then G acts on the set Ω = ∆
d/ℓ with the product action of
the wreath product. This action is quasiprimitive if and only if G acts transitively by
conjugation on the set of simple direct factors of N . If G is quasiprimitive on Ω , then N
is the unique minimal normal subgroup of G.
Note that soc(G) = N and Ω = ∆d/ℓ with ∆ = T1 × · · · × Tℓ−1.
3 Local structure of k-CH graphs
In this section, we study the local structure of k-CH graphs. In particular, we shall prove
Proposition 1.2 and Theorem 1.3. The following lemma is equivalent to Proposition 1.2.
Lemma 3.1 Let Γ = (V,E) be a connected G-vertex-transitive graph of girth 3 which is
a non-complete graph. Then Γ is (G, 3)-CH if and only if the vertex stabiliser Gv induces
a transitive permutation group on Γ (v) of rank 3.
Proof Take an edge {u, v}. As Γ is of girth 3, we have Γ (u) ∩ Γ (v) 6= ∅. Since Γ is
non-complete, the induced subgraph [Γ (v)] is not a complete graph. Thus some vertices
in Γ (v) are not adjacent to u. It implies that Gv is not 2-transitive on Γ (v).
Suppose that Γ is (G, 3)-CH. Then Γ is G-arc-transitive, and so G
Γ (v)
v is transitive on
Γ (v). Let (u1, w1) and (u2, w2) be two arcs of the subgraph [Γ (v)]. Then (u1, v, w1) and
(u2, v, w2) form two triangles, and there is an isomorphism between them which maps the
triple (u1, v, w1) to the triple (u2, v, w2). Since Γ is (G, 3)-CH, there exists an automor-
phism σ ∈ G such that
(u1, v, w1)
σ = (u2, v, w2).
Then σ ∈ Gv and maps (u1, w1) to (u2, w2), and so Gv is arc-transitive on [Γ (v)]. Assume
now that (u1, w1) and (u2, w2) are two non-adjacent pairs of vertices of the subgraph [Γ (v)].
Then (u1, v, w1) and (u2, v, w2) form two 2-geodesics, and similarly, Gv is transitive on the
set of non-adjacent pairs of vertices of [Γ (v)]. Thus G
Γ (v)
v has exactly two non-trivial
suborbits on Γ (v)× Γ (v), and hence G
Γ (v)
v is of rank 3.
Conversely, suppose that G
Γ (v)
v is transitive on Γ (v) with rank 3. Then Γ is G-arc-
transitive, and Gv is transitive on the set of arcs, and also on the set of non-adjacent pairs
of vertices in the subgraph [Γ (v)]. Let Σ1 and Σ2 be two induced subgraphs of order 3
which are connected and isomorphic, and let σ be an isomorphism between Σ1 and Σ2.
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Then Σi is a 2-geodesic or a triangle, where i = 1 or 2, and hence Σi contains a 2-arc
(ui, vi, wi) such that (u1, v1, w1)
σ = (u2, v2, w2). Since G is transitive on the vertices, we
may assume that v1 = v2 = v. Since Σ1 ∼= Σ2, the pair u1, w1 are adjacent if and only if
the pair u2, w2 are adjacent. There exists an element g ∈ Gv such that (u1, w1)
g = (u2, w2)
as Gv has exactly two non-trivial orbits on Γ (u). So Γ is (G, 3)-CH. 
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3: Let Γ = (V,E) be a connected (G, k)-CH graph with k ≥ 3.
Assume that Γ is neither a complete graph nor a complete multipartite graph, and assume
further that Γ is of girth 3. Let u ∈ V be a vertex. Obviously, [Γ (u)] is (G, k − 1)-
homogeneous. By Lemma 3.1, the permutation group G
Γ (u)
u is of rank 3. Thus all arcs of
[Γ (u)] are equivalent under Gu, and all pairs of non-adjacent vertices are equivalent under
Gu.
Assume first that the induced subgraph [Γ (u)] is connected. Suppose that G
Γ (u)
u is
imprimitive. Let B = {B1, B2, . . . , Br} be a non-trivial block system of G
Γ (u)
u . Then there
is no edge lying inside a block Bi. It implies that for any two distinct blocks Bi and Bj,
the induced subgraph [Bi ∪ Bj ] = Kℓ,ℓ, a complete bipartite graph, where ℓ = |Bi|. Thus
the graph [Γ (u)] = Kr[ℓ], a complete multipartite graph, and the valency of Γ equals rℓ.
For any v ∈ Γ (u), considering the neighbourhood Γ (v) shows that the induced subgraph
[Γ (v)] = Kr[ℓ]. It follows from [22, Lemma 7] that Γ = K(r+1)[ℓ], which is a contradiction.
Therefore, G
Γ (u)
u is primitive, as in part (v) of Theorem 1.3. Recall that [Γ (u)] is (G, k−1)-
homogeneous. If k = 4 or 5, then we obtain part (v)(1)-(2) of Theorem 1.3 from [7, 11]. If
k = 6, then by [9] [Γ (u)] is homogeneous, and by [21], [Γ (u)] is isomorphic to a complete
multipartite graph, a cycle C5 of length 5 or the line graph L(K3,3) of complete bipartite
graph K3,3. If [Γ (u)] is a complete multipartite graph, then by [22, Lemma 7], Γ would be
a complete multipartite graph, a contradiction. If [Γ (u)] ∼= C5, then [22, Lemma 9] implies
that Γ is isomorphic to icosahedron, and if [Γ (u)] ∼= L(K3,3), then by [22, Lemma 10], we
have Γ ∼= (2 · K10)4 which is a twofolded antipodal cover of K10 with intersection array
{9, 4, 1; 1, 4, 9}. However, both the icosahedron and (2 · K10)4 contain a subgraph of the
following form: with u′2 ∈ Γ2(u0) \ Γ (u1) and u3 ∈ Γ3(u0). So no element of Gu0u1u2
t t t t
t
u0 u1 u2 u3
u′2
interchanges u3 and u
′
2. Thus, Γ is not 4-CH, a contradiction.
Next assume that [Γ (u)] is disconnected. Let C1, . . . , Cr be the connected components.
Suppose that C1 is not a complete graph. Then there exist two vertices u, v of C1 which
are not adjacent. Let w be a vertex of C2. Since G
Γ (u)
u is of rank 3, (u, v) and (u, w) are
equivalent under Gu, which is a contradiction. Therefore, C1 is a complete graph, and so
is each Ci. Hence [Γ (u)] = rKℓ, as in part (iv). 
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4 Normal quotients
The class of 2-arc-transitive graphs is closed under taking normal quotient by [39]. In this
section we prove that the class of 3-CH graphs is closed under taking normal quotient,
which proves Theorem 1.4.
Lemma 4.1 Let Γ = (V,E) be a connected (G, 3)-CH graph which is not a complete
multipartite graph. Let N ⊳G have at least three orbits on V . Then
(i) N is semiregular on V , and
(ii) Gv acting on Γ (v) is permutationally isomorphic to G
ΓN (v)
v , where G = G/N , and v
is the vertex of ΓN corresponding to v, and
(iii) ΓN is (G/N, 3)-CH.
Proof Let VN be the set of N -orbits on V , and let K be the kernel of G acting on VN .
Then K ⊳ G, G/K is a subgroup of AutΓN , and ΓN = ΓK is G/K-arc-transitive. The
valency of ΓN is larger than 1. Since Γ is G-arc-transitive, it implies that there is no edge
lying inside a block vN , where v ∈ V .
Let {u, v} be an edge of Γ . Since the orbit vN is a block of G, the intersection vN∩Γ (u)
is a block of Gu acting on Γ (u). Suppose that |v
N ∩Γ (u)| ≥ 2. Let w ∈ (vN ∩Γ (u))\{v}.
Since no edge lies in the same orbit of N , the vertices v and w are not adjacent, and
(v, u, w) is a 2-geodesic. Since ΓN has valency at least 2, there exist vertices which are
in Γ (u) but not in vN . Let w′ ∈ Γ (u) \ vN . If v, w′ are not adjacent, then (v, u, w′) is
a 2-geodesic, and so there is g ∈ G such that (v, u, w)g = (v, u, w′) as Γ is (G, 3)-CH,
which contradicts that vN ∩ Γ (u) is a block of Gu. Hence v, w
′ are adjacent, and so v
is adjacent to all vertices of Γ (u) \ vN . It implies that the induced subgraph [Γ (u)] is a
complete multipartite graph. It then follows that Γ itself is a complete multipartite graph,
which is a contradiction. Therefore, |vN ∩ Γ (u)| = 1, namely, the orbit vN intersects the
neighbourhood Γ (u) at the single vertex v. So the quotient graph ΓN and the original
graph Γ have the same valency, and hence Γ is a cover of ΓN . In particular, K = N is
semiregular on V , and Nv = 1.
To complete the proof, we need to prove that ΓN is (G/N, 3)-CH. As mentioned above,
the factor group G/N is arc-transitive on the quotient graph ΓN . For convenience, write
G = G/N , g = gN ∈ G for any element g ∈ G, Σ = ΓN , and for v ∈ V , the vertex v
N of
Σ is denoted by v. Then the neighbourhood Σ(v) = {w | w ∈ Γ (v)}, and the stabiliser
Gv = GvN/N ∼= Gv. Let φ be the isomorphism between Gv and Gv defined by
φ : g 7→ g, where g ∈ Gv.
Label vertices of Γ (v) as {w1, w2, . . . , wk}. Then for any wi, wj ∈ Γ (v) and any g ∈ Gv,
we have
wgi = wj ⇐⇒ w
g
i = (w
N
i )
gN = wgg
−1NgN
i = (w
g
i )
g−1NgN = wNj = wj.
9
Hence Gv acting on Σ(v) is permutationally isomorphic to Gv acting on Γ (v). Since G
Γ (v)
v
is of rank 3, G
Σ(v)
v is also of rank 3. Therefore, by Theorem 1.3, Σ is (G, 3)-CH, completing
the proof. 
5 Normal Cayley graphs
In this section, we investigate the (G, 3)-CH normal Cayley graphs.
Lemma 5.1 Suppose that Γ = Cay (H,S) is a Cayley graph over a group H such that
Γ is (G, 3)-CH and HR E G. Let u be the vertex corresponding to the identity of H.
Then Gu ≤ Aut (H,S) and there exists an integer m such that o(a) = m for each a ∈
S2 \ (S ∪ {u}). Furthermore, one of the following holds.
(1) S = {s1, s
−1
1 , . . . , sr, s
−1
r } where the si are of order 3 and r ≥ 2, [S]
∼= rK2,
Gu ≤ Z2 ≀Sr and is 2-transitive on the set {〈s1〉, 〈s2〉, . . . , 〈sr〉}, and Gus1 is transitive
on {s2, s
−1
2 , . . . , sr, s
−1
r };
(2) S consists of involutions, and either H is an elementary abelian 2-group, or for any
s, s′ ∈ S, the product ss′ lies in S if and only if ss′ = s′s.
(i) [S] ∼= rK2n−1 for some positive integer n, and Gu ≤ S2n−1 ≀ Sr.
(ii) [S] is connected and of girth 3, and Gu is primitive on S of rank 3.
Furthermore, if SH = S and S consists of involutions, then either H is a 2-group, or m
is odd.
Proof Since Γ is a (G, 3)-CH graph, the stabiliser Gu acts transitively on S = Γ (u) and
Γ2(u). Thus the elements of Γ (u) are of the same order, and so are the elements of Γ2(u).
Take an element s ∈ S.
Suppose that the induced subgraph [S] = [Γ (u)] is connected. By Theorem 1.3, Gu is
primitive on Γ (u), and G
Γ (u)
u is of rank 3. It implies that the elements of S are involutions,
as in part (2)(ii).
Next suppose that [S] is disconnected. By Theorem 1.3, the subgraph [S] = rKℓ for
some integers r, ℓ ≥ 2. Since Γ is (G, 3)-CH, Γ is (G, 2)-geodesic transitive. By [15,
Theorem 1.2], for any element s ∈ S, we have 〈s〉 \ {1} ⊂ S, namely, every non-identity
power si belongs to S. Let ∆ ⊂ S be such that s ∈ ∆ and [∆] = Kℓ. Then |∆| ≥ o(s)−1.
As Γ is (G, 3)-CH, the stabiliser Gus is transitive on ∆ \ {s}. Since Gus fixes s
i for any
integer i, we conclude that either o(s) = 2, or o(s) = 3 and ∆ \ {s} = {s−1}.
Assume that s is not an involution. Then o(s) = 3, [∆] = K2, and [S] = rK2.
Thus S = {s1, s
−1
1 , s2, s
−1
2 , . . . , sr, s
−1
r } such that {si, s
−1
i } is a block of Gu acting on
Γ (u) = S. By Theorem 1.3, Gu is of rank 3, and hence Gu is 2-transitive on the set
{{s1, s
−1
1 }, {s2, s
−1
2 }, . . . , {sr, s
−1
r }}, and equivalently, Gu is 2-transitive on {〈s1〉, 〈s2〉, . . . , 〈sr〉}.
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Moreover, for any two elements s, s′ ∈ S \ {s1, s
−1
1 }, we have two 2-geodesics (s1, u, s) and
(s1, u, s
′). Since Γ is (G, 3)-CH, there exists g ∈ G such that
(s1, u, s)
g = (s1, u, s
′),
and hence g ∈ Gus1 and s
g = s′. In particular, for the 2-transitive permutation group Gu
on {〈s1〉, 〈s2〉, . . . , 〈sr〉}, the stabiliser Gus1 of s1 contains a central element s1 of order 3,
as in part (1).
Suppose now that s is an involution. Then S consists of involutions. Let m = o(s) for
some s ∈ S2 \ (S ∪ {u}). Then each element in Γ2(u) = S
2 \ (S ∪ {u}) has order m. If
m = 2, then the product s1s2 of any elements s1, s2 ∈ S is of order 2, and so s1s2 = s2s1.
It follows that H = 〈S〉 is an elementary abelian 2-group.
Let m > 2 and take s1, s2 ∈ S. If s1s2 = s2s1, then the order o(s1s2) = 2, and so
s1s2 ∈ S, and the vertices s1, s2 are adjacent. Conversely, if s1s2 ∈ S (or equivalently s1, s2
are adjacent), then s1s2 is an involution, and hence s1s2 = s2s1. Consequently, s1s2 ∈ S
if and only if s1s2 = s2s1. Since [S] ∼= rKℓ for some integers r, ℓ > 1, we have S =
⋃r
i=1Ωi
such that [Ωi] ∼= Kℓ. The argument above shows that 〈Ω1〉 ∼= Zn2 with ℓ = 2
n − 1, as in
part (2)(i).
Finally, suppose that SH = S and S consists of involutions of H . Then S is a union of
full conjugacy classes of involutions of H , that is, S =
⋃k
i=1Ci, where Ci is a conjugacy
class of H . Let s1, s2 ∈ S, and let m = o(s1s2). Suppose thatm is even. Then o((s1s2)
2) <
o(s1s2). Since S
H = S, one has s2s1s2 ∈ S, and so (s1s2)
2 = s1(s2s1s2) ∈ S
2. Since the
order o((s1s2)
2) is less than m = o(s1s2), it follows that s1(s2s1s2) ∈ S ∪ {1}. It implies
that o(s1s2) = 2 or 4, and so the subgroup 〈s1, s2〉 is of oder 4 or 8, respectively. Recall a
result of Baer and Suzuki (see, for example, [24, Theorem 2.66]) which states that if any
two elements of a conjugacy class C of a finite group generate a p-group with p prime,
then all elements of C are contained in a p-group. We conclude that 〈Ci〉 is a 2-group for
all i. Since 〈Ci〉 EH and Γ is connected, one has H = 〈S〉 =
∏k
i=1〈Ci〉. Therefore, H is
a 2-group. 
6 A property of 2-transitive permutation groups
We begin by restating some well-known or easily proven results about the finite 2-transitive
permutation groups, the first of which is the Burnside Theorem, see, [8, p.202] or [10,
Proposition 5.2].
Proposition 6.1 A 2-transitive group has a unique minimal normal subgroup, which is
elementary abelian or simple.
There are seven infinite families of and ten sporadic examples of finite 2-transitive
groups. We list in Table 1 the non-abelian simple groups T which can occur as minimal
normal subgroups of 2-transitive groups of degree n ([10, p.8]).
In the remainder of this section, we always suppose that G is an almost simple 2-
transitive permutation group on a finite set Ω and its socle is T = soc(G). By [10, 13],
we have the following result.
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T point stabilizer in T degree remark
An(n ≥ 5) An−1 n
PSL(d, q)(d ≥ 2) qd−1 : GL(d− 1, q)/Z(q−1,d) qd − 1/q − 1 (d, q) 6= (2, 2), (2, 3)
PSU(3, q) [q3] : Zq2−1/(3,q+1) q3 + 1 q > 2
2B2(q) [q
2] : Zq−1 q2 + 1 q = 22a+1 > 2
2G2(q) [q
3] : Zq−1 q3 + 1 q = 32a+1 > 3
PSp(2d, 2) GO+(2d, 2) 22d−1 + 2d−1 d > 2
PSp(2d, 2) GO−(2d, 2) 22d−1 − 2d−1 d > 2
PSL(2, 11) A5 11
PSL(2, 8) D18 28
A7 PSL(2, 7) 15
M11 M10 11 M10 = A6 · Z2
M11 PSL(2, 11) 12
M12 M11 12
M22 PSL(3, 4) 22
M23 M22 23
M24 M23 24
HS PSU(3, 5) : Z2 176
Co3 McL : Z2 276
Table 1: Almost simple 2-transitive groups
Corollary 6.2 The centre of the point-stabiliser of T is trivial, and if T 6= PSL(2, 8),
then T is also 2-transitive on Ω, and if T ∼= PSL(2, 8), then T is primitive on Ω and
G = PΓL(2, 8) ∼= 2G2(3).
The following theorem is the main result of this section.
Theorem 6.3 Take α ∈ Ω, and suppose that Gα acts 2-transitively on a finite set ∆ and
Tα is transitive on ∆. Suppose further that G
∆
α is quasiprimitive and rank 3 and that there
exists δ ∈ ∆ such that the stabiliser (Tα)δ centralises a non-identity element t ∈ T . Then
t ∈ (Tα)δ and (T, Tα, (Tα)δ) lies in Table 2.
We shall prove this theorem by the following lemmas. We first fix some notations that
will be used in the proof. For a group P , we write P ∗ = P \{1P}, where 1P is the identity
element of P , and denote by Z(P ), P ′ and Φ(P ) the centre, the derived subgroup and the
Frattini subgroup of P , respectively. Use K to represent the kernel of Gα acting on ∆.
We first give two easily proven lemma.
Lemma 6.4 Gα ≤ Tα.Out(T ), and |∆| − 1 divides |Tαδ/K ∩ Tαδ| · |Out(T )|.
Proof Note that G ≤ T.Out(T ) and G = TGα. It follows that Gα/Tα ∼= G/T ≤ Out(T ).
Since Tα is transitive on ∆, one has Gα = TαGαδ, and so Gαδ/Tαδ ∼= Gα/Tα. As Gα is
2-transitive on ∆, it implies that |∆| − 1 divides |Gαδ/K|. Note that Gαδ = Tαδ.L with
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No.T Tα Tαδ t ∈ Remark
1 A5 A4 Z3 Tαδ
2 A5 A4 Z2 × Z2 Tαδ
3 PSL(2, 8) D18 Z9 Tαδ
4 PSL(2, q) q : Zk Zk Tαδ k = (q − 1)/(2, q − 1)
5 PSL(d, q) qd−1 : GL(d− 1, q)/ZkGL(d− 1, q)/Zk Z(Tαδ) d ≥ 3, k = (d, q − 1)
6 PSL(d, q) qd−1 : GL(d− 1, q) [q2d−3] : GL(d− 2, q)qd−1 d ≥ 3, (q − 1) | d
7 PSU(3, q) [q3] : Z(q2−1)/(3,q+1) [q] : Z(q2−1)/(3,q+1) Z(q+1)/(3,q+1) o(t) | q + 1
8 PSU(3, 4) [43] : Z15 [43] : Z5 Z([43])
9 PSU(3, 8) [83] : Z21 [83] : Z3 Z([83])
10 PSU(3, 32)[323] : Z341 [323] : Z11 Z([313])
Table 2:
L ≤ Out(T ). So, |Gαδ/K| =
|Tαδ||L|
|K|
which divides |Tαδ/K ∩ Tαδ| · |Out(T )|. Thus, |∆| − 1
divides |Tαδ/K ∩ Tαδ| · |Out(T )|. 
Lemma 6.5 If Tα ∩K 6= 1, then t ∈ Tα.
Proof Clearly, Tα ∩K ≤ Tαδ, so Tα ∩K is normal in 〈t, Tα〉. If Tα ∩K 6= 1, then since
Tα is maximal in T by Corollary 6.2, one has t ∈ Tα. 
The next lemma excludes the case where Tα is almost simple.
Lemma 6.6 Tα is not almost simple.
Proof Suppose to the contrary that Tα is almost simple. If Tα is not faithful on ∆, then
by Table 1, we have Tα = GO
±(2d, 2),PSU(3, 5) : Z2 or M10. Then Tα ∩ K = soc(Tα),
and by Lemma 6.5, we have t ∈ Tα. So, t centralises Tαδ = soc(Tα). This is impossible.
Thus, Tα acts faithfully on ∆, and so soc(Tα) ∼= soc(Gα/K). By Corollary 6.2, soc(Tα) is
also 2-transitive on ∆. Inspecting the groups in Table 1, we have the following possible
candidates for the pair (T, Tα):
(An, An−1)(n ≥ 6), (PSp(6, 2),GO
+(6, 2)), (PSL(2, 11), A5), (A7,PSL(2, 7)),
(M11,M10), (M11,PSL(2, 11)), (M12,M11), (M22,PSL(3, 4)),
(M23,M22), (M24,M23), (HS,PSU(3, 5) : Z2).
If (T, Tα) = (An, An−1)(n ≥ 6), then either Tαδ = An−2, or (Tα, Tαδ) is one of the
following:
(A5, D10), (A6, 3
2 : Z4), (A7,PSL(2, 7)), (A8, 2
3 : PSL(3, 2)).
It is easy to see in all cases we have CT (Tαδ) = 1, a contradiction. Similarly, for all other
pairs (T, Tα), by [12], we have CT ((soc(Tα))δ) = 1, forcing t = 1, a contradiction. 
Now, we consider the case where Tα is soluble.
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Lemma 6.7 If Tα is soluble, then No. 1-4, and No. 7-10 of Table 2 hold.
Proof By Lemma 6.4, Gα is soluble, and so soc(Gα/K) ≤ TαK/K and is elementary
abelian. By Table 1, we have the following possible candidates for (T, Tα):
(A5, A4), (PSL(2, q), q : Zq−1/(q−1,2)), (PSU(3, q), [q3] : Zq2−1/(3,q+1)),
(2B2(q), [q
2] : Zq−1), (2G2(q), [q3] : Zq−1), (PSL(2, 8), D18).
Let (T, Tα) = (A5, A4). If Tα∩K = 1, then the unique minimal normal subgroup of Tα
is regular on ∆, and hence Tαδ ∼= Z3. As Tαδ is self-centralising in T , one has t ∈ Tαδ, as
in No. 1 of Table 2. If Tα ∩K 6= 1, then Tαδ = Tα ∩K ∼= Z22 and TαK/K ∼= Z3 is regular
on ∆. So, t ∈ Tαδ ∼= Z22, as in No. 2 of Table 2.
Let (T, Tα) = (PSL(2, 8), D18). Since Tα E Gα, the unique cyclic subgroup of Tα of
order 9 is normal in Gα. Considering the 2-transitivity of Gα on ∆ shows that Tα∩K 6= 1.
By Lemma 6.5, we have t ∈ Tα, and since Tα ∼= D18 and t centralises Tαδ, one has
Tαδ = Tα ∩K ∼= Z9 and t ∈ Tαδ, as in No. 3 of Table 2.
Let (T, Tα) = (PSL(2, q),Zrp : Z(q−1)/k), where q = p
r, k = (q− 1, 2) and q 6= 2, 3. Note
that Tα is a Frobenius group. If Tα ∩K = 1, then Tαδ = Z(q−1)/k and CT (Tαδ) = Tαδ. So,
t ∈ Tαδ, as in No. 4 of Table 2. If Tα ∩K 6= 1, then Zrp ≤ K. It follows that TαK/K is
cyclic and hence regular on ∆. Thus, soc(Gα/K) = TαK/K ∼= Zℓ for some prime ℓ. By
Lemma 6.5, we have t ∈ Tα. Since t centralises Zrp and since Tα is a Frobenius group, it
follows that Tαδ = Tα ∩ K = Zrp, and so t ∈ Z
r
p and Z(q−1)/k ∼= Zℓ. Since ℓ is prime, we
have either ℓ = 2r − 1 or (3r − 1)/2. By Lemma 6.4, we have |∆| − 1 = ℓ − 1 divides
|Out(T )|. If ℓ = (3r − 1)/2, then |Out(T )| = 2r, and so (3r−1 + · · · + 3) | 2r. This is
impossible. If ℓ = 2r − 1, then |Out(T )| = r and so (2r − 2) | r. It follows that r = 2 and
T = PSL(2, 4) ∼= A5. Again, we have No. 2 of Table 2.
Let (T, Tα) = (PSU(3, q), [q
3] : Z(q2−1)/d), where d = (q + 1, 3) and q = pr for some
prime p and integer r. Set P = [q3] and Q = Z(q2−1)/d so that Tα = P : Q. Then Tα has
the following properties (see Sec. 1 of [37]): (1) Z(P ) = P ′ = Φ(P ) has order q; (2) Q acts,
by conugation, faithfully and semiregularly on (P/Z(P ))∗ and irreducibly on P/Z(P ); (3)
Let Z = Z(P ). Then CQ(Z) = CQ(z) ∼= Z(q+1)/d for any 1 6= z ∈ Z, and Q/CQ(Z) acts
regularly by conugation on Z∗.
Notice that Z is characteristic in Tα and so normal in Gα because TαEGα. If Z  K,
then ZK/K is regular on ∆, and so Z is transitive on ∆. Consequently, we have P =
ZPδ = Pδ since Z = Φ(P ), a contradiction. Thus, Z ≤ K. By Lemma 6.5, we have
t ∈ Tα. Since t centralises Tαδ, it also centralises Z because Z ≤ K ∩ Tαδ.
If P  K, then since P ′ = Z ≤ K, PK/K is abelian and so regular on ∆. Since Q
acts irreducibly on (P/Z)∗, one has P ∩ K = Z and so |∆| = q2. So, we may assume
Tαδ = Z : Q. Then t centralises Q, and since CTα(Q) = Q, one has t ∈ Q. Since t
centralises Z, one has t ∈ CQ(Z). This is No. 7 of Table 2.
If P ≤ K, then P ≤ Tαδ, and so t centralises P . It follows that t ∈ P , and then
t ∈ Z(Tαδ). Furthermore, TαK/K = QPK/K = QK/K. Since Q is cyclic, one has
QK/K = soc(Gα/K) ∼= Zℓ for some prime ℓ. It follows that Tα ∩ K = Tαδ which is
maximal in Tα. Since the centre of Tα is trivial, one has Tαδ = CTα(t), and so CQ(t) =
Q ∩ Tαδ = Q ∩ K. By the above property (3), we have CQ(t) = CQ(Z). Then Zq−1 ∼=
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Q/CQ(Z) = Q/CQ(t) ∼= QK/K ∼= Zℓ. It follows that ℓ = q − 1, and since ℓ is prime, one
has q = 2r. By Lemma 6.4, we have ℓ − 1 | |Out(PSU(3, q))|, namely, 2r − 2 | 2dr. This
implies that T = PSU(3, q) with q = 4, 8, or 32, as in No. 8-10 of Table 2.
Let (T, Tα) = (
2B2(q), [q
2] : Zq−1), where q = 22n+1 > 2. For convenience, we let
Tα = P : Q, where P = [q
2] and Q ∼= Zq−1. Then P has the following properties (see [42]
or [18, Lemma 3.2]): (1) Tα is a Frobenius group; (2) Q acts transitively and regularly by
conjugation on both Z(P )∗ and (P/Z(P ))∗; (3) Z(P ) and P/Z(P ) both are elementary
abelian group of order q, and in particular, Φ(P ) ≤ Z(P ).
Clearly, Z(P ) is characteristic in Tα. Since Tα E Gα, one has Z(P ) E Gα. If Z(P ) 
K, then Z(P )K/K is regular on ∆, and so Z(P ) is transitive on ∆. Consequently, we
have P = Z(P )Pδ = Pδ since Φ(P ) ≤ Z(P ), a contradiction. Thus, Z(P ) ≤ K. By
Lemma 6.5, we have t ∈ Tα. Then t centralises Z(P ) because Z(P ) ≤ K ∩ Tαδ. Since
Q acts transitively and regularly by conjugation on Z(P )∗, one has t ∈ P . Since Tα is
a Frobenius group, one has Tαδ ≤ CTα(t) ≤ P . If P  K, then P is transitive on ∆
and so Tα = PTαδ = P , a contradiction. Thus, P ≤ K and so Tαδ = P = Tα ∩ K.
Consequently, TαK/K = QPK/K = QK/K ∼= Q, which is cyclic and regular on ∆. So,
QK/K is the socle of Gα/K, and hence Q ∼= QK/K ∼= Zℓ for some prime ℓ. It follows
that q − 1 = 22n+1 − 1 = ℓ. By Lemma 6.4, we have ℓ − 1 | |Out(2B2(q))|, namely,
22n+1 − 2 | 2n+ 1, a contradiction.
At last, let (T, Tα) = (
2G2(q), [q
3] : Zq−1), where q = 32n+1 > 3. Set Tα = P : Q,
where P = [q3] and Q ∼= Zq−1. Then Tα has the following properties (see, for example,
[19, Lemma 2.1]): (1) Z(P ) < Φ(P ) = P ′ < P , with P ′ elementary abelian of order q2
and |Z(P )| = q; (2) Q acts regularly by conjugation on Z(P )∗; (3) Q is self-centralising in
Tα.
Clearly, P ′ is characteristic in Tα. Since Tα E Gα, one has P
′ E Gα. If P
′  K,
then P ′K/K is regular on ∆, and so P ′ is transitive on ∆. Consequently, we have P =
P ′Pδ = Pδ, a contradiction. Thus, P
′ ≤ K. By Lemma 6.5, we have t ∈ Tα. Then t
centralises P ′ because P ′ ≤ K ∩ Tαδ. Since Q acts regularly by conjugation on Z(P )
∗,
one has t ∈ P . If P ≤ K, then t centralises P and so t ∈ Z(P ). Since Q is cyclic,
TαK/K = QPK/K = QK/K is the socle of Gα/K. Then TαK/K = QK/K ∼= Zℓ for
some prime ℓ. Since t ∈ Z(P ), one has Q ∩K = 1, and so Q ∼= QK/K ∼= Zℓ. However,
q − 1 = 32n+1 − 1 is not a prime, a contradiction. Thus, P  K, and so PK/K is the
socle of Gα/K. In particular, we may assume that Q ≤ Tαδ. So, t centralises Q. This is
impossible because Q is self-centralising in Tα and t ∈ P . 
At last, we deal with the case where T = PSL(d, q)(d ≥ 3).
Lemma 6.8 If T = PSL(d, q)(d ≥ 3), then No. 6-7 of Table 2 hold.
Proof Let Fq be the field of order q, and denote by Ik the k× k identity matrix over Fq,
where 1 ≤ k ≤ d.
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Set
P = {
(
1 0
C Id−1
)
| C is a (d− 1)× 1 matrix over Fq},
H = {
(
A 0
0 B
)
| A ∈ GL(1, q), B ∈ GL(d− 1, q), det(A)det(B) = 1}.
Then P is an elementary abelian group of order qd−1, and H ∼= GL(d− 1, q). Clearly,
P ≤ SL(d, q) and |P ∩ Z(GL(d, q))| = 1. So, we may assume that P ≤ PSL(d, q). Let
Z be the subgroup of GL(d, q) consisting of scalars of determinant 1. Then Z ≤ H and
Z ∼= Z(q−1,d). Let Q = H/Z. Then Tα = PH/Z ∼= P : Q.
For any (d− 1)× 1 matrix C, write gC =
(
1 0
C In−1
)
. Set V = {C | gC ∈ P}. Then
V is an (n− 1)-dimensional vector space over Fq. Define the action of H on V by
C 7→ AB−1C, ∀C ∈ V, h =
(
A 0
0 B
)
∈ H.
It is easy to see that this action is permutation equivalent to the conjugate action of H
on P . So, we may identify P with V .
Since H ∼= GL(d− 1, q), H contains a subgroup, say L, such that L ∼= SL(d− 1, q). As
Z ∼= Z(q−1,d), one has L ∩ Z = 1, and hence L ∼= LZ/Z. So, we may assume that L ≤ Q.
Suppose that P  K. Since L ≤ Q acts irreducibly on P , we have P ∩K = 1, and so
P ∼= PK/K is regular on ∆. So, Tα = P : Tαδ and we may assume Q ≤ Tαδ. This implies
that t centralises Q. Since CT (Q) ≤ Q, one has t ∈ Z(Q). We get No. 5 of Table 2.
Next, suppose that P ≤ K. By Lemma 6.5, t ∈ Tα and t centralises P . A direct
calculation shows that every non-identity element in Q does not centralise P . So, t ∈ P .
Assume that t = gC for some 0 6= C ∈ V . Note that every element in Z(Q) is a scalar of
GL(d− 1, q). This implies that Z(Q) ∩K = 1.
If Z(Q) 6= 1, then Z(Q) ∼= Z(Q)K/K acts regularly on ∆. Consequently, Q = Z(Q)×
Qδ, and so Qδ ≤ K. Then L(∼= SL(d−1, q)) is contained in Qδ. This is impossible because
SL(d− 1, q) is transitive on the 1-dimensional subspaces of V while Qδ centralises t = gC
and so fixes C.
Thus, Z(Q) = 1. Since Z(H) ∼= Zq−1, one has Zq−1/Z(q−1,d) = 1, implying (q − 1) | d.
This implies that SL(d−1, q) = PSL(d−1, q), and so L = Q. Then TαK/K = QK/K ∼= Q
is the socle of Gα/K. Since Gα/K is 2-transitive on ∆, by Corollary 6.2, Q is also 2-
transitive on ∆. By Table 1, we have Qδ = q
d−2 : GL(d− 2, q). Thus, Tαδ = P : Qδ. We
get No. 6 of Table 2. 
7 Proof of Theorem 1.5
Suppose that Γ = (V,E) is a (G, 3)-CH graph of girth 3, and that Γ is neither complete
nor complete multipartite. Assume that G is quasiprimitive on V . We shall show that G
must be of type HA, AS, PA or TW.
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Lemma 7.1 The group G is not of quasiprimitive type HS or HC.
Proof Suppose that G is of the quasiprimitive type HS or HC. Then G has a non-
abelian minimal normal subgroup, say H , which is regular on V (Γ ), and the stabiliser
Gu with u being the identity of H is such that Inn(H) ≤ Gu ≤ Aut (H). The subgroup
H = T k, where k is an integer and T is a non-abelian simple group. We may view Γ as
a Cayley graph on the group H . Then the neighbourhood S := Γ (u) is a subset of H ,
and Inn(H) ⊳ Gu ≤ Aut (H,S). In particular, S is a union of full conjugacy classes of
elements of H .
Suppose that s is not an involution. By Lemma 5.1, [S] ∼= rK2, S = {s1, s
−1
1 , . . . , sr, s
−1
r },
where r ≥ 2, and Gu is 2-transitive on the set B := {〈s1〉, 〈s2〉, . . . , 〈sr〉}. Let K be the
kernel of Gu acting on B. Then K is a 2-group, and Gu/K is a 2-transitive permutation
group on B. On the other hand, since G is quasiprimitive of type HS or HC, the sta-
biliser Gu has a unique minimal normal subgroup which is isomorphic to H . It implies
that K = 1, and Gu is a 2-transitive permutation group. Thus H = T is simple, and
G is of type HS. Let L = Gu ⊲ T . Then L〈s1〉 is the point stabiliser of the 2-transitive
permutation group L on B. Now Ls1 is a subgroup of L〈s1〉 of index 2, and is transitive on
{s2, s
−1
2 , . . . , sr, s
−1
r }. By Theorem 6.3, this is not possible.
We therefore conclude that s is an involution, and S consists of involutions of H .
By Lemma 5.1, for any s1, s2 ∈ S, either s1s2 ∈ S ∪ {u} or o(s1s2) = m for a fixed
odd integer m. This implies that every conjugacy class of H contained in S is a set of
m-transpositions. (Recall that a subset D of involutions of finite group G is a set of
m-transpositions if G = 〈D〉, DG = D, and o(uv) ∈ {m, 2} for any choice of distinct u
and v in D.) By [41, Proposition 1.2], there is no non-abelian simple group with such a
conjugaucy class S of m-transpositions, and hence G is not of type HS. Moreover, by [1,
Theorem], there is no group which is a product of several isomorphic non-abelian simple
groups and has conjugaucy class S of m-transpositions. This excludes the HC type, and
completes the proof of Lemma 7.1. 
Next, we shall exclude the type SD or CD. We first consider the type CD.
Lemma 7.2 The group G is not of quasiprimitive type CD.
Proof Suppose on the contrary that G is of type CD. Let H = soc(G). Then we have
H = H1 × · · · ×Hk and Hi = Ti1 × · · · × Tiℓ, k, ℓ ≥ 2,
where all Tij are isomorphic to a non-abelian simple group T . For each 1 ≤ i ≤ k, let Di
be the full diagonal subgroup of Hi, and set
R =
∏k
i=1
∏
j 6=ℓ Tij and Hu = D1 × · · · ×Dk.
Then R is regular on V and H = R : Hu. So, Γ can be viewed as a Cayley graph on the
group R. Let u be the vertex corresponding to the identity element of R. Then Γ (u) is a
generating set of R and Hu ≤ Aut (R,Γ (u)). This implies that Hu acts faithfully on Γ (u)
and so Hu . G
Γ (u)
u .
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If [Γ (u)] is connected, then by Theorem 1.3, G
Γ (u)
u is primitive with rank 3. Then
G
Γ (u)
u ≤ T0 ≀Z2, where T0 is an almost simple 2-transitive group of degree n0, and |Γ (u)| =
n20 (see, for example, [36, p.165]). Furthermore, since Hu ≤ Aut (R,Γ (u)) is normal in Gu,
Hu is transitive on Γ (u) and so Γ (u) = v
Hu for some v ∈ Γ (u). This implies that k = 2
and Hu ∼= T
2 is the socle of Gu and soc(T0) ∼= T . So, we may let
v = (t11, . . . , t1(ℓ−1), 1, t21, . . . , t2(ℓ−1), 1) ∈ Γ (u).
Then Γ (u) = vHu = vD11 × v
D2
2 , where v1 = (t11, . . . , t1(ℓ−1), 1) and v2 = (t21, . . . , t2(ℓ−1), 1).
So, |vD11 | = |v
D2
2 | = n0, and T0 is 2-transitive on v
D1
1 . By Corollary 6.2, D1 is primitive
on vD11 . Considering the stabiliser (D1)v1 of v1 in D1, we have (D1)v1
∼= CT (t1i) for all
1 ≤ i ≤ ℓ− 1. This is not possible by Corollary 6.2.
If [Γ (u)] is disconnected, then by Theorem 1.3, G
Γ (u)
u is imprimitive of rank 3 and
[Γ (u)] ∼= rKb for some integers r, b ≥ 2. Let Γ (u) =
⋃r
i=1Ωi such that [Ωi]
∼= Kb. Then
Σ = {Ωi | 1 ≤ i ≤ r} is a block system for Gu on Γ (u), and furthermore, (Gu)Ωi is 2-
transitive on Ωi for all i, and the natural action of Gu on Σ is also 2-transitive. Since Hu ≤
Aut (R,Γ (u)), without loss of generality, we may assume that D1 acts trivially on Σ and
that D1 acts non-trivially on Ω1. Then D1 acts faithfully on Ω1. Since G
Ω1
u is 2-transitive,
we must have (Hu)Ω1(Gu)(Ω1)/(Gu)(Ω1)
∼= (Hu)Ω1/(Hu)(Ω1)
∼= D1. So, D1 is the socle of
GΩ1u . Let v = (t11, . . . , t1(ℓ−1), 1, t21, . . . , t2(ℓ−1), 1, . . . , ) ∈ Ω1. Since G
Ω1
u is 2-transitive, D1
is primitive on Ω1, and so (D1)v is maximal in D1. Therefore, (D1)v ∼= CT (t1i), but this is
not possible by Corollary 6.2. 
Now we consider the type SD.
Lemma 7.3 The group G is not of quasiprimitive type SD.
Proof Suppose on the contrary that G is of type SD. Let H = soc(G). Then we have
H = T1 × · · · × Tℓ, ℓ ≥ 2,
where all Ti’s are isomorphic to a non-abelian simple group T . Let D be the full diagonal
subgroup of H , and set
R = T1 × · · · × Tℓ−1 and Hu = D.
Then R is regular on V and H = R : Hu. So, Γ can be viewed as a Cayley graph on the
group R. Let u be the vertex corresponding to the identity element of R. Then Γ (u) is a
generating set of R and Hu ≤ Aut (R,Γ (u)). This implies that Hu acts faithfully on Γ (u)
and so Hu . G
Γ (u)
u . We first prove a claim.
Claim 1 If DΓ (u) is transitive, then either ℓ > 2 or o(w) > 2 for any w ∈ Γ (u).
Suppose that ℓ = 2 and o(w) = 2. Let B = {(a, a) | a ∈ Aut (T )} and let 1 6= σ ∈ S2.
Then Gu ≤ B×〈σ〉. Let A = Aut (R,Γ (u)). Then R : A is of HS-type. By Lemma 7.1, Γ
is not (R : A, 3)-CH. This implies that Gu  B. For any g ∈ Gu \B, we have g = (a, a)σ
for some a ∈ Aut (T ). Take w = (t1, 1) ∈ Γ (u). Since w has order 2, t1 is an involution,
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and so wσ = (t1, 1)
σ = (t−11 , 1) = (t1, 1) = w. This implies that σ fixes Γ (u) pointwise.
Since g ∈ Gu, one has w
g ∈ Γ (u) and so w(a,a) ∈ Γ (u). By the arbitrariness of w, we
have Γ (u)(a,a) = Γ (u), and hence (a, a) ∈ A. It follows that Gu ≤ A × 〈σ〉. Since G
Γ (u)
u
is a transitive permutation group of rank 3, (A× 〈σ〉)Γ (u) is also a transitive permutation
group of rank 3. As σ fixes Γ (u) pointwise, AΓ (u) is a transitive permutation group of
rank 3, and so by Proposition 1.2, Γ is (R : A, 3)-CH, a contradiction.
Next we divide the proof into the following two cases.
Case 1 [Γ (u)] is connected.
In this case, by Theorem 1.3, G
Γ (u)
u is primitive with rank 3. Then G
Γ (u)
u is almost
simple (see, for example, [36, p.165]). Since Hu ≤ Aut (R,Γ (u)) is normal in Gu, Hu is
transitive on Γ (u) and so Γ (u) = vHu for some v ∈ Γ (u). Let v = (t1, . . . , tℓ−1, 1). Since
H = 〈Γ (u)〉 = 〈vHu〉, the ti’s are pair-wise distinct and none of them is identity. If D
is primitive on Γ (u), then v is an involution, and moreover, Dv is maximal in D. Set
J =
⋂ℓ−1
i=1 CT (ti). Since D is non-abelian simple, one has Dv
∼= J , and so J is maximal in
T . Since v is an involution, by Claim 1, we have ℓ > 2, and so Z(J) contains a subgroup
isomorphic to Z2 × Z2. Thus, Dv has the following property.
P: If D is primitive on Γ (u), then Dv ∼= J and Z2 × Z2 . Z(J).
Recall that G
Γ (u)
u is a primitive group of rank 3 and D ∼= T is the socle of G
Γ (u)
u . If T
is an alternating group, then by [2, Tables 1-2], D is primitive on Γ (u) with rank 3, but
the point stabiliser in D cannot have a non-trivial centre, a contradiction. If T is either an
exceptional group of Lie type or a sporadic group, then by [36, Theorem & Table 2], D is
primitive on Γ (u) with rank 3, but the centre of the point stabiliser in D cannot contain
a subgroup isomorphic to Z2 × Z2, a contradiction. If T is a finite classical group, then
G
Γ (u)
u is one of the groups listed in [32, Theorems 1.1 &1.2]. By [6] and [31], it is easy to
check that Dv is maximal in D for all the groups, and the centre of the point stabiliser in
D cannot contain a subgroup isomorphic to Z2 × Z2, a contradiction.
Case 2 [Γ (u)] is disconnected.
In this case, by Theorem 1.3, G
Γ (u)
u is imprimitive of rank 3 and [Γ (u)] ∼= rKb for some
integers r, b ≥ 2. Let Γ (u) =
⋃r
i=1Ωi such that [Ωi]
∼= Kb. Then Σ = {Ωi | 1 ≤ i ≤ r} is a
block system for Gu on Γ (u), and furthermore, (Gu)Ωi is 2-transitive on Ωi for all i, and
the natural action of Gu on Σ is also 2-transitive. We first have the following claim.
Claim 2 D is faithful on Σ and DΩ1 is transitive. Furthermore, D is transitive on Γ (u).
Suppose on the contrary that D acts non-faithfully on Σ. Then D fixes each Ωi setwise
because it is non-abelian simple. Since D ≤ Aut (R,Γ (u)) acts faithfully on Γ (u), D acts
faithfully on some Ωi. Since G
Ωi
u is 2-transitive, D is the socle of G
Ωi
u , and by Corollary 6.2,
D is primitive on Ωi. Let v = (t1, . . . , tℓ−1, 1) ∈ Ωi. Again, considering the stabiliser of
v in D, we have t = (t, · · · , t) ∈ Dv if and only if t
t
i = ti, that is, t ∈ CT (ti) for all i.
Since Dv is maximal in D, Dv ∼= CT (ti) for all 1 ≤ i ≤ ℓ − 1, which is impossible by
Corollary 6.2.
Thus, D is faithful on Σ. Since Gu is 2-transitive on Σ, D is the socle of G
Σ
u and is
transitive on Σ. If DΩ1 fixes Ω1 pointwise, then by a similar argument as above, DΩ1 would
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have non-trivial centre. This again is impossible. Thus, DΩ1 does not fix Ω1 pointwise.
Since (Gu)Ω1 is 2-transitive on Ω1, the normality of DΩ1 in (Gu)Ω1 implies that DΩ1 is
transitive on Ω1. It follows that D is also transitive on Γ (u).
In the following, we always let v = (t1, . . . , tℓ−1, 1) ∈ Ω1. Then the triple (D,DΩ1, Dv)
corresponds to the triple (T, Tα, Tαδ) in Theorem 6.3. The following claim is easy.
Claim 3 The ti’s are pair-wise distinct, and none of them is identity, and moreover,
titj = tjti for i 6= j.
As Γ (u) = vD = {(tt1, . . . , t
t
ℓ−1, 1T ) | t ∈ T} and Γ is connected, one has R = 〈Γ (u)〉,
and every ti is non-identity and ti 6= tj if i 6= j. It is easy to show that Dv ≤ CD(ti) where
ti = (ti, . . . , ti) for all i. By Theorem 6.3, we have titj = tjti for all i 6= j.
Claim 4 G
Γ (u)
u is quasiprimitive.
Let N be a normal subgroup of Gu such that N is intransitive on Γ (u). Clearly,
D ∩N ED, so D ∩N = 1 or D ≤ N because D is simple. By Claim 2, D is transitive on
Γ (u). It follows that D ∩N = 1, and so DN = D ×N .
Let K = (Gu)(Σ) and L = (Gu)(Γ (u)). Then L ≤ K. Clearly, K is intransitive on Γ (u).
The above argument implies that KD = K ×D, and so K/L acts semiregularly on Γ (u).
Suppose to the contrary that G
Γ (u)
u is not quasiprimitive. Then we may assume that
NΓ (u) 6= 1, namely, NL/L 6= 1. Since Gu/K is a 2-transitive permutation group on
Γ (u), either N ≤ K or DK/K ≤ NK/K. If DK/K ≤ NK/K, then D ≤ NK. Since
DN = D×N and DK = D×K, D is contained in the centre of NK, which is impossible.
Thus, N ≤ K.
Since NL > L and since (Gu)Ω1 is 2-transitive on Ω1, the normality of NL in Gu
implies that NL is transitive on Ω1. So, K is also transitive on Ω1. By Claim 2, DΩ1 is
also transitive on Ω1. Since KD = K ×D, both K
Ω1 and DΩ1
Ω1
acts regularly on Ω1.
Set M = (Gu)(Ω1). As (Gu)Ω1 is 2-transitive on Ω1, KM/M = DΩ1M/M is the
elementary abelian socle of (Gu)Ω1/M . Clearly, L ≤ M ∩K. As K
Γ (u) is semiregular, one
has M ∩ K ≤ L and so L = M ∩ K. It follows that K/L ∼= KM/M . Since KM/M is
regular on Ω1, one has |KM/M | = |Ω1| = |K/L|. AsD∩K = 1, one hasK/L∩DL/L = L,
and then
K/L ≤ (Gu/L)/(DL/L) ∼= Gu/DL.
Since D is transitive on Γ (u), one has Gu = DGuv and hence
Gu/DL = DLGuv/DL ∼= Guv/(DL ∩Guv) = Guv/DvL.
Thus, K/L . Gu/DL ∼= Guv/DvL. Also, due the transitivity of D on Γ (u), we have
Gu = DKGuv, and then
Gu/DK = DKGuv/DK = Guv/(DK ∩Guv) = Guv/DvKv.
As K/L acts semiregularly on Γ (u), one has Kv ≤ L. Clearly, L ≤ Kv since L ≤ K, so
Kv = L. It follows that Guv/DvKv = Guv/DvL. Consequently, we have
K/L . Guv/DvL = Guv/DvKv ∼= Gu/DK ∼= (Gu/K)/(DK/K).
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Recall that Gu/K is a 2-transitive permutation group on Σ whose socle is DK/K ∼= D ∼=
T . Thus, we have (Gu/K)/(DK/K) ≤ Out(T ), and hence
K/L . Gu/DK ∼= (Gu/K)/(DK/K) ≤ Out(D) = Out(T ).
It follows that |Ω1| = |K/L| divides |Out(T )|.
On the other hand, considering that DΩ1M/M is regular on Ω1, it follows that Dv =
DΩ1 ∩M is normal in DΩ1 . By Theorem 6.3, either No.2-3, or No.8-10 of Table 2 happen.
For No.2, we have D = T = A5, |Ω1| = 3 and |Out(A5)| = 2, contrary to |Ω1| | |Out(T )|.
For No.3, we have D = T = PSL(2, 8), |Ω1| = 3 and |Out(PSL(2, 8))| = 3, contrary to
|Ω1| | |Out(T )|. For No.8, we have D = T = PSU(3, 4), |Ω1| = 3 and |Out(PSU(3, 4))| =
4, contrary to |Ω1| | |Out(T )|. For No.9, we have D = T = PSU(3, 8), |Ω1| = 7 and
|Out(PSU(3, 8))| = 18, contrary to |Ω1| | |Out(T )|. For No.10, we have D = T =
PSU(3, 32), |Ω1| = 31 and |Out(PSU(3, 32))| = 30, contrary to |Ω1| | |Out(T )|. Claim 3 is
proved.
Claim 5 |Γ (u)| − |Ω1| divides |Out(T )| · |Dv|.
Let K = (Gu)(Σ). By Claim 4, we have K fixes Γ (u) point-wise. Then K ≤ Guv, and
so Guv/K is transitive on both Ω1 − {v} and Γ (u) − Ω1. Hence, |Γ (u)| − |Ω1| divides
|Guv/K|. As D ≤ Gu/K ≤ Aut (D), one has Guv/K ≤ (DvK/K).Out(D). It follows that
|Γ (u)| − |Ω1| divides |Out(T )| · |Dv|.
Claim 6 v is an involution.
Suppose to the contrary that v has order larger than 2. For any g = (a, . . . , a) ·σ ∈ Gu
with σ ∈ Sℓ, if v
g = v, then
(t1, . . . , tℓ−1, tℓ)
g = ((ta
ℓσ−1
)−1ta
1σ−1
, . . . , (ta
ℓσ−1
)−1ta
(ℓ−1)σ−1
, 1) = (t1, . . . , tℓ−1, tℓ),
where tℓ = 1. It follows that (t
a
ℓσ−1
)−1ta
iσ−1
= ti for all 1 ≤ i ≤ ℓ−1. By Claim 3, t1, . . . , tℓ−1
commute with each other. So, we have ta
ℓσ−1
(ta
iσ−1
)−1 = t−1i for all 1 ≤ i ≤ ℓ− 1. Thus,
(t−11 , . . . , t
−1
ℓ−1, t
−1
ℓ )
g = (ta
ℓσ−1
(ta
1σ−1
)−1, . . . , ta
ℓσ−1
(ta
(ℓ−1)σ−1
)−1, 1) = (t−11 , . . . , t
−1
ℓ−1, t
−1
ℓ ),
that is, (v−1)g = v−1. Since Guv is transitive on both Ω1 − {v} and Γ1(u) − Ω1, we
have Ω1 = {v, v
−1} because |Ω1| > 1. It follows that |Tα : Tαδ| = |DΩ1 : Dv| = 2.
By Theorem 6.3, the only possible case is T = PSL(2, 8), Tα = D18 and o(v) | 9. In
this case, r = 28 and so |Γ (u)| = 56. By Claim 5, we have |Γ (u)| − 2 = 54 divides
|Out(PSL(2, 8))| · |Dv| = 27, a contradiction.
Now we are ready to finish the proof. By Claim 6, v is an involution, and by Claim 1,
we have ℓ > 2. By Claim 3, DΩ1 has more than two involutions which centralise Dv.
By Theorem 6.3, No. 2, 6, 8, 9, or 10 in Table 2 may happen. Note that, by Claim 5,
|Γ (u)− Ω1| = |D : Dv| − |DΩ1 : Dv| divides |Out(T )| · |Dv|.
If No. 2 of Table 2 happens, then (D,DΩ1, Dv) = (A5, A4,Z
2
2) and |Out(T )| = 2. So,
|D : Dv| − |DΩ1 : Dv| = 15− 3 = 12 divides |Out(T )| · |Dv| = 8, a contradiction.
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If No. 6 of Table 2 happens, then
(D,DΩ1, Dv) = (PSL(d, q), q
d−1 : GL(d− 1, q), [q2d−3] : GL(d− 2, q))).
For convenience, write Q = qd−1. So, DΩ1 = Q : GL(d − 1, q). In this case, we have
q = pf , d ≥ 3 and |Ω1| = (q
d−1 − 1)/(q − 1). Recall that v = (t1, . . . , tk−1, 1) and
for each ti, we have Dv ≤ CD(ti) where ti = (ti, . . . , ti). By Theorem 6.3, we have
ti ∈ Q for 1 ≤ i ≤ k − 1, and so p = 2. Furthermore, since Q is normal in DΩ1 , the
subgroup U = 〈vDΩ1〉 is an elementary abelian 2-group. Since [Ω1] is a clique, one has
|U | − 1 = |Ω1| = (q
d−1 − 1)/(q − 1). It follows that (qd−1 − 1)/(q − 1) + 1 is a power of 2.
This forces that q = 2. However, [q2d−3] : GL(d− 2, q)) centralises a unique involution of
Q, a contradiction.
If No. 8 of Table 2 happens, then (D,DΩ1, Dv) = (PSU(3, 4), [4
3] : 15, [43] : 5) and
|Out(T )| = 4. So, |D : Dv| − |DΩ1 : Dv| = 4
3 · 3 divides |Out(T )| · |Dv| = 4
4 · 5, a
contradiction.
If No. 9 of Table 2 happens, then (D,DΩ1, Dv) = (PSU(3, 8), [8
3] : 21, [83] : 3) and
|Out(T )| = 18. So, |D : Dv| − |DΩ1 : Dv| = 8
3 · 7 divides |Out(T )| · |Dv| = 8
3 · 3 · 18, a
contradiction.
If No. 10 of Table 2 happens, then (D,DΩ1, Dv) = (PSU(3, 32), [32
3] : 241, [323] : 11)
and |Out(T )| = 30. So, |D : Dv|−|DΩ1 : Dv| = 32
3 ·31 divides |Out(T )| · |Dv| = 32
3 ·11 ·30,
a contradiction. 
8 Examples
In this section, we shall show that there are examples of finite (G, 3)-CH graphs such that
G is quasiprimitive on the vertices of type HA, AS or PA. Throughout, Γ will be neither
complete nor complete multipartite and have girth 3.
We first consider the case where G is of HA-type. From Lemma 5.1 we can obtain the
following result.
Lemma 8.1 Suppose that Γ = (V,E) is a (G, 3)-CH graph such that G is quasiprimitive
on V of type HA. Then Γ is a Cayley graph, say Cay (H,S), on the socle H of G.
Furthermore, one of the following holds.
(1) [S] ∼= rK2, H ∼= Z
r1
3 (2 ≤ r1 ≤ r).
(2) [S] ∼= rK2n−1, H ∼= Z
r1n
2 (2 ≤ r1 ≤ r).
(3) [S] is connected, H ∼= Zn2 for some integer n.
The following three examples show that all the three possible cases in Lemma 8.1 do
occur.
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Example 8.2 (HA, locally disconnected)
Let Hi ∼= Zℓ2 with i = 1, . . . , r and ℓ ≥ 2, and let H = H1 × · · · × H1 and S =⋃r
i (Hi−{1Hi}). Define Γ = Cay (H,S). Then Aut (H,S)
∼= GL(ℓ, 2) ≀Sr, and Γ is (G, 3)-
CH, where G = HR⋊Aut (H,S). Suppose that there is a subgroup, say N , of H which is
normalised by Aut (H,S). Let Hi = 〈ai1〉 × · · · × 〈aiℓ〉. Take a non-identity element g in
N so that g =
∏r
i=1 a
xi1
i1 a
xi2
i2 · · · a
xiℓ
iℓ with xij ∈ Z2. Without loss of generality, assume that
ax1111 a
x12
12 · · · a
x1ℓ
1ℓ 6= 1. We may choose an α ∈ Aut (H,S) = GL(ℓ, 2) ≀Sr such that H
α
1 = H1
and (ax1111 a
x12
12 · · · a
x1ℓ
1ℓ )
α 6= ax1111 a
x12
12 · · · a
x1ℓ
1ℓ while (a
xij
ij )
α = a
xij
ij for all i > 1. So, we have
1 6= ggα ∈ H1−{1H1} ⊆ S. Since Aut (H,S) is transitive on S, one has S ⊆ N . It follows
that N = 〈S〉 = H , and so G is primitive on the vertex set V (Γ ) of Γ . It is also easy to
see that the subgraph induced by S is isomorphic to rK2ℓ−1.
Example 8.3 (HA, locally disconnected)
Let H = 〈a1〉 × · · · × 〈ar〉 ∼= Zr3, and let S = {ai, a
−1
i | i = 1, . . . , r}. Define Γ =
Cay (H,S). Then Aut (H,S) ∼= S2 ≀ Sr, and Γ is (G, 3)-CH, where G = HR ⋊Aut (H,S).
Suppose that there is a subgroup, say N , of H which is normalised by Aut (H,S). Take
a non-identity element g in N so that g = ai11 a
i2
2 · · · a
ir
r for some ij ∈ Z3. Without loss of
generality, assume that i1 6= 0. We can take an α ∈ Aut (H,S) ∼= S2 ≀Sr such that a
α
1 = a1
and aαi = a
−1
i with 2 ≤ i ≤ r. So, g
α = ai11 a
−i2
2 · · · a
−ir
r ∈ N , and hence 1 6= gg
α = a2i11 ∈ N .
Since Aut (H,S) is transitive on S, all ai’s are in N , and so N = H . Thus, H is a minimal
normal subgroup of G, and so G is primitive on the vertex set V (Γ ) of Γ . In is also easy
to see that the subgraph induced by S is isomorphic to rK2.
Example 8.4 (HA, locally connected)
Let H = 〈a1〉× · · ·× 〈an−1〉 ∼= Z
n−1
2 and Ω = {a1, . . . , an−1, a1a2 · · · an−1}, where n ≥ 3
is odd. Then the Cayley graph Cay (H,Ω) is the folded cube, the antipodal quotient of
the k-cube graph. Set G = HR⋊Aut (H,Ω). By [29], Aut (H,Ω) ∼= Sn and G is primitive
on V (Cay (H,Ω)). Let S be the set of products of (n− 2) elements in Ω . Clearly, S is an
orbit of Aut (H,Ω). In fact, Aut (H,Ω) acts primitively on S with rank 3 (see [2]). Define
Γ = Cay (H,S). Then Γ is an orbital graph of G on H × H . So, Γ is connected. It is
easy to see that Γ has girth 3. By Proposition 3.1, Γ is (G, 3)-CH, and by Theorem 1.3,
Γ is locally connected.
We now look at the case where G is of AS-type. First, we provide a family of locally
connected graphs.
Example 8.5 (AS, locally connected)
The Johnson graphs J(n, k) have, as vertex set, the set V of k-element subsets of the
set {1, 2, . . . , n}, for some k, 1 ≤ k ≤ n− 1, and two k-elements subsets α, β are adjacent
if and only if the intersection α ∩ β has size k− 1. The valency of J(n, k) is k(n− k) and
Aut (J(n, k)) = Sn. (See [5, Section 9.1].)
Let n ≥ 7. Consider the complementary graph J(n, 2)c of J(n, 2) and let G =
Aut (J(n, 2)) = Sn. Then G is primitive on V with rank 3. (See [2].) For α = {1, 2} ∈ V ,
we have Gα = Sn−2 × S2. It is easy to see the neighbourhood N of α in J(n, 2)
c is the
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set of 2-element subsets of the set {3, 4, . . . , n}. Again, by [2], Gα is primitive on N with
rank 3. It is easy to see that J(n, 2)c has girth 3. By Proposition 3.1, Γ is (G, 3)-CH, and
by Theorem 1.3, Γ is locally connected.
To construct the locally disconnected examples with G is of AS-type, we need the
following lemma.
Lemma 8.6 Let Γ ′ be a non-complete (G, 3)-arc-transitive graph such that Gu is 3-
transitive on Γ ′(u) for any u ∈ V (Γ ′). Let Γ be the line graph of Γ ′. Then Γ is a
(G, 3)-CH graph.
Proof Clearly, V (Γ ) = E(Γ ′). Take e = {u, v} ∈ E(Γ ′). Then [Γ1(e)] ∼= 2Kk−1,
where k is the valency of Γ ′. Since Gu is 3-transitive on Γ
′(u), Guv is 2-transitive on both
Γ ′(u)−{v} and Γ ′(v)−{u}. For any w ∈ Γ ′(u)−{v}, Guvw is transitive on Γ
′(u)−{v}.
Since Γ is (G, 3)-arc-transitive, Guvw is also transitive on Γ
′(v) − {u}. Thus, G
Γ1(e)
e is a
transitive permutation group of rank 3. By Proposition 3.1, Γ is a (G, 3)-CH graph. 
Example 8.7 (AS, locally disconnected)
Let Γ ′ = J(5, 2)c be the Pertesen graph and G = Aut (Γ ′) = S5. Then for any
u ∈ V (Γ ′), Gu is 3-transitive on Γ
′(u). By Lemma 8.6, the line graph of Γ ′ is a (G, 3)-CH
graph.
Examples where G is of type PA also occur.
Example 8.8 (PA, locally connected, locally disconnected)
Let ∆ = {0, 1, . . . , k − 1} and let d ≥ 2 be an integer. The Hamming graph H(d, k)
has vertex set ∆d, the set of ordered d-tuples of elements of ∆, or sequences of length
d from ∆. Two vertices are adjacent if they differ in precisely one coordinate. The
Hamming graph has valency d(k − 1) and diameter d. It is G-distance transitive with
G = Aut (H(d, k)) = Sk ≀ Sd, and it is G-vertex-primitive (of type PA) if and only if
k ≥ 3 (see [5, Section 9.2]). Let k ≥ 4, d = 2 and Γ = H(2, k). Set α = (0, 0). Then
Gα = Sk−1 ≀ S2 which is transitive on Γ1(α) with rank 3 and primitive on Γ2(α) with rank
3. Clearly, [Γ1(α)] ∼= 2Kk−1. By Proposition 3.1, both Γ and its complementary graph Γ
c
are (G, 3)-CH. Furthermore, Γ is locally disconnected while Γ c is locally connected.
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