forward. Obvious procedures like the use of least squares are well known to be inconsistent (Phillips, 1987) ; and, even in the simplest framework, consistent estimation inevitably involves the introduction of additional information. In view of its potential applications in both estimation and inference, the problem of consistent estimation of the localizing parameter in local to unity models poses an interesting problem with important implications. Two recent studies that consider the subject are Moon and Phillips (1998) and Phillips, Moon and Xiao (1998) .
The main purpose of this paper is to investigate the asymptotic properties of the Gaussian maximum likelihood estimators (MLE) of the localizing parameter in local to unity dynamic panel regression models. The model we consider here allows for the panel to be generated with deterministic and stochastic trends, and a common localizing parameter is assumed to apply across individuals. Commonality of the localizing parameter is restrictive, but is no more restrictive than the conventional assumption of common AR parameters in stationary dynamic panels (e.g., Nickell, 1981) . Two different models are considered: a homogeneous trend model in which the deterministic trends are homogeneous across the individuals in the panel; and a heterogeneous trend model where the deterministic trends may vary across individuals, much like ®xed individual effects. In the homogeneous trend model we show that the Gaussian MLE of the common localizing parameter is N p -consistent and has a limiting normal distribution that is the same as that in the case where the trends are known. In the heterogeneous trends model it is shown that the Gaussian MLE of the localizing parameter is inconsistent.
The inconsistency of the MLE of the localizing parameter in the heterogeneous trend model is an instance of the so-called incidental parameter problem originally explored by Neyman and Scott (1948) . In this model, the heterogenous trend coef®cients correspond to incidental parameters whose number goes to in®nity as the cross-section dimension N 3 I. Such problems frequently appear in panel data models with ®xed effects, a wellknown example being the dynamic panel regression model with ®xed effects. In this case, the MLE of the lagged dependent variable coef®cient that is common over individuals is inconsistent if N 3 I while the sample size dimension, T , is ®xed (Nickell, 1981) . In most panel data situations this incidental parameter problem disappears when T passes to in®nity also (e.g., Alvarez and Arellano, 1998; Hahn, 1998) . A particularly interesting aspect of the incidental parameter problem discovered in this paper is that the inconsistency of the MLE of the localizing parameter does not disappear even when both N and T tend to in®nity.
The paper is organized as follows. Section 2 lays out the model and assumptions, and shows that when the deterministic components are known, the Gaussian MLE of the localizing parameter is consistent. Section 3 studies asymptotic properties of the Gaussian MLE of the panel regression model with unknown deterministic trends. Section 4 reports some Monte Carlo simulations that investigate the magnitude of the inconsistency. Section 5 concludes and offers some suggestions for dealing with the inconsistency. Proofs and technical derivations are collected in the Appendix in the last section.
Our notation is mostly standard. We use`3 p ' and`A' to denote convergence in probability and convergence in distribution, respectively. The notation (N , T 3 I) implies that N and T tend to in®nity together, while (N , T 3 I) seq means that the indices pass to in®nity sequentially (®rst T and then N ). Standard Brownian motion is denoted by W (r).
II. NEAR INTEGRATED PANELS: PRELIMINARY THEORY
We start by introducing a panel regression model where data z i, t are generated by deterministic trends G i (t) and near integrated stochastic trends y i, t as follows:
The parameter c in (1) is a local to unity parameter that is common to all individuals in the panel. The main purpose of this paper is to investigate asymptotic properties of the MLE of the localizing parameter c.
To provide some intuition, we ®rst consider the simple case where y i, t z i, t À G i (t) is observable, abstracting from the problem of ®tting the deterministic component in (1). Assume that the errors å i, t are i.i.d. N (0, ó 2 ), and, for simplicity in this section, that ó 2 is known and that the initial observations y i,0 0 for all i. Under these assumptions the standardized log-likelihood function of the panel data y N ,T (
Let c 0 denote the true localizing parameter, and assume that c 0 is an element of the interior of a convex set of R. De®ne å i, t (c 0 ) Ä y i, t À (c 0 aT ) y i, tÀ1 . Then, the MLE of c is obtained by maximizing the standardized log-likelihood
which is quadratic in c.
According to Lemma 6(c) and (d) in the Appendix, as (N , T 3 I), we have 
is concave in c over R and the limit function l(c, c 0 ) has a unique maximum at c 0 and is continuous and concave in c over R. Thus, the MLE c is consistent for c 0 by standard theory for extremum estimator (e.g., Theorem 2.7 in Newey and McFadden, 1994) .
In this particular case, the MLE has the closed form 
Therefore, when y i, t is observable (i.e., when G i (t) in model (1) is known), the Gaussian MLE c of the common localizing parameter c is N p -consistent and weakly convergent to the normal distribution (3).
The question to be explored in the present paper is whether these asymptotic properties (particularly, the consistency and asymptotic normality of the Gaussian MLE of c) continue to hold in panel models with unknown deterministic trends. It is known from Moon and Phillips (1998) that the OLS estimator of c is inconsistent under these circumstances, viz. when the deterministic trends are estimated and eliminated by prior regression.
Before proceeding further, we introduce the following three assumptions which will be maintained throughout the paper. Assumption 3 on the initial condition is made mainly to simplify the arguments that follow. When the initial errors y i,0 are random, the corresponding log-likelihood is obtained by conditioning on the initial errors. Some changes in the limit theory are to be expected in the case of distant initial conditions, as in Phillips and Lee (1996) and Canjels and Watson (1997) , but otherwise this assumption has little bearing on the main results.
III. ESTIMATION WHEN THE TRENDS ARE UNKNOWN
This section studies the realistic situation of the panel model (1) when the trend functions are unknown. The following two subsections investigate the two cases of homogeneous deterministic trends and heterogeneous deterministic trends.
Homogeneous Trends
Suppose G i (t) in (1) is linear and homogeneous across i. Speci®cally, let us impose the following condition.
Assumption 4 (Homogeneous Trends). G i (t) ät.
The linear trend assumption is relevant for much empirical work and it simpli®es formulae and derivations. However, the main thrust of the theory in this section continues to hold for general polynomial trends.
Let ä 0 denote the true value of ä. Then the data z i, t are generated by
, and de®ne y i, t (ä) z i, t À ät, and å i, t (ä, c)
where L is the lag operator and a 1 (caT).
Under the Gaussian assumption, the log-likelihood function of the panel
Since the parameter c is our main interest, we focus on the concentrated log-likelihood. For ®xed c and ó
gives the following concentrated log-likelihood function:
leads to the following concentrated log-likelihood:
The MLE c is obtained by maximizing the concentrated log-likelihood
which is equivalent to maximizing
To investigate the consistency of the MLE c as (N , T 3 I), we write
It then follows that as (N , T 3 I)
uniformly in c. The proof of (8) is given in the Appendix. Note that the limit function À 1 2 (c À c 0 ) 2 1 0 r 0 e 2c 0 ( rÀs) ds dr, is continuous and concave over R and is uniquely maximized at the true parameter c c 0 . Therefore, the MLE c that maximizes the objective function
is consistent for the localizing parameter c 0 as (N , T 3 I) by standard asymptotic theory (e.g., Theorem 2.1 in Newey and McFadden, 1994) . Summarizing, we have the following result.
Theorem 1. Under Assumptions 1±4, c 3 p c 0 as (N, T 3 I).
Next, we derive the limit distribution of c. Since the log-likelihood function L N ,T (c, ä(c), ó 2 (c); z N ,T ) is differentiable with respect to c and since c is consistent for c 0 , a point in an interior of the parameter set C, the MLE c solves the following ®rst-order condition with probability one;
where the second equality holds by the Envelope Function Theorem.
In view of (4), the MLE of the homogeneous trend coef®cient ä is found to be ä( c)
and as (N , T 3 I), it is possible to show that
The proof of (11) is straightforward using the results in Lemmas 6 and 7 and the consistency of c and is therefore omitted. Summarizing, we have:
Remarks (a) When the trends in the panel regression model (1) are homogeneous, the Gaussian MLE c is N p -consistent and has an asymptotic normal limit distribution that is equivalent to the normal limit distribution in (3), a result that continues to hold in a model with general polynomial deterministic trends. (b) Since ä(c) is a non-linear function of c in general, it is not easy to ®nd a closed-form solution of the ®rst-order condition (9). In this case, to solve the ®rst-order condition (9), it would be common to employ an iteration involving the use of a preliminary N p -consistent estimator,c, say, which leads to a second-stage estimator via suitable numerical optimization, such as Newton±Raphson. In the model (1), a natural candidate for the preliminary estimator would bẽ
where c is arbitrarily chosen. Then, using the ®rst step estimatorc, we may construct the following second step estimator;
An important feature of the ®rst step estimatorc is that it is asymptotically as ef®cient as the MLE c, because
the proof of which is provided in the Appendix. As is apparent in the graph, the asymptotic variance of N p ( c À c 0 ) decreases rather rapidly to zero as c 0 increases.
Heterogeneous Trends
Here we study the asymptotic properties of the MLE of the panel regression model (1) with heterogeneous deterministic trends speci®ed as follows.
Assumption 5 (Heterogeneous Trends). G i (t) ä i t.
Suppose that the true trend coef®cients are fä 0,i : i 1, F F F , N g. Then, the data z i, t are generated by the following parametric model:
Under Gaussianity, the standardized log-likelihood function is 
, leading to the concentrated log-likelihood function
where
, is inconsistent. To do so, it is simplest to assume that the variance of å i, t , ó 2 , is known. By de®nition
Lemma 4 Suppose Assumptions 1±3 and 5 hold and that the variance of
rs 0 e c 0 ( rsÀ2 p) dp ds dr In summary, we have the following result.
Theorem 5 (Inconsistency). Suppose Assumptions 1±3 and 5 hold. Then, the MLE c is inconsistent when (N , T 3 I).
Remarks (a) From (18), it is apparent that [dG(c; c 0 )adc]j cc 0 tends to zero as jc 0 j increases to in®nity. So when the absolute value of c 0 is large, we may expect the limit function to be maximized at a value close to c 0 .
In such cases, the probability limit of the MLE can be expected to be close to the true parameter c 0 , even though the MLE is inconsistent.
To investigate, we present graphs of the limit functions G(c, 4) and G(c, À8) in Figures 3 and 4 , respectively. When the true parameter c 0 4, the limit of the standardized concentrated log-likelihood G c, 4 is maximized around c 4X057, which is close to the true parameter value, involving only a 1 percent bias. On the other hand, when the true parameter c 0 À8, G(c, À8) is maximized around c À10X27, giving a 28 percent asymptotic bias. These results indicate that we can expect the inconsistency of the MLE to be greater when c 0 is negative. (b) The inconsistency of the MLE c in the above theorem is an instance of the so-called incidental parameter problem (Neyman and Scott, 1948) . Incidental parameter problems are known to arise in other panel data regression models, the celebrated example being the 
dynamic panel regression model with ®xed effects. In that case, the panel data z i, t are generated by the autoregression
where jaj , 1 and the å i, t are i.i.d. N (0, ó 2 ). The individual intercept terms ä i enter the model to account for individual effects in the panel data z i, t . The main focus of interest in this model is the estimation of the common parameter a, and the individual effects ä i are incidental parameters. For simplicity, assume that z i,0 0 for all i. Then, the MLE of a is equivalent to the within estimator, de®ned as: 
T t1 z i, t , and å i,X (1aT) T t1 å i, t . In this case, when N 3 I for ®xed T, we know that a T 3 p a, due to the correlation between z i, tÀ1 À z i,À and å i, t À å i,X . So, in this case with N 3 I and T ®xed, the MLE a is inconsistent (Nickell, 1981) . (c) An especially interesting aspect of the model (15) is that the incidental parameter problem leading to the inconsistency of the MLE c continues to be present even though T 3 I as well as N 3 I. In contrast, the incidental parameter problem that gives rise to the inconsistency of a in (19) disappears if T 3 I fast enough when N 3 I.
IV. MONTE CARLO SIMULATIONS
This section reports some simulations designed to explore the ®nite sample properties of the maximum likelihood estimators studied in the previous section. First, to investigate the homogeneous trend model, data z i, t were generated by the system z i, t ä 0 t y i, t , ä 0 3,
where the å i, t are i.i.d. N (0, 1) across i and over t, and the initial values of y i,0 are zeros. Following the notation used in the previous section, we let c denote the MLE of the localizing parameter and ä( c) to be the MLE of the homogeneous trend coef®cient in (10). Also, letc denote the ®rst step estimator in (12), and ! c denote the second step estimator in (13).
The main goals of the simulation experiment with model (12) are as follows: (i) to examine the ®nite sample properties of the MLE's ä( c) and c by comparing their mean squared errors for various parameter con®gura-tions; and (ii) to compare the asymptotic ef®ciencies of the three estimators considered in Section 3.1Ðthe MLE c, the ®rst step estimatorc, and the second step estimator ! c. From the DGP (20), we generate panels of 16 different sizes, with N P f25, 50, 75, 100g and T P f25, 50, 75, 100g. The estimates ä c , c,c, and ! c are computed and 1000 replications used to calculate their mean squared errors. Table 1 reports the mean squared errors of ä( c) and c. The ®rst column of the table contains the sample size, the top element of each column contains the true parameter value, and the ®rst and second elements in the table are the MSE of ä c and the MSE of c, respectively.
Several features of the results are notable. First, the MSE of c is much more sensitive to the sample size than the MSE of ä c . Second, the MSE of c decreases more as T increases than when N increases. For example, when (ä 0 , c 0 ) 3, À4 and the sample size changes from (N , T) (50, 75) to (N, T ) (50, 100), the MSE of c decreases from 1X034 to 0X204. On the other hand, when the sample size changes from (N , T) (50, 75) to (N, T ) (75, 75), the MSE of c decreases from 1X034 to 1X021. A more interesting feature is that when the sample size is small, increases in N sometimes lead to a deterioration in the ®nite sample properties of c. For example, when (ä 0 , c 0 ) (3, À4) again, and the sample size changes from (N, T ) (50, 50) to (N , T ) (75, 50), the MSE of c increases from 3.887 to 3.911. Third, when c 0 0, the ®nite sample performance of c is apparently far better than it is for c 0 , 0. Also, as implied by the form of the asymptotic variance (see Theorem 2 and Remark (c) following Theorem 3), the MSE of c decreases as c 0 increases. Table 2 reports the mean squared errors of the ®rst step estimatorc and the second step estimator ! c. The simulations cover the same 16 panel data sizes and use the same number of replications as before. The layout of the table is the same as Table 1 . To calculatec we use c 0 for quasidifferencing the data. This experiment focuses on comparing the ®nite sample properties of three asymptotically equivalent estimators, the MLE c, the ®rst step estimatorc, and the second step estimator ! c. As is apparent from comparison of Tables 1 and 2 , there are apparently no major differences in the mean squared errors of the three asymptotically equivalent estimators. So, ®nite sample effects are not important in this case.
The next simulation experiment involves the heterogeneous trend model, for which the generating process is taken to be where å i, t are i.i.d. N (0, 1) across i and over t, and y i,0 0 for all i. The main purpose of this simulation is to explore the ®nite sample manifestation of the inconsistency of the MLE c. For this, we generated a panel data set with size dimensions N 300, T 300, and found the Gaussian MLE c by a grid search method. The grid used in the simulation is 0.075; 1000 replications were employed. Estimated density functions of the Gaussian MLE c of the panel models with c 0 P fÀ4, 0, 4g are shown in Figures 5±7 .
As is apparent in Figures 5 and 6 , the density of c is concentrated in a region substantially removed from the true parameter value when c À4 and c 0. On the other hand, in Figure 7 , when c 0 4, the density of the c appears to be concentrated around 4X16, a value that is quite near the true value. This outcome corroborates the asymptotic analysis of the previous section, where it was shown that when c 0 4, the standardized Gaussian log-likelihood converges in probability to the limit function G c, 4 whose maximum is close to the true value c 0 4. deterministic and stochastic trends. Several new ®ndings emerge. First, when the trends are homogeneous across individuals in the panel, the Gaussian MLE of the common localizing parameter is N p -consistent and has a limiting normal distribution that is equivalent to the asymptotic distribution of the Gaussian MLE of the model in which the deterministic trends are known. So, in this case, trend elimination carries no cost in the limit, just as in the case of a stationary autoregression with trend. However, when the trends are heterogeneous across individuals, the Gaussian MLE of the localizing parameter is shown to be inconsistent. The inconsistency is due to the presence of an in®nite number of incidental parameters for the individual trends. Procedures for resolving this manifestation of the incidental parameter problem in panel regression are now being explored by the authors and will be reported in later work.
Lemma 6. Suppose that C is a compact subset of R. Assume that, for k 1, F F F , K, h k (c,c) is a real-valued continuous function on C 3 C with h k (c, c) 0, and l k (x, y) is a real-valued continuous function on [0, 1] 3 [0, 1]. Also, assume that f (x, c) and g(x, c) are continuous func- 
1
rs 0 e c 0 ( rsÀ2 p) dp ds uniformly in c. 
Proof
Part (a). This holds by Lemma 9(a) in Moon and Phillips (1998) . j Part (b). First, using Corollary 1 in Phillips and Moon (1999) , we establish Part (b) for ®xed c (pointwise convergence). Note that According to Corollary 1 in Phillips and Moon (1999) , this sequential limit becomes the joint limit if
is uniformly integrable in T for ®xed c, which holds if P sup
Then, since the index set C is hypothesized to be compact, the pointwise convergence of R N ,T (c) and the stochastic equi-continuity of R N ,T (c) imply uniform convergence.
To show the stochastic equi-continuity of R N ,T (c), ®rst observe that
Since h k (c,c) is continuous on a compact set with h k (c, c) 0 for all k 1, F F F , K, we can make sup 1< k< K sup jcÀcj , ä,c,c PC jh k (c,c)j arbitrarily small by choosing a small ä . 0. Also, under the assumptions in the lemma, it is not dif®cult to show that Then, as (N, T 3 I), the following hold.
Proof. The proofs verify the conditions of Theorem 3 in Phillips and Moon (1999) .
Part (a). Following the notation in Phillips and Moon (1999) , we let
2 dr . 0 as T 3 I for ®xed i, it follows that Q 2 i,T are uniformly integrable in T . Then, by Theorem 3 in Phillips and Moon (1999) , we have the desired result. j Part (b). By similar fashion, we let
Then, we know that Q i,T A Q i and
as T 3 I for all i. Therefore, Q 2 i,T are uniformly integrable in T , and by Theorem 3 in Phillips and Moon (1999) , we have the desired result. j Part (c) holds by the similar fashion, and we omit the proof. j
Recall that sup cPC jcj is ®nite. In view of Lemma 7(a) and (b), each term in the above display is O p (1) as (N, T 3 I). Therefore, we have
In view of (4), we have In similar fashion, using the facts that T p ( ä(c Ã ) À ä 0 ) o p (1) and c Ã 3 p c 0 , and the results in Lemmas 6 and 7, it is not dif®cult to show that
Since Q N ,T (c Ã , ä(c Ã )) 3 p ó 2 0 , the ®rst term in the numerator of (23) 
