Solving a multi-objective optimization problem results in a Pareto front approximation, and it differs from single-objective optimization, requiring specific search strategies. These strategies, mostly fitness assignment, are designed to find a set of non-dominated solutions, but different approaches use various schemes to achieve this goal. In many cases, cooperative algorithms such as island model-based algorithms outperform each particular algorithm included in this cooperation. However, we should note that there are some control parameters of the islands' interaction and, in this paper, we investigate how they affect the performance of the cooperative algorithm. We consider the influence of a migration set size and its interval, the number of islands and two types of cooperation: homogeneous or heterogeneous. In this study, we use the real-valued evolutionary algorithms SPEA2, NSGA-II, and PICEA-g as islands in the cooperation. The performance of the presented algorithms is compared with the performance of other approaches on a set of benchmark multi-objective optimization problems.
Introduction
Multi-objective optimization problems (MOPs) are quite essential in Decision-Making Theory because the decision-making process is in most cases related to a few criteria which could contradict one another. These problems differ from single-objective optimization problems since the goal is to find a good approximation of the Pareto front. In this study, we consider the widest class of optimization problems called black box optimization problems (BBOPs). There are many problems which might be reduced to BBOPs and whose objective functions can only be evaluated and, in general, there is no information about these functions and their mathematical properties. Evolutionary algorithms (EAs) and particularly genetic algorithms (GAs) with different schemes and modifications are the most common search heuristics to solve complex BBOPs, and so these algorithms are also useful and efficient in solving MOPs. In this study, we present real-valued modifications of three widely used multi-objective genetic algorithms (MOGA): the Strength Pareto Evolutionary Algorithm 2 (SPEA2) [1] , the Non-Sorting Genetic Algorithm II (NSGA-II) [2] , and the Preference-Inspired Co-Evolutionary Algorithm with goal vectors (PICEA-g) [3] . The effectiveness of these algorithms has been shown on benchmark and real problems in many studies [4, 5, 6] .
Despite the recent development of a wide range of novel effective MOGAs, according to the No Free Lunch theorem, a particular algorithm performs well on a specific class of problems. There are some combinations of settings which make an algorithm more efficient in solving a particular problem. In many cases, "adaptation" for a problem can be achieved by meta-heuristics [7] , in particular, by the use of coevolution: different algorithms solve the same problem and share computational resources and information about a search space. In addition, there is also a hypothesis that a cooperation of algorithms allows the benefits of each algorithm to be kept and this cooperation may even outperform the algorithms included in it [8, 9, 10] . We propose using an island model cooperation wherein each algorithm works independently from the others and after a certain number of iterations, the algorithms exchange their best solutions. The proposed approach has been applied in various problems and there are results proving its high performance [11, 12] .
In this study, we consider a number of implementations of the island model algorithm and vary the cooperation settings to provide a deeper analysis of their influence on the algorithm performance. We investigate two island models: homogeneous, i.e. the cooperation of similar algorithms, and heterogeneous, the cooperation of distinct algorithms. Other important factors of the island model cooperation, which are also under investigation, are the migration rate (interval) and the migration set cardinality. The MOPs solved are taken from the CEC 2009 competition and the results obtained are compared with the results of other EA-based approaches.
2
Multi-Objective Genetic Algorithm for Real-Valued Problems
Problem Statement
We consider MOPs on a real-valued search space, so we need to find a solution of the following extremum problem: * = { * : ∄ ∈ → ( ) ≻ ( * )},
where * is a set of non-dominated solutions, is a dimensionality of a search space, an objective vector-function (•): → and is the number of criteria. Here, the operator ≻ has the following meaning (in the case of minimization):
, ∈ , ≻ ⇔ ∃ ≤ : ( ) < ( ), ∀ ≠ : ( ) ≤ ( ).
(
The minimization MOP can be defined as follows:
While solving (3), our goal is to find an approximation of the Pareto front. The main feature of MOPs is that we do not need to find a precise non-dominated solution, but a set of solutions that portrays the Pareto front well. In those cases when we know the Pareto front, Inverted Generational Distance (IGD) [13] can be used to estimate the solution quality:
Here ̂ is the found approximation of the Pareto front and * is the true Pareto front (1). The Euclidean distance is used as the norm. In this study, to investigate the algorithm performance, we involve ten unconstrained real-valued MOPs (seven problems with two objectives and three problems with three objectives) from the CEC 2009 competition [13] , where the true Pareto front is given for each problem. Therefore, it is possible to estimate the closeness of the found solution to the true Pareto front by (4) and, thus, to estimate the algorithm performance based on this metric.
Proposed Algorithms
While designing MOGAs, researchers develop some specific mechanisms aimed at getting a representative Pareto front approximation. This front estimation should portray the peculiarities of the true front thoroughly. To achieve this purpose, in the MOGA scheme special fitness assignment strategies (usually, based on the Pareto dominance idea), diversity preservation techniques and elitism have been incorporated.
The algorithms used in our study are implemented according to their original schemes. GAs typically operate with binary chromosomes [14] . However, this binary solution representation often leads to a decrease in the algorithm performance on realvalued optimization problems. Therefore, in our study, we implement real-coded MO-GAs and incorporate into their schemes particular genetic operators which can deal with real-valued strings.
To select effective solutions for the offspring generation, we apply tournament selection, which compares solutions based on their fitness values assigned according to the scheme of a particular MOGA. The tournament size is equal to 7.
As a crossover operator, we use uniform (discrete) crossover. Each offspring gene is chosen from the chromosomes of the selected parents with equal likelihood. In our experiments, the number of parents is 2.
In the mutation operator, we implement the next scheme [15] :
where rand is a uniformly random number [0, 1]. There are two control parameters: the mutation rate = 1/ and the distribution index is equal to 1.0. and are the lower and upper bounds of the -th variable in the chromosome.
The main idea of the island model cooperation is that each algorithm is an isolated island fulfilling the search independently. In some iterations (generations), islands exchange some individuals. Here we denote the migration rate as and the cardinality of the migration set is . In the proposed modification, the migration set replaces the worst individuals in each island population. Here, "worst" denotes the worst individuals in the population in the sense of fitness values, which are evaluated differently for MO-GAs, according to their fitness assignment strategies. The final approximation is obtained by merging together all the populations and archives (if there are any), sorting solutions with Fast Non-Dominated Sorting (taken from NSGA-II) and then selecting a certain number of the best solutions.
The island heuristic can be implemented in two different ways: as a homogeneous cooperation or as a heterogeneous one. In this paper, we consider both variants based on the algorithms given above. The homogeneous cooperation includes a number of islands working as one of the following MOGAs: SPEA-2, NSGA-II or PICEA-g, whereas the heterogeneous cooperation consists of all three of these algorithms.
We take the following parameters by default: = 30, = 30, the subpopulation size is = ⌊ 600 ⌋, where is the number of islands and the number of generations is 500.
Proposed Algorithm Performance Analysis
According to the rules of the CEC 2009 competition, for each algorithm run 300 000 objective vector-function evaluations might be performed. We perform 30 independent program launches for each algorithm with particular settings on every problem.
Parameter Influence Analysis
Island type. In this part, we consider the different structures of island algorithms. First, we apply the homogeneous model with three parallel islands (SPEA2 -SPEA2 -SPEA2, NSGA-II -NSGA-II -NSGA-II, PICEA-g -PICEA-g -PICEA-g). Then, we compare the cooperative modifications with their original versions. In Figure 1 , we present the IGD values obtained with conventional algorithms (blue boxplots) and their cooperative homogeneous modifications (green boxplots). Furthermore, we include three different MOGAs in one heterogeneous cooperation (SPEA2 -NSGA-II -PICEA-g). The results of this experiment might also be found in Figure 1 (purple boxplots "S-N-P").
Based on the experimental results, we may conclude that the island cooperation allows us to outperform the conventional algorithms which are in the cooperation. This happens for most of the considered problems. Another conclusion is that the heterogeneous cooperation often outperforms homogeneous ones in the sense of the median and minimum IGD values. Moreover, for some test problems homogeneous cooperative MOGAs or even their conventional versions give better results. However, we may note that for Test Problems 3, 7, 8, 9 and 10, conventional MO-GAs as well as their homogeneous cooperative versions provide us with essentially different results. This proves that an arbitrary choice of the MOGA may lead to a deterioration of the solution quality. Meanwhile, the heterogeneous cooperation allows us to obtain IGD values which are comparable with the results of the best MOGA for the problem.
Migration Rate. Next, for the heterogeneous cooperation we vary the migration rate (interval) = 10, 30, 50, 100, having the constant migration size = 30. The results obtained are given in Figure 2 . This examination proves that the migration rate affects the IGD metric. For most of the test problems, the IGD value dramatically decreases when the migration rate increases. This fact can be observed by the median and minimum value of the IGD metric. At the same time, we can see that there is a difference in IGD variances for migration rates equal to 50 and 100: there might be a good migration rate value in between, so this requires further investigation. Here we should refer to the dependency between the migration set cardinality and the migration rate as well as the population size. All these parameters should be considered together and it might be so that for 200 individuals in each subpopulation, the migration occurs quite often ( = 30), so all these values work in a similar way.
The Number of Islands. Finally, we investigate the number of islands: 3, 6 and 9 for both homogeneous and heterogeneous cooperation. The results obtained are presented in Figure 4 . In this series of experiments, we set the following parameter values: for the 3-island cooperation = 30, = 200, = 30; for the 6-island cooperation = 15, = 100, = 30; for the 9-island cooperation = 5, = 66, = 30. The results given in Figure 4 reveal that for Test Problems 5, 6, 7, 8 and 10, cooperative MOGAs with different numbers of islands provide us with very similar results. However, due to the parallel work of islands, one algorithm run requires much less computational time if the cooperation has more islands. Therefore, from this perspective, 9-island cooperation seems to be more beneficial.
Nevertheless, we should admit that for different problems, increasing and decreasing the number of islands works almost in an opposite way (Test Problems 1 and 4).
In addition to these parameters, various schemes of interaction between the islands should be analysed because in this study we implement only a fully connected topology (each island sends its best solutions to all the other ones and as a response it receives solutions from other islands). Fig. 4 . IGD metric values for homogeneous and heterogeneous cooperation with different numbers of islands.
Overall Rating
Finally, we compare the results of the 3-island heterogeneous MOGA having default parameters with the winners of the CEC 2009 competition based on the averaged IGD values. The results are given in Table 1 , where the CEC winners are denoted as follows: MOEAD -1, GDE3 -2, MOEADGM -3, MTS -4, LiuLiAlgorithm -5, DMOEADD -6, NSGAIILS -7, OWMOSaDE -8, ClusteringMOEA -9, AMGA -10, MOEP -11, DECMOSA-SQP -12, OMOEAII -13. 
Conclusion
In this study, we investigate the island model cooperation of real-valued MOGAs (SPEA2, NSGA-II, PICEA-g). Two types of cooperative modifications, which are homogeneous and heterogeneous, are compared with conventional versions of the algorithms considered. Based on this comparison, we conclude that the island model cooperation allows the algorithm performance to be improved. Moreover, the heterogeneous MOGA is a reasonable alternative to an arbitrary choice of one particular MOGA because in the series of our experiments it has demonstrated good reliability. Then, we have varied the main control parameters of the island model cooperation and found that its structure (the included algorithms) and the migration rate affect the algorithm performance to a greater extent. Furthermore, the number of islands is also a crucial parameter because the computational time reduces sufficiently when the number of islands increases.
Further study is related to implementing modern effective MOGAs, which should be included in the island model cooperation, and developing different schemes of the interaction between the islands. It is also important to investigate the cross-parameter influence on the performance of the cooperative MOGA, especially such parameters as the migration rate and the migration set cardinality for each particular solution exchange scheme.
