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Abstract
Finite quantum systems are considered and the Heisenberg–Weyl group of discrete displacements in the Z(d) × Z(d)
phase space is studied. Matrix elements of various operators are calculated and the result is given in terms of Chebyshev
polynomials and their derivatives. The SL(2; Z(d)) group of transformations in the phase space is studied. The general
theory is applied in the context of spherical harmonics and provides a mathematical framework for the study of the
angle–angular momentum quantum phase space. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Finite quantum systems have been studied originally by Weyl and Schwinger [7,8,15]. More
recently, various authors have extended this work in various contexts [1,2,6,9,10,16,17]. Potential
applications include quantum optics, quantum communications, quantum computing, quantum cryp-
tography, quantum coding, two-dimensional electron systems in external magnetostatic &elds, the
quantum Hall e?ect, etc. From a mathematical point of view, the theory of &nite quantum systems
is intimately connected to the theory of orthogonal polynomials and special functions and also to
applied functional analysis. Although these areas use di?erent terminology and notation, there are
deep connections among them, and results for one of them can be translated into the other.
In Refs. [11–14], we have studied &nite quantum systems, mainly in the context of the angle–
angular momentum quantum phase space and its applications to quantum optical electronics. In this
paper, we review brieAy and extend further these ideas, with emphasis on the mathematical aspects.
We explain that in &nite quantum systems, Chebyshev polynomials and their derivatives play a role
similar to delta functions in in&nite quantum systems.
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In Section 2 we study brieAy the phase space of these systems. We introduce position and
momentum bases which are related to each other through a &nite Fourier transform. We also in-
troduce displacement operators and study the corresponding Heisenberg–Weyl group. We calculate
matrix elements of various operators and express the result in terms of Chebyshev polynomials and
their derivatives.
In Section 3 we study SL(2; Z(d)) transformations in the phase space. They are the analogue of the
SL(2; R) transformations in the harmonic oscillator context. We study brieAy these transformations
and show that when d is the power of a prime, stronger results can be proved. The reason is that
in our calculations we use integers in Z(d). This is, in general, a commutative ring with unity; and
in the case that the d is a power of a prime, a Galois &eld. The existence of inverses in the Galois
case, leads to stronger results.
In Section 4 we apply the above general ideas to spherical harmonics. The formalism presented
in this section provides the mathematical framework for an angle–angular momentum phase space
formalism in quantum mechanics which has several applications in quantum optical electronics and
quantum communications.
We conclude in Section 5 with a discussion of our results.
2. The phase space
We consider a quantum system with a d-dimensional Hilbert space H . Let |X ;m〉 and |P;m〉 be
orthonormal bases related through a &nite Fourier transform:
|P;m〉= d−1=2
∑
n
!(mn)|X ; n〉; !() = exp
[
i
2
d
]
; (1)
m and n belong to Z(d) (the integers modulo d). The Fourier operator is de&ned as
F = d−1=2
∑
m;n
!(mn)|X ;m〉〈X ; n|=
∑
m
|P;m〉〈X ;m| (2)
and is characterized by the properties:
FF† = F†F = 1; F4 = 1: (3)
We also de&ne the X and P operators as
X =
d−1∑
n=0
n|X ; n〉〈X ; n|; P =
d−1∑
n=0
n|P; n〉〈P; n|: (4)
They are related to each other through a Fourier transform, as follows:
P = FXF†: (5)
The X -states are eigenstates of the operator X ; and the P-states are eigenstates of the operator P.
The above operators and states are a discrete analogue of the position and momentum operators and
states of the harmonic oscillator. The phase space is here a ‘discretised torus’ Z(d)× Z(d).
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The matrix elements of powers of the X and P operators can be expressed in terms of Chebyshev
polynomials and their derivatives. We consider the function:
0(x) =
1
d
d−1∑
n=0
!(nx) =
1
d
Ud−1
[
cos
(x
d
)]
exp
[
ix
(
1− r
d
)]
; (6)
where Ud−1 are Chebyshev polynomials of the second kind, and r is 0 or 1 in the cases that d is
even or odd number, correspondingly. We also consider the derivatives of 0(x):
m(x) =
1
d
d−1∑
n=0
(
i
2n
d
)m
!(nx) = @mx 0(x): (7)
These functions are the analogues of the delta function and its derivatives in the harmonic oscillator
case. Note that m(x+d)=m(x). Also for integer n, 0(n)=n;0 where n;0 is the Kronecker delta.
For odd values of the index m; 2k+1(0) = 0.
Using these functions we calculate the matrix elements:
〈X;m|Pn|X; k〉=
(
−i d
2
)n
n(m− k); (8)
〈P;m|X n|P; k〉=
(
−i d
2
)n
n(k − m): (9)
It is clear that practical calculations that involve matrix elements like those above, give Chebyshev
polynomials and their derivatives.
The X and P are &nite-dimensional matrices and therefore their powers are not all independent.
The Cayley–Hamilton theorem expresses the d-power of these operators in terms of the lower powers.
Since the eigenvalues are the integers 0; 1; : : : ; (d− 1); the characteristic polynomial is
P(x) = x
d−1∏
m=0
(x − m) ≡ xd + d−1xd−1 + · · ·+ 1x: (10)
The coeMcients 1; : : : ; d−1 are de&ned by the above equation. The Cayley–Hamilton theorem states
that
P(X ) = X d + d−1X d−1 + · · ·+ 1X = 0: (11)
Combining Eqs. (9) and (11) we &nd that for any integer ‘ ∈ Z(d)
(
−i d
2
)d
d(‘) + d−1
(
−i d
2
)d−1
d−1(‘) + · · ·+ 1
(
−i d
2
)
1(‘) = 0: (12)
Displacement operators along the X - and P-directions in the phase space, are de&ned as
DX = exp
[
−i2
d
P
]
; DP = exp
[
i
2
d
X
]
; (13)
DdX = D
d
P = 1; D

PD

X = D

XD

P!(); (14)
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where ;  belong to Z(d). We can prove that
DX |P;m〉= !(−m)|P;m〉; DX |X ;m〉= |X ;m+ 〉; (15)
DP|P;m〉= |P;m+ 〉; DP|X ;m〉= !(m)|X ;m〉: (16)
The general displacement operators
D(; ) ≡ DXDP; (17)
D(; )D(; )!(− ) = D(; )D(; ) (18)
form the Heisenberg–Weyl group. In Refs. [11–14] we have studied in detail this group.
3. Discrete rotations in phase space
In order to study discrete rotations in the phase space, we &rst point out that when d is equal to
a power of a prime p; (d = pm) the Z(pm) is a Galois &eld. When d is not equal to a power of
a prime, the Z(d) is a commutative ring with unity, which is not a &eld. We call Galois quantum
systems, the systems whose Hilbert space has dimension equal to the power of a prime. Using the
fact that in a &eld all nonzero elements have an inverse, we can prove stronger results for Galois
quantum systems. Related is the fact that in the non-Galois case, the phase space is simply a set
of points with no geometrical structure. In the Galois case, the phase space is a &nite geometry
[3,5] and we will show that this geometrical structure leads to stronger results for Galois quantum
systems.
We now consider the transformations
D′X = D

XD

P; D
′
P = D

XD

P; (19)
where ; ; ;  are integers in Z(d) such that
− = 1 (mod (d)): (20)
These transformations preserve Eq. (14) and form the SL(2; Z(d)) group.
In the Galois case, where the inverses exist, for any triplet ; ;  (with non-zero ), we can &nd
= −1(1 + ) which satis&es Eq. (20). In the non-Galois case, only for some triplets ; ; , there
exists a  which satis&es Eq. (20) and this is clearly a weaker result.
In Refs. [11–13], we have constructed explicitly the general case of unitary operators U , which
for Galois quantum systems give
UDXU † = DXD

P; UDPU
† = DXD

P: (21)
In order to clarify the physical meaning of these operators, we study here some important special
cases. We start with the ‘dilation–contraction’ operators
U () =
d−1∑
n=0
|X ; n〉〈X ; n|=
d−1∑
n=0
|P; n〉〈P; n| (22)
and prove that
U ()DX [U ()]
† = DX ; U ()DP[U ()]
† = D1=P ; (23)
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where  belongs to the Galois &eld Z(pm) (and therefore its inverse exists). Acting with these
operators on X ,P we get new operators X ′; P′
X ′ = U ()X [U ()]† = −1X ; P′ = U ()P[U ()]† = P: (24)
In order to get a better understanding of these transformations, we consider an example with d= 5
and = 2 (−1 = 3). In this case we prove that
U (2)|X ; 0〉= |X ; 0〉;
U (2)|X ; 1〉= |X ; 2〉;
U (2)|X ; 2〉= |X ; 4〉;
U (2)|X ; 3〉= |X ; 6 ≡ 1 (mod 5)〉;
U (2)|X ; 4〉= |X ; 8 ≡ 3 (mod 5)〉:
(25)
and also that
U (2)|P; 0〉= |P; 0〉;
U (2)|P; 1〉= |P; 3〉;
U (2)|P; 2〉= |P; 6 ≡ 1 (mod 5)〉;
U (2)|P; 3〉= |P; 9 ≡ 4 (mod 5)〉;
U (2)|P; 4〉= |P; 12 ≡ 2 (mod 5)〉:
(26)
The above results exemplify the discrete analogue of the transformations x′ = x; p′ = p= in the
continuous case where the phase space is a plane.
Another special case is when
U = exp
(
i

d
X 2
)
: (27)
We can show that
UDXU † = DXDP!(
1
2); (28)
UDPU † = DP: (29)
In this case,
U |X ; n〉= exp
(
i

d
n2
)
|X ; n〉; (30)
U |P; n〉=
d−1∑
m=0
umn|P;m〉; (31)
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where
umn = 〈P;m|U |P; n〉=
d−1∑
‘=0
exp
(
i

d
‘2
)
![‘(n− m)]: (32)
The results of this section are directly applicable to Galois quantum systems. However in Ref.
[14] we have shown that an arbitrary &nite quantum system can be factorized in terms of Galois
quantum systems (see also Ref. [4]). This factorization is based on the Chinese remainder theorem
and is similar to the one used in fast Fourier transforms. Through this factorization, the results of
this section become applicable to all &nite quantum systems.
4. Application to spherical harmonics
In this section we apply the general ideas discussed above, to spherical harmonics. We consider the
Hilbert space of functions on a sphere g(; ), where ;  are spherical angles (06¡ ; 06¡ 2).
The spherical harmonics Yjm(; ) form an orthonormal basis:∫
Yjm(; )Y ∗j′m′(; ) d cos  d = jj′mm′ ; (33)
∞∑
j=0
j∑
m=−j
Yjm(; )Y ∗jm(; ) = (cos − cos )( − ): (34)
We call H2j+1 the (2j + 1)-dimensional subspace spaned by the spherical harmonics Yjm(; ), with
&xed j and m=−j; : : : ; j. The Hilbert space H is the direct sum of all the H2j+1 with j = 0; 1; : : : :
An arbitrary function g(; ) can be expanded as
g(; ) =
∞∑
j=0
j∑
m=−j
sjmYjm(; ); (35)
where
sjm =
∫
g(; )Y ∗jm(; ) d cos  d: (36)
In this context, we de&ne the Fourier transform of the function g(; ) as
G(; ) =
∫
F(; ; ; )g(; ) d cos  d; (37)
where
F(; ; ; ) =
∞∑
j=0
(2j + 1)−1=2
j∑
m=−j
j∑
n=−j
!(mn)Yjm(; )Y ∗jn(; ): (38)
This operator performs a &nite Fourier transform (similar to that of Eq. (2)) in each subspace H2j+1.
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The Fourier transform of the spherical harmonics Yjm(; ) gives
Xjm(; )≡
∫
F(; ; ; )Yjm(; ) d cos  d
= (2j + 1)−1=2
j∑
n=−j
!(mn)Yjn(; ): (39)
The Xjm(; ) form an orthonormal basis in the Hilbert space H .
We now consider the angular momentum operators which are simply expressed as the di?erential
operators:
J+(; ) = exp(i)(@ + i cot @);
J−(; ) = exp(−i)(−@ + i cot @);
Jz(; ) =−i@;
J 2(; ) =−
[
1
sin2 
@2 +
1
sin 
@(sin @)
]
:
(40)
The J+; J−; Jz are generators of the SU(2) group, with Casimir operator the J 2. The Yjm(; ) are
eigenfunctions of both J 2 and Jz.
Through a Fourier transform (on both sides) of these operators, we get the ‘angle operators’
&+; &−; &z and & 2:
&(; ; ′; ′) =
∫
F(; ; ′′; ′′)J (′′; ′′)F∗(′; ′; ′′; ′′) d cos ′′ d′′; (41)
where we use the notation J for any of the J+; J−; Jz; J 2 and the notation & for the corresponding
&+; &−; &z; & 2. These operators act on functions g(; ) as follows:
&g ≡
∫
&(; ; ′; ′)g(′; ′) d cos ′ d′: (42)
Since the Fourier operators are unitary the &+; &−; &z are generators of the SU(2) group, with
Casimir operator the & 2. The Xjm are eigenfunctions of both & 2 and &z.
5. Discussion
We have considered &nite quantum systems with phase space Z(d) × Z(d). In these systems,
we have studied discrete displacements, associated with the Heisenberg–Weyl group; and discrete
rotations associated with the SL(2; Z(d)) group. In the case of Galois quantum systems the phase
space is a &nite geometry and we have proved stronger results.
We have calculated matrix elements of various operators and shown that the results can be
expressed in terms of the m(x) functions which are Chebychev polynomials and their derivatives.
The formalism has been used in the context of spherical harmonics providing a mathematical
framework for the study of the angle–angular momentum quantum phase space which has been
discussed and used in a quantum optical electronics context in Refs. [11–14].
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