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Introduction
In recent years p−adic analysis has received a lot of attention because of its applications
to problems of mathematical physics [18], [27], [28], [7]. All these developments have
been motivated by two physical ideas; the first is the conjecture in particle physics that
at Planck distances the space-time has a non-archimedean structure. As a consequence
of this, p−adic quantum mechanics has emerged [22], [26]. The second idea comes
from statistical physics, in particular in connection with models describing relaxation in
glasses, macromolecules, and proteins. The non exponential nature of those relaxations
may be interpreted as consequence of some hierarchical structure of the state space
which can in turn be put in connection with p−adic structures [3], [4]. Thus, some
new mathematical problems have arisen, among them, the study of p−adic pseudo-
differential equations.
In this thesis we extend the results of A. N. Kochubei on p−adic parabolic equations
and Markov processes to the n−dimensional case using the techniques introduced in [15],
[16] (see also [33]). These results are the subject of Chapters 2, 3, and have been already
published in [19], [20]. The second part of this thesis, Chapter 3 (see also [21]) is devoted
to the study of fundamental solutions of p−adic pseudo-differential equations following
the ideas introduced by W. A. Zúñiga-Galindo in [31]-[32], and by A. N. Kochubei in
[16]. Here we extend the results of [32] by using local zeta functions ideas and techniques
used in [12], [13], [23], [30].
We now review the state of the art when this thesis was started, and explain our
contributions in this context.
p−adic Pseudo-Differential Operators.
Let Qp be the field of the p−adic numbers. Let Zp the ring of p−adic integers, pZp
the maximal ideal of Zp; and Zp/pZp ' Fp the residue field of Qp. For x ∈ Qp let v
the valuation normalized by v(p) = 1; let |x|p = p−v(x) the normalized absolute value,
and ac(x) = xp−v(x). Let Ψ denote an additive character of Qp trivial on Zp but no on
p−1Zp.
III
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Let S(Qnp ) the C-vectorial space of Schwartz-Bruhat functions over Qnp , i.e. func-
tions locally constant with compact support. The dual space S′(Qnp ) is the space of
distributions over Qnp . For x, y in Qnp we put x · y =
∑n
i=1 xiyi.
Let f = f(x) ∈ Qp[x1, . . . , xn] be a non constant polynomial, and β a positive real
number. A p−adic pseudo-differential operator f(∂, β), with symbol |f |βp , is an operator
of the form
f(∂, β)ϕ = F−1
(
|f |βpF ϕ
)
,
where
F : S(Qnp ) −→ S(Qnp )
ϕ 7→
∫
Qnp
Ψ(−x · y)ϕ(x) dnx
is the Fourier transform in Qnp . Here dnx denotes the Haar measure in Qnp normalized
so that Znp has measure 1. The operator f(∂, β) has a self-adjoint extension with dense
domain in L2(Qnp ). We associate to f(∂, β) the following p−adic pseudo-differential
equation
f(∂, β)u = g; (1)
a fundamental solution for (1) is a distribution E such that u = E ∗ g is a solution.
The simplest possible pseudo-differential operators, called the Vladimirov operator,
has the form (
Dβu
)
(x) = F−1ξ→x
(
|ξ|βpFx→ξu
)
, β > 0, u ∈ S(Qp).
These operators were introduced by Vladimirov who found their fundamental so-
lutions and studied their spectrum [27]. Notice that the Vladimirov operator is the
p−adic counterpart of the archimedean derivative,(
1
2pii
)β dβu
dxβ
=
∫
R
e2piixξξβ
(Fx→ξu)(ξ) dξ, β ∈ N.
The p−adic Heat Equation.
In [15], [16, Cap. 4] Kochubei studied the following Cauchy problem
∂u(x, t)
∂t
+ a0(x, t)(D
αu)(x, t) +
n∑
k=1
ak(x, t)(D
αku)(x, t)
+ b(x, t)u(x, t) = f(x, t), x ∈ Qp, 0 < t ≤ T,
u(x, 0) = ϕ(x),
(2)
where 0 < α1 < · · · < αn < α, Dα is the Vladimirov operator, the coefficients ak(x, t),
f(x, t), the initial condition and the solution are real functions. In particular; he studied
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the case in which ak(x, t), k = 0, 1, . . . , n, are non-negative bounded functions and b(x, t)
is a continuos bounded function.
Kochubei showed the existence and uniqueness for the Cauchy problem in certain set
of increasing and bounded functions. Also he found conditions so that the fundamental
solutions are non-negative, and established conditions on the fundamental solution to
stabilize when t→∞ in the case of constant coefficients.
More precisely, letMγ be the set of complex valued and locally constant functions
ψ(x) in Qp satisfying
|ψ(x)| ≤ C(1 + |x|γp);
if ψ depends also on a parameter t, we shall say that ψ ∈ Mγ uniformly with respect
to t, and its constant C and its exponent of local constancy do not depend on t.
If 0 ≤ γ < α1, Kochubei showed that the solution is unique in the set of functions
belonging toMγ uniformly with respect to t and obtained the following existence result:
Theorem 1. [Theorem 4.6, [16]] The Cauchy problem (2) possesses a solution
u(x, t) =
∫ t
0
∫
Qp
Γ(x, t, ξ, τ)f(ξ, τ) dξ dτ +
∫
Qp
Γ(x, t, ξ, 0)ϕ(0) dξ,
where a fundamental solution Γ(x, t, ξ, τ), x, ξ ∈ Qp, 0 ≤ τ < t ≤ T , has the form
Γ(x, t, ξ, τ) = Z(x− ξ, t− τ, ξ, τ) +W (x, t, ξ, τ).
Here
Z(x, t, y, θ) =
∫
Qp
Ψ(−xξ) exp(−a0(y, θ)|ξ|αp ) dξ,
is the heat kernel and |W (x, t, ξ, τ)| remains bounded for a function of x, t, ξ and τ [16].
n−dimensional analogues.
In dimension one the p−adic heat kernel has been studied extensively [5], [10], [11], [15],
[27]. The next step in the construction of the theory is the generalization of the above
equations to the n−dimensional case. In [25] Varadarajan studied some equations on
n−dimensional vector spaces over local fields and division rings; on the other hand in
[33], Zúñiga-Galindo gave a first step toward the generalization of the results of [15] and
[25] to higher dimensions. In [33] he studied the following Cauchy problem:
∂u(x, t)
∂t
+ (f(∂, β)u) (x, t) = 0, x ∈ Qnp , n ≥ 1, t ∈ (0, T ]
u(x, 0) = ϕ(x),
(3)
where (f(∂, β)) is an elliptic pseudo-differential operator of the form
(f(∂, β)φ) (x, t) = F−1ξ→x
(
|f(ξ)|βpFx→ξφ(x, t)
)
, x ∈ Qnp ,
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β > 0 and f(ξ) ∈ Qp[ξ1, . . . , ξn] is a homogeneous polynomial of degree d that only
vanishes in the origin.
Let B(Qnp ) be the set of all continuous functions ϕ : Qnp → C such that ||ϕ||L∞ <∞.
In [33] Zúñiga-Galindo obtained the following result:
Theorem 2. [Theorem 4.1 [33]] If ϕ belongs to L1(Qnp ) ∩ B(Qnp ), then the Cauchy
problem (3) has a solution
u(x, t) =
∫
Qnp
Z(x− η, t)ϕ(η) dnη,
where
Z(x, t) =
∫
Qnp
ψ(−x · ξ) exp(−t|f(ξ)|βp ) dξ.
Furthermore, this solution has the following properties:
1. u(x, t) is a continuous function in x, for every fixed t ∈ [0, T ];
2. sup(x,t)∈Qnp×[0,T ]|u(x, t)| ≤ ||ϕ||L∞ ;
3. u(x, t) ∈ Lρ, 1 ≤ ρ <∞, for any fixed t > 0.
Zúñiga-Galindo also showed that the fundamental solution Z(x, t) is the transition
density of a Markov process with state space Qnp .
The study of the decay of the oscillatory integral Z(x, t) as ||x|| → ∞, for t ∈ (0, T ]
plays a central role in this result. It is relevant to mention that Igusa developed a
method for estimating a large class of oscillatory integrals over the p−adics [12], but his
method is not applicable to Z(x, t). To avoid this inconvenience, and study the decay
of Z(x, t), Zúñiga-Galindo uses some geometric ideas developed in [30].
In Chapter 2 we study another generalization of the heat equation (3). This gen-
eralization is obtained looking for n−dimensional operators that may be considered
generalizations of the Laplacian. Among these generalizations we choose the Taibleson
operator, defined by
Definition. (Taibleson operator)
(DαTϕ)(x) = F−1ξ→x
(||ξ||αpFx→ξφ(x)) , x ∈ Qnp ,
where ||ξ||p = max{|ξi|p} and α > 0.
Recently this operator have been studied by Albeverio, Khrennikov and Shelkovich
in connection with the p−adic Lizorkin spaces [1].
Here, we prove the existence and uniqueness of the Cauchy problem
∂u(x, t)
∂t
+ a(DαTu)(x, t) = f(x, t), x ∈ Qnp , t ∈ (0, T ],
u(x, 0) = ϕ(x),
(4)
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in the spaces of increasing functions introduced by Kochubei in [15], see Theorem 2.1.
We also associate a Markov process to the fundamental solution (see Theorem 2.2).
These results constitute an extension of the corresponding results in [16], [27].
There exists a procedure, developed in [16] for elliptic equations, which allows the
reduction of multi-dimensional problems over Qp to one-dimensional problems over ap-
propriate field extensions. In particular, the Taibleson operator is connected with the
unramified extension of Qp of degree n (see Lemma 2.1 in [16]). The fundamental solu-
tions corresponding to the multi-dimensional Cauchy problem and the problem over the
unramified extension should be obtained from each other, up to a linear change of vari-
ables, as in the formula (2.38) of [16] for the elliptic case. Then many properties of the
fundamental solution would follow directly from those known in the one-dimensional
case. In Chapter 2 we use an elementary and independent method that has its own
obvious advantages.
Let us explain now the connection between the results of this chapter and those of
[33]. There are infinitely many homogeneous polynomial functions satisfying
|f (ξ)|p =
(
max
1≤i≤n
|ξi|p
)d
, for any ξ ∈ Qnp ,
here d denotes degree of f (cf. Lemmas 2.13-2.14). Hence the pseudo-differential opera-
tors considered here are a subclass of the ones considered in [33]. However, the function
spaces for the solutions and initial data are completely different. In this paper the ini-
tial datum and the solution to Cauchy problem (4) are not necessarily bounded, neither
integrable, while in [33] they are.
In Chapter 3, the results of Chapter 2 are extended to operators of the form
(Aϕ) (x) = a0(x, t)(D
α
Tϕ)(x) +
n∑
k=1
ak(x, t)(D
αk
T ϕ)(x) + b(x, t)ϕ(x),
α > 1, 0 < α1 < . . . < αn < α, where the ak(x, t), and b(x, t) are bounded continuous
functions, using the parametrix technique adapted from [16]-[14].
Igusa Local Zeta Functions.
Let g(x) ∈ Qp[x1, . . . , xn] be a non constant polynomial, the p−adic complex power |g|sp
associated to g is the distribution
〈|g|sp, ϕ〉 =
∫
Qnp\g−1(0)
ϕ(x)|g(x)|sp dnx, Re(x) > 0, ϕ ∈ S(Qnp ),
this is also called the Igusa local zeta function of g.
The local zeta functions were introduced by Weil [29] and their basic properties for
general g were first studied by Igusa [12], who showed, using the Hironaka desingular-
ization theorem, that the distribution |g|sp has a meromorphic continuation to the whole
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complex plane, such that 〈|g|sK , ϕ〉 is a rational function of p−s for each ϕ ∈ S(Qnp ).
The distributions of the form χ(ac(g))|g|sp, where χ is a multiplicative character of Z×p ,
also have meromorphic continuations.
Igusa's local zeta functions are related to the number of solutions of congruences
modulo pm and with exponential sums modulo pm. Concerning Igusa's local zeta func-
tions there are also several conjectures and intriguing connections with topology and
singularity theory [6].
Igusa also showed that the poles of Zϕ(s, g, χ) = 〈χ(ac(g))|g|sp, ϕ〉 control the asymp-
totic behavior of the following p−adic oscillatory integral
Eϕ(λ, g) =
∫
Qnp
ϕ(x)Ψ(λg(x)) dnx;
more precisely
|Eϕ(λ, g)| = O(|λ|−β0+p ),
where β0 is the minimum of the set {−Re(s) | s is a pole of Zϕ(s, g, χ)}.
Igusa's Local Zeta Functions and Fundamental Solutions.
In [31] Zúñiga-Galindo showed that the meromorphic continuation of |f |sp implies the
existence of a distribution such that Tβ ∈ S′(Qnp ) (β > 0 fixed) satisfying |f |βpTβ = 1.
If we put Eβ = F−1Tβ ∈ S′(Qnp ), then Eβ is a fundamental solution of (1). The proof
of the existence of a fundamental solution for a p−adic pseudo-differential equation is
based on Atiyah's proof for the existence of a fundamental solution for a linear partial
differential operator with constant coefficients [2].
All the above mentioned results suggest a deep connection between Igusa's local zeta
function and p−adic pseudo-differential equations. This connection had been already
pointed out by other researchers [23], [13].
In Chapter 4 we construct the fundamental solution of the Taibleson operator, using
the connection between this operator and the Igusa's local zeta functions. In particular
we obtain the Vladimirov operator fundamental solution, and the fundamental solution
of the elliptic pseudo-differential operators, which acts on a subspace of the space of
test functions. Because of this, we search for the best spaces associated with the elliptic
pseudo-differential operators. Finally, we construct a class of Sobolev spaces where the
elliptic pseudo-differential operators behave nicely.
CHAPTER 1
p−adic Analysis: An Overview
1.1 p−adic Numbers
As general reference for p−adic analysis we refer the reader to [24] and [27]. Let p be a
prime number, the field of p−adic numbers Qp is defined as the completion of the field
of rational numbers Q with respect to the non-Archimedean p−adic norm | · |p which is
defined as follows:
Definition 1.1.
|x|p =
{
0 if x = 0
p−γ if x ∈ Q×, x = pγ ab with a, b integers coprime to p.
The integer γ = γ (x) is called the p-adic order of x, and it will be denoted as
ord (x). We use the same symbol, | · |p, for the p−adic norm on Qp.
The p−adic norm possesses the characteristic properties of a norm even in a stronger
form, namely
• |x|p ≥ 0, |x|p = 0 iff x = 0,
• |xy|p = |x|p|y|p,
• |x+ y|p ≤ max(|x|p, |y|p).
The last property is known as the ultrametric property.
The set Zp = {x ∈ Qp | |x|p ≤ 1} is called the ring of the p−adic integers, this is a
local ring with maximal ideal pZp = {x ∈ Qp | |x|p < 1}, the field of residues Zp/pZp is
isomorphic to the field of p elements Fp
1
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Any p−adic number x 6= 0 has a unique expansion of the form
x = pγ
∞∑
j=0
xjp
j ,
where γ = ord (x) ∈ Z, and xj ∈ {0, 1, . . . , p− 1}. By using the above expansion, we
define the fractional part of x ∈ Qp, denoted as {x}p, as the following rational number:
{x}p =

0, if x = 0, or γ ≥ 0
pγ
|γ|−1∑
j=0
xjp
j , if γ < 0.
We extend the p−adic norm to Qnp as follows:
‖x‖p := max1≤i≤n |xi|p , for x = (x1, . . . , xn) ∈ Q
n
p .
Note that ‖x‖p = p−min1≤i≤n{ord(xi)}.
Denote by Bnγ (a) =
{
x ∈ Qnp | ‖x− a‖p ≤ pγ
}
, the ball of radius pγ with center
at a = (a1, . . . , an) ∈ Qnp , and Bnγ (0) = Bnγ , γ ∈ Z. Note that Bnγ (a) = Bγ (a1) ×
. . .× Bγ (an), where Bγ (aj) =
{
xj ∈ Qp | |xj − aj |p ≤ pγ
}
is the one-dimensional ball
of radius pγ with center at aj ∈ Qp. The ball Bn0 equals the product of n copies of
B0 (0) = Zp, the ring of p-adic integers.
The following assertions are valid: Bnγ (a) is compact and open; every point of the
ball Bnγ (a) is its centre, and two balls are either disjoint, or one is contained in the
other, see e. g. [27].
1.1.1 Fourier Analysis on Qnp .
As Qnp is a locally compact group, with respect to the addition, then there exits a
Haar measure. Let dnx denote the Haar measure on Qnp normalized by the condition∫
Bn0
dnx = 1.
A complex-valued function ϕ defined on Qnp is called locally constant if for any
x ∈ Qnp there exists an integer l(x) ∈ Z, l(x) > 0 such that ϕ (x+ x′) = ϕ (x), for
x′ ∈ Bnl(x).
A function ϕ : Qnp → C is called a Schwartz-Bruhat function, or test function, if it
is locally constant with compact support. The C-vector space of the Schwartz-Bruhat
functions is denoted by S(Qnp ). If ϕ ∈ S(Qnp ), there exist an integer l ≥ 0 such that
ϕ (x+ x′) = ϕ (x), for x′ ∈ Bn−l, and x ∈ Qnp (see e.g. [27, VI.1, Lemma 1]). The largest
of such numbers l = l (ϕ) is called the exponent of local constancy of ϕ.
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Let S′(Qnp ) denote the set of all functionals (distributions) on S(Qnp ). All the
functionals on S(Qnp ) are continuous (see e.g. [27, VI.3]).
Given ξ = (ξ1, . . . , ξn), x = (x1, . . . , xn) ∈ Qnp , we set ξ ·x :=
∑n
i=1 ξixi. The Fourier
transform of ϕ ∈ S(Qnp ) is defined as
(Fϕ)(ξ) =
∫
Qnp
Ψ(−ξ · x)ϕ(ξ) dnx, ξ ∈ Qnp ,
where Ψ(−ξ · x) = ∏ni=1 Ψ(−ξixi) = exp(2pii∑ni=1 {−ξixi}p). The function Ψ(αxj) =
exp
(
2pii
∑n
i=1 {αxj}p
)
is called the standard additive character of Qp. The Fourier
Transform is a linear isomorphism from S(Qnp ) onto itself, see [24].
We denote by χr, r ∈ Z, the characteristic function of the polydisc Br(0) := (prZp)n.
For any ϕ ∈ S, we set
rϕ := min{r ∈ N | ϕ|Br(0) = ϕ(0)}.
Definition 1.2. We set L := L(Qnp ) = {ϕ ∈ S |
∫
Qnp
ϕ(x) dnx = 0}, and W := W(Qnp )
to be the C-vector space generated by the functions χr, r ∈ Z.
We note that any ϕ ∈ S can be written uniquely as ϕL + ϕW , where
ϕW = prϕn
(∫
Qnp
φ(x) dnx
)
χrϕ ∈ W, and ϕL = ϕ − ϕW ∈ L. However, S is not
the direct sum of L and W. The space W was introduced in [32], and {F(ϕ) | ϕ ∈ L}
is a Lizorkin space of second class [1].
1.1.2 p−adic Pseudo-Differential Operators
Let f(ξ) ∈ Qp[ξ1, . . . , ξn] be a nonconstant polynomial. A pseudo-differential operator
f(D,α), α > 0, with symbol |f(ξ)|αp , is an operator of the form
(f(D,α)ϕ) = F−1 (|f |αpFϕ) , (1.1)
where ϕ ∈ S. The operator f(D,α) has a self-adjoint extension with dense domain in
L2(Qnp ).
The simplest possible pseudo-differential operator, called the Vladimirov operator,
has the form
(Dαϕ) (x) = F−1ξ→x
(|ξ|αpFx→ξϕ) , α > 0, ϕ ∈ S(Qp). (1.2)
These operators were introduced by Vladimirov who found their fundamental solu-
tions and studied their spectrum. Notice that the Vladimirov operator is the p−adic
counterpart of the archimedean derivative,(
1
2pii
)α dαϕ
dxα
=
∫
R
e2piixξξα
(Fx→ξϕ)(ξ) dnξ, α ∈ N. (1.3)
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1.2 The Riesz Kernel
We collect some well-known results about the Riesz kernel that will be used later on,
we refer the reader to [24] or [27] for further details.
The p−adic Gamma function Γ(n)p (s) is defined as follows:
Γ(n)p (s) =
1− ps−n
1− p−s , s ∈ C, s 6= 0.
The Gamma function is meromorphic with simple zeros at n+ 2piiln pZ and unique simple
pole at s = 0. In addition, it satisfies
Γ(n)p (s)Γ
(n)
p (n− s) = 1, s /∈ {0} ∪ {n+
2pii
ln p
Z}.
The Riesz kernel Rs is the distribution determined by the function
Rs(x) =
||x||s−np
Γ
(n)
p (s)
, Re(s) > 0, s /∈ n+ 2pii
ln p
Z, x ∈ Qnp .
The Riesz kernel has, as a distribution, a meromorphic continuation to C given by
〈Rs(x), ϕ(x)〉 = 1− p
−n
1− ps−nϕ(0) +
1− p−s
1− ps−n
∫
||x||p>1
||x||s−np ϕ(x) dnx
+
1− p−s
1− ps−n
∫
||x||p≤1
||x||s−np (ϕ(x)− ϕ(0)) dnx,
with poles at n+ 2piiln pZ. In particular, for Re(s) > 0
〈Rs(x), ϕ(x)〉 = 1− p
−s
1− ps−n
∫
Qnp
ϕ(x)||x||s−np dnx, s /∈ n+
2pii
ln p
Z,
〈R−s(x), ϕ(x)〉 = 1− p
s
1− p−s−n
∫
Qnp
(ϕ(x)− ϕ(0))||x||−s−np dnx. (1.4)
In the case s = 0, by passing to the limit, we obtain
〈R0(x), ϕ(x)〉 := lim
s→0
〈Rs(x), ϕ(x)〉 = ϕ(0),
i.e., R0(x) = δ (x), the Dirac delta function, and therefore Rs ∈ S′(Qnp ), for s ∈
C\
{
n+ 2piiln pZ
}
.
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Remark 1.1. The distribution ||x||sp, Re(s) > 0, admits the following meromorphic
continuation, 〈||x||sp, ϕ(x)〉 = 1− p−n1− p−s−nϕ(0) +
∫
||x||p>1
||x||spϕ(x) dnx
+
∫
||x||p≤1
||x||sp(ϕ(x)− ϕ(0)) dnx, ϕ ∈ S.
In particular, all the poles of ||x||sp have real part equal to −n.
Lemma 1.1. [24, Chap. III, Theorem 4.5] As elements of S′(Qnp ), (F Rs) (x) equals
||x||−sp , for s /∈ n+ 2piiln pZ.
1.3 The Taibleson Operator
Definition 1.3. The Taibleson pseudo-differential operator DαT , α > 0, is defined as
(DαTϕ)(x) = F−1ξ→x
(||ξ||αpFx→ξϕ) , for ϕ ∈ S(Qnp ).
As a consequence of the previous lemma and (1.4), we have
(DαTϕ) (x) = (R−α ∗ ϕ) (x) =
1− pα
1− p−α−n
∫
Qnp
||y||−α−np (ϕ(x− y)− ϕ(x)) dny. (1.5)
The right-hand side of (1.5) makes sense for a wider class of functions, for example, for
locally constant functions ϕ(x) satisfying∫
||x||p≥1
||x||−α−np |ϕ(x)| dnx <∞.
Remark 1.2. As a consequence of the previous observations we may assume that the
constant functions are contained in the domain of DαT , and that D
α
Tϕ = 0, for any
constant function.
1.4 Elliptic Pseudo-differential Operators
In this section we collet some results about p−adic elliptic operators that will be used
later on. Let f(ξ) ∈ Qp[ξ1, . . . , ξn] be a nonconstant polynomial. A pseudo-differential
operator f(D,α), α > 0, with symbol |f(ξ)|αp , is an operator of the form
(f(D,α)ϕ) = F−1 (|f |αpFϕ) ,
where ϕ ∈ S. The operator f(D,α) has a self-adjoint extension with dense domain in
L2(Qnp ).
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Definition 1.4. Let f(ξ) ∈ Qp[ξ1, . . . , ξn] be a nonconstant polynomial. We say that
f(ξ) is an elliptic polynomial of degree d, if it satisfies: (i) f(ξ) is a homogeneous
polynomial of degree d, and (ii) f(ξ) = 0⇔ ξ = 0.
Lemma 1.2. [33, Lemma 1] Let f(ξ) ∈ Qp[ξ1, . . . , ξn] be an elliptic polynomial of degree
d. Then there exists positive constants C0(f), C1(f) such that
C0(f)||ξ||dp ≤ |f(ξ)|p ≤ C1(f)||ξ||dp, for every ξ ∈ Qnp .
We note that if f(ξ) is elliptic, then cf(ξ) is elliptic for any c ∈ Q×p . For this
reason,we will assume from now on that the elliptic polynomials have coefficients in Zp.
Lemma 1.3. [33, Lemma 3] Let f(ξ) ∈ Qp[ξ1, . . . , ξn] be an elliptic polynomial of degree
d. Let A ⊂ Qnp be a compact subset such that 0 /∈ A. Then there exist a positive integer
m = m(A, f) such that |f(ξ)|p ≥ p−m, for any ξ ∈ A. Furthermore, for any covering
of A of the form ∪Li=1Bi, where Bi = zi + (pmZp)n, we have that |f(ξ)|p = |f(zi)|p for
any ξ ∈ Bi.
Definition 1.5. Let f(ξ) ∈ Zp[ξ1, . . . , ξn] be an elliptic polynomial of degree d. We
will say that |f |βp is an elliptic symbol, and that f(D,β) is an elliptic pseudo-differential
operator of order d.
1.5 Igusa's local zeta functions
Let g(x) ∈ Qp[x], x = (x1, . . . , xn), be a non-constant polynomial. Igusa's local zeta
function associated to g(x) is the distribution
〈|g|sp, ϕ〉 =
∫
Qnprg−1(0)
|g(x)|spϕ(x) dnx,
for s ∈ C, Re(s) > 0, where ϕ ∈ S, and dnx denotes the normalized Haar measure of
Qnp . The local zeta functions were introduced by Weil [29] and their basic properties
for general g(x) were first studied by Igusa [12]. A central result in the theory of local
zeta functions established that |g|sp admits a meromorphic continuation to the complex
plane such that 〈|g|sp, ϕ〉 is rational function of p−s for each ϕ ∈ S. Furthermore, there
exists a finite set ∪E∈E{(NE , nE)} of pairs of positive integers such that∏
E∈E
(1− p−nE−NEs)|g|sp
is a holomorphic distribution on S. In particular the real parts of the poles of |g|sp are
negative rational numbers [12].
For a fixed ϕ ∈ S, we denote the integral 〈|g|sp, ϕ〉 by Zϕ(s, g). In particular Z(s, g) =
Zχ0(s, g).
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Lemma 1.4. Let f(x) ∈ Zp[x], x = (x1, . . . , xn), be an elliptic polynomial of degree d.
Then
Z(s, f) =
L(p−s)
1− p−ds−n , (1.6)
where L(p−s) is a polynomial in p−s with rational coefficients. Furthermore, s = −n/d
is a pole of Z(s, f).
Proof. Let A = {x ∈ Znp | ord(xi) ≥ d, i = 1, . . . , n}, and A′ = {x ∈ Znp | ord(xi) <
d, for some i}. Then Znp is the disjoint union of A and A′ and
Z(s, f) =
∫
A
|f(x)|sp dnx+
∫
A′
|f(x)|sp dnx
= p−ds−nZ(s, f) +
∫
A′
|f(x)|sp dnx,
i.e., Z(s, f) = 1
1−p−ds−n
∫
A′ |f(x)|sp dnx. Since A′ is compact, by applying Lemma 1.3 we
find a covering of A′ = ∪Li=1Bi, where |f |p is constant on each Bi. Hence∫
A′
|f(x)|sp dnx = p−nm
L∑
i=1
|f(zi)|sp,
and
Z(s, f) =
p−nm
∑L
i=1 |f(zi)|sp
1− p−ds−n .
The following explicit formula will be used in Chapter 4.
Lemma 1.5. Let f(x) ∈ Qp[x], x = (x1, . . . , xn), be an elliptic polynomial of degree d.
Then
|f |sp =
(1− pds)L(p−s)
(1− p−n)(1− p−ds−n)Rds+n, s ∈ C (1.7)
as distributions on W. Here L(p−s) is the numerator of Z(s, f) which is a polynomial
in p−s with rational coefficients.
Proof. Let ϕ ∈ W, then
ϕ(x) =
∑
i
ciχri(x),
where ci ∈ C, ri ∈ Z (recall that F(χr) = p−nrχ−r). The action of |f |sp on Fϕ can be
explicitly described as follows:
〈|f |sp,Fϕ〉 =
∑
i
ci〈|f |sp, p−nriχ−ri〉,
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but
〈|f |sp, p−nriχ−ri〉 = p−nri
∫
Qnp
|f(x)|spχ−ri(x) dnx = pdrisZ(s, f),
for Re(s) > 0, thus
〈|f |sp,Fϕ〉 = Z(s, f)
∑
i
cip
dris, Re(s) > 0.
On the other hand,
〈 1− p
ds
1− p−nRds+n, p
−nriχ−ri〉 = 〈
1− p−ds−n
1− p−n ||x||
ds
p , p
−nriχ−ri〉 = pdris,
for every ri ∈ Z and Re(s) > 0. Then we have
〈|f |sp,Fϕ〉 =
1− pds
1− p−nZ(s, f)〈Rds+n,Fϕ〉,
for Re(s) > 0. Now Z(s, f) and Rds+n have a meromorphic continuation to the complex
plane, therefore this formula extends to C. Finally, since the Fourier transform estab-
lishes a C-isomorphism on W, it is possible remove the Fourier transform symbol.
CHAPTER 2
Taibleson Operators, p-adic Parabolic Equations
and Ultrametric Diffusion
In this chapter we consider the following Cauchy problem:
∂u(x, t)
∂t
+ a(DαTu)(x, t) = f(x, t), x ∈ Qnp , t ∈ (0, T ],
u(x, 0) = ϕ(x),
(2.1)
where a > 0, α > 0 and DαT is the Taibleson operator. We show that (2.1) is a multi-
dimensional analog of the p-adic heat equation introduced in [27], we also construct
a fundamental solution for (2.1) and show that this fundamental solution produces a
Markov process.
2.1 The Fundamental Solution
The fundamental solution for the Cauchy problem (2.1) is defined as
Z(x, t) =
∫
Qnp
Ψ(x · ξ)e−at||ξ||αp dnξ. (2.2)
Lemma 2.1. The fundamental solution has the following properties:
1) Z(x, t) = (1− p−n)||x||−np
∑∞
k=0 q
−kne−at(q−k||x||
−1
p )
α − ||x||−np e−at(p||x||
−1
p )
α
;
2) Z(x, t) =
∑∞
m=1
(−1)m
m!
1−pαm
1−p−αm−n (at)
m||x||−αm−np for x 6= 0;
3) Z(x, t) ≥ 0, for all x ∈ Qnp , t ∈ (0, T ].
9
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Proof. 1) By expanding Z(x, t) as
Z(x, t) =
∞∑
k=−∞
∫
||ξ||p=pk
Ψ(x · ξ)e−at||ξ||αp dnξ,
and applying
∫
||ξ||p=pk
Ψ(x · ξ) dnξ =

pkn(1− p−n), if ||x||p ≤ p−k
−pknp−n, if ‖x‖p = p−k+1
0, if ||x||p > p−k+1,
(cf. Lemma 4.1 in [24, Chap. III]), we obtain
Z(x, t) = (1− p−n)||x||−np
∞∑
k=0
p−kne−at(p
−k||x||−1p )α − ||x||−np e−at(p||x||
−1
p )
α
. (2.3)
Note that by the previous expansion Z(x, t) is a real-valued function.
2) By using the Taylor expansion of ex in (2.3), and exchanging the order of sum-
mation, and sum the geometric progression, we find that
Z(x, t) =
∞∑
m=1
(−1)m
m!
1− pαm
1− p−αm−n (at)
m||x||−αm−np , for x 6= 0.
3) Let Ωl (x) denote the characteristic function of the ball B
n
−l (0). Then FΩl =
p−nlΩ−l. The last part follows from this observation by means of the following calcula-
tion:
Z(x, t) =
∞∑
l=−∞
e−atp
lα
∫
||ξ||p=pl
Ψ(x · ξ) dnξ
=
∞∑
l=−∞
e−atp
lα
(pn(l)Ω−l(x)− pn(l−1)Ω−l+1(x))
=
∞∑
l=−∞
pnl(e−atp
lα − e−atp(l+1)α)Ω−l(x) ≥ 0.
Lemma 2.2.
Z(x, t) ≤ Ct(t1/α + ||x||p)−α−n, t > 0, x ∈ Qnp . (2.4)
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Proof. Let l an integer such that pl−1 ≤ t1/α ≤ pl. Then
Z(x, t) ≤
∫
Qnp
e−at||ξ||
α
p dnξ ≤
∫
Qnp
e−ap
α(l−1)||ξ||αp dnξ =
∫
Qnp
e−a||p
−(l−1)ξ||αp dnξ
= p−(l−1)n
∫
Qnp
e−a||η||
α
p dη = C0 (α) p
−np−ln ≤ C1t−n/α. (2.5)
On the other hand, if ||x||p ≥ t1/α, by applying Lemma 2.1 (2), we have
Z(x, t) ≤ ||x||−np
∞∑
m=1
Cm2
m!
(t||x||−αp )m ≤ C3t||x||−α−np . (2.6)
The result follows from (2.5-2.6) as follows. If ||x||p ≥ t1/α, by (2.6),
Z(x, t) ≤ C3t||x||−α−np ≤ 2α+nC3t(t1/α + ||x||p)−α−n.
If ||x||p < t1/α, by (2.5),
Z(x, t) ≤ C1t−n/α ≤ 2α+nC1t(t1/α + ||x||p)−α−n.
Inequality (2.4) shows in particular that Z (x, t) belongs, with respect to x, to
L1(Qnp ) ∩ L2(Qnp ).
Corollary 2.1. ∫
Qnp
Z(x, t)dnx = 1. (2.7)
2.2 The Spaces Mλ, Pseudo-differentiability and the Fun-
damental Solution
Definition 2.1. Denote by Mλ, λ > 0, the set of the complex-valued locally constant
functions ϕ(x) on Qnp such that
|ϕ(x)| ≤ C (ϕ) (1 + ||x||λp).
If the function ϕ depends also on a parameter t, we shall say that ϕ ∈ Mλ uniformly
with respect to t, if its constant C and its exponent of local constancy l (ϕ) do not
depend on t.
Lemma 2.3. If ϕ ∈Mλ, λ < α, with α as in (2.1), then
lim
t→0+
∫
Qnp
Z(x− ξ, t)ϕ(ξ) dnξ = ϕ(x). (2.8)
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Proof. By Corollary 4.1 and Lemmas 2.1 (part 3) and 2.2 we have∣∣∣∣∣
∫
Qnp
Z(x− ξ, t)ϕ(ξ) dnξ − ϕ(x)
∣∣∣∣∣ =
∣∣∣∣∣
∫
Qnp
Z(x− ξ, t) (ϕ(ξ)− ϕ(x)) dnξ
∣∣∣∣∣
≤
∫
Qnp
Z(x− ξ, t)|ϕ(ξ)− ϕ(x)| dnξ
≤ C
∫
Qnp
t(t1/α + ||x− ξ||p)−α−n|ϕ(ξ)− ϕ(x)| dnξ := I (x, t) .
Let η be the exponent of locally constancy of ϕ. Since ϕ ∈Mλ, λ < α, we can re-write
I (x, t) as follows:
I (x, t) = C
∫
||ξ−x||p>pη
t(t1/α + ||ξ − x||p)−α−n|ϕ(ξ)− ϕ(x)| dnξ
≤ I1(x, t) + I2(x, t),
with
I1 (x, t) := C1t
∫
||ξ−x||p>pη
1 + ||ξ||λp
(t1/α + ||x− ξ||p)α+n
dnξ,
I2(x, t) := Ct|ϕ(x)|
∫
||ξ−x||p>pη
(t1/α + ||ξ − x||p)−α−n dnξ.
Now, since α > 0, and t > 0,
I2(x, t) ≤ C2t|ϕ(x)|,
and since λ < α,
I1 (x, t) ≤ C1t
(
C3 +
∫
||τ ||p>pη
||x− τ ||λp
||τ ||pα+n d
nξ
)
≤
C1t
(
C3 +
∫
pη<||τ ||ηp≤‖x‖p
||x− τ ||λp
||τ ||pα+n d
nξ +
∫
||τ ||p>‖x‖p
||x− τ ||λp
||τ ||pα+n d
nξ
)
=
C1t
(
C4 (x) +
∫
||τ ||p>‖x‖p
1
||τ ||pα−λ+n d
nξ
)
= C5 (x) t.
Therefore
lim
t→0+
∣∣∣∣∣
∫
Qnp
Z(x− ξ, t)ϕ(ξ) dnξ − ϕ(x)
∣∣∣∣∣ ≤ limt→0+C6 (x) t = 0.
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For further reference we summarize the properties of the fundamental solution in
the following proposition.
Proposition 2.1. The fundamental solution has the following properties:
(1) Z(x, t) ≥ 0, for all x ∈ Qnp , t ∈ (0, T ];
(2)
∫
Qnp
Z (x, t) dnx = 1, for any t > 0;
(3) if ϕ ∈ S (Qnp), then lim(x,t)→(x0,0) ∫Qnp Z (x− η, t)ϕ (η) dnη = ϕ (x0);
(4) Z (x, t+ t′) =
∫
Qnp
Z (x− y, t)Z (y, t′) dny, for t, t′ > 0.
Proof. (1), (2), and (3) are already established (cf. Lemma 2.1-part (3), Corollary 4.1,
and Lemma 2.3). The last assertion is proved as follows: since e−at||ξ||
α
p ∈ L1 (Qnp),∫
Qnp
Z(x− y, t1)Z(y, t2) dny = F−1 (F(Z(y, t1) ∗ Z(y, t2)))
= F−1
(
e−at1||ξ||
α
p e−at2||ξ||
α
p
)
= Z(x, t1 + t2).
Proposition 2.2. If b > 0, 0 ≤ λ < α, and x ∈ Qnp , then
I(b, x) =
∫
Qnp
(b+ ||x− ξ||p)−α−n ||ξ||λp dnξ ≤ Cb−α
(
1 + ||x||λp
)
,
where the constant C does not depend on b, x.
Proof. Let m be an integer such that pm−1 ≤ b ≤ pm. Then
(b+ ||x− ξ||p)−α−n ≤
(
pm−1 + ||x− ξ||p
)−α−n
,
and
I(b, x) ≤ I(pm−1, x) =
∫
Qnp
(
pm−1|p + ||x− ξ||p
)−α−n ||ξ||λp dnξ
= p(m−1)(−α−n)
∫
Qnp
(
1 + ||pm−1x− pm−1ξ||p
)−α−n ||ξ||λp dnξ
= p(m−1)(λ−α)
∫
Qnp
(
1 + ||pm−1x− η||p
)−α−n ||η||λp dnη
= p(m−1)(λ−α)I(1, pm−1x). (2.9)
Let pm−1x = y, ||y||p = pl. We have
I(1, y) = I1(y) + I2(y) + I3(y),
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where
I1(y) =
l−1∑
k=−∞
∫
||η||p=pk
(1 + ||y − η||p)−α−n ||η||λp dnη,
I2(y) =
∫
||η||p=pl
(1 + ||y − η||p)−α−n ||η||λp dnη,
I3(y) =
∞∑
k=l+1
∫
||η||p=pk
(1 + ||y − η||p)−α−n ||η||λp dnη.
The results follows from the following estimations:
Claim A. I1(y) ≤ C0(1 + ||y||p)−α−n||y||λ+np ;
Claim B. I2(y) ≤ C1||y||λp ;
Claim C. I2(y) ≤ C2.
Indeed, from the claims we have I(1, y) ≤ C3(1 + ||y||λp), and by (2.9),
I(b, x) ≤ C3p(m−1)(λ−α)(1 + p(1−m)λ||x||λp)
≤ C3p−mα(1 + ||x||λp) ≤ Cb−α
(
1 + ||x||λp
)
.
We now prove the announced claims.
Proof of Claim A.
I1(y) =
l−1∑
k=−∞
∫
||η||p=pk
(1 + ||y − η||p)−α−n ||η||λp dnη,
= (1− p−n)(1 + ||y||p)−α−n
l−1∑
k=−∞
p(λ+n)k
≤ C0(1 + ||y||p)−α−n||y||λ+np ,
where
C0 =
(1− p−n)p−λ−n
1− p−λ−n .
Proof of Claim B. Let y˜ ∈ Qp such that |y˜|p = pl = ||y||p, then
I2(y) =
∫
||η||p=pl
(1 + ||y − η||p)−α−n ||η||λp dnη
= ||y||λp
∫
||η||p=pl
(
1 + |y˜|p||y˜−1y − y˜−1η||p
)−α−n
dnη
= ||y||λ−αp
∫
||η||p=1
(||y||−1p + ||u− η||p)−α−n dnη, with u = y˜−1y.
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We set
Am = {η ∈ Qnp | ||η||p = 1 and ||u− η||p = p−m}, for m ∈ N,
and for I non-empty subset of {1, 2, . . . , n},
Am,I = {η ∈ Am | |ui − ηi|p = p−m for i ∈ I and |ui − ηi|p < p−m for i /∈ I},
where u = (u1, . . . , un), η = (η1, . . . , ηn) ∈ Qnp , with ||η||p = ||u||p = 1.
With this notation we have Am ⊆
⋃
I Am,I ,
vol(Am,I) ≤ (p−m(1− p−1))|I|(p−m−1)n−|I|,
here |I| denotes the cardinality of I, then
vol(Am) ≤
n∑
|I|=0
(
n
|I|
)
(p−m(1− p−1))|I|(p−m−1)n−|I| = p−mn,
and
I2(y) = ||y||λ−αp
∞∑
m=0
∫
Am
(||y||−1p + ||u− η||p)−α−n dnη
≤ ||y||λ−αp
∞∑
m=0
(||y||−1p + p−m)−α−n p−mn
=
||y||λ−αp
1− p−n
∞∑
m=0
∫
||η||p=p−m
(||y||−1p + ||η||p)−α−n dnη
=
||y||λ−αp
1− p−n
∫
||η||p≤1
(||y||−1p + ||η||p)−α−n dnη
≤ C ′1||y||λ−αp
∫
Qnp
(||y||−1p + ||η||p)−α−n dnη
= C ′1||y||λ−αp
∫
Qnp
(||y||−1p + ||y||−1p ||y˜η||p)−α−n dnη
= C ′1||y||λ+np
∫
Qnp
(1 + ||y˜η||p)−α−n dnη
= C ′1||y||λp
∫
Qnp
(1 + ||τ ||p)−α−n dτ ≤ C1||y||γp .
Proof of Claim C.
I3(y) =
∞∑
k=l+1
∫
||η||p=pk
(1 + ||η||p)−α−n ||η||λp dnη,
≤
∫
Qnp
(1 + ||η||p)−α−n ||η||λp dnη = C.
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Lemma 2.4. If α > 0, then
||x||αp =
1
Γ
(n)
p (−α)
∫
Qnp
||y||−α−np (Ψ(−x · y)− 1) dny (2.10)
for all x ∈ Qnp .
Proof. The proof is a slightly variation of the proof of Proposition 2.3 in [16].
Lemma 2.5. Let 0 < γ ≤ α, then
(DγTZ)(x, t) =
∫
Qnp
Ψ(x · η)||η||γpe−at||η||
α
p dnη.
Proof. By Lemma 2.1 (2), Z(x− y, t) = Z(x, t), for ||y|| < ||x||. Then we can use (1.5)
to calculate(DγTZ)(x, t):
(DγTZ)(x, t) =
1
Γ
(n)
p (−γ)
∫
Qnp
||y||−γ−np (Z(x− y, t)− Z(x, t)) dny
=
1
Γ
(n)
p (−γ)
∫
||y||p≥||x||p
||y||−γ−np (Z(x− y, t)− Z(x, t)) dny.
We now use Lemma 2.2 to obtain
∣∣(DγTZ)(x, t)∣∣ ≤
∣∣∣∣∣ 1Γ(n)p (−γ)
∣∣∣∣∣
∫
||y||p≥||x||p
(
Ct||y||−γ−α−2np + Z(x, t)||y||−γ−np
)
dny
< ∞. (2.11)
This shows that (DγTZ)(x, t) exists. We now compute this function explicitly.
We set
Z(m)(x, t) :=
∫
||ξ||p≤pm
Ψ(x · ξ)e−at||ξ||αp dnξ.
Then Z(m)(x, t) is bounded and locally constant as function of x, the exponent of local
constancy ism. From these observations by using Lemma 2.1 (2), and (1.5) we calculate
(DγTZ)(x, t) as follows:
(DγTZ
(m))(x, t) =
1
Γ
(n)
p (−γ)
∫
Qnp
||y||−γ−np (Z(m)(x− y, t)− Z(m)(x, t)) dny
=
1
Γ
(n)
p (−γ)
∫
||y||p>p−m
||y||−γ−np (Z(m)(x− y, t)− Z(m)(x, t)) dny
=
1
Γ
(n)
p (−γ)
∫
||y||p>p−m
||y||−γ−np
∫
||η||p≤pm
e−at||η||
α
pΨ(x · η) (Ψ(−y · η)− 1) dnη dny
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=
∫
||η||p≤pm
e−at||η||
α
Ψ(x · η)×(
1
Γ
(n)
p (−γ)
∫
||y||p>p−m
||y||−γ−np (Ψ(−y · η)− 1)dny
)
dnη.
Note that if ||y||p ≤ p−m, then Ψ(−y · η) = 1 for all η such that ||η||p ≤ pm, using this
observation and Lemma 2.4, (DγTZ
(m))(x, t) becomes∫
||η||p≤pm
e−at||η||
α
pΨ(x · η)
(
1
Γ
(n)
p (−γ)
∫
Qnp
||y||−γ−np (Ψ(−y · η)− 1) dny
)
dnη
=
∫
||η||p≤pm
e−at||η||
α
Ψ(x · η)||η||γp dnη.
By the dominated convergence theorem and (2.11) we have
(DγTZ)(x, t) =
∫
Qnp
e−at||η||
α
pΨ(x · η)||η||γp dnη.
Lemma 2.6.
∂Z
∂t
(x, t) = −a
∫
Qnp
Ψ(x · ξ)||ξ||αp e−at||ξ||
α
p dnξ;
∂Z
∂t
(x, t) = −a(DγTZ)(x, t), for 0 < γ ≤ α.
Proof. The first part follows by applying the dominated convergence theorem. The
second part follows from the first one by Lemma 2.5.
Lemma 2.7. ∣∣∣∣∂Z∂t (x, t)
∣∣∣∣ ≤ C (t1/α + ||x||p)−α−n ;∣∣(DγTZ)(x, t)∣∣ ≤ C (t1/α + ||x||p)−γ−n .
Proof. The proof uses the same reasonings as the one given in the proof of Lemma
2.2.
Corollary 2.2. ∫
Qnp
(DγTZ)(x, t) d
nx = 0.
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2.3 The Cauchy Problem for the multidimensional p−adic
Heat Equation
Theorem 2.1. Let ϕ(x), f(x, t) ∈ Mλ, 0 ≤ λ < α be continuous functions. Then the
Cauchy problem
∂u(x, t)
∂t
+ a(DαTu)(x, t) = f(x, t), x ∈ Qnp , t ∈ (0, T ],
u(x, 0) = ϕ(x),
(2.12)
with a > 0, α > 0, has a continuous solution in Mλ given by
u(x, t) =
∫
Qnp
Z(x− ξ, t)ϕ(ξ) dnξ +
∫ t
0
(∫
Qnp
Z(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ.
The proof of the theorem will be accomplished through the following lemmas.
We set
u1(x, t) :=
∫
Qnp
Z(x− ξ, t)ϕ(ξ) dnξ, and
u2(x, t) :=
∫ t
0
(∫
Qnp
Z(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ.
Lemma 2.8. u(x, t) ∈ Mλ uniformly with respect to t, and u(x, t) satisfies the initial
conditions of Theorem 2.1.
Proof. We first show that u1(x, t) ∈Mλ uniformly with respect to t. Since ϕ is locally
constant, there exist l ∈ N such that ϕ(ξ+ y) = ϕ(ξ) for any ‖y‖p ≤ p−l. By changing
variables y − ξ = −η in u1(x, t) we that u1(x, t) is locally constant. Now using Lemma
2.2 and Proposition 2.2 we have |u1(x, t)| ≤ C (1 + ‖x‖)λ, and thus u1(x, t) ∈ Mλ
uniformly with respect to t.
By a similar reasoning one shows that u2(x, t) is locally constant in x, and that
|u2(x, t)| ≤ CT (1 + ‖x‖)λ. Therefore u(x, t) = u1(x, t) + u2(x, t) ∈Mλ uniformly with
respect to t.
We now show that limt→0+ u(x, t) = ϕ(x): by Lemma 2.3, limt→0+ u1(x, t) = ϕ(x),
and limt→0+ u2(x, t) = 0, since |u2(x, t)| ≤ Ct (1 + ‖x‖)λ, t ≤ T .
We now compute the partial derivatives of u1(x, t), u2(x, t) with respect to t.
Lemma 2.9.
∂u1
∂t
(x, t) =
∫
Qnp
∂Z
∂t
(x− ξ, t)ϕ(ξ) dnξ.
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Proof. The results follows by applying the dominated convergence theorem.
Lemma 2.10.
∂u2
∂t
(x, t) =
∫ t
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)(f(ξ, τ)− f(x, τ)) dnξ) dτ + f(x, t).
Proof. Let
u2,h(x, t) :=
∫ t−h
0
(∫
Qnp
Z(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ,
where h is a small positive number. Then
uh(x, t+ t
′)− uh(x, t)
t′
equals
∫ t−h
0
(∫
Qnp
Z(x− ξ, t+ t′ − τ)− Z(x− ξ, t− τ)
t′
f(ξ, τ) dnξ
)
dτ
+
∫ t−h+t′
t−h
(∫
Qnp
Z(x− ξ, t+ t′ − τ)− Z(x− ξ, t− τ)
t′
f(ξ, τ) dnξ
)
dτ
+
1
t′
∫ t−h+t′
t−h
(∫
Qnp
Z(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ. (2.13)
By taking t′ → 0+ the first integral in (2.13) tends to∫ t−h
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ,
and by using the continuity of the functions∫
Qnp
(
Z(x− ξ, t+ t′ − τ)− Z(x− ξ, t− τ)) f(ξ, τ) dnξ, and∫
Qnp
Z(x− ξ, t− τ)f(ξ, τ) dnξ,
with respect to τ , the second integral in (2.13) tends to zero, and the third integral
tends to ∫
Qnp
Z(x− ξ, h)f(ξ, t− h) dnξ.
Hence
∂u2,h
∂t
(x, t) =
∫ t−h
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ
+
∫
Qnp
Z(x− ξ, h)f(ξ, t− h) dnξ.
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This expression can be re-written as
∂u2,h
∂t
(x, t) =
∫ t−h
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)(f(ξ, τ)− f(x, τ)) dnξ
)
dτ
+
∫ t−h
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)f(x, τ) dnξ
)
dτ
+
∫
Qnp
Z(x− ξ, h)(f(ξ, t− h)− f(ξ, t)) dnξ
+
∫
Qnp
Z(x− ξ, h)f(ξ, t) dnξ. (2.14)
The first integral contains no singularity at t = τ due to Lemma 2.7 and the local
constancy of f . By Corollary 2.2, the second integral in (2.14) is equal to zero. The
third integral can be written as the sum of the integrals over
{
ξ ∈ Qnp | ‖ξ‖p ≤ pm
}
and
its complement; one integral is estimated on the basis of uniform continuity of f , while
the other contains no singularity. Hence this integral tends to zero as h approaches zero
from the right. By Lemma 2.3, the fourth integral tends to f(x, t) as h→ 0+, therefore
∂u2
∂t
(x, t) =
∫ t
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)(f(ξ, τ)− f(x, t)) dnξ
)
dτ + f(x, t).
As a consequence of Lemmas 2.9-2.10 we obtain:
Proposition 2.3.
∂u
∂t
(x, t) =
∫
Qnp
∂Z
∂t
(x− ξ, t)ϕ(ξ) dnξ
+
∫ t
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)(f(ξ, τ)− f(x, t)) dnξ
)
dτ + f(x, t).
We now consider the action of the operator DγT , 0 < γ ≤ α upon u(x, t). We first
note that (DγTu)(x, t) is defined if γ > λ. This follows from (1.5) using u(x, t) ∈Mλ.
Lemma 2.11. Let λ < γ ≤ α, then
(DγTu1)(x, t) =
∫
Qnp
(DγTZ)(x− ξ, t)ϕ(ξ) dnξ.
Proof. Let Zγ(x, t) := (D
γ
TZ)(x, t) and
Zγ,l(x, t) :=
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np
(
Z(x− y, t)− Z(x, t)) dny. (2.15)
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By the Fubini theorem
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np
(
u1(x− y, t)− u1(x, t)
)
dny
=
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np
(∫
Qnp
(
Z(x− y − ξ, t)− Z(x− ξ, t))ϕ(ξ) dnξ) dny
=
∫
Qnp
ϕ(ξ)
(
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np
(
Z(x− y − ξ, t)− Z(x− ξ, t)) dny) dnξ
=
∫
Qnp
Zγ,l(x− ξ, t)ϕ(ξ) dnξ.
Let m a fixed positive integer, then the last integral can expressed as∫
||x−ξ||p≥p−m
Zγ,l(x− ξ, t)ϕ(ξ) dnξ +
∫
||x−ξ||p<p−m
Zγ,l(x− ξ, t)ϕ(ξ) dnξ.
Now if ||x||p ≥ p−m, l > m, then Zγ,l(x, t) = Zγ(x, t), and
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np
(
u1(x− y, t)− u1(x, t)
)
dy =
∫
||x−ξ||p≥p−m
Zγ(x− ξ, t)ϕ(ξ) dnξ
+
∫
||x−ξ||p<p−m
Zγ,l(x− ξ, t)ϕ(ξ) dnξ, (2.16)
for l > m. Now using Fubini's theorem, and taking liml→∞, we obtain that
lim
l→∞
∫
||x−ξ||p<p−m
Zγ,l(x− ξ, t)ϕ(ξ) dnξ
=
∫
Qnp
||y||−γ−np ×(
1
Γ
(n)
p (−γ)
∫
||x−ξ||p<p−m
(
Z(x− ξ − y, t)− Z(x− ξ, t))ϕ(ξ) dnξ) dny
=
∫
||x−ξ||p<p−m
×(
1
Γ
(n)
p (−γ)
∫
Qnp
||y||−γ−np
(
Z(x− ξ − y, t)− Z(x− ξ, t)) dny)ϕ(ξ) dnξ
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=
∫
||x−ξ||p<p−m
Zγ(x− ξ, t)ϕ(ξ) dnξ. (2.17)
Since
||y||−γ−np
(
u1(x− y, t)− u1(x, t)
)
is integrable as function of y (because u1(x, t) ∈Mλ, γ > λ, by Lemma 2.8), the result
follows by taking liml→∞ in (2.16) and using (2.17).
Lemma 2.12. Let λ < γ ≤ α, then
(DγTu2)(x, t) =
∫ t
0
(∫
Qnp
(DγTZ)(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ.
Proof. We set
u2,h(x, t) :=
∫ t−h
0
∫
Qnp
Z(x− y, t− θ)f(y, θ) dny
 dθ.
Then
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np
(
u2,h(x− y, t)− u2,h(x, t)
)
dny
=
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np ×
∫ t−h
0
(∫
Qnp
(
Z(x− y − ξ, t− τ)− Z(x− ξ, t− τ))f(ξ, τ) dnξ) dτ
 dny
=
∫ t−h
0
∫
Qnp
Zγ,l(x− ξ, t− τ)f(ξ, τ) dnξ
 dτ,
with Zγ,l(x, t) as in (2.15). We now note that
Zγ,l(x, t) =
∫
Qnp
ψ(x · ξ)Pl(ξ)e−at||ξ||αp dnξ,
where
Pl(ξ) =
1
Γ
(n)
p (−γ)
∫
||y||p>p−l
||y||−γ−np
(
ψ(−y · ξ)− 1) dny.
By using a similar reasoning to the one used in [16, pg. 142], we have
|Pl(ξ)| ≤ 2||ξ||
γ
p
|Γ(n)p (−γ)|
∫
||u||p>1
||u||−γ−np dnu = C||ξ||γp ,
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whence
|Zγ,l(x, t)| ≤ C ′.
Furthermore, if ||x− ξ||p ≥ p−(l−1) then Zγ,l(x− ξ, t− τ) = Zγ(x− ξ, t− τ). Therefore∫ t−h
0
(∫
Qnp
Zγ,l(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ
=
∫ t−h
0
 ∫
||x−ξ||p≥p−(l−1)
Zγ(x− ξ, t− τ)f(ξ, τ) dnξ
 dτ
+
∫ t−h
0
 ∫
||x−ξ||p<p−(l−1)
Zγ,l(x− ξ, t− τ)f(ξ, τ) dnξ
 dτ.
By taking l→∞ we obtain that
(DγTu2,h)(x, t) =
∫ t−h
0
(∫
Qnp
(DγTZ)(x− ξ, t− τ)f(ξ, τ) dnξ
)
dτ
=
∫ t−h
0
(∫
Qnp
(DγTZ)(x− ξ, t− τ) (f(ξ, τ)− f (x, τ)) dnξ
)
dτ
=
∫ t−h
0
(∫
‖x−ξ‖>p−l
(DγTZ)(x− ξ, t− τ) (f(ξ, τ)− f (x, τ)) dnξ
)
dτ,
where l is the exponent of local constancy of f(ξ, τ) (cf. Corollary 2.2). Finally, since
u2,h ∈Mλ uniformly in h (cf. Lemma 2.2), by taking h→ 0+ and using the dominated
convergence theorem, we have
(DγTu2)(x, t) =
∫ t
0
(∫
Qnp
(DγTZ)(x− ξ, t− τ) (f(ξ, τ)− f (x, τ)) dnξ
)
dτ.
As a consequence of Lemmas 2.6, 2.11, and 2.12, we obtain the following result.
Proposition 2.4.
(DγTu)(x, t) =
∫
Qnp
(DγTZ)(x− ξ, t)ϕ(ξ) dnξ
+
∫ t
0
(∫
Qnp
(DγTZ)(x− ξ, t− τ)(f(ξ, τ)− f(x, τ)) dnξ
)
dτ ;
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a(DγTu)(x, t) = −
∫
Qnp
∂Z
∂t
(x− ξ, t)ϕ(ξ) dnξ
−
∫ t
0
(∫
Qnp
∂Z
∂t
(x− ξ, t− τ)(f(ξ, τ)− f(x, τ)) dnξ
)
dτ,
for 0 < γ ≤ α.
2.4 Proof of Theorem 2.1.
By Lemma 2.8, u(x, t) ∈Mλ uniformly with respect to t, and u(x, t) satisfies the initial
condition of Theorem 2.1. By Propositions 2.3-2.4, u(x, t) is a solution of Cauchy
problem (2.12).
2.5 Taibleson Operator and Elliptic Pseudo-differential
Operators
For a polynomial g(x) ∈ Zp [x1, . . . , xn] we denote by g(x) ∈ Fp [x1, . . . , xn] its reduction
modulo p, i.e., the polynomial obtained by reducing the coefficients of g(x) modulo p.
Let f(x) ∈ Zp [x1, . . . , xn], f (0) = 0, be a non-constant homogeneous polynomial of
degree d such that f(x) 6= 0. We say that f(x) is elliptic modulo p if{
x ∈ Fnp | f(x) = 0
}
= {0} ,
and that f(x) is elliptic over Qp if{
x ∈ Qnp | f(x) = 0
}
= {0} .
Note that if f elliptic modulo p, then f is elliptic over Qp.
If I is a non-empty subset of {1, . . . , n}, we define fI (x), respectively f I (x), as the
polynomial mapping obtained by restricting f(x) to the set
TI :=
{
x ∈ Znp | xi 6= 0⇔ i ∈ I
}
,
respectively, to the set
T I :=
{
x ∈ Fnp | xi 6= 0⇔ i ∈ I
}
.
Definition 2.2. Let f(x) ∈ Zp [x1, . . . , xn], f (0) = 0, be a non-constant homogeneous
polynomial of degree d with coefficients in Z×p . We say that f(x) is strongly elliptic
modulo p, if for every non-empty subset I of {1, . . . , n}, f I (x) is elliptic modulo p.
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Example 2.1. Let f(x) = x2 − υy2, with υ ∈ Z×p \
(
Z×p
)2
, where(
Z×p
)2
:=
{
x ∈ Z×p | x = y2, for some y ∈ Z×p
}
.
Then f(x) is strongly elliptic modulo p.
Lemma 2.13. There are infinitely many strongly elliptic polynomials modulo p.
Proof. By induction on n, the number of variables. The case n = 1 is clear. Assume as
induction hypothesis that the result is true for 1 ≤ n ≤ k, k ≥ 2. Let g (x1, . . . , xk) be a
strongly elliptic polynomial modulo p of degree d. Set any υ ∈ Z×p such that υ does not
have a l-th root in F×p , for some l ≥ 2, and f(x1, . . . , xk+1) = g (x1, . . . , xk)l − υxldk+1.
Then f(x1, . . . , xk+1) is strongly elliptic modulo p.
Lemma 2.14. Let f(x) ∈ Zp [x1, . . . , xn], f (0) = 0, be a non-constant homogeneous
polynomial of degree d with coefficients in Z×p . If f(x) is strongly elliptic modulo p,
then
|f(x)|p = ‖x‖dp , for any x ∈ Qnp . (2.18)
Proof. We set A :=
{
(z1, . . . , zn) ∈ Znp | |zi|p = 1, for some i
}
. Since f(x) is elliptic over
Qp, (
sup
z∈A
|f(z)|p
)
‖x‖dp ≤ |f(x)|p ≤
(
inf
z∈A
|f(z)|p
)
‖x‖dp ,
(cf. Lemma 1 in [33]). Thus, in order to prove the result it is sufficient to show that
|f |p |A≡ 1.
Given a non-empty subset I of {1, . . . , n}, we define
AI = {x ∈ A | |xi| = 1⇔ i ∈ I} .
Then ∪IAI is a partition of A when I runs through all non-empty subsets of {1, . . . , n},
and to show 2.18) it sufficient to prove that
|f |p |AI≡ 1, for every non-empty subset I.
Without loss of generality we may assume that I = {1, . . . , r}, 1 ≤ r ≤ n. Thus, if
x ∈ AI , then xi ∈ Z×p , i = 1, . . . , r, and xi ∈ pZp, i = r+1, . . . , n, and f(x) = f I (x) 6= 0,
since f is strongly elliptic modulo p, therefore |f |p |AI≡ 1.
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2.6 Markov Processes and Fundamental Solutions
Theorem 2.2. The fundamental solution Z (x, t) is a transition density of a time- and
space-homogeneous non-exploding right continuous strict Markov process without second
kind discontinuities.
Proof. By Proposition 2.1 (4) the family of operators
(Θ (t) f) (x) =
∫
Qnp
Z (x− η, t) f (η) dnη.
has the semigroup property. We know that Z (x, t) > 0 and Θ (t) preserves the function
f (x) ≡ 1 (cf. Proposition 2.1). Thus Θ (t) is a Markov semigroup. The requiring
properties of the corresponding Markov process follow from Proposition 2.1 and general
theorems of the theory of Markov processes [8], see also [27, Section XVI].
CHAPTER 3
On a General Type of p−adic Parabolic Equations
In this chapter we consider the following initial value problem:
∂u(x, t)
∂t
+ a0(x, t)(D
α
Tu)(x, t) +
∑n
k=1 ak(x, t)(D
αk
T u)(x, t)
+b(x, t)u(x, t) = f(x, t), x ∈ Qnp , t ∈ (0, T ],
u(x, 0) = ϕ(x).
(3.1)
here α > 1, 0 < α1 < . . . < αn < α, the coefficients a0(x, t), a1(x, t), . . . , an(x, t),
b(x, t), are real-valued functions, and DβT is the Taibleson operator of order β.
Denote by Mλ (λ ≥ 0) the class of complex-valued locally constant functions ϕ(x)
on Qnp , satisfying
|ϕ(x)| ≤ C(1 + ||x||λp).
We solve (3.1) in the class Mλ for a suitable λ (see Thm. 3.2 ahead) following the
ideas introduced by Kochubei in [15], see also [16, Sec. 4], [14].
In the case n = 1, our main result, (see Thm. 3.2), agrees with Kochubei's results
(see [15, Thm. 1], [16]).
3.1 The Parametrized Equation
As in the Euclidean case the first step is the study of the parametrized fundamental
solution Z(x, t, y, θ) of the Cauchy problem
∂u(x, t)
∂t
+ a0(y, θ)(D
α
Tu)(x, t) = 0, x ∈ Qnp , t ∈ (0, T ],
u(x, 0) = ϕ(x),
(3.2)
where y ∈ Qnp and θ > 0 are parameters. This equation was studied in the previous
chapter.
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In this chapter we consider the following fundamental solution:
Z(x, t, y, θ) =
∫
Qnp
Ψ(x · ξ)e−a0(y,θ)t||ξ||αp dnξ.
Lemma 3.1. The fundamental solution of Cauchy problem (3.2) Z(x, t, y, θ) has the
following properties
Z(x, t, y, θ) ≤ Ct(t1/α+||x||p)−α−n, (3.3)∣∣∣∣∂Z∂t (x, t, y, θ)
∣∣∣∣ ≤ C(t1/α+||x||p)−α−n, (3.4)∣∣(DγTZ)(x, t, y, θ)∣∣ ≤ C(t1/α+||x||p)−γ−n, (3.5)
where the constants do not depend on y, θ.
Proof. These results where established in Lemmas 2.2 and 2.7.
As in the previous chapter, we get the following identities:
Lemma 3.2. ∫
Qnp
Z(x, t, y, θ) dnx = 1, (3.6)
∂Z
∂t
(x, t, y, θ) = −a0(y, θ)
∫
Qnp
ψ(x · ξ)||ξ||αp e−a0(y,θ)t||ξ||
α
p dnξ, (3.7)
(DγTZ)(x, t, y, θ) =
∫
Qnp
ψ(x · ξ)||ξ||γpe−a0(y,θ)t||ξ||
α
p dnξ, (3.8)
∫
Qnp
(DγTZ)(x, t, y, θ) d
nx = 0. (3.9)
3.2 Uniqueness of the Solution
In this section we assume that the coefficients ak(x, t), k = 0, 1, . . . , n are non-negative
bounded continuous functions, and that b(x, t) is a continuous bounded function. Let
0 ≤ γ < α1 (if a1(x, t) = · · · = an(x, t) = 0, we shall assume that 0 ≤ γ < α). The
proof of the following Theorem is a simple variation of the one given by Kochubei in
[16, Thm 4.5] for the case n = 1.
Theorem 3.1. [16, Thm. 4.5] If u(x, t) is a solution of (3.1) with f(x, t) = 0, and
such that u ∈Mγ uniformly with respect to t, and u(x, 0) = 0, then u(x, t) = 0 for any
x ∈ Qnp and t ∈ (0, T ].
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3.3 Heat Potentials
We now consider the heat potential
u(x, t, τ) :=
∫ t
τ
∫
Qnp
Z(x− y, t− θ, y, θ)f(y, θ) dny dθ,
where τ < t, f(x, t) is uniformly locally constant in x ∈ Qnp , continuous in (x, t) ∈
Qnp × (0, T ], and
|f(x, t)| ≤ Ct−ρ(1 + ||x||λp),
for some 0 ≤ ρ < 1, and 0 ≤ λ < α.
Next we calculate the derivative with respect to t and the action of the Taibleson
operator on this potentials. This can be achieved using the techniques presented in [16,
Sec. 4.5]. We formally summarize these facts for future reference as follows.
Lemma 3.3. With the above notations,
i)
∂u
∂t
(x, t, τ) =f(x, t) +
∫ t
τ
∫
Qnp
∂Z
∂t
(x− y, t− θ, y, θ)(f(y, θ)− f(x, θ)) dny dθ
+
∫ t
τ
f(x, θ)
∫
Qnp
∂Z
∂t
(x− y, t− θ, y, θ) dny dθ.
ii) If λ < γ < α, then
(DγTu)(x, t, τ) =
∫ t
τ
∫
Qnp
Zγ(x− y, t− θ, y, θ)f(y, θ) dny dθ, λ < γ < α.
iii) (DαTu)(x, t, τ) =
∫ t
τ
∫
Qnp
Zα(x− y, t− θ, y, θ)(f(y, θ)− f(x, θ)) dny dθ
+
∫ t
τ
f(x, θ)
∫
Qnp
(
Zα(x− y, t− θ, y, θ)− Zα(x− y, t− θ, x, θ)
)
dny dθ.
3.4 The Cauchy Problem
In this section we construct a fundamental solution for the following Cauchy problem
∂u(x, t)
∂t
+ a0(x, t)(D
α
Tu)(x, t) +
∑n
k=1 ak(x, t)(D
αk
T u)(x, t)
+b(x, t)u(x, t) = f(x, t), x ∈ Qnp , t ∈ (0, T ],
u(x, 0) = ϕ(x).
(3.10)
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We shall assume that α > 1 and that 0 < α1 < . . . < αn < α, and that the
coefficients a0(x, t), a1(x, t), . . . , an(x, t), b(x, t) belong (with respect to x ∈ Qnp ) to the
classM0 uniformly with respect to t ∈ [0, T ], and satisfy the Hölder condition in t, with
an exponent ν ∈ (0, 1], uniformly with respect to x ∈ Qnp . We also assume the uniform
parabolicity condition a0(x, t) ≥ µ > 0, and that αn+1 = α(1− ν) > αn.
As in [16, Sec. 4.5] we look for a fundamental solution of (3.10) of the form
Γ(x, t, ξ, τ) = Z(x− ξ, t− τ, ξ, τ) +
∫ t
τ
∫
Qnp
Z(x− η, t− θ, η, θ)Φ(η, θ, ξ, τ) dnη dθ.
Thus we formally require that
∂Γ
∂t
(x, t, ξ, τ) + a0(x, t)(D
α
TΓ)(x, t, ξ, τ) +
n∑
k=1
ak(x, t)(D
αk
T Γ)(x, t, ξ, τ)
+ b(x, t)Γ(x, t, ξ, τ) = 0.
By using formally the formulas given in the Lemma 3.3, we can see that Φ(x, t, ξ, τ) is
a solution of the integral equation
Φ(x, t, ξ, τ) = R(x, t, ξ, τ) +
∫ t
τ
∫
Qnp
R(x, t, η, θ)Φ(η, θ, ξ, τ) dnη dθ, (3.11)
where
R(x,t, ξ, τ) = (a0(ξ, τ)− a0(x, t))Zα(x− ξ, t− τ, ξ, τ)
−
n∑
k=1
ak(x, t)Zαk(x− ξ, t− τ, ξ, τ)− b(x, t)Z(x− ξ, t− τ, ξ, τ).
In order to solve the integral equation (3.11) we use the method of successive ap-
proximations (see e.g. [9], [17]). In order to do so we set
R1(x, t, ξ, τ) := R(x, t, ξ, τ),
and
Rm+1(x, t, ξ, τ) :=
∫ t
τ
∫
Qnp
R(x, t, η, θ)Rm(η, θ, ξ, τ) d
nη dθ, m ∈ Nr {0}.
We claim that
Φ(x, t, ξ, τ) =
∞∑
m=1
Rm(x, t, ξ, τ)
is a solution of (3.11). In order to prove the convergence of the series we need the
followings two Lemmas, whose proof is a simple variation of those given by Kochubei
in [16, Sec. 4.5] for the case n = 1.
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Lemma 3.4. [16, Eq 4.64] With the above notation,
|R(x, t, ξ, τ)| ≤ C
n+1∑
k=1
(
(t− τ)1/α + ||x− ξ||p
)−αk−n,
where C is a positive constant.
Lemma 3.5. [16, Lemma 4.6] Let
J(x, ξ, t, τ) =
∫ t
τ
(t− µ)−ρ/α(µ− τ)−σ/α×(∫
Qnp
(
(t− µ)1/α + ||x− η||p
)−n−b1 (
(µ− τ)1/α + ||η − ξ||p
)−n−b2
dnη
)
dµ,
where 0 ≤ τ < t, x, ξ ∈ Qnp , b1, b2 > 0, ρ+ b1 < α, σ + b2 < α. Then
J(x, ξ, t, τ)
≤ C
(
(t− τ)− (ρ+σ+b2−α)α B(1− ρ
α
, 1− σ + b2
α
)
(
(t− τ)1/α + ||x− ξ||p
)−n−b1)+
C
(
(t− τ)− (ρ+σ+b1−α)α B(1− ρ+ b1
α
, 1− σ
α
)
(
(t− τ)1/α + ||x− ξ||p
)−n−b2) ,
where C is a positive constant depends only on b1, b2 and B(z1, z2) is the Archimedean
Beta function.
Lemma 3.6. With the above notation,
|Rm(x, t, ξ, τ)|
≤ CMm(t− τ)(m−1)υ/α (Γ(υ/α))
m
Γ(mυ/α)
n+1∑
k=1
(
(t− τ)1/α + ||x− ξ||p
)−αk−n,
where C is a positive constant.
Proof. We use induction on m. The case m = 1 is clear. We assume the case m, as
induction hypothesis, then by Lemmas 3.4 and 3.5 we have
|Rm+1(x, t, ξ, τ)| ≤
∫ t
τ
∫
Qnp
|R(x, t, η, θ)| · |Rm(η, θ, ξ, τ)| dnη dθ
= CMm
(Γ(υ/α))m
Γ(mυ/α)
n+1∑
k,l=1
∫ t
τ
(θ − τ)(m−1)υ/α×∫
Qnp
(
(t− θ)1/α + ||x− η||p
)−αk−n((θ − τ)1/α + ||η − ξ||p)−αl−n dnη dθ.
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Thus it is sufficient to bound the integral
Ik,l(x, ξ, t, τ) =
∫ t
τ
(θ − τ)(m−1)υ/α×∫
Qnp
(
(t− θ)1/α + ||x− η||p
)−αk−n((θ − τ)1/α + ||η − ξ||p)−αl−n dnη dθ.
By using Lemma 3.5,
Ik,l(x, ξ, t, τ)
≤ CB(α− αk
α
,
mυ + α− υ
α
)(t− τ)−(υ−mυ+αk−α)/α((t− τ)1/α + ||x− ξ||p)−αl−n
+ CB(1,
mυ + α− υ − αl
α
)(t− τ)−(υ−mυ+αl−α)/α((t− τ)1/α + ||x− ξ||p)−αk−n.
We now recall that if , δ > 0, then B(x+ , y + δ) ≤ B(x, y), thus
B(
α− αk
α
,
mλ+ α− λ
α
) ≤ B(λ
α
,
mλ
α
),
B(1,
mλ+ α− λ− αl
α
) ≤ B(λ
α
,
mλ
α
),
and
(t− τ)−(υ−mυ+αk−α)/α ≤ C ′(t− τ)(m+1−1)υ/α.
Therefore,
|Rm+1(x, t, ξ, τ)|
≤ CMm+1(t− τ)mυ/α (Γ(υ/α))
m+1
Γ((m+ 1)υ/α)
n+1∑
k=1
(
(t− τ)1/α + ||x− ξ||p
)−αk−n.
By using Stirling's formula we verify the absolute convergence of
Φ(x, t, ξ, τ) =
∞∑
m=1
Rm(x, t, ξ, τ),
and also that
|Φ(x, t, ξ, τ)| ≤ C
n+1∑
k=1
(
(t− τ)1/α + ||x− ξ||p
)−αk−n (3.12)
We now come to the main result of this chapter. This result is an n-dimensional
version of Theorem 4.6, pg. 156 in [16]. Here we assume that 0 ≤ λ < α1; if all the
coefficients a1(x, t), . . . , an(x, t) vanish identically, then we may assume 0 ≤ λ < α.
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Theorem 3.2. The Cauchy problem
∂u(x, t)
∂t
+ a0(x, t)(D
α
Tu)(x, t) +
∑n
k=1 ak(x, t)(D
αk
T u)(x, t)
+b(x, t)u(x, t) = f(x, t), x ∈ Qnp , t ∈ (0, T ],
u(x, 0) = ϕ(x),
(3.13)
has a solution
u(x, t) =
∫ t
0
∫
Qnp
Γ(x, t, ξ, τ)f(ξ, τ) dnξ dτ +
∫
Qnp
Γ(x, t, ξ, 0)ϕ(ξ) dnξ, (3.14)
which is continuous on Qnp × [0, T ], continuously differentiable in t, and belonging to
Mλ uniformly with respect to t. The fundamental solution Γ(x, t, ξ, τ), x, ξ ∈ Qnp ,
0 ≤ τ < t ≤ T , is then of the form
Γ(x, t, ξ, τ) = Z(x− ξ, t− τ, ξ, τ) +W (x, t, ξ, τ), (3.15)
and finally
|W (x, t, ξ, τ)| ≤ C{(t− τ)n+λ[(t− τ)1/α + ||x− ξ||p]−α−n
+ (t− τ)
n+1∑
k=1
[(t− τ)1/α + ||x− ξ||p]−αk−n}. (3.16)
Proof. Denote by u1(x, t) and u2(x, t) the first and the second summands in the right
hand side of (3.14). We find that
u1(x, t) =
∫ t
0
∫
Qnp
Z(x− ξ, t− τ, ξ, τ)f(ξ, τ) dnξ dτ
+
∫ t
0
∫
Qnp
Z(x− η, t− θ, η, θ)F (η, θ) dnη dθ,
and
u2(x, t) =
∫
Qnp
Z(x− ξ, t, ξ, 0)ϕ(ξ) dnξ
+
∫ t
0
∫
Qnp
Z(x− η, t− θ, η, θ)G(η, θ) dnη dθ,
where
F (η, θ) =
∫ θ
0
∫
Qnp
Φ(η, θ, ξ, τ)f(ξ, τ) dnξ dτ,
G(η, θ) =
∫
Qnp
Φ(η, θ, ξ, 0)ϕ(ξ) dnξ.
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Now by (3.12) and Proposition 2.2,
|F (η, θ)| ≤ C, and |G(η, θ)| ≤ Cθ−αn+1/α,
for all η ∈ Qnp and θ ∈ (0, T ]. In addition the functions F and G are uniformly locally
constant. Indeed, by the recursive definition of the function Φ we see that if N is a
local constancy exponent for all the functions ai, b, Zαi and Z, and if |δ| ≤ q−N , then
φ(x+ δ, t, ξ + δ, τ) = φ(x, t, ξ, τ),
whence
F (η + δ, θ) = F (η, θ), G(η + δ, θ) = G(η, θ).
Thus the potentials in the expressions for u1(x, t) and u2(x, t) satisfy the conditions
under which the differentiation formulas of the Lemma 3.3 were obtained. By using
these formulas one verifies after some simple transformations that u(x, t) is a solution
of the equation (3.13).
Let us show that u(x, t) → ϕ(x) as t → 0. Due to (3.15) and (3.16), it is sufficient
to verify that u2(x, t)→ ϕ(x) as t→ 0. By virtue of (3.6) we have
u2(x, t) =
∫
Qnp
[Z(x− ξ, t, ξ, 0)− Z(x− ξ, t, x, 0)]ϕ(ξ) dnξ
+
∫
Qnp
Z(x− ξ, t, x, 0)[ϕ(ξ)− ϕ(x)] dnξ + ϕ(x).
Since as functions of their third argument Z and ϕ are locally constant, both integrals
in the previous expression are performed over the set
{ξ | ||x− ξ||p ≥ p−N}.
By applying (3.3) we see that both integrals tend to zero as t→ 0.
3.5 Markov Processes
By using Theorems 3.1 and 3.2, we obtain a probabilistic interpretation for the function
Γ(x, t, ξ, τ).
Theorem 3.3. The fundamental solution Γ(x, t, ξ, τ) is the transition density of a
bounded right-continuous strict Markov process without second kind discontinuities. If
b(x, t) = 0, then the process does not explode.
The proof uses the same argument given in [16, pg. 162].
CHAPTER 4
Elliptic Pseudo-Differential Equations and
Sobolev Spaces
In this chapter we construct the fundamental solution of the Taibleson operator, using
the connection between this operator and Igusa's local zeta functions. In particular we
obtain the Vladimirov operator fundamental solution, and the fundamental solution of
the elliptic pseudo-differential operators, which acts in a subspace of the space of test
functions. Finally we construct a class of Sobolev spaces where the elliptic pseudo-
differential operators behave nicely.
4.1 Fundamental Solutions for the Taibleson Operator
We now consider the following pseudo-differential equation:
DαTu = v, with v ∈ S, and α > 0. (4.1)
We say that Eα ∈ S′ is a fundamental solution of (4.1) if Eα ∗ v is a solution.
Lemma 4.1. If Eα is a fundamental solution of (4.1), then for any constant c, Eα + c
is also a fundamental solution.
Proof. Let Eα a fundamental solution for (4.1), then
DαT ((Eα + c) ∗ v) = DαT ((Eα ∗ v) + (c ∗ v))
= u+DαT (c ∗ v) = u,
because u and the constant function, c ∗ v, are in the domain of DαT .
35
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Theorem 4.1. A fundamental solution of (4.1) is
Eα(x) =

1− p−α
1− pα−n ||x||
α−n
p if α 6= n
1− pn
pn ln p
ln(||x||p) if α = n.
(4.2)
Proof. The proof is based on the ideas introduced in [31]. The existence of a funda-
mental solution Eα is equivalent to the existence of a distribution FEα satisfying
||x||αpFEα = 1, (4.3)
as distributions. Let ||x||sp =
∑
m∈Z
cm(s + α)
m be the Laurent expansion at −α with
cm ∈ S′ for all m. The existence of this expansion is a consequence of the completeness
of S′ (see e.g. [12, pp. 65-66]). Since the real parts of the poles of the meromorphic con-
tinuation of ||x||sp are negative rational numbers (cf. Remark 1.1), ||x||s+αp = ||x||αp ||x||sp
is holomorphic at s = −α. Therefore ||x||αp cm = 0 for all m < 0 and
||x||s+αp = ||x||αp c0 +
∞∑
m=1
||x||αp cm(s+ α)m.
By using the Lebesgue dominated theorem, one verifies that
lim
s→−α〈||x||
s+α
p , φ〉 =
∫
Qnp
φ(x) dnx = 〈1, φ〉,
and then we can take FEα = c0. Furthermore, if −α is not a pole of ||x||sp,
FEα = lim
s→−α||x||
s
p. (4.4)
To calculate c0, consider the following two cases.
Case α 6= n.
We use (4.4) and the Lemma 1.1, i.e.,∫
(Q×p )n
||x||spF(ϕ)(x) dnx =
1− ps
1− p−s−n
∫
(Q×p )n
||x||−s−np ϕ(x) dnx,
for s 6= n+ (2pii/ ln p)Z. If α 6= n, by (4.4),
〈Eα,F(ϕ)〉 = lim
s→−α
∫
(Q×p )n
||x||spF(ϕ)(x) dnx.
If α > n, by the Lebesgue dominated convergence theorem, we can interchange the
limit and the integral. If 0 < α < n, by taking into account that∫
||x||p≤1
||x||α−np dnx < +∞, for 0 < α < n,
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and by using Lebesgue dominated convergence theorem, we can exchange the limit and
the integral. Therefore
〈Eα, ϕ〉 = 1− p
−α
1− pα−n
∫
(Q×p )n
||x||α−np ϕ(x) dnx
=
1− p−α
1− pα−n
∫
Qnp
||x||α−np ϕ(x) dnx.
Set
∼
ϕ(x) = ϕ(−x), with ϕ ∈ S. The results follow by replacing ϕ by F(∼ϕ), since
F(F(∼ϕ)) = ϕ.
Case α = n.
We compute the constant term, c0, in the expansion
〈||x||sp,F(ϕ)〉 =
∑
m∈Z
〈cm,F(ϕ)〉(s+ n)m, (4.5)
since
〈||x||sp,F(ϕ)〉 =
1− ps
1− p−s−n
∫
Qnp
||x||−s−np ϕ(x) dnx
= (1− ps)
∫
Qnp
pv(x)(s+n)
1− p−s−nϕ(x) d
nx,
where x = (x1, . . . , xn), v(x) := min
1≤i≤n
v(xi), and ||x||p = p−v(x), by expanding
(1− ps)pv(x)(s+n)
1− p−s−n =
1− p−n
ln p
(s+ n)−1
+
(1− p−n)v(x) ln p− ln ppn + 12(1− p−n) ln p
ln p
+O((s+ n)),
we find that
〈En, ϕ〉 = 〈c0, ϕ〉 =
∫
Qnp
( 1− pn
pn ln(p)
ln(||x||p) + p
n − 3
2pn
)
ϕ(x) dnx.
The announced results follow by replacing ϕ by F(∼ϕ), ϕ ∈ S, and using the fact that
the fundamental solution is determined up to the addition of a constant (cf. Lemma
4.1).
4.1.1 Taibleson Operator in the Lρ spaces
Proposition 4.1. Let v ∈ Lρ, ρ > 1, then the equation DαTu = v, α 6= n, has a solution
in Lγ, with 1/γ = 1/ρ+ α/n, and ||u||Lγ ≤ C||v||Lρ .
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Proof. The results follows from the Sobolev theorem [24, Thm. 4.9] and the fact that
u = Iαv, where (Iαv) (x) =
1
Γ(α)
∫
Qnp
v(y)||x− y||α−n dny.
4.2 Fundamental Solutions for Elliptic Operators
Theorem 4.2. Let f(D,α) be an elliptic operator of order d. Then a fundamental
solution Eα of f(D,α)u = v, α > 0, v ∈ S, is given by
Eα(x) =

L(pα)(1− p−dα)
(1− p−n)(1− pdα−n) ||x||
dα−n
p as a distribution on W, with α 6= n/d
L(pn/d)(1− pn)
(1− p−n)(pn ln p) ln(||x||p) as a distribution on W, with α = n/d,
(4.6)
where L(p−s) is the numerator of Z(s, f).
Proof. As we mention before the problem of the existence of a fundamental solution Eα
is equivalent to the existence of a distribution FEα satisfying
|f |αpFEα = 1 in S′.
By Lemma 1.5,
〈|f |αp , ϕ〉 = 〈
(1− pdα)L(p−α)
(1− p−n)(1− p−dα−n)Rdα+n, ϕ〉
ϕ ∈ W, s ∈ C. The result follows by reasoning as in the proof of Theorem 4.1, and by
the fact that the space W is invariant under the Fourier transform.
Corollary 4.1. With the hypotheses of the previous theorem, and assuming that α 6=
n/d, we have
|F(Eα ∗ ϕ)(x)| ≤ C(α)||x||−dαp |F(ϕ)(x)|,
for all x ∈ Qnp , and ϕ ∈ W.
4.3 Solutions of Elliptic Pseudo-Differential Equations in
Sobolev Spaces
Definition 4.1. Given φ ∈ S and l a non-negative number, we define
||φ||2Hl =
∫
Qnp
[max(1, ||ξ||p)]2l|F(φ)(ξ)|2 dnξ.
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We call the completion of S with respect to ||·||Hl the l-Sobolev space H l := H l(Qnp ).
Example 4.1. The space H l contains properly the space of test functions S. Indeed,
consider the function
f(x) =
{
0 if ||x||p ≤ 1
||x||−βp if ||x||p > 1,
with β > n. A direct calculation shows that
||f ||2Hl =
∫
||ξ||p≤1
∣∣∣(1− p−n)(1− ||ξ||β−np pn−β)
(1− pn−β) − p
−β||ξ||β−np
∣∣∣2 dnξ.
Thus, ||f ||2
Hl
<∞, but f does not have compact support.
Lemma 4.2 (Sobolev embedding Lemma). If l > n/2, then there exists an embedding
of H l into the space of uniformly continuous functions.
Proof. Let φ ∈ H l we show that F(φ) ∈ L1, as follows:∫
Qnp
|F(φ)(ξ)| dnξ =
∫
Qnp
(max(1, ||ξ||p))l
(max(1, ||ξ||p))l |F(φ)(ξ)| d
nξ,
by using the Hölder inequality and the fact that∫
Qnp
(max(1, ||ξ||p))−2l dnξ,
converges since l > n/2, we have∫
Qnp
|F(φ)(ξ)| dnξ ≤ C||φ||Hl .
Lemma 4.3. For any α > 0, l ≥ 0, the mapping f(D,α) : H l+dα → H l is a well-defined
continuous mapping between Banach spaces.
Proof. Let φ ∈ S. Since f(D,α) is an elliptic operator, by Lemma 1.2, we have that
||f(D,α)φ||2Hl =
∫
Qnp
[max(1, ||ξ||p)]2l|f(ξ)|2α|F(φ)(ξ)|2 dnξ
≤ C1
∫
Qnp
[max(1, ||ξ||p)]2(l+α)|F(φ)(ξ)|2 dnξ = C1||φ||2Hl+α .
The result follows from the fact that S is dense in H l+dα.
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Remark 4.1. Let β be a positive real number, and let
I(β) :=
∫
||ε||p≤1
||ε||βp dnε.
Then
I(β) =
1− p−n
1− p−n−nβ , for β > −n.
Indeed,
I(β) =
∫
||ε||p<1
||ε||βp dnε+
∫
||ε||p=1
dnε
=
∫
||ε||p<1
||ε||βp dnε+ 1− p−n.
By making the change of variables εi = pxi, i = 1, . . . , n we have I(β) = p
−n−nβI(β) +
1− p−n.
Theorem 4.3. Let f(D,α), 0 < α < n/2d, be an elliptic pseudo-differential operator
of order d. Let l be a positive integer satisfying l > n/2. Then, the equation
f(D,α)u = v, (v ∈ S),
have a unique uniformly continuous solution u ∈ H l+dα
Proof. Let v ∈ S, then v = vW + vL, where vW ∈ W and vL ∈ L. Thus, it is sufficient
to show that the two following equations have solutions:
f(D,α)uW = vW , (4.7)
f(D,α)uL = vL. (4.8)
We first consider equation (4.7). By Theorem 4.2, uW = Eα ∗ vW is a solution of
(4.7), and by Corollary 4.1, we have
||uW ||2Hl+dα =
∫
Qnp
[max(1, ||ξ||p)]2(l+dα)|F(Eα ∗ vW)(ξ)|2 dnξ
= C(α, d, n)
∫
Qnp
[max(1, ||ξ||p)]2(l+dα)|ξ|−2dα|F(vW)(ξ)|2 dnξ
C(α, d, n)
{∫
||ξ||p≤1
||ξ||−2dαp |F(vW)(ξ)|2 dnξ
+
∫
||ξ||p>1
||ξ||2lp |F(vW)(ξ)|2 dnξ
}
.
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We now recall that vW(ξ) = prnCχr(ξ), with r > 0, see Definition 1.2, then
F(vW)(ξ) = Cχ−r(ξ) and
||uW ||2Hl+dα ≤ C(α, d, n)
{
C2p2rn
∫
||ε||p≤1
||ε||−2dαp dnε
+ ||vW ||2Hl+dα
}
≤ C(α, d, n)
{
C1(α, d, n) + ||vW ||2Hl
}
,
since −2dα > −n and Remark 4.1. Therefore uW ∈ H l+dα.
We now consider equation (4.8). Since
F(uL) = F(vL)|f |−αp ,
and f is elliptic,
|F(uL)(ξ)| ≤ C||ξ||−dα|F(vL)(ξ)|(cf. Corollary 4.1).
Then
||uL||2Hl+dα ≤
∫
||ξ||p≤1
||ξ||−2dαp |F(vL)(ξ)|2 dnξ
+
∫
||ξ||p>1
||ξ||2lp |F(vL)(ξ)|2 dnξ.
The second integral is bounded by ||vL||2Hl . For the first integral, we observe that if
0 < α < n/2d, then ∫
||ξ||p≤1
||ξ||−2dαp |ϕ(ξ)|2 dnξ ≤ C||ϕ||L2 ,
for any ϕ ∈ S. Therefore
||uL||2Hl+dα ≤ C||F(vL)||L2 + ||vL||2Hl .
In this way, we established the existence of v ∈ H l+dα which is uniformly continuous,
by Lemma 4.2, such that f(D,α)u = v, for any v ∈ S. Finally, we show that u is unique.
Indeed, if f(D,α)u′ = v, then
f(D,α)(u− u′) = 0, i.e., |f |αpF(u− u′) = 0,
and thus F(u−u′)(ξ) = 0 if ξ 6= 0, since f is elliptic. Then Ψ(x·ξ)(u−u′)(ξ) = 0 almost
everywhere, and a fortiori (u− u′)(ξ) = 0 almost everywhere, and by the continuity of
u− u′, u(ξ) = u′(ξ) for any ξ ∈ Qnp .
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4.4 Solutions of Elliptic Pseudo-Differential Equations in
Singular Sobolev Spaces
In this section we modify the Sobolev norm to obtain spaces of functions on which
f(D,α) gives a surjective mapping.
Definition 4.2. Given ϕ ∈ S and l a non-negative number, we define
||ϕ||2Hl :=
∫
Qnp
||ξ||2lp |F(ϕ)(ξ)|2 dnξ.
We call the completion of S with respect to || · ||Hl the l-singular Sobolev Space Hl :=
Hl(Qnp ). Note that H l ⊆ Hl, l ≥ 0, actually ||ϕ||Hl ≤ ||ϕ||Hl
Lemma 4.4. For any, α > 0, l ≥ 0, the mapping f(D,α) : Hl+dα → Hl is a well-
defined continuous mapping between Banach Spaces.
Proof. Similar to the proof of Lemma 4.3.
Definition 4.3. We denote by Ll andW l, the respective completions of L andW with
respect to || · ||Hl , we set
Hl0 := Ll +W l ⊆ Hl.
Lemma 4.5. Let f(D,α), α > 0, be an elliptic pseudo-differential operator of order d,
and let l be a non-negative real number. Then f(D,α) : Hl+dα → W l, is a surjective
mapping between Banach spaces.
Proof. Let v ∈ W l, and let {vn} a Cauchy sequence in W l converging to v, vn ∈ W.
By Theorem 4.3, there exits a sequence {un} in H l+dα such that f(D,α)un = vn. We
now show that {un} is a Cauchy sequence in Hl+dα as follows:
||un − um||2Hl+dα ≤ C
∫
Qnp
||ξ||2(l+dα)p ||ξ||−2dαp |F(vn − vm)(ξ)|2 dnξ
≤ C||vn − vm||2Hl ,
(cf. Theorem 4.2), thus there exists u ∈ Hl+dα such that un → u, and by the continuity
of f(D,α), f(D,α)u = v.
Lemma 4.6. Let f(D,α), α > 0, be an elliptic pseudo-differential operator of order d,
and let l be a non-negative real number. Then f(D,α) : Hl+dα → Ll, is a surjective
mapping between Banach spaces.
Proof. Let v ∈ Ll, and let {vn} a Cauchy sequence in Ll converging to v, vn ∈ L. By
Theorem 4.3, there exits a sequence {un} in H l+dα such that f(D,α)un = vn. We now
show that {un} is a Cauchy sequence in Hl+dα, recall that
|F(un)(ξ)| ≤ C||ξ||−dα|F(vn)(ξ)|,
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then
||un − um||2Hl+dα ≤ C
∫
Qnp
||ξ||2(l+dα)p ||ξ||−2dαp |F(vn − vm)(ξ)|2 dnξ
≤ C||vn − vm||2Hl ,
(cf. Theorem 4.2), thus there exists u ∈ Hl+dα such that un → u, and by the continuity
of f(D,α), f(D,α)u = v.
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