Keywords
Introduction
Salinisation is a wide-spread threat to fresh groundwater resources and can be considered as one of the most prominent global groundwater pollution problems. In contrast to specific pollutants, salinity as such is not a contaminant but is merely a measure of the content of dissolved solutes. Its contamination potential and toxicity (e.g. to plants) is related to an overall concentration threshold of dissolved solutes and not to specific constituents of the water composition. Salinity may have many different origins and can either be caused by primary salinisation processes that actually add solutes to the system, such as seawater intrusion, dissolution of geogenic salt deposits or agricultural inputs (e.g. Konikow and Person, 1985; Custodio, 1997; Sites and Kraft, 2000; Pearce and Schumann, 2001) . Or, it can be induced by secondary salinisation, such as solute recycling from irrigation or by evaporative processes: secondary processes do not add any solutes to the system, but lead to salinisation by redistribution or concentration of solutes already present in the system (Milnes and Renard, 2004; Milnes and Perrochet, 2006) .
In areas affected by groundwater salinisation, correct identification of the spatial distribution and dynamic interplay of the superimposed salinity components is crucial, since the respective remedial or conservation measures may be entirely different. To avoid seawater intrusion, as an example, the water table has to be kept high, while to avoid irrigation-induced salinisation the groundwater table should be kept low. In many coastal irrigated aquifers, in particular in the Mediterranean region, these two salinisation processes are often superimposed.
Identification of different origins of salinisation can be considered a separate field in hydrogeological research and is efficiently addressed by means of various hydrogeochemical techniques (e.g. Richter and Kreidtler, 1993; Vengosh and Rosenthal, 1994; Custodio, 1997; Vengosh et al., 1999) . As opposed to simple salinity measurements, sophisticated techniques that yield clear information about the origin of salinity are time-consuming and costly, and usually only yield snap-shots in time and space. Hence, combining information on the origins of salinity from such investigations with numerical simulations is a promising strategy, not only to investigate the dynamic interplay of different salinisation processes, but also to decompose the bulk salinity evolution into different salinity components induced by different processes.
Vulnerability and risk assessments are becoming a standard approach in groundwater management when dealing with water quality and contamination issues. Vulnerability maps are designed to identify areas of greatest potential for groundwater contamination on the basis of hydrogeological criteria, while groundwater risk assessments additionally consider the presence of potential contamination sources or polluting land-use activities (Gogu and Dassargues, 2000) . The most commonly used vulnerability mapping procedures are based on empirical point rating systems, such as DRASTIC (Aller et al., 1987) , EPIK (Doerfliger and Zwahlen, 1997) , GOD (Foster, 1987) or SINTACS (Civita and de Rigibus, 1995) , bringing together key factors which influence the solute transport process. However, it has been found that the vulnerability of aquifers to groundwater contamination can rarely be predicted with these key factors (e.g. Ruppert, 2001 ). Gogu and Dassargues (2000) therefore emphasize the need for physically based risk and vulnerability assessments. Such an example is presented by Stewartd and Loague (1999) , who developed a regionalscale vulnerability assessment methodology to estimate the impact of non-point source groundwater contamination, using a generalised type transfer function. Sophocleous and Ma (1998) used numerical modelling combined with sensitivity analysis multiple regression analysis and classification procedures to develop a decision support model to assess spatial vulnerability to groundwater salinisation in the Great Bend Prairie aquifer of Kansas. Another example of a physically-based approach is given in Connell and van den Daele (2003) , who investigated the use of analytical solutions for unsaturated solute migration, in order to calculate contaminant transport to groundwater in view of combining it with a geographic information system (GIS) to establish vulnerability maps. The spatial overlay principle of different information is common to most approaches, yielding vulnerability or risk maps, which can be used by decision makers. The overlay principle is also used in the present approach. However, the information which is overlain is entirely deduced from numerical flow and transport simulations: the spatial distribution of the information is therefore continuous.
Hence, the aim of this work is to present a physically based salinisation risk mapping procedure and to apply it to a real-case site. The calibrated observed (bulk) salinity distribution is decomposed, which means 'picked apart', in contrast to the common usage of the word decomposed, into several salinity components, by adapting the boundary conditions in a flow and transport model, assuming linear superposition of total dissolved solids with different origins. The decomposed salinity distributions are then used in a simple overlay principle to calculate the respective spatial risk index distributions, with which areas are identified that are prone to further salinisation. The salinisation risk index mapping procedure is first illustrated on a schematic 2D model and then applied to a real-case site in Southern Cyprus (Akrotiri aquifer) using a 3D finite element model, revealing the practical outcomes of the method, but also the limitations.
Definition of the risk index R i (x)
The basis of risk assessments is the comparison of a present state of the environment with an adverse state which may potentially occur in the future, a state which will have a negative impact on human interests (e.g. Helm, 1996) . Placing this general definition into the context of groundwater salinisation requires first of all definition of an 'adverse state' for each salinisation process in an aquifer system.
For any salinisation process we may be dealing with, the 'adverse state' with respect to the ith of n salinisation processes is defined here as the steady-state salinity C i (x, 1) in response to a given hydraulic condition, with x symbolising the Cartesian coordinates in 1, 2 or 3 dimensions. The 'adverse state' of the ith salinisation process reflects the direction towards which the system is heading, being the 'worst case' for a given hydraulic setting. Hence, the difference between the salinity C i (x, t p ) at 'present state' t p , and the respective steady-state salinity C i (x, 1) yields the potential future salinity increase with respect to the ith salinisation process. Since all the following evaluations are entirely based on deterministic model simulations, while risk assessments are generally related to probabilistic calculations, we will not define a 'probability' or risk of the 'adverse state' actually occurring, but will define a risk index. This salinisation risk index, denoted R i (x), in response to the ith salinisation process at any point x in the domain is a measure of the future potential magnitude of salinity increase and is defined as follows:
with C i (x, 1) being the steady-state salinity induced by the ith salinisation process at a point x for a given hydraulic setting and C i (x, t p ) the corresponding salinity component at 'present state' t p . C B (x, 1) is the bulk steady-state salinity induced by the superposition of all salinisation processes for the same hydraulic setting as for C i (x, 1) and is used to normalise the salinity differences of the respective salinisation processes. The risk index is a measure of the stability of the system at any point, indicating how close its salinity is to steady-state conditions, but is not directly related to the absolute salinity values. A point in the domain with a 'present state' salinity close to the steady-state salinity will yield very small risk indices although this point may be highly saline. Only by confronting the risk indices with the 'present state' salinity and with a defined salinity threshold allows delimitation and identification of areas at risk.
Salinisation risk assessment components
As can be seen from Eq. (1), the salinity components required to obtain the risk index R i (x) of the ith salinisation process are the salinity distributions C i (x, t p ) and C i (x, 1), at 'present state' t p and at steady-state (t = 1), respectively, as well as the bulk salinity distribution at steady-state C B (x, 1). The simulated salinity distribution C i (x, t p ) is the salinity component of the ith salinisation process at 'present state' t p , being the time corresponding to the measured bulk salinity distribution C Ã B (x, t p ). Assuming non-reactive solute transport as described by the classical advection dispersion equation (ADE), and, at this stage, neglecting issues related to density-driven flow and secondary salinisation processes, the salinity at any point x in a domain results from linear mixing of different fractions with different salinities. Under these conditions, the bulk salinity distribution C B (x, t) is the sum of the n salinity components C i (x, t) at any time t, as follows:
Using the simple but useful relationship in Eq. (2) allows decomposition of a simulated bulk salinity evolution C B (x, t) by adapting the boundary conditions accordingly.
In practice, decomposition of the salinity components according to Eq. (2) first implies calibration of a flow and transport model to fit the observed bulk salinity distribution C 'present state' t p . Then, the observed bulk salinity C Ã B (x, t p ) is replaced by the simulated bulk salinity distribution C B (x, t p ), which is used for decomposition. The salinity distribution induced by the ith salinisation process, C i (x, t p ) is then simulated by keeping the identical flow conditions as for the calibrated simulation of C B (x, t p ), but de-activating all transport boundary conditions apart from the one that is used to simulate the ith process.
The n salinity component pairs C i (x, t p ) and C i (x, 1) are then obtained by n simulations, one for each salinisation process for the time t p as well as for steady-state conditions (t = 1), yielding the necessary components to calculate the risk index distributions R i (x) of each salinisation process by solving Eq. (1).
In summary, the pre-processing stages of the risk assessment methodology can be subdivided into two steps, shown in Table 1: (i) Field investigations yielding the data that allow correct identification of different salinisation processes by means of hydrochemical and hydrogeological criteria. (ii) Numerical simulation procedures, including a calibration and decomposition phase, yielding the salinity components necessary for the risk mapping procedure.
The decomposition phase is illustrated in Fig. 1 on a synthetic 2D horizontal finite element model, with two irrigation wells. In this example, two salinisation processes are superimposed in a similar way as in the real case that will be presented later in this work: irrigation salinity (IS) is superimposed on the effects of seawater intrusion. Fig. 1a and b show the bulk salinity distributions, for the 'present state' t p and for steady-state conditions (t = 1), respectively. The seawater intrusion is simulated with a constant concentration boundary condition, while the irrigation salinisation is simulated by a mass source term on the entire domain. By adapting the boundary conditions and the source term, these two salinity distributions are decomposed into an irrigation salinity (IS) component (i = 1) and seawater intrusion component (i = 2), shown in Fig. 1c-f . Fig. 1a shows that seawater intrusion takes place along an inflowing boundary in the north-west, whereas the regional flow takes place from the east towards south-west. Two wells are used to irrigate the entire surface, which leads to irrigation-induced groundwater salinisation due to solute recycling on the entire domain. Fig. 1c and e show the irrigation salinity components C 1 (x, t p ) and C 1 (x, 1) for the 'present state' t p and steady-state, respectively, and was obtained by imposing C = 0 along the inflowing boundaries and simulating the effect of irrigation-induced mass loading as mass source term (IS) on the entire domain. Fig. 1d and f show the seawater intrusion components C 2 (x, t p ) and C 2 (x, 1), respectively, which resulted from simulation without the irrigation mass source term (IS = 0) on the domain, but with active lateral boundaries (C = 1 along shoreline and C = 0.03 along eastern limit).
Risk mapping procedure
To identify areas that require remediation and conservation with respect to different salinisation processes, the risk indices have to be confronted with a threshold salinity C T , e.g. the salt tolerance of cultivated crops in an area. The definition of such a threshold salinity C T has to be based on criteria related to different fields, such as agronomy, irrigation science and economy and may vary in different contexts. Since definition of a threshold concentration C T is beyond the scope of this work, we will illustrate the risk index mapping procedure, assuming that a threshold concentration has been defined. A reasonable threshold concentration could for instance be defined as the limit of exploitability for irrigation purposes or as the salinity level beyond which crop yield is drastically reduced, hence having economic implications.
The steps of the risk mapping procedure for the schematic 2D model shown in Fig. 1 are illustrated in Fig. 2 , using a threshold concentration of C T = 0.06, corresponding to twice the freshwater concentration (along the freshwater limit in the east) and a critical risk index value R C = 0.05, implying that almost no further salinity increase is tolerated. The first step of the procedure involves projection of the defined threshold concentration C T -iso-contour of the 'present state' salinity components C i (x, t) onto the respective risk index distributions R i (x) (stippled lines in Fig. 2a and b) , allowing subdivision of the entire domain into areas with salinities exceeding the threshold salinity (C i (x, t p ) > C T ) and areas where the salinities are below the threshold salinity (C i (x, t p ) < C T ). A similar procedure is then carried out for the risk index distributions R i (x), for which a critical index value R C has to be chosen depending on the context, yielding areas exceeding R C and areas where the risk indices are below R C for each salinisation process. The entire domain can be subdivided into different risk zones, requiring different management actions. The link between the risk indices R i (x), the 'present state' salinity components C i (x, t p ) and the management actions can then be defined according to specific criteria, shown in Table 2 . As an example, the high risk areas, defined by concentrations exceeding the threshold concentration C T require remediation in the areas where the risk indices are lower than the critical index value R C . These are typically areas where salinisation is already advanced, approaching steady-state conditions. In the areas where the threshold concentration and the critical risk index value are exceeded, remediation and conservation are required. These areas will suffer from further salinisation if no conservation actions are taken but they are already beyond the threshold concentration C T , therefore also requiring remediation actions. For seawater intrusion, for instance, such management actions could involve artificial recharge as remediation action and extraction control as a conservation action.
The delimitation into different risk areas can be seen to yield very different results for the two salinisation processes, i.e. the high risk areas for the seawater intrusion are located along the coast, while the high risk areas of the irrigation-induced salinity are located in the south-west.
Limitations and implications for real case situations
Although the proposed risk mapping procedure is theoretically useful, synthesising the results from dynamic processes obtained Table 1 Schematic illustration of the pre-processing steps of the risk assessment procedure, yielding the components for the risk index definition in Eq. (1) of each of the n salinisation processes, C i (x, t p ) as well as C i (x, 1) and C B (x, 1). by numerical modelling in static images, the underlying assumption of linear superposition of the different salinisation components suffers from severe restrictions in some cases. When salinisation processes are coupled or when density-driven flow and transport is important, the basic assumption is potentially violated.
Field investigations
As a typical example of a salinisation-stricken aquifer, the Akrotiri aquifer which will be presented hereafter, involves several such problems, which renders direct applicability of the proposed procedure difficult. A possible way of approaching such interdependencies is to make assumptions which allow approximation of the applicability of linear superposition, as for instance evaluating whether and which dependent salinisation processes can be approximated by independent processes. In the case of entirely dependent salinisation processes, as for instance evaporative salinisation which entirely depends on solutes available in the system, use can be made of the relationship given in Eq. (2), stating that the sum of all salinity components add up to the bulk salinity component. Hence, deducing the independent salinity components from the bulk salinity components may yield an acceptable approximation of the dependent salinity component.
One aspect which additionally renders such assumptions acceptable in many cases is that the simulation results are used with an inflowing boundary in the east and a regional discharge area in the south-west with a saline boundary in the north-west and two irrigation wells used to irrigate the entire area: (a) bulk salinity distribution C B (x, t p ) at 'present state' t p ; (b) bulk steady-state salinity distribution C B (x, 1); (c) i = 1, 'Present state' irrigation salinity (IS) component C 1 (x, t p ); (d) i = 2, 'Present state' seawater intrusion component C 2 (x, t p ); (e) i = 1, steady-state irrigation salinity (IS) component C 1 (x, 1); (f) i = 2, steady-state seawater intrusion component C 1 (x, 1).
for large-scale mapping purposes and not for any precise prediction of the solute evolution at a particular point in the domain.
Application to the Akrotiri aquifer (Southern Cyprus)
In this section, the described salinisation risk assessment methodology is applied and tested on a coastal irrigated aquifer system in Southern Cyprus (Akrotiri aquifer), where hydrochemical and hydrogeological investigations showed that at least three salinisation processes are superimposed (Meilhac, 2003) . Groundwater salinisation is caused by seawater intrusion, irrigation-induced salinisation and by evapo(transpi)ration from the groundwater table. Hence, seawater intrusion is the only purely primary salinisation process while the other two salinisation processes depend (at least partially) on solutes already available in the system (i.e. secondary processes).
The Akrotiri aquifer has been managed in the belief that seawater intrusion is the only salinisation process. Progressive 
Table 2
Subdivision of the 'present state' salinity component C i (x, t p ) into areas above and below a defined threshold salinity C T and intersection with areas above and below a critical risk index R C yields the respective salinisation risk areas requiring different management actions, such as conservation or remedial measures.
No action required groundwater salinisation led to an authority-controlled groundwater management scheme in the early 1990s when seawater intrusion became alarming, assigning fixed extraction rates according to the size of the plots, no matter where in the aquifer. Extraction rates were thereby controlled, leading to an amelioration of the seawater intrusion. However, groundwater salinisation in the inland areas continued, since irrigation-induced and evaporative groundwater salinisation were not considered in the management scheme. An illustrative example from the Akrotiri aquifer, showing the possible consequences of a management scheme which is not adapted to the active salinisation process at a given location was when several hectares of orange trees died in the inland area within few weeks after an exceptionally wet winter in 2003/2004. The water table rose and led to water logging and enhanced evaporation and salt accumulation in the root zone. Although the farmers were aware that lowering the water table by increasing the extraction rates would save the trees from dying, they would have been sanctioned for doing so. The authorities did not have a management tool allowing them to decide on possible exceptions to be made.
In the following, the hydrogeological setting and the identification of the salinisation processes in the Akrotiri aquifer is first presented, followed by the description of the model construction and calibration phase, leading over to the simulation of the salinisation components and to the salinisation risk maps of the area.
Hydrogeological setting of the Akrotiri aquifer
The Akrotiri aquifer is located in the southern most part of Cyprus, in the Eastern Mediterranean, forming part of the Akrotiri peninsula (Fig. 3) . It is the most important porous aquifer of Southern Cyprus with an approximate surface area of 45 km 2 , consisting of deltaic deposits with thicknesses varying between 20 and 50 m (Constantinou, 1970; Jackovides, 1982; Kitching, 1975) . The climatic conditions are typically semi-arid, with annual average precipitation rates of 450 mm/year and approximately 1300 mm/year of potential evaporation. Fig. 3 shows the main physiographic features of the aquifer as well as the hydrogeological conceptual model in a cross-section: recharge of the alluvial aquifer takes place by infiltration of rainfall as well as from the underlying Tertiary limestones along a major fault zone. The groundwater is extracted by irrigation wells, provoking seawater intrusion and irrigation-induced salinisation. The salt lake in the south is the hydraulically lowest point (average À2 masl) and acts as a regional discharge area, where salt precipitation and groundwater salinisation take place due to intensive evaporation.
Heavy exploitation of the aquifer started with the development of two major fruit plantations, in the late 1930s. 
. Water budget for different hydraulic time-periods
The hydraulic history of the Akrotiri aquifer can roughly be subdivided into three periods:
'Pre-1940s'-period when no extraction took place and the Kouris River still flowed '1940-1986 '-period, when extraction was intensive and the Kouris River still flowed 'Post-1986'-period, when extraction was decreased but the Kouris River was dammed, no longer recharging the aquifer.
The subdivision of these three periods is based on the presence/ absence of extraction wells and on the presence/absence of the Kouris River flowing through the Akrotiri aquifer area. Due to the length of the 'hydraulic periods', they can roughly be considered as hydraulic steady-state conditions with transitions of only few years between them. Each of these periods had its own water budget, which is compiled in Table 3 . The water budget for the '1940-1986 '-period is taken from Jackovides (1982) , based on data between 1966 and 1976. The water budget for the 'Post-1986'-period was elaborated by Milnes (2000) based on data between 1987 and 1999. The imbalances shown in Table 3 in the freshwater budgets indicate the annual net water volumes which are exchanged between the aquifer system and the sea. Although the imbalance is positive for all three time-periods, there is only a surplus of 1.4 Mm 3 /year for the 'Post-1986'-period, as opposed to 13.5 Mm 3 /year for the '1940-1986 '-period, although the extraction rates had been drastically diminished. A positive freshwater balance does not imply that there is no seawater intrusion, since it only is an overall budget (i.e. 'freshwater towards the sea' > 'seawater towards land'). The components of this freshwater budget, apart from the Kouris River which was calculated by Jackovides (1982) , are briefly summarised in the following, forming the basis for definition of the boundary conditions of the numerical model simulations.
5.1.1.1. Infiltration from precipitation. The Thorntwait-Mather method (1955) was used to calculate the monthly effective infiltration. Since most of the surface sensitive to infiltration is irrigated, and therefore already humid, soil retention of only 50 mm was used, for unsaturated zone depths varying between 5 and 10 m. The obtained average value of annual infiltration is 4.9 Mm 3 /year for the 'Post-1986'-period, which is coherent with the estimation of infiltration by Jackovides (1982) , being 5.9 Mm 3 /year for the '1940-1986'-period. 5.1.1.2. Subsurface recharge. Subsurface inflow into the Akrotiri aquifer takes place from the northern foothills, as schematically shown in the cross-section in Fig. 3 . With a total surface of 100 km 2 of outcropping limestones, dipping towards the Akrotiri aquifer, the effective infiltration on this surface was estimated to be 12.3 Mm 3 /year. However, to account for the higher soil retention caused by the thick unsaturated zone and for the fact that not all of the water from the limestones will recharge the Akrotiri aquifer, 70% was estimated, yielding 5.2 Mm 3 /year, again coherent with the estimations done by Jackovides (1982) /year, and continued until 1990. However, the average extraction rate in the 'Post-1986'-period is only 7.9 Mm 3 /year, due to the drastic measures taken by the authorities in the beginning in 1990. Over 300 wells exist in the Akrotiri aquifer, many of them abandoned due to salinisation, and many of them only extracting very small amounts for gardens. Approximately 100 wells with high yields exist in the area, for which the extraction history and locations are known.
5.1.1.6. Evapotranspiration and evaporation from marshland. Evapotranspiration and direct evaporation take place particularly along the northern shore of the salt lake, where a vast Eucalyptus forest was planted, initially to keep the water level low during the '1940-1986'-period, when the groundwater table was too high. Also, in the south western area there is a marshland (natural depression), where evaporation is intensive. Estimated values given in literature for real evapotranspiration of aridity-resistant Eucalyptus species are 1300 mm/year (Marshall et al., 1997) , corresponding to the average annual ETP evaluated by the Meteorological Department. This yields, an average of 2.6 Mm 3 /year of evaporated water from the system, coherent with the estimation of Jackovides (1982) , being 2.5 Mm 3 /year.
Water level evolution
The water levels for the 'Pre-1940s'-period are not known, however, since no extraction took place, it can be assumed that the system was in equilibrium with steady-state hydraulic conditions, apart from seasonal variations.
For the time-period between '1940 and 1986', water levels were mostly above sea level, with a significant amount draining towards the salt lake (Jackovides, 1982) .
During the 'Post-1986'-period, the water levels were lowered below sea level in many places. During the first few years after the construction of the Kouris dam in 1986, until 1990, the water level decline was prominent, but then rapidly stabilised on the lower level, as soon as the extraction rates were diminished. The water level evolutions for four selected observation wells, two of which have been measured since 1964, are shown in the graph in Fig. 4 . A prominent water level decrease was observed in the early 1970s during the '1940-1986'-period, which was due to an exceptional drought period (Jackovides, 1982) . The water level decline between 1986 and 1990 is nicely revealed, as well as the stabilisation after 1990. Over a long-term period, the analysis of the water level evolutions of all observation wells revealed, that the 'Post-1986' hydraulic situation can be approximated by steadystate conditions on the long-term. The average water level distribution for the 'Post-1986'-period is shown in Fig. 4 and is based on monthly data taken in 120 boreholes. The water levels can be seen to be negative in the entire central area. The prominent groundwater depression in the area of the salt lake is nicely revealed, leading to converging flow paths.
Salinisation processes in the Akrotiri aquifer
The electrical conductivity distribution measured in 70 observation wells in the superficial groundwater in summer 2003 is shown in Fig. 5 , resulting from all salinisation processes present in the system. This salinity distribution corresponds to the measured bulk salinity distribution C Ã B (x, t p ), defined in the risk mapping procedure.
To distinguish between different salinisation processes, a largescale hydrochemical investigation was carried out in the Akrotiri aquifer in July 2003 (Meilhac, 2003) , with the main results and data presented in . Geochemical markers combined with hydrogeological criteria were used to identify the different salinisation processes, allowing subdivision into a seawater intrusion and an irrigation/agriculturally dominated domain, respectively, and an area dominated by evaporative salinisation in the vicinity of the salt lake. The spatial distribution of the salinisation processes is schematically shown on the bottom left of Fig. 5 .
The criteria used for the identification of the processes can be summarised as follows:
Seawater intrusion
Presence of a sharp seawater-freshwater interface, measured in vertical conductivity logs. Major ion ratios indicating simple mixing and cation exchange. Stable as well as radioactive isotope signatures (with distinct uranium isotopic ratios of seawater to track mixing processes) indicating mixing between fresh groundwater and the seawater end-member (Milnes, 2005) .
Irrigation and agriculturally induced salinisation
Intermediate salinities of 1.5-5 mS/cm. High nitrate concentrations (up to 400 mg/l). Uranium isotopic signatures close to the freshwater end-member, strongly deviating from the mixing-line between freshwater and seawater, indicating evaporative processes related to irrigation (Milnes, 2005) .
Salinisation induced by evapo(transpi)ration
Water table close to the surface at a depth of less than 3 m. High salinities, sometimes close to the limit of solubility. Salt precipitation on the soil surface. Nitrate concentrations lower than in the agriculturally salinised areas. Prominent diurnal water table fluctuations measured in the area of the Eucalyptus forest along the salt lake indicating strong evapotranspiration .
Numerical model construction and calibration
In this section, the conceptual hydrogeological model described above is transcribed into a numerical model, using the water balance and the identified salinisation processes to define boundary conditions. A 3D finite element model was constructed with the FEFLOW finite element software (Diersch, 2007) . First, the model construction is described, followed by the hydraulic steady-state calibration, yielding the hydraulic parameter distribution. In a second step, the transport calibration is presented, which involved density-dependent flow and transport simulations in an iterative process for the main calibration parameter, the porosity distribution. The actual transport calibration was done for the time-period 1986-2003, for which a relevant data set exists. However, a major difficulty involved simulation of the initial concentration distribution in 1986, the starting phase for the calibration.
Density-dependent flow and transport simulations involve transient hydraulic conditions. The transitions between the different hydraulic periods were therefore actually simulated in hydraulic transient state, allowing the system to adapt to the new hydraulic conditions of the following period, using the storage coefficient distribution which had been calibrated on a 1-year period (1997-1998), described in Milnes (2000) .
Model delimitation and internal geometry
The lateral extend of the finite element model towards the inland (north) was defined by the presence of groundwater in the Jackovides (1982) . Since the water balance for the 'Pre-1940'-period is not known, the same values were used as for the '1940-1986'-period (indicated with stars) . The difference between the two periods lies in the lack of extraction rates prior to 1940. The water budget for the 'Post-1986'-period was established in Milnes (2000) . The calculated imbalances indicate the net exchange between the sea (and salt lake) and the aquifer. 1940-1986'-period gravel deposits (porous aquifer). In the east and the west, the model was extended offshore to a bathymetric depth of À50 masl, approximately corresponding to the average thickness of the porous aquifer. In the south, the model limit was drawn along the shore of the salt lake. The internal model geometry was deduced from approx. 200 borelog interpretations (Milnes, 2000) , using a simple sedimentary facies model, describing the coarsening upward cycle of the depositional sequences of delta-fan environments (Reading, 1986) . The lithofacies encountered in the borelogs were assigned to one of the three classical delta facies, which are characterised by different hydraulic properties: (a) the bottom-set facies consisting of finegrained deposits (silt, loam and clay), overlain by (b) the fore-set facies, consisting of medium-grained deposits (sand and silt) and finally (c) the top-set facies with the coarsest-grained deposits (gravel and sand). From the borelog record, the respective facies thicknesses were lumped together, which led to a 3D distribution of the superimposed facies. The three units that were constructed in this way reflect the absolute thicknesses of the respective facies but not any internal heterogeneity arising from inter-fingering (Fig. 6) .
Twelve pumping tests carried out within the framework of the Akrotiri Irrigation Project 1970 (Jackovides, 1970) could be attributed to the top-set facies (gravel unit) and the fore-set facies (sand unit), respectively, yielding a range for the hydraulic conductivities: top-set facies: K = 2 Â 10 À3 -5 Â 10 À4 m/s; fore-set facies:
The upper limits of these ranges were used as initial values for the hydraulic calibration.
The Pliocene fractured marl deposits, the Miocene limestone unit and the regional fault zone with a vertical displacement of several 100 m, as deduced from borehole data (Milnes, 2000) , were incorporated in the model to accommodate the recharge that had been estimated to transit through the underlying limestones from the northern foothills, recharging the porous aquifer from below (Fig. 3) . Recharge along the fault zone was identified by a prominent radon and oxygen isotopic anomaly in the groundwater above the fault zone (Meilhac, 2003) . Fig. 6 shows the subdivision of the 3D model into the six identified hydrostratigraphic units, which were used to calibrate the hydrodynamic model parameters.
Model discretisation
The finite element model was discretised into 170,270 linear, triangular prismatic elements, (96,030 nodes), with an average lateral extension of 100-150 m (Fig. 7) , and was vertically subdivided into 11 slices. The mesh was refined around all extraction wells. A topmost layer was introduced into the model with a constant thickness of 1 m, to allow assignment of surface source terms for infiltration and solute mass loading. The mesh discretisation is a limiting factor with respect to transport simulations, since the dispersivity values will have to be adapted to be close to the element size, to avoid numerical instabilities. Since real dispersivity values are usually far smaller than the mesh size of regional models, this is why dispersivities can often not be calibrated in regional modelling approaches to match physical values. Hence, in the case of the Akrotiri aquifer model, the longitudinal dispersivity was fixed as a L = 130 m, corresponding to the average element size and a transversal dispersivity of a T = 10 m was assigned. 
Hydraulic steady-state calibration for the time-period 1986-2003
Hydraulic calibration was carried out on the basis of the average hydraulic condition between 1986 and 2003. One hundred and twenty observation points were used, for which monthly values were available (Fig. 4) . As mentioned, this period was chosen because 1986 brought a prominent change in the hydraulic setting, with the construction of the Kouris dam.
The boundary conditions were defined to comply with the water budget presented in Table 3 , illustrated in Fig. 7 and summarised below.
5.2.3.1. Head boundary conditions. Constant hydrostatic head boundary conditions, accounting for the density difference between seawater and freshwater, were assigned on the seafloor (on the 1st slice only), according to the bathymetric depth of each node (Fig. 7) .
Well boundary conditions.
Well-type boundary conditions were used for the extraction wells. The well extractions were distributed throughout the depth of the gravel unit. The extraction rates were deduced from the average extraction rates from 1986 to 2003, based on monthly readings of the water meters. For insignificant wells (small extraction rates), the extraction rates were added to the closest defined significant extraction well, within a radius of 300 m, to avoid definition of hundreds of additional wells, for which the mesh would also have had to be refined. The total extraction rate was 7.9 Mm 3 /year, corresponding to the water budget shown in Table 3 .
Subsurface recharge.
Inflowing flux boundary conditions were assigned along the northern boundary in the limestone unit (lower layers, Fig. 7 ) and were adjusted to match the estimated subsurface influx shown in the water budget in Table 3 , corresponding to 70% of the average net infiltration on the northern limestone foothills.
Fluid sources.
Recharge from rainfall was introduced into the model as a fluid source in the top layer, corresponding to 120 mm/year/m 2 , and was based on the Thorntwaite and Mather (1955) method, as described in Section 5.1.1.
In the irrigated areas, irrigation return flow was added to the recharge from rainfall, with an infiltration rate corresponding to 10% of the annual irrigation rate, as described in Table 2 .
Artificial recharge was introduced in the model as a flux boundary condition at the inlet of the Kouris River bed (Fig. 7) , corresponding to 1.1 Mm 3 /year, as described in the water balance in Table 2 .
5.2.3.5. Fluid sinks. In the area of the marshland in the west and in the area along the salt lake, where evaporation is dominant, a fluid sink was defined (Fig. 7) , corresponding to the net difference between the average rainfall and the pan evaporation, assigned in the top layer.
5.2.3.6. Hydraulic calibration results. Using the above-described hydraulic boundary conditions, calibration of the hydraulic conductivities of each hydrostratigraphic unit (Fig. 6 ) was carried out by trial and error, and in the last stage, the hydraulic conductivities and infiltration rates were fine-tuned by running simulations with an optimisation-algorithm included as a module in FEFLOW (PEST, John Doherty, Watermark Computing). The obtained calibrated hydraulic conductivities are shown in Table 4 . Fig. 8a shows the measured average water table map, as well as the locations of the observation wells. Fig. 8b shows the simulated hydraulic head distribution in the gravel unit. The graphs on the left-hand side of Fig. 8 shows the correlation between the measured and simulated average hydraulic heads between 1986 and 2003, with a standard deviation of 0.2 m. The calibrated hydraulic condition reflects the main features of the average hydraulic situation, being the prominent depression induced by the salt lake, forming the regional discharge area. The smaller-scale hydraulic pattern is relatively well reproduced, although it is smoothened with respect to the measured head distribution. The calibrated hydraulic conductivity distribution, as shown in Table 4 , was used for all further simulations.
Transport calibration of measured bulk salinity C
Ã B (x, t p ) The transport calibration was also carried out for the time-span between 1986 and 2003, since the data set for this time-span is solid. All transport simulations were carried out accounting for density-dependent flow and transport induced by salinity differences between fresh groundwater and saline groundwater. The only transport parameter that was calibrated was the porosity distribution. The second calibration variable was the solute mass loading from irrigation. Since the salt loading due to irrigation partially depends on agrochemical additives, but also on the salinity of the extracted groundwater, it is not constant over the entire domain. Irrigation-induced salinisation was only considered for the time-period after 1986, since groundwater salinities in the inland area prior to the Kouris dam construction were very low.
5.2.4.1. Simulation of the initial concentration distribution. The first step in the transport calibration involved simulation of the initial concentration distribution in 1986. For this purpose, simulation of the two hydraulic periods preceding 1986 had to be simulated for each guess of porosity distribution:
Density-dependent simulation of the situation in 1940, assuming that the system was in complete equilibrium with respect to the seawater wedge. This was obtained from a long-term simulation until stabilisation of all concentrations was attained, defining the hydraulic boundary conditions shown in Fig. 9a , based on the water budget presented in Table 2 . The concentration distribution from the first step was used as initial concentration distribution for a density-dependent simulation of the '1940-1986 '-period, with the hydraulic and transport boundary conditions shown in Fig. 9b . Since the exact location of the extraction wells for this time-period are not known, the same positions were used as for the time-period 1986-2003, however doubling all the extraction rates to comply with the water balance (Table 3) .
For both simulation steps, the hydraulic boundary condition assigned to simulate Kouris River infiltration was a constant head Table 4 Calibrated hydraulic conductivities and porosities of the six hydrostratigraphic units, shown in Fig. 6 . The fore-set facies was subdivided into two layers (one for the sand and the second layer for the silts), yielding two values. Also two values are given for the Miocene limestones: (1) for the area north of the fault zone and (2) for the area south of the fault zone. boundary at the entry of the system in the river bed, with its surface elevation as value (H = 35 m). This led to a water budget of 13 Mm 3 /year, coherent with the estimations done by Jackovides (1982) , shown in Table 2 .
The resulting concentration distribution of these two simulation steps was first compared to the scarce salinity data set from 1986 and then used as initial concentration distribution to carry out the transport calibration for the time-period 1986-2003 for a given porosity distribution guess with the boundary conditions as shown in Fig. 9c . This led to an iterative and long process, since each porosity distribution guess required re-simulation of the initial concentration distribution for the calibration period. During the calibration phase of the '1986-2003'-period, the observation wells close to the shoreline were first used, with the densest monitoring network and the highest salinity variations. Then, in a second stage the irrigation salinity was added to calibrate the irrigation salinisation distribution.
The transport boundary conditions and source terms as well as the associated hydraulic boundary conditions assigned during each hydraulic period are shown in Fig. 9 and can be subdivided into freshwater boundaries, and salinisation boundaries.
The freshwater boundaries were simulated as follows.
Infiltration from precipitation.
Since infiltration from precipitation is modelled by a hydraulic source term, the effect of this input leads to dilution in the transport equation of the solutes present in the elements, calculating the dilution with an infiltration concentration of C = 0.
Subsurface freshwater inflow.
Along the inland boundaries a constant relative concentration of C = 0.02 was assigned. This value is based on the ratio between the freshwater and seawater electrical conductivities (0.02 = 1 mS/cm: 50 mS/cm). This boundary condition remained unchanged for all three simulation periods.
Kouris River infiltration.
The Kouris River infiltration was only simulated for the first two hydraulic periods, prior to 1986, and implied definition of a constant concentration boundary Fig. 9 . Hydraulic (left column) and transport (right column) boundary conditions defined for three hydraulic periods: (a) the 'Pre-1040s'-hydraulic period, when no extraction took place but the Kouris river was flowing, (b) The '1040-1986'-period, when extraction rates were high and the Kouris River was flowing and c) the 'Post-1986'-period, when extractions were diminished and the Kouris River was dammed.
condition on the nodes where the hydraulic head boundary conditions was defined, at the Kouris River inlet, with a constant concentration values of C = 0.02 ( Fig. 9a and b) .
5.2.4.5. Artificial recharge. For the hydraulic period 1986-2003, a constant concentration of C = 0.02 was assigned on the defined hydraulic flux boundary conditions at the inlet of the Kouris River (Fig. 9c) , where the infiltration ponds are located, mimicking artificial recharge with an average annual infiltration rate of 1.1 Mm 3 /year, as per Table 3 .
The three salinisation processes, described in Section 5.1.3. were simulated by the following transport boundary conditions and solute source terms, respectively, as follows (Fig. 9) . 5.2.4.6. Seawater intrusion. Seawater intrusion was simulated by the constant concentration boundary condition on the seafloor (first slice), with a relative concentration of C = 1. The concentration boundary condition is constrained to inflowing fluxes, i.e. in areas where groundwater discharges to the sea the concentration boundary condition is not active. This boundary condition remained unchanged for all three simulation periods.
5.2.4.7. Irrigation salinity. Distributed irrigation salinisation was adjusted during the calibration process, starting off with a spatially constant relative mass source terms on the irrigated fields, assuming an average yearly mass loading of 20 t/ha, which roughly corresponds to an absolute irrigation water salinity of 2 g/l. Solute mass loading from irrigation was only simulated for the 'Post-1986'-period, assuming that irrigation salinisation was insignificant in the previous period, due to very low groundwater salinities. Calibration of this salinisation process was done on data from the inland area, where no other salinisation process is active. This led to a spatially distributed mass source term, as shown in Fig. 9c .
Evaporative salinisation.
A fluid sink was used to simulate the evaporative losses, removing only the water from the defined model elements, not however the solutes which are contained in the element. This leads to concentration (the opposite effect from dilution), mimicking salinisation by evaporation. The disadvantage of simulation of salt accumulation by a fluid sink is that concentrations will never stop to increase, tending towards infinity, since precipitation of minerals cannot be simulated, hence never reaching steady-state conditions. 5.2.4.9. Transport calibration results. Carrying out the transport simulations, as described above, the simulated concentrations were compared to the measured salinity distribution for each porosity distribution guess and was then optimised step-by-step. The resulting porosity distribution accounted for the different hydrostratigraphic units, and yielded a downward porosity decrease, with the highest porosities in the gravel unit (u = 0.3), a porosity of u = 0.2 in the sand/silts unit, u = 0.15 in the silt/loams and fractured limestones and fault zone, and the lowest porosity of u = 0.1 in the Pliocene fractured marls, as indicated in Table 4 .
Since the transport simulations were carried out with relative concentrations, defining the seawater concentration as C = 1, an experimentally established relationship between the electrical conductivity and (the conservative) chloride concentrations was used to convert the simulated relative concentrations into electrical conductivities, allowing subsequent comparison with the measured electrical conductivity distribution. Based on 37 groundwater samples from the Akrotiri aquifer and a seawater sample, the following relationship between the chloride concentration and the electrical conductivity was established (Milnes, 2000) :
with C cl being the measured chloride concentration in [ppm] and EC the electrical conductivity [lS/cm], with a correlation coefficient of R 2 = 0.994 (Milnes, 2000) . The seawater chloride concentration was C sea = 20,724 ppm with a corresponding electrical conductivity of 50,300 lS/cm. The transformation of the simulated relative concentrations C cl-simulated into simulated electrical conductivities EC simulated was done making use of Eq. (3), as follows:
The result of the transport calibration is shown in Fig. 10b , reflecting the salinity distribution within the gravel aquifer unit after conversion of the simulated relative concentrations in terms of electrical conductivity, according to Eq. (4). Fig. 10a shows the salinity distribution as measured in the superficial groundwater in 2003. The graph on the left-hand side shows the correlation between the measured and simulated electrical conductivity. Fig. 10c shows the correlation between measured and simulated salinities for the initial homogeneous porosity distribution of u = 0.3, showing that calibration of the porosity distribution is of high importance. The simulated salinity distribution shown in Fig. 10b corresponds to bulk salinity distribution at present state C B (x, t p ), required for the risk assessment methodology. Although the described calibration procedure is long, it does not differ from any standard numerical simulation approach. This implies that the difficulty is basically inherent to numerical simulation and not related to the risk assessment methodology as such. 5.3. Simulation of the salinity components C B (x, 1), C i (x, t p ) and C i (x, 1)
In this section, the simulations of all the required salinity components for the risk assessment procedure are described, starting with the bulk steady-state salinity distribution, followed by the decomposition into the three identified salinity components.
5.3.1. Simulation of the 'quasi' steady-state bulk salinity distribution C B (x, 1)
The first component for the risk index definition to be simulated is the bulk salinity distribution at steady-state C B (x, 1). Due to the problem arising from the evaporative salinity accumulation, leading to infinitely high concentrations at steady-state, simulation was carried out for 50,000 days, yielding the 'quasi' steady-state bulk salinity component C B (x, 1), shown in Fig. 11b . Running the 'quasi'-steady-state simulation over a time-span of 50,000 days was found to be an adequately long time-period. Salinities throughout the system were stabilised apart from the concentrations in the area close to the salt lake, some of which were still rising. The concentration evolution is shown on the graphs for selected positions in the aquifer in Fig. 11 . Inland and coastal observation points can be seen to be stabilised after 50,000 days, while some observation points in the salt lake area still increase, even beyond the limit of solubility (dashed line, indicating the relative concentration corresponding to the limit of solubility). Simulation should necessarily be stopped at this stage, since such high salinities will artificially affect the density-dependent flow and transport conditions with concentrations that are physically meaningless. This 'quasi'-steady-state approach may also be justified by the fact that comparing the present state situation with a situation 140 years ahead is sufficiently long, not only with respect to the stability of the hydraulic situation over time, but also with respect to the time-frame for which management schemes are designed.
5.3.2. Decomposition into salinity components C i (x, t p ) and C i (x, 1)
Since decomposition of the bulk salinity distributions into salinity components is based on the principle of linear superposition, the interdependencies of the three salinisation processes in the Akrotiri aquifer require approximations of the applicability of this basic assumption.
The first approximation that is made, is that salinity induced by irrigation/agriculture, being an order of magnitude smaller than the other salinisation processes, does not affect density-dependent flow, and can therefore be decoupled from the seawater and The second hypothesis is that seawater intrusion does not depend on the evaporative salinisation component. This is strictly speaking not the case, since seawater movement, as it advances towards the salt lake, will be influenced by the presence of the highly saline groundwater there. However, since it mainly affects the area close to the salt lake, the result of the risk map in that particular area will have to be interpreted with reluctance.
The third assumption which is made, to obtain the evaporative salinisation component, is that the sum of all salinity components adds up to the bulk salinity distribution, as suggested by Eq. (2). The evaporative salinity component cannot be simulated separately, since it entirely depends on solutes already present in the system. Hence, deducing the seawater intrusion and irrigation-induced salinity components from the bulk salinity components yields an acceptable approximation of the evaporative salinity component.
Simulation of the seawater intrusion components (i =1).
The seawater intrusion components were simulated by constant concentration boundary conditions on the seafloor (C = 1). The freshwater limits along the inland boundaries remained unchanged (with C = 0.02). The solute source term on the irrigated fields was deactivated (set to zero) and the evaporative fluid sink leading to solute accumulation by evaporative process was replaced by an outward-directed fluid flux boundary condition, allowing complete evacuation of the solutes along this area. The simulation was first run for the time-span 1986-2003 to obtain the present state component C 1 (x, t p ) and then run for another 50,000 days to obtain the 'quasi'-steady-state-component C 1 (x, 1), shown in Fig. 12a .
Simulation of the irrigation salinity component (i =2).
The irrigation salinity component was obtained by assigning a concentration of C = 0 on the all other inflowing boundaries. The evaporative processes were again simulated by an outward directed flux boundary condition to allow evacuation of the solutes and an initial concentration of C = 0 was used, assuming that irrigation salinisation only started after 1986. Again, the simulation was first run for the time-span 1986-2003, yielding the present state irrigation salinity component C 2 (x, t p ) and then for additional 50,000 days to obtain the 'quasi'-steady-state component C 2 (x, 1), shown in Fig. 12b . Table 2 with indicated management requirements. Rows: (a) Seawater intrusion (i = 1); (b) Irrigation salinisation (i = 2); (c) Evaporative salinisation (i = 3). Zone A is indicated on the risk area maps: location where several hectares of orange trees died due to inappropriate management scheme.
Evaporative salinity component (i = 3).
As mentioned, the evaporative salinity component cannot be simulated separately, since it entirely depends on the primary salinisation processes. Assuming that Eq. (2) is valid in most parts of the domain allowed deduction of the seawater and irrigation salinity components, respectively, from the bulk salinity components, yielding the remaining evaporation salinity components C 3 (x, t p ) and C 3 (x, 1), shown in Fig. 12c . Fig. 12 shows all the salinity components of the three salinisation components. Adding up the present state and the 'quasi'-steady-state components, respectively, yields the bulk salinity components shown in Fig. 11 .
Risk mapping of the Akrotiri aquifer
To establish the risk index and risk area maps for the Akrotiri area, use was made of the salinity components shown in Fig. 12 and Eq. (1) was applied in a map overlay principle.
The risk indices were calculated for all coordinates in the gravel layer, yielding a 2D representation of the risk index distributions, although these maps can be made for any of the aquifer horizons. On the left-hand side of Fig. 13 , the risk index distributions of the three salinisation components are shown (grey scale with 0.1 iso-contour intervals and the iso-contour 0.5 shown in bold), as obtained from solving Eq. (1). The concentration contour of the present state threshold concentration of each component is defined here as C T = 2 mS/cm and is shown as stippled bold line, projected onto the risk index distributions. A critical risk index of R C = 0.5 was defined. This implies that the electrical conductivity may in places double to 4 mS/cm, which is close to the limit of exploitability for citrus plantations. Overlaying the critical risk index contour with the respective critical threshold concentration allows definition of the risk areas, according to the criteria defined in Table 2 , and is shown on the right hand side of Fig. 13 for each salinisation component: (a) seawater intrusion component, (b) irrigation salinity component and (c) evaporation salinity component. Fig. 13a shows the seawater intrusion risk index distribution and risk area map. Comparing it with the area identified as being dominated by seawater intrusion in Fig. 5 shows that the high risk area requiring remediation (C 1 (x, t p ) > C T and R 1 (x) < R C , according to Table 2 ) corresponds to the area identified as seawater intrusion dominated based on hydrochemical investigations. The area requiring conservation and remediation is rather small (C 1 (x, t p ) > C T and R 1 (x) > R C ), indicating that seawater intrusion is close to steady-state conditions with respect to the 1986-2003 average hydraulic condition. In the central area of the aquifer, where groundwater salinisation has been believed to be caused by seawater intrusion, the risk of seawater intrusion is negligible (C 1 (x, t p ) < C T and R 1 (x) = 0, requiring no management action with respect to seawater intrusion).
Seawater intrusion risk areas

Irrigation salinity risk areas
The dominant salinisation process in the central area is related to irrigated agriculture, and is nicely revealed in the risk index distribution and risk area map of the irrigation salinity components, shown in Fig. 13b . There is a central area requiring conservation and remediation (C 2 (x, t p ) > C T and R 2 (x) > R C ), surrounded by a vast area requiring conservation (C 2 (x, t p ) < C T and R 2 (x) > R C ). In this area, irrigation practices should be adopted which reduce the salt load: diminishing agrochemical additives or mixing of groundwater with different quality, as to homogenise the salt load on the irrigated surfaces. Fig. 13c shows the risk index distribution related to evaporative salinisation along the salt lake and extending towards the marshlands north-westward. Since salinities are very high in this area, a relatively large area would require remediation measures (C 1 (x, t p ) > C T and R 1 (x) < R C ), while the central area requires conservation and remediation (C 1 (x, t p ) > C T and R 1 (x) > R C ). A small area in the north-west requires conservation only (C 1 (x, t p ) < C T and R 1 (x) > R C ) and is probably the most relevant area to focus on, since remediation measures in the given setting are very hard to implement. In the area requiring remediation, surface drainage from the marshlands could be a possible action. However, as mentioned, the salinity risk areas for the evaporative salinity components may be biased due to the assumption that was made that seawater intrusion is independent of this component. Particularly in the area between the salt lake and the sea these maps should not be over-interpreted.
Evaporative salinity risk areas
Comparing the different risk area maps in Fig. 13 with each other shows that the different salinisation processes are spatially very variable, calling for different management actions in different areas of the aquifer.
The area indicated in Fig. 13 as A is the approximate zone where several hectares of orange trees died within few weeks after an exceptionally wet winter in 2003/2004, as described in Section 5.1, due to a rising water table and salt accumulation in the root zone. As can be seen from Fig. 13a , the risk of seawater intrusion in the area A is negligible but irrigation-induced salinisation is the most important salinisation process, requiring conservation and remediation measures in that area. Hence, with such risk area, decision makers can adopt and design a process-based management scheme, accounting for the spatial variability of the dominant processes.
Such risk area maps can of course also be established for modified hydraulic conditions, e.g. to test the potential impact of new artificial infiltration ponds or new extraction patterns. This simply implies simulation of all steady-state components according to the modified hydraulic conditions, indicating the new direction towards which the system is heading. In such cases, even negative risk indices can be obtained, which are a clear indication of groundwater quality amelioration (i.e. steady-state salinity lower than the present state salinity), as pointed out in Table 2 . New hydraulic conditions should therefore be designed to produce a maximum of negative risk indices.
Discussion and conclusions
The presented framework for a salinisation risk assessment methodology allows process-based identification of the spatial variability of different salinisation processes, provided the salinisation processes have been correctly identified by field investigations and a numerical flow and transport model has been well calibrated.
The risk area maps resulting from this methodology are a promising tool for the design of groundwater management schemes. They condense relevant information from complex dynamic processes obtained from numerical simulations and visualise the results in simple and static maps, accessible to decision makers who are not familiar with groundwater dynamics. However, the results of the presented methodology entirely depend on the numerical model and its calibration, which, again, may be biased by the chosen modelling approach.
Authorities or decision-makers may not be willing to invest in a numerical model to obtain risk area maps for management purposes only. However, if a numerical model of an area is elaborated where several salinisation processes are superimposed, the presented approach can very easily be suggested as a separate package, requiring very little additional effort.
The restrictions which are related to the assumption of linear superposition of different fractions with different salinities have to be carefully evaluated for any real case study. If density-driven flow can be shown to be dominant, or if secondary salinisation components cannot be decomposed, the approach may not be applicable. These issues have to be kept in mind during the risk assessment procedure, since Eq. (2) is no longer strictly speaking correct, at least not everywhere in the domain. In any real-case site, sensible assumptions addressing these difficulties have to be made to allow approximation of the relationship given in Eq. (2), which is the key to the proposed framework.
Although the assumptions may be restrictive in some areas, the fact that the results are used for regional mapping purposes alleviate the draw-backs. The risk area maps are not intended to be used for any exact prediction of solute evolutions at any particular location, but indicate spatial variability of salinisation risk related to different processes. Hence, the risk assessment relates to a subregional scale (kilometre-scale) rather than to a local observation-well scale. In the example of the Akrotiri aquifer, the lateral versus vertical aquifer extent is such that it can be considered as a sheet. Therefore, the impact of density-driven flow and transport on the regional scale is damped. In real-case sites with considerable aquifer thicknesses, i.e. aquifers which do not have a 'sheetlike' geometry, the proposed mapping procedure should not be applied.
In the example of the Akrotiri aquifer, the risk area maps reveal high salinisation risk in the central area of the aquifer caused by irrigation-induced salinisation. In reality, this area has been managed in the belief that seawater intrusion is the dominant process. Such risk area maps could therefore be a positive basis to re-evaluate the present groundwater management scheme. Since the Akrotiri aquifer and its seawater-intrusion focalised management scheme are believed to be quite representative of many coastal aquifers around the Mediterranean region, the presented salinisation risk assessment could be a possible starting point to review the design of management strategies.
