Earthquakes are one of the major natural calamities as well as a prime subject of interest for seismologists, state agencies, and ground motion instrumentation scientists. The real-time data analysis of multi-sensor instrumentation is a valuable knowledge repository for real-time early warning and trustworthy seismic events detection. In this work, an early warning in the first 1 micro-second and seismic wave detection in the first 1.7 milliseconds after event initialization is proposed using a seismic wave event detection algorithm (SWEDA). The SWEDA with nine low-computation-cost operations is being proposed for smart geospatial bi-axial inclinometer nodes (SGBINs) also utilized in structural health monitoring systems. SWEDA detects four types of seismic waves, i.e., primary (P) or compression, secondary (S) or shear, Love (L), and Rayleigh (R) waves using time and frequency domain parameters mapped on a 2D mapping interpretation scheme. The SWEDA proved automated heterogeneous surface adaptability, multi-clustered sensing, ubiquitous monitoring with dynamic Savitzky-Golay filtering and detection using nine optimized sequential and structured event characterization techniques. Furthermore, situation-conscious (context-aware) and automated computation of short-time average over long-time average (STA/LTA) triggering parameters by peak-detection and run-time scaling arrays with manual computation support were achieved. Appl. Sci. 2019, 9, 3650 2 of 25 could gradually create awareness using amplitude thresholding and frequency filtering in a swift manner in the form of early-stage warnings for human life and asset safety.
Introduction
Natural disasters occur on the globe every year with earthquakes and floods being the most devastating and horrible on the loss and damage benchmarks. The number of people reported affected by natural disasters (564.4 million) was the highest since 2006, as compared to the last 10 years [1] , amounting to 1.5 times its annual average (224 million). The estimates of natural disaster economic damages (US$154 billion) place last year as the fifth costliest since 2006, 12% above the 2006-2015 annual average registered in the CRED database. Earthquakes or seismic events have proven to be the most obvious and recurring in all [2] the natural disasters, i.e., 14,568 in 2018. The top of the chart was in Indonesia on 28 September 2018, with 2256 death tolls. Real-time early warning alarms and intimation would have reduced these life and financial loss numbers. The event characterization and detection would have resulted in countermeasures against these disasters and considerable safety would have been observed. The necessity of an expeditious mechanism was observed in [1, 2] that and procedures. The application-specific [33] seismic sensor nodes and body area network (BAN) makes SHM very intelligent and robust towards seismic event detection and identification and makes the choice of algorithms easier at the cost of flexibility in the SHM system. Recent works [39] realized the utility of (a) adaptive iterative hard thresholding (AIHT), (b) support vector machines (SVM), and (c) the consensus and innovations [40] sequential probability ratio test (CISPRT) [37] and proposed four different algorithms, namely: (1) the least-favorable-density CISPRT; (2) the median CISPRT;
(3) the M-CISPRT; and (4) the myriad CISPRT. The approaches [36] [37] [38] were very plausible for uniformly distributed repetitive series of sensors data but required real-time testing on hardware through the instrumentation of micro-displacements. The Green's functions [38] played a vital role in surface wave tomography of the Western United States from ambient seismic noise for Rayleigh and Love wave phase velocity maps. The assistance of Green's functions in ADC parameter optimization [41] could lead to better results in Industry 4.0-based seismic detection solutions for desktop-scale machines.
A promptly swift warning and geo-seismic waves detection solution was needed to address the following challenges:
(a) A geo-seismic constraint sensing node with ADC comprised of 2+ times higher sampling frequency for seismic signals as per the Nyquist criterion and a resolution of ±0.0000X. (b) Normalization of a single geo-seismic sensing node (GSSN) or ISCS magnitude offsets induced by placement errors. (c) Normalization of clustered GSSNs or ISCS magnitudes complex orientation errors. (d) Heterogeneous surface orientation errors were reflected in entire measurements and geo-seismic data processing. (e) Gaussian or pseudo-random noise issues in the form of high frequencies and nano-or micro-seismic angular displacement anomalies. (f) Sequential detection of incremental displacement amplitudes to reduce post-computation costs and predict the upcoming threats [11] as primary, secondary, and tertiary alarms. The solution proposed in this work, featuring the above (b)-(o) enhancements, constitutes a sequential synergic combination of methods to address the above real-time challenges called real-time seismic wave event detection algorithm (SWEDA). The implementation of SWEDA was realized by developing a geo-seismic novel node with novelties (a) and (j) to(n). This work is organized as:
1.
Real-time seismic wave event detection algorithm (SWEDA) for cyber-physical systems.
2.
Smart geospatial bi-axial inclinometer nodes (SGBINs) application design for SWEDA.
In Section 2, the methodological process of SWEDA is explained. Section 3 is dedicated to the SGBIN application design to achieve credible results from SWEDA. Section 4 is based on a case study presented with a practical implementation of SWEDA using SGBINs at the campus level, which demonstrated the capabilities of SWEDA and SGBIN clusters at Qatar University, Doha.
Methodology Architecture
Let us consider a time series vector N(t) as the sample space of t variables, such that t is not null, belongs to the set of real numbers, and is acquired from sensors as time series. The first step is to train patterns of seismic waves that can be compared with N(t) in real-time to characterize the seismic event. Earthquake, the most important special case in refractive seismology, be E(t) and is given by the characteristic piecewise random function:
In Equation (1), W1, W2, and W3 are the three seismic wave types that are time-stamped. W1 is the p-wave, W2 is the S-wave, and W3 is the surface wave. t1, t2, and t3 are the arrival times of W1, W2, and W3 respectively.
A standard or characteristic earthquake seismograph pattern is exhibited in Figure 1 . First, P-waves arrive, second, S-waves, and then surface waves (Rayleigh (R) or Love (L) waves). The sequential procedure for early warning and detection of an earthquake needs the realization of sequential events in the fashion of occurrence called SWEDA. The steps of SWEDA are given as:
1.
Gradient map auto-calibration (GMAC) 2.
Micro-seism or seismic noise filtration (SNF) 3.
Peak detection sequence (PDS) 4.
Autoregressive pattern mapping sequence (APMS) 5.
Scaling coefficients array generation sequence (SCAGS) 6.
STA/LTA arrays windows sequence (SLAWS) 7.
Earthquake probabilistic sequence (EPS) 8.
Seismic features extraction (SFE) 9.
ADC scaling/range and communication bus configuration SWEDA was programmed and tested on three-layered devices for constrained application testing: In Section 2, the methodological process of SWEDA is explained. Section 3 is dedicated to the SGBIN application design to achieve credible results from SWEDA. Section 4 is based on a case study presented with a practical implementation of SWEDA using SGBINs at the campus level, which demonstrated the capabilities of SWEDA and SGBIN clusters at Qatar University, Doha.
Methodology Architecture
Let us consider a time series vector N(t) as the sample space of t variables, such that t is not null, belongs to the set of real numbers, and is acquired from sensors as time series. The first step is to train patterns of seismic waves that can be compared with N(t) in real-time to characterize the seismic event. Earthquake, the most important special case in refractive seismology, be E(t) and is given by the characteristic piecewise random function: 
A standard or characteristic earthquake seismograph pattern is exhibited in Figure 1 . First, Pwaves arrive, second, S-waves, and then surface waves (Rayleigh (R) or Love (L) waves). The sequential procedure for early warning and detection of an earthquake needs the realization of sequential events in the fashion of occurrence called SWEDA. The steps of SWEDA are given as:
1. Gradient map auto-calibration (GMAC) 2. Micro-seism or seismic noise filtration (SNF) 3. Peak detection sequence (PDS) 4. Autoregressive pattern mapping sequence (APMS) 5. Scaling coefficients array generation sequence (SCAGS) 6. STA/LTA arrays windows sequence (SLAWS) 7. Earthquake probabilistic sequence (EPS) 8. Seismic features extraction (SFE) 9. ADC scaling/range and communication bus configuration SWEDA was programmed and tested on three-layered devices for constrained application testing: The sequence of operations was as characteristic as the seismic wave patterns or geo-seismic faults that will be characterized and detected by the algorithm. First, the placement map of sensors was created for assigning all current positions equal to zero so that whatever the type of plain and surface is the initial state vector in the time domain as time series. The noise filtering, thresholding, peak-detection, event capturing, or recording algorithm triggering, as well as auto-scaling for events The sequence of operations was as characteristic as the seismic wave patterns or geo-seismic faults that will be characterized and detected by the algorithm. First, the placement map of sensors was created for assigning all current positions equal to zero so that whatever the type of plain and surface is the initial state vector in the time domain as time series. The noise filtering, thresholding, peak-detection, event capturing, or recording algorithm triggering, as well as auto-scaling for events using computed windows and seismic event extraction, was automated. In the case of high-resolution needs and high data rates, the algorithm re-configures itself at t 1 > t 0 , i.e., t 0 is the time at which the first sample set was processed in SWEDA and t 1 is the time at which the second sample set was processed by SWEDA. The entire process is summarized in Figure 2 .
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Gradient Mapping and Auto-Calibration (GMAC)
It was impossible in 100% sensor grid scenarios to achieve zero magnitudes, as the crust of the earth is like a curvature and structures placed on earth are mostly at a non-uniform distance from the center of the earth. For orientation, SWEDA takes the value of sensor variables as zero by subtracting the existing magnitudes. Let the n sensor variables at the time of placement have a vector S with a magnitude at t = 0 written as |S0|. Let SP1 be the processed value at the start of SWEDA which is given by
In Equation (2), SP1 will always be zero and the sensor placement vector will be stored in the memory for reference. It will relieve the extra data processing operations like enveloping, normalization, magnitude averaging, variance, etc. Figure 3 clarifies the gradient map auto-calibration (GMAC) operation on SGBIN clusters to achieve zero-offsets by subtracting all the gradients from all the sensor values in the time series, which reduced computation complexities. 
It was impossible in 100% sensor grid scenarios to achieve zero magnitudes, as the crust of the earth is like a curvature and structures placed on earth are mostly at a non-uniform distance from the center of the earth. For orientation, SWEDA takes the value of sensor variables as zero by subtracting the existing magnitudes. Let the n sensor variables at the time of placement have a vector S with a magnitude at t = 0 written as |S0|. Let SP1 be the processed value at the start of SWEDA which is given by SP1 = |S1| − |S0| = 0.
In Equation (2), SP1 will always be zero and the sensor placement vector will be stored in the memory for reference. It will relieve the extra data processing operations like enveloping, normalization, magnitude averaging, variance, etc. 
Seismic Noise Filtration (SNF)
The presence of micro-seisms in SP1 constituted a regular data pattern in the seismic instrumentation called stochastic seismic noise that leads to false alarms and poor data integrity. The first step was to skim or extract the seismic noise of the first 500 samples by applying the Savitzky-Golay filter (savgol_filter) in MicroPython as a signal. The savgol_filter (signal, windowsize, order of polynomial) operates at the embedded hardware level. In the Savitzky-Golay filter in MicroPython, the SGBIN data SP1 consists of a time series set of S {xj yj, tj, tj−1} with points (j = 1, ..., n), where x is an independent variable at tj, and yj is an observed value at delayed tj−1. They are treated with a set of mxy convolution coefficients, Ci, according to the expression
In the triangular moving average (TMA), i.e., the function smoothTriangle (noisy signal, degree of filter) at the PC level, two simple moving averages (SMA) are computed on top of each other in order to gain more weight to nearer (adjacent) points. This means that first our SMAi are computed and then a TMAi for the window size n is computed as:
The generated filtered time series array (FTSA0) was subtracted from the FTSA of the original signal, i.e., 500 samples from t0 to t499, and difference was saved in the second array called seismic noise array (SNA0).
Later on, this SNA was sent to SGBIN as a feedback tuning coefficient to be subtracted from the transmitted signal of SGBIN to reduce the level-2 computation complexity.
This technique reduced the filtration cost as well as the expected computation cost of SWEDA in the next phases.
In Figure 4 , we have two plots, seismic signal with noise and filtered signal. We averaged all the data samples from two sites and considered only 10,000 samples. For feature extraction, we had to filter meaningless information out of the 10,000 samples. In a noisy signal, the magnitude of the angles 1.5° and −0.5° are the values that lead to false alarms and wrong detection of seismic events. The correct values are in the range between 0.3° and −0.3°, which need to be processed. The kurtosis value and S/L-Kurt algorithm [39] can be used here for microseismic signals. 
The presence of micro-seisms in SP1 constituted a regular data pattern in the seismic instrumentation called stochastic seismic noise that leads to false alarms and poor data integrity. The first step was to skim or extract the seismic noise of the first 500 samples by applying the Savitzky-Golay filter (savgol_filter) in MicroPython as a signal. The savgol_filter (signal, windowsize, order of polynomial) operates at the embedded hardware level. In the Savitzky-Golay filter in MicroPython, the SGBIN data SP1 consists of a time series set of S {x j y j , t j , t j−1 } with points (j = 1, ..., n), where x is an independent variable at t j , and y j is an observed value at delayed t j−1 . They are treated with a set of m-xy convolution coefficients, Ci, according to the expression
In Figure 4 , we have two plots, seismic signal with noise and filtered signal. We averaged all the data samples from two sites and considered only 10,000 samples. For feature extraction, we had to filter meaningless information out of the 10,000 samples. In a noisy signal, the magnitude of the angles 1.5 • and −0.5 • are the values that lead to false alarms and wrong detection of seismic events. The correct values are in the range between 0.3 • and −0.3 • , which need to be processed. The kurtosis value and S/L-Kurt algorithm [39] can be used here for microseismic signals. 
Peak Detection Sequence (PDS)
The second step after the FTSA0 and SP2 was detecting the peaks out of real-time values. The peak detection sequence (PDS) used in this work was only based on unique amplitude and frequency detection. The algorithm scanned the unique peaks and frequencies only, i.e., it first searched for the first maximum for early warning, then the second maximum, and accordingly the fifth maximum and eighth maximum.
In Figure 5 , the circles show the peaks detected and set as local maxima, and when the next peak came it became local maxima, i.e., only increasing peaks were detected for amplitude variation mapping. If the next tilt angle magnitude was equal or less than the current local maximum, the algorithm ignored it. The purple dotted line was the mean of 500 samples in 10 s. Let us consider that we have N clusters of seismic nodes placed geo-spatially transmitting D datasets of time series as the repository R(d):
The runtime signal mean calculation and incremental peak mapping sequence.
In recent works carried out in 2017-2018, time-series data nature detection for stationarity and non-stationarity was tested that increased the delay as well as the computation cost of procedures. If the data was stationary, the power spectral density (PSD) was calculated, and if it was non-stationary, the Hilbert-Huang transform (HHT) was calculated. It was not feasible to calculate PDS and HHT for R(d) due to computation cost issues. A precise illustration in Table 1 clarifies that any operation 
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Autoregressive Pattern Mapping Sequence (APMS)
The earthquake sequence is first p-wave, then s-wave, and finally, Love wave. From the median of seismic signals, the amplitudes of characteristic waves are scaled and correlated, or the wave window is moved in a sequence with respect to Figure 1 . The PDS calculations in Figure 4 were assigned to counters, and each counter contributes the size of windows for APMS.
In Figure 6 , the more disrupting wave that arrives first is the p-wave, and its correlation window is represented with the red rectangle. The s-wave has to be checked after that, shown in the green rectangle, and Love waves are presented within the orange triangle. This sequence has to be verified to ensure the type of seismic event and expected fault caused by this measured time series of tilt angles. The magnitudes of tilt angles for the orange rectangle, i.e., Love waves, should be between −0.05 • and 0.05 • . The first window in the figure has values between 0.28 • and −0.28 • , which are the second-highest in the histogram plot.
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Scaling Coefficients Array Generation Sequence (SCAGS)
It happens 97% of the times that amplitudes trained for seismic waves windows are not exactly matching the run-time sensor data due to wavelengths, frequency, and amplitudes. The criticality is for the shape of the waves to be matched by dividing the signal into wave windows to measure the ratios for mapping the factor tuning that is only acceptable from 0.71 to 0.95, and in reality, it never goes above 0.83. 
It happens 97% of the times that amplitudes trained for seismic waves windows are not exactly matching the run-time sensor data due to wavelengths, frequency, and amplitudes. The criticality is for the shape of the waves to be matched by dividing the signal into wave windows to measure the ratios for mapping the factor tuning that is only acceptable from 0.71 to 0.95, and in reality, it never goes above 0.83.
The variety and volume of peaks observed in Figure 7 show that the superimposed signals show three overlapping criteria: the first with a range between 0.49 • and −0.49 • θ 1 (pk-pk) with a sample space of 7.5-8.8 s, the second with a range of 0.26 • to −0.26 • θ 2 (pk-pk) and a sample space of 5-6.2 s, and the third with a range between 0.42 • and −0.42 • θ 3 (pk-pk) and a sample space of 2.5-3.8 s. These factors constitute an accurate calculation of the STA/LTA parameters estimation. Most of the clusters of the peak-to-peak angles are dense and high in quantity, more than the STAs and overall LTAs. SCAGS reflects the resemblance percentage or coefficient of similarity. The variety and volume of peaks observed in Figure 7 show that the superimposed signals show three overlapping criteria: the first with a range between 0.49° and −0.49° Ɵ1 (pk-pk) with a sample space of 7.5−8.8 s, the second with a range of 0.26° to −0.26° Ɵ2 (pk-pk) and a sample space of 5−6.2 s, and the third with a range between 0.42° and −0.42° Ɵ3 (pk-pk) and a sample space of 2.5−3.8 s. These factors constitute an accurate calculation of the STA/LTA parameters estimation. Most of the clusters of the peak-to-peak angles are dense and high in quantity, more than the STAs and overall LTAs. SCAGS reflects the resemblance percentage or coefficient of similarity.
STA/LTA Arrays Windows Sequence (SLAWS)
The application of STA/LTA arrays is the smartest way for automated recording of critical events. Most of the unique samples or events are traced using STA, and the complete sequence with heterogeneous events is tracked using LTA. The STA/LTA has key initiation parameters that must be automated for non-stationary anomaly events like earthquakes.
Different seismic frequencies were observed in different earthquakes over the course of time. Let the standard alarming seismic waves frequencies be fSTANDARD > 0.1 Hz and onwards. Let us generalize that the P-wave has a frequency between 1 and 16 Hz generalized from [42] , the S-wave can be [43, 44] generalized as 0.1−8 Hz, and both [45] R-and L-waves have 0.01−2 Hz at maximum. STA and LTA have the following generic event detection parameters (EDP):
Fs-Sampling frequency (as per Nyquist criterion, i.e., 2F = 2 (1 Hz), 2 (1.5 Hz), … 2 (24 Hz)) •
Lts-Length of time series (80,000 samples) •
Tv-Time vector of the waveform (10,000 samples) 
Different seismic frequencies were observed in different earthquakes over the course of time. Let the standard alarming seismic waves frequencies be f STANDARD > 0.1 Hz and onwards. Let us generalize that the P-wave has a frequency between 1 and 16 Hz generalized from [42] , the S-wave can be [43, 44] In our case with four wave types in one sequence, we will have three STAs and one LTAs array for a single sequence of events as exhibited in Figure 8 . 
Earthquake Probabilistic Sequence (EPS)
The EPS condition can only be satisfied under triggering conditions: STA1 = P wave, STA2 = S wave, and STA3 = Surface wave in LTA1, LTA2, and LTAN−1, provided that rations of STAs defined as RSTAs is in the range of 0.8−1.2 and RLTAs is in range of 0.7−1.3. EPS is shown in Figure 1 .
Seismic Feature Extraction (SFE)
After the waves and earthquake detection estimation of velocities, the next step is towards an early warning and fault prediction. Refer to [17] for equations for angles, displacement, and velocities.
Event-Triggered ADC Scaling/Range and Communication Bus Configuration
The final step after the event detection is to optimize the ADC resolution according to the feature extraction requirements. Increasing the resolution and range will make the ADC flexible for STA/LTA recorders and thus result in the need for the increased data rate to accomplish the complete event detection and characterization milestone. The tiltmeter nodes in figure 10 are the selected nodes which are standard industry nodes with (CAN in Automation) CiA-301 compliance. The PDS and STA demand will trigger an increase or decrease in ADC resolution, and LTA will trigger the service data object (SDO) parameter 0x20F2 and 0x20F3 in byte 5 of the CANopen packet. The ideal node for this application is the one with the reserved command for ADC configuration, i.e., scaling, resolution, range, and sampling rate. 
Earthquake Probabilistic Sequence (EPS)
The EPS condition can only be satisfied under triggering conditions: STA 1 = P wave, STA 2 = S wave, and STA 3 = Surface wave in LTA 1 , LTA 2 , and LTA N−1 , provided that rations of STAs defined as R STAs is in the range of 0.8-1.2 and R LTAs is in range of 0.7-1.3. EPS is shown in Figure 1 .
Seismic Feature Extraction (SFE)
Event-Triggered ADC Scaling/Range and Communication Bus Configuration
The final step after the event detection is to optimize the ADC resolution according to the feature extraction requirements. Increasing the resolution and range will make the ADC flexible for STA/LTA recorders and thus result in the need for the increased data rate to accomplish the complete event detection and characterization milestone. The tiltmeter nodes in Figure 10 are the selected nodes which are standard industry nodes with (CAN in Automation) CiA-301 compliance. The PDS and STA demand will trigger an increase or decrease in ADC resolution, and LTA will trigger the service data object (SDO) parameter 0x20F2 and 0x20F3 in byte 5 of the CANopen packet. The ideal node for this application is the one with the reserved command for ADC configuration, i.e., scaling, resolution, range, and sampling rate. Figure 9 interprets the SWEDA process tested in MATLAB that had data in binary format and functions that interchanged binary data as arguments and return types. OMPC [42] and LiberMate are the two packages that convert MATLAB functions to Python for hardware implementation, and very fruitful output has been shown in the results sections.
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Smart Geo-Spatial Inclinometer Nodes Application Design
The smart geospatial inclinometer nodes application designs (SGSINs) fill the gap of programmable resolution ADC, sampling rate, and communication for input-and output-tuning for NDT and NDE assessment procedures. In our research project, we designed and fabricated two SGBINs as:
•
Flat SGSINs with two accelerometers used as inclinometer sensors (F-SGSINs) • Cylindrical SGSINs with 2 + N sensor support (C-SGSINs)
CANopen was used as a communication interface and a common bus. The details of these nodes are given in their respective sections. The two nodes are exhibited in Figure 10 . It is noteworthy to highlight that the SGBINs displayed in Figure 10 are enhanced with remotely programmable and configurable parameters using CANopen.
Flat SGSINs
The block diagram of the SGBIN version 1 is given in Figure 11 , focusing on the measurement constraints for SWEDA explained in Section 2. A bi-axial accelerometer ADXL203 was used for acceleration as well as inclination measurements. 
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Flat SGSINs
The block diagram of the SGBIN version 1 is given in Figure 11 , focusing on the measurement constraints for SWEDA explained in Section 2. A bi-axial accelerometer ADXL203 was used for acceleration as well as inclination measurements. It is noteworthy to highlight that the SGBINs displayed in Figure 10 are enhanced with remotely programmable and configurable parameters using CANopen.
The block diagram of the SGBIN version 1 is given in Figure 11 , focusing on the measurement constraints for SWEDA explained in Section 2. A bi-axial accelerometer ADXL203 was used for acceleration as well as inclination measurements. In Figure 10 , the ADXL203 was interfaced with an STM32F10RBT6, i.e., 32-bit microcontroller with a 12-bit ADC consisting of two channels with a sampling rate of 1 us and a CAN-Open transceiver (a), and the PCB, as well as the IP68 enclosure, is displayed in (b).
Cylindrical SGBINs
An additional 24-bit programmable sigma-delta ADC was used with a 10X programmable gain amplifier (PGA) to increase the resolution of the signal as per run-time requirements. A 32 MB flash memory was also added for more mathematical operations for more sensors at the node level. A very comprehensive block diagram of C-SGBIN is presented in Figure 12 . In Figure 12 , the C-SGBIN has seven sensors that can be utilized by relevant algorithms for constraint configurability. This node is specialized in underground monitoring and has IP68 protection.
The ground motions associated with P, S, R, and L seismic waves required a specialized topology of sensors for minimum computation cost using matching amplitudes of direction and angular displacements shown in Figure 13 . In Figure 10 , the ADXL203 was interfaced with an STM32F10RBT6, i.e., 32-bit microcontroller with a 12-bit ADC consisting of two channels with a sampling rate of 1 us and a CAN-Open transceiver (a), and the PCB, as well as the IP68 enclosure, is displayed in (b).
An additional 24-bit programmable sigma-delta ADC was used with a 10X programmable gain amplifier (PGA) to increase the resolution of the signal as per run-time requirements. A 32 MB flash memory was also added for more mathematical operations for more sensors at the node level. A very comprehensive block diagram of C-SGBIN is presented in Figure 12 . In Figure 10 , the ADXL203 was interfaced with an STM32F10RBT6, i.e., 32-bit microcontroller with a 12-bit ADC consisting of two channels with a sampling rate of 1 us and a CAN-Open transceiver (a), and the PCB, as well as the IP68 enclosure, is displayed in (b).
The ground motions associated with P, S, R, and L seismic waves required a specialized topology of sensors for minimum computation cost using matching amplitudes of direction and angular displacements shown in Figure 13 . In Figure 12 , the C-SGBIN has seven sensors that can be utilized by relevant algorithms for constraint configurability. This node is specialized in underground monitoring and has IP68 protection.
The ground motions associated with P, S, R, and L seismic waves required a specialized topology of sensors for minimum computation cost using matching amplitudes of direction and angular displacements shown in Figure 13 . 
Case Study: Experiment Designed and Implemented at Qatar University
The chosen case study was the SHM system for Qatar University (QU) as a potential SWEDA-SHM study ground. Three different specifications and configuration systems were installed at QU at two physically 1 km apart unique locations, namely, SHM-QU-B09 Lab and SHM-QU-CO5-Bridge. The SWEDA-SHM system details for these locations are: The entire deployment plan for the case study at QU is shown in Figure 10 , published in our earlier papers.
In Figure 14 , a very basic regional-level SWEDA-SDM hardware prototype is presented, i.e., the two unique remote blocks were connected with the SHM system called out-surface board (OSB) with IoT node software using the CANopen network with a CAN-USB adapter by Gingko. The CANopen addresses were 1, 2, 3, 4, 5 on both sides. The two SHM site nodes were connected to the I/O multiplexer block of the SWEDA-SHM gateway (installed with IoT gateway software) with a keyboard-video-multimedia (KVM) switch for multiple displays, communication ports, and a power supply unit (PSU). The term RSS refers to the resilience support system in Figure 14 , which means that the early warning and seismic event detection results are used by a resilience support system to alarm inhabitants to be aware and ready to cope with the situation. PRCL1 is the private cloud server that assists the PC-level computations like PDS sample streams to overlap the run-time seismic signals. There can be more than 9999999+ seismic samples overlapped over the run-time SP2 to compute the ratio as a similarity index between 0.1 and ~0.99.
In Figure 15 , the physical deployment of the SWEDA-SHM-QU case study is displayed as C05-Bridge (yellow) and B09-Lab (cyan). 
In Figure 14 , a very basic regional-level SWEDA-SDM hardware prototype is presented, i.e., the two unique remote blocks were connected with the SHM system called out-surface board (OSB) with IoT node software using the CANopen network with a CAN-USB adapter by Gingko. The CANopen addresses were 1, 2, 3, 4, 5 on both sides. The two SHM site nodes were connected to the I/O multiplexer block of the SWEDA-SHM gateway (installed with IoT gateway software) with a keyboard-video-multimedia (KVM) switch for multiple displays, communication ports, and a power supply unit (PSU). The term RSS refers to the resilience support system in Figure 14 , which means that the early warning and seismic event detection results are used by a resilience support system to alarm inhabitants to be aware and ready to cope with the situation. PRCL1 is the private cloud server that assists the PC-level computations like PDS sample streams to overlap the run-time seismic signals. There can be more than 9999999+ seismic samples overlapped over the run-time SP2 to compute the ratio as a similarity index between 0.1 and~0.99.
In Figure 15 , the physical deployment of the SWEDA-SHM-QU case study is displayed as C05-Bridge (yellow) and B09-Lab (cyan). Appl. Sci. 2019, 9, The core challenges in early warning and seismic wave events detection to be resolved at campus-level implementation in this work were:
1.
SGBINs placement anomalies, i.e., all sensors were not symmetric neither vertically nor horizontally.
2.
SGBINs output contained unwanted amplitudes and frequencies that were increasing the computation costs as well as false detection.
3.
The early warning estimation was a major challenge, i.e., the requirement of peak detection or extremities in the signal.
4.
The seismic waves automated recording and processing activation needed unique peaks and frequencies identification.
5.
The seismic waves runtime similarities estimation with an expected earthquake or seismic signal needed magnitude ratios as well as signal clustering. 6.
The STA/LTA triggering only for featured events was a mandatory step that had to be performed.
7.
A probabilistic sequence for an earthquake for runtime conditions was also needed for the next or upcoming signals similarity assessment. 8.
Sending a new sampling scheme for the optimization of ADC was also needed to only capture the needed signals and reduce the post-analysis costs.
The solution of all these difficulties is given in the results section step by step with an analysis.
Results
Two identical SHM systems with two heterogeneous node sets, each was used at two different geo-locations as discussed in Section 2. The transmission from the SHM nodes to the gateway was started, and the packets P N were sent by the SGBINs to gateway(from Equation (6)).
In Figure 16 , a very rich source of data with 16,00,000 x-axis and y-axis tilt angle samples has been shown, with each dataset containing 80,000 samples. These data have been collected from our high-precision nodes placed at two geospatial positions, i.e., Lab106A and C05 Bridge Site at Qatar University, Doha. Two clusters of two tiltmeter nodes with specifications given in Figures 10-12 were networked and their data were collected in our database. For a detailed analysis, data of only two nodes with x and y-axis tilts were included.
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Two identical SHM systems with two heterogeneous node sets, each was used at two different geo-locations as discussed in Section 2. The transmission from the SHM nodes to the gateway was started, and the packets PN were sent by the SGBINs to gateway(from Equation (6)).
In Figure 16 , a very rich source of data with 16,00,000 x-axis and y-axis tilt angle samples has been shown, with each dataset containing 80,000 samples. These data have been collected from our high-precision nodes placed at two geospatial positions, i.e., Lab106A and C05 Bridge Site at Qatar University, Doha. Two clusters of two tiltmeter nodes with specifications given in figures 10, 11 and 12 were networked and their data were collected in our database. For a detailed analysis, data of only two nodes with x and y-axis tilts were included. The data in Figure 17 will probably give false alarms as it has off-sets, we can see that data-centered at (0.23 • , −0.23 • ) in x-axis and y-axis for node A at bridge, (−0.39 • , −0.61 • ) in x-axis and y-axis for node B at bridge, (0.5 • , −0.07 • ) in x-axis and y-axis for node A lab, (0.8 • , 0.23 • ) in x-axis and y-axis for node A lab at bridge. In Figure 13 , we can see that SWEDA had used the relative gradient method to programmatically calibrate all the axis to 0 • to avoid false alarms and ensure accurate performance of micro-steps otherwise all the calculation is useless.
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In Figure 20 , the acceptable range of frequencies is shown that assisted the switching bandwidth of our Butterworth band-pass filter with a lower limit of 2 Hz and an upper limit of 48 Hz for optimized feature extraction in SWEDA. SWEDA uses Nyquist criteria that are at least twice the actual frequency of the signal. For detailing, SWEDA operated at five times the frequency of the node signals. The efficiency of the FFT was also increased by 77.5%. The processed data set after the filter is given in Figure 16 . After running the PDS and APMS functions in figure 22 dataset, SWEDA ran the SCAGS loop to store unique structured wave patterns. SCAGS detected only six unique waves that it searched in the STA window. Wave patterns increase the probability of percentage similarity with a dynamically generated EPS. In Figure 23 , a 3D spectrogram is shown. It gives a clear picture of the cross verification of outputs of SWEDA. The orange shade shows the maximum strength of our gradient signal is near 0, as interpreted by SCAGS. In Figure 16 ,17, it is very obvious that the 0.2 peak-to-peak distance is the least re-occurring cluster which is proof of a seasonality impact in our SHM data set shown in the yellow legend. The blue legend is scattered in the form of small segments and regular intervals, showing the stationarity in the data set. The processed data set after the filter is given in Figure 16 . After running the PDS and APMS functions in Figure 22 dataset, SWEDA ran the SCAGS loop to store unique structured wave patterns. SCAGS detected only six unique waves that it searched in the STA window. Wave patterns increase the probability of percentage similarity with a dynamically generated EPS. The processed data set after the filter is given in Figure 16 . After running the PDS and APMS functions in figure 22 dataset, SWEDA ran the SCAGS loop to store unique structured wave patterns. SCAGS detected only six unique waves that it searched in the STA window. Wave patterns increase the probability of percentage similarity with a dynamically generated EPS. In Figure 23 , a 3D spectrogram is shown. It gives a clear picture of the cross verification of outputs of SWEDA. The orange shade shows the maximum strength of our gradient signal is near 0, as interpreted by SCAGS. In Figure 16 ,17, it is very obvious that the 0.2 peak-to-peak distance is the least re-occurring cluster which is proof of a seasonality impact in our SHM data set shown in the yellow legend. The blue legend is scattered in the form of small segments and regular intervals, showing the stationarity in the data set. In Figure 23 , a 3D spectrogram is shown. It gives a clear picture of the cross verification of outputs of SWEDA. The orange shade shows the maximum strength of our gradient signal is near 0, as interpreted by SCAGS. In Figures 16 and 17 , it is very obvious that the 0.2 peak-to-peak distance is the least re-occurring cluster which is proof of a seasonality impact in our SHM data set shown in the yellow legend. The blue legend is scattered in the form of small segments and regular intervals, showing the stationarity in the data set. In Figure 24 , the final output of SWEDA is displayed for the QU bridge. Every time, SWEDA generated a different EPS for the different nodes at runtime to demonstrate its live characterization capability given as a red line. The dataset being highly stationary and only LTAs existed due to the seasonality impact made it very challenging to map STAs for P, S, and surface waves, even though as per live data it generated its EPS separately for separate data streams from the sensors. The EPS values (0.09, 0.00, 0.05, 0.02) show that for the current situation the percentage resemblance with seismic waves was 0.00 as there was no STA detected from the six waves stored in the SCAGS. However, due to the LTA, there is an extremely negligible chance of an earthquake which can be stated as "no chance". In Figure 24 , the final output of SWEDA is displayed for the QU bridge. Every time, SWEDA generated a different EPS for the different nodes at runtime to demonstrate its live characterization capability given as a red line. The dataset being highly stationary and only LTAs existed due to the seasonality impact made it very challenging to map STAs for P, S, and surface waves, even though as per live data it generated its EPS separately for separate data streams from the sensors. The EPS values (0.09, 0.00, 0.05, 0.02) show that for the current situation the percentage resemblance with seismic waves was 0.00 as there was no STA detected from the six waves stored in the SCAGS. However, due to the LTA, there is an extremely negligible chance of an earthquake which can be stated as "no chance". In Figure 24 , the final output of SWEDA is displayed for the QU bridge. Every time, SWEDA generated a different EPS for the different nodes at runtime to demonstrate its live characterization capability given as a red line. The dataset being highly stationary and only LTAs existed due to the seasonality impact made it very challenging to map STAs for P, S, and surface waves, even though as per live data it generated its EPS separately for separate data streams from the sensors. The EPS values (0.09, 0.00, 0.05, 0.02) show that for the current situation the percentage resemblance with seismic waves was 0.00 as there was no STA detected from the six waves stored in the SCAGS. However, due to the LTA, there is an extremely negligible chance of an earthquake which can be stated as "no chance". In Figure 25 , the final output of SWEDA is displayed for the QU Bridge site. The EPS values (0.01, 0.00, 0.00, 0.00) show that for the current situation the percentage resemblance with seismic waves is 0.00 as there was not a single STA detected from the six waves stored SCAGS. The higher or longer the length of the LTA, the closer the signal to zero. At any point when red (EPS) intersects with blue (signal) and the part resembles even 73%, it maps an STA. The absence of STAs shows neither P, nor S, nor surface waves were detected. In fact, it may also reflect that the stored wave is an anomaly and may or may not be any seismic wave in the worst case.
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Discussion and Limitations
6.1. The Problem/Challenge Regional events are happening in parallel at different geospatial locations. The tendency of similarity between these events is very high.
