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1.1 Contexte et motivations
L’automobile est un mode de transport très utilisé. Malgré des avancées majeures
dans la conception de véhicules et dans la réalisation d’infrastructures, les accidents
routiers restent l’une des principales causes de mortalité dans le monde (9ème cause
de décès dans le monde en 2004 selon l’Organisation Mondiale de la Santé). La
sécurité routière est une priorité nationale pour la plupart des gouvernements dans
le monde. Les prévisions pour 2030 sont alarmantes car les accidents de la route
passeraient à la 5ème place soit de 2,2 % à 3,6% des décès au niveau mondial [Peden
et al., 2009].
La sécurité à bord des véhicules peut se définir à plusieurs niveaux :
La sécurité passive est composée de dispositifs ayant pour rôle de minimiser les
effets de l’accident sans agir directement sur le véhicule. C’est dans ce sens que les
“airbags” sont classés dans la catégorie des éléments de la sécurité passive. Comme
autres exemples d’éléments de sécurité passive, nous pouvons citer les pneumatiques
performants, la ceinture de sécurité.
La sécurité active regroupe tous les systèmes qui agissent directement sur le com-
portement du véhicule, souvent pour aider à corriger une des actions du conducteur.
Nous pouvons citer l’exemple de : l’ESP (Electronic Stability Program), l’AFU (As-
sistance au Freinage d’Urgence) et l’ABS (Anti-lock Braking System).
La figure 1.1 donne un récapitulatif des systèmes d’aide à la conduite et de sécurité.
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Figure 1.1 : Récapitulatif des systèmes d’aide à la conduite et de sécurité
Les statistiques montrent que plus de 90% des accidents routiers sont dus partielle-
ment ou totalement à une erreur humaine [Gissinger, 2002]. Cette réalité est l’une
des motivations principales pour le développement de véhicules intelligents permet-
tant de prévoir et de compenser une défaillance du conducteur, du véhicule ou même
encore d’assurer une conduite autonome. On peut classer les véhicules intelligents
en trois catégories [Bishop, 2000] :
• les véhicules avec systèmes d’alerte :
De tels systèmes embarqués informent le conducteur sans agir sur le véhicule.
Comme exemples, nous pouvons citer les véhicules équipés de systèmes d’alerte
anti-collision et d’Avertissement de Franchissement Involontaire de Ligne (AFIL).
• les véhicules avec systèmes de correction :
Ici le système embarqué agit partiellement et ponctuellement sur le véhicule.
Comme exemples, nous pouvons citer l’ABS, l’ESP ainsi que les systèmes d’évi-
tements de collisions.
• les véhicules autonomes :
Un véhicule autonome est un véhicule capable de rouler automatiquement, en
toute autonomie dans un trafic réel et sur une infrastructure non spécifique sans
l’intervention d’un être humain dont le rôle est limité à la supervision.
Les véhicules autonomes ont de nombreux usages dans la vie quotidienne. Ils peuvent
servir à assurer un déplacement sans conducteur, l’accomplissement des missions
militaires sans risque de perte en vie humaine ou encore aider des handicapés. Ils
permettent également d’améliorer la sécurité routière par l’intégration d’applications
sécuritaires capables de détecter et de corriger les réactions non appropriées du
conducteur ; constituant ainsi une base pour le développement et la validation des
systèmes embarqués d’aide à la conduite (ADAS). En outre, ils peuvent aider à
assurer une réduction d’énergie et à améliorer le confort.
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Le développement de véhicules autonomes aura de nombreux avantages économiques,
sociétaux et environnementaux. Il reste toutefois à relever les nombreux défis scien-
tifiques et technologiques que cela implique.
1.2 Problématique
Durant ces dix dernières années, plusieurs challenges à l’instar du “DARPA Grand
Challenge” (2004, 2005), du “DARPA Urban Challenge” (2007), du “China challen-
ge” (2010), et du “Korea challenge” (Autonomous Vehicle Competitions 2010, 2012,
2013), ont stimulé la recherche pour la conception des véhicules autonomes. C’est un
domaine de recherche en pleine expansion. Ainsi plusieurs laboratoires et industriels
sont intéressés par le développement d’applications de conduite autonome ; voir les
références [Wei et al., 2013, Bertozzi et al., 2011] pour citer quelques exemples.
La figure 1.2 présente un véhicule autonome de la société Google qui a obtenu en
2011 le premier permis de rouler pour un véhicule autonome, dans l’état du Névada
aux États-Unis [Smith, 2014]. Par la suite, plusieurs autres états ont autorisé la cir-
culation des véhicules autonomes sur leur territoire : la Floride (2012), la Californie
(2012) et le Michigan (2013).
Figure 1.2 : Véhicule autonome Google
Bien que la circulation des véhicules autonomes nécessite des changements majeurs
et mettra certainement du temps à se réaliser, les recherches dans ce domaine consti-
tuent un tremplin pour le développement et la validation des systèmes embarqués
d’aide à la conduite (ADAS).
Une conduite autonome requiert trois étapes clés (figure 1.3) : la perception de
l’environnement et localisation, la planification des trajectoires et le contrôle du
véhicule :
• La perception de l’environnement consiste à détecter la chaussée, les voies, les
obstacles fixes et mobiles, etc. Le système de vision composé des capteurs tels que,
caméra, lidar, radars et GPS, est couramment utilisé pour atteindre cet objectif.
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Figure 1.3 : Navigation autonome
La perception permet de fournir une carte dynamique de l’environnement proche
du véhicule. La localisation permet au véhicule de se repérer dans un repère global,
ce qui permettrait de définir les itinéraires possibles de navigation pour atteindre
l’objectif fixé.
• La génération de trajectoire consiste à calculer une trajectoire de référence, qui
évite les obstacles et respecte plusieurs autres critères ; comme le confort, la sécu-
rité des passagers et le code de la route.
• Le contrôle du véhicule consiste à manœuvrer le véhicule utilisant les actionneurs
tels que le volant, le frein et l’accélérateur pour suivre la trajectoire de référence.
Cette étape peut être subdivisée en deux tâches : le contrôle longitudinal et le
contrôle latéral.
1.3 Contexte local de la thèse
L’un des enjeux majeurs aujourd’hui est de garantir une conduite autonome à grande
vitesse ; c’est-à-dire des vitesses supérieures ou égales à 5m/s ∼= 18km/h, où le
comportement dynamique du véhicule ne peut plus être négligé [Rajamani, 2006].
C’est dans ce sens que le travail effectué dans cette thèse porte sur la planification
des trajectoires et la commande des véhicules autonomes. Ces travaux se situent
dans le cadre d’un projet très ambitieux lancé par le laboratoire Heudiasyc sur la
conduite autonome à grande vitesse, en lien avec les programmes d’investissements
d’avenir : l’Equipex Robotex 1 et le Labex MS2T 2.
1. www.equipex-robotex.fr
2. www.utc.fr/labexms2t
4
1.4 Contributions
« Les équipements d’excellence Robotex » est un réseau national de plates-formes ex-
périmentales de robotique. Le laboratoire Heudiasyc coordonne le volet « robotique
mobile terrestre et aérien » de Robotex. Cette infrastructure cohérente d’équipe-
ments techniques à laquelle est associée une expertise scientifique et technologique
de haut niveau doit permettre de :
– favoriser des actions de recherche s’appuyant sur des projets collaboratifs entre
équipes scientifiques et techniques, laboratoires et entreprises ;
– faciliter l’acquisition et l’accès à de gros équipements et à des terrains d’expéri-
mentation ;
– accroître la visibilité de la robotique française et son rayonnement international.
Le projet Labex MS2T “Maîtrise des Systèmes de Systèmes Technologiques”, porté
par Heudiasyc en association avec deux autres laboratoires de l’Université de Tech-
nologie de Compiègne (BMBI UMR 7338, Roberval UMR 7337) et le CNRS, vient
répondre à de forts enjeux socio-économiques dans différents domaines en visant
un large champ d’applications. En effet, le développement des moyens de communi-
cation entraîne l’interconnexion à grande échelle de systèmes technologiques auto-
nomes pouvant collaborer pour la réalisation de certaines tâches : on parle alors de
« systèmes de systèmes technologiques ». Par exemple dans le domaine des trans-
ports et mobilité, nous pouvons citer les véhicules intelligents ou encore, les systèmes
de transports multimodaux.
Cette thèse a été réalisée au sein de l’UMR CNRS Heudiasyc de l’Université de
Technologie de Compiègne (UTC) et a été financée par une allocation ministérielle
de recherche.
1.4 Contributions
Comme mentionné précédemment, ces travaux de recherche se focalisent sur deux
étapes clés pour réaliser une conduite autonome : la planification des trajec-
toires dynamiquement réalisables et le développement de lois de com-
mande robuste qui assurent, en temps réel, le suivi de la trajectoire de
référence. Pour y arriver, après une étude bibliographique approfondie, plusieurs
contributions ont été proposées.
1.4.1 Commande des véhicules autonomes
En ce qui concerne la commande des véhicules autonomes à grande vitesse, un
contrôleur latéral par mode glissant d’ordre supérieur a été proposé. Dans [Tagne
et al., 2013a], nous avons développé une stratégie de commande utilisant l’algorithme
du super-twisting pour minimiser le déplacement latéral du véhicule autonome. La
particularité d’une telle stratégie est de permettre de bénéficier de la robustesse
du contrôleur par mode glissant par rapport aux incertitudes paramétriques et aux
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perturbations. Son inconvénient est l’utilisation d’une fonction discontinue dans la
commande.
Afin d’enrichir l’approche utilisée et compte tenu de la ressemblance implicite entre
le principe de contrôle par mode glissant (SMC) et le principe de la commande par
Immersion et Invariance (I&I), un contrôleur basé sur l’I&I a été développé dans le
but de pallier les inconvénients du SMC. Notamment, le contrôleur I&I a permis une
réduction du broutement ou élimination de la discontinuité et une prise en compte
plus importante du modèle. Une première version de ce contrôleur a été développée
dans [Talj et al., 2013]. Pour l’améliorer, une seconde version a été développée [Tagne
et al., 2013b] et une comparaison avec le SMC a été faite [Tagne et al., 2014a]. Le
développement de ce nouveau contrôleur nous a permis de garantir une stabilité
robuste indépendamment du choix des gains positifs du contrôleur. Ce résultat fort
de stabilité nous a incité à étudier les propriétés intrinsèques du système.
Une étude des propriétés de passivité du système a été réalisée dans [Tagne et al.,
2014b]. Nous avons montré que l’erreur de lacet est une sortie strictement passive
pour une entrée de braquage. De même, la dérivée de l’erreur latérale est une sortie
passive pour l’entrée de braquage ou pour l’erreur de lacet. En outre, l’erreur d’angle
de dérive n’est pas une sortie passive (à grande vitesse) pour une entrée de braquage.
L’intérêt de la passivité découle du re-bouclage des systèmes passifs. En effet, Il
y-a stabilité interne quand on reboucle une sortie passive avec un contrôleur passif.
On peut donc rechercher la passivité comme moyen d’imposer une stabilité robuste.
Cette démarche est particulièrement pertinente dans les applications de contrôle la-
téral de véhicules intelligents où le contrôleur doit garantir une stabilité robuste pour
une conduite à grande vitesse, ainsi qu’une robustesse par rapport aux incertitudes
paramétriques et aux perturbations.
Par la suite, nous avons développé des contrôleurs robustes basés sur ces propriétés
de passivité [Tagne et al., 2014c]. Nous avons montré qu’un contrôleur imbriqué de
structure PD-PI assurera la stabilité en préservant les propriétés de passivité du
système garantissant de bonnes performances.
1.4.2 Planification des trajectoires des véhicules autonomes
Concernant la planification de trajectoires, nous avons effectué un état de l’art sur les
méthodes de planification de trajectoires. Cette étude bibliographique nous a permis
de choisir l’approche réactive par génération de tentacules pour assurer
notre navigation autonome dans un contexte incertain. Après une étude
de la méthode de base [Hundelshausen et al., 2008], nous l’avons implantée sous
MATLAB. Ensuite nous avons proposé quelques améliorations :
1. l’évaluation prioritaire des tentacules lisses ;
2. la génération de tentacules en forme de clothoïdes.
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Des résultats de simulation montrent que l’algorithme donne de bons résultats vis-
à-vis les objectifs attendus d’évitement d’obstacles et de suivi de trajectoire globale
de référence.
1.5 Plan du manuscrit
Après une introduction générale et un chapitre sur la modélisation du véhicule,
le manuscrit est organisé en deux parties détaillant les contributions résumées ci-
dessus.
La première partie composée de cinq chapitres (chapitres 3, 4, 5, 6 et 7) présente
les principales contributions sur la commande du véhicule. Le troisième chapitre
présente les différentes approches utilisées dans la littérature pour commander le
véhicule et dégage les principaux axes de recherche dans ce domaine. Le quatrième
chapitre présente le contrôle latéral par mode glissant d’ordre supérieur. Compte
tenu de la ressemblance implicite entre le mode glissant et le principe de l’immer-
sion et l’invariance, le cinquième chapitre présente l’utilisation de l’immersion et
l’invariance pour améliorer les performances du SMC. Dans le sixième chapitre,
nous étudions les propriétés de passivité du système, puis nous développons deux
contrôleurs basés sur ces propriétés. Cette partie se termine par le septième chapitre
qui présente des résultats de simulation et d’évaluation expérimentale.
La deuxième partie présente les principales contributions sur la planification des tra-
jectoires et contient trois chapitres (chapitres 8, 9 et 10). Dans le huitième chapitre,
une étude bibliographique sur la génération de trajectoires pour la navigation des
véhicules autonomes est présentée. Dans le neuvième chapitre, nous présentons les
algorithmes de navigation développés durant ces travaux de recherche, ainsi qu’une
étude de faisabilité de ces stratégies de génération de trajectoires pour une conduite
à grande vitesse. Dans le dixième chapitre, nous présentons la validation des algo-
rithmes de planification de trajectoire développés.
Nous finissons ce manuscrit en présentant les principales conclusions et perspectives
de nos travaux.
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2.1 Introduction
Un véhicule automobile est un système non-holonome permettant d’assurer le trans-
port des personnes et des biens. Durant ces dernières années, les avancées techno-
logiques ont favorisé l’émergence des véhicules intelligents équipés de capteurs, per-
mettant ainsi de prévoir et de compenser une défaillance du conducteur, du véhicule
ou de l’environnement de conduite. La mise au point de telles applications exige une
modélisation suffisamment représentative du véhicule.
Modéliser un système, c’est entre autres établir les équations différentielles qui carac-
térisent l’évolution de ses paramètres et variables au cours du temps. Pour décrire
son comportement, différents modèles sont proposés dans la littérature avec des
simplifications plus ou moins importantes, faites selon le besoin de l’application em-
barquée à concevoir. Le modèle approprié dépend des objectifs et de l’application
qu’on envisage réaliser. Dans ce chapitre, nous présenterons les différents modèles
de véhicule les plus rencontrés dans la littérature. Nous insisterons principalement
sur les modèles les plus utilisés dans les applications de conduite autonome ainsi que
ceux utilisés durant ces travaux de recherche.
Les travaux de recherche présentés dans ce mémoire se focalisent principalement sur
deux étapes clés pour réaliser une conduite autonome : la planification des trajec-
toires et le développement de lois de commande robustes qui assurent, en temps réel,
le suivi de la trajectoire de référence. Pour y arriver, la connaissance d’un modèle
de véhicule est nécessaire. Cette connaissance nous permettra, entre autre, de :
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– choisir les modèles de véhicule et forces de contact pneumatique/chaussée les plus
appropriés pour notre application de conduite autonome à grande vitesse (modèle
pour l’élaboration des lois de commande et/ou pour la validation en simulation) ;
– générer des trajectoires de formes dynamiquement faisables, tenant compte du
caractère non-holonome du véhicule ;
– connaître et définir les limites dynamiques de stabilité et les conditions de confort
des passagers, qui seront prises en compte lors de la génération de trajectoires.
Par la suite, des lois de commande évitant tout dérapage ou renversement seront
élaborées.
Le véhicule (figure 2.1) est un système qui peut être décomposé en deux sous-
systèmes en interaction : le châssis ou caisse et la liaison pneumatique/chaussée.
Nous présenterons dans les paragraphes suivants les principaux modèles de ces
deux sous-systèmes. Ces modèles s’appuient sur les références [Kiencke and Niel-
sen, 2005],[Pacejka, 2006], [Dugoff et al., 1970], [Jazar, 2008], [Ackermann et al.,
1995], [Rajamani, 2006], [Li and Wang, 2007].
Figure 2.1 : Véhicule avec ses principaux axes [Jazar, 2008]
2.2 Modélisation du châssis ou caisse
2.2.1 Modélisation de la dynamique longitudinale et latérale
Dans la littérature, il existe plusieurs modèles dont les principaux sont :
– les modèles bicyclettes,
– les modèles de type 4 roues.
10
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2.2.1.1 Modèles bicyclettes
Ce sont les modèles les plus utilisés pour la génération de trajectoire et l’élaboration
des lois de commande pour le contrôle du véhicule [Rajamani, 2006], [Li and Wang,
2007]. Dans ces modèles, le roulis et le tangage sont négligés. Il est important de
noter qu’on distingue principalement deux modèles bicyclettes : le modèle bicyclette
dynamique et le modèle bicyclette cinématique.
Modèle bicyclette dynamique
Ce modèle (figure 2.2) est utilisé pour représenter le comportement latéral du véhi-
cule (accélération latérale ay, vitesse de lacet ψ˙, angle de dérive β), suppose que le
véhicule est symétrique, et les angles de dérive sur le même essieu sont égaux (α).
Les dynamiques du roulis et du tangage sont négligées et les angles sont supposés
être faibles (angle de braquage du pneu δ, angle de dérive β).
Figure 2.2 : Modèle bicyclette dynamique
Avec un modèle linéaire de forces pneumatiques, on obtient un modèle Linéaire à
Paramètre Variant (LPV), la vitesse longitudinale Vx étant le paramètre variant.
Le modèle LPV, constitué du déplacement latéral et de lacet, est donné par les
équations suivantes, [Ackermann et al., 1995], [Rajamani, 2006] :
y¨ = −µ(Cf+Cr)
mVx
y˙ − (µ(LfCf−LrCr)
mVx
+ Vx)ψ˙ + µCfm δ
ψ¨ = −µ(LfCf−LrCr)
IzVx
y˙ − µ(L
2
f
Cf+L2rCr)
IzVx
ψ˙ + µLfCf
Iz
δ
(2.1)
où y et ψ représentent respectivement la position latérale et l’angle de lacet du
véhicule ; δ, l’angle de braquage au niveau du pneu, Vx, la vitesse longitudinale ;
β, l’angle de dérive au Centre de Gravité (CdG) ; m, la masse du véhicule ; Iz, le
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moment d’inertie ; Lf , la distance essieu avant - CdG ; Lr, la distance essieu arrière
- CdG ; Cf , la rigidité de dérive du pneu avant ; Cr, la rigidité de dérive du pneu
arrière ; et µ, le coefficient d’adhérence de la chaussée.
De nos jours, ce modèle bicyclette est de loin le plus utilisé. Il représente de fa-
çon assez satisfaisante le comportement latéral du véhicule dans des situations de
conduite normale.
Modèle bicyclette cinématique
A faible vitesse, l’hypothèse selon laquelle la vitesse de chaque roue est dans la
direction de la roue peut être faite ; i.e. la dérive peut être négligée. On obtient ainsi
un modèle purement géométrique (figure 2.3).
Figure 2.3 : Modèle bicyclette cinématique
Ce modèle est utilisé pour de faibles vitesses (<5m/s) [Rajamani, 2006] et est donné
par les équations :
ψ˙ = Vx
L
tan(δ)
x˙ = Vxcos(ψ)
y˙ = Vxsin(ψ)
(2.2)
Il est important de souligner que bien que les aspects dynamiques soient négligés
dans ce modèle, l’hypothèse d’angles faibles n’est pas faite. Outre sa simplicité,
ceci explique en partie l’utilisation de ce modèle pour des applications à faibles
vitesses, généralement avec des grands braquages (manœuvres de parking, gestion
des intersections). Par exemple, Stanley, le véhicule autonome qui avait remporté le
DARPA Grand Challenge (2005) utilisa ce modèle pour la conception du contrôleur
latéral [Thrun et al., 2006].
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2.2.1.2 Modèles de type 4-roues
Lors de sollicitation du véhicule dans des zones de comportement non linéaire, les
modèles bicyclettes ne sont plus suffisants pour modéliser le comportement dyna-
mique du véhicule. Les modèles de type 4-roues sont plus représentatifs pour de
fortes sollicitations mais sont peu utilisés lors de la conception des applications au-
tomobiles embarquées à cause de leur complexité. En revanche, ils sont largement
utilisés pour simuler le comportement du véhicule lors de la validation d’algorithmes
embarqués.
La figure 2.4 présente le modèle 4-roues. Les équations des différentes dynamiques
Figure 2.4 : Modèle 4-roues
(longitudinale Vx, latérale Vy, de lacet ψ˙ et de roulis φ˙v) du modèle 4-roues utilisé
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dans ces travaux de recherche sont données par :
V˙x = ψ˙Vy +
1
m
(
2∑
i=1
2∑
j=1
Fxij − Faero +mshψ˙φv)
V˙y = −ψ˙Vx + 1
m
(
2∑
i=1
2∑
j=1
Fyij + Fbank −mshψφ¨v)
ψ¨ = 1
Iz
(
4∑
i=1
Mzi + Ixzφ¨v) (2.3)
φ¨v =
1
Ixx
(
4∑
i=1
Mxi −msh(y¨ + ψ˙Vx) + Ixzψ¨)
ax = V˙x − Vyψ˙
ay = V˙y + Vxψ˙
où,
2∑
i=1,j=1
Fxij = −(Fy11 + Fy12) sin δ + (Fx11 + Fx12) cos δ + Fx21 + Fx22 ,
2∑
i=1,j=1
Fyij = (Fy11 + Fy12) cos δ + (Fx11 + Fx12) sin δ + Fy21 + Fy22 ,
4∑
i=1
Mzi = Lf
(
(Fy11 + Fy12) cos δ + (Fx11 + Fx12) sin δ
)
− Lr(Fy21 + Fy22)
+E2
(
(Fy11 − Fy12) sin δ + (Fx12 − Fx11) cos δ + Fx22 − Fx21
)
,
4∑
i=1
Mxi = [msgh− (Kφf +Kφr)]φv − (Cφf + Cφr)φ˙v , (2.4)
Faero =
1
2ρaSCxV
2
x ,
Fbank = mg sin(φr) .
avec Vx, Vy, les vitesses longitudinale et latérale ; Fxij, Fyij, les forces longitudinales
et latérales des pneus où i = 1, 2 pour avant/arrière et j = 1, 2 pour gauche/droite
respectivement ; Ixx, le moment d’inertie de la masse suspendue du véhicule par
rapport à l’axe de roulis ; Ixz, le moment d’inertie roulis/lacet ; E, l’empattement
du véhicule (longueur de l’essieu) ; g, la constante gravitationnelle ; h, la hauteur du
centre de gravité ; ms, la masse suspendue ; φv, l’angle de roulis ; Kφf , Kφr, les coef-
ficients de frottement roulis avant et arrière ; Cφf , Cφr, la rigidité du roulis avant et
arrière ; φr, l’angle de dévers de la route ; Cx, le coefficient de traînée aérodynamique ;
S, la surface frontale du véhicule ; et ρa, la masse volumique de l’air.
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L’angle de dérive de chaque pneumatique αij est donné par [Kiencke and Nielsen,
2005] :
α11 = δ − arctan
(
Vy + Lf ψ˙
Vx − E2 ψ˙
)
,
α12 = δ − arctan
(
Vy + Lf ψ˙
Vx + E2 ψ˙
)
,
α21 = − arctan
(
Vy − Lrψ˙
Vx − E2 ψ˙
)
, (2.5)
α22 = − arctan
(
Vy − Lrψ˙
Vx + E2 ψ˙
)
.
Le glissement longitudinal est défini comme suit :
σxij =

Reffω−Vωx
Reffω
durant l’accélération,
Reffω−Vωx
Vωx
durant le freinage.
(2.6)
avec Vωx, la vitesse longitudinale réelle de l’axe de la roue. Reffω la vitesse linéaire
équivalente du pneumatique, où ω est la vitesse de rotation de la roue et Reff le
rayon effectif du pneumatique.
Les angles de dérive (2.5), les glissements longitudinaux (2.6) ainsi que les charges
verticales seront utilisés par le modèle de forces de contact pneumatique/chaussée
(voir section 2.3 ) pour déterminer les efforts Fxij et Fyij de l’équation (2.3).
Il est important de souligner qu’il existe des modèles 4-roues plans, où le roulis et
le tangage sont négligés (ex. [Rabhi, 2004]),
2.2.2 Modélisation de la dynamique verticale
La détermination de la répartition non homogène de la masse totale du véhicule sur
chaque pneumatique est une étape importante pour analyser le comportement dyna-
mique du véhicule en virage. En effet, la charge appliquée sur chaque pneumatique
détermine les forces maximales disponibles en longitudinal et en latéral. La figure
2.5 présente cette répartition.
Dans la littérature, plusieurs modèles permettent d’analyser le comportement ver-
tical du véhicule :
– les modèles « quart de véhicule »,
– les modèles « demi véhicule »,
– les modèles à quatre roues.
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(a) (b)
Figure 2.5 : Répartition des forces verticales : (a) Vue de profil, (b) Vue arrière
[Jazar, 2008]
Les efforts verticaux dépendent de la masse du véhicule et de sa répartition, des
caractéristiques de la chaussée (pente, dévers), des accélérations, du roulis, etc. Les
modèles à quatre roues ou modèles complets prennent en compte le mouvement
vertical, le tangage et le roulis ainsi que leur couplage. Dans les travaux de recherche
présentés dans ce rapport, les forces verticales du modèle quatre roues développé
pour les simulations sont calculées par les équations [Kiencke and Nielsen, 2005] :
Fz11 = 12m(
Lr
L
g − h
L
ax)−m(LrL g − hLax) hEgay
Fz12 = 12m(
Lr
L
g − h
L
ax) +m(LrL g − hLax) hEgay
Fz21 = 12m(
Lf
L
g + h
L
ax)−m(LfL g + hLax) hEgay
Fz22 = 12m(
Lf
L
g + h
L
ax) +m(LfL g +
h
L
ax) hEgay (2.7)
où l’angle de carrossage et la dynamique de suspension sont négligés.
2.3 Modélisation de la liaison pneumatique/chaussée
2.3.1 Description du pneumatique
Un pneumatique (figure 2.6) est un toroïde viscoélastique. Il est la seule interface
entre le véhicule et la chaussée. Il permet principalement de supporter la charge ver-
ticale du véhicule (Fz), de développer les forces longitudinales en cas d’accélération
ou freinage (Fx), et de développer les forces latérales dans un virage (Fy).
Le modèle des forces de contact pneumatique/chaussée a un impact important sur
les performances des modèles de véhicule. Le choix de ce modèle est donc une étape
importante dans la modélisation de la dynamique d’un véhicule. La modélisation du
16
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Figure 2.6 : Pneumatique [Jazar, 2008]
contact pneu/chaussée revient à déterminer la relation liant les forces de contact au
le glissement longitudinal σx et à l’angle de dérive α. Cette relation, complexe, est
donnée par la figure 2.7.
Les résultats expérimentaux [Lechner, 2002], [Pacejka, 2006] montrent que la force
longitudinale du pneumatique Fx est proportionnelle aux faibles valeurs du glis-
sement longitudinal σx, et que la force latérale Fy est proportionnelle aux faibles
valeurs de l’angle de dérive α, comme le montre la figure 2.7. Chaque pneumatique
du véhicule a des faibles valeurs de α et σx dans les conditions de conduite normales.
Au-delà d’un certain seuil, le pneumatique entre dans la zone de saturation, et les
relations liant les forces avec α et σx ne sont plus linéaires.
2.3.2 Modèles des forces de contact
La modélisation des forces du contact pneumatique/chaussée est assez complexe.
De très nombreux modèles existent dans la littérature, nous pouvons citer : le mo-
dèle linéaire, le modèle exponentiel [Burckhardt, 1993], [Kiencke and Nielsen, 2005],
les modèles physiques de forces (Brush, LuGre [Canudas de Wit, 1995], [Canudas
de Wit, 2003]), le modèle de Dugoff [Dugoff et al., 1970] et le modèle de Pacejka
[Pacejka, 2006].
Dans ce manuscrit seront présentés : le modèle linéaire, le modèle de Dugoff [Dugoff
et al., 1970] et le modèle de Pacejka [Pacejka, 2006].
17
Chapitre 2 Modélisation du véhicule
−100 −80 −60 −40 −20 0 20 40 60 80
−6000
−4000
−2000
0
2000
4000
6000
F x
 
(N
)
Glissement longitudinal σ (%)
 
 
Fz=4KN
Fz=6KN
Fz=8KN
Zone linéaire
Zones de transition
Zone de saturation Zone de saturation
(a)
−25 −20 −15 −10 −5 0 5 10 15 20 25
−5000
−4000
−3000
−2000
−1000
0
1000
2000
3000
4000
5000
F y
(N
)
Angle de dérive de la roue α (°)
 
 
Fz=4KN
Fz=5KN
Fz=6KN
Zone de
saturation
Zone de
saturation
Zone
linéaire
Zone de 
transition
Zone de 
transition
(b)
Figure 2.7 : Forces de contact du pneumatique : (a) Fx en fonction du glissement
longitudinal σx, (b) Fy en fonction de l’angle de dérive α [Pacejka,
2006]
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2.3.2.1 Modèle linéaire
Pendant une conduite normale, le glissement longitudinal σx reste faible et ne dé-
passe pas le seuil de 10%. La relation liant la force longitudinale et σx dans ce cas
est linéaire. Dans des conditions de conduite plus agressives, la relation devient non
linéaire, le pneumatique tend à patiner (lors d’une traction) ou à se bloquer (lors
d’un freinage).
De manière analogue, durant une conduite normale en virage, la dérive des pneu-
matiques reste faible (angles de dérive < 4°) [Lechner, 2002]. Les forces latérales
dans ce cas peuvent être modélisées comme une fonction linéaire de la dérive α.
Dans des conditions de conduite plus agressives ou en cas de mauvaise adhérence de
la chaussée, la relation devient non linéaire, le pneumatique tend à sous-virer ou à
survirer.
Le modèle linéaire est donné par :
Fx(σx) = Cσσx, (2.8)
Fy(α) = Cαα. (2.9)
Les rigidités longitudinale Cσ en (N) et latérale (de dérive) Cα en (N/m) dépendent
de l’adhérence de la chaussée et de la charge verticale sur le pneumatique.
Afin d’augmenter la zone de validité du modèle linéaire tout en ayant une formulation
simple, des modèles linéaires par morceaux sont utilisés comme dans [Ferrara and
Vecchio, 2009] et [Milliken and Milliken, 1995].
2.3.2.2 Modèle de Dugoff
Le modèle de Dugoff [Dugoff et al., 1970] permet d’obtenir une formulation simple
pour des sollicitations pures (soient longitudinales, soient latérales) ou couplées (lon-
gitudinales et latérales simultanément). Ce modèle synthétise les paramètres du
pneumatique en deux variables et prend en compte le couplage entre les dynamiques
longitudinale et latérale.

Fx = −Cσ σx1+σxf(λd)
Fy = −Cα tan(α)1+σx f(λd)
f(λd) =
{
(2− λd)λd pour λd < 1,
1 pour λd ≥ 1
λd = µFz(1+σx)2√(Cσσx)2+(Cα tan(α))2
(2.10)
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où Cσ et Cα sont respectivement la rigidité longitudinale et de dérive du pneuma-
tique, α l’angle de dérive du pneumatique, σx le taux de glissement longitudinal, µ le
coefficient d’adhérence du pneumatique et Fz la charge verticale sur le pneumatique.
2.3.2.3 Modèle de Pacejka
En 1980, Pacejka développa un modèle qui évolua au cours du temps [Pacejka,
2006]. Le modèle couplé de Pacejka est largement utilisé en simulation et par les
manufacturiers. Il donne l’une des représentations les plus réalistes du comportement
du pneumatique. Son inconvénient est qu’il ne prend pas en compte la variation du
revêtement et est difficilement « embarquable ».
Le modèle de Pacejka est un modèle semi-empirique construit à partir de données
expérimentales par identification et interpolation des paramètres et à partir des
modèles physiques du pneumatique. Appelé aussi « formule magique », il est basé
sur une fonction sin(arctan) qui offre une excellente approximation des forces Fx,
Fy en régime permanent (Figure 2.7). Ce modèle propose une description des forces
en situations de glissement pur et couplé (combiné) [Pacejka, 2006].
Description du modèle
Pour une charge verticale Fz et un angle de carrossage γ donnés, la forme générale
de la « formule magique » est comme suit :
y(x) = D sin[C arctan{Bx− E(Bx− arctan(Bx))}] (2.11)
avec
Y (X) = y(x) + SV
x = X + SH (2.12)
où
Y : la sortie (Fx ou Fy)
X : l’entrée (σx ou α)
avec B, le facteur de rigidité ; C, une constante qui détermine la forme de la courbe ;
D, la valeur maximale de la courbe ; E, le facteur de courbure ; SH , le décalage
horizontal ; SV , le décalage vertical (voir la figure 2.8).
La « formule magique » y(x) de l’Equation (2.11) produit une courbe qui passe par
l’origine x = y = 0 et a une valeur maximale et une asymptote horizontale. SH et
SV sont respectivement des décalages horizontal et vertical dus aux phénomènes de
« ply-steer » (pseudo dérive) et de « conicity » (pseudo carrossage) qui pourraient
exister même en roulant sur une ligne droite (α = 0). L’équation (2.11) représente
la réponse à un glissement pur (soit longitudinal σx, soit latéral α).
20
2.3 Modélisation de la liaison pneumatique/chaussée
arctan(BCD)
Y
D
S
H
y
a
S
V
X
x
y
x
m
Figure 2.8 : Paramètres du modèle de Pacejka
La figure 2.8 présente quelques paramètres. Le coefficient D représente la valeur
maximale de la courbe (dans le repère xOy et pour C ≥ 1). Le produit BCD
correspond à la pente à l’origine (x = y = 0). Le facteur de forme C contrôle les
limites de la fonction sinus et détermine ainsi la forme de la courbe résultante. Le
facteur B correspond à la rigidité de dérive latérale Cα dans les fonctions des forces
latérales. Le facteur E contrôle la courbure à la valeur maximale de la courbe et
sa position horizontale xm. Les expressions de ces facteurs sont détaillées dans les
paragraphes « Force longitudinale (glissement longitudinal pur) » et « Force latérale
(glissement latéral pur) ». Ils dépendent de la charge verticale Fz appliquée, de
l’angle de carrossage γ, du glissement longitudinal σ et de l’angle de dérive α.
Ci-dessous, sont données les expressions des forces longitudinale et latérale de chaque
roue, sans tenir compte de l’effet du glissement latéral (ou la dérive α) sur les forces
longitudinales ni de l’effet du glissement longitudinal σ sur les forces latérales. Pour
cela, le glissement est appelé « pur », que ce soit pour σ ou pour α.
Force longitudinale (glissement longitudinal pur)
Fx0 = Dx sin[Cx arctan{Bx(σx+SHx)−Ex(Bx(σx+SHx)−arctan(Bx(σx+SHx)))}]+SV x
(2.13)
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avec
Dx = Fz(b1Fz + b2)
Bx =
1
CxDx
(b3Fz + b4)Fze−b5Fz
Cx = b0
Ex = (b6F 2z + b7Fz + b8)(1− b9sign(σx + SHx))
SHx = b10Fz + b11
SV x = b12Fz + b13 (2.14)
Force latérale (glissement latéral pur)
Fy0 = Dy sin[Cy arctan{By(α+SHy)−Ey(By(α+SHy)−arctan(By(α+SHy)))}]+SV y
(2.15)
avec
Dy = Fz(a1Fz + a2)(1− a3γ2)
By =
1
CyDy
a4 sin(2 arctan(
Fz
a5
))(1− a6 ‖γ‖)
Cy = a0
Ey = (a7Fz + a8)(1− (a9γ + a10sign(α + SHy)))
SHy = a11Fz + a12 + a13γ
SV y = a14Fz + a15 + γ(a16F 2z + a17Fz) (2.16)
Les paramètres ai et bj sont identifiés empiriquement. Pour plus de détails sur le
modèle couplé, voir [Pacejka, 2006].
2.4 Conclusion
Pour décrire le comportement du véhicule, différents modèles sont proposés dans la
littérature avec des simplifications plus ou moins importantes, faites selon le besoin
de l’application à concevoir.
De cette bibliographie, il ressort que le modèle bicyclette dynamique associé au
modèle cinématique longitudinal nous semble à ce jour, le modèle réalisant un bon
compromis (représentativité, simplicité) pour la description de la dynamique latérale
et longitudinale du véhicule dans les situations de conduite normales.
Lors de la sollicitation du véhicule dans des zones non linéaires, les modèles bi-
cyclettes ne sont plus suffisants pour modéliser le comportement dynamique du
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véhicule. Dans de telles situations, les modèles de type 4-roues associés à un modèle
pneumatique/chaussée non linéaire permettent de mieux représenter le comporte-
ment du véhicule.
Par la suite, nous utiliserons le modèle bicyclette dynamique pour développer nos
lois de commande latérale. C’est un modèle Linéaire à Paramètre Variant (LPV)
permettant de synthétiser des contrôleurs robustes et adaptatifs. En revanche, pour
la validation en simulation, un modèle représentatif complet ; le modèle 4-roues
pour la dynamique du véhicule, et le modèle de Dugoff pour les forces de contact
pneumatique/chaussée seront utilisés.
Pour la planification des trajectoires, nous utiliserons les modèles bicyclettes ciné-
matique et dynamique.
23

Première partie
Contributions sur la commande
25

Chapitre 3
Etat de l’art sur la commande des
véhicules autonomes
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Contrôle latéral . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Contrôle longitudinal . . . . . . . . . . . . . . . . . . . . . 31
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 Introduction
Une conduite autonome peut être divisée en trois étapes : la perception de l’envi-
ronnement, la planification de trajectoires et le contrôle du véhicule. Le contrôle du
véhicule consiste à manœuvrer le véhicule utilisant les actionneurs tels que le volant,
le frein et l’accélérateur pour suivre la trajectoire de référence.
Il y a deux façons de concevoir les contrôleurs pour une conduite autonome : l’imita-
tion du conducteur humain (approches basées sur l’utilisation de modèles de conduc-
teurs) ou encore l’utilisation d’approches basées sur la théorie de la commande.
Les modèles de conducteurs sont généralement utilisés par les techniques issues de
l’intelligence artificielle, ou encore, à des fins de diagnostic, afin de détecter éven-
tuellement une défaillance du conducteur [Eilers and Möbus, 2011], [Kiencke and
Nielsen, 2005]. [Menhour, 2010] présente quelques modèles de conducteurs couram-
ment rencontrés dans la littérature.
En ce qui concerne l’utilisation de la théorie de commande, plusieurs stratégies sont
utilisées partant des commandes simples (P, PI, PID) aux commandes avancées
(adaptative, prédictive, optimale, modes glissants, floue).
Dans ce chapitre, nous ferons une étude bibliographique sur la commande des vé-
hicules autonomes ; nous explorerons les différentes lois de commande utilisées dans
la littérature en dégageant les axes majeurs, ce qui nous permettra par la suite de
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proposer de nouveaux contrôleurs. Le chapitre sera donc organisé comme suit : dans
le deuxième paragraphe nous présenterons l’état de l’art sur le contrôle latéral, dans
le troisième, nous ferons de même en ce qui concerne le contrôle longitudinal. Dans
la conclusion, nous dégagerons les principaux axes notamment, ceux que nous avons
explorés.
3.2 Contrôle latéral
Le problème de suivi de trajectoire dans le domaine de la robotique mobile est
largement traité. Les solutions proposées dans ce domaine sont toutefois difficilement
transposables au contexte du véhicule automobile. En effet, la complexité du modèle
dynamique du véhicule et de l’environnement, et des situations de roulage (vitesse
élevée) rendent difficile cette transposition.
Le contrôle latéral d’un véhicule autonome consiste à imposer au véhicule de suivre
automatiquement la trajectoire de référence en agissant sur l’angle de braquage. Il est
étudié depuis les années 1950. C’est un domaine de recherche très actif. Compte tenu
de la non-linéarité du système, des incertitudes paramétriques et des perturbations
rencontrées dans les applications automobiles, un des principaux enjeux aujourd’hui
est de concevoir des lois de commande robustes capables de tenir compte de ces
impératifs. Le contrôleur doit donc être performant malgré les perturbations, les
incertitudes paramétriques, l’effet du vent, le changement d’adhérence de la route,
etc.
L’élaboration des stratégies de commande est effectuée sur les bases d’un modèle.
Après présentation des modèles les plus utilisés pour la conception des contrôleurs,
nous présenterons les différentes stratégies rencontrées.
3.2.1 Modèles de véhicule
Une bonne modélisation du système avec un modèle des incertitudes et/ou des per-
turbations sont des pré-requis pour concevoir une commande performante et robuste.
Le choix du modèle est donc une étape importante lors de la conception du contrô-
leur.
Pour développer des contrôleurs pour le contrôle latéral, trois modèles de véhicule
sont principalement utilisés [Snider, 2009] : le modèle géométrique, le modèle bicy-
clette cinématique et le modèle bicyclette dynamique.
Le modèle géométrique ainsi que le modèle bicyclette cinématique approximent bien
le déplacement du véhicule pour de faibles vitesses. De nos jours, le modèle bicyclette
dynamique est de loin le plus utilisé [Li and Wang, 2007], [Ferrara and Vecchio,
2009]. Evidemment, la plupart des contrôleurs proposés dans la littérature sont
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spécialement basés sur ce modèle. C’est un modèle à la base non-linéaire et variant
dans le temps.
Dans la conception de certains contrôleurs non linéaires robustes, le dilemme précision-
temps de calcul entre en jeu (notamment pour les stratégies de commande basées sur
le modèle comme la commande prédictive). Pour pallier les difficultés de synthèse
d’une commande non linéaire dans de tels cas, l’un des défis est de transformer
le modèle non linéaire du véhicule en un modèle linéaire ou affine par morceaux
appropriés [Benine-Neto and Mammar, 2011], [Falcone et al., 2009]. Comme mo-
dèles linéaires utilisés, on rencontre les modèles Linéaires à Temps Invariant (LTI),
Linéaires à Temps Variant (LTV) et Linéaires à Paramètres Variant (LPV). Les mo-
dèles LPV connaissent un intérêt croissant car ils permettent d’étudier un système
non linéaire à l’aide des outils linéaires. En outre, ils permettent aussi de synthétiser
des contrôleurs robustes et adaptatifs.
Ces dernières années, on note le développement des contrôleurs adaptatifs qui per-
mettent de mieux prendre en compte les variations des paramètres dans le temps.
Dans [Poussot-Vassal et al., 2011], une comparaison est faite entre un contrôleur
LTI et LPV. Pour la stabilité latérale (vitesse de lacet, vitesse latérale), le contrô-
leur LPV est plus performant, avec une plage de stabilité plus grande que celle
du contrôleur basé sur le modèle LTI. Dans [Menhour, 2010], une étude compara-
tive entre les mesures expérimentales et celles données par des observateurs basés
sur deux modèles de véhicules (modèle LPV et modèle complet) est faite. De ces
résultats, il ressort que le modèle LPV est valide pour des situations de conduite
normales.
Cette analyse nous permet de conclure qu’un modèle bicyclette dynamique (2.1)
associé à une modélisation des forces de contact pneumatique/chaussée (par exemple
linéaire ou affine par morceaux [Falcone et al., 2009]) serait un bon compromis pour
la commande d’un véhicule à grande vitesse.
3.2.2 Différentes stratégies de commande
Durant ces 40 dernières années, d’importants travaux de recherche ont été menés
pour assurer un guidage latéral automatique du véhicule. Plusieurs stratégies de
commande ont été développées dans la littérature :
Les techniques classiques de commande sont utilisées. Dans [Broggi et al., 1999],
un simple contrôleur proportionnel à gain auto-ajustable a été utilisé. En effet, un
contrôleur proportionnel à grand gain peut stabiliser le système [Rajamani, 2006].
Des contrôleurs PID [Zhao et al., 2011], [Menhour, 2010], [Marino et al., 2011] ont
été proposés.
Le modèle latéral est contrôlable et peut être stabilisé par retour d’état. Par contre,
les erreurs ne peuvent pas toutes converger vers zéro par un retour d’état (l’erreur
de lacet et l’erreur latérale) [Rajamani, 2006].
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La commande par retour d’état [Rajamani, 2006] [Hima et al., 2011], [Benine-Neto
and Mammar, 2011], la commande optimale Linéaire Quadratique (LQ) prédictive
[Snider, 2009], [Peng and Tomizuka, 1991] [Kim et al., 2011] et la commande par la
théorie de stabilité de Lyapunov [Benine-Neto et al., 2010] ont aussi été appliquées.
En outre, la commande adaptative [Chaib et al., 2004], la commande H∞ [Chaib
et al., 2004], [Hima et al., 2011], la commande par Backstepping [Nehaoua and
Nouvelière, 2012], la commande par platitude [Fergani et al., 2014], [Menhour et al.,
2011] et bien d’autres ont été développées.
La logique floue est largement utilisée [Naranjo et al., 2008], [Onieva et al., 2011],
[Pérez et al., 2012]. Aussi, des contrôleurs LQ basés sur un modèle flou [Mammar
et al., 2010] [Soualmi et al., 2012] ont été développés.
La commande prédictive (MPC :"Model Predictive Control") semble être bien adap-
tée au suivi de trajectoire [Keviczky et al., 2006], [Falcone et al., 2008], [Falcone
et al., 2007], [Besselmann and Morari, 2009], [Levinson et al., 2011], [Attia et al.,
2012a]. Elle permet de considérer le problème de poursuite de trajectoire pour les
systèmes non linéaires en prenant en compte les contraintes sur les états et/ou
les commandes. En outre, cette technique de commande se révèle robuste vis-à-vis
des variations paramétriques du système. En revanche, pour des applications em-
barquées de conduite autonome à grande vitesse, le temps de calcul (algorithmes
d’optimisation non linéaire) devient très grand pour un fonctionnement en temps
réel. C’est l’inconvénient majeur de la commande prédictive non linéaire (NLMPC :
"Non Linear MPC") [Attia et al., 2012b], [Kim et al., 2011]. Ceci explique l’inté-
rêt croissant de l’utilisation des modèles LPV et LTV. Par exemple, dans [Falcone
et al., 2008] une commande prédictive LTV a été proposée. Elle est comparée à une
commande NLMPC. Il ressort que les deux contrôleurs ont les mêmes performances
(écart latéral, lacet). Cependant l’algorithme d’optimisation LTV MPC nécessitait
un temps de calcul dix fois moins que son homologue NLMPC. En revanche, l’incon-
vénient des modèles LTV/LPV est que leur commande atteint facilement les limites
de performance.
L’approche de la commande robuste comme la commande par mode glissant a été ap-
pliquée au contrôle latéral [Ackermann et al., 1995], [Hingwe and Tomizuka, 1997],
[He et al., 2006]. Cette stratégie donne des résultats expérimentaux comparables
voire meilleurs que les contrôleurs linéaires à gain auto-ajustable, et un peu mieux
que la logique floue [Hingwe and Tomizuka, 1997]. Aussi, elle est particulièrement
adaptée pour compenser les incertitudes paramétriques et les perturbations ren-
contrées dans les applications automobiles. Cette méthodologie a aussi l’avantage
de générer des lois de commande relativement simples par rapport aux autres ap-
proches de commande robuste [Ferrara and Vecchio, 2009]. Par ailleurs, l’utilisation
de la commande par mode glissant du second ordre permet au contrôleur de générer
une action de contrôle continu, qui est une caractéristique appréciable quand le sys-
tème de contrôle des actionneurs est de nature mécanique. Son inconvénient majeur
est le broutement.
30
3.3 Contrôle longitudinal
Les contrôleurs hybrides [Naranjo and González, 2005], [Naranjo et al., 2007b] ont
l’avantage d’intégrer en même temps la connaissance humaine (règles floues per-
mettant de prendre en compte les non-linéarités, la dynamique du véhicule et les
perturbations de l’environnement) et la rapidité/ précision des contrôleurs classiques.
Ces différentes stratégies ont été développées dans la littérature mais la majorité
entre elles n’a pas été comparée à d’autres approches. Malheureusement, les compa-
raisons de performances restent limitées.
Dans [Chaib et al., 2004], une comparaison de quatre contrôleurs a été faite : un
contrôleur proportionnel, adaptatif, H∞ et flou. Cette comparaison a été faite sui-
vant plusieurs critères permettant d’évaluer la robustesse : les variations de courbure
de la route, les variations de vitesse, les variations de l’adhérence et les perturbations
liées au vent. De cette comparaison, il ressort que le contrôleur proportionnel est
celui qui a les plus grandes erreurs. Les contrôleurs H∞ et flou ont des réponses
équivalentes. Le contrôleur adaptatif a la meilleure performance.
Plus récemment, dans [Li and Wang, 2007], [Heßet al., 2013], [Menhour et al., 2013]
quelques comparaisons ont été présentées. Il est donc difficile de faire une clas-
sification objective des différentes stratégies proposées. En revanche, les résultats
montrent clairement que les contrôleurs adaptatifs représentent des techniques pro-
metteuses pour ce type d’application.
Les différentes lois de commande utilisées dans la littérature sont généralement uti-
lisées sur des modèles et véhicules différents, avec des hypothèses différentes, et
validées principalement en simulation. Pour toutes ces raisons, il est difficile de faire
une comparaison très objective de toutes ces lois de commande proposées dans la
littérature. En revanche, il ressort clairement de cette analyse que les lois de com-
mande telles que la commande par mode glissant, la MPC et la commande optimale
linéaire quadratique prédictive semblent appropriées. En outre, l’utilisation de la lo-
gique floue pour élaborer des lois de commande ou même l’utilisation d’un contrôleur
hybride sont aussi des axes de recherche dans ce domaine.
3.3 Contrôle longitudinal
Le contrôle longitudinal du véhicule revient en général à : assurer le contrôle de
la vitesse longitudinale et/ou assurer le contrôle de la distance inter-véhiculaire,
l’accélérateur et le frein étant les entrées de commande pour assurer ce contrôle.
Il est très difficile de donner un modèle général de l’ensemble "accélération/frein" per-
mettant de modéliser le comportement longitudinal du véhicule, car cet ensemble est
constitué d’organes (ou composants mécaniques) de caractéristiques très différentes
d’un véhicule à l’autre ; il y a une panoplie de types de moteurs, de transmissions,
de systèmes de freins, etc. On utilise de ce fait, en général, un modèle cinématique
pour décrire le comportement longitudinal d’un véhicule [Hedrick et al., 1997].
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Plusieurs stratégies de contrôle longitudinal ont été proposées récemment parmi
lesquelles nous pouvons citer :
– les contrôleurs PID [Hoffmann et al., 2007], [Choi et al., 2011], [Kim et al., 2011],
[Hima et al., 2011] ;
– les contrôleurs par retour d’états [Abbassi et al., 2011] ;
– les contrôleurs flous [Naranjo et al., 2003], [Naranjo et al., 2007a], [Eilers and
Möbus, 2011], [Zhao and El Kamel, 2010] ;
– la commande prédictive [Falcone et al., 2007] ;
– la commande par mode glissant [Hedrick et al., 1997], [Nouvelière and Mammar,
2007], [Ferrara and Vecchio, 2009] ;
– la commande sans modèle [D’Andréa-Novel et al., 2011] ;
– la commande par modèle inverse [Kim et al., 2011] ;
– la commande Linéaire Quadratique (LQ) [Shakouri et al., 2011].
Dans [Shakouri et al., 2011], une comparaison est faite entre un contrôleur PI à
gain auto-ajustable et un contrôleur LQ. Il en ressort que les deux fonctionnent
convenablement et ont globalement des performances similaires.
3.4 Conclusion
Dans ce chapitre, nous avons présenté une étude bibliographique sur la commande
des véhicules autonomes afin d’en dégager les axes majeurs de recherche dans ce
domaine.
En ce qui concerne le contrôle latéral, le modèle bicyclette dynamique nous semble
le plus approprié pour notre application de conduite automatique à grande vitesse.
C’est un modèle à la base non linéaire et variant dans le temps.
Il est difficile de faire une comparaison très objective des lois de commande déve-
loppées dans la littérature car elles sont généralement utilisées sur des modèles et
véhicules différents, avec des hypothèses différentes. Bon nombre d’entre elles ont
été uniquement validées en simulation. En revanche, il ressort clairement de cette
analyse que les contrôleurs adaptatifs donnent de meilleurs résultats. Les lois de com-
mande telles que la commande par mode glissant, la MPC et la commande optimale
linéaire quadratique prédictive semblent être appropriées. En outre, l’utilisation des
techniques de l’intelligence artificielle ou même des contrôleurs hybrides constitue
aussi des axes de recherche actifs dans ce domaine.
Contrairement à la commande latérale, des contrôleurs classiques (comme le PI) sont
très utilisés pour assurer un contrôle longitudinal dans les applications de conduite
autonome. Nous notons aussi l’utilisation des contrôleurs flous et les contrôleurs par
mode glissant.
Dans le chapitre 4, nous nous intéresserons tout d’abord au contrôle latéral, et nous
proposerons une commande par mode glissant d’ordre deux ; l’algorithme du Super-
twisting. Ensuite nous proposerons une loi de commande utilisant le principe de
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l’immersion et l’invariance dans le chapitre 5. Une étude des propriétés de passi-
vité de la dynamique latérale sera faite au chapitre 6. La validation des différents
contrôleurs développés sera présentée dans le chapitre 7.
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4.1 Introduction
Durant ces dernières années, d’importants travaux de recherche ont été menés pour
assurer un guidage latéral automatique du véhicule autonome. Plusieurs stratégies
de commande ont été développées. L’étude bibliographique nous a révélé les prin-
cipales avancées dans ce domaine de recherche. Entre autre, nous pouvons citer les
stratégies de commande telles que la commande par mode glissant, la commande
prédictive, la commande optimale linéaire quadratique, la logique floue et les contrô-
leurs adaptatifs.
Dans [Ackermann et al., 1995], [Hingwe and Tomizuka, 1997], [He et al., 2006],
la commande par mode glissant (SMC) du premier ordre est appliquée pour le
contrôle latéral. Cette stratégie de commande permet d’obtenir des erreurs latérales
constantes et faibles quand la vitesse augmente. Elle permet aussi d’obtenir des
résultats expérimentaux comparables, voire meilleurs que les contrôleurs linéaires
à gain auto-ajustable [Hingwe and Tomizuka, 1997]. De plus, cette technique est
particulièrement adaptée pour compenser les incertitudes paramétriques du modèle
et rejeter les perturbations rencontrées dans les applications automobiles. Cette mé-
thodologie a aussi l’avantage de produire des lois de contrôle de faible complexité
par rapport aux autres approches de commande robuste [Ferrara and Vecchio, 2009].
Son principal inconvénient est le « broutement ». Pour réduire l’effet de cet inconvé-
nient, le mode glissant d’odre supérieur est utilisé. Dans [Imine and Madani, 2011],
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l’algorithme du super-twisting a été utilisé pour assurer l’assistance de direction ac-
tive pour véhicules lourds à basse vitesse. Dans ce chapitre, nous l’utilisons pour
assurer le guidage latéral d’un véhicule autonome à grande vitesse.
Nous commencerons par présenter les principes généraux de la commande par mode
glissant. Ensuite nous présenterons l’algorithme du super-twisting qui sera appliquée
ensuite au contrôle latéral.
Les résultats obtenus durant la validation à l’aide des données réelles et du simula-
teur de conduite SCANeRTM Studio seront présentés dans le chapitre 7.
4.2 Principe de la commande par mode glissant
La commande par mode glissant (Sliding Mode Control-SMC), développée depuis
les années 1950, est reconnue comme l’une des techniques de contrôle robuste. Le
principe des SMC est de forcer les trajectoires du système à atteindre une surface de
glissement S(x), en un temps fini, et d’y rester, par le biais d’une fonction discontinue
(voir la figure 4.1) [Utkin, 1992].
Figure 4.1 : Principe de base de la commande par mode glissant
4.2.1 Mode glissant du premier ordre [Utkin, 1992]
La synthèse de la loi de commande se fait en deux étapes : la détermination d’une
surface de glissement en fonction des objectifs de la commande ; ensuite, la détermi-
nation d’une loi de commande discontinue permettant de contraindre les trajectoires
de l’état du système à atteindre cette surface et à y rester, malgré les incertitudes,
les variations paramétriques et les perturbations.
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Considérons le système non linéaire défini par [Laghrouche, 2004] :

x˙1
x˙2
...
x˙n−1
x˙n
 =

x2
x3
...
xn
fn(x, t)

︸ ︷︷ ︸
f(x,t)
+

0
...
...
0
gn(x, t)

︸ ︷︷ ︸
g(x,t)
u (4.1)
y = x1
où x = [x1 · · · xn]T ∈ X ⊂ Rn représente l’état du système avec X un ouvert de Rn,
u ∈ U ⊂ R est l’entrée de commande qui est une fonction éventuellement discontinue
bornée dépendante de l’état et du temps. f(x, t) et g(x, t) sont des fonctions définies
sur X , mal connues (les paramètres) mais continues. Supposons que l’objectif de la
commande est d’assurer une poursuite d’une trajectoire de référence.
Le système (4.1) peut s’exprimer en terme d’entrée-sortie par :
y(n) = f(y¯, t) + g(y¯, t)u (4.2)
avec y¯ =
[
y...y(n−1)
]T
. Notons que y(n) représente la dérivée n-ième de y. Comme
précisé précédemment, la fonction f(y¯, t) est une fonction mal connue ; cependant,
son estimée fˆ(y¯, t) est supposée bien connue, telle que :∣∣∣fˆ(y¯, t)− f(y¯, t)∣∣∣ ≤ F (y¯, t) (4.3)
pour tout y¯ et t.
F (y¯, t) est une fonction positive connue. g(y¯, t) est une fonction incertaine et bornée
telle que :
0 < Gmin(y¯, t) ≤ g(y¯, t) ≤ Gmax(y¯, t) (4.4)
pour tout y¯ et t.
Gmin(y¯, t) et Gmax(y¯, t) sont des fonctions positives connues. De plus, l’estimée de
la fonction g(y¯, t), notée gˆ(y¯, t) est supposée égale à la moyenne géométrique de ses
bornes inférieures et supérieures, c’est à dire :
gˆ(y¯, t) =
√
Gmin(y¯, t)Gmax(y¯, t) (4.5)
4.2.1.1 Choix de la surface de glissement
Soit s(x, t) une fonction continue et considérée comme une sortie fictive du système
(4.1) telle que son annulation permette de satisfaire l’objectif de la commande. La
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fonction s(x, t) est appelée variable de glissement ou de commutation.
L’ensemble
S = {x ∈ χ |s(x, t) = 0} (4.6)
de dimension (n− 1) est appelé surface de glissement.
On dit qu’il existe un régime glissant idéal s’il existe un temps fini ts tel que, la
solution du système (4.1) satisfait s(x, t) = 0 pour tout t ≥ ts.
En général, la surface de glissement est choisie comme une hypersurface passant par
l’origine de l’espace d’état, et est dans la plupart des cas, linéaire en fonction des
variables d’état. Une condition nécessaire pour l’établissement d’un régime glissant
est que la variable de glissement ait un degré relatif égal à 1 par rapport à l’entrée
de commande u [Utkin, 1992].
4.2.1.2 Synthèse de la loi de commande
Une fois la surface de glissement (i.e. le système réduit) choisie, la seconde étape
consiste à choisir une commande stabilisant en zéro la variable de glissement en
un temps fini. Ainsi, le problème de poursuite de trajectoire d’ordre n pour un
système non linéaire SISO est ramené au problème de la stabilisation d’un système
du premier ordre en zéro. Cette simplification constitue l’un des principaux avantages
de la commande par mode glissant.
L’objectif de la loi de commande est de contraindre les trajectoires de l’état du
système à atteindre et ensuite à rester sur la surface de glissement malgré la présence
d’incertitudes sur le système. En d’autres termes, la loi de commande doit rendre
la surface de glissement localement attractive (i.e au voisinage de la surface de
glissement, toutes les trajectoires du système doivent être dirigées vers elle). Ainsi,
la loi de commande doit être calculée en vérifiant une condition de convergence de
s(x, t) vers zéro.
Le comportement du système bouclé peut être décrit par deux phases :
– la phase de convergence : Cette phase correspond à l’intervalle de temps t de
[0, ts] pendant lequel les trajectoires d’état du système ne sont pas sur la surface
de glissement S. Durant cette phase, le système reste sensible aux variations de
paramètres. Cependant, pour éviter une grande influence de ces variations, une
solution consiste à écourter la durée de cette phase [Laghrouche, 2004].
– La phase de glissement : Cette phase correspond à l’intervalle de temps t
de [ts,∞[ durant lequel les trajectoires d’état sont confinées dans l’ensemble de
glissement S. L’amplitude de la discontinuité de la commande est fonction de
l’état et de la perturbation, ce qui pourrait impliquer une adaptation du gain en
fonction de la nature et du niveau de la perturbation. Le régime glissant jouit de
la propriété d’insensibilité vis-à-vis des perturbations intervenant dans la même
direction que l’entrée de commande. En fait, le système est insensible à de telles
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perturbations seulement en régime glissant, mais il reste sensible pendant le régime
transitoire, i.e. avant que la surface de glissement S ne soit atteinte. C’est la raison
pour laquelle le comportement du système perturbé n’est pas identique à celui du
même système non perturbé pendant le régime transitoire. Pour plus de détails
voir le paragraphe 1.2.4 (propriété de robustesse) dans [Laghrouche, 2004] où un
exemple illustratif est décrit.
La commande u est alors composée de la composante ueq et d’une composante dis-
continue assurant un régime glissant et une insensibilité du système aux variations
de paramètres. Le terme ueq, appelée commande équivalente, permet de décrire le
mouvement de glissement idéal, c’est à dire dans le cas d’un système sans incerti-
tudes. Elle est obtenue grâce aux conditions d’invariance de la surface donnée par :
s = s˙ = 0 (4.7)
Afin de contrecarrer les perturbations et les incertitudes sur f(x, t) et g(x, t), un
bouclage discontinu est utilisé dans le but d’assurer l’objectif de commande s(x, t) =
0. La loi de commande est donc :
u = ueq − gˆ(x, t)−1ksign(s) (4.8)
où k est le gain du terme robuste de la loi de commande.
Pour assurer la convergence de s(x, t) vers 0 en temps fini, la condition d’attractivité
non linéaire dite « condition de η -attractivité » doit être vérifiée [Utkin, 1992] :
ss˙ ≤ −η |s| , avec η > 0. (4.9)
4.2.1.3 Phénomène de broutement
Un régime glissant idéal requiert une commande pouvant commuter à une fréquence
infinie. Evidemment, pour une utilisation pratique, seule une commutation à fré-
quence finie est possible. Ainsi, durant le régime glissant, les discontinuités appli-
quées à la commande peuvent entraîner un phénomène de broutement, appelé «
chattering ». Celui-ci se caractérise par de fortes oscillations des trajectoires du sys-
tème autour de la surface de glissement. C’est le principal inconvénient de cette
commande.
Trois approches principales ont été proposées au milieu des années 1980 pour éliminer
et/ou atténuer le broutement dans les SMC [Boiko et al., 2007] :
– l’utilisation des fonctions continues au lieu de la fonction discontinue
“sign". Bien que l’approximation de la fonction discontinue par une fonction
continue dans un voisinage de la surface de glissement permette d’atténuer ce
phénomène, la précision par rapport à l’objectif fixé, la robustesse de la com-
mande et le temps de convergence s’en trouvent dépréciés. Un compromis entre
l’importance du broutement et la robustesse doit être fait.
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– l’utilisation d’une démarche basée sur les observateurs. L’utilisation d’un
observateur asymptotiquement stable dans la boucle fermée du système peut élimi-
ner le phénomène du broutement malgré la discontinuité de la commande. L’idée
de base consiste à générer un régime glissant dans l’observateur du système au
lieu de le générer dans le système. Vu que l’observateur est indépendant des dyna-
miques non modélisées, un mode glissant idéal prend place dans la boucle fermée
de l’observateur. Ainsi, la sortie du système suit la sortie de l’observateur sans
broutement. Cependant, la synthèse d’un observateur asymptotiquement stable
n’est pas une tâche facile lorsque le système est non linéaire et incertain. Aussi,
l’applicabilité de cette méthode est limitée aux systèmes pour lesquels la synthèse
d’un observateur est possible.
– l’utilisation des modes glissants d’ordre supérieur. La technique des modes
glissants d’ordre supérieur, qui constitue une généralisation de la commande par
modes glissants classiques aux dérivées d’ordre supérieur de la variable de glisse-
ment, permet de réduire ou d’éliminer ce phénomène indésirable.
4.2.2 Mode glissant du second ordre : Algorithme du
super-twisting
La commande par mode glissant possède de nombreux avantages :
– le régime glissant est complètement déterminé par les paramètres et les équations
définissant la surface. Ainsi, la dynamique du système bouclé peut être choisie a
priori à travers le choix de la surface de glissement ;
– un problème de poursuite de trajectoire pour un système de dimension n est
ramené à la stabilisation d’un système du premier ordre ;
– le régime glissant est insensible aux perturbations intervenant dans la même di-
rection que les entrées de commande.
L’algorithme du super-twisting, qui est un mode glissant d’ordre 2, a été développé
pour contrôler les systèmes avec un degré relatif égal à 1, et permet d’assurer la
stabilité tout en réduisant le broutement.
Considérons un système de la forme [Levant, 1993] :
x˙ = f(t, x) + g(t, x)u(t) (4.10)
où u est l’entrée de commande, x ∈ Rn le vecteur d’état, et f , g des fonctions
continues. Nous définissons une variable de glissement s de degré relatif égal à 1,
dont la dérivée seconde peut être exprimée comme suit :
s¨(t, s) = φ(t, s) + ϕ(t, s)u˙(t) (4.11)
où φ(t, s) et ϕ(t, s) sont des signaux inconnus mais bornés.
Le but du contrôleur est d’assurer la convergence vers la surface de glissement définie
par s = 0. Seule la mesure de s en temps réel est nécessaire.
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Supposons qu’il existe des constantes positives S0, bmin, bmax, C0, Umax telles que
∀x ∈ Rn et |s(t, x)| < S0, le système remplit les conditions suivantes :
|u(t)| ≤ Umax
0 < bmin ≤ |ϕ(t, s)| ≤ bmax
|φ(t, s)| < C0
(4.12)
La commande par mode glissant, d’ordre supérieur, basée sur l’algorithme du super-
twisting est donnée par :
u(t) = u1 + u2
{
u1 = −α1 |s|τ sign(s), τ ∈ ]0, 0.5]
u˙2 = −α2sign(s) (4.13)
avec α et β des constantes positives. La convergence en temps fini est garantie par
les conditions suivantes [Levant, 1993] :
α2 >
C0
bmin
α1 ≥
√
4C0(bmaxα2+C0)
b2min(bminα2−C0)
(4.14)
Pour plus de détails sur la convergence et la robustesse de l’algorithme, voir [Levant,
1998], [Levant, 2010]. Dans [Boiko et al., 2005], une analyse de l’algorithme du super-
twisting est faite dans le domaine fréquentiel en utilisant la méthode des fonctions
descriptives. La figure 4.2 présente le plan de phase de l’algorithme.
Figure 4.2 : Plan de phase du super-twisting
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4.3 Contrôle latéral du véhicule autonome par
l’algorithme du super-twisting
Pour concevoir la loi de commande, le modèle bicyclette dynamique a été utilisé
(chapitre 2, paragraphe 2.2.1.1). Pour rappel, ce modèle LPV en terme de la dyna-
mique de l’angle de dérive et du lacet, pour une adhérence de la chaussée µ = 1 est
donné par les équations : β˙ = −
(Cf+Cr)
mVx
β − (1 + LfCf−LrCr
mV 2x
)ψ˙ + Cf
mVx
δ
ψ¨ = −LfCf−LrCr
Iz
β − L
2
f
Cf+L2rCr
IzVx
ψ˙ + LfCf
Iz
δ
(4.15)
où β, ψ et δ représentent respectivement les angles de dérive, de lacet et l’angle de
braquage au niveau du pneu, qui est l’entrée de commande.
L’équation dynamique de l’erreur latérale au centre de gravité du véhicule, par
rapport à une trajectoire de référence, est donnée par :
e¨ = ay − ayref (4.16)
où ay et ayref sont respectivement l’accélération latérale du véhicule et l’accélération
latérale désirée (trajectoire de référence). En supposant que cette dernière peut
s’écrire ayref = V 2x ρ, où ρ est la courbure de la route, et sachant que [Rajamani,
2006]
ay = Vx(β˙ + ψ˙), (4.17)
nous aurons :
e¨ = Vx(β˙ + ψ˙)− Vx2ρ (4.18)
En remplaçant β˙ par son expression en (4.15), on obtient :
e¨ = −Cf+Cr
m
β − LfCf−LrCr
mVx
ψ˙ − V 2x ρ+ Cfm δ (4.19)
L’entrée de commande est l’angle de braquage δ et la sortie est l’erreur latérale e.
L’objectif de la commande est d’annuler l’erreur latérale.
Choisissons la variable de glissement s comme suit :
s = e˙+ λe (4.20)
nous obtenons : s˙ = e¨+ λe˙. Remplaçons e¨ par son expression en (4.19), on a :
s˙ = −Cf+Cr
m
β − LfCf−LrCr
mVx
ψ˙ − V 2x ρ+ Cfm δ + λe˙ (4.21)
La variable s a un degré relatif r = 1. L’entrée de commande δ apparait dans la 1ère
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dérivée de s.
En appliquant le théorème du super-twisting, l’entrée de commande peut être définie
comme suit :
δST = δ1 + δ2

δ1 = −α1 |s|1/2 sign(s)
δ˙2 = −α2sign(s)
s = e˙+ λe
(4.22)
Pour éviter les pics importants durant les phases transitoires, nous ajoutons une
commande équivalente δeq obtenue en résolvant l’équation s˙ = 0. Ce terme joue le
rôle d’une anticipation (« feedforward ») qui permet d’approcher le système à la
surface de glissement, et est donné par :
δeq =
Cf + Cr
Cf
β + LfCf − LrCr
CfVx
ψ˙ + mV
2
x
Cf
ρ− mλ
Cf
e˙ (4.23)
Par conséquent, l’angle de braquage, représentant l’entrée de commande du système,
est défini comme suit :
δSMC = δST + δeq (4.24)
La validation de cette loi de commande est présentée dans le chapitre 7.
4.4 Conclusion
Dans ce chapitre, une stratégie de contrôle latéral d’un véhicule autonome basée sur
la commande par mode glissant d’ordre supérieur a été développée ; l’algorithme du
super-twisting, permettant de réduire le broutement en fournissant un suivi robuste
de la trajectoire de référence.
La validation de cette loi de commande sur le simulateur de conduite SCANeRTM
Studio ainsi qu’en utilisant des données réelles est présentée dans le chapitre 7. Les
différents tests effectués mettent en évidence la robustesse de la loi de commande
développée. En effet, l’erreur maximale de suivi est généralement inférieure à +/−
10cm durant les périodes transitoires même lors des fortes sollicitations non linéaires,
dans les conditions de test. La robustesse du système contrôlé a été testée par rapport
aux variations de vitesse et de courbure, et des paramètres incertains du véhicule.
Afin d’enrichir l’approche utilisée, un contrôleur basé sur l’I&I sera développé dans
le prochain chapitre, et compte tenu de la ressemblance implicite entre le contrôleur
par mode glissant et le principe d’Immersion et d’Invariance (I&I) [Astolfi et al.,
2008], une comparaison de ces deux contrôleurs sera étudiée. Cette nouvelle ap-
proche (I&I) nous permettra d’obtenir une loi de commande sans terme discontinu,
permettant ainsi d’éliminer le broutement. En outre, elle permettra une prise en
compte plus importante du modèle durant la conception du contrôleur.
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Contrôle latéral par le principe
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5.1 Introduction
Dans le précédent chapitre, une stratégie de contrôle latéral d’un véhicule autonome
basée sur la commande par mode glissant d’ordre supérieur a été développée, four-
nissant un suivi robuste de trajectoire. Etant donné la ressemblance implicite qui
existe entre les SMC et le principe d’immersion et d’invariance (I&I), nous déve-
lopperons dans ce chapitre un contrôleur basé sur l’I&I dans le but d’améliorer les
performances par rapport au SMC (notamment avec l’élimination du broutement et
une plus grande prise en compte du modèle durant la conception du contrôleur).
Après un rappel du principe d’I&I, nous développons les contrôleurs I&I.
La validation est faite au chapitre 7 en comparant les nouveaux contrôleurs au
précédant et en analysant les avantages de chaque stratégie de commande pour une
application de suivi de trajectoire.
5.2 Principe de la commande I&I
Le principe de l’immersion et l’invariance est une méthode relativement récente pour
concevoir les contrôleurs non linéaires et adaptatifs [Astolfi et al., 2008]. Cette mé-
thode utilise les notions d’immersion et d’invariance pour assurer l’objectif de la
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commande. En effet, l’idée de cette méthode consiste à réaliser l’objectif de la com-
mande en immergeant la dynamique du système dans une dynamique cible qui assure
le comportement désiré. Ceci est effectué en trouvant une variété («manifold») dans
l’espace d’état qui peut être rendue invariante et attractive – avec une dynamique
interne qui reflète la dynamique du système bouclé (voir la figure 5.1). L’avantage
d’une telle approche est de réduire le problème de la conception de contrôleur en un
sous-problème qui pourrait être plus facile à résoudre.
Le théorème suivant représente le principal résultat de la stabilisation par la méthode
de l’immersion et l’invariance :
Théorème 1. [Astolfi et al., 2008] Considérons le système :
x˙ = f(x) + g(x)u, (5.1)
avec x ∈ Rn, u ∈ Rm, et un point d’équilibre x? à stabiliser. Supposons qu’il existe
des fonctions continues α : Rp → Rp, pi : Rp → Rn, φ : Rn → Rn−p, c : Rp → Rm
et v : Rn×(n−p) → Rm, avec p < n, de telle sorte que les conditions suivantes soient
vérifiées.
– (A1) La dynamique cible
ξ˙ = α(ξ), (5.2)
avec ξ ∈ Rp globalement asymptotiquement stable à ξ? ∈ Rp et
x? = pi(ξ?). (5.3)
– (A2) Pour tout ξ ∈ Rp,
f(pi(ξ)) + g(pi(ξ))c(pi(ξ))) = ∂pi
∂ξ
α(ξ). (5.4)
– (A3) L’identité de l’ensemble
{x ∈ Rn| φ(x) = 0} = {x ∈ Rn | x = pi(ξ), ξ ∈ Rp} (5.5)
contient :
– (A4) toutes les trajectoires du système
z˙ = ∂φ
∂x
[f(x) + g(x)v(x, z)] , (5.6)
x˙ = f(x) + g(x)v(x, z), (5.7)
sont bornées et ont un équilibre globalement asymptotiquement uniformément stable
à z = 0.
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Ainsi, x? est un point d’équilibre globalement asymptotiquement stable du système
en boucle fermée
x˙ = f(x) + g(x)v(x, φ(x)). (5.8)

Toute trajectoire x(t) du système en boucle fermée x˙ = f(x) + g(x)v(x, φ(x)) est
l’image à travers la correspondance pi(.) d’une trajectoire ξ(t) de la dynamique cible.
On notera que la mise en correspondance pi : ξ → x est une immersion, i.e., le rang de
pi est égal à la dimension de ξ (figure 5.1). Donc, l’approche consiste à appliquer une
loi de commande qui rend la variété ξ = pi−1(x) attractive et conserve les trajectoires
en boucle fermée bornées.
Figure 5.1 : Principe de la commande I&I [Astolfi et al., 2008]
En d’autres termes, la théorie d’immersion et d’invariance (I&I) consiste à définir
une dynamique cible et à concevoir une loi de commande qui rend la dynamique cible
attractive et invariante. En effet, la reformulation du problème de stabilisation est
implicite dans la commande par mode glissant (SMC), où la dynamique cible est la
dynamique du système sur la surface de glissement, qui est rendue attractive par une
loi de commande discontinue. La distinction principale entre les deux stratégies de
commande est que dans l’I&I, il n’est pas forcément nécessaire que la convergence
se fasse en temps fini.
5.3 Contrôle latéral du véhicule autonome par I&I
Plusieurs versions du contrôleur I&I ont été développées au cours de la thèse.
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La première version, développée avec un modèle latéral couramment utilisé dans la
littérature et ayant comme vecteur d’état x = (ψ˜, ˙˜ψ, e˙, e)>, avec e l’erreur latérale et
ψ˜ l’erreur de lacet, est présentée en Annexe 1. Durant la validation, de ce contrôleur
utilisant des données réelles il y avait la présence d’un biais important après une
forte sollicitation du véhicule dû au fait que le lacet était estimé par intégration de
la vitesse de lacet. Pour éviter cette intégration, une reformulation du modèle a été
faite en remplaçant dans le vecteur d’état l’angle de lacet par l’angle de dérive.
En remplaçant l’erreur de lacet par l’erreur d’angle de dérive, le vecteur d’état
devient x = (β˜, ˙˜ψ, e˙, e)>. Cette reformulation nous a permis de résoudre le problème
de biais.
Après définition du problème de contrôle (reformulation du modèle), nous dévelop-
perons les contrôleurs basés sur le principe de l’I&I. Nous finirons ce paragraphe
par une analyse des propriétés de la dynamique cible.
5.3.1 Définition du problème de contrôle
Soit le modèle bicyclette (paragraphe 2.2.1.1) donné en termes d’angle de dérive β
et de vitesse de lacet ψ˙ :
β˙ = −µ(Cf+Cr)
mVx
β −
(
1 + µ(LfCf−LrCr)
mV 2x
)
ψ˙ + µCf
mVx
δ
ψ¨ = −µ(LfCf−LrCr)
Iz
β − µ(L
2
f
Cf+L2rCr)
IzVx
ψ˙ + µLfCf
Iz
δ
(5.9)
où β, ψ et δ représentent respectivement les angles de dérive, de lacet du véhicule
et de braquage au niveau du pneu.
L’objectif de la commande latérale du véhicule intelligent est de minimiser le dé-
placement latéral du véhicule par rapport à une trajectoire de référence donnée.
L’équation dynamique de l’erreur latérale au centre de gravité du véhicule, par rap-
port à une trajectoire de référence, est donnée par :
e¨ = ay − ayref (5.10)
où ay et ayref sont respectivement l’accélération latérale du véhicule, et l’accélération
latérale désirée (trajectoire de référence). En supposant que cette dernière peut
s’écrire ayref = V 2x ρ, où ρ est la courbure de la route, et sachant que ay = Vx(β˙ +
ψ˙) [Rajamani, 2006], nous avons :
e¨ = Vx(β˙ + ψ˙)− Vx2ρ (5.11)
En remplaçant β˙ par son expression (5.9) dans l’équation (5.11), nous obtenons :
e¨ = −µ(Cf + Cr)
m
β − µ(LfCf − LrCr)
mVx
ψ˙ − V 2x ρ+
µCf
m
δ (5.12)
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Les nouvelles variables d’état du système sont x = (β, ψ˙, e˙, e)>, correspondant à
l’angle de dérive, la vitesse de lacet, l’erreur latérale et sa dérivée. Ce nouveau
système est donné par l’équation :
x˙ = Ax+B1δ +B2ρ (5.13)
où,
A =

−µ(Cf+Cr)
mVx
−1− µ(LfCf−LrCr)
mV 2x
0 0
−µ(LfCf−LrCr)
Iz
−µ(L
2
f
Cf+L2rCr)
IzVx
0 0
−µ(Cf+Cr)
m
−µ(LfCf−LrCr)
mVx
0 0
0 0 1 0

B1 =

µCf
mVx
µLfCf
Iz
µCf
m
0
 , B2 =

0
0
−V 2x
0

(5.14)
L’entrée de commande est l’angle de braquage δ, et l’erreur latérale e est la sortie.
L’objectif de la commande est d’annuler l’erreur latérale. Pour une courbure donnée
ρ et une vitesse longitudinale Vx, le comportement désiré correspond à e˙ = e = 0.
Par conséquent, il est facile de montrer que le point d’équilibre désiré est [Rajamani,
2006] :
(β, ψ˙, e˙, e)> = (β?, ψ˙?, 0, 0)>
avec
β? = (Lr − LfmV
2
x
µCr(Lf+Lr))ρ
ψ˙? = Vxρ
(5.15)
En supposant que Vx, ρ et µ sont constants, au point d’équilibre, l’entrée de com-
mande est :
δ? = (Lf + Lr)ρ+
mV 2x (LrCr − LfCf )
µCfCr(Lf + Lr)
ρ (5.16)
Nous définissons les nouvelles variables d’erreur :
β˜ = β − β?
˙˜ψ = ψ˙ − ψ˙?
δ˜ = δ − δ?
(5.17)
Par conséquent, la dynamique des erreurs du système (5.13) ayant l’origine comme
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point d’équilibre (β˜, ˙˜ψ, e˙, e)> = (0, 0, 0, 0)> devient :
˙˜x = Ax˜+B1δ˜ (5.18)
où, A et B1 ont été définis ci-dessus dans l’équation (5.14).
Dans ce qui suit, le modèle d’erreur latérale du véhicule (5.18) sera utilisé pour
concevoir le contrôleur latéral, avec δ˜ l’entrée de commande.
5.3.2 Développement des lois de commande
Le principe de l’I&I est d’atteindre l’objectif du contrôle en immergeant le système
dans une dynamique cible désirée. Pour concevoir le contrôleur, certaines hypothèses
doivent être vérifiées : le système et la dynamique cible doivent tous les deux avoir
leur équilibre à l’origine. L’immersion du système est réalisée par le choix d’une
variété rendue attractive et invariante. Ainsi, la commande consiste à amener l’état
du système vers cette variété.
Considérons maintenant le modèle de dynamique du véhicule (5.18). Comme men-
tionné précédemment, l’objectif principal de la commande latérale est d’annuler
l’erreur de déplacement latéral par rapport à une trajectoire donnée, i.e. e = e˙ = 0 à
l’équilibre. La dynamique cible est par conséquent choisie de manière à être l’image
du système (5.18) quand e = e˙ = 0. Plus précisément, le vecteur d’état cible est
(ξ1, ξ2), où ξ1 et ξ2 représentent β˜ et ˙˜ψ respectivement, quand e = e˙ = 0. Il est à
noter que pour e = e˙ = 0, nous avons aussi e¨ = 0. La dynamique cible peut être
exprimée comme suit,
[
ξ˙1
ξ˙2
]
=
[
0 −1
µCr(Lf+Lr)
Iz
−µLrCr(Lf+Lr)
IzVx
] [
ξ1
ξ2
]
(5.19)
Proposition 1. La dynamique cible (5.19) a un équilibre globalement asymptoti-
quement stable à l’origine (0, 0).
Démonstration. La dynamique du vecteur d’état ξ = [ξ1, ξ2] peut être écrite sous la
forme ξ˙ = Cξ, avec
C =
[
0 −1
µCr(Lf+Lr)
Iz
−µLrCr(Lf+Lr)
IzVx
]
(5.20)
Le polynôme caractéristique est donné par
det(sI − C) = s2 + µLrCr(Lf + Lr)
IzVx
s+ µCr(Lf + Lr)
Iz
(5.21)
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La matrice C vérifie le critère de stabilité de Routh-Hurwitz (Vx > 0), ce qui donne
le résultat attendu (la dynamique cible (5.19) a un équilibre globalement asympto-
tiquement stable). 
Proposition 2. Considérons le système (5.18) qui a un équilibre globalement asymp-
totiquement stable à l’origine. De plus, le sous-système (5.19), qui est une image du
système (5.18) pour e = e˙ = 0, a un équilibre globalement asymptotiquement stable à
l’origine. Donc, le système (5.18) est «stabilisable au sens I&I» avec la dynamique
cible (5.19).
5.3.2.1 Choix de la variable d’immersion z vers la variété identique à la
variable de glissement s du SMC
Démonstration. Pour prouver la stabilité asymptotique globale du système bou-
clé, nous montrerons que le système bouclé est équivalent à une interconnexion en
cascade de deux sous-systèmes globalement asymptotiquement stables ayant une
trajectoire bornée [Kokotovic and Marino, 1986].
Nous définissons la variable d’immersion vers la variété par :
z0 = e˙+ λe, avec λ > 0 (5.22)
Nous devons déterminer une entrée δ˜ telle que les trajectoires du système bouclé
restent bornées et convergent vers zéro. Il faut remarquer que lorsque z0 → 0, e
converge asymptotiquement vers zéro, avec un taux de convergence exponentielle
λ, ce qui donne le résultat souhaité. Ceci est analogue au principe du SMC, où les
trajectoires du système sont contraintes d’atteindre la surface de glissement s en un
temps fini, et d’y rester. Dans les SMC, une convergence en temps fini est garantie par
une loi de commande discontinue. Dans le contrôleur I&I, la convergence pourrait
être asymptotique. On choisit une convergence exponentielle pour z0 :
z˙0 = −Kz0, avec K > 0. (5.23)
où K représente le taux de convergence exponentielle de z0 vers zéro. La figure 5.2
illustre la stratégie de contrôleur I&I. La variable z0 converge vers 0, et ensuite e
converge vers 0. Le système est ainsi immergé dans la dynamique cible et converge
vers l’origine.
En remplaçant z˙0 (5.23) et z0 (5.22) par leurs expressions, l’entrée de commande
correspondante pour (5.18) qui amène le système en (5.19) est donnée par :
δ˜0 = −m(K + λ)
µCf
e˙− mKλ
µCf
e+ Cf + Cr
Cf
β˜ + LfCf − LrCr
CfVx
˙˜ψ (5.24)
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Figure 5.2 : Stratégie de commande du contrôleur I&I
Le système en boucle fermée (équations (5.18)+ (5.24)) devient :
˙˜β
¨˜ψ
e¨
e˙
 =
[ A11 A12
A21 A22
] 
β˜
˙˜ψ
e˙
e
 (5.25)
avec,
A11 =
[
0 −1
µCr(Lf+Lr)
Iz
−µLrCr(Lf+Lr)
IzVx
]
= C,
A12 =
 − (K+λ)Vx −KλVx
−Lfm(K+λ)
Iz
−LfmKλ
Iz
 ,
A21 =
[
0 0
0 0
]
,
A22 =
[ −(K + λ) −Kλ
1 0
]
.
Le système en boucle fermée peut être interprété comme l’interconnexion de deux
sous-systèmes : S1 avec les variables d’état (β˜ et ˙˜ψ), et S2 avec les variables d’état
(e˙ et e).
Le sous-système S2 combine et représente la dynamique des variables z0 et e et est
donné par :[
e¨
e˙
]
=
[ −(K + λ) −Kλ
1 0
] [
e˙
e
]
(5.26)
52
5.3 Contrôle latéral du véhicule autonome par I&I
Proposition 3. Le sous-système S2 a un équilibre globalement asymptotiquement
stable à l’origine (0, 0).
Démonstration. La dynamique du vecteur d’état ζ = [e˙, e] peut être écrite sous la
forme : ζ˙ = A22ζ.
La matrice A22 vérifie le critère de stabilité de Routh-Hurwitz pour tous λ > 0 et
K > 0, donc le sous-système S2 a un équilibre globalement asymptotiquement stable
à l’origine (0, 0). 
Le sous-système S1 dépend du sous-système S2 via la matrice A12. définissant u˜0 =
(K + λ)e˙+Kλe, le sous-système S1 en boucle fermée a la forme : ˙˜β¨˜ψ
 = C [ β˜˙˜ψ
]
+
[ − 1
Vx
−Lfm
Iz
]
u˜0 (5.27)
Finalement, il est clair que lorsque S2 converge vers (0, 0), l’entrée u˜ du sous-système
S1 converge vers zéro. Le système S1 converge vers le sous-système cible (5.19), dont
la dynamique est stable et converge vers (0, 0). Nous avons déjà démontré plus haut
que cette dynamique cible a un équilibre globalement asymptotiquement stable à
l’origine. En conséquence, les trajectoires du système bouclé sont bornées, ce qui
donne le résultat souhaité. 
Pour rappel, l’entrée de commande δ˜0 est obtenue en remplaçant z˙0 et z0 par leurs
expressions en (5.23). Elle est donnée par :
δ˜0 = −m(K + λ)
µCf
e˙− mKλ
µCf
e+ Cf + Cr
Cf
β˜ + LfCf − LrCr
CfVx
˙˜ψ (5.28)
Enfin, l’entrée de commande appliquée au système (5.13), obtenue à partir des équa-
tions (5.24), (5.15-5.17) est :
δI&IV 0 = δ˜0 + δ? = −m(K+λ)µCf e˙− mKλµCf e+
Cf+Cr
Cf
β + LfCf−LrCr
CfVx
ψ˙ + mV 2x
µCf
ρ (5.29)
5.3.2.2 Choix de la variable d’immersion z vers la variété différente de la
variable de glissement s du SMC
Le contrôleur par mode glissant, développé précédemment, peut être interprété
comme un PID non linéaire. En prenant s identique à z, on obtient un contrô-
leur I&I qui a la structure d’un PD (voir l’équation 5.29). Afin que le contrôleur
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soit robuste par rapport aux perturbations et aux incertitudes paramétriques, nous
définissons un z différent de s. Soit :
z = e˙+ λ1e+ λ2
Tˆ
0
e.dt, avec λ1 > 0, λ2 > 0 (5.30)
Démonstration. Le raisonnement est le même, nous devons déterminer une entrée δ˜
telle que les trajectoires du système bouclé restent bornées et convergent vers zéro.
En imposant une convergence exponentielle à z, on aura :
z˙ = −Kz, avec K > 0. (5.31)
En remplaçant z˙ (5.31) et z (5.30) par leurs expressions, l’entrée de commande
correspondante pour (5.18) qui amène le système en (5.19) est donnée par :
δ˜ = −m(K+λ1)
µCf
e˙− m(Kλ1+λ2)
µCf
e− mKλ2
µCf
T´
0
e.dt+ Cf+Cr
Cf
β˜ + LfCf−LrCr
CfVx
˙˜ψ (5.32)
Le système en boucle fermée (équations (5.18)+ (5.32)) devient :
˙˜β
¨˜ψ
e¨
e˙
e
 =
[ B11 B12
B21 B22
]

β˜
˙˜ψ
e˙
e´
e
 (5.33)
avec,
B11 = A11 =
[
0 −1
µCr(Lf+Lr)
Iz
−µLrCr(Lf+Lr)
IzVx
]
= C,
B12 =
 − (K+λ1)Vx − (Kλ1+λ2)Vx −Kλ2Vx
−Lfm(K+λ1)
Iz
−Lfm(Kλ1+λ2)
Iz
−LfmKλ2
Iz
 ,
B21 =
 0 00 0
0 0
 ,
B22 =
 −(K + λ1) −(Kλ1 + λ2) −Kλ21 0 0
0 1 0
 .
Définissons u˜ = (K + λ1)e˙+ (Kλ1 + λ2)e+Kλ2
T´
0
e.dt, le système en boucle fermée
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devient : ˙˜β¨˜ψ
 = C [ β˜˙˜ψ
]
+
[ − 1
Vx
−Lfm
Iz
]
u˜ (5.34)
Le système en boucle fermée peut être interprété comme l’interconnexion de deux
sous-systèmes. Le sous-système S1 avec les variables d’état (β˜ et ˙˜ψ), comme pré-
cédemment. Et le sous-système S3 = B22 (avec les variables d’état e˙, e et
´
e).
Le sous-système S3 combine et représente les interactions entre la dynamique des
variables z et e, qui assurent la convergence des deux variables.
Proposition 4. Le sous-système S3 a un équilibre globalement asymptotiquement
stable à l’origine (0, 0).
Démonstration. La dynamique du système S3 a comme équation caractéristique :
P (s) = s3 + (K + λ1)s2 + (Kλ1 + λ2)s+Kλ2 (5.35)
Cette équation vérifie le critère de stabilité de Routh-Hurwitz pour tous λ1 > 0, λ2 >
0 et K > 0, donc le sous-système S3 a un équilibre globalement asymptotiquement
stable. 
Finalement, il est clair que lorsque S3 converge vers (0, 0), l’entrée u˜ du sous-système
S1 converge vers zéro. Le système S1 converge vers le sous-système cible (5.19), dont
la dynamique est stable et converge vers (0, 0). 
Ce contrôleur I&I garantit la stabilité du système, pour tous les gains choisis positifs
λ1 > 0, λ2 > 0 et K > 0. C’est un résultat très important qui peut révéler certaines
propriétés du système (passivité). Les paramètres K, λ1 et λ2 doivent être choisis
de manière à assurer les performances souhaitées.
L’entrée de commande appliquée au système (5.13), obtenue à partir des équations
(5.32), (5.15-5.17) est donnée par :
δI&I = δ˜ + δ? = −m(K+λ1)µCf e˙−
m(Kλ1+λ2)
µCf
e− mKλ2
µCf
T´
0
e.dt
+ Cf+Cr
Cf
β + LfCf−LrCr
CfVx
ψ˙ + mV 2x
µCf
ρ
(5.36)
Cette loi de commande I&I peut être interprétée comme un retour d’état dyna-
mique plus un contrôleur PID, avec des gains adaptatifs en fonction des paramètres
du système, pour garantir une robustesse donnée. Le retour d’état dynamique offre
une compensation de certaines dynamiques du système, afin de converger plus ra-
pidement vers l’état désiré. D’autre part, le régulateur PID permet d’assurer la
convergence et d’annuler l’effet des incertitudes paramétriques et des perturbations.
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5.3.3 Analyse de la dynamique cible
L’analyse de la dynamique cible révèle le comportement de la dynamique interne. Si
une modification de cette dynamique interne est nécessaire, cela pourrait alors être
réalisé en agissant sur la commande.
La dynamique cible (5.19) est tout simplement la dynamique de l’angle de dérive et
la vitesse de lacet avec la courbure ρ comme entrée exogène. Cette dynamique est
donnée par l’équation suivante :
[
β˙
ψ¨
]
= C
[
β
ψ˙
]
+
[
Vx
LfmV
2
x
Iz
]
ρ (5.37)
où, pour une courbure donnée ρ, β et ψ˙ convergent respectivement vers β? et ψ˙?.
Dans cette section, nous étudions la réponse de la fonction de transfert entre l’entrée
(la courbure) et la sortie (les variables dynamiques). Nous verrons l’influence que la
vitesse, le type de route, et la masse du véhicule ont sur la réponse du système dans
le domaine temporel.
Les fonctions de transfert de β(s) et ψ˙(s) par rapport à l’entrée ρ sont des fonctions
du second ordre avec un degré relatif de 1. La fonction de transfert ψ˙(s)/ρ(s) est à
phase minimale pour toutes les variations de paramètres possibles.
La fonction de transfert β(s)/ρ(s) est à phase minimale pour tout Vx < V0 avec :
V0 =
√√√√µLrCr(Lf + Lr)
Lfm
(5.38)
En utilisant les paramètres du véhicule expérimental DYNA, donnés dans le tableau
7.1, la vitesse limite de l’équation (5.38) correspond à Vx < 16.5m/s ' 60km/h.
Les figures 5.3, 5.4 et 5.5 sont les réponses indicielles pour une courbure ρ =
0.002m−1, avec une condition initiale nulle.
La figure 5.3 montre les réponses à un échelon de courbure, de l’angle de dérive et
de la vitesse de lacet pour des variations de la vitesse longitudinale allant de 5m/s à
40m/s, sur une route sèche (µ = 1). Pour Vx > V0, nous notons une grande variation
de l’amortissement (diminution). Les réponses β(t) et ψ˙(t) ont un comportement
dynamique très similaire (amortissement des oscillations, temps de réponse).
A basse vitesse, la dynamique du véhicule se comporte bien, sans dépassement ou
oscillations. Lorsque l’adhérence de la route diminue ou la vitesse augmente, les ré-
ponses à un échelon de courbure tendent à avoir des dépassements et des oscillations.
La tendance accrue à avoir des oscillations indique l’influence croissante du zéro et
la diminution de l’amortissement des pôles. La variation de l’adhérence de la route
affecte l’amplitude des oscillations et la valeur finale de β(t).
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Figure 5.3 : Réponses à un échelon de courbure : Variations de la vitesse (entrée
dans un virage)
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Figure 5.4 : Réponses à un échelon de courbure : Variations de l’adhérence de la
route pour Vx = 20m/s ' 72km/h
Cette étude nous montre que la dynamique cible reste stable quelles que soient les
variations des paramètres. Nous pourrions dans le futur si nécessaire modifier son
comportement en ajoutant une entrée de commande pour améliorer les performances
des contrôleurs I&I quand la dynamique cible elle est atteinte.
5.4 Conclusion
Dans ce chapitre, nous avons présenté l’utilisation du principe d’immersion et d’in-
variance pour développer des contrôleurs permettant d’assurer un contrôle latéral
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Figure 5.5 : Réponses à un échelon de courbure : Variations de la masse pour
Vx = 20m/s
du véhicule. Cette nouvelle stratégie (I&I) permet d’obtenir des lois de commande
continues. En outre, elle permet une prise en compte plus importante du modèle du-
rant la conception du contrôleur et nous a permis de prouver un critère de stabilité
robuste du système bouclé pour tous gains positifs du contrôleur (ce qui ne fut pas
le cas pour le contrôleur SMC).
La validation de ces lois de commande est présentée dans le chapitre 7. Les différents
tests effectués mettent en évidence les améliorations apportées par cette nouvelle
stratégie. En outre, le contrôleur I&I est plus robuste aux variations de courbures
donc plus approprié pour les manœuvres d’urgence (évitement de collisions). Ce
contrôleur permet d’obtenir des performances équivalentes, voire meilleures que le
contrôleur SMC.
Les résultats de stabilité obtenus suite au développement de ces contrôleurs (I&I)
nous ont conduits à étudier les propriétés intrinsèques du modèle (passivité). Dans
le prochain chapitre, nous présenterons cette analyse.
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Analyse des propriétés de passivité de
la dynamique latérale et conception
de contrôleurs basés sur la passivité
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6.1 Introduction
La conception du contrôleur I&I [Tagne et al., 2013b], développé dans le précé-
dent chapitre, nous a permis de prouver un critère de stabilité robuste du système
bouclé. En effet, nous avons montré que le système bouclé est stable pour tous les
gains du contrôleur positifs. Ce résultat nous a conduit à étudier les propriétés de
passivité entre différentes variables (entrées-sorties) du système dans l’optique de
concevoir des contrôleurs robustes. Dans ce chapitre, nous établissons les propriétés
de passivité entre les entrées et les sorties. Ensuite, nous développons un contrôleur
imbriqué basé sur ces propriétés.
6.2 Passivité : concepts de base
6.2.1 Définition
La passivité est une notion utilisée dans plusieurs domaines de la science, qui permet
de mieux comprendre certains phénomènes physiques. La théorie de la passivité est
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un cadre permettant d’analyser des systèmes et de concevoir des contrôleurs utilisant
une description des entrées-sorties, basée sur des considérations énergétiques. L’idée
principale est qu’un très large nombre de systèmes physiques ont certaines propriétés
de passivité entre les entrées-sorties.
Le lemme de Kalman-Yakubovich-Popov (KYP) est considéré comme un outil très
important dans la théorie des systèmes et du contrôle. Pour démontrer la passivité
d’une sortie vis à vis d’une entrée, ce lemme sera utilisé. Il établit une équivalence
entre les conditions dans le domaine fréquentiel (système à partie réelle positive),
dans le domaine temporel, et sous forme de représentation d’état. Le lemme de KYP
est donné par :
Lemme 1. (lemme de KYP) [Lozano et al., 2000]
Dans le domaine fréquentiel :
Considérons H(s) fonction de transfert et <() un opérateur qui retourne la partie
réelle. H(s) est à partie réelle positive (PR) si et seulement si :{
H(s) est stable
< [H(jω)] ≥ 0, ∀ω ∈ R (6.1)
Dans le domaine temporel :
Un système avec une entrée u et une sortie y, où u(t), y(t) ∈ Rn, est passif s’il
existe une constante υ telle que :
Tˆ
0
yT (t)u(t) ≥ υ (6.2)
pour toute fonction u et tout T ≥ 0.
Sous-forme de représentation d’état :
Considérons un système décrit par la représentation d’état suivante : x˙ = Ax+ Bu
et y = Cx + Du, où x ∈ Rn, u, y ∈ Rm avec n ≥ m. La fonction de transfert
H(s) = CT (sI−A)−1B+D, avec A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n, D ∈ Rm×m est
PR avec H(s) ∈ Rm×m, si et seulement si il existe des matrices P > 0, P ∈ Rn×n,
L ∈ Rn×m et W ∈ Rm×m telles que :
PA+ ATP = −LLT
PB − CT = −LW
D +DT = W TW
(6.3)
Remarque : Compte tenu des conditions ci-dessus, il est clair qu’un système in-
stable ou un système à phase non-minimale n’est pas à partie réelle positive. En
outre, si une fonction de transfert H(s) est à partie réelle positive (PR), son inverse
1/H(s) l’est aussi [Ioannou and Tao, 1987].
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Les systèmes passifs sont une classe de systèmes dynamiques dont l’énergie échangée
joue un rôle central. Un système passif ne peut pas stocker plus d’énergie que ce
qui lui est fourni, ce qui reflète un critère de stabilité fort. Ainsi, un système passif
est à la fois stable et robuste par rapport aux incertitudes paramétriques. On peut
donc rechercher la passivité comme un moyen d’imposer une stabilité robuste. Ceci
est particulièrement pertinent dans les applications de véhicules intelligents, compte
tenu des variations et des incertitudes paramétriques (vitesse, courbure, masse, co-
efficient de rigidité du pneu, adhérence de la route, etc.).
6.2.2 Interconnexion de systèmes passifs
L’interconnexion de systèmes passifs a été étudiée dans la littérature, notamment le
re-bouclage et la mise en cascade.
Le corollaire suivant (corollaire 4.1 dans [Lozano et al., 2000]) rappelle une propriété
très utilisée pour montrer la stabilité de deux systèmes passifs ayant une intercon-
nexion négative (rétroaction).
Corollaire 1. Considérons le schéma de la figure 6.1. Ce système bouclé est stable
si l’une des conditions suivantes est vérifiée :
– S1 est Passif (P) et S2 est Strictement Passif (SP) ;
– S1 est Strictement Passif (SP) et S2 est Passif.
Figure 6.1 : Interconnexion : re-bouclage de systèmes passifs
Corollaire 2. Considérons le schéma de la figure 6.2. Le système résultant de cette
mise en cascade est passif si l’une des conditions suivantes est vérifiée (satisfaite) :
– S1 est Passif et S2 est Strictement Passif ;
– S1 est Strictement Passif et S2 est Passif.
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Figure 6.2 : Interconnexion en cascade de deux systèmes passifs
6.2.3 Commande par passivité
Le terme « commande par passivité » (PBC -"Passivity-Based Control") a été intro-
duite en 1989 pour définir une méthodologie de commande ayant pour objectif de
rendre passif le système bouclé (système + contrôleur)[Ortega and Spong, 1989]. Ces
propriétés de passivité garantissent la stabilité et la robustesse du système bouclé.
Deux approches sont utilisées dans la littérature pour concevoir des contrôleurs par
la stratégie de commande par passivité (PBC) :
– en choisissant une fonction d’énergie appropriée qui garantira la passivité du sys-
tème bouclé (ainsi, le système bouclé est rendu passif par la commande)[Ortega
and Spong, 1989] ;
– en se basant sur les propriétés de passivité du système ainsi que celles de l’inter-
connexion des systèmes passifs [Lozano et al., 2000].
6.3 Analyse des propriétés de passivité de la
dynamique latérale
A notre connaissance, et après avoir effectué une large étude bibliographique, les ca-
ractéristiques intrinsèques de la dynamique latérale du véhicule n’ont jamais été étu-
diées en terme énergétique ou de propriétés de passivité. Toutefois, si ces propriétés
existent, elles pourraient permettre une compréhension plus approfondie du système
ainsi que ses interconnexions internes. Cela permettrait de faciliter la conception des
contrôleurs robustes basés sur les caractéristiques intrinsèques du système.
Nous étudierons la passivité, afin d’analyser le comportement fréquentiel et de déter-
miner les sorties passives permettant de commander facilement le système. L’intérêt
de la passivité découle du re-bouclage des systèmes passifs. En effet, Il y a stabilité
interne quand on reboucle une sortie passive avec un contrôleur passif (figure 6.1).
On peut donc rechercher la passivité comme moyen d’imposer la stabilité robuste.
Cette démarche est particulièrement pertinente dans les applications de contrôle la-
téral des véhicules intelligents où le contrôleur doit garantir une stabilité robuste
pour une conduite à grande vitesse, ainsi qu’une robustesse par rapport aux incer-
titudes paramétriques et aux perturbations.
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Soit le modèle bicyclette donnée en termes d’angle de dérive β et de vitesse de lacet
ψ˙ : 
β˙ = −µ(Cf+Cr)
mVx
β −
(
1 + µ(LfCf−LrCr)
mV 2x
)
ψ˙ + µCf
mVx
δ
ψ¨ = −µ(LfCf−LrCr)
Iz
β − µ(L
2
f
Cf+L2rCr)
IzVx
ψ˙ + µLfCf
Iz
δ
(6.4)
où β, ψ et δ représentent respectivement les angles de dérive, de lacet du véhicule
et de braquage au niveau du pneu.
Comme nous l’avons vu au paragraphe 5.3.1, la reformulation de ce modèle, avec
comme vecteur d’état (x = β˜, ˙˜ψ, e˙, e)> qui a son équilibre à l’origine, est donnée
par :
˙˜x = Ax˜+B1δ˜ (6.5)
où,
A =

−µ(Cf+Cr)
mVx
−1− µ(LfCf−LrCr)
mV 2x
0 0
−µ(LfCf−LrCr)
Iz
−µ(L
2
f
Cf+L2rCr)
IzVx
0 0
−µ(Cf+Cr)
m
−µ(LfCf−LrCr)
mVx
0 0
0 0 1 0
 B1 =

µCf
mVx
µLfCf
Iz
µCf
m
0
 . (6.6)
Nous analyserons dans les sections suivantes, les propriétés de passivité de ce système
(6.5)-(6.6) qui modélise la dynamique latérale (dérive, lacet, erreur latérale).
6.3.1 Passivité de l’entrée-sortie δ˜ → e¨
6.3.1.1 Cas 1 : Adhérence de la route µ = 1
Proposition 5. L’entrée-sortie δ˜ → e¨ est fortement strictement passive
pour tout µ = 1.
Démonstration. La preuve de la forte stricte passivité de l’entrée-sortie δ˜ → e¨ est
établie en montrant que la fonction de transfert H0(s) est fortement strictement à
partie réelle positive (SSPR-"Strongly Strictly Positive Real").
Considérons le système (6.5)-(6.6), on peut montrer que la fonction de transfert
H0(s) entre l’entrée δ˜ et la sortie e¨ est donnée par :
H0(s) =
e¨(s)
δ˜(s)
= a0s
2 + b0s+ c0
s2 + d0s+ f0
(6.7)
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où, 
a0 = Cfm
b0 = LrCfCr(Lf+Lr)mIzVx
c0 = CfCr(Lf+Lr)mIz
d0 = (Cf+Cr)mVx +
(L2
f
Cf+L2rCr)
IzVx
f1 = CfCr(Lf+Lr)
2
mIzV 2x
f2 = (LrCr−LfCf )Iz
f0 = CfCr(Lf+Lr)
2
mIzV 2x
+ (LrCr−LfCf )
Iz
= f1 + f2
(6.8)
La fonction de transfert H0(s) a un degré relatif nul. Par conséquent, selon le lemme
de KYP (dans le domaine fréquentiel), la preuve de la forte stricte passivité de
l’entrée-sortie δ˜ → e¨ revient à vérifier que :
<[H0(jω)] ≥ ζ > 0,∀ω ∈ (−∞,+∞), (6.9)
Quelles que soient les incertitudes et les variations rencontrées, les paramètres du
modèle (Cf , Cr, Lf , Lr,m, Iz) sont toujours positifs. Ainsi, les coefficients a, b, c, d, f
de H0(s) sont toujours positifs. Notez que f0 est toujours positif, bien qu’une partie
de f0 (sa seconde fraction f2) peut être négative.
Selon le critère de Routh-Hurwitz, les zéros ainsi que les pôles de H0(s) sont stric-
tement stables, donc H0(s) est à phase minimale et Hurwitz. Posons s = jω, la
réponse en fréquence de H0(s) (6.7) est donnée par :
H0(jω) =
−a0ω2 + b0jω + c0
−ω2 + d0jω + f0 =
RN0 + jIN0
RD + jID
(6.10)
où RN0, IN0, RD et ID sont les parties réelles et imaginaires du numérateur et du
dénominateur, respectivement données par :
RN0 = c0 − a0ω2, IN0 = b0ω
RD = f0 − ω2, ID = d0ω
Ainsi, nous aurons
< [H0(jω)] = RN0RD + IN0ID
R2D + I2D
(6.11)
Sachant que R2D + I2D > 0, <[H0(jω)] est positif si et seulement si RN0RD + IN0ID >
0.
RN0RD + IN0ID = a0ω4 + (b0d0 − a0f0 − c0)ω2 + c0f0 (6.12)
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Compte tenu de l’ordre de grandeur des paramètres mentionnés ci-dessus et quelle
que soit Vx > 0, on peut conclure que :
a0 > 0
c0f0 > 0
b0d0 − a0f0 − c0 n’est pas toujours positif.
(6.13)
Etant donné que (b0d0 − a0f0 − c0) n’est pas toujours positif, posons x = ω2, ainsi
RN0RD + IN0ID = f(x) = a0x2 + (b0d0 − a0f0 − c0)x+ c0f0 (6.14)
La dérivée de cette fonction est égale à zéro pour
x0 =
b0d0 − a0f0 − c0
−2a0
Ainsi, l’unique extremum de la fonction est
f(x0) =
(b0d0 − a0f0 − c0)2
−4a0 + c0f0 > 0 (6.15)
En outre, étant donné que f(0) = c0f0 > 0 et f(∞)→ a0 > 0, on a
f(x) = RN0RD + IN0ID ≥ ζ0 > 0 (6.16)
De plus, étant donné que
lim
ω→∞<[H0(jω)] = a0 > 0 (6.17)
et
lim
ω→0<[H0(jω)] =
c0
f0
> 0 (6.18)
on peut prouver que :
<[H0(jω)] ≥ ζ > 0,∀ω ∈ (−∞,+∞) (6.19)
par conséquent, la fonction de transfert H0(s) est fortement strictement à partie
réelle positive (SSPR) pour tout µ = 1, ce qui démontre la proposition. 
6.3.1.2 Cas 2 : Adhérence de la route µ 6= 1
Proposition 6. L’entrée-sortie δ˜ → e¨ est fortement strictement passive
pour tout µ > µ0.
Démonstration. La preuve d’une forte stricte passivité de l’entrée-sortie δ˜ → e¨ est
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établie montrant que la fonction de transfertH0(s) est fortement strictement à partie
réelle positive (SSPR).
Comme précédemment, on peut montrer que la fonction de transfert H0(s) entre
l’entrée δ˜ et la sortie e¨ est donnée par :
H0(s) =
e¨(s)
δ˜(s)
= as
2 + bs+ c
s2 + ds+ f (6.20)
où, 
a = µCf
m
= µa0
b = µ
2LrCfCr(Lf+Lr)
mIzVx
= µ2b0
c = µ
2CfCr(Lf+Lr)
mIz
= µ2c0
d = µ(Cf+Cr)
mVx
+
µ(L2
f
Cf+L2rCr)
IzVx
= µd0
f = µ
2CfCr(Lf+Lr)2
mIzV 2x
+ µ(LrCr−LfCf )
Iz
= µ2f1 + µf2
(6.21)
La fonction de transfert H0(s) a un degré relatif nul. Par conséquent, selon le lemme
de KYP (dans le domaine fréquentiel), la preuve de la forte stricte passivité (SSPR)
de l’entrée-sortie δ˜ → e¨ revient à vérifier que :
<[H0(jω)] ≥ ζ > 0,∀ω ∈ (−∞,+∞), (6.22)
Quelles que soient les incertitudes et les variations rencontrées, les paramètres du
modèle (Cf , Cr, Lf , Lr, m, Iz et µ) sont toujours positifs. Ainsi, les coefficients
a, b, c, d, f de H0(s) sont toujours positifs.
Selon le critère de Routh-Hurwitz, les zéros ainsi que les pôles de H0(s) sont stric-
tement stables, donc H0(s) est à phase minimale et Hurwitz. Posant s = jω, la
réponse fréquentielle de H0(s) est :
H0(jω) =
−aω2 + bjω + c
−ω2 + djω + f =
RN0 + jIN0
RD + jID
(6.23)
où RN0, IN0, RD et ID sont les parties réelles et imaginaires du numérateur et du
dénominateur, respectivement données par :
RN0 = c− aω2, IN0 = bω
RD = f − ω2, ID = dω
Ainsi, nous aurons
< [H0(jω)] = RN0RD + IN0ID
R2D + I2D
(6.24)
Sachant que R2D + I2D > 0, <[H0(jω)] est positif si et seulement si RN0RD + IN0ID >
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0.
RN0RD + IN0ID = aω4 + (bd− af − c)ω2 + cf (6.25)
Compte tenu de l’ordre de grandeur des paramètres mentionnés ci-dessus et quelle
que soit Vx > 0, on peut conclure que :
a > 0
cf > 0
bd− af − c n’est pas toujours positif.
(6.26)
Etant donné que (bd− af − c) n’est pas toujours positif, posons x = ω2, ainsi
RN0RD + IN0ID = f(x) = ax2 + (bd− af − c)x+ cf (6.27)
La dérivée de cette fonction est égale à zéro pour
x0 =
bd− af − c
−2a
Ainsi, l’unique extremum de la fonction est
f(x0) =
(bd− af − c)2
−4a + cf (6.28)
Sachant que,
lim
ω→∞<[H0(jω)] = a > 0 (6.29)
et
lim
ω→0<[H0(jω)] =
c
f
> 0, (6.30)
il suffit de montrer que f(x0) > 0 pour prouver que la fonction de transfert H0 est
à partie réelle fortement strictement positive.
f(x0) > 0 (6.28) équivaut à
4c0a0f1µ3 + 4c0a0f2µ2 + (b0d0 − a0f1)µ− af2 − c0 > 0 (6.31)
Cette inégalité montre clairement que la passivité du transfert entre l’erreur latérale
et δ˜ dépend du coefficient d’adhérence de la chaussée µ. Le tableau 6.1 présente
une liste des valeurs de µ pour différents états de la chaussée [Kiencke and Nielsen,
2005].
Dans le paragraphe précédent, nous avons montré que pour µ = 1, f(x0) > 0.
L’équation (6.31) montre clairement que lorsque µ→ 0, f(x0) < 0. De plus, f(x0(µ))
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Table 6.1: Coefficient d’adhérence µ pour différents types de chaussée
Type de chaussée Coefficient d’adhérence maximale µ
Sèche 0.9-1.2
Mouillée 0.5-0.89
Enneigée 0.2-0.49
Glacée 0.01-0.19
est une fonction croissante de µ. Il existe donc un µ0 telle que f(x0(µ0)) = 0.
Ainsi, nous avons montré que ∀µ > µ0 :
<[H0(jω)] ≥ ζ > 0,∀ω ∈ (−∞,+∞) (6.32)

Pour avoir un ordre de grandeur de µ0. Considérant les paramètres du véhicule
expérimental du laboratoire (DYNA), pour une variation de la vitesse longitudinale
de 1 à 40m/s, nous obtenons µ0 = 0.012.
Il est important de souligner que la valeur de µ0 est relativement faible, correspon-
dant à une chaussée très glacée. En d’autres termes, pour une conduite sur une
chaussée sèche, mouillée ou enneigée, la fonction de transfert H0(s) est fortement
strictement passive.
6.3.2 Passivité de l’entrée-sortie δ˜ → e˙
Proposition 7. L’entrée-sortie δ˜ → e˙ est passive (P) pour tout µ > µ0..
Démonstration. La fonction de transfert H1(s) de la sortie e˙ par rapport à l’entrée
δ˜ est donnée par :
H1(s) =
1
s
H0(s) (6.33)
Compte tenu de la stricte passivité de la sortie e¨ par rapport à l’entrée δ˜ pour tout
µ > µ0, la preuve de la passivité de la sortie e˙ est établie en utilisant la mise en
cascade d’un intégrateur avec un système strictement passif.
Considérons le schéma de la figure 6.3, nous avons :
Tˆ
0
e˙(t)δ˜(t)dt =
Tˆ
0
e¨(t)δ˜(t)dt+
Tˆ
0
e˙(t)e¨(t)dt (6.34)
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Figure 6.3 : Schéma de connexion en cascade
La stricte passivité de H0 garantit que
Tˆ
0
e¨(t)δ˜(t)dt > 0 pour tout T. (6.35)
En outre, il est facile de montrer que :
Tˆ
0
e˙(t)e¨(t)dt ≥ −12 e˙(0)
2 = υ (6.36)
Finalement, on obtient :
Tˆ
0
e˙(t)δ˜(t)dt ≥ υ (6.37)
Donc, l’entrée-sortie δ˜ → e˙ est passive. En effet, la fonction de transfert H1(s) est la
mise en cascade d’un intégrateur avec la fonction de transfert fortement strictement
à partie réelle positive H0(s). Par conséquent, H1(s) est à partie réelle positive, ce
qui donne le résultat souhaité. Pour plus de détails voir [Lozano et al., 2000]. 
6.3.3 Stricte passivité de l’entrée-sortie δ˜ → ˙˜ψ
Proposition 8. L’entrée-sortie δ˜ → ˙˜ψ est Strictement Passive.
Démonstration. La fonction de transfert H2(s) de l’erreur de vitesse de lacet ˙˜ψ par
rapport à l’entrée δ˜ est donnée par :
H2(s) =
˙˜ψ(s)
δ˜(s)
= gs+ h
s2 + ds+ f (6.38)
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où, 
d et f ont été définis précédemment (6.21),
g = µLfCf
Iz
h = µ(Cf+Cr)(Lf+Lr)
mIzVx
(6.39)
Les coefficients d, f , g et h sont positifs. Donc, selon le critère de Routh-Hurwitz,
les zéros ainsi que les pôles de H2(s) sont strictement stables. La preuve de la stricte
passivité de l’entrée-sortie δ˜ → ˙˜ψ est établie en montrant que la fonction de transfert
H2(s) est à partie réelle strictement positive (SPR).
Etant donné que la fonction de transfert H2(s) a un degré relatif égal à 1, la SPR
est établie en vérifiant les conditions suivantes :
(P1) < [H2(jω)] > 0,∀ω ∈ (−∞,+∞),
(P2) lim
ω→∞ω
2< [H2(jω)] > 0.
En effet, la réponse fréquentielle de H2(s), en posant s = jω, est
H2(jω) =
gjω + h
−ω2 + djω + f =
RN2 + jIN2
RD + jID
(6.40)
où RN2, IN2, RD et ID sont les parties réelles et imaginaires du numérateur et du
dénominateur, respectivement données par :
RN2 = h, IN2 = gω
RD = f − ω2, ID = dω
Ainsi, nous aurons,
< [H2(jω)] = RN2RD + IN2ID
R2D + I2D
(6.41)
Comme précédemment, R2D + I2D > 0, ainsi < [H2(jω)] est positif si et seulement si
RN2RD + IN2ID > 0.
RN2RD + IN2ID = (gd− h)ω2 + fh (6.42)
Compte tenu de l’ordre de grandeur des paramètres mentionnés ci-dessus et quelle
que soit Vx > 0, on a :
gd− h > 0
fh > 0
}
⇒ < [H2(jω)] > 0, ∀ω ∈ (−∞,+∞), (6.43)
(P1) est vérifiée.
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En outre,
lim
ω→∞ω
2< [H2(jω)] = gd− h > 0, (6.44)
(P2) est aussi vérifiée. Par conséquent, la fonction de transfert H2(s) est à partie
réelle strictement positive (SPR). Etant donné que lim
ω→∞<[H2(jω)] = 0. La fonction
de transfert H2(s) n’est pas à partie réelle fortement strictement positive (SSPR).

6.3.4 Caractéristiques de passivité de l’erreur d’angle de dérive β˜
Proposition 9. L’entrée-sortie δ˜ → β˜ n’est pas passive.
Démonstration. La fonction de transfert H3(s) de la sortie β˜, par rapport à l’entrée
δ˜ est donnée par :
H3(s) =
β˜(s)
δ˜(s)
= ks+ l
s2 + ds+ f (6.45)
où, 
d et f ont été défini précédemment (6.21),
k = µCf
mVx
l = µ
2LrCfCr(Lf+Lr)
mIzV 2x
− µLfCf
Iz
La fonction de transfert H3(s) a un degré relatif égal à 1. Les coefficients d, f et k
sont toujours positifs, mais l peut être positif ou négatif en fonction de la valeur de
Vx et d’autres paramètres. Lorsque l < 0, H3(s) a un zéro instable, donc n’est pas
une fonction de transfert à partie réelle positive. 
Le zéro de la fonction de transfert H3(s) est stable si et seulement si l est positif,
i.e.
−LfCf
Iz
+ µLrCfCr(Lf + Lr)
mIzV 2x
> 0,
donc pour toute vitesse Vx :
Vx <
√√√√µLrCr(Lf + Lr)
Lfm
. (6.46)
L’entrée-sortie δ˜ → β˜ est passive quand la vitesse est limitée (6.46), cette ca-
ractéristique est perdue à grande vitesse. En utilisant les paramètres du véhicule
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DYNA, donnés dans le tableau 7.1, la vitesse limite de l’équation (6.46) correspond
à Vx < 16.5m/s ' 60km/h pour une route ayant une adhérence µ = 1.
Proposition 10. L’entrée-sortie ˙˜ψ → e¨ est Strictement Passive et l’entrée-
sortie ˙˜ψ → e˙ est Passive.
Démonstration. La preuve est établie de la même manière que dans les paragraphes
précédents et est présentée en Annexe 2. 
En résumé, la figure 6.4 présente les propriétés de passivité de la dynamique latérale :
– l’erreur de la vitesse de lacet ˙˜ψ est une sortie strictement passive (SP) pour une
entrée de braquage δ˜ ;
– la dérivée de l’erreur latérale e˙ est une sortie passive (P) pour une entrée de
braquage δ˜ pour tout µ > µ0 ;
– la dérivée de l’erreur latérale e˙ est une sortie passive (P) pour une entrée l’erreur
de lacet ˙˜ψ pour tout µ > µ0 ;
– l’erreur d’angle de dérive β˜ n’est pas une sortie passive (à grande vitesse) pour
une entrée de braquage δ˜.
pour tout µ > µ0.
Figure 6.4 : Propriétés de passivité du système
6.4 Conception de contrôleurs basés sur la passivité
L’objectif principal de la commande par passivité est de rendre un système passif
en choisissant la sortie appropriée ou par l’action du contrôleur. Dans la section
précédente, nous avons montré les propriétés de passivité des différents modèles liés
aux diverses entrées et sorties. Dans cette section, nous utiliserons ces propriétés
pour la conception des contrôleurs. Nous présenterons un simple PD et un contrôleur
imbriqué (PD+PI).
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6.4.1 Contrôleur PD
Soit le schéma de la figure 6.1 où S1 est le système et S2 le contrôleur. L’analyse de
la stabilité peut être abordée selon deux points de vue.
Nous pouvons chercher une fonction d’énergie en fonction du système en boucle
fermé. Ceci peut être typiquement obtenu par une fonction de Lyapunov.
Ou encore, on peut essayer d’interpréter cette dynamique comme une interconnexion
négative de deux blocs. Plus précisément, pour des systèmes ayant des caracté-
ristiques structurelles de passivité, on peut essayer d’interpréter cette dynamique
comme une interconnexion négative de deux systèmes passifs, puis utiliser le corol-
laire 1 [Hill and Moylan, 1976] pour conclure sur la stabilité et passivité du système
bouclé.
Comme notre système a des caractéristiques de passivité, nous utiliserons le second
raisonnement qui est plus intuitif.
L’objectif du contrôle latéral d’un véhicule autonome est de minimiser l’écart latéral
entre la position du véhicule par rapport à une trajectoire de référence. Considérons
le système (6.5) ayant pour entrée l’angle de braquage δ˜ et pour sortie l’erreur
latérale e.
Le contrôleur PD appliqué à ce système engendre l’entrée de commande suivante :
δ˜ = −KDe˙−KP e (6.47)
où KD et KP sont des gains positifs.
Il est important de noter qu’un contrôleur PD avec la sortie e est équivalent à un
contrôleur PI avec la sortie passive e˙. Donc nous pouvons interpréter le système en
boucle fermée comme l’interconnexion de deux sous-systèmes avec, respectivement
les entrées u1 et u2 et les sorties y1 et y2, telles que :{
y1 = u2 = e˙
u1 = −y2 = δ˜ (6.48)
Nous avons S1 = H1 est passif (voir le paragraphe 6.3.2).
S2(s) =
KP +KDs
s
S2 est strictement passif car :
< [S2(jω)] ≥ ε > 0,∀ω ∈ (−∞,+∞)
Donc le système bouclé est stable et passif.
Le système bouclé est stable pour tous KD et KP positifs. Cela a déjà été mon-
tré dans [Rajamani, 2006]. Notons que les gains sont choisis en tenant compte de
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considérations d’ordre pratique et des performances souhaitées.
Finalement, l’entrée de commande appliquée au système (6.4) est :
δPD = δ˜ + δ? = −KP e−KDe˙+ (Lf + Lr)ρ+ mV
2
x (LrCr−LfCf )
µCfCr(Lf+Lr) ρ (6.49)
Avec un contrôleur PD classique, on obtient une stabilité robuste, cependant, les
performances dépendent des paramètres et du niveau des perturbations. Pour avoir
de bonnes performances sur une grande plage de fonctionnement, un tel contrôleur
doit être à gains adaptatifs. De plus, l’utilisation exclusive de l’erreur latérale n’est
pas suffisante pour assurer un suivi robuste de trajectoire [Li and Wang, 2007],
[Chaib et al., 2004].
En revanche, avec un PI classique, on gagne en robustesse par rapport aux pertur-
bations mais le système devient facilement instable. Dans le prochain paragraphe,
nous développerons un contrôleur imbriqué permettant d’obtenir un bon compro-
mis (stabilité robuste, robustesse par rapport aux incertitudes paramétriques) en
nous basant sur les propriétés de passivité du système. En effet, le système bouclé
préservera ses propriétés de passivité permettant d’assurer une navigation à grande
vitesse tout en ayant de bonnes performances.
6.4.2 Contrôleur imbriqué
La propriété principale utilisée dans la commande par passivité, pour des systèmes
ayant des propriétés de passivité, résulte de l’interconnexion de systèmes passifs. En
effet, la passivité est invariante par rapport à une interconnexion de rétroaction néga-
tive. Par conséquent, les systèmes passifs peuvent être décomposés en sous-systèmes
passifs et le contrôleur peut être conçu comme un système passif. Il est important
de préciser que les interconnexions passives non seulement préservent les propriétés
de passivité des sous-systèmes, mais aussi, dans certains cas, les renforcent.
Considérons le schéma de la figure 6.5, sachant que la dynamique de la vitesse de
lacet est plus rapide que celle de l’erreur latérale, on peut décomposer le contrôleur
latéral en deux contrôleurs imbriqués passifs. Ceci a un intérêt majeur car e et ˙˜ψ sont
contrôlées simultanément dans deux boucles distinctes. Nous pouvons donc conce-
voir deux contrôleurs distincts propres à chaque dynamique, basés sur les propriétés
de passivité du sous-système considéré. Dans ce paragraphe, nous développons une
stratégie de contrôle latéral en utilisant deux contrôleurs passifs permettant d’annu-
ler, dans deux boucles distinctes, l’erreur latérale et l’erreur de la vitesse de lacet.
Le contrôleur externe minimise l’erreur latérale. Le contrôleur interne minimise l’er-
reur de la vitesse de lacet en fournissant l’angle de braquage correspondant. La
particularité d’une telle stratégie est double : elle permet de concevoir un contrôleur
robuste tout en conservant les propriétés de passivité du système en boucle fermée,
permettant d’assurer de bonnes performances.
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Figure 6.5 : Stratégie de commande du contrôleur imbriqué PBC
Proposition 11. Considérons le diagramme de la figure 6.5, où la commande du
système est réalisée par deux contrôleurs PD et PI respectivement. Ce système en
boucle fermée est stable et passif.
Démonstration. Le corollaire 4.1 dans ([Lozano et al., 2000]) permet de la montrer.
Synthèse du contrôleur externe :
Ce contrôleur est conçu pour annuler l’erreur latérale e. L’entrée de commande est
l’erreur de la vitesse de lacet.
Le sous-système ∑1 : ˙˜ψ 7−→ e˙ est passif, ainsi, tout contrôleur strictement passif
garantit la stabilité et la passivité du système en boucle fermée. Nous choisissons
un simple contrôleur PI sur e˙ c’est-à-dire un contrôleur PD sur e. Nous rappelons
qu’un PI appliqué à la sortie passive e˙ est équivalent à un PD appliqué à la sortie
e. Ainsi, l’entrée de commande donnée par le contrôleur externe est donnée par :
˙˜ψ = −KD1e˙−KP1e (6.50)
où KD1 et KP1 sont des gains positifs.
Synthèse du contrôleur interne :
Ce contrôleur est conçu pour annuler l’erreur de la vitesse de lacet par rapport à
la référence donnée par le contrôleur externe. L’entrée de commande est l’angle de
braquage δ˜.
Le sous-système ∑2 : δ˜ 7−→ ˙˜ψ est strictement passif, ainsi, tout contrôleur passif
garantira la stabilité et la passivité du système en boucle fermée. Nous choisissons
un simple contrôleur PI. L’entrée de commande du contrôleur interne est donnée
par :
δ˜ = −KI2
ˆ
˙˜ψ.dt−KP2 ˙˜ψ (6.51)
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où KI2 et KP2 sont des gains positifs.
Compte tenu de la stricte passivité de la sortie ˙˜ψ pour une entrée δ˜, le système en
boucle fermée avec un contrôleur PI est stable et passif. Notons que tout contrô-
leur passif, par exemple un simple contrôleur proportionnel, permettrait d’obtenir le
même résultat. L’ajout de l’action intégrale, bien connue pour rejeter les perturba-
tions constantes, a aussi pour avantage que le contrôleur peut être implémenté sans
la connaissance de δ? , qui dépend des paramètres incertains du modèle. 
6.5 Conclusion
Dans ce chapitre, après une étude détaillée des propriétés de passivité du modèle,
deux contrôleurs basés sur ces propriétés sont proposés pour assurer le suivi robuste
de trajectoire d’un véhicule autonome. La conception de ces deux contrôleurs a été
présentée. Elle garantit une stabilité robuste (ne dépendant pas de la valeur des
paramètres du système) ainsi que la passivité du système bouclé.
Les résultats obtenus montrent qu’une plus grande prise en compte des caractéris-
tiques structurelles du modèle, lors de la conception du contrôleur, ainsi que les
propriétés de passivité du système bouclé, permettent d’améliorer considérablement
la robustesse du contrôleur pour les applications de conduite autonome ou pour
des ADAS. Pour illustrer cette amélioration, une comparaison avec les contrôleurs
développés précédemment sera présentée dans le chapitre suivant.
L’étude de la passivité a été faite en considérant la vitesse du véhicule comme un
paramètre variant. C’est une hypothèse non restrictive car la dynamique latérale
est relativement plus rapide que la dynamique longitudinale. Comme perspective,
nous ferons une étude de la robustesse du contrôleur imbriqué par une analyse
de la sensibilité comme dans [Marino et al., 2011]. Nous allons également évaluer
la robustesse par rapport aux bruits de mesures comme dans [Althoff and Dolan,
2011].
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7.1 Introduction
Dans les chapitres 4, 5 et 6, nous avons développé plusieurs contrôleurs ; commande
par mode glissant, commande par le principe d’immersion & invariance et commande
par passivité. Pour tester ces différentes lois de commande, la validation a été effec-
tuée à l’aide du simulateur de conduite SCANeRTM Studio [Scaner_url, 2014] et à
l’aide des données réelles. Ces deux environnements de test sont complémentaires et
permettent d’enrichir la validation. Par exemple, il est plus aisé de simuler (utiliser
le simulateur) une variation simultanée et importante de la vitesse et de la courbure
qu’à vouloir la reproduire à l’aide de données réelles.
Après un rappel des principales lois de commande développées, nous présenterons les
résultats obtenus durant la validation à l’aide du simulateur de conduite SCANeRTM
Studio [Scaner_url, 2014] (paragraphe 3) et la validation à l’aide des données réelles
(paragraphe 4). Nous finirons ce chapitre par les conclusions et perspectives.
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7.2 Rappel des principales lois de commande
développées
7.2.1 Contrôleur par mode glissant (chapitre 4, paragraphe 4.3)
La loi de commande du contrôleur par mode glissant développé au chapitre 4 est
donnée par (4.22, 4.23, 4.24) :
δSMC = δST + δeq (7.1)
avec
δST = δ1 + δ2

δ1 = −α1 |s|1/2 sign(s)
δ˙2 = −α2sign(s)
s = e˙+ λe
(7.2)
et
δeq =
Cf + Cr
Cf
β + LfCf − LrCr
CfVx
ψ˙ + mV
2
x
Cf
ρ− mλ
Cf
e˙ (7.3)
Pour valider cette loi de commande, nous avons utilisé les gains λ = 8, α1 =
0.008, α2 = 0.008. Ces valeurs ont été choisies en se basant sur les conditions de
stabilité du super-twisting en premier lieu, et en nous inspirant des contrôleurs si-
milaires précédemment développés dans la littérature [Hingwe and Tomizuka, 1997]
ainsi que les différents tests effectués.
7.2.2 Contrôleurs par Immersion et Invariance (chapitre 5,
paragraphe 5.3.2)
Plusieurs versions du contrôleur I&I ont été développées durant ces travaux de
recherche.
La première version I&IV 00, développée avec un modèle latéral couramment utilisé
dans la littérature et ayant comme vecteur d’état x = (ψ˜, ˙˜ψ, e˙, e)>, est présentée en
Annexe 1. Durant la validation de ce contrôleur à l’aide des données réelles, nous
avons constaté la présence d’un « offset » sur l’erreur latérale après une sollicitation
importante du véhicule (figure 7.17c). Cet « offset » est dû à l’utilisation de l’erreur
de lacet dans la loi de commande, qui est une variable bruitée difficile à estimer.
Pour résoudre ce problème, nous avons proposé une reformulation du modèle où nous
avons remplacé l’erreur de lacet par l’erreur d’angle de dérive. Cette reformulation
nous a permis de résoudre le problème d’« offset ». Elle nous a également permis de
montrer que le système bouclé est stable pour tous les gains K et λ du contrôleur,
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choisis positifs. La loi de commande de cette première version est donnée par (5.29) :
δI&IV 0 = −m(K+λ)µCf e˙− mKλµCf e+
Cf+Cr
Cf
β + LfCf−LrCr
CfVx
ψ˙ + mV 2x
µCf
ρ (7.4)
Dans cette version, la variable z a été choisie identique à la variable de glissement
s du contrôleur par mode glissant. La loi de commande résultante est équivalente
à un retour d’état dynamique et un contrôleur PD sur la sortie e (erreur latérale).
Pour améliorer sa robustesse par rapport aux perturbations et aux incertitudes, une
seconde version du contrôleur a été développée. La loi de commande de la seconde
version du contrôleur I&I est donnée par (5.36) :
δI&I = −m(K+λ1)µCf e˙−
m(Kλ1+λ2)
µCf
e− mKλ2
µCf
T´
0
e.dt+ Cf+Cr
Cf
β + LfCf−LrCr
CfVx
ψ˙ + mV 2x
µCf
ρ(7.5)
Cette nouvelle loi de commande peut être interprétée comme un retour d’état dy-
namique plus un contrôleur PID (avec des gains adaptatifs en fonction des para-
mètres du système), pour garantir la robustesse et annuler l’effet des incertitudes
paramétriques et des perturbations. Pour la validation, nous avons utilisé les gains
λ1 = λ = 8 comme pour le contrôleur SMC, λ2 = 2 et K = 2.
7.2.3 Contrôleur imbriqué passif (chapitre 6, paragraphe 6.4)
Le contrôleur imbriqué passif développé au chapitre 6 est composé de deux contrô-
leurs ; un PD et un PI. Pour le contrôleur PD, nous avons utilisé les gains :KP1 = 10,
KD1 = 1. Pour le PI, nous avons utilisé KP2 = 0.05 and KI2 = 0.02.
Pour appliquer nos lois de commande, la vitesse de lacet et l’erreur latérale sont
mesurées. L’angle de dérive ainsi que la dérivée de l’erreur latérale sont estimés.
Concernant l’estimation de l’angle de dérive, nous avons utilisé un estimateur de
Kalman basé sur le modèle bicyclette dynamique. Pour plus de détails voir [Doumiati
et al., 2012], [Phanomchoeng et al., 2011], [Wang, 2013]. L’estimation de la dérivée de
l’erreur latérale a été réalisée en dérivant puis filtrant l’erreur latérale e, concernant
la validation sous SCANeR Studio. Pour la validation utilisant des données réelles,
la dérivée de l’erreur latérale e˙ a été obtenue par intégration de l’accélération latérale
moins l’accélération latérale de référence (e¨ = ay − ayref ).
Il est important de souligner, qu’outre les conditions de stabilité, les gains de l’en-
semble des contrôleurs ont aussi été réglés de manière à avoir des erreurs latérales
comparables pour un test en conduite normale avec paramètres nominaux connus.
Ceci a pour but d’avoir un réglage équivalent de l’ensemble, permettant de mieux
évaluer les performances de chaque contrôleur par la suite.
79
Chapitre 7 Validation et comparaison des lois de commande développées
7.3 Validation à l’aide du simulateur de conduite
SCANeRTM Studio
7.3.1 Description de l’environnement de simulation
SCANeR Studio est un environnement de simulation développé par la société OK-
TAL. C’est un logiciel complet répondant aux défis de la simulation de conduite
automobile. Loin d’être un outil fermé, c’est une plate-forme de simulation évolu-
tive, extensible et ouverte, répondant aux besoins des chercheurs et des ingénieurs.
Cet outil comporte des modules permettant de modéliser et simuler la dynamique
du véhicule, le trafic, le comportement des piétons, etc. Il offre des solutions “Human
and Hardware in the Loop”( HHIL) ; c’est-à-dire l’homme ou une partie du matériel
dans la boucle de simulation, permettant ainsi de se rapprocher au mieux d’une
validation expérimentale. La figure 7.1 présente quelques exemples d’applications
d’utilisation de ce logiciel ; l’analyse du comportement du conducteur et la conduite
autonome.
(a) (b)
Figure 7.1 : Exemples d’applications de simulation sur SCANeR Studio : a)
Human-in-the-loop, b) Conduite autonome complètement intégrée
dans le simulateur
Le développement d’une application sous SCANeR Studio se fait en réalisant un ou
plusieurs processus utilisateurs en C++, ou en effectuant une co-simulation (avec Si-
mulink/ Matlab). Pour tester nos différentes lois de commande, nous avons implanté
des processus (fichiers exécutables de chaque contrôleur) dans cet environnement.
La figure 7.2 présente le circuit de test choisi. Ce circuit permet de tester les contrô-
leurs à grande vitesse. La figure 7.3 présente le profil de la vitesse du véhicule, la
courbure et la pente de la route. La vitesse longitudinale est asservie par une boucle
de contrôle. La courbure de la route varie entre −0.02 et 0.02m−1.
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Figure 7.2 : Circuit de test SCANeR Studio
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Figure 7.3 : Profils (vitesse, courbure et pente de la route)
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7.3.2 Contrôle latéral par mode glissant d’ordre supérieur
7.3.2.1 Test du contrôleur durant une conduite normale
Le test de la figure 7.4 a été réalisé dans le but de vérifier la robustesse du contrôleur
par mode glissant pendant une conduite normale avec paramètres connus.
La figure 7.3 montre les variations de la vitesse longitudinale du véhicule, la cour-
bure et la pente de la route. La figure 7.4a présente la trajectoire de référence, la
trajectoire suivie par le véhicule contrôlé, l’erreur latérale et l’erreur de la vitesse de
lacet. Le véhicule contrôlé est capable de suivre la trajectoire de référence avec de
faibles erreurs. L’erreur latérale ne dépasse pas 10cm dans les conditions de test. Le
contrôleur non linéaire est robuste aux variations de la vitesse. L’erreur latérale reste
constante pour un Vx variant ; également, ce contrôleur est robuste par rapport aux
variations de la courbure, il est donc approprié pour assurer un suivi de trajectoire
à basse et à grande vitesse.
La figure 7.4b présente les variables dynamiques ; l’angle de braquage, la vitesse
de lacet et l’accélération latérale du véhicule. Nous observons des oscillations. Ces
oscillations sont plus marquées et ont une amplitude plus importante à basse vitesse
(voir la figure 7.4b, l’angle de braquage pour t < 20s).
Cette simulation montre les bonnes performances du contrôleur SMC durant une
conduite normale à vitesse élevée et variable. Nous notons une erreur latérale maxi-
male entre 20s et 40s. En effet, dans l’intervalle de temps entre 20s et 30s, on a
une variation brusque de la courbure à grande vitesse. Le contrôleur n’est pas assez
robuste aux variations brusques de la courbure. Cela s’explique par le principe de la
commande par mode glissant qui est sensible aux perturbations durant la phase de
convergence. Ce contrôleur permet d’assurer une erreur nulle en régime permanent
(phase de glissement).
7.3.2.2 Robustesse par rapport aux incertitudes paramétriques du véhicule
Plusieurs paramètres du véhicule peuvent être incertains, à l’instar du coefficient de
rigidité du pneu et la masse du véhicule. Pour évaluer la robustesse du contrôleur
par rapport aux incertitudes paramétriques, nous modifierons la valeur nominale du
paramètre dans la loi de commande. Ensuite, nous testons le contrôleur avec cette
valeur erronée du paramètre.
Il est difficile d’estimer avec précision la rigidité de dérive du pneu. De plus, ce
paramètre varie considérablement selon le type de route, la charge verticale, le car-
rossage, etc. Il est donc important d’évaluer la robustesse du contrôleur par rapport
aux incertitudes de ce paramètre. La figure 7.5a présente l’erreur latérale due à une
incertitude sur la rigidité de dérive.
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Figure 7.4 : Contrôleur SMC en simulation sur SCANeR : (a) Trajectoires et er-
reurs, (b) Variables dynamiques
Malgré une incertitude de +/− 10%, le contrôleur est en mesure de suivre la trajec-
toire de référence avec une erreur inférieure à 20cm, valeur nécessaire pour assurer
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Figure 7.5 : Contrôleur SMC, Robustesse par rapport aux incertitudes paramé-
triques, simulation sur SCANeR : (a) Incertitudes sur la rigidité de
dérive du pneu, (b) Incertitudes sur la masse du véhicule
une conduite autonome en toute sécurité.
La masse du véhicule peut varier ou être mal estimée. Elle dépend du nombre de
personnes dans le véhicule, la quantité du carburant, etc. La figure 7.5b montre
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la robustesse de la loi de commande par rapport aux incertitudes sur la masse du
véhicule. Pour des variations de l’ordre de 10%, l’erreur reste acceptable.
Il est important de souligner que l’erreur maximale augmente significativement en
présence d’incertitudes paramétriques. Ceci s’explique par le fait que durant la phase
de convergence, le contrôleur par mode glissant est sensible aux perturbations et
aux incertitudes paramétriques. En revanche, en régime établi (phase de glissement)
l’erreur est presque nulle et le contrôleur est robuste par rapport aux incertitudes
paramétriques.
Ces résultats montrent que le contrôleur par mode glissant permet d’assurer un suivi
robuste de la trajectoire. Ce contrôleur non linéaire est robuste aux variations de la
vitesse du véhicule et aux incertitudes paramétriques durant le régime permanent.
Son inconvénient majeur est le broutement qui rend le réglage de ce contrôleur
difficile et délicat. En effet, en voulant améliorer les performances en augmentant
les gains du contrôleur, on augmente en même temps le phénomène de broutement
entrainant une détérioration mécanique plus rapide de l’actionneur du braquage et
une conduite peu confortable.
Dans ce paragraphe, la stratégie de contrôle latéral par la commande par mode glis-
sant d’ordre supérieur développée au chapitre 4 a été validée à l’aide du simulateur
SCANeR Studio. Les différents tests effectués mettent en évidence la robustesse de la
loi de commande développée ; en effet, l’erreur maximale de suivi était généralement
inférieure à +/− 10cm durant les périodes transitoires, dans les conditions de test.
Notons que la robustesse du système contrôlé a été testée par rapport aux variations
de vitesse et de courbure, et à des paramètres incertains du véhicule. Le contrôleur
SMC est robuste aux variations de la vitesse du véhicule et aux incertitudes pa-
ramétriques durant le régime permanent. Son inconvénient est le broutement et sa
sensibilité durant la phase de convergence.
Afin d’améliorer les résultats obtenus, et compte tenu de la ressemblance implicite
entre le contrôleur par mode glissant et le principe d’Immersion & d’Invariance
(I&I), une comparaison des résultats obtenus par ces deux contrôleurs est faite
dans le prochain paragraphe.
7.3.3 Contrôle latéral par le principe d’immersion et d’invariance
7.3.3.1 Test du contrôleur durant une conduite normale
Le scénario est le même que précédemment ; vitesse longitudinale, courbure et pente
de la route (voir la figure 7.3). La figure 7.6 présente le suivi de trajectoire obtenu
par les contrôleurs I&IV 0 et I&I (première et seconde versions du contrôleur déve-
loppé). Ces contrôleurs assurent un suivi de trajectoire durant une conduite avec les
paramètres connus. L’erreur latérale converge asymptotiquement vers zéro avec un
temps de convergence plus grand que celui du contrôleur par mode glissant.
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La figure 7.7 présente les angles de braquage des contrôleurs I&I (seconde version)
et SMC. Le contrôleur I&I fournit un braquage plus lisse, éliminant le broutement.
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Figure 7.6 : Contrôleurs I&I en simulation sur SCANeR, trajectoires et erreurs
Figure 7.7 : Simulation sur SCANeR : Angle de braquage des contrôleurs SMC et
I&I
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Cette simulation montre les bonnes performances des contrôleurs I&I durant une
conduite normale à vitesse élevée et variable.
7.3.3.2 Robustesse par rapport aux incertitudes paramétriques du véhicule
La figure 7.8 montre l’évaluation des contrôleurs par rapport aux incertitudes pa-
ramétriques sur la rigidité de dérive du pneu. Pour une incertitude de 10%, l’erreur
reste presque similaire avec la seconde version du contrôleur. La valeur maximale de
l’erreur dépend de l’incertitude. Il est important de souligner que le contrôleur SMC
est plus sensible aux incertitudes paramétriques que les contrôleurs I&I pendant
la période de convergence. Le contrôleur SMC fournit une erreur maximale plus
élevée pendant la période de convergence. En revanche, il a un comportement iden-
tique et est robuste aux incertitudes et aux perturbations en régime établi (phase
de glissement).
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Figure 7.8 : Contrôleurs I&I, robustesse par rapport aux incertitudes paramé-
triques sur la rigidité de dérive du pneu, simulation sur SCANeR
La seconde version du contrôleur I&I donne une amélioration importante aux per-
formances par rapport au mode glissant ; elle permet d’éviter le broutement tout en
améliorant la robustesse par rapport aux incertitudes et aux perturbations par son
action intégrale.
La stratégie de commande par le principe d’Immersion et Invariance a été validée
à l’aide du simulateur SCANeR Studio. Les différents tests mettent en évidence les
améliorations apportées par le contrôleur I&I qui fournit notamment un angle de
braquage plus lisse. Le contrôleur I&I permet d’obtenir des performances équiva-
lentes, voire meilleures que celles du contrôleur SMC. Ce nouveau contrôleur a un
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temps de réponse connu d’avance (lié directement aux gains du contrôleur) et a une
stabilité robuste. L’action intégrale de la seconde version du contrôleur I&I aug-
mente la robustesse de ce dernier par rapport aux incertitudes paramétriques et aux
perturbations.
En outre, le contrôleur I&I est plus robuste aux variations de courbures donc plus
approprié pour les manœuvres d’urgence (évitement de collisions). Les résultats
de stabilité obtenus suite au développement de ces contrôleurs nous ont conduit
à étudier les propriétés de passivité du modèle et à concevoir une commande par
passivité. Dans le prochain paragraphe, nous présenterons les résultats obtenus par
le contrôleur imbriqué passif.
7.3.4 Contrôle latéral par la commande basée sur la passivité
(PBC)
7.3.4.1 Test du contrôleur durant une conduite normale
Concernant le test du contrôleur avec les paramètres nominaux connus, nous ob-
tenons des performances similaires aux contrôleurs développés précédemment (voir
les figures 7.9 et 7.10) ; les trois contrôleurs assurent un suivi de la trajectoire avec
de faibles erreurs (l’erreur latérale reste inférieure à 10cm dans les conditions de
test). L’évolution de l’erreur latérale montre que le contrôleur imbriqué passif est
plus sensible aux variations de courbure. L’erreur de la vitesse de lacet est très faible
par rapport à celle des autres contrôleurs (SMC et I&I). Cela s’explique par le fait
que le contrôleur interne qui fournit l’entrée de braquage a pour objectif d’annuler
l’erreur de vitesse de lacet. Le réglage de ce contrôleur est donc de ce fait plus délicat
afin d’assurer un bon comportement de la dynamique du lacet (contrôleur interne)
et la dynamique de l’erreur latérale (contrôleur externe).
7.3.4.2 Robustesse par rapport aux incertitudes paramétriques du véhicule
La figure 7.11 présente l’erreur latérale pour une incertitude de 10% sur la rigidité
de dérive et la masse du véhicule. Le contrôleur imbriqué passif est robuste par
rapport aux incertitudes paramétriques. L’erreur en présence d’incertitudes reste
identique. Ceci s’explique par le fait que les lois de commande des deux contrôleurs
imbriqués ne dépendent pas directement des paramètres du véhicule. En effet, les
entrées de commande de ce contrôleur dépendent uniquement des sorties passives
qui ne dépendent pas des paramètres incertains. Ce contrôleur est donc quasiment
insensible aux incertitudes paramétriques.
Il est important de souligner que le contrôleur imbriqué utilise moins de mesures
que les précédents. En effet l’estimation de l’angle de dérive β est nécessaire pour
les contrôleurs SMC et I&I. La difficulté principale avec ce contrôleur réside dans
le choix approprié des gains du contrôleur.
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Figure 7.9 : Contrôleur PBC en simulation sur SCANeR : Trajectoires et erreurs
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Figure 7.10 : Simulation sur SCANeR : Trajectoires et erreurs des trois contrôleurs
développés
Les tests précédents montrent les améliorations apportées par la commande par pas-
sivité, notamment sa robustesse par rapport aux incertitudes paramétriques (voir
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Figure 7.11 : Simulation sur SCANeR, Contrôleur PBC : Robustesse par rapport
aux incertitudes paramétriques : (a) Incertitudes sur la rigidité de
dérive du pneu, (b) Incertitudes sur la masse du véhicule
la figure 7.12). Ces résultats montrent qu’une prise en compte des propriétés struc-
turelles du modèle durant la conception du contrôleur permet de développer des
contrôleurs robustes.
La validation en simulation sous SCANeR Studio des contrôleurs développés a été
présentée. Il ressort que les trois contrôleurs permettent d’assurer un suivi robuste
de la trajectoire.
Le contrôleur SMC fournit une erreur faible en régime permanent mais est assez
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Figure 7.12 : Simulation sur SCANeR : Robustesse des contrôleurs par rapport
aux incertitudes sur la rigidité de dérive du pneu
sensible en période transitoire, provoquant des pics importants durant les variations
rapides de la courbure.
Le contrôleur I&I permet une prise en compte plus importante du modèle durant
la conception et fournit de bonnes performances. Ce contrôleur permet ainsi d’amé-
liorer les performances par rapport au contrôleur par mode glissant.
Le contrôleur imbriqué passif permet d’obtenir une commande robuste aux incer-
titudes paramétriques. L’inconvénient principal de ce contrôleur est la difficulté à
régler ses gains.
Ces résultats simulés sous SCANeR Studio montrent les avantages et inconvénients
des différentes stratégies développées. Nous allons poursuivre la validation en pré-
sentant au prochain paragraphe la validation faite en utilisant les données réelles.
7.4 Validation en simulation utilisant des données
réelles
Outre la validation sous SCANeR Studio, une validation en simulation utilisant des
données réelles a été effectuée. Ces deux environnements de test sont complémen-
taires et permettent d’enrichir la validation.
Après une présentation des moyens expérimentaux, nous présenterons les résultats
obtenus par les différents contrôleurs.
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7.4.1 Moyens expérimentaux et méthodologie de validation
7.4.1.1 Véhicule expérimental
Le véhicule expérimental présenté à la figure 7.13 est une Peugeot 308 instrumentée
par le laboratoire Heudiasyc. Ce véhicule est équipé de plusieurs capteurs (voir figure
7.14) :
• Un CORREVIT S-400 : capteur optique pour mesurer la vitesse longitudinale
Vx et l’angle de dérive β.
• Quatre roues dynamométriques (Kistler RoaDyn S625) : permettent de
mesurer les forces et les moments sur chaque roue.
• Un GPS différentiel RTK : pour mesurer les coordonnées de la trajectoire du
véhicule avec une précision centimétrique.
• Une centrale inertielle CROSS BOW VG700AB : pour la mesure précise
des accélérations, ainsi que la vitesse de lacet.
• Les données disponibles sur le bus CAN : la vitesse des roues, l’accélération
latérale et l’angle de braquage au niveau des roues.
• Les capteurs de suspension : pour mesurer les déplacements verticaux entre
les roues et la caisse du véhicule.
• Quatre capteurs laser : pour mesurer la hauteur de la caisse.
• Une caméra : pour enregistrer le scénario de la trajectoire du véhicule.
• Un système Mobileye : pour fournir une liste d’obstacles détectés (piétons,
véhicules) et leurs positions.
• Un Laser Ibeo LUX 8L/Multi-echo : pour la détection d’obstacles.
Figure 7.13 : Véhicule expérimental (DYNA)
L’ensemble de ces capteurs sont connectés et configurés à l’aide d’une plate-forme lo-
gicielle PACPUS développée par le laboratoire Heudiasyc. Les données sont acquises
à la fréquence de 200Hz.
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Figure 7.14 : Capteurs installés sur le véhicule expérimental (DYNA) [Wang, 2013]
La nomenclature et les paramètres du véhicule DYNA sont donnés par la table 7.1.
Table 7.1: Paramètres du modèle bicyclette du véhicule DYNA
Vx Vitesse longitudinale - [m/s]
β Angle de dérive au CdG - [rad]
ψ Angle de lacet - [rad]
δ Angle de braquage du pneu - [rad]
m Masse 1719 [kg]
Iz Moment d’inertie 3300 [kgm2]
Lf Distance essieu avant - CdG 1.195 [m]
Lr Distance essieu arrière - CdG 1.513 [m]
Cf Rigidité de dérive du pneu avant 170550 [N/rad]
Cr Rigidité de dérive du pneu arrière 137844 [N/rad]
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7.4.1.2 Piste d’essai
Les essais permettant d’acquérir des données réelles ont été réalisés sur les circuits
de test du CERAM 1 (figure 7.15).
Figure 7.15 : Piste d’essai du CERAM
7.4.1.3 Schéma descriptif de la validation
Pour valider nos contrôleurs en simulation utilisant des données réelles, plusieurs
tests ont été réalisés afin d’acquérir les données de référence (trajectoire de réfé-
rence et variables dynamiques). La figure 7.16 présente le schéma de validation en
simulation utilisant des données réelles.
Figure 7.16 : Schéma descriptif de la validation
1. CERAM -“Centre d’Essais et de Recherche Automobile de Mortefontaine”
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• Etape 1 : La première étape consiste à acquérir les données. Un conducteur
humain conduit le véhicule expérimental selon des scénarios bien définis. Durant
cette étape, les variations dynamiques du véhicule sont enregistrées. Ces données
réelles sont utilisées pour élaborer la trajectoire référence. Les mesures de la vitesse
de lacet et l’accélération latérale seront utilisées comme références pour calculer
les erreurs.
• Etape 2 : La seconde étape consiste à tester le contrôleur en boucle fermée avec
le modèle complet du véhicule, pour suivre cette trajectoire de référence.
7.4.2 Test des contrôleurs durant une conduite normale avec
paramètres nominaux connus
Le premier test (figures 7.17.a,b,c) a été réalisé dans le but de vérifier la robustesse
des contrôleurs pendant une conduite normale. L’accélération latérale est inférieure
à 5m/s2. La vitesse longitudinale est presque constante (13.5m/s) avec une courbure
qui varie entre −0.02m−1 et 0.09m−1.
La figure 7.17a montre les variations de la vitesse longitudinale. La figure 7.17b
présente différentes courbes : la trajectoire de référence et la trajectoire suivie par
le véhicule commandé, l’erreur latérale et l’erreur de la vitesse de lacet. Le véhicule
contrôlé est capable de suivre la trajectoire de référence avec des erreurs faibles,
dans les conditions du test (les trois contrôleurs). L’erreur latérale ne dépasse pas
10cm en régime transitoire.
La figure 7.17c présente différentes variables dynamiques du véhicule : l’angle de
braquage, la vitesse de lacet et l’accélération latérale. Nous comparons les données
réelles avec les résultats de la simulation du système en boucle fermée. Les variables
dynamiques obtenues sont très proches de celles mesurées. La différence entre l’angle
de braquage de référence et ceux obtenus en simulation avec les différents contrôleurs
n’excède pas 1,7 degrés dans les conditions de ce test.
La vitesse de lacet mesurée est très proche de celles obtenues en simulation. Nous
notons l’apparition d’un léger décalage après le grand virage. Cela est dû à la non-
linéarité causée par le grand braquage durant le virage.
Dans ce scénario, bien que l’hypothèse de petits angles n’ait pas été respectée (l’angle
de braquage étant supérieur à 12 degrés durant le virage) et malgré la variation
de la vitesse longitudinale, les contrôleurs sont en mesure de suivre la trajectoire
de référence avec une erreur faible. Cette première simulation montre les bonnes
performances et la robustesse des trois contrôleurs durant une conduite normale
avec paramètres nominaux connus.
Le second test (figures 7.18a, 7.18b et 7.18c) a été effectué dans le but de vérifier la
robustesse des contrôleurs pendant une conduite normale à vitesse élevée et variable.
La vitesse longitudinale varie entre 5m/s et 20m/s. Notez que l’accélération latérale
maximale est 6m/s2. Le scénario inclut un virage très serré permettant de vérifier
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Figure 7.17 : Test 1 : Conduite à vitesse longitudinale presque constante ; (a) Vi-
tesse longitudinale, (b) Trajectoires, (c) Variables dynamiques
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la robustesse des contrôleurs par rapport aux variations rapides et importantes de
la courbure de la route.
Bien que dans ce scénario nous ayons quelques manœuvres à basse vitesse (virage
très serré) et à grande vitesse, l’erreur latérale reste faible pour les contrôleurs SMC
et I&I (plus petite que 8.5cm dans les conditions de test). Le contrôleur imbriqué
passif est moins robuste par rapport aux variations importantes de la courbure. Ceci
peut s’expliquer par le fait qu’il utilise moins de mesures que les autres (les contrô-
leurs SMC et I&I utilisent en plus, l’angle de dérive dans leur loi de commande). La
figure 7.18c présente différentes variables dynamiques du véhicule : l’angle de bra-
quage, la vitesse de lacet et l’accélération latérale. Ces variables dynamiques sont
très proches de celles mesurées. Nous notons une différence entre l’angle de braquage
mesuré et ceux donnés par les contrôleurs durant le virage très serré ; ceci peut être
du à l’imprécision du modèle.
7.4.3 Robustesse des contrôleurs par rapport aux dynamiques
fortement non linéaires
Le troisième test (figures 7.19a, 7.19b et 7.19c) consiste à augmenter graduellement la
vitesse lors de l’exécution d’une même courbure (nous avons fixé le rayon de courbure
autour de 50m). Dans de tels cas, l’accélération latérale augmente significativement
(en valeur absolue) et le comportement du véhicule devient fortement non linéaire.
Nous utilisons ce type de test pour évaluer la stabilité et la robustesse de la loi
de commande par rapport aux fortes sollicitations non linéaires, à la limite de la
stabilité. Ce test évalue également l’effet de la variation de la vitesse du véhicule sur
les contrôleurs. La figure 7.19a montre les variations de la vitesse longitudinale. La
figure 7.19b montre la trajectoire et les erreurs : même quand l’accélération latérale
est élevée et que la vitesse longitudinale croit rapidement (le taux est d’environ
1m/s2), l’erreur latérale reste faible. Les variations de la vitesse longitudinale ont
une faible influence sur l’erreur maximale. Par ailleurs, les variables dynamiques
sont très proches de celles mesurées, même avec une accélération latérale atteignant
8m/s2 (voir la figure 7.19c). Ce test montre que les lois de commande assurent un
bon comportement avec de fortes accélérations latérales pouvant atteindre 8m/s2.
Pour des accélérations latérales supérieures à 8m/s2, on note une importante aug-
mentation de l’erreur latérale. En effet, le terme d’anticipation des différentes lois
de commande est calculé à l’aide du modèle bicyclette avec une modélisation li-
néaire des forces de contact pneu/chaussée, alors que le point de fonctionnement
du pneumatique se trouve dans la zone dite « de saturation» ». Pour améliorer la
robustesse dans ce cas, nous pourrions utiliser le modèle bicyclette avec une modé-
lisation pneu/chaussée non linéaire pour calculer le terme anticipatif du braquage
comme dans [Funke et al., 2012].
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Figure 7.18 : Test 2 : Conduite à vitesse longitudinale variable et élevée ; (a) Vi-
tesse longitudinale, (b) Trajectoires, (c) Variables dynamiques
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Figure 7.19 : Test 3 : Conduite à vitesse longitudinale variable et courbure
constante ; (a) Vitesse longitudinale, (b) Trajectoires, (c) Variables
dynamiques
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7.4.4 Robustesse par rapport aux incertitudes paramétriques du
véhicule
Nous avons ausssi évalué la robustesse des contrôleurs par rapport aux incertitudes
paramétriques. Cette évaluation a été réalisée en utilisant le scénario du Test 1 (voir
figure 7.17).
Les figures 7.20 et 7.21 présentent l’erreur latérale des trois contrôleurs pour des
incertitudes paramétriques de 10% et 30% sur le coefficient de rigidité de dérive et
la masse du véhicule.
Les figures 7.20a et 7.21a présentent les erreurs latérales du contrôleur SMC. Ce
contrôleur est peu sensible aux incertitudes paramétriques car il fournit une erreur
presque identique qu’en situation normale (absence d’incertitudes). Dans ce scéna-
rio, le SMC est peu sensible comparativement aux résultats obtenus en simulation
sous SCANeR Studio. Ceci s’explique par le fait que l’environnement de test est
différent mais son comportement reste globalement identique. Nous avons un maxi-
mum d’erreur durant la phase de convergence et l’erreur est presque nulle pendant
la phase de glissement.
Les figures 7.20b et 7.21b présentent les erreurs latérales du contrôleur I&I. La
valeur maximale de l’erreur dépend de la valeur de l’incertitude. Ce contrôleur four-
nit des erreurs maximales comparables au SMC, mais leurs comportements sont
différents.
Les figures 7.20c et 7.21c présente les erreurs latérales du contrôleur PBC. Ce contrô-
leur est quasiment insensible aux incertitudes sur la masse et le coefficient de rigidité.
Il fournit des erreurs presque identiques.
Ces résultats montrent que ces trois contrôleurs non linéaires sont robustes par
rapport à de grandes incertitudes paramétriques sur la masse et sur le coefficient de
rigidité. En d’autres termes, ces contrôleurs permettent d’assurer un suivi robuste
de trajectoire pour différentes charges de véhicules (masse). En outre, il permet
d’assurer un suivi de trajectoire sur une route ayant un coefficient d’adhérence µ de
l’ordre de 0, 7 dans ces conditions de test.
7.5 Conclusion
Dans ce chapitre, après avoir rappelé les principales lois de commande développées,
nous avons présenté les résultats de simulation sous SCANeR Studio ainsi qu’une
validation en simulation utilisant des données réelles. Ces deux environnements com-
plémentaires ont permis d’évaluer la robustesse des contrôleurs selon plusieurs scé-
narios représentant différentes situations de conduite : vitesse constante/variable,
virage serré, forte non-linéarité.
Aussi, la robustesse des contrôleurs a été évaluée par rapport aux incertitudes para-
métriques du véhicule.
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Figure 7.20 : Test 1 : Robustesse des contrôleurs par rapport aux incertitudes
paramétriques sur la rigidité de dérive du pneu, (a) SMC, (b), I&I,
(c) PBC
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Des différents tests effectués, il ressort que les trois contrôleurs SMC, I&I et PBC
permettent d’assurer un suivi robuste de la trajectoire.
Le contrôleur SMC fournit une erreur faible en régime permanent mais il est assez
sensible en période transitoire provoquant des pics importants durant les variations
rapides de courbures.
Le contrôleur I&I permet une meilleure prise en compte plus du modèle durant la
conception du contrôleur et fournit de bonnes performances. Ce contrôleur permet
ainsi d’améliorer les performances par rapport au mode glissant pour les applications
de contrôle latéral des véhicules.
Le contrôleur imbriqué passif permet d’obtenir une commande robuste aux incerti-
tudes paramétriques. L’inconvénient principal de ce contrôleur est le choix du réglage
de ses gains et sa grande sensibilité aux variations de courbure et de vitesse. Une ver-
sion adaptative permettrait de l’améliorer considérablement. Le tableau 7.2 présente
un récapitulatif de la comparaison des contrôleurs développés.
Table 7.2: Tableau récapitulatif de la comparaison des contrôleurs développés
Nous comptons développer de nouvelles versions de ces contrôleurs avec la prise
en compte de l’estimation des variables influençant directement la dynamique la-
térale, comme le dévers de la route [Tudon-Martinez et al., 2014], pour améliorer
leurs performances. Nous aimerions également étendre cette étude comparative à
d’autres stratégies de commande robustes telles que la commande H∞, la com-
mande CRONE [Oustaloup, 2014].
Outre la commande, nous avons travaillé sur la planification des trajectoires ; c’est-
à-dire la détermination de la trajectoire de référence, et par la suite la courbure ρ qui
est la consigne à suivre par les contrôleurs. Dans la seconde partie, nous présenterons
les résultats portant sur la planification des trajectoires.
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Figure 7.21 : Test 1 : Robustesse des contrôleurs par rapport aux incertitudes
paramétriques sur la masse du véhicule, (a) SMC, (b), I&I, (c) PBC
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Deuxième partie
Contributions sur la planification de
trajectoires
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8.1 Introduction
La navigation autonome des robots est développée depuis les années 1960, mais il a
fallu beaucoup d’adaptations pour l’appliquer aux véhicules terrestres qui sont des
systèmes non-holonomes.
Un véhicule autonome doit pouvoir changer de voie, suivre la route, respecter la
signalisation, éviter les obstacles fixes et mobiles ainsi que d’autres consignes. Plu-
sieurs défis sont donc à relever : assurer la fiabilité et la sûreté de fonctionnement du
véhicule, optimiser les temps de calcul des algorithmes pour un fonctionnement en
temps-réel, garantir le confort des passagers et s’adapter aux contraintes urbaines
(environnement incertain, très dynamique, etc.).
La planification des trajectoires se fait généralement en deux étapes : une plani-
fication globale et une planification locale. Au stade de la planification globale,
l’itinéraire global est déterminé à partir des informations d’une carte numérique et
du système de localisation. La planification locale est faite à partir de l’itinéraire
global et des informations de l’environnement proche du véhicule. En effet, à par-
tir des données de la perception de l’environnement proche et de la localisation du
véhicule, une grille d’occupation dynamique (ou une carte locale de la route) est
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construite avec les informations relatives aux obstacles fixes et mobiles. Ensuite,
plusieurs trajectoires locales possibles sont calculées dans l’espace navigable à l’aide
du modèle dynamique du véhicule. La trajectoire de référence est choisie en se ba-
sant sur plusieurs critères, de manière à assurer une navigation tout en évitant les
obstacles fixes et mobiles. La figure 8.1 présente le principe de la planification locale
des trajectoires.
Figure 8.1 : Planification locale des trajectoires
La planification locale nécessite l’utilisation des méthodes réactives permettant de
s’adapter au contexte et de naviguer dans un environnement inconnu et changeant.
Il est important de souligner que dans ces travaux, nous utilisons parfois par abus
de vocabulaire le terme « planification de trajectoire » pour faire allusion à une
planification locale, et plus précisément une « planification de chemin ».
Dans ce chapitre, nous présenterons sommairement les principales approches réac-
tives de planification de chemins trouvées dans la littérature afin de dégager les
principaux axes de recherche, pour ensuite développer nos contributions.
8.2 Principales méthodes réactives de planification de
trajectoires de véhicules autonomes
Le problème de planification de trajectoire consiste à trouver la meilleure trajec-
toire (si elle existe) pour aller d’un point de départ à un point cible. Différentes
approches de planification de trajectoire ont été développées pour la navigation des
véhicules autonomes. Parmi les approches classiques nous pouvons citer la méthode
des champs de potentiels, les méthodes basées sur la connectivité de l’espace navi-
gable de la route et la décomposition cellulaire.
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8.2.1 Méthode des champs de potentiels
Cette méthode a été proposée initialement par O. Khatib en 1986. Elle consiste à
définir une fonction qui affecte un grand potentiel aux obstacles (champs répulsifs)
et un faible potentiel aux points objectifs (champs attractifs) de la trajectoire à
naviguer. Le problème de navigation est ainsi réduit à un problème d’optimisation
trouvant la commande qui amène le robot vers un minimum global de la fonction
objective [Khatib, 1986]. Ainsi, la trajectoire calculée mène vers l’objectif, tout en
évitant les obstacles. Cette fonction à minimiser peut être définie par rapport à l’ob-
jectif de la navigation et aux obstacles, mais d’autres contraintes peuvent également
être ajoutées. La figure 8.2 présente le principe de cette méthode.
(a) (b)
(c)
Figure 8.2 : Principe de la méthode des champs de potentiels : (a) Champs attrac-
tifs, (b) Champs répulsifs, (c) Illustration de l’évitement d’obstacle
Cette méthode présente l’avantage de ne pas nécessiter la connaissance précise des
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contours des obstacles : elle se base sur la probabilité de l’existence d’un obstacle et
elle est robuste en présence des erreurs (perturbations, fausses détections).
Le principal inconvénient de cette méthode est la charge importante de calcul, ce qui
peut être contraignant lors de son application en temps réel pour la navigation. Par
ailleurs, elle peut donner des minima locaux et elle ne permet pas d’avoir de bons
résultats dans des environnements très contraints (grande vitesse, passage étroit,
changements soudains). Enfin, les obstacles ne sont pas perçus par cette méthode
comme des contraintes dures ; il y a donc une possibilité de collision.
Plusieurs extensions de cette méthode ont été proposées. Nous pouvons citer les
champs de forces virtuelles (Virtual Force Fields - VFF) [Borenstein and Koren,
1989], l’histogramme du champ de vecteur (Vector Field Histogram - VFH) [Boren-
stein and Koren, 1991], et ses extensions VFH+ [Ulrich and Borenstein, 1998] et
VFH* [Ulrich and Borenstein, 2000].
8.2.2 Méthodes basées sur la connectivité de l’espace navigable
Dans les méthodes basées sur la connectivité de l’espace navigable ("Roadmap me-
thods"), une séquence de courbes de connexion entre le point initial et le point final
est choisie. La figure 8.3 permet d’illustrer le principe de cette méthode, les graphes
de visibilité [Lozano-prez and Wesley, 1979] et les diagrammes de Voronoï [Choset
and Burdick, 2000] sont des exemples d’application du "Roadmap".
8.2.3 Méthode des champs de braquage constant
La méthode des champs de braquage, proposée dans [Bauer et al., 1994], utilise les
obstacles pour limiter l’angle de braquage dans un domaine continu.
Elle est appliquée dans [Kolski et al., 2006]. Cette méthode, illustrée par la figure
8.4, est très proche de la méthode de base des tentacules (confère paragraphe 8.3).
L’inconvénient majeur de cette approche est la difficulté à suivre une trajectoire de
référence en utilisant un braquage constant [Kim et al., 2011].
8.2.4 Fenêtre dynamique
Dans l’approche de la fenêtre dynamique, la commande contrôlant plus générale-
ment, le robot est réalisée directement dans l’espace de commande. La dynamique
du robot est incorporée dans le procédé de réduction de l’espace, de sorte à réduire
l’espace des commandes qui ne peuvent être accessibles sous les contraintes dyna-
miques. En plus de cette restriction liée aux entrées considérées sûres, les contraintes
liées aux obstacles sont ajoutées. La première étape de l’algorithme consiste à trou-
ver l’espace navigable, la seconde étape consiste à choisir les entrées de commande
maximisant la fonction objective (optimisation) [Fox et al., 1997].
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(a)
(b)
Figure 8.3 : Principe des méthodes basées sur la connectivité de l’espace navi-
gable : (a) Graphes de visibilité [Lozano-prez and Wesley, 1979], (b)
Diagrammes de Voronoï [Choset and Burdick, 2000]
L’avantage de cette méthode est qu’elle tient compte de la dynamique du véhicule
dans le calcul d’une solution. Avec les fenêtres dynamiques, un évitement d’obstacle
robuste à vitesse élevée est possible. L’inconvénient de cette méthode est qu’elle est
sensible aux minima locaux, car elle ne considère que la pose de l’objectif ; il n’y a
aucune information sur la connectivité de l’espace libre [Brock and Khatib, 1999].
8.2.5 Méthodes basées sur un modèle de prédiction
Ayant la configuration initiale et la configuration finale (souhaitée), les solutions les
plus proches sont trouvées. Ensuite, une interpolation entre les solutions proches,
puis une optimisation en-ligne sont faites pour trouver la meilleure solution sans
nécessiter beaucoup de calcul. Le véhicule Boss de l’université de Carnegie Mellon,
vainqueur du DARPA Urban challenge (2007) utilise cette approche [Siciliano et al.,
2009].
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(a)
(b)
Figure 8.4 : Principe de la méthode des champs de braquage constant : (a) Milieu
non structuré, (b) Milieu structuré [Kolski et al., 2006]
Pour décrire la trajectoire entre la configuration initiale et la configuration finale,
une interpolation polynomiale est faite [Resende and Nashashibi, 2010]. La figure
8.5 illustre un changement de voies à l’aide d’une interpolation polynomiale (5ème
ordre).
Généralement, cette méthode est couplée avec deux contrôleurs, longitudinal et laté-
ral, MPC (Model Predictive Control) pour suivre approximativement la trajectoire
de référence, représentée par une séquence d’états désirés sur un horizon de temps
T [Siciliano et al., 2009].
L’avantage de cette méthode est qu’elle prend compte de la dynamique du véhicule.
En outre, elle couple généralement les étapes de la planification et du contrôle, ce
qui permet une bonne optimisation. Son inconvénient se situe au niveau du temps
de calcul relativement grand pour une optimisation non linéaire.
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Figure 8.5 : Prédiction de trajectoire : interpolation polynomiale
8.2.6 Méthode des tentacules
Le principe de cette méthode consiste à utiliser un ensemble d’antennes virtuelles
appelées « tentacules » dans une grille d’occupation égo-centrée liée au véhicule,
et qui représente l’environnement proche du véhicule avec la position des obstacles
(voir la figure 8.6).
Figure 8.6 : Principe de la méthode des tentacules [Hundelshausen et al., 2008]
Une fois les trajectoires virtuelles créées, une évaluation de ces dernières est effectuée
afin de choisir la meilleure selon un critère défini [Hundelshausen et al., 2008]. Le
meilleur tentacule ou trajectoire de référence, sera executé par le véhicule à chaque
pas de calcul.
Cette méthode présente l’avantage d’être très réactive, permettant d’éviter des col-
lisions et de circuler dans un environnement incertain sans besoin d’une grande
quantité d’informations a priori. En outre, elle n’accumule pas les données et uti-
lise une carte locale égo-centrée, évitant ainsi le problème du SLAM (Simultaneous
Localization and Mapping).
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Par ailleurs, la méthode des tentacules est l’une des plus simples qui permette au
véhicule de rouler en sécurité dans un environnement inconnu. Elle est aussi la plus
rapide car il n’y a pas accumulation des données. En outre, elle permet une circu-
lation sûre tout en étant capable de traverser des passages étroits [Hundelshausen
et al., 2008]. Nous la décrirons plus en détails dans le paragraphe suivant.
8.3 Présentation de la méthode des tentacules
L’algorithme de base de la méthode des tentacules est donné par la figure 8.7. A
Figure 8.7 : Algorithme de navigation par la méthode des tentacules [Tang et al.,
2013]
chaque pas de calcul (toutes les 100ms), des tentacules en forme d’arcs de cercle
sont générés. Une zone de support de chaque tentacule est générée permettant de
s’assurer que le véhicule puisse circuler sur ce dernier en toute sérurité (sans risque
de collision). Une fois les zones de supports générées, chaque tentacule est evalué
à l’aide d’une carte locale dynamique afin d’éliminer tout tentacule non navigable.
L’ensemble des tentacules dont la longueur, au premier obstacle, est supérieure à la
distance de collision est appelé « tentacules navigables ». Après cette évaluation, si
plusieurs tentacules sont navigables, le meilleur tentacule est choisi suivant trois (3)
critères :
– le dégagement du tentacule (distance au premier obstacle) ;
– le changement de braquage ;
– et la trajectoire globale 1.
1. Itinéraire global déterminé à partir des informations d’une carte numérique et du système de
localisation GPS (étape de planification globale).
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La navigation par cette méthode peut se décomposer en trois étapes : la génération
des tentacules, la détermination des tentacules navigables et le choix du meilleur
tentacule.
8.3.1 Génération des tentacules
Tous les tentacules sont représentés dans le système de coordonnées locales du vé-
hicule. Ils commencent au centre de gravité du véhicule et ont la forme d’arcs de
cercle (dans la méthode de base [Hundelshausen et al., 2008]).
Dans la littérature plus récente, les tentacules sont générés suivant plusieurs formes :
nous pouvons citer les tentacules parallèles à la route ([Chu et al., 2012]) et les
clothoïdes ([Himmelsbach et al., 2011]).
8.3.1.1 Tentacules en forme d’arcs de cercles
Chaque arc représente la trajectoire correspondant à un angle de braquage donné.
La figure 8.8 présente un exemple de tentacules sous forme d’arcs de cercles. Les
grandes courbures ont de faibles vitesses et les faibles courbures ont de grandes
vitesses. La longueur du tentacule dépend de la vitesse et de la courbure.
Figure 8.8 : Tentacule en forme d’arcs de cercles
Cette forme de tentacule est simple à mettre en œuvre. Elle n’est pas très appropriée
pour la navigation car elle favorise les changements continus de courbure notamment,
en présence d’obstacles. Aussi, elle nécessite une grande zone de support pour éviter
une collision.
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8.3.1.2 Tentacules parallèles à la route
Le principe consiste à générer une trajectoire lisse de la configuration initiale du
véhicule vers la direction de la route globale.
Ici, le planificateur estime les trajectoires établies à partir d’un espace bidimension-
nel de manoeuvres. La première dimension décrit la quantité de décalage latéral à
ajouter à la trajectoire courante. Ce paramètre permet au véhicule d’aller à gauche
et à droite, tout en restant sensiblement parallèle à la trajectoire de base de la route.
La seconde dimension décrit la vitesse à laquelle le véhicule va tenter d’effectuer ce
décalage latéral. La figure 8.9 présente un exemple de tentacules parallèles à la route.
Figure 8.9 : Tentacules parallèles à la route [Chu et al., 2012]
Cette forme de tentacules est bien adaptée pour une conduite à grande vitesse.
La forme de tentacule est toujours liée à la trajectoire de base. Elle se rapproche
de la conduite réelle d’un humain qui vise généralement à se maintenir parallèle-
ment à la route tout en faisant si nécessaire des décalages latéraux pour éviter les
obstacles, effectuer des dépassements, etc. Le véhicule de l’université de Hanyang
(Seoul), gagnant des « Autonomous Vehicle Competitions (AVC) » 2010, 2012 et
2013, organisées par Hyundai-Kia en Korée utilise cette forme de tentacules [Chu
et al., 2012].
Cette forme de tentacules ne peut pas être utilisée dans un environnement non
structuré ou inconnu car l’information de la courbure de la route est nécessaire pour
générer les trajectoires à l’aide de cette approche.
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8.3.1.3 Tentacules en forme de clothoïdes
Une clothoïde est une courbe dont la courbure ρ varie linéairement en fonction de
l’abscisse curviligne l :
ρ = 2
k2
l (8.1)
où ρ est la courbure de la clothoïde, l son abscisse curviligne et k une constante.
Ce type de tentacules considère l’angle de braquage initial du véhicule durant la
génération de trajectoire. C’est une méthode plus proche de la réalité.
Figure 8.10 : Tentacules en forme de clothoïdes [Chebly et al., 2014]
La forme de tentacule est naturellement plus complexe, mais elle est plus cohérente
avec la trajectoire réelle de véhicule. Elle est donc plus exigeante en temps de cal-
cul [Himmelsbach et al., 2011]. La figure 8.10 présente un exemple de tentacules
clothoïdes à la route.
8.3.2 Détermination des tentacules navigables
Une fois les tentacules générés, une zone de support de chaque tentacule est deter-
minée. La zone de support est une zone autour du tentacule prenant en compte la
longueur du véhicule et une distance de sécurité permettant de vérifier si le véhicule
peut circuler sur le tentacule sans risque de collision. Elle est caractérisée par la
distance dzs : distance de la zone de support.
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Après génération des zones de support, chaque tentacule est évalué en effectuant une
correspondance entre la zone de support de ce dernier et la carte locale (obtenue par
la fusion des informations de la perception et la localisation). Cette évolution permet
de vérifier si le tentacule est navigable ou non. Si le tentacule peut être parcouru
jusqu’à la distance de collision, il est qualifié de « tentacule navigable ».
8.3.3 Choix du meilleur tentacule
Pour décider du "meilleur" tentacule, tous les tentacules navigables sont évalués.
Dans l’algorithme de base, trois valeurs sont calculées et combinées de manière
linéaire pour choisir le tentacule optimal [Hundelshausen et al., 2008] :
– le premier critère Vlibre permet d’évaluer si le tentacule est libre d’obstacle ;
– le deuxième critère Vlisse permet d’évaluer si le braquage est lisse (ou brusque)
pour suivre le tentacule. Ce paramètre se calcule à partir du braquage courant ;
– le troisième critère Vtrajectoire permet d’évaluer si le tentacule se rapproche de la
trajectoire globale.
Ces trois critères permettent ainsi d’éviter les obstacles, d’avoir une conduite confor-
table tout en suivant la trajectoire globale. Une fois ces critères estimés, ils sont
combinés avec pondération de la manière suivante :
Vtentacule = a1Vlibre + a2Vlisse + a3Vtrajectoire
où a1, a2 et a3 sont des constantes.
La combinaison de ces critères fait apparaître le problème de pondération qui de-
vient très difficile et délicat car dépendant du contexte de conduite. Les coefficients
de pondération sont nécessairement modifiés selon le contexte. Pour éviter ce chan-
gement des coefficients dans des environnements de conduite différents, [Yu et al.,
2012] propose une méthode.
8.4 Conclusion
Dans ce chapitre, nous avons présenté les principales approches de planification de
trajectoires appliquées aux véhicules intelligents. De cette étude, il ressort que les
approches de planification telles que la méthode des tentacules est l’un des axes
majeurs dans ce domaine de recherche.
Nous avons décrit plus en détails la navigation par la méthode des tentacules, qui
est l’approche choisie dans nos travaux pour l’étape de planification locale des tra-
jectoires. Cette méthode est très réactive et permet une conduite en milieu structuré
ou non structuré.
Dans le prochain chapitre, nous présenterons les algorithmes de planification de
trajectoires réalisés durant cette thèse, basés sur cette approche. Ensuite, nous pré-
senterons les résultats obtenus au chapitre 10.
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9.1 Introduction
Le développement d’une application de conduite autonome requiert des technologies
de perception, localisation, planification de trajectoire et du contrôle. Après l’étape
de perception/localisation, il faut planifier et choisir la trajectoire que devra suivre
le véhicule autonome, de façon à éviter les obstacles et suivre une trajectoire globale
de référence.
Dans le précédent chapitre, nous avons présenté les principales méthodes de planifi-
cation des trajectoires pour la navigation des véhicules autonomes. De cette étude,
il ressort que les approches “réactives”, telles que la méthode des tentacules, repré-
sentent une piste prometteuse dans ce domaine. Nous présenterons nos principales
propositions pour améliorer cette méthode. Nous détaillerons, dans le premier pa-
ragraphe, l’algorithme développé utilisant des tentacules en forme d’arcs de cercles.
Ensuite, nous présenterons l’algorithme utilisant des tentacules en forme de clo-
thoïdes. Les résultats obtenus seront présentés au prochain chapitre.
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9.2 Algorithme avec les tentacules en forme d’arcs de
cercles
9.2.1 Motivations et description de l’algorithme
L’évaluation de l’algorithme de base [Hundelshausen et al., 2008] dans les conditions
de conduite normale a montré que d’un pas de calcul à l’autre, le braquage ne change
pas significativement ; ce sont donc les tentacules lisses qui sont généralement choisis
(sauf en cas d’obstacle frontal ou de changement brusque de courbure). Afin d’éviter
l’évaluation de l’ensemble des tentacules et de réduire l’amplitude des discontinuités
sur la courbure, nous avons proposé une évaluation en deux étapes décrite par la
figure 9.1 [Tang et al., 2013].
Figure 9.1 : Algorithme avec les tentacules en forme d’arcs de cercles
Dans un premier temps, nous générons les tentacules répartis en deux groupes : les
tentacules lisses et les autres tentacules. Un tentacule lisse est un tentacule dont
l’exécution ne nécessite pas un changement important de l’angle de braquage cou-
rant : |δtentacule − δ0| < δlisse. La figure 9.2 présente un exemple de génération de
tentacules. Les tentacules colorés en rouge représentent les tentacules lisses. Cela
signifie que si le véhicule choisit de suivre l’un de ces tentacules, les variations de
l’angle de braquage que le véhicule devra effectuer seront faibles.
Dans un deuxième temps, nous évaluons les tentacules lisses. L’évaluation consiste
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à générer les zones de support, et à déterminer les tentacules navigables à l’aide de
la carte dynamique locale.
Dans le cas où nous trouvons quelques tentacules navigables dans les tentacules
lisses, nous continuons en évaluant dans un troisième temps les critères (le déga-
gement du tentacule et le rapprochement de la trajectoire globale) pour choisir le
meilleur tentacule. Dans le cas où il n’y a pas de tentacule navigable, nous revenons
à l’étape de génération des zones des tentacules non lisses. Si aucun tentacule est
navigable, le véhicule sera freiné sur le tentacule le plus dégagé.
Cette stratégie a un double avantage : elle permet de gagner en temps de calcul et
elle fournit un braquage plus lisse. Elle permet en outre d’éliminer l’un des trois
critères permettant de choisir le meilleur tentacule, simplifiant ainsi le réglage des
coefficients de pondération.
Figure 9.2 : Tentacules lisses
9.2.2 Génération des tentacules
Tous les tentacules sont représentés dans le système de coordonnées locales du vé-
hicule. Ils commencent au centre de gravité du véhicule et ont la forme d’arcs-de-
cercles. Les différentes étapes décrivant la méthodologie de génération des tentacules
en forme d’arcs de cercle sont résumées par la figure 9.3 [Tang et al., 2013].
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Figure 9.3 : Etapes de la génération des tentacules en forme d’arcs-de-cercles
A partir de la vitesse du véhicule Vx, nous pouvons calculer la courbure maximale
ρmax que le véhicule peut exécuter en admettant une accélération latérale maximale
aymax pour maintenir la stabilité du véhicule :
ρmax =
amax
V 2x
(9.1)
De cette courbure maximale, nous déduisons l’angle de braquage maximal δmax
correspondant :
δmax = tan−1(Lρmax) (9.2)
avec L la longueur du véhicule.
Ainsi, la courbure de chaque tentacule ρk est donnée par :
ρk =

− tan(δk)
L
pour 1 ≤ k ≤ 40
0 pour k = 41
tan(δk)
L
pour 42 ≤ k ≤ 81
(9.3)
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Le choix de ce nombre de tentacules (81) est fait de manière empirique [Hundel-
shausen et al., 2008]. Chaque courbure représente la trajectoire correspondant à un
angle de braquage donné avec δk ∈ [−δmax; δmax].
Une fois les 81 courbures générées, la longueur de chaque courbure est déterminée
par :
Ltentacule(k) =

L1 + 20
√
k−1
40 pour 1 ≤ k ≤ 41
L1 + 20
√
81−k
40 pour 42 ≤ k ≤ 81
(9.4)
avec
L1 = 8 + 72
(
Vx
Vmax
)1.2
. (9.5)
Cette longueur est determinée de manière empirique [Hundelshausen et al., 2008],
avec Vmax la vitesse maximale autorisée.
Ainsi, chaque tentacule est caractérisé par sa courbure et sa longueur qui dépendent
de la vitesse du véhicule.
9.2.3 Détermination des tentacules navigables
Pour déterminer si un tentacule est navigable, une zone dite de support est générée
autour du tentacule, ensuite une évaluation est faite pour vérifier si le tentacule peut
être parcouru jusqu’à la distance de collision dc (distance nécessaire au véhicule pour
s’arrêter).
9.2.3.1 Zone de support
La zone de support (voir la figure 9.4) est une zone autour du tentacule prenant en
compte la largeur du véhicule et une distance de sécurité permettant de vérifier si le
véhicule peut circuler sur le tentacule sans risque de collision. Elle est caractérisée par
la distance dzs : distance de la zone de support. Pour notre système, la valeur de dzs a
été empiriquement spécifiée pour chaque consigne de vitesse Vx par [Hundelshausen
et al., 2008] :
dzs =

1.4 + 0.2Vx3 pour Vx < 3m/s
1.6 + 0.6Vx−315 pour 3m/s < Vx < 15m/s
(9.6)
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Figure 9.4 : Zone de support
9.2.3.2 Distance de collision
La distance de collision dc est la distance nécessaire au véhicule pour s’arrêter par-
tant d’une vitesse initiale Vx avec une décélération longitudinale maximale axcmax
respectant le confort des passagers. Elle est calculée par :
dc =
V 2x
2axcmax
(9.7)
où axcmax est la décélération longitudinale maximale du véhicule, dans notre implé-
mentation axcmax = 1, 5m/s2.
Après génération des zones de support, chaque tentacule est évalué en effectuant
une correspondance entre la zone de support de ce dernier et la carte locale. Cette
évaluation permet de vérifier si le tentacule est navigable ou non. Si le tentacule
peut être parcouru jusqu’à la distance de collision dc sans risque de collision, il est
qualifié de « tentacule navigable ».
9.2.4 Choix du meilleur tentacule
Après évaluation, si plusieurs tentacules sont navigables, le meilleur tentacule est
choisi selon deux critères :
– le dégagement du tentacule (Vlibre) ;
– le rapprochement de la trajectoire globale de référence (Vtrajectoire).
Ces deux critères permettent ainsi d’éviter les obstacles tout en suivant la trajectoire
globale de référence. Pour chaque tentacule navigable, ces deux critères sont calcu-
lés. Afin de rendre ces valeurs comparables, elles sont normalisées dans l’intervalle
[0, 1]. Ces valeurs seront ensuite linéairement combinées en une seule fonction qui
permettra de choisir le meilleur tentacule :
Vtentacule = a1Vlibre + a3Vtrajectoire (9.8)
où a1 et a3 sont les coefficients de pondération.
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Bien que dans notre algorithme nous utilisons uniquement deux critères (Vlibre et
Vtrajectoire), nous présenterons les trois critères de la méthode de base. En effet,
durant la validation, nous calculerons le troisième critère pour montrer qu’il est
assuré.
9.2.4.1 Critère 1 : dégagement du tentacule
Le premier critère Vlibre permet d’évaluer si le tentacule est libre d’obstacle. Il ex-
prime la distance que le véhicule pourrait parcourir le long du tentacule avant de
heurter un obstacle. Pour calculer la valeur de ce critère, on détermine au préalable
la distance entre le véhicule et le premier obstacle trouvé sur le tentacule L0.
Vlibre(L0) =

0 quand le tentacule est entièrement libre
2− 21+e−clibreL0 autrement
(9.9)
clibre est une constante. Vlibre a une valeur nulle si le tentacule est entièrement libre
d’obstacles, sinon elle a une valeur qui augmente quand la distance au premier
obstacle L0 diminue. La figure 9.5 présente la fonction Vlibre = f(L0) utilisée dans
notre algorithme.
Figure 9.5 : fonction Vlibre = f(L0)
Remarque : il est important de souligner que pour tout tentacule navigable, Lo ≥
dc.
9.2.4.2 Critère 2 : changement de braquage
Le deuxième critère Vlisse permet d’évaluer si le braquage est lisse. Ce critère se
calcule à partir du braquage courant δ0, du braquage final du tentacule δk ainsi que
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du braquage maximal δmax(pour normalisation) :
Vlisse =
|δk − δ0|
2δmax
(9.10)
9.2.4.3 Critère 3 : rapprochement de la trajectoire globale
Le troisième critère Vtrajectoire permet d’évaluer si le tentacule se rapproche de la
trajectoire globale. La valeur du critère Vtrajectoire permet de forcer le véhicule à
s’approcher de la trajectoire de référence globale, définie par exemple par les points
de cheminement GPS. La méthode la plus simple pour estimer Vtrajectoire est de
considérer un seul point sur le tentacule et un point correspondant sur la trajectoire
globale de référence. Seront calculés l’angle des tangentes a et la distance b de ces
deux points, comme le montre la figure 9.6.
Figure 9.6 : Détermination des paramètres de Vtrajectoire
Pour chaque tentacule, une fonction Vdist est calculée comme suit :
Vdist = b+ caa (9.11)
avec ca = 3.0m/rad une constante [Hundelshausen et al., 2008].
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Vdist représente une combinaison entre la distance et l’orientation du tentacule par
rapport à la trajectoire globale de référence.
Vtrajectoire =
Vdist − Vmin
Vmax − Vmin (9.12)
où Vmax et Vmin sont respectivement les valeurs maximale et minimale de Vdist sur
l’ensemble des tentacules navigables. Vtrajectoire est alors la valeur normalisée de Vdist.
9.3 Algorithme avec les tentacules en forme de
clothoïdes
9.3.1 Motivations et génération des tentacules
9.3.1.1 Motivations
L’approche de génération des tentacules en forme d’arcs de cercles souffre de plu-
sieurs inconvénients :
– Le véhicule exécute des courbures discontinues en forme d’arcs de cercles. Le
comportement du véhicule est ainsi réduit à un modèle cinématique (géométrique),
l’aspect dynamique n’est pas considéré. Une telle approche n’est pas adaptée à une
conduite à grande vitesse où les effets dynamiques ne peuvent plus être négligés
(notamment la dynamique de la dérive).
– De plus, les tentacules en forme d’arcs de cercles sont générés de manière géo-
métrique sans tenir compte de l’état initial du véhicule ; notamment le braquage
courant. La conséquence est que plusieurs tentacules générés peuvent être inexé-
cutables. En effet, l’exécution des ces tentacules pouvant entraîner une perte de
stabilité du véhicule (effet constaté en cas d’obstacle frontal ou lors d’un virage).
– Enfin, la courbure exécutée étant discontinue, les braquages changent brusque-
ment, entraînant une conduite non confortable. Bien que l’un des critères de choix
du meilleur tentacule permette d’éviter les changements brusques de braquage,
cela ne résout pas le problème de continuité de la courbure.
Avec l’approche des tentacules en forme de clothoïdes, la génération de trajectoires
tient compte de la configuration initiale du véhicule et fournit une courbure continue.
Les clothoïdes permettent d’avoir un comportement plus réaliste du véhicule, qui se
rapproche du comportement réel de la navigation sur les routes.
9.3.1.2 Génération des tentacules
Une clothoïde est une courbe dont la courbure ρ varie linéairement en fonction de
l’abscisse curviligne l :
ρ = 2
k2
l (9.13)
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où ρ est la courbure de la clothoïde, l son abscisse curviligne et k une constante.
Pour générer les tentacules sous forme de clothoïde, il faut connaître plusieurs pa-
ramètres : la courbure initiale de la clothoïde ρ0, le taux de variation de la courbure
par rapport à la longueur de la clothoïde ∆ρ∆l , la longueur totale de la clothoïde
Ltentacule, ainsi que les coordonnées du point initial de la clothoïde (x0, y0, φ0). φ0 est
l’angle de la tangente au point initial de la courbure. L’expression des coordonnées
cartésiennes de tout point de la clothoïde est donnée par :
x =
´
tcos(∆ρ∆` i
2 t2
2 + ρ0t.i+ φ0)dt
y =
´
tsin(∆ρ∆` i
2 t2
2 + ρ0t.i+ φ0)dt
(9.14)
Etant donné que les tentacules sont générés dans le repère égo-centré au centre de
gravité du véhicule, les coordonnées du point initial de la clothoïde x0, y0 et φ0 sont
nuls. Par conséquent, on pourra tracer la clothoïde en précisant juste la courbure
initiale ρ0, la variation de courbure en fonction de la longueur ∆ρ∆t et la longueur
totale de la clothoïde Ltentacule.
La longueur de chaque tentacule Ltentacule a été calculée empiriquement, par la for-
mule suivante :
Ltentacule = 7Vx − 5 pour Vx > 57m/s. (9.15)
où Vx la vitesse longitudinale courante du véhicule.
La longueur des tentacules est une fonction croissante de la vitesse. Dans cet algo-
rithme, pour une vitesse donnée, l’ensemble des tentacules ont une longueur fixe,
contrairement à l’approche par arcs-de-cercles.
La courbure initiale ρ0 est une variable connue. Elle est une image de l’angle de bra-
quage courant du véhicule δ0. Il reste donc à déterminer la variation de la courbure
en fonction de la longueur ∆ρ∆l pour chaque tentacule, pour pouvoir tracer l’ensemble
des tentacules. C’est une étape très importante car elle permet de donner la forme
de chaque clothoïde.
La variation de la courbure ∆ρ∆l de chaque tentacule est déterminée de manière à
garantir une conduite confortable (conduite dans la zone linéaire, évitant tout insta-
bilité et saturation des forces latérales). Pour ce faire, il faut déterminer la courbure
maximale admissible que pourra exécuter le véhicule ρmax. Cette courbure est définie
par :
ρmax =
aymax
V 2x
(9.16)
où aymax est l’accélération latérale maximale admissible du véhicule.
En admettant que les courbures maximales admissibles ( −ρmax et +ρmax) sont
atteintes à la moitié de la distance de collision du véhicule dc/2, les variations de
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courbure ∆ρ∆l des deux tentacules extrêmes sont calculées à partir les expressions
suivantes :
ρmax = ρ0 +
(
∆ρ
∆`
)
max
× dc/2 et − ρmax = ρ0 +
(
∆ρ
∆`
)
min
× dc/2 (9.17)
où ρ0 est la courbure initiale du tentacule, ρmax est la courbure maximale que le
véhicule peut exécuter (prise à la moitié de la distance de collision dc).
Les variations de courbure ∆ρ∆l des deux tentacules extrêmes sont donc :(
∆ρ
∆`
)
min
= −ρmax − ρ0
dc/2
et
(
∆ρ
∆`
)
max
= ρmax − ρ0
dc/2
(9.18)
Pour les autres tentacules, un échantillonnage de ∆ρ∆l dans l’intervalle[(
∆ρ
∆`
)
min
,
(
∆ρ
∆`
)
max
]
est fait de manière que le nombre d’échantillons soit égal au nombre total de tenta-
cules ( nous avons utilisé 41 tentacules).
En définitive, chaque tentacule aura une courbure variant de ρ0 à ρfinalei , avec ρfinalei
la courbure finale de chaque tentacule. Cette courbure finale est calculée par :
ρfinalei = ρ0 +
(
∆ρ
∆`
)
i
× Ltentacule (9.19)
Les différentes étapes décrivant la méthodologie de génération des tentacules en
forme de clothoïdes sont résumées par la figure 9.7 [Chebly et al., 2014].
La figure 9.8 présente les tentacules en forme de clothoïdes générés pour des vitesses
de 5m/s et de 10m/s pour des angles de braquage initiaux de 0, 5◦ et 10◦.
9.3.2 Description de l’algorithme
L’algorithme utilisant les tentacules sous forme de clothoïdes est décrit par la figure
9.9. C’est l’algorithme de base de la méthode des tentacules [Hundelshausen et al.,
2008] avec la différence au niveau de la forme des tentacules : au lieu d’avoir des
tentacules en forme d’arcs de cercles, nous avons utilisé des tentacules en forme de
clothoïdes. 41 tentacules sont générés à chaque pas de calcul et sont évalués. Une
fois les tentacules navigables déterminés, le choix du meilleur tentacule est effectué
en se basant sur trois critères, comme dans l’algorithme de base des tentacules sous
forme d’arcs-de-cercles [Hundelshausen et al., 2008].
Si aucun tentacule n’est navigable, le véhicule choisit de freiner sur le tentacule le
plus dégagé.
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Figure 9.7 : Etapes de la génération des tentacules en forme de clothoïdes
Figure 9.8 : Tentacules en forme de clothoïdes
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Figure 9.9 : Algorithme de la planification des trajectoires par la méthode des
tentacules en forme de clothoïdes
9.4 Conclusion
Dans le présent chapitre, nous avons présenté successivement deux algorithmes de
navigation développés durant ces travaux de recherche ; le premier génère des tenta-
cules en forme d’arcs-de-cercles, et le second des tentacules en forme de clothoïdes.
Le premier algorithme utilise le principe de braquage lisse pour répartir les tentacules
en deux classes avant toute évaluation. Il permet ainsi de gagner en temps de calcul
tout en facilitant la décision, il n’utilise que deux critères pour le choix du meilleur
tentacule.
Le second algorithme permet une prise en compte plus importante des aspects dyna-
miques du véhicule en fournissant une courbure continue et en générant les tentacules
en tenant compte de l’état courant du véhicule (angle de braquage). Cette approche
un peu plus complexe nécessite plus de temps de calcul.
Dans le prochain chapitre, nous montrerons les résultats obtenus avec chacun de ces
deux algorithmes. Une étude comparative sera effectuée afin d’évaluer les avantages
de chaque stratégie pour la planification de trajectoire des véhicules autonomes.
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10.1 Introduction
Dans le chapitre 9, nous avons présenté les différents algorithmes de planification de
trajectoire développés dans nos travaux. Dans ce chapitre, nous présenterons la vali-
dation de ces différentes stratégies de navigation. Tout d’abord, nous présenterons les
résultats obtenus par simulation. Ensuite, une évaluation sur table des algorithmes
développés est faite en utilisant des données réelles. Enfin, nous soulignerons les
travaux qu’il reste à faire (perspectives).
10.2 Validation en simulation
La validation en simulation se déroule en deux étapes : 1) effectuer une évaluation du
fonctionnement de l’algorithme sous Matlab/Simulink ; 2) implanter les algorithmes
dans le simulateur de conduite SCANeR Studio.
10.2.1 Simulation sous Matlab/Simulink
Cette étape de validation permet de vérifier le fonctionnement des algorithmes. Une
simulation sous Matlab utilisant un modèle cinématique du véhicule a été effectuée.
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Ainsi, le véhicule suit la trajectoire qui a été choisie, tout effet dynamique du véhicule
étant négligé. Le schéma de la validation est donné par la figure 10.1.
Figure 10.1 : Schéma de validation des algorithmes sous Matlab
Le bloc “Environnement de conduite” est constitué du véhicule, de la route et des
différents obstacles. Le déplacement du véhicule dans cet environnement est réalisé
par le braquage et l’accélération longitudinale. Un modèle cinématique du véhicule a
été utilisé pour des raisons de simplification, car le but de cette étape est de valider
le bon fonctionnement des algorithmes de planification de trajectoire.
A chaque itération (toutes les 100ms), une carte locale du véhicule est calculée à
partir de la position du véhicule dans la carte globale. Ensuite, l’algorithme de pla-
nification des trajectoires détermine la trajectoire qui sera exécutée par le véhicule
ainsi que la consigne de freinage. Le contrôleur latéral assure l’exécution de la tra-
jectoire choisie. Le bloc “contrôle longitudinal” permet de suivre le profil de vitesse
de référence en cas d’absence de consigne de freinage de l’algorithme de navigation.
La figure 10.2 présente le scénario de validation. Cette carte globale inclue la présence
d’obstacles sur le trajet, permettant de vérifier le comportement des algorithmes lors
des manœuvres de dépassement et d’évitement d’obstacles.
10.2.1.1 Algorithme avec tentacules en arcs de cercles
L’algorithme a été testé avec les coefficients de pondération a1 = 1, a3 = 0.5 (voir
chapitre 9). La figure 10.3 est extraite d’une vidéo montrant le comportement de l’al-
gorithme utilisant les tentacules en arcs de cercles lors d’une manœuvre d’évitement
d’obstacle. Elle présente :
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Figure 10.2 : Carte globale du scénario de simulation
– l’ensemble des tentacules (81) ainsi que les tentacules lisses (généralement inférieur
à 30 tentacules),
– la trajectoire globale ainsi que la trajectoire parcourue par le véhicule,
– la carte locale dynamique montrant l’environnement proche du véhicule,
– les tentacules navigables ainsi que le meilleur tentacule.
Nous notons que, même en présence d’un obstacle frontal, les tentacules générale-
ment choisis sont lisses. Il n’est donc pas nécessaire d’évaluer l’ensemble des tenta-
cules à chaque pas de calcul (à titre indicatif, pour 311 itérations, l’ensemble des
tentacules a été évalué une seule fois dans ce scénario).
La figure 10.4 montre que l’algorithme fonctionne convenablement. Le véhicule évite
l’obstacle puis revient sur la trajectoire globale de référence. Les deux tâches princi-
pales (suivi de la trajectoire globale et évitement d’obstacles) sont ainsi réalisées en
utilisant un nombre réduit de tentacules ainsi que deux des trois critères de décision.
En effet, en analysant prioritairement les tentacules lisses, il n’est plus nécessaire
d’évaluer le critère Vlisse pour la décision. Ceci permet de régler plus aisément les
coefficients de pondération.
En outre, l’évaluation prioritaire des tentacules lisses permet de renforcer les ma-
nœuvres d’évitement ou de retour à la trajectoire globale ; la vidéo permet bien de
l’illustrer. En effet, les tentacules lisses étant prioritairement analysés, cela a pour
effet d’aider à effectuer rapidement la manœuvre en cours, réduisant ainsi le temps
de changement de contexte de conduite (évitement d’obstacle, virage, etc.).
La figure 10.4 présente la courbure de la trajectoire globale et celle calculée par
l’algorithme. Elle montre qu’en absence d’obstacle, la courbure calculée converge
vers la courbure de la trajectoire globale.
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Figure 10.3 : Algorithme avec tentacules en arc de cercles, Image extraite d’une
vidéo montrant un évitement d’obstacle
La figure 10.5 présente les valeurs des trois critères de décision (Vlibre, Vtrajectoire et
Vlisse). Il est important de souligner que Vlisse n’est pas utilisé mais il a été calculé
dans le but de montrer que ce critère est implicitement assuré. Nous constatons
que Vtrajectoire est nulle au début (avant l’évitement d’obstacle). En braquant pour
éviter l’obstacle, les effets des deux critères Vlibre et Vtrajectoire sont combinés. Une
fois revenu sur la trajectoire de référence, tous les critères sont faibles (ou nuls).
Ces résultats sont cohérents et montrent le bon fonctionnement de l’algorithme de
planification de trajectoire.
La figure 10.6 présente le suivi de trajectoire en virage. L’algorithme assure un suivi
de trajectoire en virage. Nous notons un décalage durant le double virage.
Dans ce scénario, les tentacules choisis sont toujours des tentacules dits lisses qui
représentent moins de la moitié des tentacules générés. Cela permet ainsi de diviser
à moitié le temps de calcul de l’algorithme de base, tout en améliorant le braquage.
Son inconvénient est qu’il peut être trés sensible lors d’un changement soudain dans
l’environnement local. C’est le cas, par exemple, de la présence de plusieurs obstacles
sur un chemin étroit.
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Figure 10.4 : Comportement de l’algorithme (tentacules en forme d’arcs de
cercles) en présence d’un obstacle : (a) Trajectoires, (b) Coubures
10.2.1.2 Algorithme avec tentacules en forme de clothoïdes
L’algorithme utilisant les tentacules en forme de clothoïdes a été implanté sous Mat-
lab et a été testé comme celui utilisant les tentacules en forme d’arcs de cercles. Cet
algorithme a été testé avec un nombre de tentacules N = 41. Le réglage des coeffi-
cients de pondération a été très délicat et nous a permis de comprendre et apprécier
l’importance de chaque critère dans le cas des tentacules en forme de clothoïdes. Les
tentacules étant générés à partir de la configuration initiale du véhicule (courbure
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Figure 10.5 : Algorithme des tentacules en arcs de cercles, valeurs des critères de
décision du meilleur tentacule choisi
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Figure 10.6 : Algorithme avec tentacules en arcs de cercles, Virages
courante exécutée) et respectant une accélération latérale maximale de confort, il
n’est pas nécessaire d’ajouter Vlisse dans le critère de choix du meilleur tentacule.
Le critère Vtrajectoire étant calculé sur les tentacules navigables pour favoriser un
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retour à la trajectoire de référence, il s’avère nécessaire de choisir le meilleur ten-
tacule favorisant ce critère pour les tentacules en forme de clothoïdes. La figure
10.7 présente le comportement de cet algorithme face à une situation d’évitement
d’obstacles, pour une décision faite uniquement en considérant le critère Vtrajectoire.
Nous constatons que l’évitement se fait correctement. L’algorithme revient vers la
trajectoire de référence. La courbure de la trajectoire du véhicule varie de manière
continue et plus lentement.
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Figure 10.7 : Comportement de l’algorithme utilisant les tentacules en forme de
clothoïdes en présence d’un obstacle à éviter
Les tentacules sont très lisses. Les conditions de stabilité fixées pour la génération
des tentacules en forme de clothoïdes sont plus restrictives et oblige le véhicule à
freiner avant et pendant l’évitement d’obstacle, en passant par des itérations où il
ne trouve pas de tentacules navigables. La figure 10.8 présente la vitesse du véhicule
des deux algorithmes. Une fois l’obstacle évité, le véhicule retrouve sa vitesse de
consigne.
La figure 10.9 montre les valeurs des critères de décision calculées pour le meilleur
tentacule. Ces critères tendent vers zéro quand le véhicule se rapproche de la trajec-
toire de référence.
En résumé, le second algorithme a aussi été testé sur le scénario d’évitement d’obs-
tacle. Il a nécessité le réglage des paramètres du calcul de Vtrajectoire (ca = 0.75m/rad)
pour fonctionner convenablement. Il évite l’obstacle et revient sur la trajectoire de
référence de manière plus douce. La figure 10.10 présente les angles de braquage des
deux algorithmes. L’algorithme avec tentacules en forme de clothoïdes permet de
fournir un braquage continu et lisse. Nous notons Aussi qu’avec l’algorithme avec
tentacule en forme de clothoide le véhicule a dû freiner pendant quelques itérations
durant l’évitement d’obstacle.
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Figure 10.8 : Algorithme avec tentacules en forme de clothoïdes, Vitesse du véhi-
cule
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Figure 10.9 : Algorithme avec tentacules en forme de clothoïdes, valeurs des cri-
tères de décision du meilleur tentacule
10.2.2 Simulation sous SCANeR Studio
Après évaluation des algorithmes de validation sous Matlab, nous avons commencé
la simulation sous l’environnement de conduite SCANeR Studio.
Cet environnement de simulation permet de vérifier le bon fonctionnement des algo-
rithmes sous des conditions plus réalistes ; le modèle dynamique complet du véhicule,
les capteurs et la route sont plus aboutis. Il permet ainsi de nous rapprocher d’une
validation expérimentale.
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Figure 10.10 : Angles de braquage des algorithmes : (a) arcs de cercles, (b) clo-
thoïdes
Après description de l’environnement de simulation SCANeR Studio pour une ap-
plication de planification de trajectoire, nous présenterons le schéma de validation
ainsi que les travaux réalisés. Nous finirons en présentant les perspectives concernant
cette validation.
10.2.2.1 Schéma descriptif de la validation sous SCANeR Studio
SCANeR Studio est un environnement permettant d’équiper les véhicules des cap-
teurs extéroceptifs tels que la caméra, le lidar et le radar. Ces composants logiciels
paramétrés comme de réels capteurs permettent de simuler la perception de l’envi-
ronnement du véhicule intelligent.
La figure 10.11 présente le schéma de validation sous SCANeR Studio.
La fusion des informations de perception permet de construire une carte dynamique
locale de l’environnement proche du véhicule. A partir de cette carte, une planifica-
tion de trajectoire est effectuée.
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Figure 10.11 : Schéma de validation des algorithmes sous SCANeR Studio
10.2.2.2 Travaux réalisés et perspectives
Le schéma de validation décrit dans la figure 10.11 a été partiellement réalisé sous
SCANeR Studio.
• Le bloc “Vxref ” permet de définir un profil de vitesse longitudinale de référence
que devrait suivre le véhicule autonome en cas d’absence de consigne de freinage
de l’algorithme de planification de trajectoire. Ce composant a déjà été implanté
et testé sous SCANeR Studio. Les contrôleurs longitudinal et latéral ont déjà été
implantés et testés sous SCANeR.
• Les blocs “fusion d’information de perception" et “carte locale dynamique" sont
partiellement réalisés. En effet, ils nécessitent l’acquisition d’une nouvelle licence
SCANeR Studio incluant le capteur Lidar. Ce capteur est nécessaire pour construire
la carte locale dynamique.
10.3 Evaluation des algorithmes utilisant des données
réelles
Après la validation de nos algorithmes en simulation, nous envisageons effectuer une
validation expérimentale. La première étape de cette validation consiste à effectuer
une évaluation hors-ligne des algorithmes utilisant des données expérimentales de
perception.
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Après une présentation des moyens expérimentaux, nous présenterons les résultats
obtenus par les deux algorithmes proposés.
10.3.1 Moyens expérimentaux et méthodologie d’évaluation
10.3.1.1 Véhicule expérimental
Nous avons utilisé le véhicule expérimental CARMEN du laboratoire Heudiasyc
dédié aux applications de la perception de l’environnement. C’est un véhicule Citroën
C5 (figure 10.12), équipé d’un lidar Alasca nécessaire pour construire la carte locale.
Il est équipé de plusieurs autres capteurs parmi lesquels nous pouvons citer :
• Un GPS différentiel : pour mesurer les coordonnées de la trajectoire du véhi-
cule avec une précision centimétrique.
• Une centrale inertielle : pour la mesure des accélérations.
• Les données disponibles sur le bus CAN : la vitesse des roues, l’accélération
latérale et l’angle de braquage au niveau des roues.
• Une caméra : pour enregistrer le scénario de la trajectoire du véhicule.
• Un système Mobileye : pour fournir une liste d’obstacles détectés (piétons,
véhicules) et leurs positions.
• Un Velodyne : pour une perception à 360◦ autour du véhicule.
Figure 10.12 : Véhicule expérimental (CARMEN)
Tous ces capteurs sont connectés et configurés à l’aide d’une plate-forme logicielle
PACPUS développée par le laboratoire.
10.3.1.2 Système de perception
La planification des trajectoires est faite à partir de la carte locale fournie par le
système de perception.
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Notre système de perception est constitué uniquement d’un lidar Alasca XT. C’est
un capteur développé par la société IBEO pour les applications automobiles embar-
quées. Ce capteur a quatre couches séparées par un angle de 0.8◦. Le faisceau laser
utilisé est de classe 1. Il a une ouverture de 0.25◦ (5m.rad) et opère en infrarouge
avec une longueur d’onde de 905nm. Le capteur mesure des distances dans la plage
de 0.3 à 200m avec une précision en distance de l’ordre de 10cm (résolution en dis-
tance de 4cm). Il comporte un miroir rotatif qui tourne à une vitesse réglable entre
8Hz et 40Hz.
Ce capteur est installé sur le parechoc avant du véhicule (figure 10.12). Du fait de
sa couverture angulaire limitée (160◦) et de sa faible hauteur par rapport au plan
de la route, cette configuration favorise les masquages et les réflexions.
La grille instantanée de perception est construite à chaque acquisition du capteur
lidar. Une carte locale est ainsi construite à la fréquence de 12.5Hz. Nous utilisons
une grille d’occupation 2D, dont la taille est de 400 × 400 cellules. La dimension
de chaque cellule est de 25cm× 25cm. Ce capteur nous permet ainsi d’obtenir une
grille couvrant 50m× 50m à l’avant du véhicule.
La carte locale dynamique, réalisée par Julien Moras [Moras, 2013], fournit une
grille d’occupation à trois états selon la théorie des croyances (cellule libre, cellule
occupée et état incertain). La figure 10.13 présente un exemple de trois cartes locales
obtenues par le système de perception. La couleur verte indique que les cellules sont
libres. La couleur rouge indique que les cellules sont occupées, c’est à dire qu’il y a un
obstacle. La couleur bleu représente un état incertain ; soit à cause d’un changement
d’état de la cellule, soit à cause des bruits. La couleur noire représente les cellules
qui ne sont pas dans le champ de vision du capteur lidar.
Figure 10.13 : Exemple de grilles d’occupation [Moras, 2013]
De l’étude bibliographique réalisée, il ressort que chaque cellule est généralement
modélisée de manière binaire ; elle comporte deux états « libre » ou « occupé ».
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Dans notre travail, pour des raisons de simplicité, nous avons ignoré pour l’instant
l’état incertain en le considérant comme occupé.
10.3.1.3 Schéma descriptif de la validation
La figure 10.14 décrit le schéma de l’évaluation hors-ligne. Elle se déroule en deux
étapes : l’acquisition des données et l’évaluation hors-ligne des algorithmes.
Figure 10.14 : Schéma descriptif de l’évaluation expérimentale hors-ligne
Pour acquérir les données réelles, le test a été réalisé à proximité du Centre de re-
cherche de l’Université de Technologie de Compiègne. La figure 10.15 présente le
circuit d’essai. Le point de départ est indiqué par le véhicule rouge et la trajectoire
rouge correspond au trajet effectué par le véhicule. Durant cette phase d’acquisition
des données, le véhicule réel est conduit par un conducteur humain. La trajectoire
du véhicule ainsi que les données telles que la vitesse et l’angle de braquage sont en-
registrés. La trajectoire effectuée par le véhicule sera considérée comme la trajectoire
de référence pour les algorithmes.
Figure 10.15 : Circuit d’essai
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Une fois les données acquises, nous effectuons un « re-jeux de données » en faisant
tourner les algorithmes en boucle ouverte. En effet, à chaque pas de calcul, nous
utilisons les données de perception et les données dynamiques acquises sur le véhicule
pour calculer le « meilleur tentacule » qui évite les obstacles et suit la trajectoire de
référence.
10.3.1.4 Résultats de l’évaluation
La figure 10.16 présente les profils de vitesse et trajectoire du scénario de test. On
note une augmentation de la vitesse puis une réduction de cette dernière pendant
un virage serré.
La figure 10.17 est la capture d’une image vidéo présentant la trajectoire de référence
(celle du conducteur) et la trajectoire calculée par l’algorithme de planification de
trajectoire utilisant des tentacules en forme d’arcs de cercles.
A droite est représentée la photo réelle de la route, acquise par la caméra qui est
fixée sur le véhicule. A gauche nous avons la grille d’occupation. Dans la grille
d’occupation, la zone verte indique l’espace libre, les cellules rouges sont les cellules
occupées par un obstacle. La zone blanche correspond à la zone de support qui
entoure le tentacule choisi par l’algorithme. La courbe en pointillé rouge représente
la trajectoire de référence parcourue par le véhicule réel.
Cette vidéo montre que la trajectoire du véhicule est proche de celle calculée par
l’algorithme avec les tentacules en forme d’arcs de cercles.
Le même travail a été aussi réalisé pour évaluer le second algorithme développé en
forme de clothoïdes. La figure 10.18 est la capture d’une image vidéo présentant la
trajectoire de référence (celle du conducteur) et la trajectoire calculée par l’algo-
rithme de planification de trajectoire utilisant des tentacules en forme de clothoïdes.
La figure 10.19 présente l’angle de braquage réel du véhicule et les angles de braquage
correspondant au tentacule choisi par les deux algorithmes. Le braquage calculé à
chaque itération est proche du braquage réel du véhicule. Ceci signifie en d’autres
termes que ces algorithmes donnent des résultats cohérents pour un suivi de la
trajectoire de référence sans obstacle. Le braquage de l’algorithme avec tentacules en
forme de clothoïdes est plus lisse. ce résultat montre le bon fonctionnement des deux
algorithmes et les améliorations apportées par les tentacules en forme de clothoïdes.
Ces résultats préliminaires d’une validation sur table, bien que n’étant pas une vali-
dation expérimentale proprement dite, montrent la faisabilité des approches propo-
sées.
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Figure 10.16 : Evaluation des algorithmes utilisant des données réelles, profils de
vitesse et trajectoire : (a) Trajectoire, (b) Vitesse
10.4 Conclusion
En ce qui concerne la planification des trajectoires, nous avons proposé deux algo-
rithmes permettant d’améliorer la méthode de base de navigation par tentacules.
Les algorithmes ont été validés en simulation sous Matlab sur un scénario virtuel
que nous avons réalisé. En outre, une évaluation expérimentale en boucle ouverte des
algorithmes développés a été réalisée sur des données réelles acquises sur le véhicule
Citroën C5 du laboratoire Heudiasyc.
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Figure 10.17 : Capture d’une image vidéo de l’évaluation hors-ligne (tentacules en
forme d’arcs de cercles)
Figure 10.18 : Image vidéo de l’évaluation hors-ligne (tentacules en forme de clo-
thoïdes)
Avec ces résultats préliminaires, nous pouvons constater que les algorithmes donnent
de bons résultats vis-à-vis des objectifs attendus d’évitement d’obstacles et de suivi
de la trajectoire globale de référence.
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Figure 10.19 : Comparaison des angles de braquage : (a) arcs de cercles, (b) clo-
thoïdes
L’évaluation hors-ligne montre qu’à chaque pas de calcul, les algorithmes choisissent
un tentacule qui correspond approximativement à la trajectoire du conducteur, mon-
trant ainsi la faisabilité des solutions proposées.
Parmi les perspectives à court terme, après acquisition de la licence SCANeR Studio
incluant l’utilisation du capteur lidar, nous allons achever la validation en simulation
et comparer plus objectivement le fonctionnement des algorithmes proposés.
Aussi, après installation de tous les composants de perception sur l’un des véhicules
robotisés du laboratoire, ces algorithmes seront implantés afin d’avoir une validation
expérimentale complète au travers du projet Robotex du laboratoire Heudiasyc.
A moyen terme, il serait important d’étudier le cas de l’évitement des obstacles
mobiles.
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Durant ces dix dernières années, plusieurs défis ont stimulé la recherche pour la
conception des véhicules autonomes. De nombreux laboratoires ainsi que des indus-
triels sont de plus en plus intéressés par le développement de telles applications.
C’est un domaine de recherche en pleine expansion, l’un des enjeux majeurs aujour-
d’hui étant de garantir une conduite autonome à grande vitesse. C’est dans ce sens
que ces travaux de recherche s’intéressent à deux étapes clés permettant de réaliser
une navigation autonome : la planification des trajectoires, et le développement des
lois de commande robustes qui assureront, en temps réel, un suivi de la trajectoire
à grande vitesse.
Pour proposer des solutions à cette problématique, après avoir réalisé une large
recherche bibliographique sur la commande et la planification des trajectoires des
véhicules autonomes, plusieurs contributions ont été présentées.
11.1 Contributions
11.1.1 Commande des véhicules autonomes
En ce qui concerne la commande des véhicules autonomes à grande vitesse, un
contrôleur latéral par modes glissants d’ordre supérieur a été proposé. En effet, nous
avons développé une stratégie de commande utilisant l’algorithme du super-twisting
pour minimiser le déplacement latéral du véhicule autonome. La particularité d’une
telle stratégie est de bénéficier de la robustesse du contrôleur par mode glissant
(SMC). Son inconvénient majeur est l’utilisation d’une fonction discontinue dans la
commande entraînant le broutement.
Afin d’enrichir l’approche précédemment proposée, compte tenu de la ressemblance
implicite entre le contrôleur SMC et le principe la commande par Immersion et
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Invariance (I&I), deux contrôleurs I&I ont été développés. Ceci dans le but de
pallier les inconvénients du contrôleur SMC, à savoir la réduction du broutement ou
l’élimination de la discontinuité, ainsi qu’une prise en compte plus importante du
modèle.
Une première version du contrôleur I&I a été développée. Pour l’améliorer, une se-
conde version a été développée et une comparaison avec le SMC a été faite. Nous
avons ainsi amélioré les performances du contrôleur latéral par l’utilisation du prin-
cipe d’Immersion et d’Invariance.
Le développement des contrôleurs I&I nous a permis de garantir une stabilité ro-
buste ne dépendant pas de la valeur des gains, ce qui nous a conduit à étudier
les propriétés intrinsèques du système. Une étude des propriétés de passivité de la
dynamique latérale a été réalisée.
L’intérêt de la passivité découle du re-bouclage des systèmes passifs. En effet, Il y
a stabilité interne quand on reboucle une sortie passive avec un contrôleur passif.
On peut donc rechercher la passivité comme moyen d’imposer une stabilité robuste.
Cette démarche est particulièrement pertinente dans les applications de contrôle la-
téral des véhicules intelligents où le contrôleur doit garantir une stabilité robuste
pour une conduite à grande vitesse ainsi qu’une robustesse par rapport aux incerti-
tudes paramétriques et aux perturbations.
Nous avons montré que l’erreur de lacet est une sortie strictement passive pour une
entrée de braquage. De même, la dérivée de l’erreur latérale est une sortie passive
pour une entrée de braquage ou l’erreur de lacet. L’erreur d’angle de dérive n’est
pas une sortie passive (à grande vitesse) pour une entrée de braquage.
A la suite de cette étude des propriétés de passivité, nous avons développé un contrô-
leur basé sur ces propriétés. Nous avons montré qu’un contrôleur imbriqué de struc-
ture PD-PI assurera la stabilité en préservant les propriétés de passivité du système,
garantissant ainsi de bonnes performances.
Pour tester ces différentes lois de commande, la validation a été effectuée à l’aide du
simulateur de conduite SCANeRTM Studio et à l’aide des données réelles. Ces deux
environnements de test sont complémentaires et permettent d’enrichir la validation.
Les résultats montrent que ces contrôleurs non linéaires garantissent un suivi ro-
buste de trajectoire à grande vitesse, donnant de bonnes performances en présence
d’incertitudes paramétriques ou des perturbations.
La commande par mode glissant permet d’avoir de faibles erreurs latérales pour des
courbures constantes. Par contre, elle est plus sensible aux variations de courbure ou
aux grandes valeurs d’incertitudes paramétriques. Outre son inconvénient majeur le
broutement, le réglage de ce contrôleur est difficile car dépend principalement des
valeurs des variables et du niveau de bruit.
La commande par immersion et invariance permet de garantir une stabilité robuste
et des performances connues a priori. En outre, elle est adaptative et a de bonnes
performances par rapport aux incertitudes paramétriques.
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Le contrôleur imbriqué basé sur les caractéristiques de passivité du système permet
de garantir la stabilité et la passivité du système bouclé. Il a l’avantage d’utiliser
moins de mesures que les précédents (SMC et I&I). Il est quasiment insensible aux
incertitudes paramétriques (sur la masse et le coefficient de rigidité de dérive du
véhicule). En revanche, il est assez sensible aux grandes variations de courbures et
la version actuelle de ce contrôleur n’est pas adaptative.
11.1.2 Planification des trajectoires des véhicules autonomes
Concernant la navigation, nous avons effectué un état de l’art sur les méthodes de
planification de trajectoires. Cette étude bibliographique nous a permis de choi-
sir l’approche réactive par génération de tentacules pour assurer notre navigation
autonome dans un contexte incertain.
Après une étude de la méthode de base, nous l’avons implémentée sous MATLAB.
Ensuite, nous avons proposé quelques améliorations :
– l’évaluation prioritaire des tentacules lisses ; ce qui nous permet à la fois de gagner
en temps de calcul et de réduire le nombre des critères de décision.
– la génération de tentacules en forme de clothoïdes, permettant une prise en compte
plus importante de la dynamique du véhicule, nécessaire pour une conduite à
grande vitesse.
Les résultats de la simulation montrent que les algorithmes donnent de bons résultats
vis-à-vis des objectifs attendus d’évitement d’obstacles et de suivi de trajectoire
globale. Aussi, une redéfinition de l’évaluation de critères de décision de façon à les
adapter à la forme des clothoïdes est nécessaire.
Enfin, une évaluation expérimentale en boucle ouverte des algorithmes développés a
été réalisée sur des données réelles acquises par le véhicule CARMEN du laboratoire
Heudiasyc. Cette évaluation hors-ligne montre qu’à chaque pas de calcul, les algo-
rithmes choisissent un tentacule qui correspond approximativement à la trajectoire
du conducteur, montrant ainsi la faisabilité des solutions proposées.
11.2 Perspectives
11.2.1 Perspectives sur la commande
Etude des propriétés de passivité considérant un modèle plus représen-
tatif
Dans ces travaux, nous avons montré les propriétés de passivité de la dynamique
latérale considérant le modèle bicyclette avec des forces de contact pneumatique
linéaire. Nous avons montré que les conditions de passivité sont plus restrictives en
considérant l’adhérence de la chaussée comme un paramètre variant. Nous étudierons
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ces propriétés considérant un modèle de forces de contact non linéaire dans le but
d’étendre les résultats obtenus à des applications de stabilisation du véhicule. Plus
tard, il sera intéressant d’étudier ses propriétés intrinsèques sur le modèle 4-roues.
Robustesse et extension de l’étude comparative
Par ailleurs, une version adaptative du contrôleur imbriqué basé sur les propriétés de
passivité sera développée. Ensuite, une étude de la robustesse basée sur une analyse
de la sensibilité sera faite.
Nous allons également évaluer la robustesse par rapport aux bruits de mesures. Nous
comptons également développer de nouvelles versions de ces contrôleurs avec prise en
compte de l’estimation des variables influençant directement la dynamique latérale,
comme le dévers de la route, pour améliorer leurs performances.
Nous aimerions également étendre cette étude comparative à d’autres stratégies de
commande robustes telles que la commande H∞, la commande CRONE.
Validation sur le véhicule semi-autonome du laboratoire Heudiasyc
Pour valider les lois de commande, la simulation du système en boucle fermée a été
comparée aux données expérimentales acquises sur le véhicule DYNA. Une valida-
tion sur le simulateur de conduite SCANeR Studio a également été réalisée. Nous
testerons ces lois de commande sur les véhicules robotisés du laboratoire Heudiasyc,
au travers le projet Robotex.
Le projet Equipex Robotex est un Réseau national de plates-formes expérimentales
en robotique. Le laboratoire Heudiasyc coordonne le volet « Robotique mobile ter-
restre et aérien ». Actuellement l’acquisition et l’instrumentation des véhicules sont
en train d’être réalisées. La figure 11.1 présente quelques véhicules du projet Robotex
et la piste d’éssai “Séville” du laboratoire Heudiasyc.
11.2.2 Perspectives sur la planification des trajectoires
Etude de faisabilité du choix du type de tentacules
Concernant la navigation, nous avons développé deux algorithmes de navigation
basés sur la méthode des tentacules : les tentacules en forme d’arcs de cercles et les
tentacules en forme de clothoïdes. En ce moment, une étude de faisabilité de cette
stratégie de génération de trajectoire pour une conduite à grande vitesse est en train
d’être réalisée. Cette étude de faisabilité permettra de comparer très objectivement
différents types de tentacules (arcs de cercles, chothoïdes, polynômes) pour une
navigation à petite, moyenne et grande vitesse.
Validation sous SCANeR Studio
Parmi les perspectives à court terme, après acquisition de la licence SCANeR in-
cluant l’utilisation du capteur lidar, nous allons achever la validation en simulation
et comparer plus objectivement le fonctionnement des algorithmes proposés.
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Figure 11.1 : Véhicules du projet Robotex et piste “Séville”
Validation sur le véhicule semi-autonome du laboratoire Heudiasyc
Aussi, après installation de tous les composants de perception sur l’un des véhicules
robotisés du laboratoire, ces algorithmes seront implantés afin d’avoir une validation
expérimentale complète au travers du projet Robotex du laboratoire Heudiasyc.
Prise en compte des obstacles mobiles, respect du code de la route
A moyen terme, il serait important d’étudier le cas de l’évitement des obstacles
mobiles et le respect du code de la route.
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Annexe 1 : Développement du
contrôleur I&IV 00
Plusieurs versions des contrôleurs I&I ont été développées durant ces travaux de
recherche. La première version I&IV 00, développée avec un modèle latéral couram-
ment utilisé dans la littérature et ayant comme vecteur d’état x = (ψ˜, ˙˜ψ, e˙, e)> sera
présentée.
Soit le modèle bicyclette (paragraphe 2.2.1.1) donnée en termes de déplacement
latéral et de vitesse de lacet : y¨ = −
(Cf+Cr)
mVx
y˙ − (LfCf−LrCr
mVx
+ Vx)ψ˙ + Cfm δ
ψ¨ = −LfCf−LrCr
IzVx
y˙ − L
2
f
Cf+L2rCr
IzVx
ψ˙ + LfCf
Iz
δ
(11.1)
Considérons les variables d’erreurs e1 and e2 définies comme suit :
e¨1 = y¨ + Vx(ψ˙ − ψ˙des), e2 = ψ − ψdes
où e1 et e2 représentent respectivement l’erreur latérale et l’erreur de lacet.
Les équations dynamiques des erreurs sont les suivantes, e¨1 = −
C0
mVx
e˙1 − C1mVx e˙2 + C0m e2 +
Cf
m
δ −
(
C1
mVx
+ Vx
)
ψ˙des
e¨2 = − C1IzVx e˙1 − C2IzVx e˙2 + C1Iz e2 +
LfCf
Iz
δ − C2
IzVx
ψ˙des
(11.2)
où ψ˙des = VxR , avec R le rayon de courbure, et
C0 = Cf + Cr, C1 = CfLf − CrLr, C2 = CfL2f + CrL2r. (11.3)
Par conséquent, le modèle dynamique du système peut être écrit sous la forme x˙ =
f(x, u) avec x = [x1, x2, x3, x4] = [e˙1, e1, e˙2, e2]> et u = [δ, ρ], ρ = 1/R représentant
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la courbure de la route. Les équations dynamiques sont,
x˙1 = − C0
mVx
x1 − C1
mVx
x3 +
C0
m
x4 +
Cf
m
δ −
(
C1
m
+ V 2x
)
ρ,
x˙2 = x1, (11.4)
x˙3 = − C1
IzVx
x1 − C2
IzVx
x3 +
C1
Iz
x4 +
LfCf
Iz
δ − C2
Iz
ρ,
x˙4 = x3.
L’entrée de commande δ a une influence directe sur la dynamique des deux variables
d’état x1 et x3. Pour réduire le nombre de variables dont la dynamique dépend
explicitement, nous procédons au changement de variable suivant :
η3 = x3 − mLf
Iz
x1 . (11.5)
L’équation dynamique de la nouvelle variable d’état η3 peut être écrite comme suit,
η˙3 = Fη3x1 +
C1Lf − C2
IzVx
η3 − C0Lf − C1
Iz
x4
+LfC1 − C2 +mLfV
2
x
Iz
ρ , (11.6)
avec
Fη3 =
C0Lf − C1
IzVx
+ mLf
Iz
(
C1Lf − C2
IzVx
)
. (11.7)
L’objectif de la commande latérale est d’annuler l’erreur latérale et l’erreur de lacet.
Pour une courbure donnée ρ et une vitesse longitudinale Vx, le comportement sou-
haité correspond à x1 = x2 = x3 = 0. Par conséquent, le point d’équilibre souhaité
est :
(x1, x2, η3, x4)> = (0, 0, 0, x?4)>
avec
x?4 =
LfC1 − C2 +mLfV 2x
C0Lf − C1 ρ. (11.8)
Nous definissons la nouvelle variable :
η4 = x4 − x?4 . (11.9)
Ainsi, le nouveau vecteur d’état ayant l’origine comme point d’équilibre désiré est
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η = [η1, η2, η3, η4]> =
[
x1, x2,
(
x3 − mLfIz x1
)
, (x4 − x?4)
]>
. La dynamique du modèle
devient,
η˙1 = −
[
C0
mVx
+ C1Lf
IzVx
]
η1 − C1
mVx
η3 +
C0
m
η4 +
Cf
m
δ
+C0
m
x?4 −
(
C1
m
+ V 2x
)
ρ,
η˙2 = η1, (11.10)
η˙3 = Fη3η1 +
C1Lf − C2
IzVx
η3 − C0Lf − C1
Iz
η4,
η˙4 =
mLf
Iz
η1 + η3.
Dans ce système, on peut noter que l’entrée de commande δ représentant l’angle de
braquage agit directement sur la variable η1, et agit implicitement sur ? ?la dyna-
mique des autres variables d’état via η1.
Etant donné que le contrôleur latéral du véhicule vise principalement à éliminer
l’erreur de déplacement latéral par rapport à une trajectoire de référence, alors le
comportement désiré du système correspond à e˙1 = e1 = 0, qui est équivalent à
η1 = η2 = 0.
Considérons le modèle dynamique latérale du véhicule (11.10). Comme mentionné
précédemment, le principal objectif de la commande est d’annuler l’erreur de dépla-
cement latéral par rapport à une trajectoire donnée, η1 = η2 = 0 à l’équilibre.
Par conséquent, le sous-système (ξ1, ξ2) a été choisi comme l’image du système
(η3, η4) quand η1 = η2 = 0. La dynamique cible peut être exprimée comme suit,
ξ˙1 =
C1Lf − C2
IzVx
ξ1 − C0Lf − C1
Iz
ξ2, (11.11)
ξ˙2 = ξ1.
Proposition 12. La dynamique cible (11.11) a un équilibre globalement asymptoti-
quement stable à l’origine (0, 0).
Démonstration. Si nous négligeons la variation de courbure, la dynamique du vec-
teur d’états ξ = [ξ1, ξ2] peut être écrit sous la forme
ξ˙ = Aξ
avec
A =
(
C1Lf−C2
IzVx
−C0Lf−C1
Iz
1 0
)
, (11.12)
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Compte tenu des caractéristiques du système, nous avons
C1Lf − C2 < 0, C0Lf − C1 > 0. (11.13)
Puis, après quelques calculs, on peut prouver que la matrice A vérifie le critère de
stabilité de Routh-Hurwitz, ce qui donne résultat souhaité. 
Proposition 13. Considérons le système (11.10) de la forme η˙ = f(η, δ), a son
équilibre à l’origine. Le sous-système (11.11), qui est une image de (η3, η4) pour
η1 = η2 = 0, a son équilibre à l’origine. Donc, le système (11.10) est (globallement)
I&I-stabilisable avec la dynamique cible (11.11).
Démonstration. Soit la variable z,
z = η1 + λη2, s.t. λ > 0 (11.14)
Nous devons trouver une entrée de commande δ de sorte que les trajectoires du
système en boucle fermée sont bornées et z = η1 + λη2 converge vers zéro. Notez
que,
Si (z = 0)⇒ η1 + λη2 = 0 ⇒ η˙2 + λη2 = 0
Par conséquent, lorsque z → 0, η2 converge à zéro de façon exponentielle avec un
taux de convergence λ. Ensuite, η1 = η˙2 converge aussi vers zéro, ce qui donne le
résultat souhaité. A cette fin, soit z˙ = −K(η)z avec K(η) > 0 pour tout η. K(η)
représente le taux de convergence exponentiel de z à zéro.
Remplaçant z˙ et z par leur expressions η˙1, η˙2, η1 et η2, nous avons z˙ sous la forme
z˙ = h(η) + bδ = −K(η)z ⇒ δ = −h(η)
b
− K(η)
b
z . (11.15)
et après quelques calculs, on peut constater que l’entrée de commande correspondant
a l’expression suivante
δ = m
Cf
{−K(η)[η1 + λη2] +
[
C0
mVx
+ C1Lf
IzVx
− λ
]
η1
+ C1
mVx
η3 − C0
m
η4 − C0
m
x?4 +
[
C1
m
+ V 2x
]
ρ}. (11.16)
Compte tenu de la structure du système, on peut noter qu’il existe deux « mani-
fold », un « manifold » externeM2 atteint lorsque la variable z converge de manière
exponentielle vers zéro avec un taux de convergence K(η) > 0. Puis, un « mani-
fold » interneM1 peut être atteint de n’importe quel point dansM2 avec un z η2
qui converge de manière exponentielle avec un taux de convergence λ > 0. Finale-
ment, le « manifold » M1 contient le modèle cible ayant un équilibre globalement
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asymptotiquement stable à l’origine. K(η) et λ doivent être choisis de telle ma-
nière à assurer l’attractivité incrémentale des deux « manifold », puis la stabilité
asymptotique globale du système peut être assurée.
Pour prouver que les ξ = (ξ1, ξ2) sont bornés, dans le « manifold »M1, choisissons
n’importe quel M > 0 et supposons que V1(ξ) soit une fonction définie positive et
appropriée de telle sorte que
∇V >1 f(ξ) < 0,
pour tout ‖ξ‖ > M . Noter qu’une telle fonction V1(ξ) existe et que pour montrer
sa stabilité asymptotique à l’origine du système ξ˙ = f(ξ) = Aξ, V1(ξ) n’est pas
nécessairement une fonction de Lyapunov pour ξ˙ = f(ξ).
La fonction V1(ξ) est choisi telle que
V1(ξ) =
1
2ξ
2
1 +
1
2ξ
2
2 . (11.17)
V˙1(ξ) = ξ1ξ˙1 + ξ2ξ˙2,
= C1Lf − C2
IzVx
ξ21 −
[
C0Lf − C1
Iz
− 1
]
ξ1ξ2, (11.18)
V˙1(ξ) < 0
pour tout ‖ξ‖ > M . Notons que ξ1 et ξ2 correspondent aux variables η3 et η4 respec-
tivement lorsque η1 = η2 = 0. Considérons maintenant la fonction definie positive
et appropriée V2(−λη2, η2, η3, η4) definie dans le « manifold »M2, qui correspond à
z = η1 + λη2 = 0.
V2(η, z = 0) =
1
2η
2
3 +
1
2η
2
4︸ ︷︷ ︸
V1(η)
+12η
2
2 . (11.19)
Etant donné que η1 = η˙2 = −λη2 pour z = 0, ensuite,
V˙2(η, z = 0) = V˙1(ξ) + Fη3η1η3 +
mLf
Iz
η1η4 + η2η˙2,
= V˙1(ξ)−
[
Fη3η3 +
mLf
Iz
η4
]
λη2 − λη22, (11.20)
≤ V˙1(ξ) +
[
Fη3η3 +
mLf
Iz
η4
]2
2γ1
+ γ12 λ
2η22 − λη22,
≤ V˙1(ξ) +
[
Fη3η3 +
mLf
Iz
η4
]2
2γ1︸ ︷︷ ︸+λ
(
γ1
2 λ− 1
)
︸ ︷︷ ︸ η22,
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pour tout γ1 > 0. Posant γ1 tel que,
V˙1(ξ) +
[
Fη3η3 +
mLf
Iz
η4
]2
2γ1
< 0, (11.21)
pour tout ‖ξ‖ > M , et posant λ tel que,
(
γ1
2 λ− 1
)
< 0 ⇒ λ < 2
γ1
< − 4V˙1(ξ)[
Fη3η3 +
mLf
Iz
η4
]2 , (11.22)
rendent bornées les trajectoires contenues dans le « manifold »M2, et prouvent la
stabilité asymptotique du sous-système correspondant à z = 0.
Pour finir, nous définissons la fonction définie positive et appropriée W (η) pour le
système (11.10) comme suit,
W (η) = 12η
2
3 +
1
2η
2
4 +
1
2η
2
2︸ ︷︷ ︸
V2(η)
+12z
2 . (11.23)
A supposer η1 = η˙2 = z − λη2 dans ce système, ensuite,
W˙ (η) = V˙2(η, z = 0) +
[
Fη3η3 +
mLf
Iz
η4
]
z + zη2 + zz˙, (11.24)
≤V˙2(η, z = 0) +
[
Fη3η3 +
mLf
Iz
η4 + η2
]2
2γ2
+ γ22 z
2 −K(η)z2,
≤V˙2(η, z = 0) +
[
Fη3η3 +
mLf
Iz
η4 + η2
]2
2γ2︸ ︷︷ ︸+
(
γ2
2 −K(η)
)
︸ ︷︷ ︸ z2.
quelque soit γ2 > 0. Posant γ2 tel que,
V˙2(η, z = 0) +
[
Fη3η3 +
mLf
Iz
η4 + η2
]2
2γ2
< 0, (11.25)
et posant K(η) tel que,(
γ2
2 −K(η)
)
< 0 ⇒
K(η) > γ22 > −
[
Fη3η3 +
mLf
Iz
η4 + η2
]2
4V˙2(η, z = 0)
, (11.26)
donnent le résultat désiré de l’attractivité du « manifold »M2 et prouve la stabilité
asymptotique du système avec le contrôleur I&I lorsque les gains du contrôleur sont
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choisis respectant les conditions (11.22) and (11.26). 
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Annexe 2 : Passivité de
l’entrée-sortie ˙˜ψ → e˙
La fonction de transfert H4(s) of ˙˜ψ, relative à l’entrée e¨ est donnée par :
H4(s) =
˙˜ψ(s)
e¨(s) =
gs+ h
as2 + bs+ c (11.27)
où a, b, c, g et f ont été définis ci-dessus et sont toujours positifs (6.21).
Proposition 14. La fonction de transfert H4(s) est à partie réelle stric-
tement positive.
Démonstration. La fonction de transfert H4(s) a un degré relatif égal à 1 et H4(s)
est stable.
La réponse fréquentielle de H4(s) est donnée par :
H4(jω) =
gjω + h
−aω2 + bjω + c =
RN4 + jIN4
RN0 + jIN0
(11.28)
où RN4, IN4, RN0 et IN0 sont les parties réelle et imaginaire du numérateur et du
dénominateur, données par :
RN4 = h, IN4 = gω
RN0 = c− aω2, IN0 = bω.
(11.29)
Ainsi,
< [H4(jω)] = RN4RN0 + IN4IN0
R2N0 + I2N0
(11.30)
<[H4(jω)] est positif si et seulement si RN4RN0 + IN4IN0 > 0.
RN4RN0 + IN4IN0 = (gb− ah)ω2 + hc (11.31)
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Nous avons toujours :
gb− ah > 0
hc > 0
}
⇒ < [H4(jω)] > 0,∀ω ∈ (−∞,+∞) (11.32)
Aussi, nous avons :
lim
ω→∞ω
2< [H4(jω)] = gb− ah
a2
> 0 (11.33)
Notons que lim
ω→∞<[H4(jω)] = 0. Donc H4(s) est à partie réelle strictement positive.
La sortie ˙˜ψ est strictement passive pour l’entrée e¨. Par conséquent, la sortie ˙˜ψ est
passive pour l’entrée e˙. 
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Abbréviations et Notations
I&I Immersion et Invariance
ABS Anti-Blocking System
ADAS Advanced Driver Assistance Systems
AFIL Avertissement de Franchissement Involontaire de Ligne
AFU Assistance au Freinage d’Urgence
CdG Centre de Gravité
DARPA Defense Advanced Research Projects Agency
ESP Electronic Stability Program
GPS Global Positioning System
LPV Linéaire à Paramètre Variant
LQ Linéaire Quadratique
LTI Linéaire à Temps Invariant
LTV Linéaire à Temps Variant
MPC Model Predictive Control
MS2T Maîtrise des Systèmes de Systèmes Technologiques
NLMPC Non Linear Model Predictive Control
OMS Organisation Mondiale de la Santé
P Passif
PBC Passivity-Based Control
PID Contrôleur Proportionnel Intégral et Dérivé
PR Positive Real
SMC Sliding Mode Control
SP Strictement Passif
SPR Strictly Positive Real
SSPR Strongly Strictly Positive Real
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UTC Université de Technologie de Compiègne
VFF Virtual Force Fields
VFH Vector Field Histogram
αij Angle de dérive du pneumatique (rad)
β Angle de dérive au centre de gravité (rad)
δ Angle de braquage au niveau du pneu (rad)
ω Vitesse de rotation de la roue (rad/s)
φv Angle de roulis (rad)
φr Angle de dévers de la route (rad)
ψ Angle de lacet du véhicule (rad)
ρa Masse volumique de l’air (kg.m3)
σxij Glissement longitudinal du pneu
Cf Rigidité de dérive du pneu avant (N/rad)
Cr Rigidité de dérive du pneu arrière (N/rad)
Cx Coefficient de traînée aérodynamique
Cφf Rigidité du roulis avant (N/rad)
Cφr Rigidité du roulis arrière (N/rad)
E Empattement du véhicule (longueur de l’essieu) (m)
Faero Force aérodynamique (N)
Fbank Force latérale due à l’angle de dévers de la route (N)
Fxij Force longitudinale du pneu (N)
Fyij Force latérale du pneu (N)
g Constante gravitationnelle
h Hauteur du centre de gravité (m)
i Indice du pneumatique : avant (1) ou arrière (2)
Iz Moment d’inertie (kg.m2)
Ixx Moment d’inertie de la masse suspendue du véhicule par rapport à l’axe
de roulis (kg.m2)
Ixz Moment d’inertie roulis/lacet (kg.m2)
j Indice du pneumatique : gauche (1) ou droite (2)
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Kφf Coefficient de frottement roulis avant (N.m/rad)
Kφr Coefficient de frottement roulis arrière (N.m/rad)
Lf Distance essieu avant - CdG (m)
Lr Distance essieu arrière - CdG (m)
m Masse du véhicule (m)
ms Masse suspendue (kg)
N Nombre de tentacules
Reffω Vitesse longitudinale réelle de l’axe de la roue (m/s)
Reff Rayon effectif du pneumatique (m)
S Surface frontale du véhicule (m2)
Vx Vitesse longitudinale (m/s)
Vωx Vitesse linéaire équivalente du pneumatique (m/s)
Vy Vitesse latérale (m/s)
y Position latérale du véhicule (m)
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Résumé
Ces travaux de recherche portent sur la commande et la planification des trajectoires
pour la navigation des véhicules autonomes. Ils se situent dans le cadre d’un projet
très ambitieux lancé par le laboratoire Heudiasyc sur la conduite autonome à grande
vitesse (vitesse longitudinale supérieure à 5m/s ∼= 18km/h).
Pour proposer des solutions à cette problématique, après avoir réalisé une large
recherche bibliographique sur la commande et la planification des trajectoires des
véhicules autonomes, plusieurs contributions ont été présentées.
En ce qui concerne la commande des véhicules autonomes, un contrôleur latéral par
mode glissant d’ordre supérieur a été proposé. Compte tenu de la ressemblance im-
plicite entre le mode glissant et le principe d’immersion et d’invariance (I&I), deux
contrôleurs utilisant le principe d’immersion et d’invariance ont été proposés par la
suite pour améliorer les performances par rapport au mode glissant. Le développe-
ment de ces nouveaux contrôleurs nous a permis de garantir une stabilité robuste
pour tous les gains positifs des contrôleurs I&I. Ce résultat nous a conduit à étu-
dier les propriétés intrinsèques du système. Une étude des propriétés de passivité
du système a révélé des caractéristiques de passivité intéressantes. Par la suite nous
avons développé un contrôleur robuste basé sur la passivité.
Concernant la navigation, nous avons développé deux algorithmes de navigation
basés sur la méthode des tentacules. Ceci dans le but d’améliorer la méthode de
base. Les résultats de la simulation montrent que les algorithmes donnent de bons
résultats vis-à-vis des objectifs attendus d’évitement d’obstacles et de suivi de la
trajectoire globale de référence.
Les algorithmes de commande et de planification de trajectoires développés ont été
validés en simulation hors-ligne avec des données réelles après avoir été testés sur
un simulateur réaliste.
Mots clés : Commande non linéaire, commande robuste, génération de trajectoires,
suivi de trajectoire, navigation autonome, véhicules intelligents.
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Abstract
My research focuses on trajectory planning and control of autonomous vehicles.
This work is a part of an extremely ambitious project launched by the Heudiasyc
laboratory about autonomous driving at high speed (longitudinal speed greater to
5m/s ∼= 18km/h).
With regard to the control of autonomous vehicles at high speed, a lateral control-
ler using higher-order sliding mode control is proposed. Given the implicit simila-
rity between the sliding mode and the principle of immersion and invariance, two
controllers using the principle of immersion and invariance have been subsequently
proposed in order to improve the performance with respect to the sliding mode.
The development of these new controllers shows very strong robust stability which
leads us to study the intrinsic properties of the system. A study of the passivity
properties of the system is also carried out, showing some interesting characteristics
of the system. Hence, a robust Passivity-based controller has been developed.
Regarding the navigation, we have developed two navigation algorithms based on the
tentacles method. Subsequently, a feasibility study of trajectory generation strategies
for high speed driving is conducted. The outcome of the simulation proved that the
algorithms gave out good results with respect to the expected objectives of obstacle
avoidance and global reference path following.
Control and motion planning algorithms developed were validated oﬄine by simu-
lation with real data. They have been also tested on a realistic simulator.
Keywords : Nonlinear control, robust control, trajectory generation, path tracking,
autonomous navigation, intelligent vehicles.
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