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In recent years, as agricultural activities and types of crops have become diverse, the occurrence of
micro-pollutants has been reported more frequently in rural areas. These pollutants have detrimental
effects on human health and ecological systems; thus, it is important to manage and monitor their
presence in the environment. The modeling approach could be an effective way to understand and
manage these pollutants. This study predicts the concentrations of micro-pollutants (MPs) using deep
learning (DL) models, and the results are then compared with simulation results obtained from the soil
water assessment tool (SWAT) model. The SWAT model showed an unacceptable performance owing to
the resulting negative NasheSutcliffe efficiency (NSE) values for the simulations. This may be caused by
the limitations of SWAT, which pertains to adopting simplified equations to simulate micro-pollutants. In
addition, the ambiguous plan of pesticide application increased the model uncertainty, thereby deteri-
orating the model result. Here, we developed two different DL models: long short-term memory (LSTM)
and convolutional neural network (CNN). LSTM exhibited the highest model performance, with NSE
values of 0.99 and 0.75 for the training and validation steps, respectively. In the multi-target MP model,
the error decreased as the number of simulated pollutants increased. The simulation of the four pol-
lutants had the highest error, while the six-target simulation had the lowest error. In conclusion, this
study demonstrated that the LSTM model has the potential to improve the prediction of MPs in aquatic
systems.
© 2021 Elsevier Ltd. All rights reserved.1. Introduction
Over the past decade, there has been an increasing concern
about the presence of micro-pollutants, including pesticides and
pharmaceuticals, in aquatic environments (Grandclement et al.,
2017; Schulze et al., 2019). Micro-pollutants are anthropogenic
compounds that are formed by human activities, and they remain
at trace levels (i.e., of the order of micrograms per liter) (Kordas
et al., 2016). Recently, the occurrence of micro-pollutants has
been reported more frequently in rural areas due to the increasing
diversity of agricultural activities (e.g., vinyl house cultivation,khcho@unist.ac.kr (K.H. Cho).hydroponics, and herb cultivation) (Deike et al., 2008; Ngowi et al.,
2007). Globally, several million tons of compounds used in agri-
culture have been released annually into the aquatic environment
(Schwarzenbach et al., 2006). Europe and the USA account for 1.4
million tons of pesticide usage, while the other countries only use
0.62 million tons of pesticide (Abhilash and Singh, 2009; Ali et al.,
2014). In particular, South Korea utilizes 100,500 tons of pesticide
products each year (Syed et al., 2014). It has been reported that
compounds related to agriculture have negative impacts on human
health and bio-ecological systems (Chen and Chen, 2013; Hatefnia
et al., 2010). Pesticide formulation can cause breast and pancre-
atic cancers in humans due to the presence of carcinogenic solvents
as pesticide components, while herbicides can increase DNA
damage in human lymphocytes (Chen and Chen, 2013; Zeljezic
et al., 2006). On the other hand, insecticides resulted in the
decline of the North American and European bird of prey species by
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Stokstad, 2007). Fungicides also consistently showed negative ef-
fects on the diversity of plants and biological pest control (Geiger
et al., 2010). Because of these adverse effects, it is essential to
manage and monitor the presence of these compounds in envi-
ronmental systems (Giger et al., 2006; Helbling et al., 2010).
Although these agricultural compounds have been recognized
as risks to the environment, it is difficult to conduct persistent
monitoring of micro-pollutants because it is time consuming,
costly, and labor intensive (Carpenter et al., 2019; Schymanski et al.,
2014). Given limited resources, the modeling approach could be an
alternative way to understand and control specific pollutants
(Ligaray et al., 2016; Perez-Pedini et al., 2005). The physical-based
model, with a physicochemical background, has been used to
simulate chemical compounds in aquatic systems (Mostaghimi,
2003; Nasr et al., 2007). Among the models, the Soil and Water
Assessment Tool (SWAT; Arnold et al. (1998)) is popular in simu-
lating numerous compounds (e.g., phosphorous, nitrogen, and
organic carbon) (Nasr et al., 2007; Oeurng et al., 2011; Schilling and
Wolter, 2009). This is because the physical-based model can
consider the hydrological process and the farm plan that can in-
fluence the transport and source of the pollutants (Douglas-Mankin
et al., 2010). Several studies have been conducted to simulate the
presence of micro-pollutants at trace levels (Kordas et al., 2016).
Ligaray et al. (2016) simulated polycyclic aromatic hydrocarbons
(PAHs) in Ulsan City, the industrial capital of South Korea, based on
the SWAT model and fugacity method. Du et al. (2019) also devel-
oped a model to predict the fate and transport of organic chemical
substances using a modified SWAT model. However, the developed
models (e.g., SWAT, HSPF, and SWMM) were restricted in terms of
their ability to simulate micro-pollutants because these models
were limited to the application of complex interactions between
particles, soil, water, air, and pollutant sources (Geissen et al., 2015).
These models still have inherent uncertainties driven by simplified
equations, resulting in the occurrence of simulation errors. The
uncertainty of input data is another drawback of the physical-based
model. Micro-pollutants may dramatically vary in a short period in
response to environmental variables including light energy, pH, and
suspended solids (Stuer-Lauridsen, 2005). Unfortunately, these
models are not suitable for simulating the dynamic variations of
micro-pollutants.
The limitations of physical-based models can be addressed us-
ing deep learning (DL) methods. DL was proposed as a state-of-the-
art technique in the fields of image recognition, speech analysis,
and biology (Litjens et al., 2017; Young, T. et al., 2018). Specifically,
Long Short-Term Memory (LSTM) is suitable for sequential data,
such as time-series data, because this model can adopt internal
self-looped cells using a sequence of inputs that allow the LSTM to
“remember” the time series data (Greff et al., 2016; Hochreiter and
Schmidhuber, 1997). Zhang et al. (2018) used LSTM to predict the
water table depth of an agricultural area, while Kratzert et al. (2018)
simulated rainfall and runoff using LSTM. Furthermore, convolu-
tional neural networks (CNNs) are applicable to time series data in
that this method can extract meaningful features using a
convolving filter (Hussain et al., 2020; Kiranyaz et al., 2021).
Hussain et al. (2020) predicted the streamflow using CNNs, while
Liu et al. (2014) utilized CNNs for weather forecasting. Although the
model accuracy from DL models is better than the physical-based
model, most of these studies focused mainly on the simulation of
runoff, water depth, and meteorological data. In addition, only a
few studies have conducted simulations of micro-pollutants in
aquatic systems.
In this study, we developed the LSTM and CNN models for
simulating the micro-pollutants from agricultural activities on the
Yeongsan River Basin (YRB) in South Korea. This basin is the largest2
agricultural area in South Korea, and it also utilizes huge amounts
of insecticides, herbicides, and fungicides (Park et al., 2011; Yoon
et al., 2000). In addition, we adopted the SWAT model to simulate
multi-pollutants, and the results were then compared with the
LSTM and CNNmodels. In this regard, the specific objectives of this
study were to: (1) build a SWAT model of the YRB; (2) develop an
LSTM and CNN model to simulate six micro-pollutants (acet-
amiprid, aldicarb-sulfone, azoxystrobin, bentazon, hexaconazole,
and metalaxyl); and (3) simulate the concentration of micro-
pollutants using LSTM, CNN, and SWAT.
2. Materials and methods
2.1. Study area and data acquisition
The Yeongsan River Basin (YRB) is an agricultural region in
southwestern South Korea (Fig. 1) (Kang et al., 2010). The basin has
a total area of approximately 3370 km2, and is mainly covered by
forest (45%), agricultural crops (40%), and urban (8%) uses, while
the remaining 7% comprises water, grasslands, wetlands, and bare
rocks. The YRB has a monsoon climate with an average annual
temperature of 14.2 C and 1320 mm of rainfall. Since 1972, agri-
cultural infrastructure has been constructed in the basin under the
Yeongsan River Basin Comprehensive Development Project
(US$350 million). Most of these funds have been used to construct
reservoirs, irrigation and drainage canals, estuary dams, and
pumping stations (Im et al., 2016). Because of this development, the
YRB has become the largest agricultural area in South Korea, with
150,000-ha of farmland in 2010. In this study, six micro-pollutants
were selected to be quantified and simulated, namely acetamiprid,
aldicarb-sulfone, azoxystrobin, bentazon, hexaconazole, and met-
alaxyl (Table S1). Acetamiprid and aldicarb-sulfone have been used
as insecticides to control insect populations, while hexaconazole,
azoxystrobin, and metalaxyl are applied as fungicides (K€ok et al.,
1999; Monkiedje and Spiteller, 2005; Yao et al., 2006; Zhao et al.,
2014). Bentazon is a selective herbicide that can damage specific
plants by interrupting their metabolization.
Water samples were collected from the sampling sites (Fig. 1)
and stored in amber glass bottles. These samples were then
transferred to the laboratory for pretreatment. Each sample was
pretreated by removing interfering substances based on the
method proposed by Park et al. (2018). To determine the concen-
tration of the target compounds, we used high-performance liquid
chromatography (HPLC) (Dionex UltiMate 3000 XRS, Thermo Fisher
Scientific, USA) coupled with Orbitrap mass spectrometry (MS) (Q-
Exactive Plus, Thermo Fisher Scientific, USA). We then quantified
the target compounds based on the internal HPLC/MS standard
method (Luo et al., 2006). Detailed information on the quantifica-
tion of the micro-pollutants can be found in the Supplementary
Information.
2.2. Micro-pollutant simulation
In this study, the SWAT, CNN, and LSTMmodels were adopted to
predict the concentration of micro-pollutants. These models are
popular models among the physical-based and DL models,
respectively (Arnold et al., 2010; Greff et al., 2016; Kiranyaz et al.,
2021). A schematic diagram of this model development is shown
in Figs. 2e3. There are five steps in developing the model to
simulate the micro-pollutants: (1) data preparation to build the
SWAT model (Fig. 2(a)); (2) simulation of the hydrological com-
ponents in SWAT (Fig. 2(b)); (3) simulation of the micro-pollutants
in the SWAT to compare the DL models (Fig. 2(c)); (4) pre-
processing of the hydrological components and environmental
data for the DL models (Fig. 3(a)); and (5) simulation of the micro-
Fig. 1. Map of the Yeongsan river basin.
Fig. 2. Workflow of the SWAT model. (a) Data preparation for SWAT; (b) Simulation of the hydrological outputs from SWAT; and (c) Simulation of the micro-pollutants in SWAT.
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Our study simulated the micro-pollutants using SWAT to
compare the DL model. SWAT is a physical-based and semi-3
distributed model that is employed to simulate hydrological and
environmental processes over the long term according to various
types of soil and land uses (Neitsch et al., 2011). This model can
simulate a watershed along with the physical processes associated
with the water cycle, sediment movement, crop growth, nutrient
Fig. 3. Workflow of model development using DL models. (a) Data pre-processing and hyper-parameter optimization for LSTM and CNN; and (b) Simulations of the micro-
pollutants based on LSTM and CNN.
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mation such as the digital elevationmodel (DEM), land use, and soil
map to build the model (Fig. 2(a)). The DEM and land use data were
obtained from the Water Resources Management Information
System (WAMIS) in South Korea, while the soil map was obtained
from the Korean Soil Information System. This model also applied
flow rate data from the sewage treatment plant and meteorological
data (Fig. 2(a)). The flow rate from the sewage treatment plant and
the meteorological data were acquired from WAMIS and a nearby
Gwangju weather station (Gwangju, Republic of Korea). The
meteorological data consisted of precipitation (mm), maximum
and minimum temperature (C), wind speed (m/s), relative hu-
midity (%), and solar radiation (MJ/m2). The daily flow ratewas used
for the model evaluation (Fig. 2(b)). The pesticide application plan
was adopted based on Choi et al. (2018) and the report “Investi-
gation of Pesticide Residues and Evaluation of Contaminants Dis-
tribution Characteristics in Yeongsan and Sumjin Rivers
Watershed,” which was published by the National Institute of
Environmental Research of Korea (Shim et al., 2007). In addition,
we conducted a manual modification of this plan to improve the
model performance because it is difficult to obtain a detailed plan
(Chen et al., 2017). The pesticide application of SWAT is shown in
Fig. 2(c) and Table S3. The simulation period was separated into
three parts: (1) warm-up period (2010e2012), (2) calibration
period (2013e2015), and (3) validation period (2016e2017). Ac-
cording to this procedure, we calibrated the flow rate using the
pattern search algorithms and conducted a sensitivity analysis us-
ing the elementary effects method. Detailed explanations of the4
hydrologic and pesticide modules are found in the Supplementary
Information.
2.2.2. Long short-term memory (LSTM)
LSTM has beenwidely used for recognizing patterns in sequence
data, such as time series (Hüsken and Stagge, 2003). This model is
developed based on a recurrent neural network (RNN). The RNN
forms a directed cycle structure in which the results of the hidden
layer are fed into the same hidden layer (Salehinejad et al., 2017). It
can capture the features of time-series by considering the infor-
mation of the previous time. However, the RNN suffers from the
vanishing gradient problem for large sequence lengths, which re-
sults in poor accuracy (Pascanu et al., 2013). To overcome this
problem, the LSTM approach was proposed by Hochreiter and
Schmidhuber (1997) to prevent the vanishing gradient problem.
In our study, we used a fully connected layer to calculate the loss
between the observed and simulated concentrations of the micro-
pollutants. Among the loss functions, themean squared error (MSE)
was used because it is appropriate for regression with time series
data (Chen et al., 2014; Srivastava et al., 2015). We also adopted the
dropout parameter to prevent the overfitting problem (Srivastava
et al., 2014). A detailed explanation of the LSTM, fully connected
layer, MSE, and dropout parameter can be found in the Supple-
mentary Information.
2.2.3. Convolutional neural networks (CNN)
A convolutional neural network (CNN) has been proposed to
exploit the feature hierarchies of multi-dimensional data from low
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to a standard neural network, this method canmore easily train the
model by requiring fewer parameters and connections between
elements (Krizhevsky et al., 2012). CNN has been used to simulate
water quality and quantity (Chen et al., 2020; Van et al., 2020). Our
study adopted a CNN to simulate the concentrations of micro-
pollutants. This CNN model contains a convolutional layer, a max-
pooling layer, a flatten layer, and a fully connected layer
(Fig. 3(b)). The convolutional layer can extract meaningful features
from the input data by convolving filters with a weight matrix. The
output from the convolutional layer is then adjusted by a nonlinear
activation function. This output undergoes the max-pooling layer,
resulting in significant feature extraction and generalization (Baek
et al., 2021; Dumoulin and Visin, 2016). The features from the max-
pooling layer are flattened to one-dimensional (1D) data. The fully
connected layer calculates the final output, and then the output
layer can obtain a prediction value from this model.
2.2.4. LSTM and CNN setup
In this study, we developed two different approaches for the
prediction of micro-pollutants. The first approach is a single-target
model that yields one corresponding output for each of the six
pollutants. The second approach is a multi-target model that sim-
ulates multiple pollutants simultaneously, where the number of
outputs is based on the number of target pollutants. To generate
one and multiple outputs, a fully connected layer adjusted the
number of outputs depending on the model types. For example, a
fully connected layer for single-target and four-target models
produces one and four outputs, respectively. In a single target
model, our input data were the hydrological components, agricul-
tural activities, and water quality data (Fig. 3 (a, b)). The hydrologic
components were calculated from SWAT, while the application
plans of agricultural activities for pesticides and fertilizers were
obtained from the Rural Development Administration of South
Korea (RDA). We assigned a value of zerowhen the application does
not exist, or one when pesticide application plans are present. We
used three sets of water quality data from the sewage treatment
plant: biochemical oxygen demand (BOD), chemical oxygen de-
mand (COD), and total organic carbon (TOC). In addition, we
analyzed the model performance depending on the scenarios of
input variables: Scenario 1 (S1) consisted of hydrological compo-
nents; Scenario 2 (S2) was composed of hydrological components
and water quality data from the sewage treatment plant; and
Scenario 3 (S3) comprised hydrological components, water quality
data from the sewage treatment plant, and agricultural activities. In
the multi-target pollutant model, the model performance was
assessed by considering the number of target pollutants: six, five,
and four micro-pollutants. This model adopted the hydrological
components, water quality data from the sewage treatment plant,
and agricultural activities as input variables. The combination of
multi-target pollutants is presented in Table S4. Our study adopted
hyper-optimization to search the optimal values of the hyper-
parameter set for LSTM. We also analyzed the influence of the
regularization and optimizer on the model performance in the
LSTM model. More details on the hyper-optimization are given in
the Supplementary Information.
3. Results and discussion
3.1. Monitoring of micro-pollutants
The concentrations of the micro-pollutants analyzed herein are
summarized in Fig. S1 and Table S6. The concentration levels
differed considerably for each pollutant type. Bentazon was
detected with the highest mean concentrations among the5
compounds, ranging from 10.05 to 9.92  10 3 ng/L. The pollutant
with the second highest mean concentration was metalaxyl
(3.62e2.76  10 3 ng/L). Bentazon and metalaxyl had higher stan-
dard deviation values than the other substances. The high mean
and standard deviation of both compounds resulted from their
frequent use as pesticides in South Korea (Chun et al., 2011; Kwon
and Lee, 2015). The mean concentrations of azoxystrobin, hex-
aconazole, aldicarb-sulfone, and acetamiprid were 32.52, 30.73,
5.62, and 4.67 ng/L, respectively (Table S6). These micro-pollutants
have been detected in the stream water of agricultural areas
because they can be used for herbicides, insecticides, and fungi-
cides globally (Bermúdez-Couso et al., 2013; Berny’s et al., 2019;
Chau et al., 2015; Hwang et al., 2019; Muhammetoglu et al., 2019;
Wan et al., 2021). Among the six micro-pollutants, acetamiprid,
azoxystrobin, and hexaconazole showed higher concentrations
during the wet season. This tendency demonstrates that most of
the pesticides can be transported by surface runoff. Hwang et al.
(2019) presented that the pesticide residue in soil was washed off
by surface runoff. Although the Korean government provided an
appropriate application plan (Fig. S2), we found that it is difficult to
determine the exact application of micro-pollutants related to
agriculture because the pesticide application date and quantity
were decided by the farmers (Bojaca et al., 2014; Dubus et al.,
2003). In addition, the presence of waste treatment facilities in
the basin could result in an increase in uncertainty. Our study site
has 31 waste and 11 manure treatment plants that could contribute
to the release of these micro-pollutants into the aquatic system
(Cooper et al., 2002; Jung et al., 2013).
3.2. Hydrologic module of SWAT
The SWAT model was found to yield an acceptable performance
during the calibration and validation periods based on a compari-
son of the observed flow rates (Fig. 4(a)). The NSE and MSE values
for the calibration period were 0.76 and 2.94Eþ03 [(m3/s)2],
respectively, while those in the validation period were 0.62 and
1.67Eþ03 [(m3/s)2], respectively. The NSE values in both periods
were larger than 0.6, which is within the “good” criterion proposed
by Moriasi et al. (2007). However, the difference between the
observation and simulation demonstrated that the SWAT model
underestimated the peak flow rate (Fig. 4(b)). Previous studies
found that the SWAT model has a limitation when simulating the
peak flow rate (Cho et al., 2012; Kim et al., 2017). Table S7 presents
the sensitivity of each parameter for streamflow in the YRB. SUR-
LAG, LAT_TTIME, SOL_Z, and ESCO were the most sensitive pa-
rameters in the SWAT model because the mean and standard
deviation of the EE of these parameters were larger than those of
the other parameters. This result indicates that these parameters
had a significant influence not only on themodel output but also on
the interaction effect of the parameters (Saltelli et al., 2008). Pre-
vious studies also demonstrated that these parameters could affect
the simulation of streamflow (Cibin et al., 2010; Ligaray et al., 2016).
The SURLAG and LAT_TTIME parameters are related to the surface
flow and lateral flow, respectively, while SOL_Z and ESCO affect the
soil properties (Arnold et al., 2013).
3.3. Pesticide module of SWAT
The simulation results of micro-pollutants in the SWAT are
shown in Fig. 5. The magnitude of the concentration varied
depending on the type of pesticide used because each pesticide had
different application volumes (Table S3) (Fohrer et al., 2014; Luo
et al., 2008). The concentration was elevated during the wet sea-
son, indicating that the peak concentration was influenced by
rainfall. This is because the pesticides were washed off by rainfall
Fig. 4. Observed and simulated flow rate in YRB (a), and error of flow rate between observation and simulation (b).
Fig. 5. Comparison of simulated micro-pollutants from LSTM (S3), SWAT, and CNN with the observation. This scenario was simulated using hydrological components, water quality
data, and information about agricultural activities.
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trations in the dry season were low owing to the decreasing soil
water flux (Eq. (S11)) (Neitsch et al., 2011). The model performance
of all pesticides showed negative NSE values that can be regarded6
as “not satisfactory,” as proposed byMoriasi et al. (2007) (Table S8).
In this regard, the original SWAT model is limited in terms of its
ability to reflect pesticide dynamics due to the adoption of
simplified equations as compared to other water quality variables
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and transport of pesticides only in the soluble phase. Ligaray et al.
(2017) demonstrated that the original SWAT model may be
restricted with respect to improving the model accuracy for
simulating pesticides. In addition, it has been proposed that
insufficient data regarding the spraying of pesticides in agriculture
is one of the limitations of pesticide simulations in previous studies
(Bannwarth et al., 2014). The ambiguous application of pesticides
could increase model uncertainty, thereby weakening the model
result (Brown and Hollis, 1996; Neitsch et al., 2002).3.4. Hyper-parameter optimization (HPO)
The convergence plot from the HPO shows the variation in the
loss with hyper-parameters (Fig. S3). The loss value decreased as
the number of iterations increased for all micro-pollutants. Spe-
cifically, the HPO was able to improve the accuracy of the model
simulations for aldicarb-sulfone, bentazon, and metalaxyl because
the final MSE was significantly lower than the initial MSE. Table 1
shows the optimal values for each micro-pollutant simulation.
Except for metalaxyl, ReLu is the best activation function to
improve model performance. Previous studies have also verified
that ReLu is an effective function for the LSTMmodel (Gensler et al.,
2016; Li and Wu, 2015). In our HPO result, the lower learning rate
and the greater number of neurons can be attributed to an increase
in the model accuracy. This result indicates that the LSTM training
procedure preferred a small step size when adjusting the weight
and bias. However, a larger number of neurons implies that the
model requires a heavier computational load for simulations
(Murphy, 2012; Sundermeyer et al., 2015).
We conducted an optimization process for multi-target simu-
lations. The optimized hyper-parameters are summarized in
Table S9. The optimal number of neurons was above 64. Wang et al.
(2017) improved the LSTM model by increasing the number of
neurons, demonstrating that the number of neurons influenced the
model performance. In addition, we analyzed the model perfor-
mance dependent on the number of hidden layers (Fig. S4). The
optimal number of layers was three, two, and one for simulations
with four, five, and six micro-pollutants, respectively. This indicates
that the optimal number of hidden layers varied depending on the
number of model outputs. Kim and Lee (2019) indicated that the
one-layer LSTM was insufficient for a large amount of data. Salman
et al. (2018) also concluded that the multi-layer LSTM performed
better than the single LSTMmodel. A large number of hidden layers
can cause an increase in model complexity and execution time
(Baek et al., 2021; LeCun et al., 2015). Hence, the selection of the
appropriate number of hidden layers was important for improving
the simulation results (Cawley and Talbot, 2010). Fig. S5 is the
partial dependence plot of the hyper-parameters including the
gating parameter (Young, M.T. et al., 2018). The blue line on the
diagonal plots shows the variance of the hyper-parameters
depending on the model performance (Young, M.T. et al., 2018).
The off-diagonal plots describe the correlations between two
hyper-parameters corresponding to x-axis and y-axis (Young, M.T.Table 1
Optimized values of hyper-parameters.
Target Pollutant Learning rate LSTM units Dropout Activation function
Acetamiprid 6.50E-06 200 0.1 ReLu
Aldicarb-sulfone 9.95E-07 101 0.1 ReLu
Azoxystrobin 9.96E-07 195 0.1 ReLu
Bentazon 9.97E-07 101 0.1 ReLu
Hexaconazole 9.94E-07 196 0.1 ReLu
Metalaxyl 8.02E-07 181 0.1 Elu
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et al., 2018). The dotted red line indicates the optimized hyper-
parameters. The bright parts as yellow imply the minimal
converged loss, while the bluish green parts indicate the maximal
converged loss. Although the optimization process considered the
gating parameter, the most sensitive parameter was a lookback
indicating the number of previous time step (Zhang et al., 2019).
Kong et al. (2017) also proposed that lookback was regarded as an
important parameter in LSTM.
Fig. S6 compares the learning plot with SGD and Adam opti-
mizers. The training and validation loss of Adam converged rapidly
compared to SGD. The converged loss of Adam was approximately
0.05, while that of SGD was approximately 0.08. This demonstrated
that Adam was more effective for model training than SGD. Wang
and Wiens (2020) compared the model performance between
Adam and SGD. The loss value decreased rapidly in the initial
training with the Adam optimizer. It also showed lower loss for
both training and validation compared with SGD (Wang andWiens,
2020). Bui et al. (2018) and Chang et al. (2018) recommended the
Adam algorithm for model training because this optimizer showed
the best performance for model training. L1 and L2 regularization
were applied to the simulation, and were compared with the
learning plot (Demir-Kavuk et al., 2011; Gulli and Pal, 2017). When
applied to L1 regularization, the fluctuation of loss was reduced,
while the converged loss value increased (Fig. S7). L2 regularization
was limited to diminishing fluctuations during training. This
demonstrated that the regularization may contribute to improving
the training stability, but it deteriorated the model accuracy. Pre-
vious studies have also suffered from this problem, in a manner
similar to our study (Nusrat and Jang, 2018; Yang et al., 2019).
3.5. Micro-pollutant simulations using LSTM and CNN
The observed and simulated concentrations of micro-pollutants
from the LSTM model of S1, S2, and S3 are represented in
Figs. S8eS9 and Fig. 5, respectively. The model of S3 showed
acceptable results in both the training and validation steps (Fig. 5).
The NSE values in the training step were above 0.7, which is within
the “very good” performance range (above 0.7) (Moriasi et al.,
2007). In the validation step, the NSE values of aldicarb-sulfone,
bentazon, and metalaxyl were higher than 0.8, which can be
defined as a “very good” performance. On the other hand, the NSE
values of other pollutants were between 0.45 and 0.66 (Table S8).
This discrepancy may be caused by the variance of observedmicro-
pollutants; aldicarb-sulfone, bentazon, and metalaxyl showed
smaller fluctuations, except for one observation (June 5, 2017),
while the acetamiprid, azoxystrobin, and hexaconazole showed
larger changes in the wet season. In this regard, the simulation
results demonstrated that acetamiprid, azoxystrobin, and hex-
aconazole may be vulnerable to changes in external factors (e.g.,
rainfall and evapotranspiration).
In the simulation of S1, the concentrations of the micro-
pollutants fluctuated in the wet season, while less variation was
observed in the dry season. This is because S1 consists of only hy-
drological components that can be affected by rainfall (Bitew et al.,
2012; Galvan et al., 2014). In addition, S1 did not consider the effect
of the sewage treatment plant during the simulation; hence, the
less fluctuating trend during the dry season (Breitholtz et al., 2012;
Petousi et al., 2014). However, most of the observed micro-
pollutants in the dry season did not show a monotonous trend,
which differs from the simulation result of S1. In the dry season, the
result of S2 exhibited a better micro-pollutant simulation than that
of S1, demonstrating that the additional water quality data from the
sewage treatment plant can improve the model accuracy. In the
validation step, the average NSE values of S1 and S2 were 0.20 and
0.69, respectively. Specifically, the S2 simulations of acetamiprid,
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the dry season as compared to the results of S1. This result
demonstrated that these compounds can be influenced by water
quality data obtained from the sewage treatment plant. For the S3
simulation, the results showed that the information on agricultural
activities provided a minor improvement to the model perfor-
mance. All micro-pollutants except aldicarb-sulfone yielded better
simulation results in S3 as compared to S2.
We compared the model performance with LSTM and CNN
(Fig. 5). LSTM exhibited a better performance than CNN in that
LSTM represented lower MSE values in comparison with CNN. In
particular, CNN overestimated the peak concentration during the
wet season, demonstrating that the CNN model was more influ-
enced by rainfall than the LSTM. Qin et al. (2019) also reported that
LSTM was superior to CNN when simulating the particulate matter
(PM) time series. This indicates that LSTM was appropriate for the
time-series simulation. It can be interpreted that LSTM out-
performed CNN for time-series prediction. Therefore, we proposed
the LSTM method to simulate micro-pollutants. Our study
compared the model performances between multi-target (e.g., six,
five, four) models (Fig. S10). The error decreased as the number of
simulated pollutants increased. The six-target simulation was the
best model in the multi-target simulation, with an MSE of
3.66Eþ04. However, the model performance of the multi-target
models was inferior to that of the single-target model. Qing and
Niu (2018) described that single-output prediction had a greater
accuracy than multiple-output prediction.
3.6. Comparison of model performances with previous studies
A summary of previous studies involving micro-pollutant sim-
ulations is presented in Table 2. Among the six target compounds,
we only found several studies that conducted the simulation of
bentazon. Queyrel et al. (2016) simulated the bentazon concen-
tration using the crop model (STICS; Simulateur mulTIdisciplinaire
pour les Cultures Standard), which resulted in an R2 value of 0.49,
while Akbar et al. (2011) calculated bentazon leaching using the
spatial model Arc Root Zone Model version 3 (ArcPRZM-3), yielding
an R2 value of 0.46. In our study, the developed model showed a
better model performance than previous models in that the R2
values of the bentazon simulation were 0.99 and 0.93 for the
training and validation, respectively (Table S8).
Most studies of micro-pollutant modeling have focused on the
impacts of pharmaceutical and agricultural compounds from point
sources since these are usually released into the environment from
wastewater treatment plants. Hanamoto et al. (2013) estimated
ketoprofen, furosemide, and diclofenac based on a stochastic
method, while Hosseini et al. (2012) simulated ibuprofen and
naproxen using the Pharmaceutical Assessment and Transport
Evaluation (PhATE) model. These two studies presented R2 valuesTable 2
Summary of previous modeling studies with respect to micro-pollutant simulation.













ranging from 0.66 to 0.84 and 0.48 to 0.68, respectively. For poly-
cyclic aromatic hydrocarbons (PAHs), Ligaray et al. (2016) andWang
et al. (2012) adopted the fugacity and watershed models. These
studies produced R2 values ranging from 0.32 to 0.66 for the
simulation for 13 PAH compounds. Ligaray et al. (2017) compared
the model performance of the modified and original SWAT models
in simulating malathion, while Brown et al. (2002) predicted 16
pesticides using the SWAT model in a river in the United Kingdom.
These produced unacceptable simulation results because the R2
values were less than 0.6. (Neitsch et al., 2002). Most previous
studies have encountered limitations in terms of improving the
model performance (Berenzen et al., 2005; Luo et al., 2012).
Artificial Intelligence (AI) approaches have been applied for
simulations of the water quality. Yaseen et al. (2018) predicted the
dissolved oxygen (DO) concentration using least square support
vector machines integrated with a Bat algorithm (LSSVM-BA). Their
R2 values ranged from 0.87 to 0.97. Abba et al. (2020) predicted the
DO concentration using the LSTM, extreme learning machine
(ELM), Hammerstein-Weiner (HW), general regression neural
network (GRNN) model, and hybrid random forest (RF). These
hybrid HW-RF ensemble models showed the best model for
simulating DO, with an NSE of 0.98. Latif et al. (2020) adopted the
artificial neural network (ANN) model to estimate nitrate concen-
trations in the Feitsui Reservoir, Taiwan. However, there are few
studies on micro-pollutant concentrations in aquatic environ-
ments. Compared to these previous models, our study can simulate
the micro-pollutants existing in trace levels with acceptable per-
formance, yielding averaged R2 values of 0.99 and 0.76 in the
training and validation steps, respectively (Table S8).
We found that the model results differed depending on the
types of output: concentration and load. The model with load
simulations showed better results than the simulations of con-
centrations (Table 2). This is because the load was determined by
multiplying the concentration and flow rate (Kurunc et al., 2006).
Hence, the model performance of the load simulation can be
improved if the flow rate is well predicted. It is also easy for the
simulation of the flow rate to result in an acceptable performance
because the hydrological process has been verified with numerous
sets of modeling and monitoring data (Srinivasan et al., 2010;
Zhang et al., 2007). However, the concentrations of pesticides are in
trace levels, which makes it difficult to reflect the dynamics of
micro-pollutants (Ouyang et al., 2017). Therefore, the modeling
approach with pesticide concentrations is more challenging
compared to the pollutant load (Wang et al., 2019b).
4. Conclusion
This study developed DL models to simulate the concentrations
of six micro-pollutants. The agricultural activities and water quality
data from the sewage treatment plant were considered as inputsReference Type of outputs
Queyrel et al. (2016) Concentration
Akbar et al. (2011) Concentration
Hanamoto et al. (2013) Load
Hosseini et al. (2012) Concentration
Wang et al. (2012). Concentration
Ligaray et al. (2016). Load
Ligaray et al. (2017) Load
Brown et al. (2002) Concentration
Neitsch et al. (2002) Concentration
e Concentration
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SWAT, and the results were then compared with those of the DL
models. The major findings of this study are as follows:
(1) In acetamiprid, azoxystrobin, and hexaconazole, high con-
centrations were detected during the wet season, demon-
strating that these pollutants can be transported by surface
runoff. Bentazon, metalaxyl, and azoxystrobin had greater
standard deviations than other pollutants. This discrepancy
might be caused by uncertainty in the agricultural activity of
the micro-pollutants.
(2) The sensitivity analysis demonstrated that SURLAG and
SOL_Z were influential parameters for the streamflow
simulation of SWAT. These parameters were related to the
surface and lateral flow, denoting that the mechanisms of
both flows were important for hydrological simulations.
(3) Among the proposed models, LSTM had the best perfor-
mance for single- and multi-target simulations. CNN and
SWAT have limitations when simulating micro-pollutants by
having negative validation NSE. This indicated that the LSTM
method was more suitable for micro-pollutant simulation
than SWAT and CNN.
(4) Scenario analysis dependent on input variables demon-
strated that the sewage treatment plant influenced the
micro-pollutant simulation in the dry season, while the hy-
drological components affected the simulation in the wet
season.
The LSTM models showed accurate training and validation re-
sults for estimating six micro-pollutants, namely, acetamiprid,
aldicarb-sulfone, azoxystrobin, bentazon, hexaconazole, and met-
alaxyl, while the SWAT was limited in simulating the micro-
pollutants. DL can result in saving cost and labor of monitoring
by predicting their concentrations. However, to establish DL-based
micro-pollutant modeling systems, the following limitations
remain: (1) expanding the target compounds because our models
can estimate six micro-pollutants, and (2) training models by
adding more observations of various sites to enhance model
adaptability. Thus, our developed model could be improved by
acquiring continuous data. Further research will require extra
monitoring with various sites and compounds to increase the
applicability and accuracy of DL models. Hence, the proposed
models can be applied to establish effective strategies for the sus-
tainability and management of aquatic systems.Author contribution
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