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BOUNDARY VALUE PROBLEMS FOR ELLIPTIC
DIFFERENTIAL OPERATORS OF FIRST ORDER
CHRISTIAN B ¨AR AND WERNER BALLMANN
ABSTRACT. We study boundary value problems for linear elliptic differ-
ential operators of order one. The underlying manifold may be noncom-
pact, but the boundary is assumed to be compact. We require a symmetry
property of the principal symbol of the operator along the boundary. This
is satisfied by Dirac type operators, for instance.
We provide a selfcontained introduction to (nonlocal) elliptic bound-
ary conditions, boundary regularity of solutions, and index theory. In
particular, we simplify and generalize the traditional theory of elliptic
boundary value problems for Dirac type operators. We also prove a re-
lated decomposition theorem, a general version of Gromov and Lawson’s
relative index theorem and a generalization of the cobordism theorem.
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1. INTRODUCTION
In their attempt to generalize Hirzebruch’s signature theorem to compact
manifolds with boundary, Atiyah, Patodi, and Singer arrived at a bound-
ary condition which is nonlocal in nature and involves the spectrum of an
associated selfadjoint differential operator on the boundary. In fact, they ob-
tained an index theorem for a certain class of first order elliptic differential
operators on compact manifolds with boundary [APS, Theorem 3.10]. For
the standard differential operators of first order encountered in Riemann-
ian geometry, their assumption means that a sufficiently small collar about
the boundary is cylindrical, that is, isometric to the Riemannian product of
an interval times the boundary. In many applications, this is a completely
satisfactory assumption. They also discuss the L2-theory for the natural ex-
tension of the operator to the noncompact manifold which is obtained by
extending the cylinder beyond the boundary to a one-sided infinite cylinder.
The work of Atiyah, Patodi, and Singer lies at the heart of many investi-
gations concerning boundary value problems and L2-index theory for first
order elliptic differential operators, and this includes the present article.
The original motivation for our present studies came from the relative in-
dex theorem of Gromov and Lawson, see [GL, Thm. 4.18] or Theorem 1.21
below. After the decomposition theorem in [BW, Thm. 23.3] and [BL1,
Thm. 4.3] was used in [BB1] and [BB2] to obtain index theorems for first
order geometric differential operators on certain noncompact Riemannian
manifolds, we observed that the decomposition theorem could also be used
for a short proof of the relative index theorem. The drawback of this argu-
ment is, however, that the proof of the decomposition theorem in the above
references [BW] and [BL1] involves a heavy technical machinery so that,
as a whole, the proof of the relative index theorem would not be simplified.
Therefore, our first objective is a simplification of the theory of boundary
value problems for (certain) first order elliptic differential operators, and
the main result of this endeavor is formulated in Theorem 1.12 (together
with Addendum 1.13) and Theorem 1.15 below. Another objective is the
L2-index theory for noncompact manifolds, see Theorem 1.18. We arrive,
finally, at simple proofs of the decomposition and relative index theorems.
To formulate our main results, we start by fixing the setup for our investiga-
tions. We consider Hermitian vector bundles E,F over a manifold M with
compact boundary ∂M and a differential operator D from E to F . We do not
equip M with a Riemannian metric but we assume that M is endowed with a
smooth volume element µ . Then functions can be integrated over M and the
spaces L2(M,E) and L2(M,F) of square-integrable sections of E and F are
defined. By Dcc we denote D, considered as an unbounded operator from
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L2(M,E) to L2(M,F) with domain C∞cc(M,E), the space of smooth sections
of E with compact support in the interior of M†.
We denote by D∗ the formal adjoint of D. The maximal extension Dmax
of D is the adjoint of D∗cc in the sense of functional analysis. That is,
dom(Dmax) is the space of all Φ ∈ L2(M,E) such that there is a section
Ψ ∈ L2(M,F) with (Φ,D∗Ξ)L2(M) = (Ψ,Ξ)L2(M) for all Ξ ∈ C∞cc(M,F).
Then we set DmaxΦ := Ψ. The graph norm ‖ · ‖Dmax of Dmax, defined by
‖Φ‖2D := ‖Φ‖2L2(M)+‖DmaxΦ‖
2
L2(M),
turns dom(Dmax) into a Hilbert space. Clearly, C∞c (M,E)⊂ dom(Dmax).
Definition 1.1. We say that D is complete if the subspace of compactly
supported sections in dom(Dmax) is dense in dom(Dmax) with respect to the
graph norm of Dmax.
By definition, completeness holds if M is compact. In the noncompact case,
completeness signifies that square integrability is a decent boundary condi-
tion at infinity for D. In practice, completeness can often be checked using
the following theorem:
Theorem 1.2. Suppose that M carries a complete Riemannian metric with
respect to which the principal symbol σD of D satisfies an estimate
|σD(ξ )| ≤C(dist(x,∂M)) · |ξ |
for all x∈M and ξ ∈ T ∗x M, where C : [0,∞)→R is a positive monotonically
increasing continuous function with∫
∞
0
dr
C(r) = ∞.
Then D and D∗ are complete.
This theorem applies, for instance, if C is a constant.
Remark 1.3. Note that we do not assume that µ is the volume element
induced by the Riemannian metric. In fact, the principal symbols of D and
D∗ do not depend on the choice of µ , although D∗ does.
Fix a vector field T of M along ∂M pointing into the interior of M and let τ
be the associated one-form along ∂M, that is, τ(T ) = 1and τ|T ∂M = 0. Set
σ0 := σD(τ). Note that σ0 is invertible if D is elliptic.
Definition 1.4. We say that D is boundary symmetric (with respect to T ) if
D is elliptic and
(1) σ0(x)−1 ◦σD(ξ ) : Ex → Ex and σD(ξ )◦σ0(x)−1 : Fx → Fx
† Throughout the article, the indices c and cc indicate compact support in M and in the
interior of M, respectively. In the index at the end of the article, the reader finds much of
the standard and all of the nonstandard notation.
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are skew-Hermitian, for all x∈ ∂M and ξ ∈ T ∗x ∂M. Here we identify ξ with
its extension to TxM which satisfies ξ (T ) = 0.
It is somewhat hidden in this definition, but will become clear in the text,
that D is boundary symmetric if and only if D∗ is boundary symmetric.
Clearly, boundary symmetry of D does not depend on the choice of µ .
We will see in Lemma 4.1 that the boundary symmetry of D implies ex-
istence of essentially selfadjoint elliptic first order differential operators A
on E|∂M and ˜A on F|∂M with symbols given by σ−10 ◦σD and (σD ◦σ
−1
0 )
∗
,
respectively. We will call such operators adapted (with respect to the choice
of T ). Note that we may add zero-order terms to adapted operators without
violating the requirement on their principal symbols. Lemma 4.1 also shows
that, in a collar about ∂M, D and D∗ can be represented in the normal form
(2) D = σt
( ∂
∂ t +A+Rt
)
and D∗ =−σ∗t
( ∂
∂ t +
˜A+ ˜Rt
)
,
where t is an inward coordinate in the collar with ∂/∂ t = T along ∂M =
t−1(0) and where, for 0≤ t < r,
(i) σ(t,x) = σt(x) = σD(dt|(t,x)) for all x ∈ ∂M;
(ii) Rt and ˜Rt are differential operators of E|∂M and F |∂M of order at most
one, respectively, whose coefficients depend smoothly on t and such
that R0 and ˜R0 are of order zero.
Since dt = τ along ∂M, the notation σt is in peace with the notation σ0 =
σD(τ) further up.
To put the normal form (2) into perspective, we mention that Atiyah, Patodi,
and Singer consider the case where σ does not depend on t and where Rt =
˜Rt = 0.
Standard Setup 1.5. Our standard setup, which we usually assume, is as
follows:
• M is a manifold with compact boundary ∂M (possibly empty);
• µ is a smooth volume element on M;
• E and F are Hermitian vector bundles over M;
• D is an elliptic differential operator from E to F of order one;
• T is an interior vector field along ∂M;
• D is boundary symmetric with respect to T ;
• A and ˜A are adapted differential operators on E|∂M and F|∂M
for D and D∗, respectively.
Example 1.6. Let M be a Riemannian manifold with boundary and µ be the
associated Riemannian volume element. Then Dirac type operators over M
are elliptic and boundary symmetric with respect to the interior unit normal
field of ∂M, compare Example 4.3 (a).
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For I ⊂R and s∈R, we denote by HsI (A) the closed subspace of the Sobolev
space Hs(∂M,E) spanned by the eigenspaces of A with eigenvalue in I. We
denote by QI the (spectral) projection of Hs(∂M,E) onto HsI (A) with kernel
Hs
R\I(A). For a ∈ R, we let
(3) ˇH(A) := H1/2
(−∞,a)
(A)⊕H−1/2
[a,∞)
(A).
Since, for any finite interval I, the space HsI (A) is finite-dimensional and
contained in C∞(∂M,E), different choices of a lead to the same topological
vector space.
Theorem 1.7. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Then
(1) C∞c (M,E) is dense in dom(Dmax);
(2) the trace map R on C∞c (M,E), RΦ :=Φ|∂M, extends to a surjective
bounded linear map R : dom(Dmax)→ ˇH(A);
(3) Φ ∈ dom(Dmax) is in Hk+1loc (M,E) if and only if DΦ is in Hkloc(M,F)
and Q[0,∞)(RΦ) is in Hk+1/2(∂M,E), for any integer k ≥ 0.
Remarks 1.8. (a) Completeness is irrelevant for Assertions (2) and (3), and
a similar remark applies to the boundary regularity results below; compare
Remark 3.5 below.
(b) In the case where ∂M = /0, Assertion (1) of Theorem 1.7 says that Dmax
is equal to the closure of Dcc. If D is formally selfadjoint, i.e., if D = D∗,
this means that D is essentially selfadjoint.
(c) Assertion (2) of Theorem 1.7 implies that, as a topological vector space,
ˇH(A) does not depend on the choice of A (as long as its symbol is given
by σ−10 ◦σD). Carron pointed out to us a direct proof of this fact: If A′ is a
further operator of the required kind, then the difference δ = Q[a,∞)−Q′[a,∞)
of the corresponding spectral projections is a pseudo-differential operator
of order −1, thus δ maps H−1/2(∂M,E) to H1/2(∂M,E).
Theorem 1.7 implies that, for any closed subspace B⊂ ˇH(A), the restriction
DB,max of Dmax to
(4) dom(DB,max) := {Φ ∈ dom(Dmax) |R(Φ) ∈ B}
is a closed extension of Dcc. We will see in Proposition 7.2 that any closed
operator between Dcc and Dmax is of this form. In particular, the minimal
extension Dmin of D, that is, the closure of Dcc, is given by the Dirichlet
boundary condition, that is, by D0,max. We arrive at the following
Definition 1.9. A boundary condition for D is a closed subspace of ˇH(A).
As we already mentioned above, we have
(5) Dcc ⊂ Dmin ⊂ DB,max ⊂ Dmax
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for any boundary condition B⊂ ˇH(A), explaining the terminology minimal
and maximal extension.
We will see in Subsection 7.2 that, for any boundary condition B, the adjoint
operator of DB,max is the closed extension D∗Bad,max of D
∗
cc with boundary
condition
(6) Bad = {ψ ∈ ˇH( ˜A) | β (ϕ,ψ) = 0 for all ϕ ∈ B},
where β denotes the natural extension of the sesqui-linear form
(7) β (ϕ,ψ) := (σ0ϕ,ψ)L2(∂M)
on C∞(∂M,E)×C∞(∂M,F) to ˇH(A)× ˇH( ˜A), compare Lemma 6.3.
Definition 1.10. A boundary condition B is said to be
(i) elliptic if
dom(DB,max)⊂ H1loc(M,E) and dom(D∗Bad,max)⊂ H
1
loc(M,F);
(ii) m-regular, where m≥ 0 is an integer, if
DmaxΦ ∈ Hkloc(M,F) =⇒ Φ ∈ H
k+1
loc (M,E),
D∗maxΨ ∈ Hkloc(M,E) =⇒ Ψ ∈ Hk+1loc (M,F)
for all Φ ∈ dom(DB,max), Ψ ∈ dom(D∗Bad,max), and 0≤ k ≤ m.
(iii) ∞-regular if it is m-regular for all integers m≥ 0.
We recall that the implications in (ii) hold in the interior of M for all inte-
gers k ≥ 0, by the standard interior regularity theory for elliptic differential
operators.
Remarks 1.11. (a) By definition, we have H0loc(M,E) = L2loc(M,E), and
similarly for F . Hence a boundary condition is elliptic if and only if it is
0-regular.
(b) By Theorem 1.7, Remark 1.8, and the above, a boundary condition B is
elliptic if and only if
B⊂ H1/2(∂M,E) and Bad ⊂ H1/2(∂M,F).
To state our main theorem on boundary regularity, we introduce the notation
U s :=U ∩Hs(∂M,E), for any U ⊂ ∪s′∈RHs
′
(∂M,E) and s ∈ R.
Theorem 1.12. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Let B ⊂ ˇH(A) be a boundary condition. Then B is elliptic if and only
if, for some (and then any) a ∈ R, there are L2-orthogonal decompositions
(8) L2(−∞,a)(A) =V−⊕W− and L2[a,∞)(A) =V+⊕W+
such that
(i) W− and W+ are finite-dimensional and contained in H1/2(∂M,E);
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(ii) there is a bounded linear map g : V−→V+ with
g(V 1/2− )⊂V
1/2
+ and g∗(V
1/2
+ )⊂V
1/2
−
such that
(9) B =W+⊕{v+gv | v ∈V 1/2− }.
Addendum 1.13. Assume the Standard Setup 1.5 and that D and D∗ are
complete. Let B be an elliptic boundary condition as in Theorem 1.12. Then
(10) Bad = (σ−10 )∗
(
W−⊕{v−g∗v | v ∈V
1/2
+ }
)
.
Remark 1.14. For boundary conditions B and Bad as in Theorem 1.12
and Addendum 1.13, σ∗0 (Bad) is the L2-orthogonal complement of B in
H1/2(∂M,E), by the orthogonality of the decomposition (8), (9), and (10).
Theorem 1.15. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Let B be an elliptic boundary condition as in Theorem 1.12 and m≥ 0
be an integer. Then B is m-regular if and only if
(i) W± ⊂ Hm+1/2(∂M,E);
(ii) g(V m+1/2− )⊂V m+1/2+ and g∗(V m+1/2+ )⊂V m+1/2− .
Examples 1.16. (a) The boundary condition
(11) BAPS := H1/2(−∞,0)(A)
of Atiyah, Patodi, and Singer is ∞-regular. More generally, given any a∈R,
(12) B(a) = H1/2
(−∞,a)
(A)
is an ∞-regular boundary condition with
(13) B(a)ad = (σ−10 )∗
(
H1/2[a,∞)(A)
)
.
Boundary conditions of this type are called generalized Atiyah-Patodi-
Singer boundary conditions. From the point of view of Theorems 1.12, they
are the most basic examples of elliptic or ∞-regular boundary conditions.
(b) Elliptic boundary value problems in the classical sense of Lopatinsky
and Shapiro are ∞-regular, see Corollary 7.22.
(c) Chiral boundary conditions: Let G be a chirality operator of E along
∂M, that is, G is a field of unitary involutions of E along ∂M which anti-
commutes with all σA(ξ ), ξ ∈ T ∗∂M. Let E± be the subbundle of E over
∂M which consists of the eigenbundle of G for the eigenvalue ±1. Then
the (local) boundary condition requiring that RΦ be a section of E± is ∞-
regular, see Corollary 7.23.
Suppose for example that M is Riemannian, that D is a Dirac operator in the
sense of Gromov and Lawson, and that T is the interior unit normal vector
field along ∂M. Then Clifford multiplication with iT defines a field G of
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involutions as above. This type of boundary condition goes under the name
MIT bag condition. If M is even dimensional, there is another choice for
G, namely Clifford multiplication with the complex volume form, compare
[LM, Ch. I, § 5].
(d) Transmission conditions: For convenience assume ∂M = /0. Let N be a
closed and two-sided hypersurface in M. Cut M along N to obtain a mani-
fold M′ whose boundary ∂M′ consists of two disjoint copies N1 and N2 of
N. There are natural pull-backs µ ′, E ′, F ′, and D′ of µ , E, F , and D from M
to M′. Assume that there is an interior vector field T along N = N1 such that
D′ is boundary symmetric with respect to T along N1. (If, for instance, D is
of Dirac type, we may choose T to be the interior normal vector field of M′
along N1.) Then D′ is also boundary symmetric with respect to the interior
vector field −T of M′ along N = N2. The transmission condition
B :=
{
(ϕ,ψ) ∈ H1/2(N,E)⊕H1/2(N,E) | ϕ = ψ
}
reflects the fact that H1loc-sections of E have a well-defined trace along N.
The natural pull-back to M′ yields a 1-1 correspondence between H1loc-
sections of E and H1loc-sections of E ′ with boundary values in B. This bound-
ary condition is basic for the Fredholm theory of D in the case where M is
noncompact. We will see in Example 7.28 that B is an ∞-regular boundary
condition for D′.
Definition 1.17. We say that D is coercive at infinity if there is a compact
subset K ⊂ M and a constant C such that
(14) ‖Φ‖L2(M) ≤C‖DΦ‖L2(M),
for all smooth sections Φ of E with compact support in M \K.
As for completeness, coercivity at infinity is automatic if M is compact.
Theorem 1.18. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Let B⊂ ˇH(A) be an elliptic boundary condition.
Then D is coercive at infinity if and only if DB,max has finite-dimensional
kernel and closed image. In this case
indDB,max = dimkerDB,max−dimkerD∗Bad,max
= indDB(a)+dimW+−dimW− ∈ Z∪{−∞},
where we choose the representation of B as in Theorem 1.12.
In particular, DB,max is a Fredholm operator if and only if D and D∗ are
coercive at infinity.
Given an elliptic or regular boundary condition B as in Theorem 1.12 above,
we obtain a continuous one-parameter family Bs, 1 ≥ s ≥ 0, of elliptic or
regular boundary conditions by substituting sg for g. Then B1 = B and
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B0 =W+⊕V
1/2
− . The proof of the second index formula above relies on the
constancy of indDBt ,max under this deformation, given that D is coercive at
infinity. It is clear that, in H1/2
(−∞,a)
(A)⊕H1/2
[a,∞)
(A), any sum W−⊕W+ of sub-
spaces W− and W− of dimensions k− := dimW−<∞ and k+ := dimW+<∞
can be deformed into any other such sum as long as the latter has the same
pair of dimensions k− and k+. We conclude that for fixed a, the pair (k−,k+)
of dimensions is a complete invariant† for the homotopy classes of elliptic
boundary conditions, and similarly for regular boundary conditions.
Suppose now for convenience that ∂M = /0 is empty, and let M =M′∪M′′ be
a decomposition of M into two pieces with common boundary N = ∂M′ =
∂M′′, a compact hypersurface. Let E and F be Hermitian vector bundles
over M and D a first-order elliptic differential operator from E to F . Denote
by E ′, F ′, and D′ the restrictions of E, F , and D to M′, and analogously
for M′′. Assume that D′ is boundary symmetric with respect to an interior
normal field T of M′ along N. Then D′′ is boundary symmetric with respect
to −T . Choose an adapted operator A for D′ as in the Standard Setup 1.5.
Then−A is an adapted operator for D′′ as in the Standard Setup 1.5 and will
be our preferred choice. With respect to this choice, the boundary condition
of Atiyah, Patodi, and Singer for D′′ is given by H1/2(−∞,0)(−A) = H
1/2
(0,∞)(A).
Theorem 1.19 (Decomposition Theorem). Let M = M′∪M′′ and notation
be as above. Assume that D′ is boundary symmetric with respect to an in-
terior normal field T of M′ along N and choose an adapted operator A as
above.
Then D and D∗ are complete and coercive at infinity if and only if D′ and
D′′ and their formal adjoints are complete and coercive at infinity. In this
case, Dmax, D′B′,max, and DB′′,max are Fredholm operators and their indices
satisfy
indDmax = indD′B′,max + indD
′′
B′′,max,
where B′=B(a)=H1/2
(−∞,a)
(A) and B′′=H1/2
[a,∞)
(A) or, more generally, where
B′ is elliptic and B′′ is the L2-orthogonal complement of B′ in H1/2(A).
Definition 1.20. For i = 1,2, let Mi be manifolds, Ei and Fi Hermitian vec-
tor bundles over Mi, and Di : C∞(Mi,Ei)→C∞(Mi,Fi) be differential opera-
tors. Let Ki ⊂ Mi be closed subsets. Then we say that D1 outside K1 agrees
with D2 outside K2 if there are a diffeomorphism f : M1 \K1 → M2 \K2
and smooth fiberwise linear isometries IE : E1|M1\K1 → E2|M2\K2 and IF :
†The pair (k−,k+) depends on the choice of a, though.
BOUNDARY VALUE PROBLEMS 11
F1|M1\K1 → F2|M2\K2 such that
E1|M1\K1

IE
// E2|M2\K2

F1|M1\K1

IF
// F2|M2\K2

M1 \K1
f
// M2 \K2 M1 \K1
f
// M2 \K2
commute and
(15) IF ◦ (D1Φ)◦ f−1 = D2(IE ◦Φ◦ f−1)
for all smooth sections Φ of E1 over M1 \K1.
M1 \K1
K1
M2 \K2
K2
f
Fig. 1
If Mi are Riemannian and Di are Dirac type operators, then f is necessarily
an isometry because the principal symbol of a Dirac type operator deter-
mines the Riemannian metric on the underlying manifold via the Clifford
relations (31) and (32).
To each Dirac type operator D over M there is an associated 1-density αD
on M, the index density, see [BGV, Ch. 4]. At any point x ∈ M the value of
αD(x) can be computed in local coordinates from the coefficients of D and
their derivatives at x.
We are now ready to state a general version of Gromov and Lawson’s rela-
tive index theorem:
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Theorem 1.21 (Relative Index Theorem). Let M1 and M2 be complete Rie-
mannian manifolds without boundary. Let Di : C∞(Mi,Ei)→C∞(Mi,Fi) be
Dirac type operators which agree outside compact subsets K1 ⊂ M1 and
K2 ⊂M2.
Then D1,max is a Fredholm operator if and only if D2,max is a Fredholm
operator. In this case,
indD1,max− indD2,max =
∫
K1
αD1 −
∫
K2
αD2.
The reason for the restriction to Dirac type operators in Theorem 1.21 is
mostly for convenience. We need that the operators are boundary symmetric
along an auxiliary hypersurface Ni ⊂ Mi. This is automatic for Dirac type
operators. Moreover, we need the local version of the Atiyah-Singer index
theorem.
Finally, we show
Theorem 1.22 (Cobordism Theorem). Let M be a complete and con-
nected Riemannian manifold, E → M be a Hermitian vector bundle, and
D : C∞(M,E)→C∞(M,E) be a formally selfadjoint differential operator of
Dirac type. Let A be an adapted boundary operator for D with respect to
the interior unit normal vector field, and let E = E+⊕E− be the splitting
into the eigensubbundles of the involution iσ0 for the eigenvalues ±1. With
respect to this splitting, we write
A =
(
A++ A−
A+ A−−
)
.
Then, if D is coercive at infinity,
indA+ = indA− = 0.
Originally, the cobordism theorem was formulated for compact manifolds
M with boundary and showed the cobordism invariance of the index. This
played an important role in the original proof of the Atiyah-Singer index
theorem, compare e.g. [Pa, Ch. XVII] and [BW, Ch. 21]. In this case, one
can also derive the cobordism invariance from Roe’s index theorem for par-
titioned manifolds [R, Hi]. We replace compactness of the bordism by the
weaker assumption of coercivity of D. Our proof is comparatively simple
and makes no use of the Caldero´n projector.
BIBLIOGRAPHICAL NOTES: Theorem 1.2 extends results of Wolf [Wo] and
Chernoff [Ch] to operators which are not necessarily essentially selfadjoint
and live on manifolds with possibly nonempty boundary. In the case where
σD is uniformly bounded, our proof consists of an adaptation of the argu-
ment in the proof of Thm. II.5.7 in [LM]. The seemingly weaker assumption
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of Chernoff on the growth of σD as stated in 1.2 follows from an appropri-
ate conformal change of the underlying Riemannian metric of the manifold,
see Section 3.
Theorem 1.7 extends Propositions 2.30 and 5.7 of [BBC] (where the higher
regularity part k > 0 is not discussed). The higher regularity part of Theo-
rem 1.7 and Theorem 1.15 generalize the Regularity Theorem 6.5 of [BL2].
Our proof is rather elementary. It is worth mentioning that one of the main
points in [BBC] is the low regularity of the given data, whereas we assume
throughout that the data are smooth.
In the articles [BF1], [BF2], and [BFO] of Booss-Bavnbek et al., the space
domDmax/domDmin of abstract boundary values of Dmax is investigated
and identified with the space ˇH(A) as in (3), see Proposition 7.15 of [BF2].
Conversely, it is immediate from Theorem 1.7 and Corollary 6.6 that ˇH(A)
is topologically isomorphic to domDmax/domDmin.
A preliminary and unpublished version of our Theorem 1.12 was taken up
in [BBC], where it is proved for Dirac operators in the sense of Gromov
and Lawson. Conversely, the presentation and results in [BBC] have influ-
enced our discussion. In particular, in the text we interchange definition and
characterization of elliptic boundary conditions, compare Subsection 7.3.
In contrast to [BBC], our arguments do not involve the Caldero´n projection
and its regularity properties.
Similar, but more special boundary conditions have been considered in
[BC]. The emphasis there lies on Dirac type operators with coefficients
of low regularity. Interior and boundary regularity of solutions and certain
Fredholm properties are derived.
The first part of Theorem 1.18 generalizes a result of Anghel [An, Thm. 2.1]
to manifolds with boundary and operators which are not necessarily essen-
tially selfadjoint. Variants of the index formulas in the second part of Theo-
rem 1.18 are also contained in [BW] and [BBC]. Theorem 1.21 corresponds
to Theorem 3.1 of [Ca]. At the cost of introducing a bit more of (elementary)
functional analysis, we could replace our assumption on the Fredholmness
by the weaker assumption of non-parabolicity used in [Ca].
There is a vast literature on elliptic boundary value problems based on
pseudo-differential techniques, see e.g. [B, BLZ, G2, RS, S1, S2] and the
references therein. Not all of the boundary conditions which we consider
can be treated with pseudo-differential operators. Our main objective how-
ever, is to provide a more elementary and simplified approach using stan-
dard functional analysis only. A further reference for an elementary ap-
proach to boundary value problems of Dirac type operators is [FS]; how-
ever, the proof of the main result in [FS], Theorem 4, is not complete.
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PREREQUISITES: The reader should be familiar with basic differential geo-
metric concepts such as manifolds and vector bundles. The functional anal-
ysis of Hilbert and Banach spaces, selfadjoint operators and their spectrum
is assumed. From the field of partial differential equations, we only re-
quire knowledge about linear differential operators, principal symbols, and
the standard interior elliptic regularity theory. No previous knowlegde of
boundary value problems is necessary.
STRUCTURE OF THE ARTICLE: Most of this is clear from the table of con-
tents. We just give references to the places, where the results stated in the
introduction are proved: Theorem 1.2 in Section 3, Theorem 1.7 in Sec-
tion 6, Theorem 1.12 and Addendum 1.13 in Subsection 7.3, Theorem 1.15
in Subsection 7.4, Theorem 1.18 in Subsections 8.1 and 8.3, the decom-
position and relative index theorems 1.19 and 1.21 in Subsection 8.4. and,
finally, the cobordism theorem in Subsection 8.5.
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2. PRELIMINARIES
2.1. Measured manifolds. We will consider differential operators which
live on manifolds with boundary (possibly empty). In general, the manifolds
will not be Riemannian, but we will assume that they are equipped with
a smooth volume element. By this we mean a nowhere-vanishing smooth
one-density. If M is oriented, this is essentially the same thing as a nowhere
vanishing n-form, where n = dim(M). The volume element is needed to
define the integral of functions over M.
Definition 2.1. A measured manifold is a pair consisting of a manifold M
(possibly with boundary) and a smooth volume element µ on M.
Let M be a manifold with nonempty boundary ∂M. Let T be a smooth
vector field on M along ∂M pointing into the interior of M. In particular, T
does not vanish anywhere.
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M
∂M
T
Fig. 2
At each x ∈ ∂M there is a unique τ(x) ∈ T ∗x M such that
(16) 〈τ(x),T (x)〉= 1 and τ(x)|Tx∂M = 0.
Here 〈·, ·〉 denotes the natural evaluation of 1-forms on tangent vectors. We
call τ the one-form associated to T .
If µ is a smooth volume element on M, then ∂M inherits a smooth volume
element ν such that along ∂M we have µ = |τ|⊗ν , i.e.,
(17) ν(X1, . . . ,Xn−1) = µ(T,X1, . . . ,Xn−1)
for all vector fields X1, . . . ,Xn−1 on ∂M. This turns ∂M into a measured
manifold.
Remark 2.2. If M is a Riemannian manifold with boundary, then the Rie-
mannian volume element µ turns M canonically into a measured manifold.
The natural choice for T is the interior unit normal vector field along ∂M.
The induced volume element ν on ∂M then coincides with the volume ele-
ment of the induced Riemannian metric on ∂M.
Conversely, given a smooth volume element µ on M and an interior vector
field T along ∂M, one can always find a Riemannian metric on M inducing
µ and T in this way.
Notation 2.3. Throughout this article we will write
ZI := I×∂M
where I ⊂ R is any interval. We think of ZI as a cylinder over ∂M.
Lemma 2.4. Let (M,µ) be a measured manifold with compact boundary
and let τ be the one-form associated to an interior vector field T .
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Then there is a neighborhood U about ∂M in M, a constant r > 0, and a
diffeomorphism Ψ = (t,ψ) : U → Z[0,r) such that
∂M = t−1(0),(i)
ψ|∂M = id∂M,(ii)
dΨ(T ) = ∂/∂ t along ∂M,(iii)
τ = dt along ∂M,(iv)
Ψ∗(µ) = |dt|⊗ν on Z[0,r).(v)
M
U
Z[0,r)
Ψ
Fig. 3
Proof. Extend T to a smooth vector field T1 without zeros in a neighbor-
hood of ∂M in M. Solve for a smooth real function f on a possibly smaller
neighborhood such that
(18) 0 = div( f ·T1) = d f (T1)+ f ·div(T1)
with f|∂M = 1. Note that the divergence is defined because M carries a
smooth volume element. Since (18) is an ordinary differential equation
along the integral curves of T1, there is a unique solution f .
The vector field f T1 is a smooth extension of T , which we denote again by
T . Let Φ be the flow of T . Since ∂M is compact, there is a neighborhood U
of ∂M in M and an r > 0 such that
Z[0,r) →U, (t,x) 7→ Φt(x),
is a diffeomorphism. Let Ψ be the inverse of this diffeomorphism. Properties
(i), (ii), and (iii) are clear by construction and they imply (iv). Since T is
divergence free, its flow preserves µ . This shows (v). 
Definition 2.5. A diffeomorphism as in Lemma 2.4 will be called adapted
to (M,µ) and T .
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We will often identify a neighborhood U of the boundary with the cylinder
Z[0,r) using an adapted diffeomorphism. Property (v) is not really necessary
in our reasoning below, but it simplifies the exposition.
2.2. Vector bundles and differential operators. Let (M,µ) be a mea-
sured manifold (possibly with boundary) and E →M be a Hermitian vector
bundle over M.
The space of smooth sections of E is denoted by C∞(M,E). Here smooth-
ness means smoothness up to the boundary, i.e., in local coordinates all
derivatives have continuous extensions to the boundary. Smooth sections
with compact support form the space C∞c (M,E). Note that the support
Φ ∈ C∞c (M,E) may intersect the boundary ∂M. The space of smooth sec-
tions with compact support contained in the interior of M is denoted by
C∞cc(M,E). Obviously, we have
C∞cc(M,E)⊂C∞c (M,E)⊂C∞(M,E).
The L2-scalar product of Φ,Ψ ∈C∞c (M,E) is defined by
(Φ,Ψ)L2(M) :=
∫
M
〈Φ,Ψ〉dµ,
the corresponding norm by
‖Φ‖2L2(M) = (Φ,Φ)L2(M) =
∫
M
|Φ|2dµ.
Here 〈·, ·〉 and | · | denote the Hermitian product and norm of E. The com-
pletion of C∞c (M,E) with respect to ‖ · ‖L2(M) is denoted by L2(M,E). Its
elements are called square integrable sections. An alternative, but equiv-
alent, definition of L2(M,E) would be the space of all measurable sec-
tions with finite L2-norm modulo sections vanishing almost everywhere.
Measurable sections whose restrictions to compact subsets have finite L2-
norm are called locally square integrable. The space of locally square in-
tegrable sections modulo sections vanishing almost everywhere is denoted
by L2loc(M,E). If M is compact, then, of course, L2(M,E) = L2loc(M,E).
The L2-norm and hence L2(M,E) depend on the volume element µ , while
L2loc(M,E) does not because, over compact subsets of M, any two smooth
volume elements on M can be bounded by each other.
Let E → M and F → M be Hermitian vector bundles over M and D be
a (linear) differential operator from E to F . Associated with D, there is a
unique differential operator
D∗ : C∞(M,F)→C∞(M,E),
called the formal adjoint of D, such that
(19)
∫
M
〈DΦ,Ψ〉dµ =
∫
M
〈Φ,D∗Ψ〉dµ
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for all sections Φ ∈C∞cc(M,E) and Ψ ∈C∞cc(M,F). Locally, D∗ is obtained
from D by integration by parts. Clearly, we have D∗∗ = D.
Let Dc and Dcc be the operator D, considered as an unbounded oper-
ator on the Hilbert space L2(M,E) with domain dom(Dc) = C∞c (M,E)
and dom(Dcc) = C∞cc(M,E), respectively, and similarly for D∗. Note that
dom(Dc) and dom(Dcc) are dense in L2(M,E) and that dom(Dcc) is con-
tained in dom(Dc). We write Dcc ⊂ Dc to express the latter fact.
Suppose that, as additional data, we are given a Riemannian metric g on
M and a Hermitian connection ∇ on E. For any Φ ∈C∞(M,E) and integer
k ≥ 0, we then get the kth covariant derivative
∇kΦ ∈C∞(M,T ∗M⊗ . . .⊗T ∗M︸ ︷︷ ︸
k times
⊗E),
where both, the Levi-Civita connection of g and ∇, are used in the definition
of the higher covariant derivatives of Φ. Together with g, the Hermitian
metric on E induces a metric on T ∗M⊗ . . .⊗T ∗M⊗E so that we obtain the
formal adjoint (∇k)∗ of the differential operator ∇k.
For a section Φ ∈ L2loc(M,E), we call Ψ ∈ L2loc(M,T ∗M⊗ . . .⊗T ∗M⊗E)
the k-th weak covariant derivative of Φ if
(Ψ,Ξ)L2(M) = (Φ,(∇k)∗Ξ)L2(M)
for all Ξ ∈ C∞cc(M,T ∗M⊗ . . .⊗ T ∗M⊗ E). If Ψ exists, it is uniquely de-
termined and we write Ψ = ∇kΦ (instead of Ψ = ∇kmaxΦ). The space of
Φ ∈ L2loc(M,E), whose weak covariant derivatives up to order k exist in
L2loc(M,E), is denoted by Hkloc(M,E). We have the inclusions
C∞(M,E)⊂ Hkloc(M,E)⊂ Hk−1loc (M,E)⊂ ·· · ⊂ H
0
loc(M,E) = L
2
loc(M,E)
and, by the Sobolev embedding theorem,
∞⋂
k=0
Hkloc(M,E) =C∞(M,E).
The space of Φ ∈ L2(M,E), whose weak covariant derivatives up to order k
exist in L2(M,E), is denoted by Hk(M,E). It is a Hilbert space with respect
to the Sobolev norm ‖ · ‖Hk(M) defined by
(20) ‖Φ‖2Hk(M) = ‖Φ‖2L2(M)+‖∇Φ‖2L2(M)+ · · ·+‖∇kΦ‖2L2(M).
If M is noncompact, then Hk(M,E) depends on the choice of g and ∇ (given
the smooth volume element µ and the Hermitian vector bundle E). If M is
compact, then any two Hk-norms (for the same k) are equivalent so that
Hk(M,E) is independent of these choices.
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For M compact (possibly with boundary), the Rellich embedding theorem
[Au, Theorem 2.34, p. 55] says in particular that the embedding
Hk+1(M,E) →֒Hk(M,E)
is compact; in other words, bounded sequences in Hk+1(M,E) subconverge
in Hk(M,E).
We collect some of the spaces introduced so far in the following table:
space of notation
smooth sections C∞(M,E)
smooth sections with compact support C∞c (M,E)
smooth sections with compact support
contained in the interior of M C
∞
cc(M,E)
square integrable sections L2(M,E)
locally square integrable sections L2loc(M,E)
sections in L2loc(M,E) with first k
weak derivatives in L2loc(M,E)
Hkloc(M,E)
Table 1
We can restrict the bundle E to ∂M and consider the corresponding spaces
such as C∞(∂M,E), L2(∂M,E) etc. Further spaces of sections will be de-
fined as needed.
Suppose from now on that D is a differential operator from E to F of order
one and denote the principal symbol of D by σD. For any x ∈ M, σD(x) :
T ∗x M →Hom(Ex,Fx) is a linear map which is characterized by the property
that
(21) D( f Φ) = f DΦ+σD(d f )Φ,
for all f ∈C∞(M) and Φ ∈C∞(M,E). For all ξ ∈ T ∗M, we have†
(22) σD∗(ξ ) =−σD(ξ )∗.
Equation (19) holds if the supports of Φ and Ψ are compact and contained
in the interior of M. In case they meet the boundary, there is an additional
boundary term involving the principal symbol of D:
Lemma 2.6 (Green’s formula). Let (M,µ) be a measured manifold with
boundary and let τ be the one-form associated to an interior vector field.
Then ∫
M
〈DΦ,Ψ〉dµ −
∫
M
〈Φ,D∗Ψ〉dµ =−
∫
∂M
〈σD(τ)Φ,Ψ〉dν
for all Φ ∈ C∞(M,E) and Ψ ∈ C∞(M,F) such that supp(Φ)∩ supp(Ψ) is
compact.
†In order to get rid of the sign in (22), a factor i is often included in the definition of the
principal symbol.
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Proof. Choose a Riemannian metric on M inducing µ and T as in Re-
mark 2.2. Now the lemma follows from the standard Green’s formula for
Riemannian manifolds, see e.g. [Ta, Prop. 9.1, p. 160]. 
We say that D is elliptic if σD(ξ ) is invertible for each nonzero covector ξ .
It the boundary of M is empty and D is elliptic (of order one), then
(23) DmaxΦ ∈ Hkloc(M,F) =⇒ Φ ∈ Hk+1loc (M,E)
for all Φ ∈ dom(Dmax), by interior elliptic regularity theory, see e.g. [LM,
Ch. III, § 5].
3. COMPLETENESS
Let (M,µ) be a measured manifold with compact boundary. Let E,F → M
be Hermitian vector bundles and D :C∞(M,E)→C∞(M,F) be a differential
operator of first order. We start by generalizing Equation (21) to Lipschitz
functions and sections in the maximal domain of D:
Lemma 3.1. Let χ : M → R be a Lipschitz function with compact support
and Φ ∈ dom(Dmax). Then χΦ ∈ dom(Dmax) and
Dmax(χΦ) = σD(dχ)Φ+χDmaxΦ.
Proof. Suppose Ψ ∈ H1loc(M,F) has compact support in the interior of M.
Let K be a compact subset in the interior of M which contains the support of
Ψ in its interior. Then there is a sequence of Ψ j in C∞cc(M,F) with supports
in K which converge to Ψ in the H1-norm (over K). In particular, D∗Ψ
is well defined and limn→∞ D∗Ψn = D∗Ψ with respect to the L2-norm. We
conclude that, for any Φ ∈ dom(Dmax),
(Φ,D∗Ψ) = lim
n→∞
(Φ,D∗Ψn) = lim
n→∞
(DmaxΦ,Ψn) = (DmaxΦ,Ψ).
Assume now that χ : M → R is a Lipschitz function with compact support,
and let Φ ∈ dom(Dmax). For any Ψ ∈C∞cc(M,F) we have χΨ ∈ H1loc(M,F),
the support of χΨ is compact and contained in the interior of M, and
D∗(χΨ) = σD∗(dχ)Ψ+ χD∗Ψ in L2(M,F), as we see by approximating
χ in the H1-norm by smooth functions with compact support. Hence
(χΦ,D∗Ψ)L2(M) = (Φ,χD∗Ψ)L2(M)
= (Φ,D∗(χΨ)−σD∗(dχ)Ψ)L2(M)
= (DmaxΦ,χΨ)L2(M)+(σD(dχ)Φ,Ψ)L2(M)
= (χDmaxΦ+σD(dχ)Φ,Ψ)L2(M). 
Recall from Definition 1.1 that D is complete if and only if the space of
compactly supported sections in dom(Dmax) is dense in dom(Dmax).
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Remark 3.2. If ∂M = /0 and D is elliptic, then D is complete if and only
if the minimal and maximal extensions of D on C∞c (M,E) = C∞cc(M,E)
coincide. Namely, if the extensions coincide, then C∞cc(M,E) is dense in
dom(Dmax). Conversely, since D is elliptic, dom(Dmax) is contained in
H1loc(M,E), by interior elliptic regularity. Furthermore, any compactly sup-
ported H1-section can be approximated by smooth sections with support
contained in a fixed compact domain in the H1-norm and hence in the graph
norm of D.
Theorem 3.3. Let (M,µ) be a measured manifold with compact boundary
and D : C∞(M,E)→C∞(M,F) be a differential operator of first order. Sup-
pose that there exists a constant C > 0 and a complete Riemannian metric
on M with respect to which
|σD(ξ )| ≤C |ξ |
for all x ∈M and ξ ∈ T ∗x M. Then D and D∗ are complete.
Proof of Theorem 3.3. Let r : M → R be the distance function from the
boundary, r(x) = dist(x,∂M). Then r is a Lipschitz function with Lipschitz
constant 1. Choose ρ ∈ C∞(R,R) so that 0 ≤ ρ ≤ 1, ρ(t) = 0 for t ≥ 2,
ρ(t) = 1 for t ≤ 1, and |ρ ′| ≤ 2. Set
χm(x) := ρ
(
r(x)
m
)
.
Then χm is a Lipschitz function and we have almost everywhere
|dχm(x)| ≤
2
m
.
Moreover, {χm}m is a uniformly bounded sequence of functions converging
pointwise to 1.
Now let Φ ∈ dom(Dmax). Then ‖χmΦ − Φ‖L2(M) → 0 as m → ∞ by
Lebesgue’s theorem. Furthermore, χmΦ has compact support and χmΦ ∈
dom(Dmax) by Lemma 3.1. Since
‖Dmax(χmΦ)−DmaxΦ‖L2(M)
≤ ‖(1−χm)DmaxΦ‖L2(M)+‖σD(dχm)Φ‖L2(M)
= ‖(1−χm)DmaxΦ‖L2(M)+
2C
m
‖Φ‖L2(M) → 0
as m→ ∞, we conclude that χmΦ→ Φ in the graph norm of Dmax.
The same discussion applies to D∗ because |σD∗(ξ )| = | − σD(ξ )∗| =
|σD(ξ )|, and the theorem is proved. 
Example 3.4. If D is of Dirac type with respect to a complete Riemannian
metric, see Example 4.3 (a), then D is complete. Namely, by the Clifford
relations (31) we have σD(ξ )∗σD(ξ ) = |ξ |2 · id and hence |σD(ξ )|= |ξ |.
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The assumption in Theorem 3.3 that the principal symbol of D is uniformly
bounded can be weakened to the condition considered by Chernoff in [Ch,
Theorems 1.3 and 2.2]:
Proof of Theorem 1.2. Choose a smooth function f : M → R with
C(dist(x,∂M))≤ f (x) ≤ 2C(dist(x,∂M))
for all x ∈ M. Let g denote the complete Riemannian metric as in the as-
sumptions of Theorem 1.2. Then h := f−2g is also complete because the
h-length of a curve c : [0,∞)→ M, starting in ∂M and parametrized by arc-
length with respect to g, is estimated by
Lh(c) =
∫
∞
0
|c′(t)|g
f (c(t)) dt
≥
1
2
∫
∞
0
|c′(t)|g
C(dist(c(t),∂M)) dt
≥
1
2
∫
∞
0
1
C(t) dt
= ∞.
With respect to h, the principal symbol σD is uniformly bounded as required
in Theorem 3.3. 
Remark 3.5. It will be convenient to assume further on that D is complete.
However, in questions concerning boundary regularity, assuming complete-
ness is somewhat artificial because it is a property “at infinity”. But, in such
questions, we can always pass to a complete differential operator on vector
bundles over the cylinder Z[0,∞) which coincides with the given operator in a
neighborhood of the boundary. In this sense, assuming completeness causes
no loss of generality when studying the operator near the boundary.
4. NORMAL FORM
Throughout this section, let (M,µ) be a given measured manifold with com-
pact boundary. Let T be an interior vector field along ∂M and τ be the as-
sociated one-form. Identify a neighborhood U of the boundary ∂M with a
cylinder Z[0,r) via an adapted diffeomorphism as in Lemma 2.4.
Let E,F → M be Hermitian vector bundles. Identify the restrictions of E
and F to Z[0,r) as Hermitian vector bundles with the pull-back of their re-
striction to ∂M with respect to the canonical projection onto ∂M along the
family of t-lines (t,x), 0≤ t < r and x ∈ ∂M. This can be achieved by using
parallel transport along the t-lines with respect to Hermitian connections on
E and F . Then sections of E and F over Z[0,r) can be viewed as t-dependent
sections of E and F over ∂M. Using this identification we have, by (v) of
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Lemma 2.4, ∫
Z[0,r)
|Φ(p)|2dµ(p) =
∫ r
0
∫
∂M
|Φ(t,x)|2dν(x)dt
for any Φ ∈ L2(Z[0,r),E) or Φ ∈ L2(Z[0,r),F).
Let D : C∞(M,E)→ C∞(M,F) be an elliptic differential operator of first
order and set
(24) σ := σD(dt).
By (iv) of Lemma 2.4, we have σ(0,x) = σD(τ(x)) for each x ∈ ∂M. Since
D is elliptic, σ(t,x) : Ex → Fx is an isomorphism for each (t,x) ∈ Z[0,r). We
usually suppress the x-dependence in the notation and write σt instead of
σ(t,x).
The main point about boundary symmetric operators as in Definition 1.4 is
that, in coordinates adapted to (M,µ) and T as in Lemma 2.4, D and D∗
admit good normal forms near the boundary:
Lemma 4.1 (Normal form). Let D : C∞(M,E)→ C∞(M,F) be an elliptic
differential operator of first order. If D is boundary symmetric, then there
are formally selfadjoint elliptic differential operators
A : C∞(∂M,E)→C∞(∂M,E) and ˜A : C∞(∂M,F)→C∞(∂M,F)
such that, over Z[0,r),
D = σt
( ∂
∂ t +A+Rt
)
,(25)
D∗ =−σ∗t
( ∂
∂ t +
˜A+ ˜Rt
)
.(26)
The remainders
Rt : C∞(∂M,E)→C∞(∂M,E) and ˜Rt : C∞(∂M,F)→C∞(∂M,F)
are families of differential operators of order at most one whose coefficients
depend smoothly on t ∈ [0,r). They satisfy an estimate
‖RtΦ‖L2(∂M) ≤C
(
t‖AΦ‖L2(∂M)+‖Φ‖L2(∂M)
)
,(27)
‖ ˜RtΨ‖L2(∂M) ≤C
(
t‖ ˜AΨ‖L2(∂M)+‖Ψ‖L2(∂M)
)
,(28)
for all Φ ∈C∞(∂M,E) and Ψ ∈C∞(∂M,F).
Proof. For x ∈ ∂M, identify T ∗x ∂M with the subspace of ξ ∈ T ∗x M such thatξ (T ) = 0. In this sense, the principal symbol of the desired operator A is
given by
(29) σA(ξ ) = σ0(x)−1 ◦σD(ξ ),
by (25), (27), and the definition of σ . Since D is boundary symmetric,
σ0(x)−1 ◦σD(ξ ) is skew-Hermitian for all x ∈ ∂M and ξ ∈ T ∗x ∂M. Hence
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we can choose a formally selfadjoint differential operator A : C∞(∂M,E)→
C∞(∂M,E) of order one with principal symbol as required by (29). Since
the principal symbol is composed of invertible symbols, A is elliptic.
Over Z[0,r), we have
D = σt
( ∂
∂ t +Dt
)
,
where Dt : C∞(∂M,E)→C∞(∂M,E) is a family of elliptic differential op-
erators of order one whose coefficients depend smoothly on t ∈ [0,r). Hence
Rt := Dt −A
is a family of differential operators of order at most one whose coefficients
depend smoothly on t. Since D0 and A have the same principal symbol, R0
is of order 0. Since ∂M is a closed manifold, we conclude that
‖RtΦ‖L2(∂M) ≤C′
(
t‖Φ‖H1(∂M)+‖Φ‖L2(∂M)
)
for some constant C′. Now A is elliptic of order one. Hence, by standard
elliptic estimates, the H1-norm is bounded by the graph norm of A; that
is, we have an estimate as claimed in (27). This finishes the proof of the
assertions concerning D.
By (22), the principal symbol of the desired operator ˜A is given by
σ
˜A(ξ ) = σD∗(τ(x))−1 ◦σD∗(ξ )(30)
= (σD(τ(x))
∗)−1 ◦σD(ξ )∗
= (σ0(x)
∗)−1 ◦σD(ξ )∗
=
(
σD(ξ )◦σ0(x)−1)∗,
which is also skew-Hermitian. Thus the analogous arguments as above show
the assertions concerning D∗. 
Remarks 4.2. (a) Conversely, it is immediate that an elliptic differential
operator D with a normal form as in Lemma 4.1 is boundary symmetric. In
particular, D is boundary symmetric if and only if D∗ is boundary symmet-
ric. The latter is also obvious from Equation (22) (as we see from the end
of the above proof).
(b) The operators A and ˜A in Lemma 4.1 are not unique. One can add sym-
metric zero-order terms to them by paying with a corresponding change of
the remainder-terms Rt and ˜Rt . Equations (27) and (28) will still be valid
for the modified remainder terms.
We conclude this section with a few examples.
Examples 4.3. (a) (Dirac type operators) We say that the operator D is of
Dirac type if M carries a Riemannian metric 〈·, ·〉 such that the principal
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symbol of D satisfies the Clifford relations
σD(ξ )∗σD(η)+σD(η)∗σD(ξ ) = 2〈ξ ,η〉 · idEx,(31)
σD(ξ )σD(η)∗+σD(η)σD(ξ )∗ = 2〈ξ ,η〉 · idFx,(32)
for all x ∈ M and ξ ,η ∈ T ∗x M. They easily imply that D is elliptic and
boundary symmetric with respect to the interior normal field of the given
Riemannian metric. If D is of Dirac type, then so is D∗.
The class of Dirac type operators contains in particular Dirac operators on
Dirac bundles as in [LM, Ch. II, § 5]. The classical Dirac operator on a spin
manifold is an important special case.
(b) A somewhat artificial example of a boundary symmetric operator which
is not of Dirac type can be constructed as follows. Let g and g′ be two Rie-
mannian metrics on a manifold M with spin structure. Let D : C∞(M,E)→
C∞(M,F) and D′ : C∞(M,E ′)→C∞(M,F ′) be the corresponding Dirac op-
erators acting on spinors. Assume that g and g′ are conformal along the
boundary, i.e., g′ = f g for some smooth positive function f on ∂M. Let T
be an interior normal vector field along ∂M, perpendicular to ∂M for g and
g′. Then (
D 0
0 D′
)
+V : C∞(M,E⊕E ′)→C∞(M,F⊕F ′)
is boundary symmetric (with respect to T ) but in general not of Dirac type.
Here V may be an arbitrary zero-order term.
(c) More importantly, let D be a Dirac type operator. If one changes D in the
interior of M in such a way that it remains an elliptic first-order operator,
then D is still boundary symmetric.
5. THE MODEL OPERATOR
Throughout this section, assume the Standard Setup 1.5, identify a neigh-
borhood U of the boundary ∂M with a cylinder Z[0,r) via an adapted dif-
feomorphism as in Lemma 2.4, and fix a normal form for D and D∗ as
in Lemma 4.1. Consider A as an unbounded operator in the Hilbert space
L2(∂M,E) with domain dom(A) = C∞(∂M,E). The model operator asso-
ciated to D and A is the operator
(33) D0 := σ0
( ∂
∂ t +A
)
on the half-infinite cylinder Z[0,∞). Here σ0(x) = σD(τ(x)), compare
Lemma 4.1. The coefficients of D0 do not depend on t. With respect to
the product measure µ0 := dt⊗ν on Z[0,∞), we have
(34) D∗0 =−σ∗0
( ∂
∂ t − (σ
∗
0 )
−1Aσ∗0
)
and (σ−10 D0)
∗ =−
( ∂
∂ t −A
)
.
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We will keep the above setup and will use the abbrevation Φ′ := ∂Φ/∂ t.
Lemma 5.1. For any Φ ∈C∞c (Z[0,∞),E), we have
‖σ−10 D0Φ‖
2
L2(Z[0,∞))
= ‖Φ′‖2L2(Z[0,∞))+‖AΦ‖
2
L2(Z[0,∞))
− (AΦ0,Φ0)L2(∂M),
where Φ0 denotes the restriction of Φ to {0}×∂M.
Proof. We fix t ∈ [0,∞) and integrate over ∂M:
‖σ−10 D0Φ‖
2
L2(∂M)
= (Φ′+AΦ,Φ′+AΦ)L2(∂M)
= ‖Φ′‖2L2(∂M)+‖AΦ‖
2
L2(∂M)+(Φ
′,AΦ)L2(∂M)+(AΦ,Φ
′)L2(∂M)
= ‖Φ′‖2L2(∂M)+‖AΦ‖
2
L2(∂M)+(AΦ
′,Φ)L2(∂M)+(AΦ,Φ′)L2(∂M)
= ‖Φ′‖2L2(∂M)+‖AΦ‖
2
L2(∂M)+(AΦ,Φ)
′
L2(∂M).
Here we used that A does not depend on t and that it is formally selfadjoint.
Now we integrate this identity with respect to t ∈ [0,∞). Since Φ vanishes
for sufficiently large t, the last term gives a boundary contribution only for
t = 0. 
Lemma 5.2. There exist constants r,C > 0 such that
‖(D−D0)Φ‖L2(Z[0,ρ ]) ≤C(ρ ‖D0Φ‖L2(Z[0,ρ ])+‖Φ‖L2(Z[0,ρ ]))
for all 0 < ρ < r and all Φ ∈C∞(Z[0,∞),E) with support in Z[0,ρ].
Proof. We have, by Lemma 4.1,
D−D0 = σt
( ∂
∂ t +A+Rt
)
−σ0
( ∂
∂ t +A
)
= (σt −σ0)σ
−1
0 D0 +σtRt .
Since (σt −σ0)σ−10 = O(t) and σ is uniformly bounded, it remains to esti-
mate RtΦ. By (27) it suffices to estimate
t‖AΦ‖L2(∂M) = ‖A(tΦ)‖L2(∂M).
Now tΦ is in C∞c (Z[0,∞),E) and vanishes at t = 0. Therefore, by Lemma 5.1,
‖σ−10 D0(tΦ)‖
2
L2(Z[0,∞))
= ‖(tΦ)′‖2L2(Z[0,∞))+‖A(tΦ)‖
2
L2(Z[0,∞))
.
Hence
‖A(tΦ)‖L2(∂M) ≤ ‖σ
−1
0 D0(tΦ)‖L2(Z[0,∞))
≤C′
(
‖tD0Φ‖L2(Z[0,∞))+‖Φ‖L2(Z[0,∞))
)
.
The asserted inequality follows. 
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Since ∂M is compact without boundary, the minimal and maximal exten-
sions of the operator A coincide. Hence A is essentially selfadjoint in the
Hilbert space L2(∂M,E). For any s ∈ R, the positive operator (id+A2)s/2
is defined by functional calculus.
Definition 5.3. For any s ∈ R, we define the Sobolev Hs-norm on
C∞(∂M,E) by
‖ϕ‖2Hs(∂M) := ‖(id+A2)s/2ϕ‖2L2(∂M).
We denote by Hs(∂M,E) the completion of C∞(∂M,E) with respect to this
norm.
By standard elliptic estimates, this norm is equivalent to the Sobolev norms
defined in (20) if s ∈ N. It is a nice feature of Definition 5.3 that it makes
sense for all s ∈ R. The values s = 1/2 and s = −1/2 will be of particular
importance. Let
−∞ ← ·· · ≤ λ−2 ≤ λ−1 ≤ λ0 ≤ λ1 ≤ λ2 ≤ ·· · →+∞
be the spectrum of A with each eigenvalue being repeated according to its
(finite) multiplicity, and fix a corresponding L2-orthonormal basis ϕ j, j ∈Z,
of eigensections of A. Then, for ϕ = ∑∞j=−∞ a jϕ j, one has
‖ϕ‖2Hs(∂M) =
∞
∑
j=−∞
|a j|2(1+λ 2j )s.
Facts 5.4. The following facts are basic in our considerations:
(i) H0(∂M,E) = L2(∂M,E);
(ii) if s < t, then ‖ϕ‖Hs(∂M) ≤ ‖ϕ‖Ht(∂M) and, by the Rellich embedding
theorem, the induced embedding Ht(∂M,E) →֒ Hs(∂M,E) is com-
pact;
(iii) by the Sobolev embedding theorem, ⋂s∈RHs(∂M,E) =C∞(∂M,E);
(iv) for all s ∈ R, the L2-product (ϕ,ψ) = ∫∂M 〈ϕ,ψ〉dν , where ϕ,ψ ∈
C∞(∂M,E), extends to a perfect pairing
Hs(∂M,E)×H−s(∂M,E)→ C
and therefore renders Hs(∂M,E) and H−s(∂M,E) as pairwise dual;
(v) for all k ≥ 1, the restriction map R : C∞c (M,E) → C∞(∂M,E),
R(Φ) := Φ|∂M, extends by the trace theorem [Ad, Thm. 5.22] to a
continuous linear map
R : Hkloc(M,E)→ H
k−1/2(∂M,E).
For I ⊂ R, let QI be the spectral projection of the selfadjoint operator A,
QI :
∞
∑
j=−∞
a jϕ j 7→ ∑
λ j∈I
a jϕ j.
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Then QI is an orthogonal projection in L2(∂M,E) and
QI(Hs(∂M,E))⊂ Hs(∂M,E)
for all s ∈ R. In particular, QI(C∞(∂M,E))⊂C∞(∂M,E). We abbreviate
HsI (A) := QI(Hs(∂M,E)).
Fix Λ ∈ R and define
(35) ‖ϕ‖2
ˇH(A) := ‖Q(−∞,Λ]ϕ‖2H1/2(∂M)+‖Q(Λ,∞)ϕ‖2H−1/2(∂M).
This norm is, up to equivalence, independent of the choice of Λ. Namely, if
Λ1 < Λ2, then the corresponding ˇH-norms coincide on the L2-orthogonal
complement of Q[Λ1,Λ2](C∞(∂M,E)). Now, the latter space is finite-
dimensional so that any two norms on it are equivalent, hence the claim.
The completion of C∞(∂M,E) with respect to ‖ · ‖
ˇH(A) will be denoted
ˇH(A). In other words,
(36) ˇH(A) = H1/2
(−∞,Λ](A)⊕H
−1/2
(Λ,∞)(A).
Similarly, we set
(37) ‖ϕ‖2
ˆH(A) := ‖Q(−∞,Λ]ϕ‖2H−1/2(∂M)+‖Q(Λ,∞)ϕ‖2H1/2(∂M)
and
(38) ˆH(A) := H−1/2(−∞,Λ](A)⊕H
1/2
(Λ,∞)(A).
While Hs(∂M,E) is independent of A, the definitions of HsI (A), ˇH(A), and
ˆH(A) do depend on A. We have
(39) ˆH(A) = ˇH(−A).
The L2-product on C∞(∂M,E) uniquely extends to a perfect pairing
(40) ˇH(A)× ˆH(A)→ C.
Hence ˆH(A) is canonically isomorphic to the dual space of ˇH(A) and con-
versely. Let
(41) Hfin(A) :=
{
ϕ =
∞
∑
j=−∞
a jϕ j
∣∣∣a j = 0 for all but finitely many j}
be the space of “finite Fourier series”. We have the inclusions
Hfin(A)⊂C∞(∂M,E)
⊂ H1/2(∂M,E)⊂


L2(∂M,E)
ˆH(A)
ˇH(A)

⊂ H−1/2(∂M,E).
The space Hfin(A) is dense in any of these spaces. Sections Φ in
L2(Z[0,∞),E) = L2([0,∞),L2(∂M,E))
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can be developed in the basis (ϕ j) j with coefficients depending on t,
Φ(t,x) =
∞
∑
j=−∞
a j(t)ϕ j(x).
We fix a constant r > 0 and a smooth cut-off function χ : R→ R with
(42) χ(t) = 1 for all t ≤ r/3 and χ(t) = 0 for all t ≥ 2r/3.
We define, for ϕ ∈ Hfin(A), a smooth section E ϕ of E over Z[0,∞) by
(43) (E ϕ)(t) := χ(t) · exp(−t|A|)ϕ.
In other words, for ϕ(x) = ∑∞j=−∞ a jϕ j(x) we have
(E ϕ)(t,x) = χ(t)
∞
∑
j=−∞
a j · exp(−t|λ j|) ·ϕ j(x).
We obtain a linear map E : Hfin(A)→C∞c (Z[0,∞),E).
Lemma 5.5. There is a constant C =C(χ ,A)> 0 such that
‖E ϕ‖2D0 ≤C‖ϕ‖
2
ˇH(A)
for all ϕ ∈ Hfin(A).
Proof. Without loss of generality we choose Λ = 0 in (36), the definition of
ˇH(A). Since the eigenspaces of A are pairwise L2-orthogonal, it suffices to
consider the Fourier coefficients of E ϕ separately. We see that
D0 exp(−t|A|)Q(0,∞)ϕ = σ0
( ∂
∂ t +A
)
exp(−tA)Q(0,∞)ϕ = 0,
and hence that
D0(E Q(0,∞)ϕ) = χ ′σ0 exp(−tA)Q(0,∞)ϕ.
It follows that the graph norm ‖E Q(0,∞)ϕ‖D0 can be bounded from above by
‖exp(−tA)Q(0,∞)ϕ‖L2(Z[0,r)). Now there is some ε > 0 such that |λ | ≥ ε > 0
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for all nonzero eigenvalues λ of A. Hence, for ϕ = ∑ j a jϕ j, we have
‖exp(−t|A|)Q(0,∞)ϕ‖2L2(Z[0,r)) = ∑λ j≥ε |a j|
2
∫ r
0
e−2tλ j dt
=
1
2 ∑λ j≥ε |a j|
2 ·λ−1j (1− e−2rλ j)
≤
1
2 ∑λ j≥ε |a j|
2 ·λ−1j
≤
(1+ ε−2)1/2
2 ∑λ j≥ε |a j|
2 · (1+λ 2j )−1/2
=
(1+ ε−2)1/2
2
‖Q(0,∞)ϕ‖2H−1/2(∂M,E)
=
(1+ ε−2)1/2
2
‖Q(0,∞)ϕ‖2ˇH(A).
The claimed inequality for ‖E Q(0,∞)ϕ‖2D0 follows. The estimate for
‖E Q(−∞,0]ϕ‖2D0 follows from similar considerations, where now
(D0 exp(−t|A|)Q(−∞,0]ϕ)(t) = 2σ0Aexp(−t|A|)Q(−∞,0]ϕ
and hence
(D0E Q(−∞,0]ϕ)(t) = σ0(2χA+χ ′)exp(tA)Q(−∞,0]ϕ.
Thus the graph norm ‖E Q(−∞,0]ϕ‖D0 can be bounded from above by
‖(id+ |A|)exp(−t|A|)Q(−∞,0]ϕ‖L2(Z[0,r)).
Now we have
‖(id+ |A|)exp(−t|A|)Q(−∞,0]ϕ‖2L2(Z[0,r))
= ∑
λ j≤0
∫ r
0
|a j|2(1+ |λ j|)2e2tλ j dt
= r ∑
λ j=0
|a j|2 +
1
2 ∑λ j≤−ε |a j|
2(1+ |λ j|)2|λ j|−1(1− e2rλ j)
≤ r ∑
λ j=0
|a j|2 +
1
2 ∑λ j≤−ε |a j|
2(1+ |λ j|)2|λ j|−1
≤ r ∑
λ j=0
|a j|2 +C1(ε) ∑
λ j≤−ε
|a j|2(1+ |λ j|2)1/2
≤C2(ε,r) ∑
λ j≤0
|a j|2(1+ |λ j|2)1/2
=C2(ε,r)‖Q(−∞,0]ϕ‖2H1/2(∂M,E)
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=C2(ε,r)‖Q(−∞,0]ϕ‖2ˇH(A). 
Remark 5.6. With the same methods one can show that ‖E ϕ‖D0 can also
be bounded from below by ‖ϕ‖
ˇH(A).
6. THE MAXIMAL DOMAIN
Throughout this Section, assume the Standard Setup 1.5, identify a neigh-
borhood U of the boundary ∂M with a cylinder Z[0,r) via an adapted dif-
feomorphism as in Lemma 2.4, and fix a normal form for D and D∗ as in
Lemma 4.1. Assume furthermore that D and D∗ are complete.
6.1. Regularity properties of the maximal domain. For some of our as-
sertions concerning estimates over the cylinder Z[0,r), it will be convenient
to consider the operator σ−1D instead of D. Its formal adjoint is given by
(44) (σ−1D)∗ =−
( ∂
∂ t −A−R
∗
t
)
so that we can let −A take over the role of ˜A in the normal form of σ−1D as
in Lemma 4.1. Then we have ˇH(−A) = ˆH(A).
Lemma 6.1. For ϕ ∈Hfin(A), the section E ϕ of E over Z[0,r) belongs to the
maximal domain of D. Moreover, there is a constant C > 0 such that
‖E ϕ‖D ≤C‖ϕ‖ ˇH(A) and ‖E ϕ‖(σ−1D)∗ ≤C‖ϕ‖ ˆH(A).
Proof. The section E ϕ belongs to the maximal domain of D because E ϕ ∈
C∞c (Z[0,r),E)⊂C∞c (M,E)⊂ dom(Dmax). The first estimate has been shown
in Lemma 5.5 with the model operator D0 instead of D. By the definition of
D0, we have
‖D(E ϕ)‖L2(M) = ‖D(E ϕ)‖L2(Z[0,r))
≤C1 · ‖σ0σ−1t D(E ϕ)‖L2(Z[0,r))
=C1 · ‖(D0+σ0Rt)(E ϕ)‖L2(Z[0,r))
≤C1 · ‖D0(E ϕ)‖L2(Z[0,r))+C2 · ‖Rt(E ϕ)‖L2(Z[0,r))
≤C1 · ‖E ϕ‖D0 +C2 · ‖Rt(E ϕ)‖L2(Z[0,r)).
It remains to estimate ‖Rt(E ϕ)‖L2(Z[0,r)). By (27), we get
‖Rt(E ϕ)‖2L2(Z[0,r))
≤C3
∫ r
0
(
‖tA(E ϕ)‖2L2(∂M)+‖E ϕ‖
2
L2(∂M)
)
dt
=C3
∫ r
0
χ(t)2
(
‖tAexp(−t|A|)ϕ‖2L2(∂M)+‖exp(−t|A|)ϕ‖
2
L2(∂M)
)
dt.
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If Aϕ j = λ jϕ j, then we compute, substituting t˜ = t · |λ j|,∫ r
0
χ(t)2
(
‖tAexp(−t|A|)ϕ j‖2L2(∂M)+‖exp(−t|A|)ϕ j‖
2
L2(∂M)
)
dt
≤
∫ r
0
exp(−2t|λ j|)(t2|λ j|2 +1)‖ϕ j‖2L2(∂M) dt
=
∫ r|λ j|
0
exp(−2t˜)(t˜2+1)‖ϕ j‖2L2(∂M)
dt˜
|λ j|
≤
‖ϕ j‖2L2(∂M)
|λ j|
∫
∞
0
exp(−2t˜)(t˜2+1)dt˜
=
3
4
· ‖|λ j|−1/2ϕ j‖2L2(∂M).
Expanding ϕ in an orthonormal eigenbasis for A, this shows∫ r
0
χ(t)2
(
‖tAexp(−t|A|)ϕ‖2L2(∂M)+‖exp(−t|A|)ϕ‖
2
L2(∂M)
)
dt
≤C4‖ϕ‖2H−1/2(∂M) ≤C4‖ϕ‖
2
ˇH(A).
This concludes the proof of the first inequality. For the proof of the second,
we recall from (44) that −A is an adapted boundary operator for (σ−1D)∗
and that ˇH(−A) = ˆH(A). 
Lemma 6.2. There is a constant C > 0 such that, for all Φ ∈C∞c (Z[0,r),E),
‖Φ|∂M‖ ˇH(A) ≤C‖Φ‖D.
Proof. Since the pairing between ˇH(A) and ˆH(A) introduced in (40) is per-
fect and since Hfin(A) is dense in ˆH(A), we have
‖Φ|∂M‖ ˇH(A) = sup{|(Φ|∂M,ψ)| | ψ ∈ Hfin(A),‖ψ‖ ˆH(A) = 1}.
Now Lemma 2.6 and Lemma 6.1 imply that, for any ψ ∈ Hfin(A) with
‖ψ‖
ˆH(A) = 1,
|(Φ|∂M,ψ)|=
∣∣∣(σ−1DΦ,E ψ)L2(M)− (Φ,(σ−1D)∗(E ψ))L2(M)∣∣∣
≤ ‖σ−1DΦ‖L2(M)‖E ψ‖L2(M)+‖Φ‖L2(M)‖(σ−1D)∗(E ψ)‖L2(M)
≤C′ · ‖Φ‖D · ‖E ψ‖(σ−1D)∗
≤C · ‖Φ‖D · ‖ψ‖ ˆH(A)
=C · ‖Φ‖D. 
Lemma 6.3. Over ∂M, the homomorphism field (σ−10 )∗ : E → F induces
an isomorphism ˆH(A)→ ˇH( ˜A). Here ˜A is an adapted boundary operator
for D∗. In particular, the sesquilinear form
β : ˇH(A)× ˇH( ˜A)→ C, β (ϕ,ψ) :=−(σ0ϕ,ψ),
is a perfect pairing of topological vector spaces.
BOUNDARY VALUE PROBLEMS 33
Proof. For ϕ ∈C∞(∂M,E), we have (σ−10 )∗ϕ ∈C∞(∂M,F) and
‖(σ−10 )
∗ϕ‖2
ˇH( ˜A) ≤C1‖(σ
−1)∗E ϕ‖2D∗
=C1
(
‖D∗(σ−1)∗E ϕ‖2L2(Z[0,r))+‖(σ
−1)∗E ϕ‖2L2(Z[0,r))
)
≤C2
(
‖(σ−1D)∗E ϕ‖2L2(Z[0,r))+‖E ϕ‖
2
L2(Z[0,r))
)
=C2‖E ϕ‖2(σ−1D)∗
≤C3‖ϕ‖2ˆH(A)
by Lemmas 6.2 (for D∗) and 6.1, respectively.
Conversely, for ψ ∈C∞(∂M,F), we have σ∗0 ψ ∈C∞(∂M,E). Furthermore,
if ˜E denotes the extension operator defined in (43) associated to the bound-
ary operator ˜A, we obtain
‖σ∗0 ψ‖2ˆH(A) = ‖(σ
∗
˜E ψ)|∂M‖2ˇH(−A)
≤C4‖σ∗ ˜E ψ‖2(σ−1D)∗
=C4
(
‖(σ−1D)∗σ∗ ˜E ψ‖2L2(Z[0,r))+‖σ
∗
˜E ψ‖2L2(Z[0,r))
)
≤C5
(
‖D∗ ˜E ψ‖2L2(Z[0,r))+‖
˜E ψ‖2L2(Z[0,r))
)
=C5‖ ˜E ψ‖2D∗
≤C6‖ψ‖2ˇH( ˜A)
by Lemma 6.2 applied to the operator (σ−1D)∗ and Lemma 6.1 applied to
the operator D∗.
Since C∞(∂M,E) and C∞(∂M,F) are dense in ˆH(A) and ˇH(A), respectively,
and since (σ∗0 )−1 = (σ
−1
0 )
∗
, we conclude that (σ−10 )∗ induces a topological
isomorphism between the Hilbert spaces ˆH(A) and ˇH(A) as asserted. The
second claim is now an immediate consequence since the corresponding
pairing between ˇH(A) and ˆH(A) is perfect. 
Consider the intersection
(45) H1D(M,E) := dom(Dmax)∩H1loc(E,F).
The H1D-norm on H1D(M,E) is defined by
(46) ‖Φ‖2H1D(M) := ‖χΦ‖
2
H1(M)+‖Φ‖
2
L2(M)+‖DΦ‖
2
L2(M),
where χ is as in (42), and turns H1D(M,E) into a Hilbert space. Since the
support of χ as a function on M is compact, the specific choice of H1-norm
is irrelevant and leads to equivalent H1D-norms. The H1D-norm is stronger
than the graph norm for D; it controls in addition H1-regularity near the
boundary. The completeness of D is responsible for the following properties
of H1D(M,E).
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Lemma 6.4. (i) C∞c (M,E) is dense in H1D(M,E);
(ii) C∞cc(M,E) is dense in {Φ ∈ H1D(M,E) |Φ|∂M = 0}.
Proof. (i) We have to show that any given Φ ∈ H1D(M,E) can be ap-
proximated by compactly supported smooth sections in the H1D-norm. Let
χ ∈C∞c (M,R) be the cut-off function used in the definition of ‖·‖H1D(M), that
is, the function from (42). Choose a second cut-off function χ2 ∈C∞c (M,R)
with χ2 ≡ 1 on the support of χ and a third cut-off function χ3 ∈C∞c (M,R)
with χ3 ≡ 1 on the support of χ2.
χ χ2 χ3
Fig. 4
Then χ3Φ ∈ H1D(M,E) because Φ ∈ H1loc(M,E) and χ3Φ has compact sup-
port. Therefore χ3Φ can be approximated by smooth compactly supported
sections in any H1-norm, hence also in the H1D-norm.
It remains to approximate (1− χ3)Φ ∈ H1D(M,E). Since D is complete,
there exists Φ0 ∈ dom(Dmax) with compact support such that
‖(1−χ3)Φ−Φ0‖D < ε
for any given ε > 0. Since χ2 vanishes on the support of 1−χ3, we have
‖(1−χ3)Φ− (1−χ2)Φ0‖H1D(M) = ‖(1−χ2)((1−χ3)Φ−Φ0)‖H1D(M)
= ‖(1−χ2)((1−χ3)Φ−Φ0)‖D
≤C · ‖(1−χ3)Φ−Φ0‖D
<C · ε.
Hence it suffices to approximate (1−χ2)Φ0. Since (1−χ2)Φ0 has compact
support, this is possible exactly like for χ3Φ.
(ii) Suppose that Φ∈H1D(M,E) vanishes along ∂M. We have to show that Φ
can be approximated by sections from C∞cc(M,E). As in the first part of the
proof, we may assume that the support of Φ is contained in a neighborhood
of ∂M, say in Zr/2. For n∈N sufficiently large, define sections Φn of E over
Z[0,r) by
Φn(t,x) =
{
0 for 0≤ t ≤ 1/n,
Φ(t−1/n,x) for 1/n≤ t < r.
Then Φn has compact support in Z[1/n,r], Φn ∈ H1(Z[0,r),E), and Φn → Φ
in H1(Z[0,r),E), therefore also in H1D(M,E). Since Φn has compact support
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in Z(0,r), it can be approximated in H1D(M,E) by smooth sections of E with
compact support in Z(0,r). 
Lemma 6.5. There is a constant C > 0 such that
‖Φ‖D ≤ ‖Φ‖H1D(M) ≤C‖Φ‖D
for all Φ ∈C∞c (M,E) with Q(0,∞)(Φ|∂M) = 0.
Proof. We show that the H1D-norm is bounded from above by the graph
norm, the converse inequality being clear. We write Φ = Φ1 +Φ2 where
Φ1 = χΦ ∈C∞c (Z[0,r),E) and Φ2 = (1− χ)Φ ∈C∞cc(M,E) has support dis-
joint from Zr/3. On the space of Φ2’s the graph norm and the H1D-norm are
equivalent. Therefore we can assume that Φ = Φ1 has compact support in
the closure of Z2r/3.
Since Q(0,∞)Φ|∂M = 0, we have (Φ|∂M,AΦ|∂M)L2(∂M) ≤ 0 and hence
‖D0Φ‖2L2(Z[0,r)) = ‖σ0(Φ
′+AΦ)‖2L2(Z[0,r))
≥C1‖Φ′+AΦ‖2L2(Z[0,r))
=C1{‖Φ′‖2L2(Z[0,r))+‖AΦ‖
2
L2(Z[0,r))
− (Φ|∂M,AΦ|∂M)L2(∂M)}
≥C1{‖Φ′‖2L2(Z[0,r))+‖AΦ‖
2
L2(Z[0,r))
},(47)
where we use Lemma 5.1 to pass from line 2 to line 3. Thus
‖Φ‖2H1D(M) ≤C2 {‖Φ‖
2
L2(Z[0,r))
+‖Φ′‖2L2(Z[0,r))+‖AΦ‖
2
L2(Z[0,r))
}
≤C3 {‖Φ‖2L2(Z[0,r))+‖D0Φ‖
2
L2(Z[0,r))
}
≤C4 ‖Φ‖2D.
The first inequality follows from the ellipticity of A, the second from (47),
and the third from Lemma 5.2. 
Corollary 6.6. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Then domDmin = {Φ ∈ H1D(M,E) |Φ|∂M = 0}.
Proof. Sections in C∞cc(M,E) vanish along ∂M, hence satisfy the boundary
condition Q(0,∞)(Φ|∂M) = 0 required in Lemma 6.5, and hence domDmin is
contained in {Φ ∈ H1D(M,E) | Φ|∂M = 0}. Now Lemma 6.4 (ii) concludes
the proof. 
Theorem 6.7. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Then we have:
(i) C∞c (M,E) is dense in dom(Dmax) with respect to the graph norm.
(ii) The trace map C∞c (M,E)→C∞(∂M,E), Φ 7→ Φ|∂M, extends uniquely
to a surjective bounded linear map R : dom(Dmax)→ ˇH(A).
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(iii) H1D(M,E) = {Φ ∈ dom(Dmax) |RΦ ∈ H1/2(∂M,E)}.
The corresponding statements hold for dom((D∗)max). Furthermore, for all
sections Φ ∈ dom(Dmax) and Ψ ∈ dom((D∗)max), we have
(48) (DmaxΦ,Ψ)L2(M)− (Φ,(D∗)maxΨ)L2(M) =−(σ0RΦ,RΨ)L2(∂M).
Proof. (i) Extend (M,µ) smoothly to a larger measured manifold ( ˜M, µ˜)
with ∂ ˜M = /0. Do it in such a way that E and F extend smoothly to Hermitian
vector bundles ˜E and ˜F over ˜M and D to an elliptic operator ˜D :C∞( ˜M, ˜E)→
C∞( ˜M, ˜F). This is possible, since we may choose ˜M\M to be diffeomorphic
to the product ∂M× (−1,0).
˜M
∂M M
Fig. 5
Let Dc be D with domain dom(Dc) =C∞c (M,E). We have to show that the
closure of Dc equals Dmax. Let Ψ∈ L2(M,F) be in the domain of the adjoint
operator (Dc)ad. Extend Ψ and (Dc)adΨ by the trivial section 0 on ˜M \M to
sections ˜Ψ∈ L2( ˜M, ˜F) and ˜Ξ∈ L2( ˜M, ˜E), respectively. Let ˜Φ∈C∞c ( ˜M, ˜E)=
C∞cc( ˜M, ˜E). Then the restriction Φ of ˜Φ to M is in dom(Dc) and hence, since
˜Ψ = ˜Ξ = 0 on ˜M \M,
( ˜D ˜Φ, ˜Ψ)L2( ˜M) = (DcΦ,Ψ)L2(M)
= (Φ,(Dc)adΨ)L2(M)
= ( ˜Φ, ˜Ξ)L2( ˜M).
Thus ˜Ψ is a weak solution of ˜D∗ ˜Φ = ˜Ξ ∈ L2( ˜M, ˜E). By interior elliptic
regularity theory, ˜Ψ∈H1loc( ˜M, ˜F). It follows that Ψ is in H1D∗(M,F) and that
Ψ|∂M = 0. By Corollary 6.6, Ψ∈ dom((D∗)min), the domain of the minimal
extension of (D∗)cc. Hence (Dc)ad ⊂ (D∗)min, and therefore the closure Dc
of Dc satisfies
Dc = ((Dc)ad)ad ⊃ ((D∗)min)ad = Dmax ⊃ Dc.
Thus Dc = Dmax as asserted.
(ii) By Lemma 6.2, the trace map C∞c (M,E) → C∞(∂M,E), Φ 7→ Φ|∂M,
extends to a bounded linear map dom(Dmax)→ ˇH(A). By (i), this extension
is unique. By Lemma 6.1, the map E : Hfin(A)→ C∞c (M,E) extends to a
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bounded linear map E : ˇH(A)→ dom(Dmax) with R ◦E = id. This proves
surjectivity.
(iii) The inclusion H1D(M,E) ⊂ {Φ ∈ dom(Dmax) | RΦ ∈ H1/2(∂M)} is
clear from the definition of H1D(M,E) and the standard trace theorem. To
show the converse inclusion, let Φ ∈ dom(Dmax) with RΦ ∈ H1/2(∂M).
Put ϕ := Q(0,∞)RΦ ∈ H1/2(∂M). Expanding ϕ with respect to an eigen-
basis of A, one easily sees that E ϕ ∈ H1D(M,E). In particular, Φ− E ϕ ∈
dom(Dmax) and Q(0,∞)R(Φ− E ϕ) = 0. Now (i) and Lemma 6.5 imply
Φ−E ϕ ∈ H1D(M,E). Thus
Φ = E ϕ +(Φ−E ϕ) ∈ H1D(M,E).
The asserted formula for integration by parts holds for all Φ,Ψ∈C∞c (M,E),
hence for all Φ ∈ dom(Dmax) and all Ψ ∈ dom((D∗)max), by (i), (ii), and
Lemma 6.3. 
6.2. Higher regularity. Fix ρ > 0. For g ∈ L2([0,ρ ],C) and t ∈ [0,ρ ] set
(49) (Rλ g)(t) :=
{∫ t
0 g(s)e
λ (s−t)ds if λ ≥ 0,
−
∫ ρ
t g(s)e
λ (s−t)ds if λ < 0.
For λ > 0, we compute for f = Rλ g:
‖ f‖2L2([0,ρ]) =
∫ ρ
0
∣∣∣∣∫ t0 g(s)eλ (s−t)ds
∣∣∣∣2 dt
≤
∫ ρ
0
(∫ t
0
|g(s)|2eλ (s−t)ds
)(∫ t
0
eλ (s−t)ds
)
dt
≤
1
λ
∫ ρ
0
∫ ρ
s
|g(s)|2eλ (s−t) dt ds
=
1
λ 2
∫ ρ
0
|g(s)|2 ds
=
1
λ 2‖g‖
2
L2([0,ρ]).
There is a similar computation in the case λ < 0. We obtain
(50) ‖ f‖2L2([0,ρ]) ≤
{ 1
λ 2‖g‖
2
L2([0,ρ]) for λ 6= 0,
ρ2
2 ‖g‖
2
L2([0,ρ]) for λ = 0.
Now f satisfies
(51) f ′+λ f = g.
Hence
‖ f ′‖2L2([0,ρ]) ≤
{
4‖g‖2L2([0,ρ]) for λ 6= 0,
‖g‖2L2([0,ρ]) for λ = 0.
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In conclusion,
(52) ‖ f‖2H1([0,ρ]) ≤
{
(4+ 1λ 2 )‖g‖
2
L2([0,ρ]) for λ 6= 0,
(1+ ρ
2
2 )‖g‖
2
L2([0,ρ]) for λ = 0.
Remarks 6.8. (a) The above considerations are an adaption and small sim-
plification of the corresponding discussion in [APS, Sec. 2].
(b) Note that the bound in (52) is independent of ρ for λ 6= 0 and depends
only on an upper bound on ρ for λ = 0.
From now on assume that ρ < r where r < ∞ is as in Lemma 2.4. We apply
the above discussion to sections of E over the cylinder Z[0,ρ] = [0,ρ ]×
∂M. We choose an orthonormal Hilbert basis of L2(∂M,E) consisting of
eigensections ϕ j of A with corresponding eigenvalues λ j as in Section 5.
For
Ψ∈ L2(Z[0,ρ],F) = L2([0,ρ ],L2(∂M,F)), σ−10 Ψ(t,x)=
∞
∑
j=−∞
g j(t)ϕ j(x),
we set
(53) S0Ψ :=
∞
∑
j=−∞
(Rλ jg j)ϕ j.
Estimates (50) and (52) show that Φ = S0Ψ satisfies
‖Φ‖2H1(Z[0,ρ ]) ≤C1
(
‖Φ‖2L2(Z[0,ρ ])+‖Φ
′‖2L2(Z[0,ρ ])
+‖AΦ‖2L2(Z[0,ρ ])
)
=C1
∞
∑
j=−∞
(
‖Rλ jg j‖
2
H1([0,ρ])+λ
2
j ‖Rλ jg j‖
2
L2([0,ρ])
)
≤C1C2
∞
∑
j=−∞
‖g j‖2L2([0,ρ])
=C1C2‖σ−10 Ψ‖
2
L2(Z[0,ρ ])
≤C1C2C3‖Ψ‖2L2(Z[0,ρ ]).
Here C1 depends on the specific choice of H1-norm, C2 on r (which is an
upper bound for ρ) and a lower bound for the modulus of the nonzero λ j,
and C3 on an upper bound for σ−10 . Differentiating (51) repeatedly, we get
(54) ‖Φ‖2Hm+1(Z[0,ρ ]) ≤C4‖Ψ‖
2
Hm(Z[0,ρ ])
,
where C4 depends on the specific choice of Hk-norms, on m, on r, on a
lower bound for the nonzero |λ j|, and on an upper bound for the derivatives
of order up to m of σ−10 . By definition, C4 is a bound for
S0 : Hm(Z[0,ρ],F)→ Hm+1(Z[0,ρ],E).
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Moreover, with the model operator D0 as in (33), we have
(55) D0S0Ψ = Ψ
and, by definition, S0Ψ satisfies the boundary condition
(56) Q[0,∞)(S0Ψ)(0) = 0 and Q(−∞,0)(S0Ψ)(ρ) = 0.
By Theorem 6.7 (ii), the boundary values of elements in the maximal do-
main of D0 over Z[0,ρ] constitute the space ˇH(A)⊕ ˆH(A), where ˇH(A) is
responsible for the left part of the boundary, {0}× ∂M, and ˆH(A) for the
right, {ρ}×∂M. Set
(57) B0 := H1/2(−∞,0)(A)⊕H
1/2
[0,∞)(A)
and, for m≥ 1,
Hm(Z[0,ρ],E;B0) := { f ∈ Hm(Z[0,ρ],E) | ( f (0), f (ρ))∈ B0}.
By (56), S0 is a bounded operator Hm(Z[0,ρ],F)→ Hm+1(Z[0,ρ],E;B0).
Proposition 6.9. Let S0 be as in (53) and B0 as in (57). Then, for all m≥ 0,
the model operator
D0 : Hm+1(Z[0,ρ],E;B0)→ Hm(Z[0,ρ],F)
is an isomorphism with inverse S0. Furthermore, for elements Φ in the max-
imal domain of D0 satisfying Q(−∞,0)(Φ(ρ)) = 0, we have
Φ−S0D0Φ = exp(−tA)(Q[0,∞)Φ(0)).
Proof. Surjectivity of D0 follows from (55) and (56). The Fourier coeffi-
cients f j of an element in the kernel of D0 satisfy f ′j +λ j f j = 0, thus the
boundary condition B0, i.e. f j(0) = 0 or f j(ρ) = 0, implies that they vanish.
This shows injectivity and proves the first assertion.
Let Φ be in the maximal domain of D0 with Q(−∞,0)(Φ(ρ)) = 0. Since
D0(Φ−S0D0Φ) = 0, the Fourier coefficients f j of Φ−S0D0Φ satisfy f ′j +
λ j f j = 0. From Q(−∞,0)(Φ(ρ)) = 0 and Q(−∞,0)(S0D0Φ(ρ)) = 0 we have
f j(ρ) = 0 for all λ j < 0. Hence f j ≡ 0 whenever λ j < 0. Thus
(58) (Φ−S0D0Φ)(t,x) = ∑
λ j≥0
e−tλ j f j(0)ϕ j(x).
On the other hand,
exp(−tA)(Q[0,∞)Φ(0)) = exp(−tA)(Q[0,∞)(Φ−S0D0Φ)(0))
= exp(−tA)
( ∑
λ j≥0
f j(0)ϕ j
)
= ∑
λ j≥0
e−tλ j f j(0)ϕ j.(59)
Equating (58) and (59) concludes the proof. 
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We return from the model operator D0 to the original operator D.
Lemma 6.10. Let (M,µ) be a measured manifold with compact boundary
and let D and A be as in the Standard Setup 1.5. Let m ≥ 0. If ρ > 0 is
sufficiently small, then
(i) D0 and D have the same maximal domain when regarded as un-
bounded operators from L2(Z[0,ρ],E) to L2(Z[0,ρ],F).
(ii) (D−σ0R0) : Hm+1(Z[0,ρ],E;B0)→Hm(Z[0,ρ],F) is an isomorphism.
Proof. By Lemma 5.2, D−D0 is relatively D0-bounded with constant Cρ .
For ρ so small that Cρ < 1 the first assertion follows from [Ka, Thm. 1.1,
p. 190].
If ρ is small enough, we have by Lemma 4.1, for given ε > 0,
‖(D0− (D−σ0R0))(Φ)‖Hm(Z[0,ρ ],E) ≤ ε‖Φ‖Hm+1(Z[0,ρ ],E)
for all Φ ∈ Hm+1(M,E). Since ρ is small, the norm of the inverse S0 :
Hm(Z[0,ρ],F)→Hm+1(Z[0,ρ],E;B0) of D0 is bounded by a constant C inde-
pendent of ρ , see (54). Thus if ε < 1/C, then
(D−σ0R0) : Hm+1(Z[0,ρ],E;B0)→ Hm(Z[0,ρ],F)
is also an isomorphism. 
Theorem 6.11. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Then, for any m≥ 0,
dom(Dmax)∩Hm+1loc (M,E)
= {Φ∈ dom(Dmax) |DΦ∈Hmloc(M,F) and Q[0,∞)(RΦ)∈Hm+1/2(∂M,E)}.
Proof. The case m = 0 is assertion (iii) in Theorem 6.7, so that we may
assume m > 0 in the following.
Clearly, if Φ∈ dom(Dmax)∩Hm+1loc (M,E), then DΦ∈Hmloc(M,F) and RΦ∈
Hm+1/2(∂M,E). A fortiori, Q[0,∞)(RΦ) ∈ Hm+1/2(∂M,E).
Conversely, let Φ∈ dom(Dmax) satisfy DΦ∈Hmloc(M,F) and Q[0,∞)(RΦ)∈
Hm+1/2(∂M,E). By interior elliptic regularity, we may assume that Φ has
support in Z[0,ρ), where ρ is as in Lemma 6.10. By induction on m, we may
also assume that Φ ∈ Hmloc(M,E), and then σ0R0 ∈ Hm(Z[0,ρ],F).
Since now Φ|{ρ}×∂M = 0 and Φ is in the maximal domain of D0 over Z[0,ρ]
by Lemma 6.10 (i), we can apply Proposition 6.9 and get
Φ = S0D0Φ+ exp(−tA)(Q[0,∞)(RΦ)) =: Φ0 +Φ1.
Since Q[0,∞)(RΦ) ∈ Hm+1/2(∂M,E), we have Φ1 ∈ Hm+1(Z[0,ρ],E). Fur-
thermore, Φ0 = S0D0Φ ∈ H1(Z[0,ρ],E;B0) and
(D−σ0R0)Φ0 = (D−σ0R0)Φ− (D−σ0R0)Φ1 ∈ Hm(Z[0,ρ],F).
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By Lemma 6.10 (ii) we have Φ0 ∈ Hm+1(Z[0,ρ],E;B0) and hence
Φ = Φ0 +Φ1 ∈ Hm+1(Z[0,ρ],E). 
7. BOUNDARY VALUE PROBLEMS
Assume the Standard Setup 1.5 and that D and D∗ are complete.
7.1. Boundary conditions. We will use the following notation. For any
subset U ⊂ ⋃s′∈RHs′(A) and any s ∈ R, we let
U s :=U ∩Hs(A), ˇU :=U ∩ ˇH(A), ˆU :=U ∩ ˆH(A).
Definition 7.1. A closed linear subspace B⊂ ˇH(A) will be called a bound-
ary condition for D.
Later we will study the equation DΦ = Ψ with given Ψ ∈ L2(M,F) subject
to the boundary condition ϕ := RΦ ∈ B for Φ ∈ dom(Dmax). This explains
the terminology; compare also Proposition 7.2 below.
For a boundary condition B ⊂ ˇH(A), we consider the operators DB,max and
DB with domains
dom(DB,max) = {Φ ∈ dom(Dmax) |RΦ ∈ B},
dom(DB) = {Φ ∈ H1D(M,E) |RΦ ∈ B}
= {Φ ∈ dom(Dmax) |RΦ ∈ H1/2(∂M,E)},
and similarly for the formal adjoint D∗. By (ii) of Theorem 6.7,
dom(DB,max) is a closed subspace of dom(Dmax). Since the trace map
extends to a bounded linear map R : H1D(M,E) → H1/2(∂M,E) and
H1/2(∂M,E) →֒ ˇH(A) is a continuous embedding, dom(DB) is also a closed
subspace of H1D(M,E).
In particular, DB,max is a closed operator. Conversely, Proposition 1.50 of
[BBC] reads as follows:
Proposition 7.2. Any closed extension of D between Dcc and Dmax is of the
form DB,max, where B⊂ ˇH(A) is a closed subspace.
Proof. Let ¯D ⊂ Dmax be a closed extension of Dcc. Then ¯D extends the
minimal closed extension Dmin = D0,max of Dcc, that is,
dom(Dmin) = {Φ ∈ dom(Dmax) |R(Φ) = 0} ⊂ dom( ¯D),
compare Corollary 6.6. It follows that
dom ¯D = {Φ ∈ dom(Dmax) |R(Φ) ∈ B},
where B ⊂ ˇH(A) is the space of all ϕ such that there exists a Φ ∈ dom ¯D
with R(Φ) = ϕ . In particular, E (ϕ) is contained in dom ¯D, for any ϕ ∈ B.
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Now let (ϕ j) be a sequence in B converging to ϕ in ˇH(A). Then (E (ϕ j))
converges to E (ϕ) in dom(Dmax), by Lemma 6.1. Since ¯D is closed, we
have E (ϕ) ∈ dom ¯D. It follows that ϕ ∈ B and hence that B is closed in
ˇH(A). 
Lemma 7.3. Let B be a boundary condition. Then B⊂ H1/2(∂M,E) if and
only if DB = DB,max, and then there exists a constant C > 0 such that
‖Φ‖2H1D(M) ≤C ·
(
‖Φ‖2L2(M)+‖DΦ‖
2
L2(M)
)
for all Φ ∈ dom(DB).
Proof. If DB,max = DB then B⊂H1/2(∂M,E) by (iii) of Theorem 6.7. Con-
versely, if B⊂ H1/2(∂M,E), then
dom(DB,max) = {Φ ∈ dom(Dmax) |RΦ ∈ B}
⊂ {Φ ∈ dom(Dmax) |RΦ ∈ H1/2(∂M,E)}
= H1D(M,E),
again by (iii) of Theorem 6.7, and therefore DB,max = DB.
Suppose now that DB,max = DB. Since dom(DB,max) is a closed subspace
of dom(Dmax) and dom(DB) is a closed subspace of H1D(M,E), we con-
clude that the H1D-norm and the graph norm for D are equivalent on
dom(DB,max) = dom(DB). This shows the asserted inequality. 
7.2. Adjoint boundary condition. For any boundary condition B, we have
Dcc ⊂ DB,max. Hence the L2-adjoint operators satisfy
(60) (DB,max)ad ⊂ (Dcc)ad = (D∗)max.
From (48), we conclude that
(61) dom((DB,max)ad)
= {Ψ ∈ dom((D∗)max) | (σ0RΦ,RΨ) = 0 for all Φ ∈ dom(DB,max)}.
Now for any ϕ ∈ B there is a Φ ∈ dom(DB,max) with RΦ = ϕ . Therefore
(62) (DB,max)ad = (D∗)Bad,max
with
(63) Bad := {ψ ∈ ˇH( ˜A) | (σ0ϕ,ψ) = 0 for all ϕ ∈ B}.
By Lemma 6.3, Bad is a closed subspace of ˇH( ˜A). In other words, it is a
boundary condition for D∗.
Definition 7.4. We call Bad the boundary condition adjoint to B.
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The perfect pairing between H1/2(∂M,E) and H−1/2(∂M,E) as in (iv) on
page 27 and the analogous perfect pairing between ˇH(A) and ˆH(A) as in
(40) coincide on the intersection H1/2(∂M,E)× ˆH(A). For a boundary con-
dition B which is contained in H1/2(∂M,E), it follows that
(64) σ∗0 (Bad) = B0∩ ˆH(A),
where the superscript 0 indicates the annihilator in H−1/2(∂M,F).
7.3. Elliptic boundary conditions.
Definition 7.5. A linear subspace B ⊂ H1/2(∂M,E) is called an elliptic
boundary condition for A (or for D) if there is an L2-orthogonal decompo-
sition
L2(∂M,E) =V−⊕W−⊕V+⊕W+
such that
(i) W− and W+ are finite-dimensional and contained in H1/2(∂M,E);
(ii) V−⊕W− ⊂ L2(−∞,a](A) and V+⊕W+ ⊂ L2[−a,∞)(A) for some a≥ 0;
(iii) there is a bounded (with respect to ‖ ·‖L2(∂M)) linear map g : V−→V+
with
g(V 1/2− )⊂V
1/2
+ and g∗(V
1/2
+ )⊂V
1/2
−
such that
B =W+⊕{v+gv | v ∈V
1/2
− }.
Example 7.6. If we put V− = L2(−∞,0)(A), V+ = L
2
[0,∞)(A), W− = W+ = 0,
and g = 0, then we have
B = BAPS := H
1/2
(−∞,0)(A).
This is the well-known Atiyah-Patodi-Singer boundary condition as intro-
duced in [APS].
We will use the notation Γ(g) := {v+gv | v ∈V−} to denote the graph of g
and similarly for the restriction of g to V 1/2− , Γ(g)1/2 := {v+gv | v ∈V
1/2
− }.
Lemma 7.7. Let B⊂H1/2(∂M,E) be an elliptic boundary condition. Then
V−⊕V+ = Γ(g)⊕Γ(−g∗),
where both decompositions are L2-orthogonal.
Proof. The decomposition V−⊕V+ is L2-orthogonal by assumption. With
respect to the splitting V−⊕V+ we have
Γ(g) =
{(
v−
gv−
)
|v− ∈V−
}
and Γ(−g∗) =
{(
−g∗v+
v+
)
|v+ ∈V+
}
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By the definition og g∗, the decomposition on the right hand side is L2-
orthogonal. An arbitrary element of Γ(g)+Γ(−g∗) is given by(
v−−g∗v+
gv−+ v+
)
=
(
id −g∗
g id
)(
v−
v+
)
.
Since(
id g∗
−g id
)(
id −g∗
g id
)
=
(
id −g∗
g id
)(
id g∗
−g id
)
=
(
id+g∗g 0
0 id+gg∗
)
we see that
(
id −g∗
g id
)
is an isomorphism with inverse(
id g∗
−g id
)(
id+g∗g 0
0 id+gg∗
)−1
. The decomposition follows. 
Remark 7.8. With respect to the splitting V+⊕V−, the orthogonal projec-
tion onto Γ(g) is given by(
id −g∗
g id
)(
v−
v+
)
7→
(
id 0
g 0
)(
v−
v+
)
,
hence by the matrix
(65)
(
id 0
g 0
)(
id −g∗
g id
)−1
.
Lemma 7.9. Let B⊂H1/2(∂M,E) be an elliptic boundary condition. Then
(i) the spaces B,V 1/2± , and W± are closed in H1/2(∂M,E) and
H1/2(∂M,E) =V 1/2− ⊕W−⊕V
1/2
+ ⊕W+;
(ii) the spaces V 1/2± are dense in V±;
(iii) the map g restricts to a continuous (w. r. t. ‖ · ‖H1/2(∂M)) linear map
g : V 1/2− →V
1/2
+ , and similarly for g∗;
(iv) the L2-orthogonal projections
pi± : L2(∂M,E)։V± ⊂ L2(∂M,E)
restrict to continuous projections
pi
1/2
± : H
1/2(∂M,E)։V 1/2± ⊂ H1/2(∂M,E).
Proof. We start by proving (iv). Since V+⊕W+ ⊂ L2[−a,∞)(A) is the orthog-
onal complement of V−⊕W− in L2(∂M,E), we have
L2(−∞,−a)(A)⊂V−⊕W− ⊂ L
2
(−∞,a](A).
Hence the orthogonal complement F of L2(−∞,−a)(A) in V− ⊕W− is
contained in L2[−a,a](A). In particular, F is finite-dimensional and con-
tained in H1/2(∂M,E). Thus the orthogonal projection piF : L2(∂M,E)։
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F ⊂ L2(∂M,E) restricts to a continuous projection H1/2(∂M,E)։ F ⊂
H1/2(∂M,E), and similarly for the orthogonal projection piW− onto W−.
Since the orthogonal projection pi− : L2(∂M,E) ։ V− ⊂ L2(∂M,E) is
given by pi− = Q(−∞,−a)+piF −piW− , it restricts to a continuous projection
H1/2(∂M,E)։V 1/2− ⊂H1/2(∂M,E) as asserted. The case V+ is analogous.
Clearly, (iv) implies (ii) and shows that V 1/2± is closed in H1/2(∂M,E).
Since they are finite-dimensional, W+ and W− are also closed in
H1/2(∂M,E). Moreover, we obtain the decomposition of H1/2(∂M,E) as
asserted in (i).
We now show (iii). Let ϕ j → ϕ in V 1/2− and gϕ j → ψ in V 1/2+ as j → ∞.
Then ϕ j → ϕ in V− and, since g is continuous on V−, gϕ j → gϕ in V+.
Thus ψ = gϕ . This shows that the graph Γ(g)1/2 of g : V 1/2− → V
1/2
+ is
closed. The closed graph theorem implies (iii).
Since W+ is closed in H1/2(∂M,E) and Γ(g)1/2 is closed in V 1/2− ⊕V
1/2
+ , it
follows that B is closed in H1/2(∂M,E) as well. This concludes the proof
of (i) and of the lemma. 
Lemma 7.10. Let B ⊂ H1/2(∂M,E) be an elliptic boundary condition.
Then there exists a constant C > 0 such that
‖ϕ‖H1/2(∂M) ≤C · ‖ϕ‖ ˇH(A)
for all ϕ ∈ B.
Since we always have ‖ · ‖
ˇH(A) ≤ ‖ · ‖H1/2(∂M), Lemma 7.10 says that on B
the H1/2 and ˇH-norms are equivalent. In particular, B is also closed in ˇH(A)
and hence a boundary condition in the sense of Definition 7.1.
Proof. We apply Proposition A.3 with X = B (with the H1/2-norm), Y =
H1/2(−∞,Λ](A), and Z = H
−1/2(∂M,E). The linear map
L : X = B →֒ H1/2(∂M,E)
Q(−∞,Λ]
−−−−→ H1/2
(−∞,Λ](A) =Y
is bounded and the inclusion
K : X = B →֒ H1/2(∂M,E) →֒ H−1/2(∂M,E) = Z
is compact. Since K is injective, kerK∩kerL = {0}. We need to show that
the kernel of L is finite-dimensional and that its range is closed. Then the
implication (i)⇒ (iv) of Proposition A.3 yields the desired inequality.
Without loss of generality we assume that Λ ≥ a, where Λ is as in (35) and
a as in Definition 7.5. Let w+ v+gv ∈ ker(L), w ∈W+, v ∈V−. Then
0 = Q(−∞,Λ](w+ v+gv) = Q(−∞,Λ](w)+ v+Q[−a,Λ](gv),
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hence
v =−Q(−∞,Λ](w)−Q[−a,Λ](gv)
∈ Q(−∞,Λ](W+)+Q[−a,Λ](H1/2(∂M,E)) =: F.
Thus ker(L) ⊂ W+ + Γ(g|F) which is finite-dimensional. Here Γ(g|F) =
{x+gx | x ∈ F} denotes the graph of g restricted to the finite-dimensional
space F .
The image of L is given by
im(L) = Q(−∞,Λ](B) = Q(−∞,Λ](W+)︸ ︷︷ ︸
finite dimensional
+Γ(Q(−∞,Λ] ◦g : V 1/2− → Y )︸ ︷︷ ︸
closed
which is closed because g (and hence Q(−∞,Λ] ◦ g) is H1/2–bounded by
Lemma 7.9(iii). 
Theorem 7.11. Assume the Standard Setup 1.5. Then, for a linear subspace
B⊂ H1/2(∂M,E), the following are equivalent:
(i) B is closed in ˇH(A) and Bad ⊂ H1/2(∂M,F).
(ii) For any a ∈ R, we can choose orthogonal decompositions
L2(−∞,a)(A) =V−⊕W− and L
2
[a,∞)(A) =V+⊕W+
and g : V−→V+ as in Definition 7.5 such that
B =W+⊕{v+gv | v ∈V
1/2
− }.
(iii) B is an elliptic boundary condition.
Moreover, for an elliptic boundary condition B, the adjoint boundary con-
dition Bad ⊂ ˇH( ˜A) = (σ∗0 )−1( ˆH(A)) is also elliptic (for D∗) with
σ∗0 (B
ad) =W−⊕{u−g∗u | u ∈V
1/2
+ }.
Remark 7.12. In [BBC], the point of departure for elliptic boundary con-
ditions is Property (i). The equivalence between (i) and (ii) was already
observed there. Since our setup is slightly different and more general, we
repeat the argument.
Proof. It is trivial that (ii) implies (iii). We show that both (i) and the asser-
tion on the adjoint boundary condition are implied by (iii). By Lemma 7.10,
B is closed in ˇH(A). Denote the closure of V± with respect to ‖ · ‖H−1/2(∂M)
by V−1/2± . Then we have
ˆH(A) =V−1/2− ⊕W−⊕V
1/2
+ ⊕W+.
By (64), an element
v−+w−+ v++w+ ∈V
−1/2
− ⊕W−⊕V
1/2
+ ⊕W+
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lies in σ∗0 (Bad) if and only if
(w˜++ v˜−+gv˜−,v−+w−+ v++w+) = 0
for all w˜+ ∈W+, v˜− ∈V 1/2− , i.e. if and only if
(w˜+,w+)+(v˜−,v−)+(gv˜−,v+) = 0
for all w˜+ ∈W+, v˜− ∈V 1/2− , i.e., if and only if it is of the form
−g∗v++w−+ v+, where w− ∈W−, v+ ∈V 1/2+ .
Hence
σ∗0 (B
ad) =W−⊕{v+−g∗v+ | v+ ∈V
1/2
+ }
as asserted. In particular, Bad ⊂ (σ∗0 )−1(H1/2(∂M,E)) = H1/2(∂M,F).
It remains to show that (i) implies (ii). Fix a ∈ R. Consider the spaces W+,
V 1/2− , V
1/2
+ , V+, and V
−1/2
+ as in Lemma 7.13 below. In particular,
(66) B =W+⊕{v+gv | v ∈V 1/2− }.
By (64), C := σ∗0 (Bad) = B0 ∩ ˆH(A). In particular, C is closed in
ˆH(A) = ˇH(−A). By assumption, C ⊂ H1/2(∂M,E), hence we can apply
Lemma 7.13 with −A instead of A and −a− ε instead of a, where ε > 0 is
chosen so small that A has no eigenvalues in [a−ε,a). We obtain subspaces
(a) W− =C∩H1/2[−a+ε,∞)(−A) =C∩H
1/2
(−∞,a−ε](A) =C∩H
1/2
(−∞,a)
(A);
(b) U1/2+ = Q[a,∞)(C);
(c) U−1/2− , the annihilator of W− in H−1/2(−∞,a)(A);
(d) U− =U−1/2− ∩L2(∂M,E) and U1/2− =U−1/2− ∩H1/2(∂M,E).
Moreover,
(67) C =W−⊕{u+hu | u ∈U1/2+ }.
We have
W− =C∩H1/2(−∞,a)(A)
= B0∩ ˆH(A)∩H1/2
(−∞,a)
(A)
= B0∩ ˆH(A)∩H−1/2(−∞,a)(A),
where we use that B0∩ ˆH(A)⊂H1/2(∂M,E) to pass from the second to the
third line. Now ˆH(A)∩H−1/2(−∞,a)(A) = H
−1/2
(−∞,a)(A) by the definition of ˆH(A).
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We conclude that
W− = B0∩H
−1/2
(−∞,a)
(A)
= {x ∈ H−1/2(−∞,a)(A) | (x,w+ v+gv) = 0 for all w ∈W+, v ∈V
1/2
− }
= {x ∈ H−1/2
(−∞,a)
(A) | (x,v) = 0 for all v ∈V 1/2− }.
Hence W− is the annihilator of V 1/2− in H
−1/2
(−∞,a)
(A). By Lemma 7.13, W− is
also the annihilator of U1/2− in H
−1/2
(−∞,a)
(A). Thus
U1/2− =V
1/2
− .
By interchanging the roles of B and C, we also get
U1/2+ =V
1/2
+ .
We set
V− :=U− and V−1/2− :=U
−1/2
−
and get by Lemma 7.13 (iii)
H−1/2(∂M,E) = H−1/2
(−∞,a)
(A)⊕H−1/2
[a,∞)
(A) =W−⊕V
−1/2
− ⊕W+⊕V
−1/2
+
and similarly for L2(∂M,E) and H1/2(∂M,E).
It follows that the annihilators of B and C in H−1/2(∂M,E) are given by
B0 =W−⊕{u−g′u | u ∈V
−1/2
+ },
C0 =W+⊕{v−h′v | u ∈V−1/2− },
where g′ : V−1/2+ →V
−1/2
− is the dual map of g and similarly for h. Further-
more, we get that the restriction of −h′ to V 1/2− equals g and the restriction
of−g′ to V 1/2− coincides with h. By interpolation,−h′ restricts to a continu-
ous linear map V−→V+, again denoted by g, and −g′ restricts to−g∗. This
shows that (i) implies (ii). 
Lemma 7.13. Let B⊂ ˇH(A) be a boundary condition which is contained in
H1/2(∂M,E). Let a ∈ R. Define
(a) W+ := B∩H1/2[a,∞)(A);
(b) V 1/2− := Q(−∞,a)(B);
(c) V−1/2+ to be the annihilator of W+ in H−1/2[a,∞) (A);
(d) V+ :=V−1/2+ ∩L2(∂M,E) and V 1/2+ :=V−1/2+ ∩H1/2(∂M,E).
Then
(i) W+ is finite-dimensional and equals the annihilator of V 1/2+ in
H−1/2[a,∞) (A);
BOUNDARY VALUE PROBLEMS 49
(ii) V 1/2− is a closed subspace of H1/2(−∞,a)(A);
(iii) H−1/2[a,∞) (A) =W+⊕V
−1/2
+ ,
L2[a,∞)(A) =W+⊕V+,
H1/2[a,∞)(A) =W+⊕V
1/2
+ ,
where the second decomposition is L2-orthogonal;
(iv) the perfect pairing between H1/2(∂M,E) and H−1/2(∂M,E) restricts
to a perfect pairing between V 1/2+ and V−1/2+ ;
(v) there exists a continuous linear map g : V 1/2− →V 1/2+ such that
B =W+⊕{v+gv | v ∈V
1/2
− }.
Proof. Since B is closed in ˇH(A) and contained in H1/2(∂M,E), there is an
estimate
‖ϕ‖H1/2(∂M) ≤C‖ϕ‖ ˇH(A)
≤C′(‖Q(−∞,a)ϕ‖H1/2(∂M)+‖Q[a,∞)ϕ‖H−1/2(∂M))
(68)
for all ϕ ∈ B. Since B⊂ H1/2(∂M,E) is closed, the linear map
Q[a,∞) : B→ H1/2[a,∞)(A) →֒H
−1/2
[a,∞)
(A)
is compact by Rellich’s theorem. It follows from Proposition A.3 that
Q(−∞,a) : B → H1/2(−∞,a)(A) has finite-dimensional kernel W+ and closed im-
age V 1/2− . This shows (ii) and the first part of (i).
Since W+ ⊂ H1/2[a,∞)(A) is finite-dimensional, Lemma A.4 implies (iii), (iv),
and the second part of (i).
Let G be the L2-orthogonal complement of W+ in B. Then B = W+⊕G
and Q(−∞,a) : G →V 1/2− is an isomorphism. Compose its inverse V 1/2− → G
with Q[a,∞) : G → H1/2[a,∞)(A) to obtain a continuous linear map g : V
1/2
− →
H1/2
[a,∞)
(A). Since G is L2-orthogonal to W+ and since V+ is the L2-orthogonal
complement of W+ in L2[a,∞)(A) by (iii), the map g takes values in V
1/2
+ . In
conclusion,
B =W+⊕{v+gv | v ∈V
1/2
− },
where g is now considered as a continuous linear map V 1/2− →V
1/2
+ . 
7.4. Boundary regularity.
Lemma 7.14. Let B⊂ H1/2(∂M,E) be an elliptic boundary condition. Let
s≥ 1/2. Then the following are equivalent:
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(i) There exist V±, W±, and g for B as in Definition 7.5 such that W+ ⊂
Hs(∂M,E) and g(V s−)⊂V s+.
(ii) For all V±, W±, and g for B as in Definition 7.5, we have that W+ ⊂
Hs(∂M,E) and g(V s−)⊂V s+.
(iii) For all ϕ ∈ B with Q(−∞,0)(ϕ) ∈Hs(∂M,E), we have ϕ ∈Hs(∂M,E).
Proof. Clearly, (ii) implies (i). We show that (i) implies (iii). Let V±, W±,
and g be as in (i). Let ϕ ∈B with Q(−∞,0)(ϕ)∈Hs(∂M,E). We have to show
ϕ ∈ Hs(∂M,E). Write ϕ = w+ + v−+ gv− with w+ ∈ W+ and v− ∈ V−.
Since V+ ⊂ L2[−a,∞)(A) for some a≥ 0, we have
Q(−∞,−a)(ϕ) = Q(−∞,−a)(w++ v−)
and thus, using V− ⊂ L2(−∞,a](A),
v− = Q(−∞,a](v−)
= Q(−∞,−a)(v−)+Q[−a,a](v−)
= Q(−∞,−a)(ϕ)−Q(−∞,−a)(w+)+Q[−a,a](v−)
= Q(−∞,0)(ϕ)−Q[−a,0)(ϕ)−Q(−∞,−a)(w+)+Q[−a,a](v−).
Since for bounded intervals I the projection QI takes values in smooth sec-
tions and since w+ ∈ Hs(∂M,E), all four terms on the right hand side are
contained in Hs(∂M,E). Hence v− ∈ Hs(∂M,E). By the assumption on g,
we also have gv− ∈ Hs(∂M,E) and therefore ϕ ∈ Hs(∂M,E).
It remains to show that (iii) implies (ii). Let V±, W±, and g be for B as in
Definition 7.5. Since W+ ⊂ L2[−a,∞)(A), we have for w+ ∈W+ that
Q(−∞,0)(w+) = Q[−a,0)(w+) ∈C∞(∂M,E).
By (iii), w+ ∈ Hs(∂M,E). Hence W+ ⊂ Hs(∂M,E).
Now let v− ∈V s−. Then v−+gv− ∈ B and
Q(−∞,0)(v−+gv−) = Q(−∞,0)(v−)+Q[−a,0)(gv−) ∈ Hs(∂M,E).
Again by (iii), v−+gv− ∈Hs(∂M,E) and therefore gv− ∈Hs(∂M,E). This
shows g(V s−)⊂V s+. 
Definition 7.15. An elliptic boundary condition B⊂H1/2(∂M,E) is called
(s+1/2)-regular if the assertions in Lemma 7.14 hold for B and for Bad. If
B is (s+1/2)-regular for all s≥ 1/2, then B is called ∞-regular.
Remarks 7.16. (a) An elliptic boundary condition B⊂H1/2(∂M,E) is (s+
1/2)-regular if and only if for some (or equivalently all) V±, W±, and g as
in Definition 7.5 we have W+∪W− ⊂ Hs(∂M,E) and g(V s−) ⊂ V s+ as well
as g∗(V s+) ⊂ V s−. In this case, g and g∗ are continuous with respect to the
Hs-norm.
(b) If B is (s+1/2)-regular, then so is Bad.
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(c) By definition, every elliptic boundary condition is 1-regular. By interpo-
lation one sees that if B is (s+1/2)-regular, then B is also t-regular for all
1≤ t ≤ s+1/2.
Theorem 7.17 (Higher boundary regularity). Assume the Standard
Setup 1.5 and that D and D∗ are complete. Let m ∈N and B⊂H1/2(∂M,E)
be an m-regular elliptic boundary condition for D.
Then, for all 0≤ k < m and Φ ∈ dom(Dmax), we have
R(Φ) ∈ B and DmaxΦ ∈ Hkloc(M,F) =⇒ Φ ∈ Hk+1loc (M,E).
Proof. Since B is an m-regular elliptic boundary condition, Theorem 7.11,
Lemma 7.14, and (c) in Remark 7.16 above imply that we have an orthogo-
nal decomposition
H(−∞,0)(A) =V−⊕W− and H[0,∞)(A) =V+⊕W+
with W± ⊂ Hm−1/2(∂M,E) of finite dimension and a bounded linear map
g : V−→V+ with g(V k+1/2− )⊂V
k+1/2
+ and g∗(V
k+1/2
+ )⊂V
k+1/2
− for all 0≤
k < m such that
B =W+⊕{v+gv | v ∈V
1/2
− },
σ∗0 (Bad) =W−⊕{u−g∗u | u ∈V
1/2
+ }.
It is no loss of generality to enlarge B by extending g along W− by 0. Hence
we may assume that V− = H(−∞,0)(A) and W− = {0}.
We identify a small collar about the boundary with Z[0,ρ] = [0,ρ ]× ∂M,
where 0 < ρ < r and r is as in Lemma 2.4. Assume first that we have con-
stant coefficients D = D0 over Z[0,ρ].
At the “right end” t = ρ we impose the boundary condition Bρ = H[0,∞)(A),
at the “left end” t = 0 we impose B. Since V− = H(−∞,0)(A), we have for Φ
with R(Φ) = Φ(0) ∈ B,
Q[0,∞)(R(Φ)) = gQ(−∞,0)(R(Φ))+PW+(R(Φ)),
where PW+ : L2(∂M,E)→W+ is the orthogonal projection. Using this and
Proposition 6.9 one easily checks that the maps
FB,0 :Hk+1(Z[0,ρ],E;B⊕Bρ)→ Hk(Z[0,ρ],F)⊕W+,
FB,0(Φ) := (D0Φ,PW+R(Φ)),
and
GB,0 : Hk(Z[0,ρ],F)⊕W+ →Hk+1(Z[0,ρ],E;B⊕Bρ),
GB,0(Ψ,ϕ) := S0Ψ+ exp(−tA)(gQ(−∞,0)(R(S0Ψ))+ϕ),
are inverse to each other for all k ∈ N. Hence FB,0 is an isomorphism for
all k ∈ N.
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Passing now to variable coefficients, we compare with constant coefficients.
We still let Bρ on the right side of Z[0,ρ] be defined with respect to A. Argu-
ing as in the proof of Lemma 6.10, we find that
FB :Hk+1(Z[0,ρ],E;B⊕Bρ)→ Hk(Z[0,ρ],E)⊕W+,
FB(Φ) := ((D−σ0R0)Φ,PW+R(Φ)),
is also an isomorphism for 0 ≤ k < m and ρ small enough. Denote the
inverse of FB by GB.
Suppose now that R(Φ) ∈ B and DΦ ∈ Hkloc(M,F). We only need to show
that Φ is Hk+1 near ∂M. Multiplying by a smooth cut-off function, we can
assume that the support of Φ lies inside Z[0,ρ] and does not intersect the
right part of the boundary of Z[0,ρ]. Then Φ ∈ H1(Z[0,ρ],E;B⊕Bρ) by The-
orem 6.7 (iii) because B ⊂ H1/2(∂M,E). By induction on k, we can also
assume that Φ ∈ Hk(Z[0,ρ],E). Then
FB(Φ) = ((D−σ0R0)Φ,PW+R(Φ)) ∈ H
k(Z[0,ρ],F)⊕W+
and therefore
Φ = GB(FB(Φ)) ∈ Hk+1(Z[0,ρ],E;B⊕Bρ). 
Corollary 7.18. Assume the Standard Setup 1.5 and that D and D∗ are
complete. Let B⊂H1/2(∂M,E) be an ∞-regular elliptic boundary condition
for D.
Then each Φ ∈ dom(Dmax) with DmaxΦ = 0 and RΦ ∈ B is smooth up to
the boundary.
Proof. By standard elliptic regularity theory, Φ is smooth in the interior
of M. Theorem 7.17 shows that Φ ∈ Hmloc(M,E) for all m. The Sobolev
embedding theorem now implies that Φ is smooth up to the boundary. 
7.5. Local and pseudo-local boundary conditions.
Definition 7.19. We say that B ⊂ H1/2(∂M,E) is a local boundary condi-
tion if there is a subbundle E ′ ⊂ E|∂M such that
B = H1/2(∂M,E ′).
More generally, we call B pseudo-local if there is a classical pseudo-
differential operator P of order 0 acting on sections of E over ∂M inducing
an orthogonal projection on L2(∂M,E) such that
B = P(H1/2(∂M,E)).
Theorem 7.20. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Let P be a classical pseudo-differential operator of order zero acting
on section of E over ∂M. Suppose that P induces an orthogonal projection
in L2(∂M,E). Then the following are equivalent:
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(i) B = P(H1/2(∂M,E)) is an elliptic boundary condition for D.
(ii) For some (and then all) a ∈R, P−Q[a,∞) : L2(∂M,E)→ L2(∂M,E) is
a Fredholm operator.
(iii) For some (and then all) a ∈R, P−Q[a,∞) : L2(∂M,E)→ L2(∂M,E) is
an elliptic classical pseudo-differential operator of order zero.
(iv) For all ξ ∈ T ∗x ∂M\{0}, x∈ ∂M, the principal symbol σP(ξ ) : Ex →Ex
restricts to an isomorphism from the sum of the eigenspaces to the
negative eigenvalues of iσA(ξ ) onto its image σP(ξ )(Ex).
Remarks 7.21. (a) Variants of the equivalence of (i) with (ii) are contained
in [Gi, pp. 75–77], [BL2, Thm. 5.6], and [BBC, Thm. 1.95]. A special case
of the equivalence of (ii) with (iv) is contained in [BL2, Thm. 7.2].
(b) Not every elliptic boundary condition is pseudo-local, i.e., the orthogo-
nal projection onto an elliptic boundary condition B is not always given by
a pseudo-differential operator. For example, let V− = L2(−∞,0](A), W− = 0,
and g = 0. Choose ϕ ∈ H1/2
(0,∞)(A) which is not smooth, put W+ = C ·ϕ and
let V+ be the orthogonal complement of W+ in L2(0,∞)(A). Each eigensection
for A to a positive eigenvalue which occurs in the spectral decomposition
of ϕ is a smooth section which is mapped by P to a nontrivial multiple of
ϕ . If P were pseudo-differential it would map smooth sections to smooth
sections.
Proof of Theorem 7.20. The equivalence of (ii) and (iii) follows from The-
orems 19.5.1 and 19.5.2 in [Ho¨].
It is known that the spectral projection Q := Q[a,∞), a ∈ R, is a classi-
cal pseudo-differential operator of order zero and that its principal symbol
iσQ(ξ ), ξ ∈ T ∗∂M \ {0}, is the orthogonal projection onto the sum of the
eigenspaces of positive eigenvalues of iσA(ξ ), see [APS, p. 48] together
with [Se] or [BW, Prop. 14.2]. Both, iσP(ξ ) and iσQ(ξ ), are orthogonal
projections. Hence iσP−Q(ξ ) = iσP(ξ )− iσQ(ξ ) is an isomorphism if and
only if iσP(ξ ) induces an isomorphism between its image and the orthogo-
nal complement of the image of iσQ(ξ ). This shows the equivalence of (iii)
and (iv).
It remains to show the equivalence of (i) with the other conditions. We show
that (iii) implies (i). We check the first characterization in Theorem 7.11.
First we observe that if ϕ j ∈ B converge in H1/2(∂M,E) to an element ϕ ,
then ϕ j = P(ϕ j) → P(ϕ) ∈ B, hence B is closed in H1/2(∂M,E). Since
P−Q is elliptic of order zero, it has a parametrix R, that is, R is a classi-
cal pseudo-differential operator of order zero such that R(P−Q) = id+S,
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where S is a smoothing operator. For ϕ ∈ B we have
‖ϕ‖H1/2(∂M) ≤ ‖(id+S)ϕ‖H1/2(∂M)+‖Sϕ‖H1/2(∂M)
= ‖R(P−Q)ϕ‖H1/2(∂M)+‖Sϕ‖H1/2(∂M)
≤C1 ·
(
‖(P−Q)ϕ‖H1/2(∂M)+‖ϕ‖H−1/2(∂M)
)
=C1 ·
(
‖(id−Q)ϕ‖H1/2(∂M)+‖ϕ‖H−1/2(∂M)
)
≤C2 · ‖ϕ‖ ˇH(A).
Thus the H1/2 and ˇH–norms are equivalent on B, hence B is closed in ˇH(A).
Now let ψ ∈ σ∗0 (Bad). Then ψ ∈ ˆH(A), and we have for all ϕ ∈ H1/2(A):
0 = (Pϕ,ψ) = (ϕ,Pψ).
Hence Pψ = 0 and thus (P−Q)(ψ) =−Q(ψ) ∈ H1/2(A) since ψ ∈ ˆH(A).
Therefore
ψ = (id+S)ψ−Sψ = R(P−Q)ψ︸ ︷︷ ︸
∈H1/2
− Sψ︸︷︷︸
∈C∞
∈ H1/2(∂M,E).
Thus σ∗0 (Bad)⊂ H1/2(∂M,E). Hence Bad ⊂ H1/2(∂M,F) and (i) follows.
Finally, we show that (i) implies (ii). Let L2(∂M,E) =V−⊕W−⊕V+⊕W+
and B = P(H1/2(∂M,E)) = W+⊕Γ(g)1/2, hence P(L2(∂M,E)) = W+⊕
Γ(g). Since the sum of a Fredholm operator and a finite-rank-operator is
again a Fredholm operator and since W+ and W− are finite-dimensional,
we can assume without loss of generality that W+ = W− = 0. Let a ∈ R
such that V− ⊂ L2(−∞,a](A) and V+ ⊂ L
2
[−a,∞)(A). Since L
2
[−a,a](A) is finite-
dimensional, we can furthermore assume that a = 0, V− = L2(−∞,0)(A), and
V+ = L2[0,∞)(A). With respect to the splitting L
2(∂M,E) =V−⊕V+ we have
Q =
(
0 0
0 id
)
and, by (65), P =
(
id 0
g 0
)(
id −g∗
g id
)−1
,
hence
P−Q =
(
id 0
0 −id
)(
id −g∗
g id
)−1
is an isomorphism. 
Corollary 7.22. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Let E ′ ⊂ E|∂M be a subbundle and let P : E|∂M → E ′ be the fiberwise
orthogonal projection.
If (D, id−P) is an elliptic boundary value problem in the classical sense of
Lopatinsky and Shapiro, then B =H1/2(∂M,E ′) is a local elliptic boundary
value condition in the sense of Definition 7.5.
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Proof. We use a boundary defining function t as in Lemma 2.4. Let
(D, id−P) be an elliptic boundary value problem in the classical sense of
Lopatinsky and Shapiro, see e. g. [Gi, Sec. 1.9]. This means that the rank
of E ′ is half of that of E and that, for any x ∈ ∂M, any η ∈ T ∗x ∂M \ {0},
and any ϕ ∈ (E ′x)⊥, there is a unique solution f : [0,∞)→ Ex to the ordinary
differential equation
(69)
(
iσA(η)+
d
dt
)
f (t) = 0
subject to the boundary conditions
(id−P) f (0) = ϕ and lim
t→∞
f (t) = 0.
Recall from Definition 1.4 that iσA(η) is Hermitian, hence diagonal-
izable with real eigenvalues. The solution to (69) is given by f (t) =
exp(−itσA(η))ϕ . The condition limt→∞ f (t) = 0 is therefore equivalent to
ϕ lying in the sum of the eigenspaces to the positive eigenvalues of iσA(η).
This shows criterion (iv) of Theorem 7.20. 
As a direct consequence of Theorem 7.20 (iv) we obtain
Corollary 7.23. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Let E|∂M = E ′⊕E ′′ be a decomposition such that σA(ξ ) interchanges
E ′ and E ′′ for all ξ ∈ T ∗∂M.
Then B′ :=H1/2(∂M,E ′) and B′′ :=H1/2(∂M,E ′′) are local elliptic bound-
ary conditions for D. 
This corollary applies, in particular, if A itself interchanges sections of E ′
and E ′′.
Solutions to elliptic equations under pseudo-local elliptic boundary condi-
tions have optimal regularity properties. Namely, we have
Proposition 7.24. Every pseudo-local elliptic boundary condition is ∞-
regular.
Proof. Let B be a pseudo-local elliptic boundary condition, and let s ≥
1/2. We show that B is (s + 1/2)-regular by checking criterion (iii) of
Lemma 7.14. Let ϕ ∈ B with Q(−∞,0)(ϕ) ∈ Hs(∂M,E). Since B is pseudo-
local, there is a classical pseudo-differential operator P of order 0 inducing
an orthogonal projection on L2(∂M,E) such that B = P(H1/2(∂M,E)) and
such that P−Q[0,∞) : L2(∂M,E)→ L2(∂M,E) is elliptic, see criterion (iii)
in Theorem 7.20. Now, since Pϕ = ϕ ,
(P−Q[0,∞))(ϕ) = ϕ−Q[0,∞)(ϕ) = Q(−∞,0)(ϕ) ∈ Hs(∂M,E).
Ellipticity of P−Q[0,∞) implies that ϕ ∈ Hs(∂M,E). 
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7.6. Examples. We start with examples of well-known local boundary
conditions of great geometric significance. They are all of the form de-
scribed in Corollary 7.23.
Example 7.25 (Differential forms). Let M carry a Riemannian metric g and
let
E =
n⊕
j=0
Λ jT ∗M⊗RC= Λ∗T ∗M⊗RC
be the complexification of the sum of the form bundles over M. The operator
is given by D = d + d∗, where d denotes exterior differentiation and d∗ is
its formal adjoint with respect to the volume element of g.
Let T be the interior unit normal vector field along the boundary ∂M and
let τ be the associated unit conormal one-form. Then σD is symmetric with
respect to T along the boundary. For each x∈ ∂M and j we have a canonical
identification
Λ jT ∗x M = Λ jT ∗x ∂M⊕ τ(x)∧Λ j−1T ∗x ∂M, ϕ = (ϕ)tan + τ(x)∧ (ϕ)nor.
The local boundary condition corresponding to the subbundle E ′ :=
Λ∗∂M⊗RC⊂ E|∂M is called the absolute boundary condition,
Babs = {ϕ ∈ H1/2(∂M,E) | (ϕ)nor = 0},
while E ′′ := τ∧Λ∗∂M⊗RC⊂ E|∂M yields the relative boundary condition,
Brel = {ϕ ∈ H1/2(∂M,E) | (ϕ)tan = 0}.
Both boundary conditions are known to be elliptic in the classical sense, see
e. g. [Gi, Lemma 4.1.1]. Indeed, for ξ ∈ T ∗∂M, σD(ξ ) leaves the subbun-
dles E ′ and E ′′ invariant while σD(τ) interchanges them. Hence, by (29),
σA(ξ ) interchanges E ′ and E ′′.
Example 7.26 (Chirality conditions). Let M be a Riemannian spin manifold
and D be the Dirac operator acting on spinor fields, i.e., sections of the
spinor bundle E = F = ΣM. We say that a morphism G : ΣM|∂M → ΣM|∂M
is a boundary chirality operator if G is an orthogonal involution of E such
that
σD(τ)◦G = G◦σD(τ) and
σD(ξ )◦G =−G◦σD(ξ ), for all ξ ∈ T ∗∂M.
Now let G be a chirality operator of E as above and E ′ and E ′′ be the sub-
bundles of E given by the ±1-eigenspaces of G. The displayed properties
of G show that σA(ξ ) = σD(τ)−1 ◦σD(ξ ) interchanges the two subbundles.
Corollary 7.23 then implies that both subbundles give rise to local elliptic
boundary conditions for D.
For instance, Clifford multiplication with i times the exterior unit normal
field yields a chirality operator along ∂M. The resulting boundary condition
is sometimes called the MIT-bag condition.
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Chirality conditions have been used to show the positivity of the ADM
mass on asymptotically flat manifolds [GHHP, He] (using an idea of Witten
[Wi]). Eigenvalue estimates for the Dirac operator under selfadjoint chiral-
ity boundary conditions have been derived in [HMZ, HMR].
We now discuss examples of pseudo-local boundary conditions.
Example 7.27 (Generalized Atiyah-Patodi-Singer boundary conditions). In
Example 7.6 we have seen that the Atiyah-Patodi-Singer boundary condi-
tions are elliptic in the sense of Definition 7.5. More generally, fix a ∈ R
and put V− = L2(−∞,a)(A), V+ = L
2
[a,∞)(A), W− = W+ = 0, and g = 0. Then
we have
B = B(a) := H1/2
(−∞,a)
(A).
These elliptic boundary conditions are known as generalized Atiyah-Patodi-
Singer boundary conditions. As remarked in the proof of Theorem 7.20
these boundary conditions are pseudo-local by [APS, p. 48] together with
[Se] or by [BW, Prop. 14.2].
Example 7.28 (Transmission conditions). Let (M,µ) be a measured man-
ifold. For the sake of simplicity, assume that the boundary of M is empty,
even though this is not really necessary. Let N ⊂ M be a compact hyper-
surface with trivial normal bundle. Cut M along N to obtain a measured
manifold M′ with boundary. The boundary ∂M′ consists of two copies N1
and N2 of N. We may write M′ = (M \N)⊔N1⊔N2.
M
N
b
b
M′
N2N1
Fig. 6
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Let E,F → M be Hermitian vector bundles and D : C∞(M,E)→C∞(M,F)
a linear elliptic differential operator of first order. We get induced bun-
dles E ′ → M′ and F ′ → M′ and an elliptic operator D′ : C∞(M′,E ′) →
C∞(M′,F ′). For Φ ∈ H1loc(M,E) we get Φ′ ∈H1loc(M′,E ′) such that Φ′|N1 =
Φ′|N2 . We use this as a boundary condition for D′ on M′. We set
B :=
{
(ϕ,ϕ) ∈ H1/2(N1,E)⊕H1/2(N2,E) | ϕ ∈ H1/2(N,E)
}
.
Here we used the canonical identification
H1/2(N1,E) = H1/2(N2,E) = H1/2(N,E).
Now we assume that D′ is boundary symmetric with respect to some inte-
rior vector field T along N = N1. This corresponds to a condition on the
principal symbol of D along N. It is satisfied e.g. if D is of Dirac type. Let
A = A0⊕−A0 be an adapted boundary operator for D′. Here A0 is a self-
adjoint elliptic operator on C∞(N,E) = C∞(N1,E ′) and similarly −A0 on
C∞(N,E) =C∞(N2,E ′). The sign is due to the opposite relative orientations
of N1 and N2 in M′.
To see that B is an elliptic boundary condition, put
V+ := L2(0,∞)(A0⊕−A0) = L
2
(0,∞)(A0)⊕L
2
(−∞,0)(A0),
V− := L2(−∞,0)(A0⊕−A0) = L
2
(−∞,0)(A0)⊕L
2
(0,∞)(A0),
W+ := {(ϕ,ϕ) ∈ ker(A0)⊕ker(A0)},
W− := {(ϕ,−ϕ) ∈ ker(A0)⊕ker(A0)},
and
g : V 1/2− →V
1/2
+ , g =
(
0 id
id 0
)
.
With these choices B is of the form required in Definition 7.5. We call these
boundary conditions transmission conditions. Clearly, they are ∞-regular.
If M has a nonempty boundary and N is disjoint from ∂M, let us assume
that we are given an elliptic boundary condition for ∂M. Then the same
discussion applies if one keeps the boundary condition on ∂M and adapts B
on ∂M′ = ∂M⊔N1⊔N2 accordingly.
8. INDEX THEORY
Throughout this section, assume the Standard Setup 1.5 and that D and D∗
are complete. In addition to completeness, we introduce a second property
of D at infinity: coercivity, see Definition 8.2 below. This property will be
crucial for the Fredholm property of D so that we can speak of its index.
Remark 8.1. Recall that we have DB = DB,max with domain
H1D(M,E;B) := {Φ ∈ H1D(M,E) |RΦ ∈ B}
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if B is an elliptic boundary condition for D, compare Definition 1.10 and
Lemma 7.3. In particular, if ∂M is empty, then D = Dmax with domain
H1D(M,E). This explains the difference in notation between the introduc-
tion and this section.
8.1. The Fredholm property.
Definition 8.2. We say that D is coercive at infinity if there is a compact
subset K ⊂ M and a constant C such that
(70) ‖Φ‖L2(M) ≤C‖DΦ‖L2(M),
for all smooth sections Φ of E with compact support in M \K.
Examples 8.3. (a) By definition, if M is compact, then D is coercive at
infinity.
(b) Coercivity at infinity of a Dirac type operator D :C∞(M,E)→C∞(M,F)
can be shown using a Weitzenbo¨ck formula. This is a formula of the form
D∗D = ∇∗∇+K
where ∇ is a connection on E and K is a symmetric endomorphism field
on E. Now if, outside a compact subset K ⊂ M, all eigenvalues of K are
bounded below by a constant c > 0, then we have, for all Φ ∈ C∞cc(M,E)
with support disjoint from K,
‖DΦ‖2L2(M) = ‖∇Φ‖
2
L2(M)+(K Φ,Φ)L2(M) ≥ c‖Φ‖
2
L2(M).
Hence D is coercive at infinity.
Lemma 8.4. The operator D is coercive at infinity if and only if there is no
sequence (Φn) in C∞cc(M,E) such that
‖Φn‖L2(M) = 1 and lim
n→∞
‖DΦn‖L2(M) = 0
and such that, for any compact subset K ⊂M, we have
suppΦn∩K = /0
for all sufficiently large n.
Proof. Choose an exhaustion of M by compact sets K1 ⊂ K2 ⊂ ·· · ⊂ M.
If D is not coercive at infinity, then for each n there exists Φn with
suppΦn∩Kn = /0 and ‖Φn‖L2(M) > n‖DΦn‖L2(M). Normalizing Φn, we ob-
tain a sequence as in Lemma 8.4.
Conversely, a sequence as in Lemma 8.4 directly violates the condition in
Definition 8.2. 
Theorem 8.5. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete. Let B⊂ H1/2(∂M,E) be an elliptic boundary condition for D.
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Then D is coercive at infinity if and only if
DB : H1D(M,E;B)→ L2(M,F)
has finite-dimensional kernel and closed image. In this case
indDB = dimkerDB−dimker(D∗)Bad ∈ Z∪{−∞}.
Proof. Suppose first that D is coercive at infinity. We want to apply Propo-
sition A.3. Let (Φn) be a bounded sequence in H1D(M,E;B) such that
DΦn → Ψ ∈ L2(M,F). We have to show that (Φn) has a convergent sub-
sequence in H1D(M,E).
Passing to a subsequence if necessary, we can assume, by the Rellich em-
bedding theorem, that there is a section Φ∈ L2loc(M,E) such that Φn →Φ in
L2loc(M,E). Choose a compact subset K ⊂M and a constant C as in (70). Let
χ ∈C∞c (M,R) be a cut-off function which is equal to 1 on K and 0≤ χ ≤ 1
everywhere. Set K′ := supp(χ). By (70),
‖Φn−Φm‖L2(M) ≤ ‖χ(Φn−Φm)‖L2(M)+‖(1−χ)(Φn−Φm))‖L2(M)
≤ ‖Φn−Φm‖L2(K′)+C‖D((1−χ)(Φn−Φm)))‖L2(M)
≤ ‖Φn−Φm‖L2(K′)+C‖−σD(dχ)(Φn−Φm)‖L2(M)
+C‖(1−χ)(DΦn−DΦm)‖L2(M)
≤C′‖Φn−Φm‖L2(K′)+C‖DΦn−DΦm‖L2(M) → 0.
It follows that (Φn) is a Cauchy sequence in L2(M,E), hence Φ ∈ L2(M,E)
and Φn → Φ in L2(M,E).
Since B is an elliptic boundary condition, the H1D-norm and the graph norm
of D are equivalent on H1D(M,E;B). Now (Φn) and (DΦn) converge in
L2(M,E) and L2(M,F), respectively. Hence (Φn) converges in the graph
norm of D, and therefore in H1D(M,E). By the implication (iii) ⇒ (i) of
Proposition A.3, DB has finite-dimensional kernel and closed image.
Suppose now that D is not coercive at infinity. Let (Φn) be a sequence as in
Lemma 8.4. By the assumption on the support of Φn, Φn ⇀ 0 in L2(M,E).
Since, on the other hand, ‖Φn‖L2(M) = 1 for all n, no subsequence converges
in L2(M,E). In particular, no subsequence converges in H1D(M,E). Hence
DB does not satisfy criterion (iii) in Proposition A.3, and hence DB has
infinite-dimensional kernel or nonclosed image. 
Corollary 8.6. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete and coercive at infinity. Let B⊂ H1/2(∂M,E) be an elliptic boundary
condition for D. Then
DB : H1D(M,E;B)→ L
2(M,F)
is a Fredholm operator and
indDB = dimkerDB−dimker(D∗)Bad ∈ Z. 
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The following corollary is immediate from Proposition A.1.
Corollary 8.7. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete and coercive at infinity. Let B⊂ H1/2(∂M,E) be an elliptic boundary
condition for D. Let ˇC and C be closed complements of B in ˇH(A) and in
H1/2(∂M,E), respectively. Let ˇP : ˇH(A)→ ˇH(A) and P : H1/2(∂M,E)→
H1/2(∂M,E) be the projections with kernel B and image ˇC and C, respec-
tively. Then
ˇL : dom(Dmax)→ L2(M,F)⊕ ˇC, ˇLΦ = (DmaxΦ, ˇPRΦ),
and
L : H1D(M,E)→ L
2(M,F)⊕C, LΦ = (DΦ,PRΦ),
are Fredholm operators with the same index as DB,max = DB. 
Corollary 8.8. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete and coercive at infinity. Let B1 ⊂ B2 ⊂H1/2(∂M,E) be elliptic bound-
ary conditions for D.
Then dim(B2/B1) is finite and
ind(DB2) = ind(DB1)+dim(B2/B1).
Proof. Choose closed complementsC1 and C2 in H1/2(∂M,E) of B1 and B2,
respectively, such that C2 ⊂ C1. Then we have the following commutative
diagram:
L2(M,E)⊕C1
id⊕pi


H1D(M,E)
(D,Q1)
55kkkkkkkkkkkkkk
(D,Q2) ))SSSS
SS
SS
SS
SS
SS
L2(M,E)⊕C2
where Q j is R composed with the projection onto C j as in Corollary 8.7
and pi : C1 →C2 is the projection. Since (D,Q1) and (D,Q2) are Fredholm
operators, id⊕pi is one too. In particular,
dim(B2/B1) = dim(C1/C2) = ind(pi) = ind(id⊕pi)
is finite. Moreover,
ind(DB1) = ind(D,Q1)
= ind(D,Q2)− ind(id⊕pi)
= ind(DB2)−dim(B2/B1). 
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Example 8.9. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete and coercive at infinity. Then we have, for generalized Atiyah-Patodi-
Singer boundary conditions B(a) and B(b) with a < b,
indDB(b) = indDB(a)+dimL2[a,b)(A).
8.2. Deformations of boundary conditions.
Definition 8.10. A family of boundary conditions Bs ⊂ H1/2(∂M,E), 0 ≤
s ≤ 1, is called a continuous family of boundary conditions if there exist
isomorphisms
ks : B0 → Bs,
where k0 = id and where the map [0,1]→ L (B0,H1/2(∂M,E)), s 7→ ks,
is continuous. Here L (B0,H1/2(∂M,E)) denotes the Banach space of
bounded operators from B0 to H1/2(∂M,E) equipped with the operator
norm.
The following auxiliary isomorphisms allow us to consider families of op-
erators between fixed spaces, i.e., spaces independent of the deformation
parameter. This will be useful since it will allow us to apply the standard
fact that the index of a continuous family of Fredholm operators has con-
stant index.
Lemma 8.11. The map
JE : H1D(M,E;0)⊕H1/2(∂M,E)→ H1D(M,E),
JE(Φ,ϕ) = Φ+E ϕ,
is an isomorphism. If B ⊂ H1/2(∂M,E) is an elliptic boundary condition,
then the restriction
JE,B : H1D(M,E;0)⊕B→H1D(M,E;B)
is again an isomorphism.
Proof. For ϕ ∈ H1/2(∂M,E), we have E ϕ ∈ dom(Dmax) by Lemma 6.1.
By Theorem 6.7 (iii), E ϕ ∈ H1D(M,E). Thus JE maps indeed to H1D(M,E).
The inverse map of JE is given by
KE : H1D(M,E)→ H
1
D(M,E;0)⊕H1/2(∂M,E),
KE(Ψ) = (Ψ−E RΨ,RΨ).
Clearly, JE(Φ,ϕ) ∈ H1D(M,E;B) if and only if
ϕ = R(JE(Φ,ϕ)) ∈ B.
Hence JE restricts to an isomorphism between H1D(M,E;0) ⊕ B and
H1D(M,E;B). 
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Theorem 8.12. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete and coercive at infinity. Let Bs be a continuous family of elliptic bound-
ary conditions for D.
Then, for all 0≤ s≤ 1,
indDBs = indDB0.
Proof. Let the ks : B0 → Bs be as in Definition 8.10. Consider the commu-
tative diagram of isomophisms:
H1D(M,E;0)⊕B0
JE,B0
//
id⊕ks

H1D(M,E;B0)
Ks

H1D(M,E;0)⊕Bs
JE,Bs
// H1D(M,E;Bs),
where Ks(Ψ) = Ψ+E
(
ks(R(Ψ))−R(Ψ)
)
. Then the composition
H1D(M,E;B0)
Ks−→ H1D(M,E;Bs)
DBs−−→ L2(M,F)
is a continuous family of operators. Here continuity refers to the operator
norm in L (H1D(M,E;B0),L2(M,F)). Thus the index of DBs ◦Ks is constant.
Since Ks is an isomorphism, indDBs = ind(DBs ◦Ks). 
Example 8.13. Writing an elliptic boundary condition B1 as in Defini-
tion 7.5, we let B0 := W+⊕V 1/2− and obtain a continuous deformation by
keeping V± and W± constant and replacing the map g : V− → V+ by sg,
0≤ s≤ 1. In other words,
ks : B0 → Bs, ks(ϕ +ψ) = ϕ +ψ + sgψ,
where ϕ ∈W+ and ψ ∈V−. This allows us to reduce index computations to
the case g = 0.
8.3. Fredholm pairs. Recall the generalized Atiyah-Patodi-Singer bound-
ary conditions B(a), a ∈ R, from Example 1.16 (a) or Example 7.27. The
next result illustrates the central role of this kind of boundary condition.
Theorem 8.14. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete and coercive at infinity.
Let B ⊂ H1/2(∂M,E) be an elliptic boundary condition for D. Let V± and
W± be for B as in Theorem 7.11 (ii). In other words, L2(−∞,a)(A) =V−⊕W−
and B =W+⊕Γ(g)1/2, where g : V−→V+. Then we have
indDB = indDB(a)+dimW+−dimW−.
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Proof. As explained in Example 8.13, we can assume without loss of gen-
erality that g = 0, i.e., B =W+⊕V 1/2− . Consider one further boundary con-
dition,
B′ :=W−⊕W+⊕V
1/2
− = H
1/2
(−∞,a)
(A)⊕W+ = B(a)⊕W+.
Applying Corollary 8.8 twice we conclude
ind(DB) = ind(DB′)−dimW−
= ind(DB(a))+dimW+−dimW−. 
We recall the notion of Fredholm pairs of subspaces. Let H be a Hilbert
space and let X ,Y ⊂ H be closed subspaces. Then (X ,Y ) is called a Fred-
holm pair if X∩Y is finite-dimensional and X+Y has finite codimension. In
particular, X +Y is closed.∗ Intuitively, constituting a Fredholm pair means
that X and Y are complements in H up to finite-dimensional errors. The
number
(71) ind(X ,Y ) := dim(X ∩Y )−dim(H/(X +Y )) ∈ Z
is called the index of the pair (X ,Y ). If (X ,Y ) is a Fredholm pair, then the
orthogonal complements also form a Fredholm pair (X⊥,Y⊥) and one has
(72) ind(X⊥,Y⊥) =− ind(X ,Y).
See [Ka, Ch. IV, § 4] for a detailed discussion. Under the assumptions of
Theorem 8.14, the pair (L2[a,∞), ¯B), where ¯B denotes the L
2
-closure of B, is a
Fredholm pair and the index formula says that
(73) indDB− indDB(a) = ind(L2[a,∞), ¯B) =− ind(L2(−∞,a), ¯B⊥)
Theorem 8.15. Assume the Standard Setup 1.5 and that D and D∗ are com-
plete and coercive at infinity.
Let B1,B2 ⊂H1/2(∂M,E) be elliptic boundary conditions for D. Let g1 and
g2 be maps for B1 and B2 respectively, as in Theorem 7.11 (ii) for the same
number a ∈ R.
If the L2-operator norms satisfy
(74) ‖g1‖ · ‖g2‖< 1,
then the L2-closures ( ¯B1, ¯B⊥2 ) form a Fredholm pair in L2(M,E) and
(75) ind(DB1)− ind(DB2) = ind( ¯B1, ¯B⊥2 ).
Proof. In the notation of Theorem 7.5 we have
¯B1 =W1,+⊕Γ(g1)
∗Note that, in general, the sum of two closed subspaces in a Hilbert space need not be
closed.
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where g1 : V1,−→V1,+ and, by Lemma 7.7,
¯B⊥2 =W2,−⊕Γ(−g∗2).
A general element of ¯B1∩ ¯B⊥2 is therefore of the form
(76) w1,++ v1,−+g1v1,− = w2,−+ v2,+−g∗2v2,+
where w1,+ ∈W1,+, w2,− ∈W2,−, v1,− ∈ V1,−, and v2,+ ∈ V2,+. Projecting
to L2(−∞,a)(A) and to L
2
[a,∞)(A), we see that (76) is equivalent to the two
equations
v1,− = w2,−−g∗2v2,+,(77)
v2,+ = w1,++g1v1,−, .(78)
We claim that the linear map ¯B1∩ ¯B⊥2 →W1,+⊕W2,− mapping the element
in (76) to (w1,+,w2,−) is injective. Namely, if w1,+ = w2,− = 0, then (77)
and (78) say
v2,+ = g1v1,− =−g1g∗2v2,+,
hence
(id+g1g∗2)v2,+ = 0.
Here we have extended g1 to L2(−∞,a)(A) by setting it = 0 on W1,− and sim-
ilarly for g∗2. Since
(79) ‖g1g∗2‖ ≤ ‖g1‖ · ‖g∗2‖= ‖g1‖ · ‖g2‖< 1,
we see that id+g1g∗2 is an isomorphism on L2[a,∞)(A). Hence v2,+ = 0 and,
by (77), also v1,− = 0. This implies
dim( ¯B1∩ ¯B⊥2 )≤ dim(W1,+⊕W2,−)< ∞.
Next we show that ¯B1 + ¯B⊥2 is closed in L2(M,E). Since W1,+ and W2,− are
finite-dimensional, it suffices to show that Γ(g1) +Γ(−g∗2) is closed. Let
uk + g1uk + vk − g∗2vk converge in L2(M,E) as k → ∞ with uk ∈ V1,− and
vk ∈V2,+. Projecting onto L2(−∞,a)(A) and onto L2[a,∞)(A) we see that
uk−g∗2vk → x− ∈ L
2
(−∞,a)(A) and
vk +g1uk → x+ ∈ L2[a,∞)(A).
From
g1(uk−g∗2vk) = vk +g1uk− (id+g1g∗2)vk
we have
vk = (id+g1g∗2)−1(vk +g1uk−g1(uk−g∗2vk)).
This shows that (vk) converges with
lim
k→∞
vk = (id+g1g∗2)−1(x+−g1x−).
Then (uk) also converges and uk +g1uk +vk−g∗2vk converges to an element
in Γ(g1)+Γ(−g∗2).
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Now that we know that ¯B1 + ¯B⊥2 is closed, we compute
L2(M,E)
¯B1 + ¯B⊥2
∼= ( ¯B1+ ¯B⊥2 )
⊥ = ¯B⊥1 ∩ ¯B2 →֒W2,+⊕W1,−.
Hence dim(L2(M,E)/( ¯B1+ ¯B⊥2 ))< ∞ and ( ¯B1, ¯B⊥2 ) is a Fredholm pair.
It remains to prove (75). If we replace g1 and g2 by sg1 and sg2, respectively,
with s ∈ [0,1], then (74) clearly remains valid, so that the corresponding
boundary conditions form Fredholm pairs for all s ∈ [0,1]. Since the in-
dex of D subject to these boundary conditions remains constant by Theo-
rem 8.12 and the index of the Fredholm pairs by [Ka, Thm. 4.30, p. 229],
we may without loss of generality assume that g1 = g2 = 0.
In this case (77) and (78) tell us that
(80) ¯B1∩ ¯B⊥2 = (W1,+∩V2,+)⊕ (W2,−∩V1,−)
and similarly
(81) ¯B2∩ ¯B⊥1 = (W2,+∩V1,+)⊕ (W1,−∩V2,−).
Let ˜⊥ denote the orthogonal complement in L2(∞,a)(A) rather than in
L2(M,E). Then
dim(W2,−∩V1,−) = dim
((
W ˜⊥2,−+V
˜⊥
1,−
) ˜⊥)
= dim
(
(V2,−+W1,−)
˜⊥
)
= dim
((
V2,−⊕
W1,−
W1,−∩V2,−
) ˜⊥)
= dim(W2,−)−dim(W1,−)+dim(W1,−∩V2,−).(82)
Similarly, one sees
(83) dim(W2,+∩V1,+)−dim(W1,+∩V2,+) = dim(W2,+)−dim(W1,+).
Equations (80) - (83) combine to give
(84) ind( ¯B1, ¯B⊥2 ) = dim(W1,+)+dim(W2,−)−dim(W1,−)−dim(W2,+).
Theorem 8.14 yields
(85) indDB1 = indDBAPS +dimW1,+−dimW1,−
and
(86) indDB2 = indDBAPS +dimW2,+−dimW2,−.
Subtracting (85) and (86) and inserting (84) concludes the proof. 
Remark 8.16. Assumption (74) is sharp. For instance, we can choose B1
and B2 such that they have the same W± and V±, namely W± = 0, V− =
L2(−∞,0)(A), and V+ = L
2
[0,∞)(A). For g1 we choose a unitary isomorphism
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g1 : V−→ V+ which is also continuous with respect to the H1/2-norm. For
g2 we choose g2 =−g1. Then
¯B⊥2 = Γ(−g∗2) = Γ(g∗1) = Γ(g−11 ) = Γ(g1) = ¯B1.
Thus ( ¯B1, ¯B⊥2 ) does not form a Fredholm pair. In this case, ‖g1‖= ‖g2‖= 1.
If one of the two boundary conditions is a generalized Atiyah-Patodi-Singer
boundary condition B(b), b ∈ R, then the corresponding g vanishes so that
assumption (74) holds without any restriction on the other boundary condi-
tion. In this case, Theorem 8.15 reduces to Theorem 8.14.
8.4. Relative index theory. Throughout this subsection, assume the Stan-
dard Setup 1.5 and that D and D∗ are complete and coercive at infinity. For
convenience assume also that M is connected and ∂M = /0.
For what follows, compare Example 7.28. Let N be a closed and two-sided
hypersurface in M. Cut M along N to obtain a manifold M′, possibly con-
nected, whose boundary ∂M′ consists of two disjoint copies N1 and N2 of
N, see Figure 6 on page 57. There are natural pull-backs µ ′, E ′, F ′, and D′
of µ , E, F , and D from M to M′. Assume that there is an interior vector
field T along N = N1 such that D′ is boundary symmetric with respect to T
along N1. Then D′ is also boundary symmetric with respect to the interior
vector field −T of M′ along N = N2. Choose an adapted operator A for D′
along N1 as in the Standard Setup 1.5. Then −A is an adapted operator for
D′ along N2 as in the Standard Setup 1.5 and will be used in what follows.
Theorem 8.17 (Splitting Theorem). Let M, M′, and notation be as above.
Assume that D′ is boundary symmetric with respect to an interior vector
field T of M′ along N and choose an adapted operator A as above.
Then, D and D∗ are complete and coercive at infinity if and only if D′ and
(D′)∗ are complete and coercive at infinity. In this case, D and D′B1⊕B2 are
Fredholm operators with
indD = indD′B1⊕B2,
where B1 = B(a)=H
1/2
(−∞,a)
(A) and B2 =H1/2[a,∞)(A), considered as boundary
conditions along N1 and N2, respectively. More generally, we may choose
any elliptic boundary condition B1 ⊂ H1/2(N,E) and its L2-orthogonal
complement B2 ⊂ H1/2(N,E).
Remarks 8.18. (a) If M is a complete Riemannian manifold and D is of
Dirac type, then M′ is also a complete Riemannian manifold and D′ is of
Dirac type as well. Completeness of the metrics implies completeness of D
and D′, see Example 3.4. Moreover, D′ is boundary symmetric with respect
to the interior unit normal field T of M′ along N. Finally, if a curvature
condition as in Example 8.3 (b) ensures coercivity at infinity of D and D′,
then the index formula of Theorem 8.17 applies.
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(b) The Decomposition Theorem 1.19 is the special case of Theorem 8.17
where N decomposes M into two components, compare Remark 8.1.
Proof of the Splitting Theorem 8.17. The first assertion, namely that D and
D∗ are complete and coercive at infinity if and only if D′ and (D′)∗ are
complete and coercive at infinity, is immediate from Definition 1.1, Defini-
tion 1.17 (resp. 8.2), and the compactness of N.
Assume now that D and D∗ are complete and coercive at infinity. Then D
and D′B1⊕B2 are Fredholm operators, by what we just said and Theorem 1.18.
Under the canonical identifications E|N1 = E|N = E|N2 , the transmission
condition from Example 7.28 reads
B = {(ϕ,ψ) ∈ H1/2(N1,E)⊕H1/2(N2,E) | ϕ = ψ}.
Recall that B is an elliptic boundary condition. Furthermore, with respect to
the canonical pull-back of sections from E to E ′, we have
domD = H1D(M,E) = H1(M′,E ′;B) = domD′B
and
(87) indD = indD′B,
It follows from the discussion in Example 7.28 that B is homotopic to the
boundary condition W+⊕V 1/2− (that is, g = 0) with
V− = L2(−∞,0)(A)⊕L
2
(−∞,0)(−A) = L
2
(−∞,0)(A)⊕L
2
(0,∞)(A)
W+ = {(ϕ,ϕ) | ϕ ∈ kerA}.
We note that here V 1/2− = B(0) = H
1/2
(−∞,0)(A)⊕H
1/2
(0,∞)(A), hence
indD′B = indD′B(0)+dimW+
= indD′B(0)+dimkerA
= indD′
H1/2
(−∞,0)(A)⊕H
1/2
[0,∞)(A)
,
(88)
by applying Corollary 8.8 twice. If B1 is an elliptic boundary condition,
B1 =W1,+⊕Γ(g)1/2,
where the notation is as in Theorem 1.12 with a = 0, then
B2 =W1,−⊕Γ(−g∗)1/2
is the L2-orthogonal complement of B1 in H1/2(N,E). By Example 8.13,
we may assume that g = 0. Then
(89) B1 =W1,+⊕V 1/21,− and B2 =W1,−⊕V
1/2
1,+
with
(90) V 1/21,− ⊕W1,− = H1/2(−∞,0)(A) and V
1/2
1,+ ⊕W1,+ = H
1/2
[0,∞)(A).
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Applying Corollary 8.8 to (89) and (90), respectively, we get
indD′B1⊕B2 = indD
′
V 1/21,−⊕V
1/2
1,+
+dimW1,++dimW1,−
= indD′
H1/2(−∞,0)(A)⊕H
1/2
[0,∞)(A)
.
(91)
The claimed index formula is now immediate from (87), (88), and (91). 
Let M1 and M2 be complete Riemannian manifolds without boundary. Let
Di : C∞(Mi,Ei)→ C∞(Mi,Fi) be Dirac type operators which agree outside
closed subsets Ki ⊂ Mi and choose f and IE as in Definition 1.20. For
i = 1,2, choose a decomposition Mi = M′i ∪M′′i such that Ni = M′i ∩M′′i is a
compact hypersurface in Mi, Ki is contained in the interior of M′i , f (M′′1 ) =
M′′2 , and f (N1) =N2. Denote the restriction of Di to M′i by D′i. The following
result is a general version of the Φ-relative index theorem of Gromov and
Lawson [GL, Thm. 4.35].
Theorem 8.19. Under the above assumptions, let B1 ⊂ H1/2(N1,E1) and
B2 ⊂ H1/2(N2,E2) be elliptic boundary conditions which correspond to
each other under the identifications given by f and IE from Definition 1.20.
Assume that D1 and D2 and their formal adjoints are coercive at infinity.
Then D1, D2, D′1,B1 , and D
′
2,B2 are Fredholm operators such that
indD1− indD2 = indD′1,B1 − indD
′
2,B2.
Proof. The Decomposition Theorem implies that D1, D2, D′1,B1 , and D′2,B2
are Fredholm operators.
Let T be the normal vector field along N1 pointing into M′1. Since D1 is
of Dirac type, D1 is boundary symmetric with respect to T . Let A be an
adapted operator on E1|N . By the Decomposition Theorem, we have
(92) indD1 = indD′1,B′ + indD′′1,B′′,
where B′ = B1 and B′′ is the L2-orthogonal complement of B1 in
H1/2(∂M,E1).
Use f and IE from Definition 1.20 to identify M1 \K1 with M2 \K2 and E1
over M1 \K1 with E2 over M2 \K2. Identify N1 and M′′1 with their images
N2 and M′′2 under f . Then, with the same choice of T and A as above, we
obtain a corresponding index formula
(93) indD2 = indD′2,B′ + indD′′2,B′′,
where B′ = B2 and B′′ correspond to the above B′ and B′′ under the chosen
identifications. Now indD′′1,B′′ = indD′′2,B′′ since D1 outside K1 agrees with
D2 outside K2, and therefore the asserted formula follows by subtracting
(93) from (92). 
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Proof of the Relative Index Theorem 1.21. The first assertion of Theo-
rem 1.21, namely that D1 is a Fredholm operator if and only if D2 is a
Fredholm operator, is immediate from Theorem 1.18 and the compactness
of K1 and K2.
Assume now that D1 and D2 are Fredholm operators. Choose a compact
hypersurface N = N1 in M1 \K1 which decomposes M1 into M1 = M′1∪M′′1 ,
where M′1 is compact and K1 is contained in the interior of M′1, and choose
a corresponding decomposition of M2. Then we get
(94) indD1− indD2 = indD′1,B1 − indD′2,B2,
in the setup of and the index fromula in by Theorem 8.19.
Now choose a compact Riemannian manifold X with boundary N equipped
with a Dirac type operator such that gluing along N yields a smooth closed
Riemannian manifold ˜M1 = M′1∪N X together with a smooth extension
†
˜D1
of D1. Since D1 outside K1 agrees with D2 outside K2, ˜M2 =M′2∪N X is also
a smooth closed Riemannian manifold and comes with a smooth extension
˜D2 of D2. As above, we get
(95) ind ˜D1− ind ˜D2 = indD′1,B1 − indD′2,B2.
Now, the Atiyah-Singer index theorem for Dirac type operators on closed
manifolds gives
(96) ind ˜Di =
∫
˜Mi
α
˜Di,
where α
˜Di denotes the index density of ˜Di. We apply (94) – (96), the fact
that α
˜D1 = α ˜D2 on M1 \K1 = M2 \K2, and that α ˜Di = αDi on Ki, and obtain
indD1− indD2 = ind ˜D1− ind ˜D2
=
∫
˜M1
α
˜D1 −
∫
˜M2
α
˜D2
=
∫
K1
αD1 −
∫
K2
αD2 . 
Remark 8.20. In Theorems 8.19 and 1.21, it is also possible to deal with
the situation that M1 and M2 have compact boundary and elliptic boundary
conditions B1 and B2 along their boundaries are given. One then chooses
the hypersurface N = Ni such that it does not intersect the boundary of Mi
and such that the boundary of Mi is contained in M′i . The same arguments
as above yield
indD1,B1 − indD2,B2 = indD
′
1,B1⊕B′1
− indD′2,B2⊕B′2,
†Such an extension exists. The manifold X can be chosen to be diffeomorphic to M′1, for
instance.
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where B′i and B′2are elliptic boundary condition along N1 and N2 which cor-
respond to each other under the identifications given by f and IE as in
Definition 1.20.
Using Theorem 8.14, one can reduce to the case of Atiyah-Patodi-Singer
boundary conditions. If the domains M′i are compact, one can then express
the indices on the right hand side as integrals over the index densities plus
boundary contributions. There are two kinds of boundary contribution: the
eta invariant of the adapted boundary operator and the boundary integral of
the transgression form, compare [APS, Thm. 3.10] and [G1, Cor. 5.3].
Since the boundary contributions along N1 and N2 agree, they cancel each
other when taking the difference indD′1,B1⊕B′1 − indD
′
2,B2⊕B′2
. This observa-
tion leads to another proof of the relative index formula (in the case where
∂Mi = /0), not using the auxiliary manifold X , but the local index theorem
for compact manifolds with boundary.
8.5. The cobordism theorem. Assume that D : C∞(M,E)→C∞(M,E) is
a formally selfadjoint operator of Dirac type over a complete Riemannian
manifold M with compact boundary ∂M. Then σD(ξ ) is skew-Hermitian,
for any ξ ∈ T ∗M.
Let τ be the interior unit conormal field along ∂M. Then, by the Clifford re-
lations (31) and (32), iσ0 = iσD(τ) is a field of unitary involutions of E|∂M
which anticommutes with σA(ξ ) = σ−10 ◦σD(ξ ), for all ξ ∈ T ∗∂M. The
eigenspaces of iσ0 for the eigenvalues ±1 split E|∂M into a sum of fiber-
wise perpendicular subbundles E±. By Corollary 7.23 and Proposition 7.24,
B± := H1/2(∂M,E±) are ∞-regular elliptic boundary conditions for D.
With respect to the splitting E|∂M = E+⊕E−, any adapted boundary oper-
ator takes the form
A =
(
A++ A−
A+ A−−
)
.
Since the differential operators A± are elliptic of order one, they define
Fredholm operators A± : H1(∂M,E±)→ L2(∂M,E∓). The cobordism the-
orem is concerned with the index of theses operators.
Since σA(ξ ) interchanges the bundles E+ and E−, the operators A++ and
A−− are of order zero. Thus we may, without loss of generality, assume that
A++ = A−− = 0. Moreover, Z = (A−)∗−A+ is also of order zero. Since the
addition of a zero order term does not change the index of an operator of
order one, we may replace A+ by A++Z and arrive at the normal form for
A which we use from now on,
(97) A =
(
0 A−
A+ 0
)
,
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where (A+)∗ = A−. The adapted operator A is still not uniquely determined
by these requirements; we have the freedom to replace A+ by A++V and
A− by A−+V ∗, where V : E+ → E− is any zero-order term.
In the notation of Theorems 1.12 and 7.11, the boundary conditions B+ and
B− can be written as
B+ =W+⊕Γ(g)1/2 and B− =W−⊕Γ(−g)1/2,
where
W± = kerA±, V− = L2(−∞,0)(A), V+ = L
2
(0,∞)(A),
and gx = iσ0x. Since σ∗0 = σ
−1
0 =−σ0, we have g∗ = g and hence
B− = σ0(B−) = (σ−10 )
∗(B−)
is the adjoint boundary condition of B+.
Lemma 8.21. Let A, B+, and B− be chosen as above and assume that each
connected component of M has a nonempty boundary. Then
kerDB+ = kerDB− = 0.
Proof. Let Φ ∈ kerDB±,max. By (48), we have
0 = (DmaxΦ,Φ)L2(M)− (Φ,DmaxΦ)L2(M)
=−(σ0RΦ,RΦ)L2(∂M)
=±i‖RΦ‖2L2(∂M),
and hence RΦ = 0.
Now extend M, E, and D beyond the boundary ∂M to a larger manifold ˜M
(without boundary) equipped with a bundle ˜E and Dirac type operator ˜D
as in the proof of Theorem 6.7. Moreover, extend Φ to a section of ˜E by
setting ˜Φ = 0 on ˜M \M. For any test section Ψ ∈C∞cc( ˜M, ˜E) we have, again
by (48),
( ˜Φ, ˜D∗Ψ)L2( ˜M) = (Φ,D
∗Ψ)L2(M)
= (DmaxΦ,Ψ)L2(M)+(σ0RΦ,RΨ)L2(∂M)
= 0.
Thus ˜Φ is a weak (and, by elliptic regularity theory, smooth) solution of
˜D ˜Φ = 0. Hence ˜Φ is a solution to the Laplace type equation ˜D2 ˜Φ = 0 which
vanishes on an nonempty open subset of ˜M. The unique continuation theo-
rem of Aronszajn [Ar] implies ˜Φ = 0 and hence Φ = 0. 
We have
(98) indA+ = dimW+−dimW− =− indA−
since A− is the adjoint operator of A+.
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Proof of Theorem 1.22. By (62), DB− is the adjoint of DB+ . Lemma 8.21
therefore yields
− indDB− = indDB+ = dimkerDB+−dimkerDB− = 0.
Without loss of generality we may assume g = 0, see Example 8.13. Then
Corollary 8.8 yields
indDB+ = indDBAPS +dimW+,
indDB− = indDBAPS +dimW−.
We obtain that dimW+ = dimW−. Equation (98) concludes the proof. 
APPENDIX A. SOME FUNCTIONAL ANALYTIC FACTS
We collect some functional analytic facts, which have been used in the main
body of the text, and which are not easily found in the standard literature.
Proposition A.1. Let H be a Hilbert space, let E and F be Banach spaces
and let L : H → E and P : H → F be bounded linear maps. We assume that
P : H → F is onto.
Then the following hold:
(i) The kernel of L|ker(P) : ker(P)→ E and the kernel of L⊕P : H →E⊕F
have equal dimension.
(ii) The range of L|ker(P) : ker(P)→ E is closed if and only if the range of
L⊕P : H → E⊕F is closed.
(iii) The cokernel of L|ker(P) : ker(P)→ E and the cokernel of L⊕P : H →
E⊕F have equal dimension.
(iv) L|ker(P) : ker(P)→ E is Fredholm of index k if and only if L⊕P : H →
E⊕F is Fredholm of index k.
Proof. Write L1 := L|ker(P), L2 := L|ker(P)⊥ , and P2 :=P|ker(P)⊥ . With respect
to the splittings H = ker(P)⊕ker(P)⊥ and E⊕F the operator L⊕P takes
the matrix form
L⊕P =
(
L1 L2
0 P2
)
.
By the open mapping theorem P2 : ker(P)⊥ → F is an isomorphism (with
a bounded inverse), so that
(
idker(P) 0
0 P−12
)
is an isomorphism. Moreover,(
idE −L2P−12
0 idF
)
is an isomorphism with inverse
(
idE L2P−12
0 idF
)
. There-
fore the kernel of L⊕P has the same dimension as the kernel of(
idE −L2P−12
0 idF
)(
L1 L2
0 P2
)(
idker(P) 0
0 P−12
)
=
(
L1 0
0 idF
)
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which is the same as the dimension of the kernel of L1. The other statements
follow similarly. 
Remark A.2. The proposition also holds and the proof works without
change if H is only a Banach space and one assumes that ker(P) has a
closed complement.
Proposition A.3. Let X and Y be Banach spaces and L : X → Y be a
bounded linear map. Then the following are equivalent:
(i) The operator L has finite-dimensional kernel and closed image.
(ii) There is a Banach space Z, a compact linear map K : X → Z, and a
constant C such that
‖x‖X ≤C · (‖Kx‖Z +‖Lx‖Y ) ,
for all x ∈ X. In particular, kerK∩kerL = {0}.
(iii) Every bounded sequence (xn) in X such that (Lxn) converges in Y has
a convergent subsequence in X.
Moreover, these equivalent conditions imply
(iv) For any Banach space Z and compact linear map K : X → Z such
that kerK∩kerL = {0}, there is a constant C such that
‖x‖X ≤C
(
‖Kx‖Z +‖Lx‖Y
)
for all x ∈ X.
The equivalence of (i) and (iii) is Proposition 19.1.3 in [Ho¨].
Proof of Proposition A.3. We show (i) ⇒ (ii). Assume (i). Since kerL is
finite-dimensional, it has a closed complement U in X . Since the im-
age of L is closed, L|U : U → imL is an isomorphism of Banach spaces.
Moreover, since U is closed and kerL is finite-dimensional, the projection
K : X → kerL along U is a compact operator. It follows that
F : X → kerL⊕ imL, Fx = (Kx,Lx),
is an isomorphism of topological vector spaces, hence we have (ii) with
Z = kerL.
Next we show (ii) ⇒ (iii). Assume (ii), and let K be a compact linear map
as assumed in (ii). Let (xn) be a bounded sequence in X such that (Lxn)
converges in Y . Since K is compact, we may assume, by passing to a sub-
sequence if necessary, that (Kxn) converges in Z. The estimate in (ii) then
implies that (xn) is a Cauchy sequence in X , hence (iii).
Now we show (iii)⇒ (i). Assume (iii), and let (xn) be a bounded sequence in
kerL. Then (xn) subconverges in kerL, by (iii). It follows that dimkerL<∞.
Let U be a complement of kerL in X . Let (xn) be a sequence in X such
that Lxn → y ∈ Y . We have to show that y lies in the image of L. For this, it
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is sufficient to show that (xn) subconverges. Without loss of generality we
assume that xn ∈U , for all n.
If ‖xnk‖X →∞ for some subsequence (xnk), then uk := xnk/‖xnk‖X has norm
1 and Luk → 0. By (iii), the sequence of uk has a convergent subsequence.
The limit u is a unit vector in U with Lu= 0. This is a contradiction, because
U is complementary to kerL. Hence we may assume that the sequence of
(xn) is bounded. But then it subconverges, by (iii).
Finally, we show (ii)⇒ (iv). Assume (ii) and let K0 : X → Z0 be a compact
linear map as in (ii). Let K : X → Z be any compact linear map such that
kerK ∩kerL = {0}. If the assertion does not hold, then there is a sequence
(xn) of unit vectors in X such that ‖Kxn‖+ ‖Lxn‖ → 0. This implies, in
particular, that ‖Lxn‖→ 0 and hence that ‖K0xn‖ ≥ δ for some δ > 0. Now
K0 is compact, hence, up to passing to a subsequence, (K0xn) is a Cauchy
sequence. Since Lxn → 0, this implies that (xn) is a Cauchy sequence, by (ii).
If x := limxn ∈ X , then x is a unit vector with Kx = Lx = 0. This contradicts
kerK∩kerL = {0}. 
Lemma A.4. Let B+ and B− be Banach spaces, let (·, ·) : B+×B− → C
be a perfect pairing. Let H be a Hilbert space and let there be continuous
imbeddings B+ ⊂ H ⊂ B−. Assume that the restriction of (·, ·) to B+×H
coincides with the restriction of the scalar product on H.
Let W ⊂ B+ be a finite-dimensional subspace and let V− be the annihilator
of W in B−, i. e. V− = {x ∈ B− | (w,x) = 0 ∀x ∈W}. Put V0 :=V−∩H and
V+ :=V−∩B+.
Then
B− =W ⊕V−, H =W ⊕V0, B+ =W ⊕V+.
Moreover, the second decomposition is orthogonal and W is the annihilator
of V+ in B−. The pairing (·, ·) restricts to a perfect pairing of V+ and V−.
Proof. For w∈W ∩V− we have 0 = (w,w) = ‖w‖2H , thus w = 0. This shows
W ∩V− = 0 and hence also W ∩H = W ∩V+ = 0. Since the codimension
of the annihilator of W in any space can at most be dim(W ) we conclude
B− =W ⊕V− and similarly for H and B+.
Orthogonality of the second decomposition is clear because the restrictions
of the pairing and of the scalar product coincide. Clearly, W is contained in
the annihilator of V+ in B−. Conversely, let v = w+ v− ∈ B− =W ⊕V− be
in the annihilator of V+. Then for all v+ ∈ V+ we have 0 = (v+,w+ v−) =
(v+,v−), thus v− = 0, i. e. v = w ∈W .
Nondegeneracy of the pairing of V+ and V− also follows easily. 
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