Abstract. The title refers to the nilcommutative or NC-schemes introduced by M. Kapranov in Noncommutative geometry based on commutator expansions, J. reine angew. Math 505 (1998) 73-118. The latter are noncommutative nilpotent thickenings of commutative schemes. We consider also the parallel theory of nil-Poisson or NP -schemes, which are nilpotent thickenings of commutative schemes in the category of Poisson schemes. We study several variants of de Rham cohomology for NC-and NP -schemes. The variants include nilcommutative and nil-Poisson versions of the de Rham complex as well as of the cohomology of the infinitesimal site introduced by Grothendieck in Crystals and the de Rham cohomology of schemes, Dix exposés sur la cohomologie des schémas, Masson & Cie, North-Holland (1968) 306-358. It turns out that each of these noncommutative variants admits a kind of Hodge decomposition which allows one to express the cohomology groups of a noncommutative scheme Y as a sum of copies of the usual (de Rham, infinitesimal) cohomology groups of the underlying commutative scheme X (Theorems 6.2, 6.5, 6.8). As a byproduct we obtain new proofs for classical results of Grothendieck (Corollary 6.3) and of Feigin-Tsygan (Corollary 6.9) on the relation between de Rham and infinitesimal cohomology and between the latter and periodic cyclic homology.
Introduction
In this paper we study the de Rham theory of the nilcommutative or N C-schemes introduced by Kapranov in [Kap] . To start let us recall the definitions of N Calgebras and schemes and introduce differential forms for such objects. We consider algebras and schemes over a fixed field k of characteristic zero. Recall an associative algebra R is nilcommutative of order ≤ l or an N C l -algebra if for the commutator filtration
we have F l+1 R = 0. For every N C l -algebra R there is defined a noncommutative locally ringed space Spec R. Its underlying topological space is the prime spectrum of the commutative algebra A = R/F 1 R; the stalk at p ∈ Spec A is the Øre localization of R at the inverse image of p under the projection R ։ A. Prime spectra of N C l -algebras are called affine N C l -schemes. In general an N C l -scheme is a locally ringed space that can be covered by affine N C l -schemes.
is a commutative (i.e. usual) scheme. In particular an N C 0 -scheme is just a commutative or Comm-scheme. There is a natural notion of differential forms for N C l -schemes, as follows. For R ∈ N C l we define its N C l -DGA of differental forms as the quotient (2) Ω NC l R = ΩR F l+1 ΩR of the usual DGA of noncommutative forms ([CQ1] ) by the l + 1-th term of its commutator filtration (taken in the DG sense). For example if R is commutative and l = 0, then this is the usual commutative DGA of Kähler forms. One checks that Ω NC l localizes (in the Øre sense), and thus defines a sheaf of N C l -DGA's on Spec R which is quasi-coherent in the sense that each term Ω p NC l comes from an R-bimodule and its (Øre) localizations (see sections 2 and 4 below). Thus for every N C l -scheme Y there is defined a quasi-coherent sheaf Ω NC l of N C l -DGA's. We compute its cohomology in the formally smooth case. Recall from [Kap] that an N C l -algebra R is formally N C l -smooth if hom NC l (R, ·) carries surjections with nilpotent kernel into surjections. We call an N C l -scheme formally N C l -smooth if it can be covered by spectra of formally N C l -smooth algebras. We remark that Y formally N C l -smooth ⇒ Y [0] formally Comm-smooth. We show (Corollary 6.3) that if Y is formally N C l -smooth then for X = Y [0] (3) H * (Y Zar , Ω NC l ) := H * (X Zar , Ω NC l O Y ) = H * (X Zar , Ω Comm ) =: H is just the usual de Rham cohomology of the underlying commutative scheme. In the affine case, because of the quasi-coherence of the Zariski sheaf Ω NC l its hypercohomology is just the cohomology of its global sections (cf. (27)) and we have
We show (see 8.3.4 below) that if R is formally N C l -smooth then for A = R/F 1 R,
A is the n-th cohomology of the complex 
Here X = Y [0] , and Ω NC l /[Ω NC l , Ω NC l ] and τ 2m Ω Comm are the sheafified complexes. In particular the 0-th term of τ 2m Ω Comm is the sheaf cokernel of d : Ω
Comm ; it is not a quasi-coherent sheaf. There is always a map
induced by the projection Ω Comm [2m] ։ τ 2m Ω Comm but it is not an isomorphism in general, not even if X is affine. Hence in general (6) H * (Spec R,
Next we consider a third type of de Rham complex; the periodic X-complex of [CQ2] . Recall that if R is any algebra then XR is the 2-periodic complex with
and with the de Rham differential as coboundary from even to odd degree and the Hochschild boundary from odd to even degree. We compute the cohomology of X for formally N C ∞ -smooth schemes. Such a gadget consists of a commutative scheme X together with an inverse system of Zariski sheaves
is a formally N C l -smooth scheme, that
and that the map O Y l ։ O Y l−1 is the natural projection. We compute the hypercohomology of the procomplex XO Y ∞ := {XO Y l } l ; we show (Corollary 6.10) that
Moreover the decomposition above is induced by the commutator filtration. On the other hand we prove that for periodic cyclic homology (8) HC per * (X) = H * (X Pro − Zar , XO Y ∞ )
Putting (7) and (8) together we get the well-known formula ( [L, 5.1.12] , [W3, 3.3 Our proof gets rid of the usual finiteness hypothesis and shows that the so-called Hodge decomposition (9) comes from the commutator filtration. Each of the results for formally smooth schemes mentioned up to here is deduced from a general theorem which holds without any smoothness hypothesis. In the absence of formal smoothness we need to replace de Rham by infinitesimal cohomology. Recall that if X is a commutative scheme then its infinitesimal cohomology is the cohomology of the structure sheaf on the infinitesimal site, which consists of all nilpotent thickenings U ֒→ T of open subschemes U ⊂ X. One can also consider the N C l -infintesimal site of any N C l -scheme Y , consisting of all nilpotent thickenings U ֒→ T of open subsets U of Y with T an N C l -scheme. We prove that for Y formally N C l -smooth
The above generalizes the theorem of Grothendieck ([Dix] ) which establishes the case l = 0 of (10) (compare also [Co2, Th. 3.0] ). For commutative but not necessarily Comm-formally smooth X, we have (as part of theorems 6.2 and 6.5) the following generalizations of (3) and (5)
In place of (7) and (8) we obtain (as part of Theorem 6.8)
Here N C ∞ − inf denotes the site of all nilpotent thickenings U ֒→ T with T an N C-scheme of arbitrary order. In particular we recover Feigin-Tsygan's formula ( [FT, Th. 5] , [W3, Th. 3 .4]) without finiteness hypothesis and by noncommutative methods, showing that also this instance of the Hodge decomposition comes from the commutator filtration. In the commutative case there is an equivalent definition of infinitesimal cohomology which also generalizes to N C-schemes and is as follows.
scheme Y , with ideal of definition I ⊂ O Y . Then it is known that the infinitesimal cohomology of X is the same thing as the hypercohomology of the I-adic completion
The same is true in the case of N C l -schemes, with Ω NC l and a formally N C l -smooth scheme Y l substituted for Ω Comm and Y (cf. Theorem 6.2). A similar statement holds for O/ [O, O] and Ω NC l /[Ω NC l , Ω NC l ], but we have to take pro-complex cohomology rather than just complete (cf. Theorem 6.5). Back to the commutative theory, when X cannot be embedded in a formally smooth scheme, one can still take an open covering U of X consisting of embeddable schemes (affine schemes are embeddable). Then one can combine the completed de Rham complexes of each of the local embeddings and of their intersections into a kind ofČech complex as done in [H1, p. 28] ; the analogy of (12) holds for this complex. The same is true in the N C-case, and (12) as well as its version for O/ [O, O] hold for systems of local N C-embeddings (defined in 3.2 below) substituted for single N C-embeddings (Theorems 6.2 and 6.5).
We also consider the Poisson analogue of the commutator filtration, obtained by substituting Poisson for Lie brackets in (1). This leads one naturally to the notion of N P l -schemes, their differential forms, their nilpotent thickenings and through the latter to their infinitesimal topologies. We show that if X is a commutative scheme then
Here we write O for the structure sheaf of both the N C l -and N P l -infinitesimal sites, and Y is a Poisson adaptation of the X-complex, similar to the adaptation of the usual cyclic complex given in [Br] and [Kas] (see 6.7-8 below). The rest of this paper is organized as follows. In section 2 the notion of a quasicoherent sheaf of bimodules on an N C-scheme is introduced, and its elementary properties are proved. Then this is used to establish the N C-analogues of several notions from elementary algebraic geometry and their basic properties. In section 3 the N C l -infinitesimal site of a scheme is introduced. The connection between this site and the indiscrete infinitesimal site of an algebra considered in [Co1] and [Co2] is discussed (3.4-3.5 ). This section also contains a useful lemma regarding theČech-Alexander complex for infinitesimal topology (Lemma 3.3.1). Section 4 concerns N C-differential forms and their elementary properties. In section 5 the Poissson analogues of what has been done in previous sections are discussed. In section 6 the main results of the paper are stated. These are packed into three theorems. The first (6.2) computes the N C-and N P -infinitesimal cohomologies of the structure sheaf, and the Zariski hypercohomology of the complexes of N C-and N P -forms. The second (6.5) computes the cohomology of the structure sheaves modulo Lie and Poisson brackets and compares them with the hypercohomology of the complexes of forms modulo commutators and Poisson brackets. The third (6.8) computes the infinitesimal hypercohomology of the Cuntz-Quillen complex and of the reader's convenience the particular case of each theorem concerning formally smooth schemes has been included as a corollary. The proofs of the main theorems are given in section 8, after a number of lemmas and auxiliary results which are the subject of section 7. Among these auxiliary results at least one is of independent interest (Prop. 7.9). It establishes that if X is a commutative scheme then
2. Basic properties of N C-schemes 2.1. N C-bimodules and associated sheaves. We extend the commutator filtration (1) to arbitrary R-bimodules M by F 0 M = M and (14)
As in [Kap] we write N C l for the category of those algebras R such that F l+1 R = 0; in addition we put N C m (R) for those M ∈ R − Bimod such that
is a homomorphism and N is an R ′ -bimodule then we can either take its commutator filtration as an R ′ − or an R− bimodule (via α). For each 0 ≤ n we have the inclusion
It follows that
In other words the functor
Note however, that the functor N C ∞ (R ′ ) → N C ∞ (R) does not have a left adjoint. Fix R ∈ N C l and M ∈ N C m (R); put A := R/F 1 R. The proof of [Kap, 2.1.5] shows that any multiplicative subsetΓ ⊂ R satisfies both the right and the left Øre conditions. Similarly the proof of [Kap, 2.1.7] shows that localization commutes with each of the terms of the filtration (1). In particular 
is proved in the same manner as [Kap 2.1.5 .1]. It shows that right multiplication by s is surjective if left multiplication is. Similarly, by the same argument as in loc. cit., xs = 0 implies s m+1 x = 0, whence also injectivity of left and right multiplication are equivalent. It follows that there is a canonical isomorphism
The same proof as in [Kap 2.1.6 ] applies with M substituted for R and proves that
Here the F n on the left is taken in the sense of R[Γ −1 ]-bimodules, while that on the right is taken in R − Bimod. In particular
Next we show that M and its localizations define a sheafM on Spec A. We need some notations. If f ∈ A, p ∈ Spec A and x ∈ M we put
and write M f and M p for the localizations at {f n : n ≥ 0} and at A\p respectively and x p for the image of
for the subset of all those elements σ which satisfy
It turns out that
Seeing this amounts to showing that the sheaf condition holds for affine coverings of affine open subsets, and one reduces immediately to the case when the affine open is all of Spec A. For M = R, this is [Kap, 2.2.1(b) ]. In view of (17) the same proof as in loc. cit. works for arbitrary M . We put
and O X :=R. Note that Spec R is a locally ringed space (in the obvious noncommutative sense) and thatM is an O X -bimodule. Note further the adjoint property
for G ∈ O X − Bimod. The O X -bimoduleM is an example of the general notion of N C m -bimodule over O X , which is defined as follows. If G is an O X -bimodule, we write F n G for the sheafification of the presheaf U → F n G(U ) (n ≥ 0), with (21) together with the adjunction (20) give a sheaf map
which is an isomorphism by (17) and (19). In particularM ∈ N C m (O X ). We remark that the functor N C m (R) − → N C m (O X ) which sends M →M is exact, because Øre localization is. Suppose now a homomorphism α :
The mapα together with the induced homomorphisms
give rise to a map of locally ringed spaces
where the subscript indicates that R acts through α. A left adjoint of the functor
2.2. Quasi-coherent sheaves. Let X = (X, O X ) − → Spec k be a (not necessarily commutative) locally ringed space over Spec k and 0 ≤ l ≤ ∞. We say that X is an affine N C l -scheme if it is isomorphic -as a locally ringed space over Spec k-to the spectrum of some R ∈ N C l , and in general that it is an N C l -scheme if every point p ∈ X has an open neighborhood U such that (U, O X|U ) is an affine N C l -scheme. We write N C l − Sch for the category of N C l -schemes and morphisms of locally ringed spaces and put N C ∞ − Sch = ∪ l≥0 N C l − Sch. Note that N C 0 − Sch is the usual category of commutative schemes over Spec k. Like in the commutative case, the global sections functor is right adjoint to Spec; we have
This is proved in two steps, first for X affine and then in general; the arguments of the proofs of [EGA, 1.7.3] and [EGA, 2.2.4 ] apply verbatim to the N C-case.
Fix X ∈ N C l ; an N C m -bimodule over O X as defined in 2.1 above is called quasi-coherent if every point p ∈ X has an open affine neighborhood U such that the natural map (22) and of the exactness of the functor˜we get that if M ∈ QCoh(X) and U is affine then
In particular for each 0 ≤ n ≤ l < ∞, the locally ringed space
is an N C n -scheme. We have a canonical identification
If S is any abelian sheaf on the commutative scheme
Zar , S) where the subscript indicates that cohomology is taken with respect to the Zariski topology. If M is N C m -quasi-coherent then the commutator filtration induces a cohomology spectral sequence
We remark that -by (25)-the schemes F n M/F n+1 M are quasi-coherent (n ≥ 0). Thus for example if X happens to be affine then
As an application of (27) one obtains that the subcategory
is closed under extensions; indeed the proof of [H2, Prop. 5.7] applies. Now let
. It is clear from the affine case (2.1) that f * m always sends QCoh m (Y ) into QCoh m (X). The proof of [H2, 5.8 
c)] shows that if X
[0] is noetherian, then also f m * preserves quasi-coherence. We say that the morphism f is a closed or an open immersion if it is so in the sense of locally ringed spaces. The argument of the proof of [EGA, ] shows that if f is a closed immersion and Y is an affine N C l -scheme then also X ∈ N C l and is affine. One shows using this that for any closed immersion f the functor
As an application one obtains a one-to-one correspondence between equivalence classes of closed immersions X ֒→ Y and quasi-coherent two sided ideals of O Y .
Proof. Part ⇒ of (i) is trivial. To prove the converse we may assume X affine. Furthermore by (27) it suffices to show that if R ∈ N C ∞ and h : P − → Q ∈ N C l (R) is such thath is surjective then so is h. To prove this it suffices to show h n : G n P := F n P/F n+1 P − → G n Q is surjective for all n ≥ 1. Every element of G n Q is represented by a sum of elements of the form a · x · b where
This proves (i). To prove (ii) assume that P = Q and thath is the identity. Then for n, a, x and b as above,
For n = l, F n+1 P = 0, so ≡ can be replaced by =.
Remark 2.2.3. For open instead of closed immersions we still have
2.3. Products of N C-schemes; separated schemes. For l < ∞ the categorical product of two affine N C l -schemes as objects of N C l − Sch is given by
where * is the coproduct in the category Ass of associative algebras. The product of not necessarily affine X, X ′ ∈ N C l − Sch -denoted X × l X ′ -is constructed by glueing together products of affine ones, just as in the commutative case. Note that products do not exist in N C ∞ . We say that an N C l scheme is separated -over
To show f n is an isomorphism we may assume X, Y are affine, in which case the lemma is immediate from (29). Part (ii) is immediate from (i) and corollary 2.2.2.
Thickenings.
In this paper by a thickening of an N C ∞ -scheme X we understand a closed immersion τ :
is an N C l -thickening. We remark that all N C-thickenings considered in [Kap] are either of the form (30) or colimits of such. However the definition given here is more general, as it includes for example all thickenings of commutative schemes in the commutative sense ([Dix, 4.1]); indeed these are precisely the N C 0 -thickenings. In fact we have
Proof. If T is affine then X must be affine since it is closed (cf. the discussion just before (28)). To prove the converse, we may assume (28)). Hence J τ is quasi-coherent, and an object of N C ∞ (O X ) since J 2 τ = 0 and τ is a homeomorphism. Because X = Spec R is affine, there is an R-bimodule M such that J τ =M . Put E = O T (T ). Taking global sections in the exact sequence
and using (27) we get an exact sequence of E-modules
Applying the functor˜to the latter sequence we get
It follows that the canonical adjunction mapẼ − → O T is an isomorphism.
2.5. Pro-sheaves. If C is any category, we write Pro −C for the category of countably indexed pro-objects in C (cf.
[CQ3], [AM] ). For example if A ∈ C is an object and
is a filtration by subobjects, then each of the following inverse systems is an object of Pro −C
We are of course assuming that the quotients above exist in C. Recall Pro −C is abelian if C is, and -by [CQ3, Prop. 1.1]-has sufficiently many injectives if C does. In particular if X is an N C-scheme, then the category Pro −ShAb(X Zar ) of pro-sheaves of abelian groups has sufficiently many injectives, and thus the right derived functors of the total global section functor
There is a cohomology spectral sequence
For example if M is an inverse system of quasi-coherent sheaves with surjective maps
then by (27) and [H1 Ch. 1 §4] , the derived functors of lim vanish and we get
An important application of pro-sheaves is to fix the problem that usual sheaf cohomology does not commute with infinite products of abelian sheaves; that is
However for the pro-sheaf
Hypercohomology of pro-sheaves -in the Cartan-Eilenberg sense [W2, App] -is defined in the obvious way, and the obvious generalizations of (32) and (33) hold for hypercohomology.
Infinitesimal topologies
3.1. The infinitesimal topologies of an NC-scheme. Let 0 ≤ l ≤ ∞, X an N C l -scheme. The N C l -infinitesimal site on X is the Grothendieck topology X NC l −inf defined as follows. The underlying category Cat(X NC l −inf ) has as objects the N C l -thickenings U ֒→ T . We write (U, [Dix, 4.1] ). For example the infinitesimal structure sheaf O is defined by the collection {O T } T of the structure sheaves of T ∈ X NC l −inf . We remark that a sequence of N C l -infinitesimal sheaves
is exact ⇐⇒ the sequence of Zariski sheaves
An important feature of infinitesimal cohomology is that it depends only on the underlying commutative scheme. Precisely, if X ∈ N C l − Sch then the inclusion ι :
NC l −inf ; thus by composition we obtain a morphism of topologies F :
NC l −inf . With the notations of [A] , we put
NC l −inf , S). Proof. One checks that the left adjoint ι * of ι * is exact. On the other hand ι * is exact by (34). The lemma follows from the Leray spectral sequence associated to the morphism of topoi ι = (ι * , ι
If X is a commutative scheme and m < l ≤ ∞ then the natural inclusion
is a morphism of topologies. An argument similar to that of the proof of 3.1.1 shows that for j * :=ĵ s and S ∈ ShAb(X NC m −inf ) we have
be covered by open affine schemes of the form Spec R with R formally l-smooth in the sense of [Kap] and [Co4] . Equivalently X is formally N C l -smooth if the representable sheafX covers the final object * of the N C l -infinitesimal topos, i.e. the mapX ։ * is an epimorphism (cf. [BO, 5.28] ). An N C l -embedding of X is a closed immersion τ : X ֒→ Y with Y formally l-smooth.
is an open covering of X and each τ i is an N C l -embedding. The utility of the order on I will be clear in 3.3 below. The definition of a system of N C ∞ -embeddings is analogous.
3.3.Čech-Alexander complex. Let l < ∞, X be a separated N C l -scheme, Y := {U i ֒→ Y i : i ∈ I} a system of N C l -embeddings, and S a sheaf of abelian groups on
with as horizontal coboundary the alternating sum of the cofaces induced by the natural inclusions and the natural projections
and with as vertical coboundary the alternating sum of the cofaces induced by the
. In other words C * , * Y (S) is a semicosimplcial-cosimplicial pro-sheaf, regarded as a double cochain pro-complex in the usual fashion. Next assume Y extends to a system of N C ∞ -embeddings Z and let G be an abelian sheaf on X NC ∞ −inf . By definition Z is a sequence Y l ֒→ Y l+1 ֒→ . . . of systems of embeddings and compatible maps. Hence it gives rise to the following double complex in ShAb(X)
As a pro-object, (36) is isomorphic to the inverse system 
Proof. Assume l < ∞. Consider the following objects of the infinitesimal N C ltopos
where (Y i ) n is the representable sheaf. Then
where the map is the difference of those induced by the two projections (
) is a unversal δ-functor. Under either of the hypothesis i), ii) of the lemma, the products appearing in (35) 
One checks that the exact functor
is left adjoint to C 0 Y (·). This finishes the proof for l < ∞; the case l = ∞ is proven similarly. 
is a morphism of topologies, and induces a functor between the categories of sheaves of sets
The left adjoint of f * is the functor
where for each T ∈ X NC l −inf , G T is the Zariski sheaf defined by (18). Because f * is exact (i.e. (f * , f * ) is a morphism of topoi) we have a Leray spectral sequence
For example if M is a sheaf of N C-bimodules on inf(N C l /A) then the Zariski sheaves S T (T ∈ X NC l −inf ) are all quasi-coherent, whence (39) vanishes for q > 0, and
but this is not an isomorphism in general. TheČech-Alexander pro-complex for the indiscrete topology is constructed as follows. Assume first l < ∞. Given a sheaf G : inf(N C l /A) → Ab and a presentation
of A as a quotient of an algebra R ∈ Ass, we put
where Cyl p (R, J) is the pro-algebra of [Co2] . In case R l := R/F l R is formally lsmooth, the procomplex C NC l (R, J, G) computes sheaf cohomology (cf. [Co1 5 .1])
If R l is formally l-smooth for all l (e.g. if R is quasi-free in the sense of [CQ1] ) then (41) holds for l = ∞ as well. As a particular case of (31) (or rather of its hypercohomology version) we obtain a spectral sequence
This spectral sequence degenerates for example when G maps surjections with nilpotent kernel to surjections, as lim q C NC l (R, J, G)) = 0 for q > 0. Hence if M is as in (40) and in addition maps surjections with nilpotent kernel to surjections, then 
We remark that the indiscrete infinitesimal cohomology of A ∈ N C l as an associative algebra does not agree with its cohomology as an N C l -algebra. For example if A is formally Comm-smooth then HC per * A is as in (9) while the indiscrete
4. N C-differential forms 4.1. N C-forms for N C-algebras and schemes. We make some remarks regarding the definition of N C l -forms given in the introduction (2). We observe that the bimodule filtration (14) is included in the DG-commutator filtration; we have
Moreover one checks that Ω NC l localizes; if Γ ⊂ R is a multiplicative system then
Thus the following N C-O SpecR -bimodules are isomorphic It follows that in general if X ∈ N C l − Sch then the sheaf Ω NC l := Ω NC l O X is a quasi-coherent sheaf of DG-algebras over O X . All this generalizes to the case l = ∞ as follows. With the notations above, put
If X is a scheme, then the Pro-Zariski sheaf Ω NC ∞ is defined in the obvious way.
Remark. With the definitions above, the functor Ω NC
It follows from this that Ω NC l R is formally N C l -smooth in the obvious DG-sense ⇐⇒ R is formally N C l -smooth. On the other hand
for every R ∈ N C l . Thus if A is smooth commutative and R l is an N C l -smooth thickening of A in the sense of [Kap, 1.6 .1] then Ω NC l R l is a DG-N C l -smooth thickening of the smooth DG Comm-algebra Ω Comm A.
Forms and embeddings.
If R ∈ Ass and J ⊳ R is an ideal we put
is the total complex of the double pro-complex whose p-th column is
N P -algebras and schemes
The forgetful functors going from the category of Poisson algebras to vectorspaces and to commutative algebras have each a left adjoint, which we write respectively Poiss and P . We have an isomorphism of Poisson algebras (43) P SV = SLV = Poiss V where V is a vectorspace, L : Lie-Alg → Vect is left adjoint to the forgetful functor and S is the symmetric algebra. The Poisson bracket on SLV is induced by the Lie bracket of LV . Recall from [Co4] that if A is any commutative algebra then P A carries a natural grading
In the case A = SV this grading is the same as the grading
Note that this is different from the usual grading S = ⊕ ∞ m=0 S m of the symmetric algebra. The analogue of the commutator filtration for Poisson algebras is the Poisson filtration defined as follows. Let P be a Poisson algebra. Put F 0 P = P and inductively (46)
The analogues of N C l -algebras and schemes in the Poisson setting are called N P lalgebras and schemes. All what has been done for N C-algebras and schemes translates immediately to the N P -setting. We shall not go into the details of this translation here but shall make a few remarks about it. First of all we note that the coproduct of two Poisson algebras as such is not the same as their coproduct as commutative algebras or tensor product. If P = Poiss P/KP and Q = Poiss Q/KQ then (47) P Q = Poiss(P ⊕ Q) << KP, KQ >> where << X >> denotes the smallest Poisson ideal containing X (cf. [Co4] ). Note expresses this fact. Coproducts in N P l and products in N P l − Sch are defined accordingly. Second of all the right definition for the DGP of differential forms of A ∈ Poiss is not Ω Comm A, but is defined by the adjointness property
For example
where dV and dLV are intended to be meaningful notations for the graded vec-
where the P on the right hand side is the left adjoint of the forgetful functor DGP ⊂ DG Comm. With this definition, the same considerations as to formal smoothness remarked for N C-algebras (4.2) hold in the N P -case (see [Co4, 3.3] ).
Statement of the main theorems
Before stating the first theorem we need some more notations. Recall that if g is a Lie algebra and U g its universal enveloping algebra then there is an isomorphism of vectorspaces (49) e : Sg
Here σ runs among all permutations of n elements. The map e is called the symmetrization map. In theorem 6.2 below we use the particular case when g = LV is as in (43), so that U g = T V , the tensor algebra. We use aˆto indicate completion of a pro-sheaf; thus for example if Y is a system of N C l -embeddings of a scheme X thenΩ
In the statement of 6.2 below we use the fact that, as follows from lemma 3.1.2, if X is a commutative scheme and 0 ≤ l ≤ ∞ then
where the O on the left hand side is the structure sheaf of X NC l −inf while the one on the right hand side is that of X Comm − inf . The same is true with X NP l −inf substituted for X NC l −inf .
6.2.Theorem. Let X be a separated commutative scheme, 0 ≤ l ≤ ∞, Y, Z and W systems of local N C l -, N P l -and Comm embeddings of X. Write O for the structure sheaf of each of the infinitesimal sites on X. Then there is a commutative square of natural isomorphisms 
Proof. Immediate from 6.2, (26), (48) and 3.1.1.
Notation for sheaf cokernels.
In theorem 6.5 and further below there appear several expressions of the form S/P where S is a sheaf and P is a presheaf. What is meant is the sheafification of S/P. This abuse of notation saves us further decorating already involved symbols. 
where Ω 
of which β 0 = α 0 is the map of Theorem 6.2.
6.6. Corollary. Assume X is formally Comm-smooth. Then
If moreover X admits a formally N C l -smooth thickening X ֒→ Y l then (54) equals
6.7. Notations for cyclic homology. Let X be an N C ∞ -scheme. The periodic cyclic homology of X is HC
where CC per is the sheafification at each level of the 2-periodic procomplex CQ2] . In particular for the Hochschild boundary b,
We remark that as CC per is 2-periodic, the Cartan-Eilenberg resolution can also be taken 2-periodic. Indeed the procedure for the construction of CE-resolutions described in [W1, Proof of 5.7 .2] yields periodic resolutions for periodic complexes. At level n = 1, CC per is the periodic de Rham complex [CQ2] . We also consider the analogue of the latter complex for Poisson algebras, which is defined as follows. Recall from [Br] that if A is a Poisson algebra then there is a boundary map
δ(p 0 dp 1 ∧ · · · ∧ dp n ) = n i=0 (−1) i+1 {p 0 , p i }dp 1 ∧ · · · ∧ dp i ∧ · · · ∧ dp n + i<j (−1) i+j p 0 d{p i , p j } ∧ dp 1 ∧ · · · ∧ dp i ∧ · · · ∧ dp j ∧ · · · ∧ dp n We put 
. Then there is a commutative diagram of natural isomorphisms
The map f 1 sends the filtration F [FT, Th. 5] , [W3, Th. 3.4 
Corollary. (Compare

]) There is a natural isomorphism HC
6.10. Corollary. Assume X is formally smooth. Then with the notations of 2.5 above
If in addition X admits a formally N C ∞ -thickening X ֒→ Y ∞ then the group (55) is also isomorphic to
7. Auxiliary results 7.1. Proposition. Let R ∈ Ass be a quasi-free algebra, T R the tensor algebra, JR := ker(T R ։ R), s ∈ Hom Ass (R, T R/JR 2 ) a section of the canonical projection, J ⊳ R an ideal and l ≥ 0. Then there are maps of pro-complexes
and homotopies δ : αβ − → 1 and γ : βα − → 1 all of which are natural with respect to R, s, J and l, and interchange commutators and graded commutators. In particular
Proof. It suffices to check that the map α := 1 ⊗ p :C(R, 0, O) → ΩR of the proof of [Co2, 2.4] which -by the proof of [Co2, 3.1]-preserves both the J-adic filtration and the commutator subspace, preserves also the commutator filtration, and to construct a natural homotopy inverse for it with the same properties. The proof that α preserves the commutator filtration is similar to the proof that it preserves the commutator subspace; one just considers the action of the full symmetric group Σ m onT m rather than only that of the cyclic group. The map s of the proof of [Co2, 3.1] extends to a Σ m -equivariant contracting homotopy θ of the augmented resolutionT m ։ k. Using θ and the perturbation lemma [Co2, 2.5] one obtains a contracting homotopy of the mapping cone of α, h :
with the matricial form
It follows that β is a cochain map with αβ = 1 and that γ is a homotopy 1 → βα. One checks, using the equivariance of θ and s and the formulas of [Co2, 2.5] that both γ and β preserve both the commutator subspace and the commutator filtration and are continuous for the J-adic filtration.
Γ). Then there is a commutative diagram with horizontal isomorphism
among all those algebra homomorphisms going from R to an N C l -algebra which invert Γ. Therefore they are isomorphic R-algebras. By naturality we get a commutative diagram
where ψ is the natural isomorphism of R-algebras just defined. Thus ψ maps
The map φ of the lemma is that induced by ψ upon passage to the quotient.
Lemma 7.3. Let G = G 0 ⊕G 1 ⊕· · ·⊕G l be a graded commutative algebra. Assume G is additionally equipped with an associative -but not necessarily commutativeproduct
such that Φ 0 is the original commutative product, and Φ p is homogeneous of degree p and a bidifferential operator. Consider the associative algebra R = (G, Φ). If Γ ⊂ G 0 is a multiplicative system, thenΓ = {s + g + |s ∈ Γ, g + ∈ ⊕ n≥1 G n } ⊂ R is a multiplicative system and
Proof. Note first that the product Γ −1 Φ is associative because the associator localizes
On the other hand thatΓ is multiplicavely closed is clear from the fact that Φ(G ≥n ⊗ G ≥m ) ⊂ G ≥n+m . One checks that, upon localization of G 0 -modules, the projection G ։ G 0 becomes a surjective algebra homomorphism Γ −1 π :
Thus an element x ∈ R ′ is invertible if and only if Γ −1 π(x) is invertible. It follows that the obvious homomorphism R − → R ′ maps each element ofΓ to an invertible element, whence we have a natural map φ :
To prove that φ is an isomorphism proceed as follows. Consider the filtration R = R 0 ⊃ R 1 ⊃ · · · ⊃ R l , R n = (G ≥n , Φ |G ≥n ⊗G ≥n ). Each R n is an ideal of R, and by exactness of Øre localization, the associated graded ring is
Thus φ is an isomorphism because it is so at the graded level.
Lemma 7.4. Let V be a vectorspace, T = T V the tensor algebra, T ≤l = T /F l+1 T . Also let P = Poiss V be the free Poisson algebra, and for the Poisson analogue of the commutator filtration, P ≤l = P/F l+1 P . Assume a multiplicative system Γ ⊂ P ≤0 = T ≤0 = S := SV is given, and letΓ ⊂ T ≤l be the inverse image of Γ under the projection T ≤l ։ S. Then the symmetrization map (49) induces an isomorphism
Proof. Apply lemma 7.2 with R = T , A = B = S to obtain an isomorphism
] is the image of the Hochschild boundary b :
Hence
On the other hand -by [Co4 2.1 (1)] -the map e induces a vectorspace isomorphism P ≤l ∼ = T ≤l , whence T ≤l is identified with the algebra with underlying vectorspace P ≤l and multiplication 
56) gets identified with the subspace generated by the elements of the form
By [Co3 1.1] the homogeneous part of degree one of (58) is
I claim that each hogeneous part of degree p ≥ 2 of (58) is zero. For s = 1, the 
The general case of the claim follows from this observation and the case s = 1. We have shown that under our identifications
It is clear that the latter coincides with {Γ −1 P ≤l , Γ −1 P ≤l }.
Lemma 7.5. Let V be a vectorspace, S = Ω Comm SV = S(V ⊕dV ) the commutative DGA. Let P + S = ⊕ n≥1 P n S be the part of positive degree in the DG-Poisson envelope (44). Then there is a contracting homotopy
which is right S-linear, homogeneous of degree zero for the Poisson gradation and maps S(LV
Proof. Define a k-linear map ∂ : W := V ⊕ dV − → W , ∂dv = v, ∂v = 0. Extend ∂ first to g = LW as a derivation for the Lie bracket and then to all of Sg = P S as a derivation for the (skew-) commutative product. Put ∆ = [∂, d] . Write || for homogenous degree with respect to (45). Consider the grading ω of Sg determined by ω(g) = |g|+1. If x is homogeneous with respect to ω, then ∆x = ω(x)x. Rescale the restriction of ∆ to S + g + (notation as in [Co4, 1.0] ) to obtain a k-linear map κ : S + g + − → S + g + with κd + dκ = 1.
One checks that h is right Sg 0 -linear and that dh + hd = 1.
Lemma 7.6. Let V be a vectorspace, P = Poiss V , i ≥ 0. Write i Ω Comm P for the homogeneous part of degree i with respect to (45). Then there is a k-linear map
We have δC (59)) such that
Moreover, from the formulas of [Co2 2.5] and the fact that each of the components of δ is a differential operator -because {, } is bidifferential-it follows that the same is true of each ∇ α,n . Therefore the map ∇ = ⊕ α ∇ α satisfies the conditions of the lemma.
Lemma 7.7. Let V be a vectorspace, S = SV , P = Poiss V . Consider the complex
with coboundary maps d :
Then N is naturally homotopy equivalent to Ω Comm S in such a way that each of the natural homotopy equivalences and homotopies involved is continuous for the adic topology induced by any ideal I ⊳ S.
Proof. Put
Make NΩ n i into a cochain complex with boundary map ∂ n :
given by ∂ n = δ n odd and ≤ 2i − 1
Let h and ∇ be as in lemmas 7.5 and 7.6. Define maps
as follows
One checks that α and β are cochain maps as well as that the following identities hold
Thus (Ω Comm S, d) = (NΩ 0 , ∂) is naturally and adically continously homotopy
Proof. Straightforward.
Proposition 7.9. Let X be a separated commutative scheme. Then
Proof. By (38), (39) and (40) it suffices to show that if U is a vectorspace and I ⊂ S = SU is an ideal, then the normalized pro-complex C(S, I, Ω p ) is contractible. We shall show this for the case I = 0; a routine verification shows that all the cochain maps and homotopies we shall define are continous for the adic topology of any ideal I, proving the general case. Let V * and W * be the cosimplicial vectorspaces of [Co2,1.2]. We have
Hence by the lemma above
Procompletion with respect to the ideal < U ⊗ V m >⊂ S ⊗m+1 gives the pro-space
where (m ≥ 1). Recall from the proof of [Co2, 2.4] that for the normalized complex T r V * we have
Thus C m is the constant pro-vectorspace
Recall from the proof of Proposition 7.1 that there is a Σ m -equivariant homotopy equivalence p :
. It follows that 1 ⊗ p passes to the quotient modulo the action of the symmetric group, giving a homotopy equivalence between C and a complex having
in degree m. This vectorspace can be interpreted as a piece of the DG-module of m-differential forms of the DGA Ω Comm SU . Namely
Here the subindex p denotes weight with respect to the grading of Ω Comm SU determined by deg(u) = 0, deg(du) = 1. One checks further that the coboundary map is the restriction of d ′ , the de Rham differential for forms on Ω SU . We have
It is clear that Ω DG−Comm S(dU ) is contractible by means of a weight preserving contracting homotopy h. Thus 1 ⊗ h is a contracting homotopy for D. This concludes the proof. Proof. i)It suffices to show that if Comm ∋ A = R/I with R quasi-free then for the presheaf cokernelΩ * = Ω * /bΩ * +1 , the complex C(R, I,Ω 1 ) is naturally contractible. A similar argument as that given in the proof of 7.1 above shows that the homotopy equivalence of the proof of [Co2, Lemma 5.6]
preserves the commutator filtration. ii) By the proof of lemma 7.4, for R = T V , S = SV , and the presheaf cokernel Ω *
Comm the symmetrization map induces an isomorphism of pro-complexes
induces a homotopy equivalence of pro-complexes
Proof. Consider the associative product x ⋆ y = e −1 (exey) for x, y ∈ SL = P ; put Q := (P, ⋆). The map e induces a chain isomorphism between ΩQ = (ΩP, b Q ) and (ΩT, b). Moreover, it follows from [Co3, 2.2], [C4 2.1] and [C4 2.6] that the map e induces a chain pro-isomorphism [Kas, ], 1 ⊗ α is a chain map. It induces a chain pro-map
We must show (61) is a homotopy equivalence. For this we shall construct a ho-κ : (1⊗α)β − → 1 each of which will be continous for the linear topologies of the filtrations {ker(Ω Comm P ։ Ω Comm P/P ≥n +I n P )} n and {ker(ΩP ։ ΩP/P ≥n +I n P )} n . We point out that the first of these topologies coincides with that of the filtration [Kas, Prop. 3] and
for the augmented Hochschild resolution. By [Kas, Lemme 9 ] the continuous map
In turn for this it suffices to show that both R and K have continuous k-linear contracting homotopies. For then the statndard procedure for lifting the identity in dimension zero to a chain map β ′ using a contracting homotopy for K yields a continous β ′ , and similarly for the standard procedure for constructing the homotopies γ ′ and κ ′ . The map a → 1 ⊗ a, ω ⊗ x → dw ⊗ x defines a continous contracting homotopy for the augmented resolution R. To obtain a continous contracting homotopy for K proceed as follows. Put . We remark that (K, ∂ ′ 0 ) is the standard Koszul resolution of P as a module over P ⊗ P with its commutative structure. Thus essentially the same argument as in the proof of lemma 7.5 gives a continuous homotopy h 0 as wanted.
Proofs of the main theorems
8.1.Proof of Theorem 6.2. We first do the case l < ∞. To start, we prove the existence of the isomorphism α l . Assume first X = Spec A. Choose a presentation π Then by lemmas 7.2 and 7.3 and by [C4 2.1 and 2.6] the map (49) induces an isomorphism of pro-complexes of abelian sheaves
This proves the isomorphism e in the affine case. For general X one chooses Y to consist entirely of affine embeddings as above, and Z as the associated N C l -system; then use the affine case and the argument of (66), taking into account that the free product of tensor algebras is again a tensor algebra. To construct the map e ′ in the affine case one uses a DG-version of the same argument as for the construction of e. As per the arguments above, the affine case generalizes to the case when Y consists of affine N C l -embeddings, and Z is the associated N P l -system. It has already been shown that the hypercohomology of Ω 
Then by the argument of (66) we are reduced to showing that if A = SV /I then the projection
is a homotopy equivalence. This follows from lemma 7.5, and the fact that
This concludes the proof of the case l < ∞ of the theorem. Because the cohomology isomorphisms we found come from natural cochain equivalences which are compatible with the inclusions N C l ⊂ N C l+1 and N P l ⊂ N P l+1 , the case l = ∞ follows.
Remark.
A similar argument as that of the last part of the proof above shows that H n (X Comm − inf , P m ) = 0 (m ≥ 1, n ≥ 0)
Indeed because P m is quasi-coherent it suffices -by (40)-to show that for A a commutative algebra, which is zero by lemma 7.5.
8.3
. Proof of Theorem 6.5. We shall assume X affine and l < ∞. The same argument as in the proof of theorem 6.2 applies to deduce the theorem from this particular case. Let X = Spec A; choose R, π and J as in (62) and let Y be as in (63). Proceed as in the proof of theorem 6.2 to obtain a natural homotopy equivalence of pro-complexes of vectorspaces
for each f ∈ A. Becauseᾱ l is natural and because sheafification depends only on the value of the presheaf on a basis of the topology, (68) induces a homotopy equivalence of pro-complexes of sheaves
This cochain map gives the cohomology isomorphism of the theorem. The same argument as in the proof of theorem 6.2 shows that the homotopy type of the complexes (69) is the same as that of those obtained from a different choice of N C l -embedding Y ′ = {X ֒→ Spec R ′ l }. Assume now R = T V , a tensor algebra, and choose Y, Z and W as in the proof of theorem 6.2. Then by lemmas 7.2, 7.3, and 7.4, [C4, 2.1 and 2.6] and sheafification, we have isomorphisms of pro-complexes of Zariski sheaves
where P m is as in remark 8.2 above and the subscript indicates the sheaf cokernel of the restriction of the coboundary map δ of 6.7 to m−1 Ω Comm P , i.e. the sheafification of
A DG-version of the same argument gives isomorphisms of the constant co-simplicial cochain pro-complex as the part of degree zero of thě Cech-Alexander pro-complex. The map ι is a right inverse for the natural projection µ : C * (SU, 0, τ m Ω Comm ) ։ τ m Ω Comm SU . The Cartan homotopy associated to the degree derivation D(x) = |x|x gives a homotopy ιµ − → 1 which is compatible with the cosimplicial structure, localization and the I-adic topology. Thus upon sheafification we get that (70) is a homotopy equivalence.
8.3.4.
It follows from 7.1 and the proof above that if R is formally N C l -smooth (l < ∞) and A = R/F 1 R then is a quasi-isomorphism. Because (71) comes from a map of mixed complexes, it will suffice to show that the map between the corresponding Hochschild complexes
is a quism. By [Co1, 3.3] it suffices to prove this in the case when R = T V , a tensor algebra. With the notation of Lemma 7.11, we have a commutative diagram
(Ω Comm (P SV /I ∞ P SV + P ∞ SV ), δ)
where the top and bottom rows are respectively a homotopy equivalence and an isomorphism by Lemma 7.11 and its proof. By lemma 7.6, the first vertical arrow is a quism, whence so is the second. This gives isomorphisms f 4 and f 3 ′ . It follows that all the coface maps of theČech-Alexander co-simplicial pro-complex C Y (X) are homotopy equivalences, which gives isomorphism f 2 . A similar argument produces an isomorphism f 2 ′ for Z = {X ֒→ Spec P ≤1 SV ֒→ Spec P ≤2 ֒→ . . . }; the passage from this to the case when P ≤∞ SV is replaced by an arbitrary formally N P ∞ -smooth pro-algebra is done as in the N C ∞ -case. The Poisson grading (44) induces a pro-cochain complex decomposition
From (72), lemma 7.7 and (33) we obtain the isomorphism f 1 . This finishes the proof of the theorem in the affine case; the general case follows from this by the same argument as in theorems 6.2 and 6.5.
