De-noising algorithms based on wavelet thresholding replace small wavelet coe cients by zero and keep or shrink the coe cients with absolute value above the threshold. The optimal threshold minimizes the error of the result as compared to the unknown, exact data. To estimate this optimal threshold, we use Generalized Cross Validation. This procedure does not require an estimate for the noise energy. This paper illustrates the method for wavelet transforms that map integer grey-scale pixel values to integer wavelet coe cients. Abstract De-noising algorithms based on wavelet thresholding replace small wavelet coe cients by zero and keep or shrink the coe cients with absolute value above the threshold. The optimal threshold minimizes the error of the result as compared to the unknown, exact data. To estimate this optimal threshold, we use Generalized Cross Validation. This procedure does not require an estimate for the noise energy. This paper illustrates the method for wavelet transforms that map integer grey-scale pixel values to integer wavelet coe cients.
Introduction
In spite of continuous improvements in image acquisition techniques and hardware, image enhancement remains a useful and often necessary step. In the last several years, wavelet thresholding has shown remarkable results in digital image de-noising.
A wavelet threshold procedure 5] starts with a discrete wavelet transform of the pixel matrix. In a second step, coe cients beneath a certain threshold are replaced by zero. Inverse transform yields the result. The main issue in this procedure is the selection of the threshold. This parameter should be chosen so that the eventual result is as close as possible to the unknown noise-free image. This paper uses the method of generalized cross validation, which does not need an estimate of the amount of noise.
A classical wavelet transform maps oating point numbers to oating point numbers. However, most images consist of integer values only. Recently, an invertable transform has been proposed to convert integers to integers 2]. This procedure is based on the so called lifting scheme 13, 14] , which is in the rst instance an alternative and faster algorithm for a classical wavelet transform. However, the structure of this lifting scheme allows to extend the classical algorithm to cases with non-regular grids and to adapt the oating point algorithm to an integer version.
This paper describes experiments with a wavelet based de-noising algorithm that uses integer transforms and a threshold selection procedure based on generalized cross validation. Section 2 repeats some basic wavelet material, as far as necessary for further reference. Section 3 gives a short introduction on the lifting scheme and brie y explains the idea of integer wavelet transforms. Section 4 discusses wavelet thresholding and threshold selection by generalized cross validation. In Section 5, we combine all this into our algorithm. Section 6 is a conclusion.
The discrete wavelet transform
A one dimensional discrete wavelet transform is a repeated lter bank algorithm. The input is a vector, represented by the row of circles on a black background in gure 1. Typically neighboring points in this vector show strong correlations. The objective of the transform is to use these correlations to obtain a sparse representation of the input. Therefore, in the rst step, the input is convolved with a high pass lterg and a low pass lterh. The result of the latter convolution is a smoothed version of the input. The high frequency part is captured by the rst convolution, and contains a lot of very small numbers, due to the high correlations among neighboring input points. Since these convolutions both give a result with a size equal to that of the input, this procedure doubles the total number of data. Therefore, we omit half of these data by subsampling. The resulting high frequency coe cients are wavelet coe cients at the nest level. The low frequency output are scaling coe cients. In the second and following steps, the algorithm repeats the same procedure on this smoothed version of the input. In each step, the resulting wavelet coe cients contain information about a certain degree of detail. All together, these coe cients constitute a multi-resolution analysis of the input. These output coe cients have a grey background in Figure 1 The basic building block of a wavelet transform is a lter bank with ltersg andh. This is represented in Figure 2 . This gure also shows the reconstruction, corresponding to one step of the lter bank decomposition. This reconstruction starts by upsampling the rows of coe cients: a zero is put in between two elements. The next step is a convolution with lters g and h.
The results of these convolutions are added. Of course, some conditions ong,h, g, and h are necessary to make a perfect reconstruction of the input possible from the resulting data. We do not go into detail on this problem.
In two dimensions, we rst apply one step on the row vectors and then on the column vectors. Figure 3 shows how this results in four classes of coe cients. Coe cients that result from a convolution withg in both directions (HH) represent diagonal features of the image, whereas a convolution withh in one direction and withg in the other, re ects vertical and horizontal information (HG and GH). In the next step we proceed with the low pass (LL) coe cients, which are results of a convolution withh in both directions. We end up with a transformed image in which each resolution level consists of coe cients for three components: LH, HL, and HH. At the coarsest level, we also keep low pass coe cients LL.
Lifting and integer transforms
The lifting scheme decomposes a lter bank operation in a number of consecutive lifting steps 4]. This series starts by splitting of the input vector into points with odd and even index ( Figure  4 ). There exists two kinds of lifting operations. The rst, called dual lifting, subtracts a ltered version of the \even" input to the \odd" input. The second, called primal lifting, adds a ltered version of the dual lifting output to the so far untouched \even" input. One way to interpret the dual lifting step, is the following: we assume that the \even" input and the \odd" input are highly correlated. This is certainly true in the rst lifting step, where the \even" and the \odd" input are directly originating from one input signal. We now try to predict the odd samples by A two dimensional wavelet transform. First we apply one step of the one dimensional transform to all rows (left). Then, we repeat the same for all columns (middle). In the next step, we proceed with the coe cients that result from a convolution withh in both directions (right). a prediction operator (a lter) on the even ones. By subtracting this prediction from the odd samples, we reduce redundancy.
The inverse transform is now very easy to construct: follow the arrows in opposite directions and replace all plus-signs by minus-signs and vice versa. Note that this is not possible in the classical lter bank algorithm. It is possible in the lifting scheme, because at all places where a lter operation is performed, we also keep the input of this lter for the next step.
To obtain an invertible transform, the lter operation in the dual and primal lifting step need not even be linear. For instance, we could round the result of a given operation. This is the integer transform 2], illustrated in We now suppose the input image is a ected by additive, stationary noise. This noise can be colored or white. It can be proved 11] that the (classical) wavelet transform of stationary noise is stationary at each resolution level and within each component (vertical, horizontal, diagonal). Figure 6 illustrates this observation: the noise is spread evenly over all coe cients within each resolution level.
Secondly, we assume that the noise-free image can be well represented by a limited number of large wavelet coe cients. This decorrelating property also justi es the numerous wavelet based compression algorithms. Thirdly, the noise should not be \too large". In that case, the noise has a relatively small in uence on the important large clean coe cients.
These three observations suggest to replace the small coe cients by zero, because they are dominated by noise and carry only a small amount of information. At the j-th resolution level, and for a given component c, all wavelet coe cients with absolute value below a certain, level-dependent, threshold . Figure 7 compares this \soft-thresholding" operation with the \hard-thresholding" alternative. The hard-thresholding procedure does not shrink the coe cients with absolute value above the threshold. Although at rst sight this may seem a more natural approach, soft-thresholding is a more continuous operation, and it is mathematically more tractable. The gure also shows a more sophisticated shrinking function. It provides a continuous approach, while keeping the largest coe cients untouched. Not all shrinking methods use a threshold parameter. However, these more sophisticated shrinkage policies are generally computationally more intensive. The soft-thresholding function is thus a compromise between a fast and straightforward method and a continuous approach.
Threshold selection
The main question in this procedure is how to choose the threshold, at each level and for each component. If this threshold is too small, the result is still noisy. On the other hand, a large threshold also removes important image features and thus causes a bias.
The optimal threshold for subband j j;opt minimizes the mean square error of the result, as compared with the unknown, noise-free coe cients: 2) is widely known and states that the optimal threshold value is proportional to the amount of noise. In fact, for nite N j this is an upper bound for the optimal threshold. This choice is asymptotically optimal.
Other choices include the \SURE"-threshold 7] and Bayesian estimates 1, 12, 16] . In this paper, we use the method of generalized cross validation (GCV) 17, 18, 10] . This method minimizes at each level j the following function: is the number of zero elements in this vector. It is important to note that in this formula no estimate for the noise energy c j is needed. In 10, 9] this method is proved to be asymptotically optimal, i.e. for a large number of coe cients, the minimizer of GCV c j ( ) also minimizes the mean square error of the thresholded coe cients. For nite N j it gives better estimates of the optimal threshold than the universal threshold. The mathematical description of the method in 10] assumes a continuous threshold operation. This is why hard-thresholding is not allowed. In principle, it also requires Gaussian noise. However, experiments show that other zero-mean density or probability functions mostly perform well. 
Integer de-noising

Generalized cross validation for integer wavelet coe cients
Since the input for the algorithm of this paper are integers, the noise cannot take an arbitrary value and so its distribution cannot be Gaussian. Moreover, the integer wavelet transform is non-linear and so it does not preserve additivity nor stationarity. Al these conditions are stricto sensu necessary for a correct use of a GCV-threshold estimation.
However, an arti cial test example illustrates that, in practice, these conditions do not pose serious problems. Figure 8a shows a noise-free test image. In Figure 8b , we add arti cial, colored noise. This noise was the result of a convolution of white noise with a FIR high pass-lter. The signal-to-noise ratio is 4:98 dB, where we de ne signal-to-noise ratio (SNR) as: SNR = 20 log 10 kfk k"k ; (4) with f the noise-free image and " the noise.
We compute the integer wavelet transform of the noisy and the noise-free image and estimate the optimal threshold at each resolution level and for each component by the GCV-procedure. Since we know the noise-free wavelet coe cients, we can compare the GCV-function with the mean square error as a function of the threshold. 
The minimization procedure
If we assume that, for continuously varying , GCV c j ( ) is a convex function, we can use a Fibonacci minimization procedure. For a given relative accuracy, this procedure only requires a limited and xed number of function evaluations.
Since we are working with integers only, we only consider integer threshold values. Softthresholding with a non-integer value would yield non-integer wavelet coe ceints. We could try to nd the integer threshold that minimizes GCV c j ( ) among all integer . Since this is an absolute accuracy condition, the number of function evaluations would depend logarithmically on the largest possible threshold (the smallest being assumed to be zero), which is the largest wavelet coe cient at the given resolution level and for the given component.
However, in practice, GCV c j ( ) is not strictly convex. Figure 10 shows a detail of the GCVfunction, depicted in Figure 9a . This is due to the jumps of the denominator: if, for a given wavelet coe cient w, the threshold value increases from w ? " to w + ", the value of N 0 in the denominator decreases at least by one. Note that the numerator is continuous since we use the continuous soft-threshold operation. Since most wavelet coe cients are small, most of the jumps of GCV c j ( ) appear at small threshold values. Experiments have shown that this lack of convexity mostly poses no problem for application of the GCV-procedure. We also remark that GCV c j ( ) is just an estimate of the mean square error as a function of . So, it is no use spending too much energy in nding the optimal threshold, if a fast algorithm nds a good approximation. Result after thresholding the wavelet coe cients at the rst and second resolution level.
An example
We now illustrate the algorithm with an example. Figure 11a shows an MRI-image of 128 by 128 pixels. Figure 11b contains the result of the de-noising algorithm. We used biorthogonal CohenDaubechies-Feauveau (2,2)-wavelet lters 3]. Figure 12 shows the GCV-functions of the rst ( nest) and second resolution level. Since the GCV-procedure is only asymptotically optimal, it is no use applying it for components with only a small number of coe cients. Experiments learned that 1000 coe cients is about the minimum to guarantee a successful use of GCV. Therefore, we only shrink coe cients at the nest level (64 64 coe cients in each component) and at the second level (32 32 coe cients in each component). 
Conclusions
We have presented an image de-noising algorithm, based on wavelet thresholding, that combines integer transforms with the fully automatical threshold selection method by generalized cross validation. Although the theoretical conditions for application of generalized cross validation are not strictly ful lled in an integer transform framework, experiments show that the minimizer of the generalized cross validation function is a good estimate for the optimal threshold.
However, thresholding itself may cause artifacts in the result. To reduce these artifacts, we are now trying to use an integer version of the non-decimated wavelet transform. Such an overcomplete wavelet transform could introduce additional smoothing 8, 9] .
