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Abstract
This paper introduces “time-dependent basis light-front quantization”, which is a covariant, nonperturbative, and first
principles numerical approach to time-dependent problems in quantum field theory. We demonstrate this approach
by evaluating photon emission from an electron in a strong, time and space dependent external field. We study the
acceleration of the electron in combination with the evolution of the invariant mass of the electron-photon system, in
real time and at the amplitude level. Successive excitations of the electron-photon system are evident.
Introduction. Recent interest in strong-field dynamics
covers topics such as (a) the observed anomalous en-
hancement of lepton production in ultrarelativistic nu-
clear collisions at RHIC [1], (b) a prediction for photon
yield depletion at the LHC [2], (c) effects of strong mag-
netic fields on quantum chromodynamics (QCD) [3, 4,
5, 6], and (d) studying both quantum electrodynamics
(QED) and beyond-standard-model physics using next-
generation lasers [7, 8, 9]. This broad range of frontier
applications points to the importance of developing new
methods for solving time-dependent problems in quan-
tum field theory (QFT), in the nonperturbative regime.
Nonperturbative QFT calculations present a signifi-
cant challenge even for stationary state solutions. The
need to retain covariance and to develop numerical
methods of sufficiently high precision, at practical com-
putational cost, poses immense challenges. A well-
suited, flexible, and first-principles framework for this
problem is provided by the Hamiltonian light-front for-
malism [10], in which the theory is quantized on the
light-front. The formalism is Lorentz frame indepen-
dent and all observables are, in principle, accessible
from the full time-dependent wavefunction.
Within the Hamiltonian light-front formalism, “Ba-
sis Light-Front Quantization” (BLFQ) [11], provides
a nonperturbative calculational method for stationary
states of QFT [11, 12]. BLFQ diagonalizes the full QFT
Hamiltonian and yields the physical mass eigenstates
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and their eigenvectors. This approach offers opportu-
nities to address many outstanding puzzles in nuclear
and particle physics [13, 14].
Here we introduce the logical extension of BLFQ,
called time-dependent Basis Light-Front Quantization
(tBLFQ), which provides the fully quantum, real time1
evolution of a chosen initial state under the influence
of both quantum effects and applied background fields
with arbitrary spacetime-dependence. We focus here on
the principles of the method, for all details see [15].
We apply tBLFQ to “strong field QED”, in which the
background models the high-intensity fields of modern
laser systems, which routinely reach intensities of 1022
W/cm2 and offer prospects for investigating effects such
as vacuum birefringence [16]. We will study one of the
simplest background-field stimulated processes, namely
photon emission from an electron which is excited by
a background field. (In a plane-wave background,
this well-studied process goes by the name “nonlin-
ear Compton scattering” [17, 7]) A major challenge in
strong-field QED (see the review [7]) is obtaining ana-
lytic results beyond the approximation of constant back-
grounds or backgrounds with one-dimensional field in-
homogeneities, in the regime that the background is
strong. This poses however no issue in our approach
(see also [18, 19]), and to demonstrate this we will
consider backgrounds with two-dimensional inhomo-
geneities, depending on both space and time.
1Since we use light-front quantization, “time” will be synonymous
with “light-front time” throughout this paper.
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Light-front dynamics. Physical processes in light-front
dynamics are described in terms of light-front time x+ ≡
x0+x3 as well as transverse co-ordinates x⊥={x1, x2} and
the longitudinal direction x−=x0 − x3 with −L < x− < L.
We therefore begin with an electron which, at light-
front time x+=0, enters the laser field. The electron can
be both accelerated (invariant mass unchanged) and ex-
cited (invariant mass changed) by the background, with
excitation producing electron–photon final states.
While tBLFQ can accommodate arbitrarily complex
background fields, as a first step we consider a simple
two-dimensional field. Our background is turned on for
a finite light-front time ∆x+, during which it depends on
both x+ and x− as follows:
F+− = 12E0 sin
(
l−x−
)
sin
(
l+x+
)
. (1)
This is an electric field pointing in the 3-direction. It has
periodic structure in the longitudinal and time directions
with frequencies l− and l+ respectively. In the lab frame
it describes a finite duration beam propagating along the
x3 direction, see Fig. 1. This background accelerates
charges in the x− (x3) direction as time x+ (x0) evolves.
A convenient gauge potential is
eA+ = a0me cos (l−x−) sin (l+x+) , (2)
where e (me) is the electron charge (mass) and we define
the dimensionless parameter a0 = eE0/(2mel−). We are
interested here in a “proof of concept” demonstration
of tBLFQ, not in phenomenology, so it is not an issue
that our background does not obey Maxwell’s equations
in vacuum. In fact there are very few realistic, finite
energy, closed-form solutions to Maxwell’s equations
available, see for example [20], but such fields are be-
yond the scope of this first investigation. Note also that
whether the background obeys Maxwell or not has no
impact on our methods.
The tBLFQ approach. The principle behind our ap-
proach is simple: given an initial state, we will solve
the light-front Schro¨dinger equation in order to find the
state at later times. The light-front Hamiltonian, P−,
will contain two parts; P−QED which is the full, inter-
acting, light-front Hamiltonian of QED and explicitly
time-dependent interactions V(x+) introduced by the ex-
ternal field, so
P−(x+) = P−QED + V(x
+) . (3)
In our case, the interaction term introduced by the back-
ground fieldA is
V(x+) =
∫
dx⊥dx− eΨ¯γ+A+Ψ , (4)
Figure 1: Schematic density plot of the two-dimensional field F+−,
describing a finite pulse traveling along the z-direction. An electron
entering the field is accelerated, and emits a photon.
where Ψ is the fermion field operator.
Now, imagine that we had the eigenstates | β 〉 of
P−QED. We would then be interested in the transitions
between such states introduced by the background field
interactions contained in V . This, and the explicit time
dependence of our theory makes it natural to use an in-
teraction picture, but not the usual “free + interacting”
split of the Hamiltonian. We take our “free” Hamilto-
nian to be P−QED, and hence solve the Schro¨dinger equa-
tion in the form
i
∂
∂x+
|ψ; x+ 〉I = 12VI(x
+)|ψ; x+ 〉I , (5)
in which VI , “the interaction Hamiltonian in the interac-
tion picture”, is (since P−QED is time-independent)
VI(x+) = e
i
2 P
−
QEDx
+
V(x+)e−
i
2 P
−
QEDx
+
. (6)
The formal solution to (5) is a time-ordered (T+) series:
|ψ; x+ 〉I = T+e
− i2
x+∫
0
VI |ψ; 0 〉I , (7)
in which we begin, at x+ = 0, with a chosen initial state
which will be a sum over QED eigenstates:
|ψ; 0 〉I =
∑
β
| β 〉cβ(0) . (8)
2
We then expand the interaction picture state at later
times as
|ψ; x+ 〉I :=
∑
β
cβ(x+)| β 〉. (9)
Substituting this into (5) yields a system of equations for
the coefficients cβ, which we wish to solve. Clearly this
is a nonperturbative approach, with the two challenges
being to first construct the eigenstates of QED, and then
to solve for their time evolution under the action of ex-
ternal fields. We make two corresponding approxima-
tions: “basis truncation” and “time-step discretization”.
These are the only approximations in our approach. Ba-
sis truncation means selecting a finite dimensional basis
of states with which to represent the stationary state so-
lutions in BLFQ. State vectors and time-evolution oper-
ators then become finite length column vectors and fi-
nite dimensional matrices respectively. Time evolution
is implemented numerically; we decompose the time-
evolution operator in (7) into small steps in light-front
time x+, introducing the step size δx+,
T+e
− i2
x+∫
0
VI → [1 − i2VI(x+n )δx+] · · · [1 − i2VI(x+1 )δx+] ,
(10)
and we let these matrices act sequentially on the initial
state. In this way we solve (5) with initial conditions (8).
(To ensure numerical stability and preservation of the
state norm, we implement (10) through the second order
difference scheme MSD2 [21].)
To implement BLFQ [11, 12] for stationary states
we must first consider the symmetries of QED. The
Hamiltonian P−QED has, amongst others, the follow-
ing three symmetries. 1) Translational symmetry in
the x− direction, i.e. longitudinal momentum, P+, is
conserved. 2) Rotational symmetry in the transverse
plane i.e. longitudinal projection of angular momentum,
J3 is conserved. 3) Lepton number conservation, i.e.
charge, or net fermion number Q, is conserved. The
eigenspace of QED therefore breaks up into segments
which are groups of eigenstates with definite eigen-
values {K,M j,N f } for the operators {P+, J3,Q} respec-
tively.
BLFQ uses a basis of states which has these
three symmetries, i.e. each basis state |α 〉 obeys
{P+, J3,Q}|α 〉 = {K,M j,N f }|α 〉, leading to a block-
diagonal structure in P−QED. The basis elements are col-
lections of Fock particle states, but these are not the
usual momentum eigenstates of the free theory. In or-
der to respect the above symmetries, the Fock parti-
cles’ transverse degrees of freedom are those of a two-
dimensional harmonic oscillator (2D-HO), character-
ized by the mass scale2 b. Each Fock particle carries
four quantum numbers, k, n,m, λ. Here, k labels the
particle’s longitudinal momentum p+ = 2pik/L where
k = 1, 2, 3 . . . for bosons (neglecting the zero mode) and
k = 12 ,
3
2 ,
5
2 . . . for fermions, signifying our convenient
choice of boundary conditions. n and m label the quanta
of the 2D-HO radial excitation and angular momentum,
respectively. The Fock state carries the 2D-HO eigenen-
ergy En,m = (2n + |m| + 1)Ω. Finally, λ is the particle’s
helicity.
In BLFQ we expand the physical QED eigenstates,
| β 〉, as superpositions of the basis states,
| β 〉 =
∑
α
|α 〉〈α | β〉 , (11)
in which the |α 〉 belong to the same segment as | β 〉. We
then diagonalize the Hamiltonian in this basis, which
yields the coefficients 〈α | β〉. To do this calculation in
practice we need to be able to diagonalize P−QED. Since
our aim is to implement tBLFQ numerically, we will
clearly have to supply some truncation. To understand
this truncation, we consider the form of QED eigen-
states. The physical electron in QED is a compos-
ite field composed of the fermion and a cloud of pho-
tons [22], with only the combination of these two be-
ing physical and observable [23]. The physical elec-
tron therefore has components in all Fock-sectors with
N f = 1, i.e.
|ephys〉 = a|e〉 + b|eγ〉 + c|eγγ〉 + d|eee¯〉 + . . . , (12)
where we see the bare fermion | e 〉, the photon cloud
| eγ 〉, | eγγ 〉 and so on. In this paper, we make the
simplest nontrivial truncation, which is to truncate our
Fock-sectors to | e 〉 and | eγ 〉.
Truncation is also related to the unitarity of our ap-
proach. Note that, following (10), unitarity is conserved
up to order (δx+)2 terms, but this is standard for numer-
ical implementations. To this order, though, the Her-
miticity of our Hamiltonian in the truncated subspace
guarantees that total probability is conserved. In other
words, any “missing” probability for reaching states
outside our truncated basis are redistributed into prob-
abilities for reaching retained states. In order for these
probabilities to be accurate, transitions to states which
are outside our basis should be small. It is thus nec-
essary to consider the accessible kinematic regime, and
2The transverse modes depend only on the combination b =√
MΩ, where M and Ω are the usual HO mass and frequency parame-
ters [15].
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which processes are/are not likely to occur, when choos-
ing the basis truncation.
A complete specification of a BLFQ basis requires 1)
the segment numbers K,M j,N f , 2) two truncation pa-
rameters, namely the choice of which Fock sectors to
retain, and the transverse truncation parameter Nmax, the
maximum total number of oscillator quanta 2n + |m| for
the Fock state and 3) the length L of the longitudinal
direction and parameter b for the 2D-HO. (Renormal-
ization in BLFQ, to be discussed in detail elsewhere, is
achieved via a sector-dependent scheme [24, 26, 25].
This was successfully applied to a calculation of the
electron’s anomalous magnetic moment in [26]; the re-
sult agrees with the Schwinger value to within 1%.)
While a single segment of states is sufficient to ad-
dress, e.g. bound-state problems, the presence of the
background field means that P− will not conserve lon-
gitudinal momentum (K) or longitudinal projection of
total angular momentum (M j). A background field can
therefore cause transitions between different segments,
and in time-dependent problems one must work with a
basis which covers sufficiently many segments to cap-
ture the physics of interest. Our chosen background
does not directly excite the transverse degrees of free-
dom, so we need only include segments with different
total longitudinal momenta K.
We note that our choice of discrete basis preserves
manifest rotational invariance in the transverse plane,
but breaks manifest 3D rotational invariance. This is re-
stored in the continuum limit, Nmax and K to infinity,
and with the Fock space truncation removed. It remains
to be seen whether the truncated basis space can provide
reasonably accurate solutions with rotational symmetry.
Of course, to test 3D rotational symmetry requires dy-
namical operators in light-front dynamics. We also pre-
serve boost invariance in the longitudinal direction, de-
spite the Fock space truncation and limited mode expan-
sions for the retained degrees of freedom. We may also,
in principle, retain exact boost invariance in the trans-
verse direction by factorizing the center-of-mass motion
from the intrinsic motion [26, 27]. Since our chosen
background field does not excite the transverse degrees
of freedom, we feel that transverse boost invariance is
less important in the current application. Nevertheless,
these issues are under investigation and will be reported
elsewhere.
Photon emission. For our process, the initial state is a
single physical electron with longitudinal momentum
Ki. This state can be identified as the “ground state”
of the QED Hamiltonian P−QED in the segment N f=1,
M j= 12 and K=Ki (since there is no other state in that seg-
ment with a lower energy). In the tBLFQ basis, which
is just the set of eigenvectors of QED, this initial state is
simply a column vector with a one for the lowest-energy
eigenstate in the K = Ki segment, and all other entries
equal to zero.
Between each matrix multiplication in (10) we insert
a (numerically truncated) resolution of the identity, so
that the evaluation of (7) amounts to the repeated com-
putation of the overlaps 〈 β′ |VI | β 〉. In order to calculate
these overlaps in our numerical scheme, it is simpler to
calculate them first in the BLFQ basis, and then trans-
form to the tBLFQ basis as follows:
〈 β′ |V | β 〉 =
∑
α′α
〈 β′ |α′〉〈α′ |V |α 〉〈α | β〉 . (13)
If α¯ and α¯′ label two Fock electron states, then one finds
for example, with klas = l−L/pi,
〈 α¯′ |V | α¯ 〉 = mea0 sin (l+x+) (δλ′λ δn′n δm′m ) (δk′+klask +δk′−klask ) ,
(14)
in which δ∗∗ is the Kronecker delta. The magnitude of the
matrix element is proportional to the field intensity a0.
The basis chosen here consists of three segments with
K={Ki,Ki+klas,Ki+2klas}. In each segment we retain
both the single electron (ground) and electron-photon
(excited) state(s). The initial state for our process is
a single (ground state) electron in the K=Ki segment.
This basis allows for the ground state to be excited
twice by the background (from the segment with K=Ki
through to segment with Ki+2klas). In this calcula-
tion, we take Ki=1.5 and Nmax=8, with a0=0.1, klas=2,
L = 2pi MeV−1, l−= piLklas=1 MeV (i.e., a period of
2piMeV−1 in x− direction) and l+= 2pi50 MeV (i.e., a period
of 50 MeV−1 in x+ direction). We switch on the back-
ground at x+=0 and evolve the system with the step size
of δx+=0.02MeV−1.
We present the evolution of the electron system in
Fig. 2, at increasing (top to bottom) light-front time. As
time evolves, Fig. 2 shows how the background causes
transitions from the ground state in the K=1.5 segment
to other eigenstates of P−QED. Both the single electron
states and electron-photon states are populated; the for-
mer represent the acceleration of the electron by the
background, while the later represent the process of ra-
diation. Soon after the background is switched on, at
x+=15 MeV−1, the single electron state in K=3.5 has
been populated while the probability for finding the
initial state begins to drop. Populated electron-photon
states appear and form an initial peak structure, located
near an invariant mass of 0.85 MeV. This initial peak
structure consists of the electron-photon states with the
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Figure 2: Snapshots of the time evolved system, at x+ =
15, 38, 380MeV−1 (top to bottom). The background field switched
on (off) at x+=0 (x+=400MeV−1). Each dot represents an eigenstate
| β 〉 of QED. Horizontal axis: the invariant mass Mβ of the state | β 〉.
Vertical axis: probability of finding the state | β 〉 in units of 10−5.
The insets show, at normal scale, the (larger) probabilities of finding
the single physical electron states (in the K = 1.5, 3.5, 5.5 segments),
with invariant mass Mβ = me.
largest coupling to the ground state in the K=1.5 seg-
ment. According to Fermi’s golden rule, most of the
integrated transition amplitudes will oscillate as time
evolves, leading to oscillating occupation probabilities
for the electron-photon states. The exceptions are those
electron-photon states whose light-front energy matches
that of the initial single electron plus that transferred to
the system by the background. In the K=3.5 segment,
such states form a second peak at an invariant mass of
K=1.5
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Figure 3: The top panel shows the time evolution of the single-
electron-state probabilities. The periodicity is approximate; radiation
losses lead to the middle panel, which shows the time-dependent prob-
ability of produced electron-photon states. Three invariant masses
were chosen; the probability shown is the summed probability of
all (“binned”) states at the specified K-value within a half width of
0.05 MeV around the quoted invariant mass values. The bottom panel
shows the increase of the invariant mass of the system, averaged over
all states, as a function of time.
around 1.1 MeV, see the middle panel of Fig. 2. Instead
of oscillation, this second peak builds up with time and
eventually surpasses the initial peak at x+=0.85 MeV.
As basis states in the K=3.5 segment continue to be
populated, “second” transitions to the K=5.5 segment
eventually become possible. As a result, a peak in the
K=5.5 segment emerges at the invariant mass of around
0.95 MeV, see the bottom panel of Fig. 2. This peak is
formed by the second transitions from the K=3.5 peak
5
states. The fact that the K=5.5 segment peak is located
at a lower invariant mass than that in the K=3.5 segment
(invariant mass 1.1 MeV) demonstrates a case of stim-
ulated de-excitation where, in these second transitions,
the electron’s p+ is increased, but its momentum relative
to the emitted photon (pe ·pγ) is decreased.
In Fig. 3 we present key observables characterizing
the main features of the system over the exposure time.
The top panel shows the evolution of the probability for
finding the three single electron states (in the K=1.5, 3.5
and 5.5 segments). As the background field accelerates
and decelerates the electron, the transitions between the
K=1.5 and K=3.5 states exhibit an approximate peri-
odic structure. (A very small probability for the K=5.5
single electron is difficult to see on the chosen scale.)
The period for this transition is 100 MeV−1, twice of
that for the background, 2pi/l+=50 MeV−1. This is be-
cause the transition frequency is determined not only by
the background’s l+, but also by the frequency corre-
sponding to (the inverse of) the light-front energy spac-
ing between these two states (∼1/100 MeV in this ex-
ample). The sum and difference of these frequencies
are 3/100 and 1/100 MeV, corresponding to periods of
33 and 100 MeV−1, respectively. Therefore, the period
of ∼100 MeV−1, as the least common multiple of the
sum and difference, is seen in the observed transitional
between the K=1.5 and K=3.5 states.
Another viewpoint of this dynamical situation can be
understood as follows: as the electron travels in the
background field, it sees periodic structure in both the
x+ and x− directions, thus the period of its motion is
determined by both the frequencies l+ and l− (the lat-
ter via the light-front energy spacing ∆P−∝ 1Ki− 1Ki+klas ).
This periodicity is only approximate, though, because
as the electron is accelerated, it radiates photons and
thus loses energy (classically, this is radiation reaction).
In the middle panel of Fig. 3 we show the time evo-
lution for the probability of the three aforementioned
peaks in the electron-photon states. The K=3.5 peak
at the invariant mass of 0.85 MeV oscillates with time
and illustrates fluctuations in light-front energy consis-
tent with the uncertainty principle. In contrast, the other
two peaks accumulate with time signifying that light-
front energy conservation is (approximately) obeyed in
the corresponding transitions.
Since the state |ψ; x+ 〉 encodes all the information of
the system, it can be employed to construct other ob-
servables. Fig. 3 bottom panel, for example, shows the
approximately linear increase of the invariant mass of
the system, averaged over all states, reflecting the fact
that photons are created as energy is pumped into the
system by the background.
Conclusions. We now summarize our results. We
have constructed a nonperturbative framework for time-
dependent problems in quantum field theory, called
“time-dependent BLFQ” (tBLFQ). Given the light-front
Hamiltonian of the system, and an initial state as input,
we solve the light-front time evolution of the state. Ba-
sis truncation and time-step discretization are the only
approximations in this fully nonperturbative approach.
tBLFQ is applicable both to external field problems
and to systems where time-dependence arises from us-
ing non-stationary initial states even without external
fields. As an initial demonstration we have applied our
framework to “strong-field QED”, and photon emission
from an electron excited by a background laser field.
We imagine that another application of this frame-
work would be the propagation of jets produced in rela-
tivistic heavy-ion collisions. For example, from an ini-
tial state of back-to-back quark-antiquark jets, the sys-
tem evolves in the medium of the colliding nuclei mod-
eled as a dissipative background medium with time de-
pendence specified through a model. The final state
population of the leading hadron mass eigenstates could
then be predicted. This application would also involve
the non-trivial solution of the hadron spectroscopy as
eigenstates in the BLFQ basis. We are encouraged to
speculate in this direction due to the success of the
AdS/QCD approach to hadron spectroscopy [28], where
the basis used is similar to our own.
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