Rapid advancement in modern technology has allowed scientists to collect data of unprecedented size and complexity. This is particularly the case in genomics applications. One type of statistical problem in such applications is concerned with modeling an output variable as a function of a small subset of a large number of features based on relatively small sample sizes, which may even be coming from multiple subpopulations. As such, selecting the correct predictive features (variables) for each subpopulation is the key. To address this issue, we consider the problem of feature selection in finite mixture of sparse normal linear (FMSL) models in large feature spaces. We propose a 2-stage procedure to overcome computational difficulties and large false discovery rates caused by the large model space. First, to deal with the curse of dimensionality, a likelihood-based boosting is designed to effectively reduce the number of candidate features. This is the key thrust of our new method. The greatly reduced set of features is then subjected to a sparsity inducing procedure via a penalized likelihood method. A novel scheme is also proposed for the difficult problem of finding good starting points for the expectation-maximization estimation of mixture parameters. We use an extended Bayesian information criterion to determine the final FMSL model. Simulation results indicate that the procedure is successful in selecting the significant features without including a large number of insignificant ones. A real data example on gene transcription regulation is also presented.
INTRODUCTION
Rapid advancement in modern technology has led to many problems involving ultra-high dimensional data. For example, in functional genomics, hundreds or even thousands of candidate motifs may be examined to find a small subset that contributes highly to gene expression variations (Conlon and others, 2003) . Variable selection is the key statistical issue in such kind of applications. Because the number of candidate variables, P, is comparable to or much larger than the sample size, n, traditional variable selection procedures become inappropriate. The problem is one of the most active research topics in recent statistical literature; see Fan and Lv (2008) , Wasserman and Roeder (2008) , and Lv and Fan (2009) for an update on the subject. A complicating factor in some of these applications is that of the underlying heterogeneity of the population from which the samples are obtained. Such problems may be addressed by finite-mixture modeling, but variable selection methods for linear or generalized linear models are no longer applicable and thus new methods need to be developed.
Despite the many recent advances on the variable selection problem for linear and generalized linear models, methods that gear toward finite-mixture models are still very limited. In this paper, we consider the variable selection problem under finite mixture of sparse normal linear (FMSL) models. In general, finite-mixture models are used to model data that arise from a heterogeneous population. When a response variable Y with a finite-mixture distribution depends on certain covariates, a finite mixture of regression model is obtained. In particular, an FMSL model segments the population into subpopulations and models each subpopulation by a distinct sparse normal linear regression when there are a large number of candidate covariates. For instance, in motif gene expression research, the set of regulating motifs varies from one subpopulation to another. Such genetic phenomena can be well captured by an FMSL model. Khalili and Chen (2007) studied the variable selection problem in finite mixture of regression models using regularization methods such as LASSO (Tibshirani, 1996) and SCAD (Fan and Li, 2001 ). They considered the cases when the number of candidate covariates, P, is fixed and much smaller than the sample size n (i.e. P n), the traditional setting. An efficient modified expectation-maximization (EM) algorithm was proposed to perform both estimation and variable selection simultaneously. However, the variable selection problem under FMSL models poses serious statistical and computational challenges when P is comparable to the sample size n or when n < P in the more extreme situation. Direct use of the modified EM algorithm of Khalili and Chen (2007) to FMSL models in high dimensions is too computationally intensive and should be avoided. In fact, in an application when the number of potential features is comparable to or larger than the sample size, it is not even clear how to fit an FMSL model by direct use of their method. The key issues are numerical instability and thus the uncertainty of being able to find the global maximizer (or even just a reasonable local one) as the penalized log-likelihood surface is likely to be extremely flat given the huge number of predictors. Even if hundreds or even thousands of initial starting values are tried, the high dimensionality makes it difficult to find a proper maximizer. It is a well-known fact that even in a relatively low-dimensional parameter space, maximization of a likelihood function of a mixture model is challenging (McLachlan and Peel, 2000) .
Since an FMSL model is much more complex than a simple linear regression, it is essential to design a highly efficient screening procedure to quickly reduce the number of candidate variables for further elaborate analysis. In the context of FMSL models, we believe that the likelihood is highly appropriate in measuring the relevance of each candidate variable. Thus, we propose a likelihood-based boosting technique for screening variables in the first stage of the analysis. A screening method as such that selects variables without simultaneously fitting the final model is known as a filtering method in machine learning applications. It is clear from our discussion earlier that this is an indispensable step in tackling problems of ultra-high dimensions and the key feature of our contribution in this paper. Once the number of candidate variables is vastly reduced, in the second stage, we use the penalized likelihood technique of Khalili and 158 A. KHALILI AND OTHERS Chen (2007) to achieve sparsity within each component of the FMSL model. This second stage procedure is a so-called wrapper method in machine learning terminology.
The rest of the paper is organized as follows. In Section 2, an FMSL regression model is defined and the variable (feature) selection problem is described. A 2-stage methodology for feature selection in FMSL models, followed by computational details of the method, are outlined in Section 3. Section 4 contains our simulation study. A real data example is given in Section 5. Summary and discussion are given in Section 6.
VARIABLE SELECTION PROBLEM IN FMSL MODELS
Let Y be a response variable and let x = (x 1 , x 2 , . . . , x P ) τ be the vector of P candidate variables that may have an effect on Y through a finite mixture of K normal linear models. The conditional density function of Y given x is postulated to be
is the density function of a normal distribution with mean α k + x τ β β β k and variance σ 2 k . This finite mixture of regressions has α k and β β β k = (β k1 , β k2 , . . . , β kp ) τ as its component regression parameters and π k the corresponding mixing proportion. Notation represents the mixing distribution which assigns probability π k to the component regression model φ(y; α k + x τ β β β k , σ 2 k ). We may also regard it as a vector of parameters that includes (π k , α k , β β β k , σ 2 k ), k = 1, . . . , K , as its components. For mathematical convenience, we do not remove the redundancy due to the constraint K k=1 π k = 1. If x is also random, we assume that the marginal distribution of x does not depend on .
Let s be a subset of {1, 2, . . . , P}. We denote x[s] as the subvector of x with elements in s. When s = { j} is a singleton, we also write it as x [ j] . The same notation will also be used for other vectors. For any s 1 , . . . ,
is regarded as a submodel of (2.1). That is, when β β β k [ j] = 0 for j / ∈ s k is postulated, the full model (2.1) reduces to the submodel (2.2).
Given a random sample (x i , y i ), i = 1, 2, . . . , n, from model (2.1) or its submodel, the log-likelihood function of is given by
For simplicity, we may not include s 1 , . . . , s K in l n where ambiguity does not occur. The variable selection problem is to choose s k such that the resulting submodel best balances the model complexity and the goodness of fit to the data. Regarding the order K of the mixture model, the extended Bayesian information criterion (EBIC) described in Section 3.4 is used to select a suitable K from a reasonable range of values of K .
It is a well-known fact that the likelihood function of a mixture of normal distributions with unequal component variances σ 2 k 's is unbounded. In the normal mixture model (2.1), for an observation
in an infinite likelihood. To avoid the unboundedness of the likelihood, following the suggestion in Chen and others (2008) , we work with the adjusted log-likelihood functioñ
where p n (•) is a nonnegative penalty function. As in Chen and others (2008) , in our simulation study, we used
for some positive value c > 0 and S 2 n is the sample variance of y i 's. From a Bayesian point of view, we have assigned a Gamma prior on σ −2 k with mode at S −2 n . If an external experiment allows us to observe σ −2 k and the observed value is S −2 n , then its log-likelihood contribution according to this prior is given by − p n (σ k ) with c = 1. In this sense, the current prior is equivalent to adding c artificial observations on σ −2 k to a set of n observations from the FMSL. In the simulations and also in the real data example, we used the value c = 0.25. Choosing a small c limits the influence of the prior while addressing the unboundedness problem.
VARIABLE SELECTION PROCEDURE AND ALGORITHM
Our proposed variable selection procedure for FMSL models consists of 2 stages. In the first stage, we design a novel and computationally efficient likelihood-based boosting procedure to screen out a large proportion of the variables to obtain a reduced subset, s, which we term the "active set." In the second stage, we employ a penalized likelihood method and an EBIC to regulate the level of sparsity. We will focus on the exposition of the novel screening procedure in this section, but we will also touch on the sparsity inducing step, the second stage of our procedure, and on the tuning parameter selection. In addition, we will describe a novel scheme for generating good starting values for the iterative estimation procedure in the second stage, which is in fact a by-product of the screening procedure but with great values.
Screening
In a finite mixture of regressions, due to the nonlinearity of the relationship between the response variable Y and the x variables, it would be sensible to evaluate the relevance of an individual variable based on likelihood. On the other hand, fitting a finite mixture of regressions directly using all variables through the likelihood is not feasible due to the high dimensionality of the feature space. As such, we borrow the idea of boosting in regression, where it starts with a weak learner (or fit) and improves the fit in a sequential manner by considering the addition of one variable at a time, albeit with a mixture of regressions rather than a single regression. This "screening stage" will identify a set of variables that are of potential importance in the final model. Let (x i , y i ), i = 1, 2, . . . , n, be a set of observations from the finite mixture of regression model (2.1). The screening stage has 3 main steps as follows:
Initialization. We start with fitting the submodel (2.2) with the active set s = s 1 = • • • = s K being empty. Namely, we find the adjusted maximum likelihood estimate (AMLE) of under the normal mixture model
, through maximizing the adjusted log-likelihoodl n (•) in (2.3). We denote the empty active set by s (0) . Letˆ
k,i refers to the ith element of the vectorμ (m) k in the mth iteration.
Boosting. Given the active set s (m) obtained from the last iteration or from the initialization, together with the correspondingˆ
k , we boost the fit as follows. For each j = 1, 2, . . . , P, we fit single-variable mixture regression models through the adjusted log-likelihood functioñ
where π, α, β and σ 2 are each a vector of length K .
The active set is then updated by s (m+1) = s (m) ∪ { j 0 }, and we boost the fit bŷ
for k = 1, . . . , K , whereα k andβ k are the AMLEs corresponding to l n ( j 0 ), and 0 < ν 1 is a prespecified stepsize (or shrinkage) parameter, as discussed further below.
Iteration. The boosting procedure is repeated with a predetermined number of iterations M, or until a condition, for example |s (M) | < n K , is violated, where |s (M) | denotes the size of the active set, and K is the order of the FMSL model. That is, the iteration stops when the aforementioned condition is violated or when the maximum number of pre-determined iterations is reached, whichever happens first.
In simulations, we use a prespecified number of EM iterations to maximize the adjusted log-likelihood function in (3.1) in Step 2 to save the amount of computation. In real data applications, one may allow the EM to run until a prespecified criterion is satisfied.
The purpose of the step size parameter ν in (3.2) is to use partial strength of a selected variable in every update of the fit so that other potential important variables are also given a chance to be selected in the next iterations. Our empirical evidence indicates that the choice of the ν is less crucial as long as its value is small. As suggested in the literature (Buhlmann, 2006) , we used ν = 0.1 and it worked well in our study.
The outcome of the above procedure is the final active set s (M) . It contains at most M or n/K variables and it is the same for all components of the FMSL model. By having an active set of size |s (M) | < n/K , there are less than K × n/K = n regression coefficients when fitting an FMSL model with K components in the second stage of the method. Hence, the potential number of parameters in the model will be smaller than (at most close to) the sample size n as opposed to the initial number of parameters which can be much larger than n. This facilitates the optimization problem involved in the second stage.
As we can see from the above description, the proposed procedure is computationally advantageous: in each iteration, a number of single-covariate finite-mixture regression models are fitted, which is clearly much more computationally efficient compared to fitting a model with higher dimensions. Even though this is a one-at-a-time procedure, our simulation results in Section 4 indicate that it is effective in retaining the important features in the active set.
Sparsity inducing procedure
We induce sparsity in active set s (M) in the second stage of analysis. Without loss of generality, let x be the vector of features in the active set s (M) and be the vector of parameters in the FMSL submodel in (2.2) constructed based on x. Let (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n ) be a sample of observations from model (2.1). The adjusted loglikelihood function of is given bỹ
is the vector of all parameters in the model. Under the sparsity assumption, the number of true active variables is bounded by some known constant M 0 . Further, the set of true active variables can be different from one mixture component to another. To find a better estimate of the true active set of variables for each component, we use the penalized log-likelihood approach of Khalili and Chen (2007) . Consider the penalized adjusted log-likelihood
with the penalty function
where the p * nk (β k j ) are SCAD penalty functions as in Khalili and Chen (2007) , which is represented by its first derivative as
for some a > 2, where (•) + is the positive part of a quantity. The η nk 's are tuning parameters; an optimal choice is discussed in Section 3.4. For a, through a Bayesian risk analysis, Fan and Li (2001) showed that the value a = 3.7 minimizes a Bayes risk criteria for β, and they argued that this choice of a gives good practical performance in various variable selection problems. We have used the SCAD penalty with a = 3.7, and it worked well in our simulation study. Maximization of the penalized adjusted log-likelihood function in (3.3) to obtain the estimates of the parameters will follow the modified EM algorithm proposed in Khalili and Chen (2007) and full details are available from the reference. An outline of the algorithm is also given in our Supplementary material available at Biostatistics online.
Strategy for EM starting values
It is well know that the success of an EM-type algorithm depends heavily on good starting values, especially when the likelihood surface is of multimodality, as is the case in our setting. To increase the chance of finding the global maximum or at least a good local one, it is often recommended that multiple (random) starting points be used (McLachlan and Peel, 2000) . However, given the high dimensionality of the current problem even after the screening stage, using random starting points would not alleviate the problem of finding only bad local modes, unless a prohibitively large number was used. Toward this end, in this section, we propose a novel strategy for obtaining good starting values for the Chen and Khalili's modified EM algorithm in the second stage of our procedure. Specifically, the fitted finite mixture of regression model from boosting will be used to construct a sensible starting value as follows.
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Compute the posterior probability of the ith observation belonging to the kth component of the mixture as
.
Then find the weighted least squares estimator for the regression coefficients for the kth component of the mixture
With this fit, we naturally obtain an initial value for σ 2 k as
The mixing proportions obtained from boosting can be directly used as initial values for the modified EM algorithm.
It is also possible to construct multiple starting values. Instead of using the fitted values from the last iteration of the boosting, we use the fitted values from the previous iterations of the boosting. However, since the fitted values from boosting will be more and more similar as the iteration increases, a geometric schedule will be used to select from the boosting iterations, borrowing the idea of subsampling in Monte Carlo Markov chain (MCMC). To have M initial values, we use the fitted values from iterations c + m a , c + m 2a , c + m 3a , . . . , c + m a M of the boosting, where • is the ceiling function. Here, c is similar to the burn-in parameter in MCMC to allow for settling into reasonable estimates, and 0 < a 1 is to further control the gaps between the itreations. Finally, m is chosen in conjunction with a and such that c + m a M is (approximately) equal to the last iteration of the boosting. Let π
. . , K , be the fitted values from the jth iteration of the boosting. As in the above, these estimates will be used to calculate the posterior probabilities w 
Tuning parameter selection and order estimation
For a given value of the tuning parameter η in the SCAD penalty, consider the maximizer of pl n ( ) aŝ (η) = arg max pl n ( ).
The estimatorˆ (η) identifies a submodel with, say, N η , as the total number of its nonzero estimated regression coefficients in the fitted FMSL model. The EBIC, as in , is defined as
for some 0 γ 1. The final selected model corresponds to the value:η = arg max η EBIC γ (η). The final selected model is identified byˆ (η).
The EBIC was proposed by for high-dimensional feature selection problems. Bayesian information criterion (BIC) assigns practically equal probabilities to every candidate submodel. Because there are many more submodels with N + 1 features than there are with N features when P is huge, the BIC favors submodels with more features in general. The EBIC rectifies this problem by assigning the prior probabilities proportional to the P −N γ to submodels containing N features. When γ = 0, EBIC reduces to BIC. When γ = 1, submodels with N features collectively receive nearly equal prior probability as submodels with N + 1 features. Thus, EBIC no longer favors submodels with more features. discussed that the 3 values γ = 0.0, 0.5, 1.0 are of special interest. The value γ = 1 ensures consistency of extended Bayes information criteria in multiple linear regression when P = n κ for any fixed κ 0, and the value γ = 0.5 ensures consistency when κ < 1. We may also find the κ such that P = n κ and set γ = max{0, 1 − 1/(2κ)}. This is the smallest γ -value that ensures the selection consistency. In the simulations, we chose the 3 values γ = 0.0, 0.5, 1.0. The MIXSCAD combined with EBIC γ is referred to as MIXSCAD-EBIC γ .
Given the desirable properties of EBIC, we also use it to estimate the order of the FMSL model, K . In particular, as we have just discussed in the previous paragraph, EBIC (with γ > 0) has a heavier penalty compared to that of BIC, which prevents potential overestimation of K due to the high dimensionality of the feature space. We used γ = 1.0 in our application. More general discussions and references related to the order estimation of a mixture model can be found in McLachlan and Peel (2000) .
SIMULATION STUDY
To evaluate the performance of the proposed method, we conducted some simulation studies for K = 2 and 3. We generated a vector of covariates x = (x 1 , x 2 , . . . , x P ) τ from a multivariate normal distribution with mean zero, and the pairwise correlation between the covariates is corr(x i , x j ) = ρ |i− j| , for i = j and ρ = 0.5, 0.75. Once we generated n covariate vectors, they form a design matrix which will remain unchanged in 500 simulation replications.
Given the design matrix and when K = 2, the response variable Y is generated from the model
with sparse P-dimensional regression vectors β β β 1 and β β β 2 to be specified. We consider 3 variance configurations: σ 1 = σ 2 = 1, 2, (σ 1 , σ 2 ) = (1.5, 2.5), (σ 1 , σ 2 ) = (1.5, 3.5), and π = 0.5, 0.3. The intercepts α 1 and α 2 are set to zero. We chose n = 300, 400 and P = 1000, 3000. The numbers of nonzero coefficients in β β β 1 and β β β 2 are chosen as 4 and 6. In each simulation replication, we took 2 random samples s 01 and s 02 of sizes 4 and 6 from {1, 2, . . . , P}. We then assign nonzero coefficients to the corresponding covariates β β β 1 (s 01 ) = {−2.25, 3.71, −2.95, −3.17}, β β β 2 (s 02 ) = {3.15, 2.29, 3.28, −3.04, 2.74, −4.09}.
Similar to Fan and Lv (2008) , the above nonzero regression coefficients were generated randomly from (−1) u (2.5 + z), where u is a Bernoulli random variable with parameter 0.4 and z ∼ N (0, 1).
In the screening step, we apply boosting iterations with M = 250. This choice of M results in active sets of sizes near n/2. For comparison, we also apply the sure independence screening (SIS) method of Fan and Lv (2008) to obtain a size n/2 active set. The SIS method chooses covariates with large marginal correlations with response variable Y .
We call the percentage of significant covariates retained by the screening methods as their survival rates. The survival rates based on 500 replications are reported in Table 1 . When π = 0.5, the survival rates based on boosting are close to 95%, while the survival rates based on the SIS are high but markedly lower in comparison in many cases. When π = 0.3, the boosting-based survival rates are still high, with the lowest one being 75%. In comparison, the SIS-based survival rates often drop below 50%. This We compare the final model FMSL * , selected by the MIXSCAD-EBIC γ with γ = 0.0, 0.5, 1.0, to the true FMSL model. Let the component-wise positive selection rates (PSR) and false discovery rates (FDR) be the average numbers of covariates correctly and incorrectly included in FMSL * . The results are given in Tables 2 and 3 and in Supplementary Tables S1 and S2 of the Supplementary material available at Biostatistics online. Note that MIXSCAD-EBIC γ has been shortened to MS-EB 0.0 , MS-EB 0.5 , and MS-EB 1.0 . Table 2 . Average PSR and average FDR. corr(x i , x j ) = (0.5) |i− j| ; K = 2, n = 300, P = 1000, 3000.
(The numbers in the parenthesis are the standard errors of the rates) It is easily seen that the choice of γ has little effect on the PSR which are reasonably high in most cases. In the worst case where (σ 1 , σ 2 ) = (1.5, 3.5) and π = 0.3, the PSR is close to 80%. The lower PSR in these cases seem to be mostly caused by the lower survival rates in the screening stage. In comparison, the FDR based on BIC (i.e. MS-EB 0.0 ) is much higher compared to the MS-EB 0.5 and MS-EB 1.0 . Naturally, the MS-EB 1.0 has the lowest FDR. This observation is consistent with which investigate the feature selection problem under linear regression models when P n. We have also performed some simulations for an FMSL model with K = 3. The design matrices are randomly generated similarly to K = 2. Given the design matrix, the variable Y is generated from with the intercepts α 1 = α 2 = α 3 = 0. We considered 2 variance configurations: (σ 1 , σ 2 , σ 3 ) = (1, 1, 1.5), (1, 1.5, 2.0), and chose (π 1 , π 2 , π 3 ) = (0.25, 0.35, 0.4), n = 600 and P = 3000.
In each replication, we took simple random samples s 01 , s 02 , and s 03 of sizes 4, 5, and 7 from {1, 2, . . . , P}. We then assigned nonzero regression coefficients to the corresponding covariates: We chose M = 300 for screening with boosting.
The survival rates of significant covariates are given in Table 4 . These rates are reasonably high, especially for components 2 and 3. Furthermore, the boosting screening outperforms SIS in all settings. The final FMSL * models in Table 5 are obtained from the active sets selected by boosting screening. We again note that PSR is not affected by the choice of γ but the FDR does. In particular, the ordinary BIC corresponding to γ = 0 has high FDR compared to the MS-EB 0.5 and cMS-EB 0.5 .
REAL DATA EXAMPLE
Transcriptional regulation is a key mechanism in the functioning of a cell and is mostly regulated by proteins called transcription factors (TFs). TFs bind to certain recognition sites located mostly in upstream (promoter regions) of genes. The common pattern of the recognition sites of a specific TF is called TFbinding motif. Identification of binding sites and motifs of a specific TF is a crucial first step toward the understanding of regulatory mechanism of gene expression. In recent years, there have been studies that incorporated gene expressions into motif finding to potentially improve correct identification of regulatory elements. For example, Conlon and others (2003) proposed to use linear regression modeling, which selects motifs from a large pool of candidates by regressing the gene expression levels against their promoter region's matching scores to each candidate motif. On the other hand, Buhlmann and Hothorn (2008) analyzed such data based on a linear regression model and using boosting for variable selection. However, because different group of genes may be regulated by different sets of TFs, there is underlying heterogeneity in the global sense, and as such, a mixture model may offer a better alternative to accommodate such heterogeneity than a linear one with a single component. It is important to note, though, that the number of components does not imply, at all, the number of gene regulatory networks, just as a linear model does not imply that there is only one regulatory network. Instead, the mixture model is viewed here as a way to stratify the population of genes so that each component can better reveal the underlying relationship the expression ratios (treated vs. control) of n = 4443 genes and motif-matching scores of P = 2155 candidate motifs from Saccharomyces cerevisiae. The data for the motif-matching scores are organized into a matrix of dimension n × P, with each element x gm in the matrix being the matching score of motif m to the promoter of gene g (Liu and others, 2002) . We treat the log ratio as our response variable, and the matching scores of the candidate motifs are taken to be the features. In other words, we are interested in exploring whether the relative expression of a gene can be explained by the binding strengths of a subset of the P candidate motifs to the regulatory region of the gene. Further, we allow for different group of genes to be regulated by different groups of motifs in which the number of groups, the group memberships, and the motifs involved in each group will be learned from the data based on our modeling. Although n is not strictly smaller than P in this case, the dimension of the feature space is still large, and as such feature selection remains a difficult task. We fitted FMSL models with K = 1, 2, 3, 4. Based on the EBIC selection criterion, the model with K = 3 as follows provides the best explanation for the data: It is interesting to see that the third component of the model captures primarily genes with large absolute log ratios. This observation is perhaps indicative of the importance of the use of gene expression data and mixture modeling for the study of regulatory elements, which aids in identification of TFs that regulate active genes. This finding is consistent with the hypothesis in Conlon and others (2003) that in response to a given biological condition (treatment), the effect of a transcription factor binding motif is strongest among genes with the most dramatic increase or decrease in their messenger RNA expression. In particular, the use of mixture modeling helps to stratify the genes and to tease out the homogeneous component consisting of primarily active genes to provide a clearer picture of TF regulation.
SUMMARY AND DISCUSSION
We have considered the problem of feature selection in FMSL regression models when the number of potential features, P, is comparable to or much larger than the sample size, n. To ease the computational burden caused by the large number of potential features, we have proposed a 2-stage methodology. A novel likelihood-based boosting method was designed to first substantially reduce the number of features. Then a penalty method combined with an EBIC is used to induce sparsity within each component of the FMSL model. Although the work of Khalili and Chen (2007) forms the basis for the second stage of our procedure, the novel boosting stage is the key feature of the procedure, as Khalili and Chen (2007) would not be feasible for the high-dimensional problems being addressed in this paper.
We also note that the second stage of the procedure is accomplished in conjunction with the EBIC model selection criterion, which differs from what was used in Khalili and Chen (2007) . There, a component-wise generalized cross-validation criterion was designed for choosing component-wise tuning parameter. The criterion was constructed based on the ordinary maximum likelihood estimate (MLE) of the parameters. However, in the current setting, due to the high dimensionality of the parameter vector, the ordinary MLE is not reliable, and therefore we do not recommend its use here.
It is also worthwhile to reiterate the importance of exploring multiple sets of starting points (McLachlan and Peel, 2000) , however, one also needs to bear in mind that random starting points (even in the order of thousands) may not be sufficient for learning about the likelihood surface adequately with very highdimensional problems. In this regard, the use of the boosting procedure for constructing good starting points is as valuable as its intended purpose of screening down the huge set of variables.
The simulation study indicates the boosting is effective at substantially reducing the number of features while retaining most important ones. This property is reflected in the high average survival rates found in the simulations. Once the number of potential features is reduced to a manageable level compared to the sample size, we use a penalty method such as MIXSCAD in Khalili and Chen (2007) , tuned by EBIC, to select the final FMSL model. In the simulation study, we study the PSRs and FDRs of the new method. When most of the important features survive the boosting screening, the MIXSCAD method combined with the EBIC has high PSR and low FDR. However, the MIXSCAD combined with the BIC has much larger FDR, especially when some important features do not survive the boosting screening.
We have also demonstrated the use of the new method by applying it to analyzing a real data set on gene expression regulation. By stratifying the genes into relatively more homogeneous components, our mixture modeling approach was able to reveal an interesting relationship being hypothesized in the literature regarding the greater effect of binding motifs on more active genes in response to a treatment condition. With such stratification revealed by the data, more precise construction of regulatory networks for genes within each component might be achieved by considering both the matching scores and regression coefficients jointly. Finally, we would like to reiterate that although our example is on motif discovery, the proposed method may be more widely applicable, such as in genome-wide association studies.
Taken together, the proposed method appears to be promising for feature selection in FMSL models. However, we note that the screening stage is essentially a "greedy" procedure, and as such, models with the correct underlying variables may not be recovered. Nevertheless, results from our simulation study seem to indicate that the proposed method is doing better in selecting/including the important variables than the sure independence screening method of Fan and Lv (2008) . Further, the novel proposal for choosing starting points for the EM algorithm appears to improve our chance of finding the global maximum based on the variables surviving the screening stage.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
