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E1 = w 2 f0; 1g
N n 9i1; w(i1) = 1;8 i 6= i1 w(i) = 0
E2 = w 2 f0; 1g
N n 9i1; i2; w(i1) = w(i2) = 1;8 i 6= i1; i2 w(i) = 0
E3 = w 2 f0; 1; 2g
N n 9i1; i2; w(i1) = 2w(i2) = 2;8 i 6= i1; i2 w(i) = 0
E4 = w 2 f0; 1; 2g
N n 9i1; i2; i3; w(i1) = 2w(i2) = 2w(i3) = 2;8 i 6= i1; i2; i3 w(i) = 0
E5 = w 2 f0; 1g
N n 9i1; . . . ; i4; w(i1) =    = w(i4) = 1;8 i 6= i1; . . . ; i4 w(i) = 0 :
APPENDIX
PROPOSED FAMILY OF EXTRACTION VECTORS
Let us define the five sets8: see the equation shown at the top of the
page.
The cardinalities of E1; . . . ; E5 are, respectively, N , N(N   1)=2,
N(N   1), N(N   1)(N   2)=2, N(N   1)(N   2)(N   3)=24.
By denoting E = [5i=1Ei, we have card(E) =
5
i=1
card(Ei)= N + 3N(N   1)=2+N(N   1)(N   2)=2 +
N(N   1)(N   2)(N   3)=24= card(D) = R. We numerically
verified that using this family as the vectors vi gives a nonsingular
matrix M as defined in (13) for a number of sources N  7. The
respective conditioning numbers of M (defined as the ratio of
the greatest and lowest eigenvalues of M) for N = 2; . . . ; 7 are
indeed 182; 414;844; 1605; 2758; 4344 which is very low given the
associated values of R (respectively, 5; 15; 35; 70; 126;210). For
instance, the mean conditioning number of 210-dimensional matrices
with coefficients uniformly distributed between 0 and 1 is greater than
50 000. This family of vectors (vi)i=1::R may then be used to identify
the set of coefficients (r)r=1...R as defined in (10).
To illustrate this choice of family, let us describe each set
Ei; i 2 1 . . . 5 in the simplest cases, i.e., N = 2 and N = 3.
For N = 2, we have E1 = f(1; 0); (0; 1)g, E2 = f(1; 1)g,
E3 = f(2;1); (1; 2)g, E4 = ;, E5 = ;. For N = 3, E1 =
f(1; 0; 0); (0; 1; 0); (0; 0; 1)g, E2 = f(1; 1; 0); (1; 0; 1)(0;1; 1)g,
E3 = f(2; 1; 0); (1; 2; 0); (2; 0; 1); (1; 0; 2); (0; 2; 1); (0; 1; 2)g,
E4 = f(2; 1; 1); (1; 2; 1); (1; 1; 2)g, E5 = ;.
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On the TT-Transform and Its Diagonal Elements
Carine Simon, Martin Schimmel, and Juanjo José Dañobeitia
Abstract—The TT-transform stands for time–time transform and has
been derived as an inverse Fourier transform of the time-frequency
-transform. Up to date, only the diagonal of the TT-transform has been
used for signal characterization. We show here an alternative and simpli-
fied derivation of the TT-transform which enables a better understanding
of this transform. In particular, we demonstrate that the diagonal elements
of the TT-transform represent a simple frequency filtered version of
the original signal and, thus, that little additional information is gained
through the TT-transform.
Index Terms—Local spectra, -transform, time-frequency localization,
time–time analysis, time-varying filters, TT-transform.
I. INTRODUCTION
I N disciplines such as music or geophysics, signals are nonsta-tionary. The need for processing such signals has led to the ap-
pearance of several types of time varying frequency filters, such as the
short time Fourier transform [1], wavelets [2], and more recently the
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S-transform (ST) [3]. These transforms introduce redundancy passing
from a 1-D time signal to a 2-D time-frequency (or time-scale) signal.
In 2003, [4] introduced a new transform based on the ST and called it
the TT-transform. It includes redundancy in time passing from a 1-D
time signal to a 2-D time–time signal. Until now, this transform has
seen little application [5] and in general, interest has mainly been fo-
cused on the diagonal part. The aim of this correspondence is to show
a very simple way of computing the diagonal part of the TT-transform
and to give a clear interpretation of it.
In Section II, the S- and TT-transforms will be reviewed. Section III
will demonstrate a simplified way to compute the latter. Section IV will
show examples and the last section will conclude this correspondence.
II. THE S-TRANSFORM AND THE TT-TRANSFORM
A. The S-Transform
The ST of a signal u(t) is defined as [3]
S(; f) =
1
 1
u(t)w(t  ; f)e 2iftdt (1)
in which f is the frequency, and t and  are the time variables. The
window w needs to be 1-mean to keep the ST invertible:
1
 1
w(t; f)dt = 1 8 f 2 IR: (2)
The most usual chosen window w is the Gaussian one:
w(t; f) =
jf j
k
p
2
e (f t =2k ); k > 0 (3)
where k is a scaling factor which controls the number of oscillations
in the window. When k increases, the frequency resolution increases,
with a corresponding loss of time resolution. It should be noted that the
Gaussian window has a frequency-dependent variance: 2 = (k=f)2
to scale the window in analogy to the wavelet transform.
One of the advantages of this transform is that it is very easily invert-
ible. To our knowledge, two inverse transforms have been presented,
[6], [7] but, since it has been shown that the ST is equivalent to a wavelet
transform [8], it is possible to derive other inverse transforms based on
wavelets.
B. The TT-Transform
Starting from the ST, [4] develops the TT-transform. The concept is
simply based on the inverse Fourier transform of the ST with respect
to its frequency component:
TT (t;  ) =
1
 1
S(; f)e2iftdf: (4)
Both TT and S are matrices containing redundant information, with
the ST being in the time-frequency domain while the TT-transform is
in the time–time domain.
III. A SIMPLIFIED WAY OF COMPUTING THE TT-TRANSFORM
Inserting (1) and (3) into (4), we can rewrite the TT-transform as
TT (t;  ) =
1
 1
1
 1
jf j
k
p
2
u()
e (f ( ) =2k )e 2if( t)ddf: (5)
For any continuous signal u, it is possible to interchange the order of
integration. We then get
TT (t;  ) =
1
 1
u()gk(   t;     )d (6)
where
gk(t;  ) =
1
 1
jf j
k
p
2
e (f  =2k )e 2itfdf: (7)
Using [9, Sec. 17.23.24] for  = 0, this integral can be solved analyti-
cally and gives
gk(t;  )
=
2

k

  2k2 t

e 2(k(t=)) Er k
p
2 t

8 6= 0
  2

1
kt
;  = 0
(8)
whereEr is the imaginary error function. It should be noted that, inde-
pendently and using a different technique, for k = 1, [10] had obtained
the following equivalent result:
TT (t;  ) =
1
3=2(t   )

1
 1
@
@f
D
p
2(t  f)
   f u(f)df (9)
where D is the Dawson’s integral defined by
D(x) = e x
x
0
et dt 8x 2 IR (10)
but our formula (6) gives a simpler way to compute the TT-transform
than those proposed by [10]. Indeed, in order to compute the TT-trans-
form in the discrete domain, it is sufficient to precompute the 2-D ma-
trix corresponding to gk beforehand and then to multiply it to the signal.
Furthermore, as shown in the Appendix , this matrix is sparse in finite
precision, so the complexity of calculating (6) is N2, slightly better
than N2 logN for (4). Moreover, if one only wants to calculate values
of TT on a diagonal band, the complexity of (6) reduces to N .
We can set
pk(x) = k
2

  2k2xe 2(xk) Er 
p
2xk (11)
and rewrite g as
gk(t;  ) =
1
 2
pk
t

8  6= 0: (12)
In order to get a better understanding of this function, we plot pk(x) in
Fig. 1 for k = 1; . . . ; 5 as, [7], for k < 1, the window becomes too
narrow (less than a cycle) thus the S-transform is not useful. The plot is
only shown for positive values of x as p is a symmetric function. We can
see that pk(x) rapidly converges to 0 for x > 1. An analytic study at in-
finity showing thatpk(x) converges in1=x2 is detailed in the Appendix .
This illustrates the fact that the TT-transform just gives information for
jt= j 1 or  t  and that explains why plots of the TT-trans-
form in [4], for example, just give information within a diagonal band.
However, in practice, up to date, only diagonal terms are used (see
[5]); therefore, in Section IV, we will look more closely at the diagonal
of the TT-transform.
A. Around the Diagonal
When t '  , t= ' 1 and g can be simplified
gk(t;  ) ' pk(1)
 2
8 t '  (13)
where, for example, p1(1) '  0:02199, p3(1) '  0:00679, p5(1) =
 0:00405.
From (6) and (12), the TT-transform, (4), can thus be simply
rewritten around the diagonal, as
TT (t;  ) ' pk(1)
1
 1
u()
1
(    )2 d (14)
which is a mere convolution. And we know that a convolution in the
time domain is equivalent to a product in the Fourier frequency domain.
Therefore, for t =  , which seems to be the general area of interest,
we can calculate the TT-transform as the inverse Fourier transform of
a product:
TT (t; t) = F 1fU(f)G(f)g (15)
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Fig. 1. Function p (x) in function of x. It reaches a minimum for some small
value and rapidly converges to 0.
where F represents the Fourier transform, F 1 its inverse, U is the
Fourier transform of the signal u, and G is the Fourier transform of the
diagonal terms of g, (13): using [9, Sec. 17.23.24],
G(f) = Ffg(t; t)g =  2pk(1)
2jf j: (16)
This is an important result as by using this formula, not only can we
completely forget about the use of the ST and the TT-transform but also
we can much more easily understand its behavior. Indeed, (15) reveals
that the diagonal terms of the TT-transform are just a frequency filtered
version of the original signal. As the filter G is proportional to jf j, it
highlights the fact that [4] suspected, namely ”The scaling properties
of S lead to higher amplitudes of high frequencies (as compared to
low frequencies) around t =  .” On the other hand, the authors in [8]
showed that the S-transform is equivalent to a wavelet transform apart
from the fact that the normalization of the window is an L1 one instead
of anL2 one. From this property, they also sensed that high frequencies
are more emphasized than lower ones in the ST.
This property can also be seen in the time domain and for positive
frequency: indeed, the multiplication by a frequency of the frequency
signal is similar to taking the time derivative of the signal. However,
this is not true for all frequencies as the absolute value of the frequency
is used in G(f).
In Section IV, we will illustrate that both ways of computing the
diagonal terms of the TT-transform are equivalent and the fact that
high frequencies are emphasized compared to low frequencies by the
TT-transform.
IV. EXAMPLES OF APPLICATION
In this section, k = 1 will be chosen to compute the ST and its
corresponding TT-transform.
The first example is a combination of two successive chirps, Fig. 2.
In the bottom plot, some Gaussian noise has been added to the same
signal. We then compute the entire TT-transform of the two signals.
As can be seen in Fig. 3 and as mentioned in the previous section,
most of the information is located within a diagonal band and even
on the diagonal. We thus plot in Fig. 4 only the diagonal part, using the
two methods: either taking the diagonal terms of the full TT-transform
(4) or the direct formula of the diagonal TT-transform (15). We first
check that there is a perfect correspondence between both methods,
the difference between both methods is plotted in Fig. 4(b). In Fig. 4(a),
the normalized original signal is also plotted. It is clear from this figure
that high frequencies are emphasized with respect to low ones. These
characteristics will also be shown in the next example.
The second example is a sum of sines (Fig. 5). The fast Fourier trans-
form (FFT) of the TT-transform has been normalized to facilitate the
comparison with the FFT of the original signal (Fig. 6). In this plot, the
Fig. 2. Two successive chirps: (a) without noise and (b) with noise.
Fig. 3. TT-transform of chirps. It can be seen how the energy is concentrated
on a diagonal band. (a) TT-transform of the two chirps shown in Fig. 2(a).
(b) TT-transform of the two noisy chirps shown in Fig. 2(b).
TT-transform clearly emphasizes high frequencies at the cost of low
frequencies.
V. CONCLUSION
In this correspondence, we first rewrite the TT-transform in a new
and more direct way, without passing by the S-transform. This way is
also simpler than the ones shown in [10]. The aim of this correspon-
dence is then to study its diagonal elements which are the terms used
in applications of the TT-transform. We show that computing the diag-
onal elements of the TT-transform of a signal is equivalent to frequency
filtering it; the equivalent filter is proportional to the absolute value of
Authorized licensed use limited to: CSIC. Downloaded on March 2, 2009 at 10:57 from IEEE Xplore.  Restrictions apply.
5712 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 56, NO. 11, NOVEMBER 2008
Fig. 4. Comparing the two ways of computing the diagonal terms of the
TT-transform. As the two ways nearly match, it is difficult to distinguish one
from the other. For clarity, in (b), the difference between the two techniques
has also been plotted. In (a), the original chirp is also plotted to illustrate the
fact that the TT-transform emphasizes high frequencies. (a) Diagonal of the
TT of the two chirps of Fig. 2(a). (b) Diagonal of the TT of the two noisy
chirps of Fig. 2(b).
Fig. 5. (a) Three sine functions of different frequency and (b) the diagonal of
its TT-transform.
the frequencies, giving thus more emphasis to high frequencies with
respect to low ones. As well as allowing a clear interpretation of the
meaning of the diagonal of the TT-transform, this correspondence thus
gives a much simpler and more direct way to compute it.
Fig. 6. FFT of the time series of Fig. 5 and of its TT diagonal. This plot clearly
illustrates the kind of filter that the TT-transform performs, emphasizing high
frequencies.
APPENDIX
CONVERGENCE OF pk AND gk
We can study analytically the function pk(x), (11), when x ! 1:
we know that [11, p. 298]
Er(x)   1=2ex x
1
m=1
(2m  1)!!
(2x2)m
(17)
where n!! = 1:3:5 . . . (2n  1). Therefore, for x ! 1,
pk(x) ' k 2

  2k2xe 2(xk)  1=2e2(xk)

p
2xk
1
m=1
(2m  1)!!
(2(
p
2kx)2)m
(18)
=   (2k2)3=2x2
1
m=2
(2m  1)!!
(2(
p
2kx)2)m
(19)
x 2 +O(x 4) (20)
pk(x) thus converges to 0 as x 2 when x!1. On the other hand, as
Er(0) = 0, for x ! 0, pk(x) converges to k 2=.
Now, we recall that (12)
gk(t;  ) =
1
 2
pk
t

8  6= 0: (21)
Consequently, for t  , gk behaves as 1=t2 and for t  , gk behaves
as 1=2. This implies that, in the discrete domain, the matrix equivalent
to the function gk is band diagonal around t '  in finite precision.
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Matched Subspace Detection With
Hypothesis Dependent Noise Power
Franois Vincent, Olivier Besson, and Cédric Richard
Abstract—We consider the problem of detecting a subspace signal in
white Gaussian noise when the noise power may be different under the
null hypothesis—where it is assumed to be known—and the alternative
hypothesis. This situation occurs when the presence of the signal of interest
(SOI) triggers an increase in the noise power. Accordingly, it may be
relevant in the case of a mismatch between the actual SOI subspace and its
presumed value, resulting in a modelling error. We derive the generalized
likelihood ratio test (GLRT) for the problem at hand and contrast it with
the GLRT which assumes known and equal noise power under the two
hypotheses. A performance analysis is carried out and the distributions
of the two test statistics are derived. From this analysis, we discuss the
differences between the two detectors and provide explanations for the
improved performance of the new detector. Numerical simulations attest
to the validity of the analysis.
Index Terms—Generalized likelihood ratio test (GLRT), robustness,
signal detection.
I. INTRODUCTION
Detecting a partly known signal in additive noise is a widespread
task in many signal processing applications. It is the main goal of radar
or sonar systems and can be encountered in most communication or
seismic schemes as well as in pattern recognition, to cite a few [1], [2].
Optimum detectors, that maximize the probability of detection (Pd) for
a given probability of false alarm (Pfa) have been developed for a wide
class of signal and noise modeling. This kind of detector is designed for
a specific signal waveform and a given noise probability density func-
tion (pdf). Unfortunately, it turns out that in many cases optimum de-
tectors can suffer a drastic degradation in performance for small devia-
tions from the nominal assumptions. Such deviations can occur because
of signal distortion, scattering, imprecise calibration, jitter or errors in
sensor localization for instance. Since the real signal waveform and the
noise pdf are rarely exactly known in practice, one usually needs to de-
velop robust detectors. Many studies have been carried out on robust
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detectors, with a view to maintain acceptable performances for a large
class of deviations [3]–[8]. In this paper, we consider the problem of
detecting a deterministic signal belonging to a known subspace in white
Gaussian additive noise [see (1) below]. This modeling is widely used
each time one has to detect a partly known narrowband signal such as
in radar, sonar or communication systems [9]. In the literature two dif-
ferent cases have been studied depending if the noise power is supposed
to be known or not. In many applications, one can precisely evaluate the
noise power under the null hypothesis when secondary data are avail-
able (this is classically the case in radar systems) because this power is
directly the data power. However, it is difficult to verify that this noise
power remains the same under H1 because its estimation is linked to
the assumed signal model. In addition, in many cases, one can suppose
that this power is modified if the signal is present. This variation could
be due, e.g., to the receiver electronics. For instance, when automatic
gain control (AGC) is used, the noise factor depends on the signal am-
plitude. This effect is a well-known problem for digital cameras where
signal-dependent noise is always present [10]. One may have the same
problem in magnetic recordings [11]. More generally, any nonlinearity
in the electronics can modify the noise power by creating products be-
tween the noise part and the signal part. Moreover, quantification can be
another source of noise power modification. Quantification noise could
be considered as additive uniform white noise whose power depends on
the gauge and the number of quantification bit used. Then, if the gauge
changes when the signal is present, the noise power will change too. In
this case, one can observe a noise power reduction. Accordingly, a non-
complete knowledge of the signal to be detected can lead to noise power
variations. One can encounter this problem in acoustic recognition or
in automotive engine knock detection for instance [12]. Knocking is an
undesired auto-ignition occurring in the cylinder chamber that limits
the efficiency of modern engines and has to be controlled. The gener-
ated shockwave stimulates characteristic oscillations analyzed through
a vibration sensor. However, this shockwave can also create other non
modeled noises due to other mechanic vibrations and subsequently in-
crease the noise power under H1 [13]. More generally, every signal
modeling error will be added to the non modeled data part and will
thus increase the noise power under H1 [14], [15]. In this paper, we
propose to study the robustness to noise power variation between the
two hypotheses by introducing and analyzing a new robust detector. In
contrast to most robust detectors introduced for signal modeling error,
we do not need any hypothesis about the noise power variation.
II. GENERALIZED LIKELIHOOD RATIO TEST
The decision problem to be studied in this paper can be described
as follows. We are given N samples from a complex scalar time series
which are gathered in the N -dimensional measurement vector x =
[ x(0) x(1) . . . x(N   1) ]T . The problem is to decide between
the null hypothesis (H0) and the alternative one (H1):
H0; x = n0
H1; x = s + n1
(1)
where s = Aa is the deterministic signal of interest which belongs to a
known subspace hAi of size R, and the complex amplitude vector a is
unknown. n0 (respectively, n1) stands for the noise vector, and is sup-
posed to be zero-mean Gaussian distributed with known (respectively,
unknown) covariance matrix 20I (respectively, 21I ). It is usually as-
sumed that 20 = 21 , and the latter may be known or not. In the case
where 20 = 21 is known, the GLRT is the so-called matched subspace
detector (MSD) [1] and consists in comparing the test statistic
Tkn =
xHPAx
N2
0
(2)
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