Full-waveform inversion (FWI) has shown its potentials in active seismic scenario in extracting a high-resolution velocity model of the subsurface. In the microseismic scenario, the source function is unknown, and FWI can be applied to optimize the source image and the velocity model, simultaneously. However, FWI is a highly nonlinear optimization problem, and it causes a bigger challenge when the source location and origin time are unknown. To mitigate these issues, we propose a two-stage scheme to invert for the source function and the velocity using an efficient wavefield inversion (EWI). We use outer-loop iterations to repeat the process until we achieve convergence. We specifically formulate an optimization problem to linearly reconstruct the wavefield that tries to fit both the data, as well as the wave equation corresponding to the background model. In the first stage, the reconstructed wavefield is used to calculate a source function using the background wave equation modeling operator without any inversion or update process. In the second stage, we use the computed source function to represent the true source to update the velocity model in the same way we use EWI in the active seismic case. Applications on data generated from a modified Marmousi model with a single microseismic event and multiple simultaneous events demonstrate the ability of the proposed method. An application to field dataset also demonstrates that the proposed method is effective in locating the microseismic event and inverting for a reasonably good velocity model, sequentially.
degraded. Time-reversal-based methods [7] [8] [9] [10] propagate the recoded data backward (reverse time) to reconstruct the wavefield using the wave equation. With an appropriate imaging condition, a source image can be obtained [11] , [12] . This category of methods highly depends on the accuracy of the velocity model. The uncertainties of the source wavelet and the source-origin time also make the wavefield reconstruction more difficult [13] . Full-waveform inversion (FWI) has been adopted to invert for the source parts and the velocity model. FWI was applied to invert for the source components by separating the wave equation source term into spatial and temporal components under the condition we knew the true velocity [14] . To further improve FWI-based methods in microseismic, a source-independent FWI method was introduced to invert for the velocity model and the source components [15] . In the frequency domain, a source-extension approach was proposed to determine the source location while inverting for the velocity and source image, simultaneously [16] . To further improve this method, using the multiscattered energy in the data is able to provide better illumination to the velocity model when low frequencies in the data are missing [17] . They use a penalty term in the misfit function to enforce a focused source image. This penalty function, used to measure the source image focusing property, is applied as an objective function to optimize the source image and the velocity model [18] . Besides the source location and velocity inversion, FWI is also used to invert for the moment tensor [19] , [20] . Most of the work mentioned above is based on the conventional FWI [21] . Conventional FWI is based on minimizing the misfit between the observed and predicted data in a least-squares sense subject to predicted data satisfying the wave equation. It is easy to fall into a local minimum using gradient-based optimization methods, and it will be a more severe problem when the source function is unknown in a microseismic scenario. Wavefield reconstruction inversion (WRI) was proposed to mitigate the cycle-skipping issue by using the wave equation as an additional regularization term, instead of a constraint [22] . This allows for a larger search-space over both the wavefield and the model, and it has been proved to be effective and efficient in the active seismic case.
To further improve WRI by including multiscattering components in the reconstructed wavefields efficiently, an efficient wavefield inversion (EWI) was proposed [23] , [24] . As we calculate the wavefield with a least-squares approach, this method is capable of reconstructing the wavefield partially even if the source function is unknown as in the microseismic case. The reconstructed wavefield can be used to calculate the source function efficiently without any matrix inverse calculation. Thus, EWI potentiality can be useful for microseismic event estimation.
In this article, we use EWI to invert for the source function and velocity model in a two-stage scheme. To reduce the tradeoff between the source function and velocity model, we update these two parameters sequentially. We use an outer loop to repeat these two steps until the convergence is achieved. The outer loop is necessary to optimize the source function and velocity model, iteratively. As the wavefield in the model space can be reconstructed using an augmented wave equation, the unknown microseismic source function can be easily calculated without any inversion process. In this case, the velocity perturbation can be calculated via direct division. Application on a modified Marmousi model shows that the proposed approach can yield a reasonably good inverted velocity model, which can help locate microseismic events accurately. We also demonstrate the effectiveness of the proposed method with a field dataset.
II. THEORY

A. Source Function Inversion
In the conventional FWI implementation, we measure the misfit between the observed data and the predicted data from a wavefield that satisfies the wave equation, which can be expressed in short form as
where d is the observed data, and C is a mapping operator, which projects the wavefield to the receiver positions. We use u to represent the wavefield, and L(V ) = ∇ 2 + (V 0 + V )ω 2 = L 0 + ω 2 V is the modeling operator, with the operator L 0 (V 0 ) = ∇ 2 + V 0 ω 2 corresponding to the background squared slowness, V 0 . We use V as the squared slowness perturbation, and set it to zero at the beginning of the inversion process. As we implement this method in the frequency domain, the source origin time uncertainty is mitigated. The source function f (x, ω), made up of complex values, includes both the wavelet and spatial information. The amplitude of f (x, ω) represents the spatial feature of the source function, which is referenced to as the source image |f (x, ω)|. Based on the adjoint-state method [25] , the velocity and source function gradients are given, respectively, by
where Δd = d − Cu is the data residual, and L −T (C T Δd) is the back-propagated wavefield. ∇ V J is given by elements that span the model space. The challenge in the conventional FWI is the large computational cost and the memory requirement in storing the background wavefields. The wavefield u is calculated using the wave equation, which depends on the velocity. This dependency causes the nonlinearity of the objective function.
That is because the wavefield is nonlinearly dependent on perturbations in the velocity. In order to solve these problems, WRI was proposed [22] . The optimization problem for WRI is given by
In this new formulation, besides the data fitting term, the wave equation forms an additional regularization term. This approach requires the estimation of the wavefield in the whole model space first, then the model parameters can be updated. By inverting the synthetic wavefields and parameters, the search space is enlarged. In order to calculate the wavefield, which simultaneously satisfies the data fitting and the wave equation, we minimize E(V, u, f ) with respect to u by solving ∇ u E(V, u, f ) = 0. As a result, we calculate the wavefield by solving the augmented wave equation using the initial operator L 0
In the microseismic case, the source function is unknown. So we initialize the inversion with f = 0. After obtaining the wavefield u, the source function is calculated by
In (6), the final inverted source function f 0 (x) is obtained by stacking the inverted source functions for all frequencies. This will provide a source image focused mainly on the original source location, especially since the direct arrivals are often the strongest, and energy for the secondary sources pale in comparison. We use a source optimization function to force the source energy to focus in the source image. The source optimization function is given by [26] 
where f 0 (x) is the input source function, and f op (x) is the output optimized source function. x s denotes the estimated source location coordinate, and α is a weighting parameter controlling the focusing amount of the source function. The basic idea of (7) is to penalize nonphysical source energy not located at x = x s . This source penalty was originally proposed in an extended source function to replace the point source, with an aim to reduce cycle-skipping in FWI [27] . To calculate the estimated source location coordinate x s , we set ∂J ∂x s = 0 and get
As a result
After obtaining x s , we can optimize (7) by setting ∂J
The optimized source function is given by
B. Velocity Inversion
After inverting for the source image, we use it, given by f 0 (x) or f op (x), to improve the velocity model as a second stage of the inversion. If we split the velocity model into background velocity and perturbation, the wave equation can be formulated as
where f e = f − ω 2 V u is a modified source function. Now we formulate an objective function independent of the velocity perturbation, given by
In (13), there are two independent variables: the wavefield u and the modified source function f e . The wavefield satisfies the following equation:
In solving for the wavefield, the operator L 0 remains stationary during the update process within each frequency. We use u to represent the wavefield calculated from the inverted source function, which differs from u (wavefield calculated for the source image inversion). In the beginning of velocity inversion, the velocity perturbation V is set to zero, and we begin the inversion process with f e = f 0 . The modified source function is updated by
Here, this f e will include the velocity perturbations, and we plug f e into (14) to perform inner iterations between (14) and (15) to add multiscattering components into u. Inner iterations is a key step in EWI, which is discussed in detail in [24] . After obtaining the reconstructed wavefield u and the modified source function f e , the velocity perturbation is calculated using direct division
To make the division operation more stable, we use a stabilizing term in the denominator
where λ is a small real positive number to avoid dividing over zero and * symbol denotes the complex conjugate. After obtaining the squared slowness perturbation V , we update the background model by
In each selected frequency, we calculate the squared slowness perturbation and update the background operator L 0 and, then, we move to the next frequency. The conventional FWI and the WRI implementations in the frequency domain perform many iterations in each frequency to update the model. EWI method is capable of calculating the velocity perturbation directly for each frequency with limited inner iterations (no matrix inversion) [24] . Thus, this method is simple and efficient. We need to use an outer loop to repeat the two-stage updating scheme over the full spectrum. The details of the algorithm are explained in Algorithm 1.
III. NUMERICAL TEST
A. Homogeneous Model
We first consider a homogeneous model of size 200 × 200 samples. We set the source location in the middle of the model, and 200 receivers on the surface given by the symbol shown in Fig. 1 . The we use in all examples in this article is 10e 7 , and we choose this value based on trial and error tests. We perform the source function inversion starting from 3 to 8 Hz with a frequency interval of 0.5 Hz. Following the source function inversion scheme introduced in the theory section, we set the initial source function to zero. The true wavefield and inverted wavefields obtained from (4) at 8 Hz are shown in Fig. 2 . As the data are only recorded on the surface, the reconstructed wavefield is distributed near the surface. The inverted source image is shown in Fig. 3(a) , and the optimized source image is shown in Fig. 3(b) . We see that the source energy in the original inverted source image is well focused on the true source location. However, there are some artifacts around the source location. After optimizing the original inverted source image using (9) with α = 0.01, the source energy is better focused and the artifacts are suppressed.
B. 2-D Marmousi Model
We further apply the proposed method on a modified Marmousi model of size 370 × 80 samples. The true velocity model is shown as in Fig. 4 . The true source location coordinate is (3700 m, 1000 m) identified by the white dot. The horizontal and vertical grid interval is 20 m. We start the inversion here from 3 up to 20 Hz with a frequency interval being 0.5 Hz. We use a linearly increasing velocity with depth as the initial velocity model, shown in Fig. 5(a) . Using the initial velocity model, the inverted source image is shown in Fig. 5(b) . As the initial velocity model is far from the true one, the source energy is not well focused at the true source location. In each selected frequency, we perform two inner iterations. After 30 outer iterations, the inverted velocity model is shown in Fig. 6(a) . It is obvious that the inverted velocity model captures some of the kinematic features of the true Marmousi. The inverted source image is shown in Fig. 6(b) . The source energy is generally focused to the true source location. To demonstrate the superiority of the proposed method, we implement FWI to invert for the source image and velocity with the same inversion setup. The inverted velocity and the source image using FWI are shown in Fig. 7(a) and (b), respectively. From Fig. 7(b) , it is obvious that the source image using FWI has lower resolution than that from EWI. The source energy is not fully focused to the true source location. In the microseismic scenario, the sources are located in the subsurface, while the receivers are usually distributed on the surface or in a monitoring well. As a result, the velocity update using waveform inversion is mainly contributed by the transmission wave. Due to the limited number of sources and the microseismic acquisition system, mainly low wave number components of the velocity model can be recovered, and this kinematically correct velocity model is good enough to accurately locate the microseismic events. From the velocity profile shown in Fig. 8 , we see that the inverted velocity using EWI recovers the high-velocity area in the true model at a depth of 900 m, and it fits the true one reasonably well. By comparison, FWI fails to capture the high-velocity area. There is a high-velocity dome in the deep part of the velocity model as the white arrow points out in Fig. 4 . In the inverted velocity by FWI, Fig. 7(a) shows clear sign of cycle-skipping in the deep part. While EWI captures the high velocity in the deep part, as shown in Fig. 6(a) .
If there are many microseismic events in the same survey area, and they overlap, we will need to deblend them. Specifically, we need to apply our method one event at a time. In this test, we set eight microseismic events randomly distributed in the survey area, as shown in Fig. 9 . With the same inversion setup as the previous example, the EWI inverted source image for all the sources using the initial velocity is shown in Fig. 10 . It is obvious that the source energy is poorly focused to the true source locations. Thus, we perform the EWI inversion for the Fig. 10 . EWI inverted source image using the initial velocity model (the white dots denote the true source locations). source function and velocity for all the sources, sequentially. The final inverted velocity and the source image are shown in Fig. 11(a) and (b), respectively. As we are using more sources to invert for the velocity, the illumination is better resulting in more coverage of the inverted velocity. As a result, we are able to obtain a reasonably good inverted velocity model, which resembles a smooth version of the true model. The source energy is accurately focused on the true source positions as the velocity improves. We also show the FWI final inverted velocity and source image using the same inversion setup in Fig. 12(a) and (b), respectively. We observe that EWI does better than FWI in inverting for the velocity and source image.
Next, we use two sources ignited simultaneously, which are located at (3700 m, 1000 m) and (3700 m, 1400 m) as white dots indicated in Fig. 13 . In this example, we still use the linearly increasing with depth model, which is shown in Fig. 5(a) . The inverted source image corresponding to the initial velocity model is shown in Fig. 14. We observe that the source energy is not focused at the true source locations. To improve the source Fig. 13 . True modified Marmousi model with two sources (the white dots denote the true source locations). image quality, we perform 30 outer iterations of the simultaneous inversion for the source image and the velocity model. The inverted velocity model and source image are shown in Fig. 15(a) and (b), respectively. As the inversion is dominated by transmissions, the kinematic features of Marmousi model is reasonably recovered in the inverted model, and the source energy in the source image is focused very close to the true source locations. By comparison, the inverted velocity and the source image using FWI for multisource case are shown in Fig. 16(a) and (b), respectively. From Fig. 16(b) , it shows that the source Fig. 17 . Acquisition geometry with a treatment well (given by blue dots), and the receivers (given by black triangles). energy of two microseismic events cannot be distinguished. It is difficult to locate these two microseismic events precisely using this low-resolution source image. In the simultaneous source test, FWI still fails to recover the high velocity in the deep part, as the white arrow in Fig. 16(a) shows. It is an indication that FWI falls into a local minimum. By comparison, the inverted velocity model using EWI is able to capture the high velocity in the deep part.
C. 2-D Real Data
We finally test our proposed method on a single microseismic event captured in the field. This field dataset is collected from an oil field in China during an 11-stage hydraulic fracturing treatment. The recording system used in this survey consists of 15 levels of three-component geophones. The survey, which includes a treatment well (blue dots), a monitoring well (red dots), and receivers (black triangles) is shown in Fig. 17 . We focus on the single event in Fig. 18 , and muted all the arrivals afterwards. We choose one trace of the recorded data and analyze the frequency content. The trace and its frequency spectrum are shown in Fig. 19(a) and (b), respectively. We apply a bandpass filter between 10 and 80 Hz. The filtered data spectrum and data are shown in Fig. 19(c) and (d) , respectively. We use a homogeneous velocity model of 4000 m/s as the initial velocity. The source image corresponding to the initial velocity model is shown in Fig. 20 . As the initial velocity is very bad, the corresponding source image has a poor focusing feature, even though we use the optimized source function with α = 0.001. And it is difficult to determine the true source location.
As low-frequency components in the data are missing, we conduct the inversion process from 10 to 80 Hz with a sampling interval of 1.5 Hz. In each selected frequency, we use two inner iterations. After 20 outer iterations of velocity update corresponding to the number of frequency bands, the inverted velocity is shown in Fig. 21(a) . It is obvious that there is a low-velocity zone in the survey area. It is reasonable as the lowvelocity zone corresponds to the fluid injection well location. The inverted source image obtained from the inverted velocity model is shown in Fig. 21(b) , and the source energy is focused a lot better compared with the source image we get from the initial velocity. We show the filtered observed and predicted data after one iteration in Fig. 22 , and there are clear mismatches. After 20 outer iterations, as the velocity and source image improves, the predicted data fit the true filtered data reasonably well, which is shown in Fig. 23 . The predicted data are obtained by time-domain modeling using the inverted velocity and source location. Considering that the normalized data misfit decreases reasonably well as shown in Fig. 24 , the inversion process is converging.
IV. DISCUSSION
We use an EWI to estimate the source location and improve the velocity model in a two-stage scheme. In the first stage, we set the initial source function to zero, and reconstruct the wavefield near the sensors' locations. With the reconstructed wavefield, the source function can be calculated efficiently. In the second stage, we use the inverted source function to perform the EWI velocity inversion like what is done in the active seismic case [28] . We use outer iterations to repeat this two-stage inversion, and the source function and the velocity are optimized iteratively until convergence is achieved.
In the velocity inversion, EWI uses a modified source f e to absorb the velocity perturbation. Inner iterations betweenû and f e inject multiscattering components to the reconstructed wavefield,û, and multiscattering energy in theû will provide a better illumination of the velocity model [17] . Theoretically, the more inner iterations, the higher order scattering information is included in the wavefield. However, energy corresponding to multiscattering higher than the second order will barely contribute the velocity update [29] , so two inner iterations are used in our implementations.
In the real data test, we recommend to use the source function optimization. Because it is able to provide a reasonably good source image. However, it may be dangerous to use a large α, as it may enforce the source energy to the wrong source location. We only have one microseismic dataset to prove the validity of our proposed method, and we will appreciate anyone who wants to share data for research collaborations.
V. CONCLUSION
We introduced a new microseismic event estimation method based on an EWI. This new method is reasonably immune to the cycle-skipping problem, as well as a bad initial guess of source location often impeding FWI implementations. It also mitigates uncertainties of the source wavelet and the origin time in microseismic event estimation. We use the augmented wave equation to reconstruct the wavefield and calculate the source function. We apply a source optimization problem to get a focused source image. Then, we proposed to use the EWI method to optimize the velocity model in an efficient way. Applications to data generated from a modified Marmousi with a single source and multiple sources yield reasonably good results. The application on field data also shows that the proposed method can get reasonable velocity inversion results and improve the source image quality.
