In this paper, an efficient multi-modal medical image fusion approach is proposed based on local features contrast and bilateral sharpness criterion in nonsubsampled contourlet transform (NSCT) domain. Compared with other multiscale decomposition analysis tools, the nonsubsampled contourlet transform not only can eliminate the "blockeffect" and the "pseudo-effect", but also can represent the source image in multiple direction and capture the geometric structure of source image in transform domain. These advantages of NSCT can, when used in fusion algorithm, help to attain more visual information in fused image and improve the fusion quality. At the same time, in order to improve the robustness of fusion algorithm and to improve the quality of the fused image, two selection rules should be considered. Firstly, a new bilateral sharpness criterion is proposed to select the lowpass coefficient, which exploits both strength and phase coherence. Secondly, a modified SML (sum modified Laplacian) is introduced into the local contrast measurements, which is suitable for human vision system and can extract more useful detailed information from source images. Experimental results demonstrate that the proposed method performs better than the conventional fusion algorithm in terms of both visual quality and objective evaluation criteria. key words: image fusion, medical image, nonsubsampled contourlet transform
provide the best information on denser tissue like bones and implants with less distortion, but it cannot detect physiological changes, while magnetic resonance imaging (MRI) provides better information on normal and pathological soft tissue [2] . In [3] , editor highlight the growing appeal of medical image fusion by offering a representative bibliography of over 300 relevant publications in the literature during two decades. A graph of the progressive total number of articles at the successive years was plotted, which shows that this growth is close to exponential. Scanning the data and graph of articles in paper, multimodality medical image fusion has been emerged as a new and promising research area in recent years.
The goal of medical image fusion is to combine information from multiple images of a scene into a single composite image which is more informative and suitable for visual perception or computer processing. Furthermore, the additional clinical information is attained in result image [4] . The image fusion techniques can be divided into three categories including pixel-level fusion, featurelevel fusion and decision-level fusion, according to the representation of image visual information [5] , [6] . At the same time, the image fusion process can be implemented on spatial domain-based or transform domain-based, according to whether the image is decomposed or not. In spatial domain, fusion operator is performed on the source image directly. In transform domain, fusion operator is performed on the subband images transformed from source image.
The simplest image fusion algorithm is to average the two source images pixel by pixel, leading to some defects in fusion image, such as lower contrast, blur edges and introduce artifacts, all of which severely reduce the quality of the fused image. In order to improve quality of fused image, a theory for high dimensional signals called multiscale transform (MST) analysis tool has been developed for image fusion. In recent years, many researchers have recognized that multiscale transform is very useful for image fusion [7] , and various MST-based fusion methods have been proposed. The common MST approaches include Laplacian pyramid decomposition [8] , discrete wavelet transform (DWT) [9] , contourlet transform [10] and nonsubsampled contourlet transform [11] . In [12] a ratio of low-pass pyramid and the maximum selection rule were used for visible and IR image fusion. A modified gradient pyramid with direction was proposed in [13] . Since the blocking artifacts exist in fused image, the discrete wavelet transform is proposed for image fusion in [14] . In transform domain, source image
Copyright c 2013 The Institute of Electronics, Information and Communication Engineers is decomposed into high-low, low-high, and high-high directional subband images. The wavelet transform can effectively extract salient features at different scales for its properties like compactness, orthogonality, and directional selectivity. The DWT-based fusion methods are generally considered to be superior to the pyramid-based, which has been described, evaluated and experimented in [12] .
Compared with Laplacian transform, wavelet transformation can represent the signal in three directions and make full use of the saliency of the source image. However, it has serious limitations in dealing with high dimensional signal like images. On one hand as a tense-product of 1D wavelet, 2D separable wavelets are good at isolating the discontinuities on the object edges, but cannot effectively represent the 'line' and the 'curve' discontinuities. On the other hand, 2-D separable wavelet decomposes image only into three directional highpass subbands, namely, vertical, horizontal and diagonal, which means that wavelet can only capture limited directional information [17] . Because of the discontinuity and the limited number of directions, the waveletbased cannot represent source image very well and lead to some artifacts and inconsistency in the fused image.
To make up for the aforementioned deficiencies of traditional MSD-based fusion methods, a new decomposition tool for 2-D dimensional called multiscale geometric analysis (MGA) has been developed. Several MGA tool were proposed, such as ridgelet (Candes, 1998) [15] , curvelet (Donoho, 1999) [16] and bandlet (Mallat, 2000), etc. In 2001, Do and Vetterli proposed an efficient directional multiresolution image representation called the contourlet transform (CT) [10] . In the process of contourlet transform, Laplacian pyramid (LP) is used to achieve multiresolution decomposition and capture point discontinuities, then the direction filter banks (DFBs) is used to implement the multidirectional decomposition. Compared with the traditional DWT, the CT is characterized not only with multi-scale and localization, but also with multi-direction and anisotropy. So it can capture more 2-D geometrical structures than other multiscale analysis tools. One CT-based fusion algorithm has been proposed and used for medical image fusion in [17] . A CT-based fusion algorithm is analyzed and experimented in the paper, which can contain more detailed information than others. However, CT lacks the shiftinvariance, which is desirable in many image applications. In 2006, Cunha, et al. proposed the nonsubsampled contourlet transform (NSCT) [11] , which has been successfully used in image fusion [18] . NSCT inherits perfect properties of the CT, and meanwhile possesses shift-invariance. When NSCT is introduced to image fusion, more visual information for fusion can be obtained and the 'scratched' effect in the final fusion will be reduced.
In this paper, a new multiscale decomposition fusion algorithm for multimodality image based on nonsampled contourlet transform is developed. In order to fit for the characteristics of the human vision system, selection rule for subband coefficient is considered in this paper. Bilateral sharpness criterion function and local contrast introducing modified SML are employed in fusion algorithm. Several experimental results show that the proposed NSCT-based fusion algorithm has better performance for medical image fusion.
Nonsubsampled Contourlet Transform
The contourlet transform is a multidirectional and multiscale transform which is constructed by combining the Laplacian pyramid (LP) and the directional filter bank (DFB). In order to get rid of the frequency aliasing of the CT and to achieve the shift-invariance, the NSCT use nonsubsampled pyramid filter bank (NSPFB) structure for multiscale and nonsubsampled directional filter banks (NSDFB) to achieve multidirection. An overview of the proposed NSCT is showed in Fig. 1. (a) , and 2-D frequency partitioning result decomposed by nonsubsampled directional filter bank is showed in Fig. 1 (b) . In this section, we briefly introduce the design process of NSCT.
In this section, we briefly introduce how to design NSDFB and NSPFB to attain the shift-invariance.
Nonsubsampled Pyramid (NSP)
In NSCT, the multiscale property of the NSCT is obtained from a shift-invariant filtering structure which achieves subband decomposition similar to that of the Laplacian pyramid. This is achieved by using two-channel nonsubsmapeld 2-D filter banks, which is conceptually similar to the 1-D nonsubsampled wavelet transform computed with the atrous-algorithm [29] . In decomposition of NSCT, the down-sampling of image is replaced by the up-sampling of the filters from previous stage with sampling matrix.
Multi-scale property can implement the shift-invariance at the same time without the need of additional filter design. Figure 2 illustrates the proposed nonsubsampled pyramid (NSP) decomposition with J = 3 stages. The ideal passband support of the low-pass filter at the j-th stage is the
, and the support of the equivalent high-pass filter is the region of [
The regularity of the NSCT basis functions can be controlled by the NSP low-pass filters denoted by H 0 (ω), and the scaling low-pass filter is used in the pyramid, while the equivalent filters of a J-level cascading NSP are given as follows:
Nonsubsampled Direction Filter Bank (NSDFB)
The NSDFB, employed by the NSCT, is a shift-invariant version of the critically sampled DFB in the CT. The DFB is constructed by combing critically-sampled two-channel fan filter banks and resampling operations, which results in a tree-structured filter bank that splits the 2-D frequency plane into directional wedges [18] . Figure 3 illustrates four channels decomposition. In nonsubsampled decomposition procedure, the tree structure of the synthesis filter banks is obtained from a single NSFB with fan filters. To obtain finer directional decomposition, we iterate nonsubsampled DFB.
For the next level, we upsample all filters by a quincunx matrix given by Eq. (2). The same filter bank in each channel U k (z) (k = 0, 1, 2, 3) can be got by Eq. (4).
In CT, the source image is filtered by LP, the high-pass channel in fact is filtered with the bad portion of the directional filter passband. This results in severe aliasing and in some observed cases a considerable loss of directional resolution. In NSCT, the deficiency is remedied by judiciously upsampling the DFB filters and replacing U k (z 2mI ) with U k (z), in which m is chosen to ensure that good part of the response overlaps with the pyramid passband [30] .
Image Fusion Algorithm
A good image fusion algorithm should preserve all the salient features in source images and bring about as less artifacts or inconsistency as possible. NSCT can offer better anisotropy, multiresolution, directionality and localization properties for 2-D signals than existing multiscale geometric representation tools, so that better image fusion performance can be achieved by employing the new sparse image analysis tools in fusion algorithm.
The quality of fused image is decided not only by the sparse representation but also by the selection rule of subband coefficients. Selecting the proper measurement for preserving more visual information in fusion result and introducing the proper coefficients into fusion result are other two key components in fusion algorithm. According to the two aspects, a new multi-modality image fusion algorithm based on NSCT is proposed, which employs the bilateral sharpness criterion composed of gradient and phase coherence for presenting visual information of lowpass coefficient and the local contrast for highpass subband coefficient.
In this section, the proposed fusion algorithm will be discussed in detail. The following work concentrates on the design of novel fusion rules for the lowpass coefficient and the highpass subband coefficients with assumption that the source images have already been registered perfectly. Let I(i, j) be the gray level intensity at the position (i, j). The proposed image fusion algorithm can be divided into three steps. The general schematic framework of fusion algorithm is illustrated in Fig. 4 and implemented as follows.
· Firstly, the source images A and B are decomposed by the NSCT to an approximation lowpass subband coefficient and multiple directional subband coefficients. In process of decomposition, d directions are attained in Fig. 4 Fusion scheme using the NSCT.
the l-th scale.
Where,C A 0 (i, j) denotes the lowpass subband coefficient at the coarsest scale. C A l,d (i, j) denotes the directional subband coefficient at the l-th scale and the d-th direction. · Secondly, select fusion coefficients for the low subband and each highpass subbands according to the corresponding fusion rules. · Lastly, reconstruct the fused image from selected coefficients by taking inverse NSCT.
Selection Lowpass Subband Coefficient Image
The conventional fusion rule for lowpass subband coefficient is to attain the composite coefficient by means of the averaging method. However, the simplest method reduces the contrast of features presented in either of the image.
A new sharpness criterion function is considered for lowpass subband coefficient selection, which is explored and in [20] for multi-focus image fusion and defined by the combination of geometrical structure and phase coherence. The lowpass subband coefficient is an approximate representation of the source image and has a large number of geometric structures, including textures, edges, corners, etc. in [22] , which is characterized by the image's gradient information. In image fusion, structure tensor is used for measuring visual details, which is defined as follow.
Where, I i (i, j) and I j (i, j) represent the first-order partial derivatives of image I along horizontal and vertical directions at position (i, j). In practical application, matrix C 0C is computed by averaging the tensor product over the window w with a weighting function K ρ , [28] i.e.
Usually, K ρ is a Gaussian function
Where, d
2 , ρ denotes the standard deviation of the Gaussian kernel and μ denotes the mean of kernel. C 0C is symmetric and positive semi-definite. Its main modes of variation correspond to the partial derivatives in orthogonal directions. The variation is reflected by the eigenvalues λ 1 and λ 2 of C 0C . So λ 1 and λ 2 can be attained throuhg decomposing the matrix C 0C .
Where λ 1 and λ 2 (λ 1 > λ 2 ) that correspond to eigenvectors v 1 and v 2 , respectively, and the superscript T denotes the transpose. The vector v 1 indicates the orientation with highest grey value fluctuation, while v 2 gives the preferred local orientation, the coherence direction. So, local geometrical structure can be represented by two eigenvalue λ 1 and λ 2 [23] . Three distinct cases should be considered. 1) straight edges gives λ 1 is much larger than λ 2 , and λ 2 is near zero, 2) corner gives λ 1 and λ 2 are much larger than zero. 3) Both λ 1 and λ 2 are small. This means that the local area is flat around the examined pixel. Motivated by this, the sharpness criterion is proposed to represent the geometrical structure of the image, which is defined as follow.
From the analysis and experiments in [24] , local phase coherence is sensitive to human perception response and insensitive magnitude variations caused by illumination conditions or noise incurred in image. So the second sharpness criterion is defined as phase coherence of the image's gradient.
Where, θ(i, j) is the phase information of pixel at the position (i, j), θ(i, j) is the average of the phase of the neighboring positions. This measure achieves the maximal value when the local phase coherence is at the worst, which is usually caused by an edge. The new bilateral sharpness criterion is attained by combination of local geometrical structure and local phase coherence, which is defined as
Where α and β are two parameters to decide contributions of two criterions. In fusion procedure, pixel with larger value of S is selected into fused image. The final fusion rule is defined as
Where, C A 0 (i, j) and C B 0 (i, j) denote the lowpass coefficients of the source image A and B. C F 0 (i, j) denotes the fused results at (i, j). th is an experimental threshold according to the resultant image
Criterion Function for Salient
In fusion algorithm the criterion functions which measure the quality of sharpness is a key component. The edges and geometric structures in image correspond to high-frequency, so the criterion functions design is to measure the high frequency content of an image. Recently, lots of research work has been developed on this domain. The following measure functions have already been used in common. Criterion function used in this paper can be grouped as variance, Laplacian-based and gradient-based.
· Variance (VAR)
For M × N size of source sub-image, criterion function of variance is defined as
Where I is the average gray level over the image region.
· Energy of gradient (EOG, TNG) For an M × N size of source sub-image, criterion function of variance is defined as:
Where, I i and I j denote image gradients at the row and column directions, respectively [20] . There are many discrete operators for estimating I i and I j . For Tenengrad measure function, Sobel operator is used to approximate gradient I i and I j . · Energy of laplacian (EOL) [21] Laplacian value of an image can also be utilized as a criterion function to analyze high frequencies associated with image edges and it can be defined as: · Sum-modified laplacian (SML) The Laplacian operator can be used as a high-frequency estimator. However, the second derivatives in the horizontal and vertical directions can be different signs which may cause one sign to cancel the other [19] . SML is the sum of absolute values of partial second derivatives which is different from usual Laplacian.
Where, ∇ 2
ML. I(i, j)
= |2I(i, j) − I(i − 1, j) − I(i + 1, j)| 2 + |2I(i, j) − I(i, j − 1) − I(i, j + 1)| 2 .
Selection Highpass Subband Coefficient Image
In nonsubsampeld transform domain, the source image is decomposed into any power of two's directions in multiscale. The source image is sparsely represented by multiple highpass subband image, whose natural geometrical structure can be obtained from reconstructing these highpass subband image and lowpass image. The highpass subband coefficients directionally represent the details of source image, such as edges, contours, and object boundaries. In traditional fusion algorithm, the coefficients with large absolute values are considered as sharp brightness changes or salient features in the corresponding source image and selected into the fused image. However, the selection rule exclusively depends on one pixel absolute value without taking the local region and the lowpass coefficient, which leads that the noise will be easily mistaken as useful information and then introduced into the fused image. Therefore, this method will not produce the natural and clear fuse image in the end. A proper merging scheme should have the ability to ensure that more detailed visual information be preserved into the fused image, which in this way would become more natural and more sensitive to human visual system. In [25] , research work for the human visual system has been done. The results mean that the regions which have a high local contrast with their surroundings are more liable to attract human visual attention.
Where, L denotes the local gray level, L B denotes the local brightness of the background and corresponds to the low frequency component. Therefore, ΔL is taken as the high frequency component. In NSCT domain, ΔL is taken as the directional subband coefficient. So, the local contrast is defined as
Where,a l (i, j) denotes the value of the lowpass subband image at position (i, j) of l-scale, which represents the background information. C l,d (i, j) denotes the bandpass directional subband coefficients at the l-th scale and the d-th direction. It is not a good choice to use the value or absolute value of single pixel to represent the high frequency componet, since the HVS (human visual system) is sensitive to local features. It will be more reasonable to replace the value (or absolute value) of single pixel in the contrast measurement with the local features. The criterion function is used to represent the local features which described and analyzed in Sect. 3.2. The criterion function SML can effectively represent the salient features and sharp boundaries. Larger value of SML means more high frequency information. Furthermore, SML eliminate the sign side effective of the second derivatives in ordinary Laplacian, which leads to the loss of pixel with zero value. In order to maintain robustness of the algorithm, we modify local contrast by introducing sum-modifiedLaplacian as the numerator, which eliminates the side effects of the sign presented in ordinary Laplacian. A new proposed local feature contrast is defined as follow:
Where, MSML l,d (i, j) denotes the sum of Laplacian of the highpass subband coefficients at the l-th scale, d-th direction and location (i, j), which is defined as follows.
In order to meet the characteristics of HVS, a region-based local contrast is proposed for selection. A neighboring template W h is introduced. The final measure function based on the local modified Laplacian is represented as follows:
Where, W h is a template of size 3 × 3, which is
From the above analysis, fusion rule for highpass subband coefficients is finally defined as follows:
The proposed fusion rule for highpass subbands, defined by Eq. (24), can not only extract more useful visual information from source images and inject them into the fused image, but also become sensitive to the human visual system. For simplicity, we name this fusion rule as 'Loccon-max' in this paper.
Experimental Results and Analysis
In this section we will verify the performance of the 'bilateral sharpness criterion' and the 'Loc-con-max' fusion rules. The experiment is divided into two parts. The first part is to show the advantage of our lowpass fusion rule, and the other is to demsonstrate the superiortiy of the higpass fusion rule.
Firstly, the proposed criterion function of local contrast based on MSML is compared with other typical criterion function, such as VAR, EOG, TNG, EOL and SML in the NSCT domain. In all of fusion operators, lowpass subband coefficients and the highpass subband coefficients are simply merged by the 'averaging' scheme and the 'absolute maximum choosing' scheme.
Secondly, the proposed fusion algorithm is compared with other typical fusion methods including PCA method, DWT-based method, CT-based method, in all of which the lowpass subband coefficient and the highpass subband coefficients are simply merged by the 'absolute maximum choosing' scheme. The 'db5' wavelet and 'db53' wavelet, together with a decomposition level of 4, are used in the DWT-based and CT-based methods. The 'dmaxflat7' and 'maxflat' are used in the NSCT-based method with the same amount of decomposition level.
Comparisons of Criterion Fusions Rules in NSCT Domain
The advantage of the proposed bilateral sharpness criterion for lowpass fusion rule which outperforms other five conventional sharpness criterions has been verified and demonstrated in [20] . So, we just need to demonstrate the advantage of the proposed local contrast compared with other sharpness criterion used for highpass coefficient in the NSCT domain, which are 'VAR', 'EOG', 'TNG', 'EOL', and 'SML' as criterion function for measuring visual information. In fusion operator, the pixel with higher value of criterion function refers to important visual information and is selected as fused result. For simplicity, we name these fusion rules as 'var-max', 'EOG-max', 'TNG-max', 'EOLmax' and 'SML-max' according to the adopted feature presentation in experiment. The source image is showed in Fig. 5 (a) and (b). In order to better distinguish the experiment results, we only take a part of the whole image, that is, the people region, and show them in Fig. 6 . From the visual effect, Fig. 6 (e) has the best result and it is most sensitive to human visual system, where the region of people and that of chimney are much clearer and form a perfect contrast with each other. The blur edges of "people region" and low contrast is showed in Fig. 6 (a), Fig. 6 (b) . In Fig. 6 (c), Fig. 6 (d) , contrast has been improved than the Fig. 6 (a), Fig. 6 (b) . However, the defect of blur image is still existed, and the region of chimney is still not clear.
For further comparison, mutual information (MI) [26] , the information preservation value for edges denoted by Q AB/F [27] metric and spatial frequency (SF) metric are used to evaluate the fusion performance quantitatively. For the above four experimental results, the detailed quantitative evaluation is given in Fig. 7 . The experiment with proposed local contrast gets the maximal value in three metrics. So the proposed local contrast is more reliable, robust and stable than other criterion functions ('VAR', 'EOG', 'TNG', 'EOL', and 'SML') quantitatively. 
Comparisons on MSD Methods
In order to show the advantages of the new image fusion algorithm, two groups of experiments are performed on two sets of multi-modality image fusion. One set of source image has a pair of medical images from different sources. The source images in Fig. 8 are acquired from the same position in the brain. Image A in Fig. 8 (a) is a CT image that shows structures of bone, while image B in Fig. 8 (b) is an MRI image that shows area of soft tissue. To compare the fusion performance, four fusion methods are applied. They are PCA fusion algorithm, wavelet-based fusion algorithm, CT-based fusion algorithm and NSCT-based fusion algorithm proposed in this paper. Figure 8 shows that fused image attained by all kinds of fusion algorithm. Among all of the results, image fused on PCA introduces the soft issues but loses the edges information of bones. The wavelet-based fusion method performs better than PCA-based method. However, the soft issues are not clearer than the result fused by Wavelet-based method, which is induced by limited direction of wavelet. Image fusion based on CT can produce better visual effects, but some pseudo-effective and spectrum aliasing are presented on the edges of soft issues at the bottom of image, which is induced by the shift-variance of contourlet transform. Comparing all fused image, we can see that the best image fusion is obtained by applying the proposed fusion algorithm. The fusion algorithm based on NSCT with shift-invariance and multi-direction can capture more geometrical structure of image. Local contrast selection rule for highpass coefficient and the bilateral gradient selection rule for lowpass coefficient are employed. So the more detailed features with sharpness are fused into composite image, the more natural and sensitive to human visual perception.
For further comparison, besides visual observation, MI, Q AB /F and SF metric are used to evaluate the fusion Table 1 Performance of the different fusion methods in Fig. 9 . 
Table 2
Performance of the different fusion methods in Fig. 10. performance quantitatively. For the above four experimental results, the detailed quantitative evaluation is given in Table 1 . Three metrics can obtain the best value for the MRI-CT fusion with proposed method. From these comparisons, we conclude that the proposed algorithm outperforms other methods.
The second group experiment is performed on another set of multi-modality images which are infrared image and visible image registered pixel by pixel before and showed in Fig. 5 (a) and Fig. 5 (b) , respectively. The fused images are shown in Fig. 10 . It can be observed that the NSCT-based fusion transforms have better clarity, contrast and spatial feature integration. A serious problem exists in image fused by PCA, such as people presented in infrared image is lost in the result. In other three fusion results, better visual effect is attained than PCA. Table 2 gives the evaluating value of four fusion methods. Obviously, the proposed algorithm with maximal values of MI, Q AB/F and SF, which demonstrate that the proposed method transfers more edges and salient information to the fused image and preserves more structure details. So we can conclude that the proposed fusion method attains the best performance.
Conclusion
A novel fusion algorithm based on NSCT is proposed, and a novel fusion rule is considered in this paper for multimodality medical image fusion. A novel fusion rule is proposed, which employs a bilateral sharpness criterion to select the lowpass coefficient, and employs modified SML to select highpass coefficients. An experiment is performed on two sets of multi-modality images. The experimental results demonstrate the superior performance of the proposed fusion scheme. We take MI, Q AB/F and SF to evaluate the fusion method quantitatively. The NSCT is an effective multiscale decomposition tool for image fusion in the transform domain, which effectively eliminate the "blockeffect" and the "pseudo-effect" comparing with wavelet and CT. In order to represent the image geometrical structures more effectively, new MST tools are under development and research continually. In the future, we plan to further improve the fusion performance by using new MST tools such as compressed sensing (CS).
