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Abst rac t - -Compar i son  between Gauss quadrature and quasi-analytical integration by Taylor 
series expansions using convolution algebra, is made of some integrals that occur in the wave-making 
vortex integrals. Convolution number integration takes longer, but it permits the evaluation of the 
accuracy of numerical integration. (~) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In potential flow analysis of hydrodynamic problems, i.e., those in which the presence of a free 
surface plays a vital role, recourse is often made to methods that employ a linearized free surface 
boundary condition. Then the solution usually employs o-called free-surface Green functions, 
which ensure that the radiation condition (no upstream radiation of waves) can be satisfied 
exactly. Green functions are in essence point singularities, and in practical applications distribu- 
tions of such point singularities along lines or over planes are often used. The name super Green 
function has been coined recently by Noblesse et al. [1] for distributions of this type. 
One example of such an application is the vortex lattice method for hydrofoils, developed by 
Thiart [2,3], in which a super Green function based on a vortex segment is used to facilitate a 
solution. Integration of this function, which is necessary to determine the components of the 
so-called wave-making velocities, is difficult. The integrals cannot be evaluated by means of 
classical methods, because the functions in the integrand behave in a complicated manner, with 
singularities at the center, and  often infinite variations at one end, of the integration path. As  a 
result they are also difficult to integrate numerically. 
As  alternative to numerical  integration, a quasi-analytical method ,  using Taylor series expan- 
sions of the functions, is presented in this paper. This has been made a computat iona l  method  
by  means  of convolution algebra, [4]. A l though the purpose of convolution algebra is foremost 
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to provide Taylor series for functions that are used repeatedly, it can also be applied to a single 
integration. Then this technique becomes itself a higher-order numerical integration. 
The comparison of the effectiveness of such a single application relative to that of Ganssian 
quadrature is shown not to be favourable. It is also shown, however, that the method permits 
the evaluation of the accuracy of numerical integration schemes such as Gaussian quadrature. 
2 .THE INTEGRALS 
The  integrals under consideration arise from the requirement to mode l  the influence of a free 
surface on the velocity potential of a vortex segment, by requiring the velocity potential to satisfy 
the linearized free surface boundary  condition 
0u 
0-~ ÷ now = 0, at z = 0. (2.1) 
Here the x-coordinate is defined as being in the direction of the onset flow (which has magnitude 
U), the z-coordinate is defined as being vertically upwards from the undisturbed free surface, u 
and w denote respectively the perturbation velocity components  in the x- and z-directions, and 
~o = g /Us  is the wave number,  with g the acceleration of gravity constant. 
The  velocity potential associated with a two-dimensional vortex of strength F located at depth 
h beneath such a "linearized" free surface is given by 
F z+h F z -h  
¢(x, z) = ~ arc tan- -x  27r arctan x + ¢~(x'z)" (2.2) 
The first term in (2.2) represents the influence of the vortex itself, and the second term the 
influence of the image of the vortex in the undisturbed free surface. The third term is the 
so-called wave potential which, according to Giesing and Smith, [5], can be expressed as follows: 1 
¢~(x'z)=F~[~exp{n°(z-h)+~n°x}- l  fo°O l exp{n(z-h)+znx}dn] no - n (2.3) 
Thiart, [2], has shown that the corresponding wave potential for a straight hree-dimensional 
vortex segment with "left hand" and "right hand" end-points located at (x = Xb~, y = Yl, 
z = Zbv) and (x = Xbv, y = Yr, z = Zb~) respectively 2, can be written as 
f~/2 ~ [I (v, Xbv, Yr, Zbv, X, y, Z) F Cbvw(X, v, z) = (2.4) 
- - I  (/J, Xbv, Yl, Zbv, X, y, z)] sec u csc  u du, 
where 
with 
I (u, ~, 7/, ¢, x, y, z) = -~exp {nu(z + ~) + invw} 
1 f0 °° 1 +-  - -exp  {n(z + ~) + ~nw} dn, 
71" n~, --  /% 
(2.5) 
n~ = n sec 2 u, (2.6) 
= - cos + (v - n) sin (2.7) 
Associated with this wavemaking potential is a "wavemaking" velocity field given by the gra- 
dient of the wavemaking potential 
rf [~ I  (u, Xbv, Yr, Zbv, X, y, Z)  bvw(x, y, z) = J - . /2  (2.8) 
(u, Xbv, Yl, Zbv, X, y, Z)] sec u csc u du. 
1The imaginary unit -bv/=T is denoted by ~. 
2The subscript "by" denotes that  the vortex segment under consideration is the bound vortex part of a so-cMled 
"horseshoe vortex", as described in [2]. 
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It is the components of this velocity field that are of importance for the hydrodynamic analysis; 
specifically the x- and z- components for the application described in [2]. Unfortunately, the 
integrals that are implied in (2.8) cannot be determined analytically, therefore, recourse has 
to be taken to numerical integration. Explicit expressions for the three wavemaking velocity 
components - for completeness the y-component is also included in the analysis that follows--are 
obtained irectly from (2.8): 
F f~12 
Ubvw = - - - -  ~ [ J  (P, Xbv, Yr, Zbv, X, y, Z) -- J (tJ, Xbv , Yl, Zbv, X, y, Z)] CSC V dr ,  (2.9) 
21r J-~/2 
F f~/2  
Vbvw -- 27r J-~r/2"~[J(u'Xbv'Yr'Zbv'X'Y'Z)--J(u'Xbv'Yl'Zbv'x'Y'Z)]secud"' (2.10) 
F f,~/2 
Wbvw = --27r J-~r/2 ~[ J  (U, Xbv,Yr, Zbv, x,y,z) -- J (u, Xbv, yl, zbv,x,y,z)]secucscudu, (2.11) 
where the function J (u, ~, r], 4, x, y, z) is given by 
J (u, (, 7, (, x, y, z) = -~  exp{t~(z + 4) + ~w} 
I f~  ~ (2.12) 
+-  - -  exp{~(z + 4) + {~w} d~. 
Utilizing the methology of Giesing and Smith, [5], (2.12) can be written as 3 
J (u, ~, 7, 4, x, y, z) -- -2{H(w)~ exp{g~(z + 4) + {a~w} 
[ 1 ~0 °° exp( -s)ds  ] (2.13) 
+-1 ( z+0+~ ~ s + ~. {(z + () + ~} 
Here H(w) denotes the Heaviside step function. 
3. DEF IN IT ION OF  THE FUNCTIONS IN  PARTS 
For the purpose of series expansions the different erms in (2.9)-(2.11) are analyzed with the 
aid of a chain of functions which serve as intermediate variables. 
We define the variable 
g = ~, (z + ( + ~w) - g~ + ~gb (3.1) 
so that the integral in (2.13) becomes 
~0 °° e - s  Ei(9) - - -  ds. (3.2) 
g+s 
We use the notation Ei here for the exponential type of integral, not to be confused with Hi as 
defined in [6]. It is related to the standard exponential integral El, see [7], in the notation g of 
the argument, by El(g) = e°E1. 
The function J(u, {, r/, 4) in (2.13) is split into three parts 
J = H(gb)Jl(u) + J2(u) + J3(u) (3.3) 
considering ~, U, 4 as parameters  and u as the variable, where  
J1 (u) = -2~e 9, 
1 1 
Y2(u) = ~ z+4+~'  
z3(.)  = - !~.E i (g ) .  
7r 
3The dummy variable t in the original publication, [3] (A16), is here denoted by s. 
(3.4) 
(3.5) 
(3.6) 
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The unit step function H(w) in (2.13) is replaced here by H(gb) since the argument w serves 
merely as a measure of the imaginary part gb. 
The integrals that appear in (2.9)-(2.11) are now denoted by new functions 
and their sum by 
Ki~(u)=/J~(u)du'sm u (3.7) 
Kiv(u) -- / Ji(U)cos u du, (3.8) 
sin u du, i = 1,2, 3, (3.9) 
/~k(u) = Klk(u) + g2k(~) + g3k(u), k = u, ~, ~.  (3.10) 
The actual numerical values that have to be computed are therefore 
Then finally the velocity components are expressed by 
Ubvw -- 2~AK~,  (3.12) 
Vbv w - -  ~'~AKv, (3.13) 
Wbvw = -- ~ ~AK~. (3.14) 
4. INTEGRATION PATH 
4.1. The  g-Plane 
The function El(g) in (3.2) is multivalued. Its principal sheet is defined with a slit on the 
negative real axis, as shown in Figure la, with a discontinuity of 2w~e 9 across the slit. The 
real integration path in the P-plane lies in the left half of the g-plane, and crosses the real axis 
integration path 
0 
integration path 
(a) Principal sheet. (b) Sheet for J3. 
Figure 1. F~nction Ei sheet in the g-plane. 
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once. In the derivation of the original function by Hess and Smith, [8], on which the subsequent 
developments of Giesing and Smith, [5], are based, the sheet of the function E i(g) was chosen which 
connects with the standard principal sheet in the lower half-plane, such as shown in Figure lb. 
Therefore, using the principal value of the function Ei(g) in (3.2), the diseontiniuity must be 
subtracted as soon as the integration path crosses into the upper half-plane. This causes the 
appearance of the discontinuous function J1 in (3.3). Alternatively, the function Ei(g) in (3.2) 
can be defined and computed in the appropriate sheet, and then the function J1 is already included 
in the continuous function Ja. Both methods are used in the solution by Taylor expansions in 
different regions. 
4.2. The  v -P lane  
The integrals are defined on the path F on the real line , -7r/2 < u < Ir/2, shown in the 
complex v-plane in Figure 2. The integral over the center singularity at u = 0, caused by the 
division of sin u, is taken to be the Cauchy principal value. 
Two critical points vcl and v~2 where g = 0, appear in the vicinity of the real integration path. 
• b'c2, g : 0 
u = +'~cx~, g = 0 
t 
F / 
÷ , ¢ , /  4 
7r ~1 
o +3 
• ucl, g = 0 
u = --~c~, g = 0 
Figure 2. The u-plane. 
4.3. T rans format ion  to  the  t -P lane  
Transformation to the variable 
t : (4.1) 
produces the functions in particularly clear analytical form. It is also the standard transformation, 
in complex form, for the analytic solution of the integrals K2k, see [9]. 
It is convenient to define some constants for each vortex line 
a=x-~,  b=y-~,  c= z+~' ,  
2c ~a - b (4.2) 
a2 = {a + b, al = - - ,  a0 - 
a2 a2 
All functions become functions of t, starting with g, which assumes the rational form 
2noa2t(ao + alt + t 2) 2n0t(t - td)(t  - tc2) 
= (4.a) g = (t 2 + 1) 2 ( t -  ~)2 (t + ~)2 , 
where td  and t~2 are the roots of the nominator. 
For integration in the t-plane, integrand functions in the variable t are defined 
J~ du 
Fi~ = × (4.4) 
sin u - -~' 
Ji du 
= × (4.5) 
COS U - -~  ' 
J~ du 
Fi~ cos u sin u x --~, i = 1, 2, 3, (4.6) 
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1 ° tcl 
"i" ~ v : , , .  
~2 
+~, 
Figure 3. The t-plane. 
so that the integrals become functions of t 
K~k ---- / Fik dr, i = 1, 2, 3, k = u, v, w. (4.7) 
Transformation to the complex t-plane maps the integration path F on the real line in the 
~-plane on the right unit semicircle in the t-plane, shown in Figure 3. 
4.4. Regions on the Integration Path 
At points tel and to2, g = 0, and therefore, Ei(g(t)) is singular. 
These points are not on the integration path. However at the ends of the integration path, 
t --- ±~, the function g(t) is infinite, and the function Ei(g) has a particular ill-behaved singularity. 
Also the function J1 has an ill behaved singularity. A rational method to compute Ei(g) at g -- oo 
is by an asymptotic series. Therefore, we call this region around these points also in the t-plane 
the asymptotic regions. The asymptotic expansion is made directly in the variable t. This will 
only give the principal value of Ei(g), and therefore, the function J1 must also be computed in 
this region. 
In addition, the functions F3~ and F3~ are singular at t = 1 due to the division by sin ~. 
On the integration path in the t-plane, we identify, therefore, three regions in which each of 
the components F~k must be expanded by a different ype of series. These are 
• asymptotic region around t = ±~ --~ asymptotic expansions of Flk and F3k, 
• center egion around t = 1 --* Frobenius expansions of F3u and Fa~, and 
• regular egions in between --+ Taylor expansions of F3~, F3v, F3~. 
These regions are indicated in Figure 4a around the integration path. The exact boundaries are 
determined by the appropriate convergence radius for each expansion of each function. 
4.4.1. Semidisk sequence 
To cover a range of integration with Taylor disks, the numerical convergence radius of each 
disk is determined on the integration line by the error analysis. As a consequence, a continuous 
sequence can only be achieved by semidisks, starting with a full disk from any one initial point. 
Two starting points are the asymptotic disks. Another starting point is the center disk, so that 
the semicircular integration path is actually partitioned in two halves of a quarter circle each. In 
each quarter we use now a two-pronged approach towards closure as shown in Figure 4b. The 
sequence is terminated where the innermost semidisks eventually overlap. 
The reason why this double approach is necessary, is the possible instabilty in a particular 
direction which may cause a semidisk radius to be neglibly small. The adopted strategy is 
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0 w 
0 
(a) Regions in the t-plane. (b) Sequences on the integration path. 
Figure 4. Integration in the t-plane. 
therefore to proceed in that particular prong where the larger radius was  obtained. We have then 
two opposite directions, while the instabilty can only occur in one direction because it comes 
from a first order differential equation. The  constant radius of the semidisks in Figure 4b is only 
diagrammatic, they may actually point in a slightly different direction. 
Wi th  this strategy we have not allowed for a change of direction of the instability in the open 
region. If this occurs in a particular application, we may have to partition the semiarc into more  
then the two quarters that we  have used here. 
The  integration for ?~L and UR is done separately. It is not possible to take the difference 
in (3.11) before the integration because the disks in the sequences for ~]L and UR differ very 
much. 
For each component AKk two such sequences are computed. 
4.4.2. A l te rnate  integrat ion  path  
Theoretically, the analytical integral requires only the end points of the integration interval, 
which in the t-plane are the ends t = -~ and t = +i, if proper account of the position of the 
singularities relative to the integration path is taken. First however, the approach to the end 
limits may only occur within a more or less narrow sector which contains the mapping of the 
left half of the g-plane. Secondly, the numerical approximation of the Taylor series has a limited 
convergence disk, so that a path must be chosen to string up a continuous equence of Taylor 
disks. The physical reality assures that the real line in the v-plane, and therefore, the unit semiarc 
in the t-plane, is a path that satisfies the end requirements. However, the functions are often 
badly conditioned along this path, including violent oscillations. This path may also run close to 
the singular points td  or to2, as well as passing through the singularity at the center, t = 1. These 
circumstances can require a large number of expansion disks with difficult numerical conditions. 
It may therefore be advantageous, both for the finite difference as well as for the convolution 
number integration, to choose another path in the t-plane that satisfies the end conditions. 
The end conditions are merely to be well in the left half of the g-plane when g --~ exp. Figure 5 
shows a typical mapping of the g-plane on the t-plane. 
Let us, from a certain graphical resemblance, call the point at t = +~ the north pole and the 
point at t = - i  the south pole. From (4.3) it can be seen that at the poles, with the local 
transformation u = t ± ~, 
g __~ go _ ~0(c ± ~b) (4.8) 
0 It 2 it 2 
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7 
t 
F igure  5. g -p lane  mapped on  t -p lane.  
with constants c and b evaluated from (4.3). From this we find the direction of the mapped reM 
axis of the g-plane at the poles the same as the phase of the complex number 
{ =}=V/-~-I - {b), at the north pole, 
(4.9) 
u = =t=X/~-  {b), at the north pole, 
which can be normalized to give a unit complex direction umber. From the different roots the 
direction of the real axis to the right is easily selected. The phase of the direction number at 
the south pole is the negative of the one at the north pole. This makes it possible to construct 
a circular arc which is tangent o the mapped real axes at the poles, and which runs through a 
region in the t-plane in which only the left half of the g-plane is mapped. This may therefore 
be a favorable alternate integration path. On this alternate path the real part of g is the largest 
+t 
tc2. +I, 
tel 
to2. 
• tm 
(a) Semid isk  sequence  on  un i t  arc.  t,~ ---- 0, js~q ---- (b) Semid isk  sequence  on  a l te rnate  arc.  tm-= 
34, Ku ---- 2.406409-~1.899043,  ~Ku --- 2 .72× 10 -5 .  -0 .905 ,  jseq -- 10, Ku  --- 2 .406409 - ~1.899040, 
~Ku = 5.71 × 10 -6  . 
F igure  6. Funct ion  F3u by di f ferent semid isk  sequences,  n ---- 20, e = 10 -6 .  Parame-  
ters: '~0 =0. i  ~ = 0.2, ~?= --1, ¢= --0.5, x----0.8 , y= 5 , z---- --0.1. 
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negative possible, causing the function e g to have the smallest possible magnitudes, which in 
turn gives the integrand the best possible numerical condition for integration. In the case of the 
functions F3u and F3w, the center singularity at t = 1 may lie close to the alternate path. This 
may cause a sequence Taylor disks with very small radius from the center, while the Probenius 
disk at the center may have a large radius. Therefore, in all cases, we make a final choice 
between the two integration paths according to which arc produces the largest analytical radius 
of convergence of the center series. Generally the integration paths for r]L and rlR are different. 
Typical semidisk sequences and the magnitude of the functions on the integration path are 
shown in Figure 6a along the unit arc, and in Figure 6b on the alternate arc. The computation 
time is proportional to the number of semidisks j~q. 
Unfortunately, we must make exceptions. It may happen that during the integration along the 
alternate path we find out that the path has crossed over into the right half of the g-plane, which 
causes extremely large oscillating values of the function F3k, which we just wanted to avoid. It 
seems to much computing effort to choose a complicated optimum integration path, therefore, in 
such a case we abandon the integration and start over again with integration along the unit arc, 
with the penalty of wasted computing effort on the abandoned semdisk integrals. 
4.4.3. Path parameter 
With the constant arc radius 
rarc= 41 + t2m, 
the integration path is defined by the real parameter 0 in 
t - - t  m ~--- ra rc  e~0. 
(4.10) 
(4.n) 
5. ANALYT ICAL  INTEGRAL /(2 
Define in the t-plane 
The functions F2k, k = u, v, w are defined by (4.4) to (4.6), so that in the t-plane (4.7) becomes 
K2k(t) = f F2k(t) dr. (5.1) 
The different component  functions and their integrals are 
F2u(t) J2 dv 4 t 
~.-2 . - - - -  X ~ ~_~_ 
s in .  at ~(m + b) (t~ - 1)(t - to~)(t - t~)  
sl~ + s2~ sa~ ~s4~'  (5.2) 
--t---~ t -~+t - - -75+t -o~ 
K2~(t) = sl~ log(t - 1) + s2~, log(t + 1) + s3~ log(t - t~l) + sa~ log(t - t~2), (5.3) 
J2 du -4~ t 
F2v(t) = x - -  = - -  
cos u dt 7r(ia + b) (t 2 + 1)(t - tc l ) ( t  - t¢2) 
sl~ + s2, s3~ s4~ (5.4) 
= t +--5 V25 + t---2~ + t --~c2' 
K2v(t) =sl ,  l og( t+~)+s2v log( t -~)+s3,  log( t - tc l )+s4v log( t - tc2) ,  (5.5) 
J2 dv 8 t 2 
-~- X - -  
F2w(t) cos vsin u dt 7r(~a + b) (t 2 + 1)(t 2 - 1)(t - tc l ) ( t  - t~2) 
Slw -[- 82w 83w 84w S5w 8 6  w (5 .6 )  
=t+~ V~ + t - - -~ + t-4-7 + t - - -=~ + t - ~2 t '
K2w(t)  = Slw log(t + C) + s2w log(t - C) + saw log(t - 1) + saw log(t - 1) 
+ s~w log(t - tel) + s6w log(t - to2). 
(5.7) 
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6.  INTEGRALS K3k AND Klk BY SERIES  EXPANSION 
--8~;o t 2 
F3~ = - -  (6.1) (t~ + 1)2(t 2 - 1) Ei _= C3~B 
8{t~o t 2 
Fay - ~-  1 )~E i  - - - ( t  2 + C3~Ei (6.2) 
/ 
--16t~o t 3 
F3w ~ - -  7r (t 2 + 1)3(t 2 - 1) Ei - C3~Ei (6.3) 
The integrals are 
= Jc3kE id t ,  k = u ,v ,w.  (6.4) K3k 
The functions F3k are expanded in a sequence of Taylor series about suitable centers to on the 
arc in the t-plane. 
Transform to the local variable 
t -- to 
-- , (6.5) 
P 
where p is a scaling constant, taken as a fraction of the analytical radius of convergence of the 
Taylor series. Taylor expansions about this particular center, truncated to the degree n, are 
written 
ao + ual + u2 a2 -~- u3 a3  + " " " + u~ an = U.  ~. (6.6) 
Algebraic and differential operations on the functions are carried out by the corresponding alge- 
braic convolution number operations on the convolution numbers ~. 
From (6.5) 
t = t(u) = to + pu -- U_. t. (6.7) 
The singularities of F3k are where g(t) = 0 or co. On the integration path F they are at 
t = 1, for F3,, 
t = ~,-~, for Fay, 
t = ~, -{, 1, for F3w. 
(6 .8)  
The only other singularities of F3k in the t-plane are at 
t :O ,  tcl,tc2,(X). (6.9) 
6.1. Regu lar  Expans ions  
The following expansions are for the regular regions between the singular points. 
From (4.3) 
-g=2~oa2t,(ao+t,(al+t))/(((t-{),(t÷{))*2)-~/~ (6.10) 
1/~ ---- ~ /~ ---- ig (6.11) 
To expand F3k, the function Ei that occurs in J3 in (3.6) is expanded first. The exponential 
type integral B satisfies the differential equation, [10], 
dEi 1 
. - -  = B-  - ,  (6.12) 
ga g 
which transforms to 
du = -d-uu '
(6.13) 
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so that with (6.10) and (6.11), referred to the variable u, 
~ '  = (~-Tg)  *~', (6.14) 
from which Ei is solved in convolution algebra. The  initial value is the value of the exponential 
integral Ei for the argument go = g(u  = 0), computed  from a suitable routine. 
Each of the functions F3k is now expanded by convolution algebra, 
F3k = _U. ~,  Ei / ~ = U. F3k. (6.15) 
The functions in the form of Taylor series are now integrable in the variable u 
K3k = / Tak, (6.16) 
so that 
K3k = p x U .  K3k. (6.17) 
The functions Flk are already included in F3k in the appropriate region of the g-plane, which 
is effected by using the corresponding correct initial value of Ei in the solution of the differential 
equation (6.14). 
6.2. Singular Expans ion at ~ --- 0 
At the center, ~ = 0, to = 1, the functions F3~ and F3~ are singular with a simple pole, while 
Ei is regular. With 
t - to = pu (6.18) 
the functions are 
F3~F3~ == -_1××. __.(-8"°/~P)t ~ } u (t 2+ 1)2(t + 1) Ei 
1 1 
= - x U .  ~ , -~/~ = - x _U .Fak 
1 (-16~o/~rp)t 3 u u 
= ra-Ak + U .  -Fc,ak. u (t 2 + 1)a(t + 1) Ei 
t - -  
(6.19) 
The residue of the function F3k (u) is the zero element F3ko of the convolution umber F3k, but 
transformed to the t-variable the residue is 
r3k = pF3ko. (6.20) 
The remaining Taylor series can be divided by u, with the result denoted by "FC,3k. The integral 
of this remainder is computed as 
Kc,3k = J Fc,3k, (6.21) 
so that the integral 
K3k = rak log u + p x __U- Kc,3k. (6.22) 
The integral over the singular point is actually defined as the principal value, but the left and 
right vortex lines have the same residue, and therefore, the integral over the singular point from 
both vortices is cancelled. This means that (6.19) can be computed as a continuous integral over 
the corresponding Taylor disk. 
Here also the functions Flk are already included in F3k. 
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6.3. Asymptot ic  Expansions at the Ends u = 4-~ 
At both ends of the integration path 
g __2_+ 0% (6.23) 
+~r12 
which causes both functions J1 and J3 to be singular, but not with a simple pole. At the 
asymptotic ends in the t-plane 
to = +{. (6.24) 
With the local transformation of (6.18) the functions g and g' assume the singular form 
1 2~0a2 t (ao+a l t+t  2)_  1 p(u) 1 
g = ~ p~ x (t +to)~ u~ × q(~) ,,~ × 9o(~), (6.25) 
g,= 1 
~-~ x bo(u), (6.26) 
where go(u) and bo(u) are regular functions. 
6.3.1. Funct ions K3k 
The inverse of g(u) in (6.11) is again a regular function, which has a Taylor expansion with 
two leading zeros, 
1 
= U.  7g. (6.27) g(u) 
With (6.26) and (6.27) the differential equation (6.14) for Ei becomes 
Ei = (El '  x ua)/bo(u) + ig(u), (6.28) 
which can be solved in convolution algebra only in this sequence 
No initial value can be prescribed. The result is the divergent asymptotic expansion of El(u) with 
two leading zeros. This corresponds to the limit of the well-known asymptotic expansion 
Ei . _1 = i . (~) .  (6.30) 
~ 9 
The functions Fak are expanded, considering that Ei(u)/u 2 is still regular, 
F3,, = __-8~° t 2 Ei = __U • Ta,~, 
~p2 (t + to)2(t ~ - 1) ~ 
F3 .  = -1 × 8~t~o t 2 I=i - -  T3v'a Jr- U.  -ffa,3v, 
U 7rp 3 ( t+to)  3u  2 t - -  
F3~ = -1 × -16n0__ t 2 Ei _ __raw,A ..it - V " -ffA,3w. 
u rrp 3 ( t  + to )a ( t  2 - 1) u 2 t - 
(6.31) 
(6.32) 
(6.33) 
The integrals of the residue terms are carried over to the integrals of the corresponding compo- 
nents of F2k, see Section 7.1, and need not be considered here. The integrals are therefore, taken 
as 
-K3k : f FA,3k, K3k(u)  = p x U .  g3k .  (6.34) 
J 
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6.3 .2 .  Funct ions  Klk 
The asymptotic expansion of B which is produced by (6.29) is only valid in the principal sheet 
of the Riemann plane. Therefore, the asymptotic expansions of F3k in (6.1), (6.2), and (6.3) do 
not contain the part Fzk when g is in the upper half-plane. A separate asymptotic expansion of 
Flk for this region is required. 
To avoid expansion of the factor e g in the integrals Flk at the asymptotic ends, write the form 
with an analytical coefficient function 
Flk = clk( )cg. (6.35) 
Then assume the corresponding analytical form 
Klk = p x flk(u)e g, (6.36) 
from which follows the differential equation, where the indicated derivative is with respect o u, 
+ = (6.37) 
The coefficient functions are 
- 16{n0 t2 
Clu  = ( t  - -  ~)2(t  "~ {)2( t2  - -  1)' (6.38) 
-16~ot  2
c lv= (t - {)3(t + {)3' (6.39) 
- -32{tsot  3 
cl~ = (t - {)3(t + {)3(t2 - 1)" (6.40) 
At the asymptotic ends, the functions go(u) and bo(u) are regular, and can be expanded in Taylor 
series, therefore, 
1 
g(u) = ~-~ x U .~0 , (6.41) 
1 
g'(u) = ~-~ x U .  b0. (6.42) 
With the expansions above, the expansions of Flk are obtained 
1 -16{~0 t 2 co(u) 
- -  - -  (6.43) cl~ = u2 p2 (t + to)2(t 2 - 1) u 2 ' 
where co(u) is a regular function. The differential equation (6.37) can be written 
f = (u × co(u) -u  3 x f')/bo(u) =- (h(u) -u  ~ x f')/bo(u). (6.44) 
The next component becomes 
1 -16t~o t ~ h(u) 
- -  = - -  (6.45) ely - u3 p3 (t -4- t0) 3 u 3 ' 
where h(u) is a different regular function. The differential equation (6.37) can be written in the 
same form as (6.44) above. Similarly 
1 -32{~0 t 2 h(u) (6.46) 
Clw : ~-~ p3 (t + to)3(t 2 - -  1) - -  U 3 ' 
where h(u) is another different regular function. The differential equation (6.37) can be written 
again in the same form as (6.44) above. 
The differential equation (6.44) is solved for each case k = u, v, w in convolution numbers 
The solution turns out to be a divergent asymptotic expansion rather than a convergent Taylor 
series, which is already indicated by the sequence of the recursive solution. The initial value 
cannot be given, it is determined by the differential equation, which is typical of an asymptotic 
expansion. In the case of F3~ the initial value f0 = O, in the other cases f0 ~ O. However the 
factor e g is zero at the asymptotic ends, approached from the inside, therefore, the functions A'l/~ 
are zero at the ends. 
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6.4. Frobenius and Laurent Series 
If singular points t~j, j = 1 or 2, lie very close to the integration path, it may be advantageous 
to use a Frobenius series around t~j to cover a larger region on the t-arc with a segment of the 
Frobenius disk. The result of the expansion has the form of two Taylor series, 
F3k = log u × U . F / + U . F h , (6.48) 
Kzk = log u × U. Ky + U. Kh. (6.49) 
Similarly if singular points tcj, j = 1 or 2, and t = 1 lie very close together in the case of/(3k, 
k = 1 or 3, it may be advantageous to use a Laurent series around both points t~j to cover a 
larger region on the t-arc with a segment of the Laurent annulus of. The series expansion of Ei 
has a logarithmic term, so that the result of the expansion has the form of two half-Laurent and 
two Taylor series, 
Ei = log(~ - ~0) × u .  7 + u .  ~, (6.50) 
F3k = logu × (+U. f L + U. - fT)  q-U. hL + U.-hT, (6.51) 
K3k=logux(+U.~[L+U. IT )+ro×log2u+U.~L+U.~T.  (6.52) 
As it turned out, very small disks were not caused by proximity of singular points. Therefore, 
there was no necessity to use the more complicated b~obenius and Laurent series in the final 
computations, due to the method of the alternate integration path of Section 4.4.2. 
7. THE RES IDUES 
7.1. Asymptot i c  Ends  
If the asymptotic limit of Ei in (6.30) is substituted in F3k in (6.32) and (6.33), it can be seen 
that F2v and F3v have exactly opposite complex values. Similarly, F2~ and F~ have opposite 
complex values. This means that the residues from Section 5 and from Section 6.2 
81v(-~-~) -~- r3v,A(q-~) = 0, 
s2v(-~) + r3~,m(--~) = 0, 
sl~o(+~) + r3~,A(+~) = 0, (7.1) 
~z~(-~)  + ~,A( - -~)  = 0. 
We make use of these relations in the analytical analysis as follows to avoid the asymptotic 
infinities. Within the asymptotic disks the residue terms of the sum F2k + F3k, k = u, w, is zero. 
Therefore, the residue terms of Fak are left out in the computation of the asymptotic integral at 
the asymptotic boundaries, and at the same time the integral of the corresponding residue terms 
of F2k is only computed between the asymptotic boundaries. The alternative, including F2k in 
the asymptotic expansions, would have caused additional computation time. 
Thus, the residues r3k,A never appear in the evaluation of the integrals. 
7.2. Center 
At the center ~ = 0, therefore, it can be seen from (3.5) and (2.7) in terms of the real variable v, 
that J2 is independent of 77. The result is that the values F2k(t = 1) in Section 5 axe independent 
of ~l. This means that the residues of the functions F2k from both sides cancel in the integral of 
(3.11), 
s l~l ,R  - s l~l ,L  = o, s3~l ,~ - s3~l ,L  = o. (7.2) 
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Similarly, from (3.1) and (2.7), g is independent of ~ at the center u = 0. The result is that Ei, 
and therefore, from (6.19) that F3k are independent of 77. This means that the residues of the 
functions F3k, k = u, w, from both sides cancel in the integral of (3.11), 
(7.3) 
There is no need to make use of these relations in the analytical analysis, yet it is convenient. 
In the original definition of the integral along the real line F, the integral over the center 
singularity at u -- 0 is taken to be the Cauchy  principal value. The  corresponding analytic 
integrals K2u and K2w in (5.3) and (5.7) should therefore be corrected with {Tr x residue. Since 
this correction must  be applied consistently to the integrals of both ends UR and 7]L, we  simply 
leave it out. Nevertheless, we  must  choose the continuous sheet for the logarithmic terms. We 
choose the standard principal sheet in the t-plane with the slit on the left side for all possible 
integration paths, which means  that we  integrate on the right around the singularity at t = I. 
The  situation for the functions K3~ and K3~ is different. Wi th  the unit integration path as 
reference, we  choose the standard slit for the logarithmic terms in (6.22) and leave the residue out. 
This is consistent with the evaluation of the regular functions Kau  and K3w when the alternate 
arc around the right of the center singularity at t -- 1 is chosen. However  the chosen alternate 
path in the t-plane may lie on the left the point t = i, as in the case of Figure 6b, for one vortex 
line but not for the other in the pair. To  integrate on the right around the singularity, we  then 
add 27r{ × residue. 
7.3. At  tel and to2 
Again, taking the integral on the real line F as reference, we must simply choose a continuous 
sheet for the corresponding logarithmic terms in the integral K2k in (5.3), (5.5), and (5.7) ac- 
cording to the position of tel and to2 of the poles in relation to the unit arc (the semicircle) in 
the t-plane. 
The alternate path according to Section 4.4.2 will always be deformable into the unit arc 
without crossing any one of the points t~l or t~2, therefore, the same rule applies for any one of 
the paths. 
7.4. Remark  
Due to the omission of some residues, integrals which from consideration of symmetry are 
expected to be of equal magnitude but opposite sign for the two ends fir and ~]L, will in fact be 
of different magnitude. 
8. THE TOTAL  INTEGRAL 
Let the points on the integration path in the t-plane for each vortex line be denoted by 
-{  = beginning of integration region on lower arc end point, t -- -{, where g = oc; 
-A  = boundary of asymptotic region on lower arc; 
+A -- boundary of asymptotic region on upper arc arc; 
+~ = end of integration region on upper arc end point, t = +{, g = oc. 
The total integral of the component u for one end ~ is 
I_ KuI+~_ ~ Flu dt .-}- F3u,A dt -~- t F3u dt 
"7, J - -A 
i; i: + F3u,A dt + F~u dt + sju dr. A A "= t - t j  
(s.1) 
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The asymptot ic  integrals are zero at the ends, and  therefore, only have to be  evaluated at the 
boundar ies  t_ A and t+A. The integrals to be evaluated are 
^ = K -A  K -A  +A KlUI+A ,°l + + + + 
4 (8.2) 
j= l  
The total integral of each of the components k = v, w for one vortex line is 
F3k dt 
t/t- ~ J_~ t / -  1 J -A  
+ FA,3k dt + Ylk dt + dt + (8.3) 
A A ~ tq -~ 
sjk d r+ t E ~ dt + dr+ dt, 
+ t - t j  a--~, A A t?~ 
where m = 4 for v and m = 6 for w. 
The integral of the function F3k is the sum of the sequence of integrals, and it may include 
Fc,3k of (6.19) or not, depending which path we take. The residues in the asymptotic region on 
the left, r3k + slk, and in the asymptotic region on the right, r3k + S2k , cancel. The residues in 
the center region on, r3k , cancel between left, ~L, and right, ~R, vortex lines. We are left with 
the integrable parts 
+ + 
+slk log(<+ 7)i+A + £ sj~, l og ( , -  tj)l :~, ÷ s,k l og ( t -  ~)1+_?. 
(8.a) 
j=l 
In all cases, the remaining terms are well conditioned finite integrals. 
9. ERROR ANALYS IS  
It is not possible to find any reasonable global number for the ratio of the numerical to the 
analytical radius of convergence for the series expansion disks. The numerical radius for each 
disk must therefore be determined individually from an error analysis. The error estimate, and 
corresponding estimate of disk radius, is made according to the theory in [10]. 
In a sequence of expansion disks, a single quantity e is chosen as error limit for each disk. If 
the total integral Kk is computed by a number j of disks, its total error is at most j x c. The 
probable rror, taking statistical distribution into account, will be considerably less. 
The error analysis can only be applied to the sequence of the disks of each single vortex end 
integral. The fact that the induced velocity from an integral pair is computed as a difference is a 
well known possible cause of inaccuracy, which can only be alleviated by computing each vortex 
integral as accurate as possible, within the digits of the chosen computer precision. Experience, 
and some experimenting, will then produce some number for the required accuracy e. 
The domain symbols I, II, III, IV refer to the contribution of a series evaluation to its therore- 
tical value, according to [10], 
I = truncated Taylor series, 
II : Taylor series truncation error, 
I I I=  digital truncation error, 
IV  = stability error. 
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Initially, a radius is pre-estimated according to the approximate Taylor truncation error 5tlI = e. 
The errors 511, 5111, and 5IV are then estimated at this radius on the actual disk boundary. If 
the error is outside a region 10-% < 5 < e, a new radius is computed by iteration. The error line 
is so steep that it is not worthwhile to do the computations over if the error is above the lower 
error bound. 
For the Frobenius disk at the center, the contribution of the singular terms to the error are 
added where appropriate to compute the estimated Taylor error and digital errors. 
In contrast o the exact integration theory, the error analysis need only be a practical approx- 
imation. The conditions to be considered in this application are as follows. 
(1) The integral is used only once, therefore, the error computation should be as brief as 
possible. 
(2) The error estimate only needs to be of order of magnitude. 
(3) Each semidisk integral is evaluated only at the disk boundary, where the error is largest. 
Therefore, the error should be not be underestimated. 
9.1. Regu lar  Region 
9.1.1. Tay lor  p re -es t imate  
Let 
n = length of convolution umber, 
lm= magnitude of last element in the expansion of F3k, 
e = target error. 
The approximated Taylor truncation error is, according to [10], (3.14), 
plmlu~l(~+1) 
e - -  (9.1) 
n+l  
considering the scaling factor p in the transformation of (6.5). The initial radius is computed 
from the approximated Taylor truncation error, 
((n+_l)G V('+'> (9.2) 
so that the radius in the t-plane is piur I. A limit of the radius from (9.2) is imposed 
lu~[ < p. (9.3) 
9.1.2. Taylor truncation error  II 
At the disk boundary on the integration path the variables u~ and t~ are computed. Let 
l(u~) = F3k series approximation computed from (6.15), 
lx(t) -- F3k exact function computed from (6.1)-(6.3), 
then the measured error of the integrand on the disk boundary is 
51~ = I/(ur) - lx(tr)l (9.4) 
and the Taylor error estimate is 
5lr 
(9.5) 
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9.1 .3 .  D ig i ta l  e r ror  III 
The parts of the digital error axe according to [10], (3.23) and (3.24), for seven digit computa- 
tion, 
5flii = 5/111 + 5~,III, 
fi ~flII = U(u~) • ~K3k = 0.5 x 10 .7 ~=o (IKak'~=l 
,5~,III = IF3k[ *u~ = 0.5 x lO -7 IFsk(t)u4. 
(9.6) 
, (9.7) 
(9.8) 
The function Ei is used for the initial value of the integral, with the relative error 
5El 
Ei 
This causes an additional integration error 
(9.9) 
5EF3k = IC3k(u)l 5El = IF3k(u)t hE, (9.10) 
therefore, we add this error to the digital error 
5 ,III = (0 .5  × lO -7 + 6~) IF3k(t)url, (9.11) 
and estimate the digital error of the integral 
5K3,III = p x (~fIII. (9.12) 
9.1.4. Stabi l i ty  e r ror  IV 
A stability error IV does not appear directly because (6.16) is a pure integral. Indirectly a 
stabilty error does occur in the solution of the differential equation (6.13). One would expect hat 
this is accounted for by measuring the actual difference between the expansion and the direct 
computation of Ei on the disk boundary in the estimate of the error II. This turns out to be only 
partially true, because the power law of (9.1) does not fit the stability error, which is at least of 
exponential form. 
The stability error is caused by the homogeneous part of the differential equation (6.13), which 
is 
dhEi 
= 5E i~ (9.13) 
du au  
which has the solution 
5Ei ---- 5Ei(O)e 9. 
We know the accuracy 5El from the supplied function as a fraction 
(9.14) 
5El = 5EEl(O), 5~ = 0.5 x 10 -7. (9.15) 
The resulting error of the integral is, according to (6.1)-(6.3) 
~g3k = &eEi(0) f C3k@ dr. (9.16) 
This integral is of the same form as the integrals Klk, but in the regular region, and could be 
solved similarly. Unfortunately, the solution diverges faster than the original integral. Secondly, 
such an effort for the approximate error within a single integration cannot be tolerated in view of 
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the requirements a set out above. We use therefore an empirical formula analog to the integral 
in (6.1)-(6.3) 
aKak = IKakl leg-g°l- (9.17) 
Furthermore, we know that the direction of the instabilty is in the direction of the negative g-axis. 
With the parameter 0 on the arc in the t-plane, this direction is obtained from the derivative 
dg - -~t ,  (9.18) 
dO 
from which we form a complex unit direction umber 
= ex + ~ey. (9.19) 
We determine @ only once at the center of the disk, assuming that its change over a disk radius 
is neglible within the error approximation. The stability error within the disk is then computed 
by 
3K3k,IV = ex(~K3k (9.20) 
Negative e~ indicates the wellknown fact that instabil ity increases the accuracy in the opposite 
direction. But we rather cancel the computation i  the opposite direction, which allows us to 
overestimate the stability error. An overestimate doesn't harm the process, because the the 
action of the stability error estimate is almost always to prevent a semidisk to be used, according 
to the strategy in Section 4.4.1. By the same token, the error II is still added as before. 
According to the above, any stabilty error is neglible in the center disks of Section 6.2. In 
the strategy of employing Taylor semidisks for the integration, the stabilty error hardly has any 
harmful effect on the computations. 
A typical error estimate is shown in Figure 7a, where no stability error occurs, and in Figure 7b, 
where a stabil ity error is evident on the right half. 
(a) (b) 
Parameters: ~o = .0025, ~ -= O, ~ = -0.1, Parameters: ~o = 4, ~ = 0.2, ~ = -1, ~ = -0.5, 
---- --0.5, x ----- 0.01, y = 0, z ----- --0.5, tm -= x = 0.8, y = -5, z ---- --0.1, tm -=  0.8611875, 
--0.0498758, to----- 0.0946918 + $0.9907511. to = 0.6763563 + ~1.306706. 
Figure 7. Error estimate for integral K3u, n = 30, e = 10 -6. 
= estimated error function 
= integral of measured error (partially masked by above) 
• = estimated error at iterated radius 
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9.2. Frobenius Disk at Center  
The Taylor error estimate is made for the Taylor term Ks,zk as in Sections 9.1.2 and 9.1.3. In 
the measurement according to (9.4), the series g(u~) includes the singular term. 
To the digital error, the digital error of the residue term is added, 
~I I I  = 0.5 x 10 -7 Ires x logu~ I . !9.21) 
9.3. Asymptotic Region 
The error estimate is the same as for Taylor series, except hat a stabilty error doesn't occur. 
Both functions Klk and K3k are needed in the asymptotic region, therefore, the smaller of the 
two convergence radii is used. 
9.3.1. Integrals Kuk 
The asymptotic series for F3k have only na = n - 2 elements. Because these series diverge, 
there is no harm done when the integral series Ksk are also truncated at n~. Then the error 
analysis and radius estimate proceeds with the new length na exactly as for the series in the 
regular egion with the length n. 
For the functions K3" and K3~, the residues are not used in the integral, and therefore, the 
identical error analysis is made using the Taylor parts Fs,3v and Ks,3~o. 
9.3.2. Integrals Klk 
An apparent inconsistency occurs in the asymptotic region. If the integration path in the 
g-plane is numerically infinitesimally close to negative real axis, it becomes a random chance 
whether the integral Klk is included or not, while the asymptotic integral K3k remains the same. 
The solution of the paradox is the fact that the error of the asymptotic approximation of the 
integral K3k already includes the magnitude IKlkl along the negative real g-axis, see [10]. 
In many cases, Klk is almost zero when evaluated at the disk boundary. In such cases the 
whole computation serves merely to put a distance between the asymptotic point and the Taylor 
disk sequence. 
9.3.3. Taylor error pre-estimate for integrals Klk 
The approximated Taylor truncation error is, according to (9.1) and (6.36) 
PZml rl( +l) 
e= n+l  
This equation is solved iteratively for u, by the Newton-Raphson method along a tangent o the 
path, for the logarithmic variable v = log u,. This iteration adds much extra computation to the 
integral of this disk. But is is essential to get a good initial value for the further iteration in this 
disk, and the disk in turn is important to separate the Taylor disk sequence from the asymptotic 
point. At least, this additional computation occurs only in at most two disks in the sequence of 
one vortex line. 
9.3.4. Taylor error estimate for integrals Klk 
Write the differential equation (6.37) for the exact functions in the form 
/ = (9.23) g' 
and the equation for the Taylor approximations 
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fT  = CT -- f~  (9.24) g'r 
Equation (9.23) is the equation that was solved with convolution umbers, where the convolution 
numbers already contain the correct consistent elements. From (9.24) 
C--  f t  
611 ~ fT  -- f -'~ fT  -- - -  (9.25) gl 
The exact functions c = c(t) and g' dg(t) = ~ are available from (6.38) to (6.40) and (4.3), where 
9' - @( t )  @( t )  (9.26) 
du - p dt 
In (9.25), we substitute now the unknown exact derivative f '  by the Taylor approximation f(, to 
get the explicit formula in terms of known quantities 
~II = fT  C-  fir (9.27) 
g' 
Although there is no theoretical justification that this approximation will give a conservative 
result, experiments with numerically integrated function f have shown it to be. The Taylor error 
is then computed as 
6Kl,II = p6II leg[. (9.28) 
9.3.5. Digital  er ror  est imate for integrals Klk 
Taking the digital variation of (6.36), for each component k, 
~KI, I I I  = p x ((~ f l i i  eg + ~ (e g~ ~ (9.29) 1III1 ' 
(eg)i i i  = 0.5 X 10 -7  legl,  (9.30) 
and the digital error ~fIII is computed as in (9.12). 
9.4. I te rat ion  on Rad ius  
The radius to limit the error to the prescribed value e has to be found by iteration. For this 
purpose we assume a coarse approximation, for all functions in all regions, 
6f  = 6au~, (9.31) 
where the exponent k is estimated from the contribution of Taylor and digital errors 
5f  - 5f i i i  = _k (9.32) 
5f  n" 
The new radius with an error nearer to e is then computed as 
/e  ~:/k 
= × . (9.33) 
If the computed error estimate is less than the target error, a new larger disk would be the 
optimum. However, because the error curve is so steep, it is estimated that the work to compute 
a slightly larger disk does not warrant its advantage, therefore, the iteration is stopped within 
the wide limits 
10-6e < 5f  < e. (9.34) 
686 W.C .  HASSENPFLUG AND G. D. THIART 
(a) n = 6. (b) n -- 20. 
Figure 8. Error estimate for integral Ka~ at center, e -- 10 -6. 
-- estimated error function 
-- integral of measured error 
* ---- estimated error at iterated radius 
Parameters: n0 ---- 4, ~ -- 0.2, ~? = -1, ~ = -0.5, z ---- 0.8, y = 0, z = -0.1. 
For smaller series lengths n, the Taylor error dominates and often the pre-est imate is already 
satisfactory. 
The iteration on the integral in the center disk of (6.22) may not work if the target error is 
set to low. The reason is that  due to the logarithmic term, the error at very small radius does 
not decrease according to the assumption of (9.33), but  becomes unl imited large towards zero 
radius. This is exactly the problem of F inite Difference integration that  we wanted to avoid by 
a large analyt ical  disk. Therefore, as soon as the error increases inwards, the iteration is ended. 
A typical result is shown in Figure 8a. The target error c is not met. A smaller error can only 
be achieved with a larger disk, by means of longer series length n, as shown in Figure 8b. The 
target error e is still not quite met at one end. 
9.5. Tota l  E r ror  
The errors of the individual disks are summed to produce the total  error for each vortex end 
integral, but to this is added an est imated igital error of the function K2k, 
5K2k = 0.5 x 10 -7 E IK3,2kl " (9.35) 
J 
The total  error for an integral pair is taken as the sum of the errors of the two vortex integrals 
5AKk = 5Kk(~R) + 5Kk(~L). (9.36) 
10. AMOUNT OF WORK 
In each disk the approximate t ime contributions OT come from the following computat ions to 
be done, varying only slightly with n. 
1. The determinat ion of the value of El(t0) at the center to of the disk, OT = 0.5%. 
2. The solution of the differential equation for El, or in the case of K lk ,  for the factor f ,  
OT = 58%. 
3. Further convolution algebra up to the integral K~k, OT - 28.5%. 
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4. Error computation at the iterated boundary, containing Taylor series computation of 
F~k(u) and direct computation of C~k(t), OT = 12%. 
5. Taylor series evaluation of Kik(t) at the boundary, OT = 0.5%. 
6. Evaluation of analytic integrals K2~k(t), OT = 0.5%. 
This is the equivalent to a single finite difference integration step, which practically uses only 
Steps 1 and 6. 
The number of disks vary typically from 8 to 150 with e = 10 -6, n -- 20, for each vortex 
integral, and an average accumulate error 1.5 × 10 -5 to 7.5 z 10 -5, while the integrals are of the 
order of magnitude 1. 
All vortex integrals of the components k = u, v, w are calculated separately because ach has its 
own sequence of disks, although there may be some common points where the expanded function 
El(t) is common. 
11. RESULTS 
A few cases of integrals with various parameters are selected to demonstrate the comparison 
between the two methods in Figures 9a-9f. 
The graphs are composed as follows. The reference value is computed with the convolution 
number integral with the highest possible accuracy, which may be anything between 10 -6 to 
10 -7 . The comparison convolution integral for the particular set of parameters i  then computed 
with the convolution umber integral, with convolution umber length n = 20 and a target disk 
error of 10 -6 . The error of this computation, according to the estimate of Section 9, lies within 
the shaded area, varying from 10 -5 to 10 -4 . The computing time of this integral is used as 
reference, shown by a thick horizontal line marked T. The numerical integral is computed with 
increasing number of Gauss points shown on the horizontal scale, and the error compared to the 
reference is shown marked by a .. The error of the Gauss quadrature is given as absolute value 
on all graphs, on a logarithmic scale shown on the left vertical axis. The measured computing 
time is indicated by the thick vertical ines rising from the reference line, according to a linear 
scale on the right. Since its magnitude depends on the particular computer and language used, 
no absolute values are given. The Gauss points and weights for the numerical integration are 
available for all the integrals that occur in one application, and their preparation is therefore not 
included in the computing time. In the case of Figure 9f, the convolution integration time is so 
large that it is off the range of the graph. On the other hand, Gauss quadrature with 1024 points 
takes large times, which are out of the scale of the graph in the cases of Figures 9b, 9d, and 9e. 
The convergence of the Gauss quadrature with respect o the number of Gauss points has 
reached the shaded area in less time than the convolution integration in most cases, except he 
selected cases of Figures 9c and 9d. On the average, the Gauss quadrature with 1024 points takes 
longer times than the convolution integral, but this is the case for one component only. 
The integrals are of order 1 and below. An accuracy of 10 -3 may therefore be sufficient for 
practical use. Nevertheless, this comparison study was based on a higher accuracy. 
The convergence of the Gauss quadrature follows a pattern that can be described in the average 
by starting at some number of Gauss points, which however varies very much according to the 
parameters, and then convergence is quick with respect o doubling the number of Gauss points. 
In the case of Figures 9c and 9d, the full 1024 Gauss points are necessary. The practical imit of 
10 -3  is reached at 512 Gauss points. 
In Figure 9a the Gauss quadrature has converged to a good result at 128 Gauss points. The 
accuracy of the convolution umber integration is reached with 256 Gauss points, with about 
30% of the reference time. At 1024 Gauss points the numerical integration takes slightly more 
time than the reference, but is unecessary for this set of parameters. 
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(a) Comparison: n0 ---- 2, Zb~ = 0, Zbv = --0.5, 
YbvL = --1, YbvP. = 1, Z = 0.6, y = 3, Z = --0.1. 
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(b) Comparison: t~o = 0.1, Xbv = 0,  Zbv =- -0 .5 ,  
YbvL :--" - -0 .1 ,  Ybvl~ = 0 .1 ,  x = 0.01, y = O, z = 
-0 .5 .  
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(c) Comparison: no = 0.1, Xbv = 0, Zbv = --0.5, 
YbvL = --1, YbvR = 1, x = 0.6, y = 5, z = --0.1. 
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(d) Comparison: n0 -= 0.0025, :ebv = O, Zbv = 
--0.5, YbvL = --0.1, YbvR = 0.1, z = 0.01, y = 5, 
z = --0.5. 
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(e) Comparison: n0 = 0.0025, Xbv ---- 0, Zbv = (f) Comparison: no = 4, Xbv = 0, Zbv = --0.5, 
- -0 .5 ,  YbvL = - -0 .1 ,  YbvR ~-~ 0 .1 ,  x = 0 .01 ,  y = 0 ,  YbvL  ~--- - -1 ,  YbvR = 1, x = 5 .8 ,  y = 0,  z = - -0 .1 .  
z ---- -0 .5.  
Figure 9. 
The  example  in  F igure  9b shows  that  numer ica l  in tegrat ion  has  a l ready  reached amply  su f f i c ient  
accuracy  w i th  32 Gauss  po in ts ,  w i th  on ly  5% of  the  re fe rence  t ime.  In  th i s  case  1024 Gauss  po in ts  
cannot  inc rease  the  accuracy  s ign i f i cant ly ,  but  the  in tegrat ion  takes  30% longer  than  the  re fe rence .  
Th is  se t  o f  parameters  poses  obv ious ly  easy  cond i t ions  for  numer ica l  in tegrat ion .  
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The example in Figure 9c shows a case which is difficult to integrate numerically. Sufficient 
accuracy is reached with 512 Gauss points, with 67% of the reference time. 
Figure 9d shows an even more difficult case, where it is necessary to use 512 Gauss points to 
get an accuracy better than 10 -3 . The time is 66% of reference. With 1024 Gauss points 30% 
more that reference time is used. 
Figure 9e shows the comparison for the same parameter ~0, but other position parameters. 
Here the numerical integration is accurate at very much less Gauss points. 
In the example of Figure 9f the numerical integration has reached sufficient accuracy with 128 
Gauss points with 2% of reference time, which is not shown in this graph. But in this case the 
convolution integration is difficult, with the result that the estimated error is as much as 10 -4 , 
and the integration time is very long, not within the scale of the figure. In fact, 128 disks are 
required for the convolution integral along one integration path. 
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