This study evaluated the maximal attainable performance of speech enhancement strategies based on coherent modulation filtering. An optimal adaptive coherent modulation filtering algorithm was designed to enhance known signals from a target talker in two-talker babble noise. The algorithm was evaluated in a closed-set, speech-recognition-in-noise task. The speech reception threshold (SRT) was measured using a one-down, one-up adaptive procedure. Five hearing-impaired subjects and five cochlear implant users were tested in three processing conditions: (1) original sounds; (2) fixed coherent modulation filtered sounds; and (3) optimal coherent modulation filtered sounds. Six normal-hearing subjects were tested with a 6-channel cochlear implant simulation of sounds processed in the same three conditions. Significant improvements in SRTs were observed when the signal was processed with the optimal coherent modulation filtering algorithm. There was no benefit when the signal was processed with the fixed modulation filter. The current study suggested that coherent modulation filtering might be a promising method for front-end processing in hearing aids and cochlear implants. An approach such as hidden Markov models could be used to generalize the optimal coherent modulation filtering algorithm to unknown utterances and to extend it to open-set speech.
Introduction
An envelope derived from an analytic signal (Dugundji, 1958) is known to contain speech information that varies at slow rates (Dudley, 1939) . Many physical and acoustical signals such a Preliminary data of this work was presented at the 149th Meeting of the Acoustical Society of America, 16-20 May 2005. as speech and music can be modeled by low frequency modulators that modulate higher frequency carriers. Figure 1 shows this representation of a signal. The original signal ( Figure  1(a) ) has 800 Hz of acoustic frequency and 20 Hz of a modulation frequency as follows (Sampling frequency: 8 kHz, duration: 250 ms).
Eq.1
The signal can be also represented as a low frequency signal (20 Hz) that modulates a higher frequency signal (800 Hz). The left panels of Figure 1(b) and (c) show the envelope and finestructure (i.e. carrier) of the original signal, respectively. The spectrum, which shows the modulation and the acoustic frequency spectrum, is shown in the right panels of Figure 1(b) and (c), respectively. Every sound has its unique acoustic and modulation frequency that allows us to analyze the sound on a two-dimensional transform domain, where one axis is for the modulation frequency and the other is for the acoustic frequency (the right panel of Figure 1  (d) ).
Different speakers have different fundamental frequencies and different modulation of formants due to different vocal tract length, size, and mass. Humans can segregate sounds from different sources via fundamental frequency (Broadbent and Ladefoged, 1957) and formants (Darwin and Gardner, 1986) . Likewise, the target speech and background noise differ in their fundamental frequencies, formants, modulation and in acoustic frequency. Figure 2 shows joint acoustic/modulation frequency representations of "had" (upper panel) and "hood" (lower panel) spoken by two male talkers and one female talker. The difference in formant location in acoustic frequency and formant modulation is not only seen between male and female talkers, but also between the two male talkers.
There is also ample evidence from animal neurophysiological and human psychoacoustical studies that suggests the importance of modulation for perception of sounds. Møller (1971) observed that the mammalian auditory system has a specialized sensitivity to amplitude modulation of narrowband acoustic signals. The neural representation of amplitude modulation was seen in all levels of auditory system including auditory cortex (Schreiner and Urbas, 1986) . Magnetoencephalography (MEG) study suggests that frequency and modulation periodicity are represented via orthogonal maps in the human auditory cortex (Langner et al., 1997) . Schreiner and Langner (1988) found that cells in the inferior colliculus act as modulation frequency filters tuned to specific modulation frequencies. Liang et al. (2002) demonstrated that cortical neurons respond stronger to modulated stimuli than to unmodulated stimuli. Humans also have ability to detect modulated sounds (Patterson and Johnson-Davies, 1977; Rodenburg, 1977; Viemeister, 1977 Viemeister, , 1979 Bacon and Viemeister, 1985; Formby et al., 1992) . Drullman et al. (1994) pointed out that the most important perceptual information lies at modulation frequency range of 4-16 Hz. Smith et al. (2002) demonstrated that envelope modulation sensitivity contributes significantly to the perception of speech.
Modulation analysis and filtering have been introduced to enhance or separate sounds (Arai et al., 1996; Greenberg and Kingsbury, 1997; Kusumoto et al., 2000) . In previous methods of modulation filtering, an input signal is divided into sub-band signals via a filter-bank or a shorttime transform. Then, each sub-band is decomposed into an slowly-varying envelope and a narrow-band carrier. Each sub-band envelope is passed through a linear time-invariant filter, and subsequently multiplied with the original, unmodified sub-band carrier to obtain modulation filtered sub-band signals. Finally, the filtered sub-bands are summed together to reconstruct a broad-band modulation filtered output signal.
The decomposition of a sub-band into its envelope and carrier is often done using the Hilbert transform (Drullman et al., 1994) or by a direct magnitude estimate of the envelope (Vinton et al., 2001) . This type of envelope and carrier detection, however, is considered an incoherent way of estimation (Atlas et al., 2004; Schimmel and Atlas, 2005) , which has been shown to cause distortion that reduces the effectiveness of modulation filters (Ghitza, 2001; Schimmel and Atlas, 2005) . This distortion can be avoided to a large degree by estimating the envelope and carrier in a coherent way (Atlas and Janssen, 2005; Schimmel and Atlas, 2005; Schimmel et al., 2006) . In the coherent approach, a sub-band is decomposed into an envelope and carrier by estimating a sub-band carrier signal using an instantaneous frequency (IF) estimator, and coherently demodulating the sub-band signal by the carrier to obtain the subband envelope. The general framework of coherent modulation filtering is illustrated in Figures 3(a) and 3(b) (see Methods).
Although coherent carrier estimation is a theoretical improvement over incoherent envelope detection for modulation filtering, not much is known about the practical potential of coherent modulation filtering techniques as a speech enhancement strategy. In this study, we assess the performance of an optimal adaptive coherent modulation filter for speech enhancement. A least-squares (LS) adaptive filter was used to optimize and achieve better performance of the proposed coherent modulation filtering than the conventional coherent modulation filtering, which uses a linear time-invariant filter.
We measured the speech reception threshold (SRT) for spondee words in two-talker babble noise with three different signal processing methods: (1) original, unprocessed signal; (2) fixed coherent modulation low-pass filtering; and (3) optimal adaptive coherent modulation filtering. We referred to these methods as unprocessed, fixed modulation filtering, and optimal modulation filtering, respectively. We measured the SRTs of all three signal processing methods for hearing-impaired subjects and cochlear implant (CI) users, as well as for normalhearing subjects over a 6-channel vocoder simulation, to determine the relative benefit of each processing method for speech understanding in noise.
Methods

Optimal coherent modulation filter
The signal processing of the optimal coherent modulation filtering was based on the sub-band decomposition of coherent modulation filtering techniques shown in Figure 3 (a). The conventional coherent modulation filtering uses a linear time-invariant filter shown in Figure  3 (b) . However, the current study proposed to use a LS adaptive filter shown in Figure 4 (a) and 4(b) to achieve better enhancement. First, a broadband input signal was separated into129 uniformly spaced sub-bands with a bandwidth of 207 Hz. In the case of the optimal coherent modulation filter, both the noisy input signal x(t) and a desired output signal d(t) were separated into frequency sub-bands, x k (t) and d k (t), using the same filter bank. Next, the sub-band carriers x c,k (t) of the noisy input signal were, determined via an instantaneous frequency (IF) estimator, and they were used to coherently demodulate both x k (t) and d k (t) to obtain the envelope of the noisy input signal x t and the desired envelope of the output signal d m,k (t), respectively. In all test cases for the coherent modulation filtering discussed below, the IF estimate was performed on the noisy sub-band input signal. Details on the IF estimator approach and its suitability for coherent modulation filtering can be found in Atlas and Janssen (2005) and Schimmel and Atlas (2006) . Then, each sub-band signal was filtered using the LS filter h k (t) as shown in Figure 4 (b). In each sub-band, the filter coefficients of the LS filter were determined by minimizing the squared error E k between the filtered envelope x̂m ,k (t) and the desired envelopes d m,k (t):
Eq.2 A female speaker's spondee samples in quiet (see next section) were used as the desired output d (t). The length T h of the LS filters was restricted to 24 ms in each sub-band to have an acceptable amount of latency and sufficient modulation filtering effectiveness without overfitting the problem. In the optimal modulation filter case, filter coefficients were synchronously updated once every 250 ms in each sub-band.
Fixed coherent modulation filter
For the fixed coherent modulation filter, a low-pass filter with a cutoff frequency of 16 Hz was chosen. This choice was motivated by our hypothesis that the presentation of speech in babble noise might induce modulation frequency content above the conventional 4-16 Hz modulation frequency range of a single talker (Drullman et al., 1994) . In the fixed coherent modulation filter case, samples were processed with an identically-sized, fixed filter, which means that the same filter coefficients were used through all experimental conditions. Figure 5 shows the spectra of the fixed 16-Hz modulation filter (solid line), and the optimal modulation filter (dotted lines) of two different sub-bands at T = 250 ms, for one of the spondee words. Note that two of the optimal modulation filters of different sub-bands show a different frequency response, meaning that there are 129 different filters adapted to the input signal for each subband every 250 ms.
Vocoder simulation
Six-channel vocoder simulation was used to mimic the output signal of CIs. The input signal was divided into sub-band signals by using six band-pass finite impulse response (FIR) filters. The frequency ranges of the sub-bands were 80-308, 308-788, 788-1794, 1794-3906, 3906-8338, and 8338-17640 Hz. The envelope and the fine-structure were extracted by a Hilbert transform. Then, the Hilbert phases of the sub-band signals were randomized to make the randomized fine-structure. The randomized fine-structure of each sub-band was multiplied by the Hilbert envelope of each sub-band signal. Finally, the same band-pass filter was applied again to the sub-band output and all filtered sub-band outputs were summed together.
Spondee in babble test
The spondee in babble test was a closed-set task where the subjects were asked to identify one of 12 spondees that they heard in the presence of two-talker babble. The 12 spondees were of equal difficulty (Harris, 1991) . The methods of this test follow those of Turner et al. (2004) and Won et al. (2007) . Subjects were allowed to listen to each processed spondee word until they became familiar with the sounds. During testing, a spondee was presented in noise and listeners clicked on one of twelve boxes on a monitor which were labeled with the spondee words. Each subject completed three runs in each condition in random order. The design was a 3×3 using three different processing types and three repetitions. The spondees, spoken by a female talker, had fundamental frequencies that ranged from 212-250 Hz (Turner et al., 2004) . The background noise was two-talker babble with two competing sentences spoken by a male voice saying "Name two uses for ice" and by a female voice saying "Bill might discuss the foam" from the SPIN test (Bilger et al., 1984) . This female talker was different from the female talker who recorded the spondees. The same background noise was used on every trial and the onset of the spondees was 500 ms after the onset of the background noise. Forty-one different signal-to-noise ratio (SNR) conditions of the mixture of the target and two-talker babble noise were generated, from −50 dB SNR to +30 dB SNR with a 2 dB step size. The target spondee remained at 65 dBA and the babble level was tracked in 2-dB steps using a 1down, 1-up procedure converging on 50% correct (Levitt, 1971) . All wave files were computed offline and saved on a hard drive. Unprocessed, fixed, and optimal modulation filtered sounds were then processed using the 6-channel vocoder simulator described above. One test run was terminated when the subject completed 14 reversals. The threshold was calculated by taking the mean of the last 10 reversals. The sound materials were presented directly to subjects through TDH-50P headphones. The procedures were implemented using MATLAB.
Subjects
Five bilateral hearing loss patients (ages 40-83) participated in this test. All had sensorineural loss with no significant air-bone gaps and immittance results within normal limits. Individual hearing-impaired subject information is listed in Table 1 . Six normal-hearing subjects (ages 26-38) participated in the test. Five CI users (ages 34-77) participated in this study. Individual CI subject information is listed in Table 2 . The use of human subjects in this study was reviewed and approved by the University of Washington Institutional Review Board. Figure 6 shows the waveform (the first column), envelope (the second column), and spectra (the third column) of an original spondee word (drawbridge, the first row), mixed with the babble noise (−10 dB SNR, the second row), the same token of the mixed processed with the fixed modulation filter (the third row), and with the optimal modulation filter (the fourth row). The mixed sound shows that the envelope of the original spondee is contaminated by the presence of the babble noise. The original spondee shows clear spectral peaks, but the mixed sound does not show them. However, the optimal modulation filtered sound shows a similar envelope to that of the original spondee word. Some of the spectral peaks are also recovered in the optimal modulation filtered sound. Table 3 shows a quantitative analysis conducted on the envelope of each waveform with different SNR conditions. It shows that the correlation between the envelope of the original spondee word and the unprocessed mixed sound, fixed modulation, and optimal modulation filtered sound at 0 dB SNR are 0.64, 0.64, and 0.66, respectively. At −10 dB SNR condition, however, which is more challenging situation for the listeners, only the optimal modulation filtered sound provided a recovered envelope information to the listeners with correlation of 0.63. Correlations of less than 0.1 are found with the unprocessed and the fixed modulation filtered sound at −10 dB SNR condition, meaning that the envelope of the spondee word is contaminated by the presence of the background noise and the fixed modulation filtering can not recover the envelope information in such a strong background noise.
Results
Acoustic analysis
Speech perception evaluation
Individual data from the hearing-impaired listeners and improvements from each types of processing are shown in Figure 7 . Error bars in all figures represent ± one standard deviation. The average SRT in two-talker babble for hearing-impaired listeners was −19.77 ± 7.38 dB SNR with unprocessed sounds, −12.41 ± 5.75 dB SNR with fixed modulation filtered sounds, and −24.30 ± 5.63 dB SNR with optimal modulation filtered sounds. Note that because the speech-in-noise task was a closed-set test, scores were as good as −20 dB SNR. A 3×3 repeated measures of analysis of variance (ANOVA, 3 different signal processing methods, 3 repetition times) demonstrated that there was a main effect of the signal processing types (F 2,6 = 13.726, p = 0.006). No learning effect and no interaction between processing methods and repetition times were shown in this task. Subjects showed different responses in terms of the improvement provided from fixed and optimal modulation filtering. Average improvement in SRTs in the optimal modulation filtered sound compared to the unprocessed sound was 4.53 dB SNR, suggesting that the optimal modulation filtering helped the hearing-impaired subjects to perceive speech sound in higher levels of noise (by 4.53 dB) compared by the unprocessed sounds. However, in the fixed modulation filter case, SRTs for the hearing-impaired listeners got worse. Subjects' performance decreased by 7.36 dB when they listened to the fixed modulation filtered sounds. A detailed discussion of the results is provided in the next section. Figure 8 shows individual data and improvements of fixed modulation filtering, and optimal modulation filtering followed by 6-channel vocoder simulation in normal-hearing listeners. The average SRT in two-talker babble was −10.23 ± 7.90 dB SNR with unprocessed sounds, −10.18 ± 6.77 dB SNR with fixed modulation filtered sounds, and −31.58 ± 9.46 dB SNR with optimal modulation filtered sounds. A 3×3 repeated-measures ANOVA (3 types of signal processing and 3 repetition times) demonstrated that, as expected, there was a significant effect of the signal processing method (F 2,10 = 181.571, p = 0.00001). Subjects showed some learning effect (F 2,10 = 6.647, p = 0.015), and no interaction between repetition and processing method (F 4,20 = 0.925, p = 0.47). Average improvement in SRT in the optimal modulation filtered sound compared to the unprocessed sound was 21.35 dB SNR, which was larger than the improvement from the optimal modulation filtering for hearing-impaired listeners. The fixed modulation filtering didn't provide any improvement (−0.05 dB). Figure 9 shows individual data and improvements of fixed modulation filtering, and optimal modulation filtering in CI listeners. The average SRT in two-talker babble was -5.93 ± 7.18 dB SNR with unprocessed sounds, −7.65 ± 7.83 dB SNR with fixed modulation filtered sounds, and −19.87 ± 14.90 dB SNR with optimal modulation filtered sounds. A 3×3 repeated-measures ANOVA (3 types of signal processing and 3 repetition times) demonstrated that, as with hearing-impaired and normal-hearing subjects, there was a significant effect of the signal processing method (F 2,8 = 10.17, p = 0.006). No learning effect and no interaction between processing methods and repetition times were shown in CI subjects. Average improvement in SRTs in the optimal modulation filtered sound compared to the unprocessed sound was 13.93 dB SNR. The fixed modulation filtering provided improvement of 1.72 dB.
Discussion
The results suggested that all subjects improved with the optimal modulation filtering relative to unprocessed speech in noise. Group results for CI subjects and normal-hearing subjects with vocoder simulations showed that subjects had substantial benefit from the optimal modulation filtering, even larger than those provided to hearing-impaired listeners. Among 5 CI subjects, only one subject (C03) did not benefit from the optimal modulation filtered sound, suggesting that majority of CI users would be able to benefit from the optimal modulation filter.
The present study tested speech perception with competing talkers using normal-hearing listeners presented with CI vocoder simulations and in CI users. The CI vocoder simulations serve as a model of CI users' performance. The extent to which the CI users' results can be explained by the simulation model can be determined by comparing the CI vocoder simulations data with actual CI subjects data. Such CI vocoder simulation can also illustrate important aspects of CI processing without CI user's individual differences such as device, duration of deafness, age, nerve survival, and residual hearing. In the current study, both vocoder and CI subject data showed a similar pattern; 1) the greatest benefit provided by the optimal modulation filter, 2) little to no benefit provided by the fixed modulation filter, and 3) variation across the subjects. In Figure 8 and 9, the better two CI subjects (C1 and C4) data look exactly like the vocoder average data, suggesting that C1 and C4 might have spectral resolution and temporal coding as good as the vocoder. The data also suggest that the better CI users, in terms of their consonant-nucleus vowel-consonant (CNC) score, showed more improvement in the optimal modulation filter.
Three groups of listeners in the current study showed different trends of performance with the fixed modulation filtering. Normal-hearing listeners presented with vocoder simulations and CI subjects showed about the same performance with the fixed modulation filtering and the unprocessed sounds. However, hearing-impaired listeners performed worse with the fixed modulation filtering (Figure 7 ). We hypothesized that (1) the fixed modulation filter with a cut-off frequency of 16 Hz might filter out modulation spectra of the babble background noise; and (2) subsequently, the subjects' speech discrimination performance might improve with the fixed modulation filtering. However, test results showed that removing high modulation frequencies didn't help hearing-impaired listeners to discriminate target speech from twotalker babble, suggesting that modulation frequencies above 16 Hz contain useful information for listeners to discriminate target speech from a two-talker babble background.
As noted in the results, the learning effect was minimal compared to the signal processing effect. Over the course of the three repeated runs, 16 subjects showed average learning of 2.69 dB, 3.2 dB, and 5.98 dB with the unprocessed, fixed modulation filtered, and optimal modulation filtered sound, respectively. The difference between the unprocessed and optimal condition was maintained throughout the three repetitions. There was a trend for the main effect of optimal processing to increase with learning, but it was not statistically significant. The average improvement due to optimal processing vs. unprocessed stimuli in 16 subjects was 13.77 dB.
The present study compared SRTs in two-talker babble noise between three different types of signal processing. Temporal envelope information is critical for high levels of speech perception (Shannon et al. 1995) . Current cochlear implants use temporal envelope information of sounds to amplitude modulate the current pulses. In our tests, we had a female talker for target speech, and male and different female talkers for babble noise. Better representation of the temporal envelope of the target speech in the presence of the background noise is desirable if one wants to enhance the speech perception performance. The present study shows a large effect of the optimal modulation filtering on discriminating spondees in two-talker babble for hearing-impaired listeners, CI users, and vocoder simulations. This suggests that the optimal modulation filtering enhances the information of the target speech so that listeners can segregate different voices. Acoustical analysis (Table 3) suggests that part of the speech information recovered by the optimal modulation filtering is the temporal envelope of the target speech.
Several techniques have been suggested to improve hearing aids for speech understanding in noise such as adaptive filtering, directional microphones, and adaptive noise cancellation (Levitt, 2001) . However, for hearing aid users, speech understanding in noise remains problematic. Kochkin (2000) reported that only 33% of hearing aid users are satisfied with their hearing aids in noisy environments. CI users have the same difficulty. Although the temporal envelope encoding strategy of the current cochlear implants has shown good performance in speech recognition in quiet, it is still difficult for CI users to understand speech in background noise (Nie et al., 2005) .
The present study demonstrated that benefit was provided for CI users and for hearing-impaired listeners when the sounds were processed with the optimal modulation filter. This outcome suggests that the coherent modulation filtering has a great potential as a front-end processing for hearing devices to improve speech intelligibility. However, the optimal modulation filter algorithm in this study is not a candidate for speech enhancement itself, as it requires knowledge of the exact spondee signals, which is not directly available in practice. In order to make this approach practical, offline trained models would be required to establish specific parameters for a target talker. These models, which would be trained to describe the probabilistic range of target talker variation, could make use of hidden Markov models, as are currently used in modeling for speech recognition. Or alternatively, the currently unconstrained wide range of possible modulation filtering functions could use other recent training-based approaches (e.g. Smaragdis, 2007) to capture and represent the variability of target talkers. Once trained, either of these techniques could be implemented in real-time systems. Sub-band processing of the "optimal" adaptive coherent modulation filtering technique. A subband signal is decomposed into a carrier signal x c,k (t) using an instantaneous frequency estimator (IF), which is used to coherently demodulate the noisy sub-band signal x k (t) as well as the desired sub-band signal d k (t). The envelope signal is subsequently filtered by a linear time-invariant filter g k (t), and the modified envelope is recombined with the original, unmodified carrier into a modulation filtered sub-band signal. (b) Adaptive modulation filter. The spectra of the filters for one of the spondee words. Solid line: the fixed 16-Hz modulation filter. Dotted lines: the optimal modulation filter of two different sub-bands at T = 250 ms. The first column shows the waveform, the second column shows the envelope, and the third column shows the spectra of the original spondee word (first row), the mixed unprocessed sound (second row), the fixed modulation filtered sound (third row), and the optimal modulation filtered sound (fourth row). The first panel shows the SRTs for five hearing-impaired subjects for three test conditions. The second panel shows the individual improvement in SRTs from the unprocessed to processed signal. The first panel shows the SRTs for six normal-hearing subjects for three test conditions. The second panel shows the individual improvement in SRTs from the unprocessed to processed signal.
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Figure 9.
The first panel shows the SRTs for five CI subjects for three test conditions. The second panel shows the individual improvement in SRTs from the unprocessed to processed signal. Table 1 Hearing-impaired subject characteristics: audiometric thresholds are shown in dB HL. Correlations between the envelope of the original spondee word and the processed sound. 
