Introduction and motivation.
If E denotes the spectral measure associated with a bounded normal operator T on a complex Hubert space X, then the ranges of the spectral projections can be represented in the form
E(F)X= f] (T-λ)X for all closed F c C λeC\F
This remarkable description of the spectral measure in purely algebraic terms was obtained independently by Putnam [19] and by Ptak and Vrbova [17] after a slightly weaker result due to Johnson [9] . Apart from its intrinsic value, the algebraic representation of the spaces E{F)X turned out to be particularly useful for the automatic continuity of linear transformations intertwining a given pair of normal operators [9] , [21] . In order to handle the same kind of automatic continuity problem in the more general setting of generalized scalar operators [4], Vrbova [23] proved a similar representation theorem for the spectral maximal spaces Xγ{F) of a generalized scalar operator T on a complex Banach space X. In this case, the best one can hope for is the algebraic representation X T (F)= p| {T-λ) p X for all closed F C C λ€C\F
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with a suitable integer p > 1. With respect to this exponent, the result of Vrbova [23] was then improved by Foia § and Vasilescu [8] and finally extended to the case of scalar systems of several commuting operators by Albrecht and Vasilescu [3] ; see also [22] . A somewhat related representation theorem for certain spectral subspaces involving Banach modules over a locally compact abelian group G was recently given by Johnson [10] . This result turned out to be useful in connection with the automatic continuity problem for homomorphisms of Banach G-modules.
In the present paper, we attempt to give a simple and unified approach to the algebraic representation of the spectral maximal spaces for certain decomposable operators [4] , [22] . The basic idea is to combine the beautiful geometric argument from the classical paper of Johnson [9] with some elementary techniques on partitions of unity in spaces of differentiable functions. This approach avoids the somewhat complicated methods from previous papers, which have to invoke some general principles like the Baire category theorem and require specific results from the theory of generalized scalar operators. It turns out that our more elementary approach yields the best known results for generalized scalar operators and can be easily extended to other classes of operators which possess a (non-analytic) functional calculus on a suitable algebra of functions with partitions of unity. This includes, for instance, the case of Lipschitz functions or functions with absolutely convergent Fourier series, but we shall also give a counterexample for a certain non-quasianalytic class of functions. Moreover, in the case of spectral operators, we shall obtain the best possible results without any assumption on the underlying Banach space or the Boolean algebra of projections associated with the spectral measure.
The organization of this article is as follows. In §1, we discuss the algebraic representation of the spectral maximal spaces for some general classes of decomposable operators [4] , [22] . In the case of certain multiplication and convolution operators, we are able to improve the weak kind of representation obtained in [13] . In §2, we collect some auxiliary results on partitions of unity for differentiable functions. Here, the main point is to control the norms of the derivatives for long products of differentiable functions; these estimates may be of some independent interest. In §3, we finally present our main results on non-analytic functional calculi and spectral maximal spaces. For simplicity, we restrict ourselves to the investigation of one single operator, but our methods can certainly be expanded to the case of finite systems of several commuting operators. For applications in automatic continuity theory, we refer to [9] , [12] , [13] , [15] , [21] .
Most of the results of the present paper were obtained at the Workshop on Derivations and Radical Banach Algebras at Berkeley in July 1986. It is a pleasure to acknowledge the stimulating atmosphere of this conference; we are particularly grateful to Garth Dales for several valuable conversations. [22] . Here, we are interested in representing the spaces Xτ(F) in terms of the ranges (T -λ) p X for suitable p e N and λ e C. In the present section, this problem will be reduced to the much simpler case F = 0 for some wide classes of decomposable operators; see also [8] , [22] for the special case of generalized scalar operators and [1], [12] , [13] for some related reduction principles of a similar algebraic flavor.
Some reduction principles. Given
We shall consider the following subclasses of the decomposable operators. An operator T G <2f{X) is said to be super-decomposable 
Moreover, ifS e <Sf{X) is well-decomposable and satisfies C(T, S) n I = 0 for some neN, then we have
The proofs of the main assertions (2) and (5) are quite similar and hence will be given simultaneously. The formally stronger statements (3) and (6) will then be deduced from (2) and (5), respectively. We shall need the following simple algebraic observation.
LEMMA. Assume that the operators A,S,T e &(X) satisfy C(S, T)
n A = Ofor some neN. Then we have
Proof of 1.3. We proceed by induction. The case p = 0 being trivial, let p > 0 and assume that AT^n~λ{X) c 5«(ΛΓ) holds for all ^ < /?. Now, from C(S, Γ)M = 0 we conclude that Since T is well-decomposable, it follows that there exist an R e ^f(X) and an integer «eN such that
moreover, in the super-decomposable case we may take n = 1, which amounts to RT = TR. Now, to show that Gτ{F) is contained in Xτ(V)> it certainly suffices to prove that (I-R)Gτ(F) = {0}. Because of our basic assumption (1) and (4), respectively, this assertion reduces to
where λ G C is arbitrarily given and p G N is either the integer given by condition (1) in case 1.1 or an arbitrary integer in case 1.
Now, if λ G F, the desired inclusion is obvious, since (I -R)Gτ(F) is contained in X T (C\U) and since the restriction (T -λ)\X τ (C\U)
is known to be invertible for each λeU and hence in particular for each A G F. In the remaining case λ G C\F, it follows from the definition that
holds both for 1.1 and 1.2. Moreover, from C(T, T) n R = 0 we con-
by the preceding Lemma 1.3. We thus arrive at
, which completes the proof of (2) and (5). Now, to prove the remaining assertions, let S e <2?{X) satisfy C(T y S) n I = 0 for some n G N. Then again Lemma 1.3 ensures that
Consequently S satisfies the corresponding version of condition (1) or (4) so that the final assertions (3) and (6) follow immediately from (2) and (5), respectively.
Using the same circle of ideas one can show that the algebraic representation of the spectral maximal spaces in the sense of (2) 
PROPOSITION. Let T G &{X) be a decomposable operator such that condition (5) is fulfilled, and consider a nilpotent equivalent operator S G &{X) Then S is decomposable and satisfies condition (6). A similar result holds for the conditions (2) and (3).
Proof. Since nilpotent equivalence certainly implies quasinilpotent equivalence in the sense of [4] , we infer from Theorem 2.2.1 of [4] that S is also decomposable and satisfies Xs{F) = Xτ(F) for every closed FCC. Now, if n e N is chosen so that C(T,S) n I = 0, it follows from Lemma 1.3 and condition (5) that
Xs(F)C p| (S-λ) p X=
We conclude that condition (6) is fulfilled. The proof of the final assertion is of course similar and therefore is omitted. In §3, the preceding results will be applied to generalized scalar operators and to some other operators which admit a non-analytic functional calculus. We close this section with another typical application to multiplication operators and to multipliers on certain commutative Banach algebras.
1.5. EXAMPLE. Let X be a commutative, semi-simple, and regular Banach algebra, and let a e X. Then the operator T e <2?{X) given by T(x) = ax for all x e X is super-decomposable and satisfies
Let G be a locally compact abelian group, and consider a regular Borel measure μ G M(G), whose continuous part is absolutely continuous. Then the operator T e ^(X), given by convolution with μ either on X = L ι (G) or on X = M(G), is superdecomposable and satisfies
λeC\F Proof of1.5 and 1.6. We first note that every multiplication operator T on a commutative Banach algebra X satisfies λeC the radical of X, so that this intersection is trivial whenever X is semisimple. We conclude that the operators considered in 1.5 and 1.6 satisfy condition (1) with p = 1. On the other hand, these operators are super-decomposable by Corollary 2.4 and Theorem 2.5 of [13] . Hence the assertions follow immediately from Proposition 1.1.
Preliminaries on differentiable functions.
In the present section, we collect some auxiliary results on partitions of unity and norm estimates for differentiable functions. Let n e N be given, and endow R" with the Euclidean metric. For K C R n and ε > 0, let Proof. For r = 1 the assertion follows immediately from Lemma 1.4.2 of [14]. Let c a > 0 for a e Ng denote the constants corresponding to the case r = 1. Fix an arbitrary r e N, and consider compact nonempty sets K\,...,K r C R w and some ε > 0. Then, for every y" = 1,..., r we obtain some fj e W°°{R n ) such that 0 < f } < 1, supp j) c Kj(ε),fj = 1 on a neighborhood of A: 7 , and
Obviously, the functions ei,... ,e r e ^^(R") given bŷ 2 = (1-/0/2, satisfy (7) and (8) . Moreover, one easily verifies by induction that from which we conclude that condition (9) Then for all m GN and a e Ng with \a\ < k we have:
Proof. For notational convenience, we restrict ourselves to the case n = 2, which should be sufficiently typical and is all we need in the following. So let us consider an m e N and an α = (p, <?), where p, q G NQ and |α| = p -I-q < k. Then we have:
Here we adopt an obvious convention concerning higher derivatives whenever // = //, kι = kj, or // = kj. Now observe that M > 1 and p + q = \a\. Hence, with the appropriate case for higher derivatives, we conclude from our assumptions: 
Main results.
We turn now to the algebraic representation of the spectral maximal spaces for certain operators which admit a functional calculus on a suitable algebra of functions. It will follow from [13] that all the operators to be considered here are super-decomposable so that the general reduction theory from § 1 may be applied. We start with the most prominent case, that of generalized scalar operators.
Given a complex Banach space X, an operator T e &{X) is called generalized scalar 
yef](T-λ)
p X for some p > k(T) + 3, λec then necessarily y -0. Choose a ^°°-functional calculus Φ for T such that (11) holds for some compact Ω c C and k = k(T), and let eo G ^^(C) have compact support and satisfy 0 < eo < 1 and eo = 1 on some neighborhood of Ω. Then it is clear that Φ^o)^ = y> Next, choose a square PQ C C such that supp^o ^ ^o a n d fi χ an arbitrary constant y, 0 < γ < J. Define <J = ^ + 2γ and ε n = yJ 11 " 1 J(P 0 ) f o r all Λ € N, where j(P) denotes the side length of a square P c C. Now divide PQ ί nt0 f°U Γ squares ΛΓi,...,Λ^4 with size length JS(PQ) and apply Proposition 2.1 with the choice ε = e\. For the corresponding partition of unity f\,..., / 4 in ^°°(C) we obtain the estimate 7=1 and consequently ||y|| < 4||Φ(/ ; e 0 )> ; || = 4||Φ(/})>>|| for at least one j e {1,..., 4}. Let e\ = fj and P\ = Kj(ε\) for such a j e {1,..., 4}. Then we have e λ e &°°(C) and 0 < e x < l,suppei c P lf \\y\\ < 4||Φ(ei)>;|| 5 and \\D a e { Hoc < Mε~l a{ for all αENj with |α| < k,
where M > 1 is some universal constant. Moreover, it is obvious that s(P\) = SS(PQ). Proceeding in the same way by induction, we obtain for each neNa function e n e ^^(C) and a square ? n CC such that the following conditions are fulfilled:
0 < e n < 1; supp^ c P n ; s(P n ) = ( Since the intersection of the squares P n may well be empty, we finally introduce for each n e No the square Q n with the same center as P n , but with twice the side length of P n . Then one easily deduces from the assumption γ < | that Q n c (?"_! for all «GN. Since .S((2Λ) -> 0 as n -• oo, it follows that the squares Q n decrease to exactly one point Now, by our assumption on y there exists some x G X such that n for all n e N for some suitable constant C3 > 0 not depending on n. Recall that p -k > 3 and that δ = \ + 2γ 9 where 0 < γ < j could have been chosen arbitrarily small. Hence it is possible to achieve 4δ 3 < 1 for a suitable choice of γ. Letting n -• oo in the last inequality for y, we conclude that y = 0, which completes the proof.
REMARKS, (a)
The last lines of the preceding proof for the representation (12) reveal that the best possible exponent p which can be obtained by the present approach is p = k(T) + 3. Exactly the same exponent for the representation (12) was also obtained by Foia § and Vasilescu in Theorem 3.2 of [8] by using a completely different method. On the other hand, we shall see that in certain cases the optimal exponent for (12) can be improved to be p = k(T) + 2. Let us note that in general the representation (12) need not hold for p < k{T) + 2, as can be easily derived from Example 2.10 of [8] even in the case of certain spectral operators.
(b) If the operator T e &(X) has a functional calculus on ^°°(R), then our method can be carried through by using intervals in R instead of squares in C. In this case, the respective interval will be divided into just two subintervals in each inductive step. This modification will obviously result in the weaker inequality 2δ p~k < 1 instead of 4δ p~k < 1, which can be fulfilled by some δ > \ provided that p-k > 2. Hence, in this case, our optimal exponent for (12) turns out to be p = k{T) + 2. This was also observed in [8] using a different type of argument.
(
c) If the operator T e £?{X) has a ^°°(C)-functional calculus of order k(T) and if σ(T) c R, then it is shown in Theorem 5.4.5 of [4] that T admits a ^°°(R)-functional calculus of order < 2k(T).
Using the improved result of (b), this observation will lead to a better exponent in the case k(T) = 0, but not necessarily in the case k(T) > 1.
(d) The geometry of squares is less important for our approach to the representation (12) than one might expect. For instance, one may exploit the same kind of argument with triangles instead of squares in the complex plane, where at each step of the inductive construction the respective triangle will have to be divided into two subtriangles of equal size. This modification of the preceding proof leads to the representation (12) with exactly the same optimal exponent p = k(T) + 3; let us note that the approach given in [23] is based on triangles instead of squares.
(e) Since hyponormal operators are known to be, up to similarity, restrictions of generalized scalar operators [18] , an interesting consequence of Theorem 3.1 is that hyponormal and, in particular, subnormal operators do not have non-zero divisible subspaces. This observation is of particular importance in the automatic continuity theory
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for intertwining linear transformations; see for instance [9] , [12] , [13] , [15] , [21] .
(f) Finally, let T = (T\,..., T n ) be a system of several commuting operators from &(X) 9 and assume that the system T has a continuous functional calculus on C°°(C n ). Then an obvious extension of our approach to Theorem 3.1 will lead precisely to the algebraic representation of the spectral maximal spaces for the system T in the sense of Corollary 3.7 of [3] . In this case, the best possible exponent given by our method turns out to be p = k(T) + 2n + 1, which was also obtained by Albrecht and Vasilescu [3] by expanding the corresponding argument from [8] . This higher dimensional result is also closely related to Theorem 3.3 of [10] .
We now turn to the case of functional calculi on certain Lipschitz algebras. Given an arbitrary α,0 < a < 1 and a nonempty compact subset K of C, let Lip α (AΓ) denote the space of all functions f:K^C such that < 00. Proof. Given an arbitrary p e N, an obvious adaptation of the proof of Theorem 3.1 to the present situation leads to the following estimates -λy\\ 0 , Qn + PaiMZ -λ)>)), where f n = e n e { on K for all n e N. Since s(Q n ) = 2δ n s(P 0 ) for some <5, \ < δ < 1, we obtain immediately and for some constant C\ > 0 not depending on n. To estimate the term involving p a let us introduce
It is well known and easily seen that Lip a (K) is a regular
~ μΓ^h for all n G N and all u,v e K with uφv. If both w, i; £ i^, we infer from supρ/ rt c P n that f n (u) = / Λ (v) = 0 and hence H n (u,v) = 0. Without loss of generality, we may therefore assume that ueP n . Now, if υ G K satisfies \u -υ\ > s(Q n ), then obviously υ φ P n and hence f n {v)= 0, which implies that H n (u, v) < s(Q n y~a < cιδ n ( p -°) for all n e N.
It remains to estimate H n (u, v) for the case ue P n and \u-v\ < s{Q n ).
Then it is clear that \u-λ\ < s(Q n ) and \v -λ\ < 2s(Q n ). Furthermore, since ||Z)^/ rt ||oo < c 2 S~n for all n e N and all β e Ng with |/?| < 1, we obtain \u-v\" with some universal constant C5 > 0. Now, if we assume that p > 3, then choosing δ > \, we have 4δ p~a < 1. Taking the limit as n -• 00 in the last inequality for y, we conclude that y = 0, which completes the proof of (12) for p > 3. In the special case K c R, the proof can be carried through by using intervals in R instead of squares in C. In this case, we arrive at the condition 2δ p~a < 1, which can be fulfilled by a suitable choice of δ > \ provided that p > 2. This completes the proof.
The preceding result can be extended easily to the case of differentiable functions. For simplicity, let / be a compact interval in R, and consider some k G N o and some α, 0 < a < 1. Then & k ' a (I) is defined to be the space of all k times continuously differentiate functions /: / -• C with the property fW G Lip α (/). With the usual pointwise operations, W k>a (I) is a regular Banach algebra with respect to a suitable algebra norm which is equivalent to the norm || ||^ a given by k ll/llfcα = Σ H/ ω lloo + Pa(f ίk) ) for all / G **-*(/).
7=0
The proof of the following result is similar to the proofs of 3.1 and 3.3 and is therefore omitted. There are some other interesting cases, where the optimal exponent p for the representation (12) given by 3.1 can be improved. For example, let AC (I) denote the Banach algebra of all absolutely continuous functions /: / -> C for a compact interval /CR, where the norm || || is given by dt for all / G AC (I) .
Then, for every continuous unital homomorphism Φ: (12) for all p > 2. This can be seen following the lines of the proof of Theorem 3.1, but the details are slightly more involved and will not be given here.
In light of the preceding results, one might conjecture that every operator, which admits a continuous functional calculus on a reasonable algebra of functions with partitions of unity, should enjoy the algebraic representation of the spectral maximal spaces in the sense of (12) for some suitable integer p. The following counterexample will show, however, that in general such operators may have divisible subspaces different from zero and hence will fail to satisfy even condition (4) . The basic idea is to look for a suitable quasinilpotent operator, since such an operator cannot be generalized scalar unless it is nilpotent; see for instance Proposition 4.1 of [15] . Actually, the existence of non-trivial divisible subspaces rules out even the weak kind of algebraic representation of the spectral maximal spaces considered in Proposition 1.5 of [13] . This space has been considered in a number of articles; in particular, it follows from the results in [5] and [16] In view of the preceding counterexample, it seems natural to restrict the attention to functional calculi on algebras of functions which contain at least all the ^°°-functions. Hence, let us consider now a natural Banach function algebra A on some compact subset K of C and let us assume that, for some integer k > 0, all the restrictions to K of thê k -functions on C are contained in A. Then A is certainly semi-simple and regular. It therefore follows from Theorem 2.3 of [13] that for every continuous unital homomorphism Φ: A -»2f[X) and for every g e A the operator T = Φ(g) e ^(X) is super-decomposable. It is natural to ask whether the representation (12) of the spectral maximal spaces remains valid in this more general setting. Of course, one may try to extend the proof of 3.1 from the special case g = Z to the case of an arbitrary g e A, but this method doesn't work for some of the examples we have in mind. Another possible approach is based on the idea of composition. Assume that g e A has the property that for each / E ^°°(C) the composition fog belongs to A and that the corresponding mapping from W°°(C) into A is continuous. Then it makes sense to consider the mapping Φ: &°°(C) -> J?(X) given by φ(/) = φ(/ o g) for all fe&°° (C), which is certainly a continuous homomorphism satisfying Φ(Z) = Φ(g). Hence, under the given assumptions, the operator T = Φ(g) is generalized scalar so that the algebraic representation (12) of its spectral maximal spaces holds by Theorem 3.1. It can be checked that this method works for many interesting Banach function algebras A including, for instance, the algebras W k (I) ,W k > Q (I) , and AC (I) . However, in the case of the Banach algebra A(Ί) of all continuous functions on the unit circle T having an absolutely convergent Fourier series, the indicated method fails, since it is known [11] that only the realanalytic functions operate on A(Ύ). Whether in A(Ύ) multiplication by g e A(Ύ) can have a divisible subspace appears to be open. A solution to the following problem would be quite interesting. 
