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Abstract--Fuzzy sets are very useful in information retrieval. In this paper, we point out that 
there are some drawbacks in the existing averaging operators (i.e., P-norm operators, infinite-one 
operators, and Waller-Kraft operators) to deal with AND and OR operations of fuzzy information 
retrieval. Furthermore, we present new averaging operators based on geometric-mean veraging 
(GMA) operators to deal with these drawbacks. We use some examples to compare the proposed 
GMA operators with the existing averaging operators. We also prove some properties of the proposed 
GMA operators. The proposed GMA operators can overcome the drawbacks of the existing averaging 
operators and easily determine an appropriate value of the parameter a, where a is either 0 or 1, for 
handling AND and OR operations of fuzzy information retrieval. (~) 2005 Elsevier Ltd. All rights 
reserved. 
Keywords--Fuzzy information retrieval, Fuzzy query, Geometric mean, GMA operators, T-oper- 
ators. 
1. INTRODUCTION 
Miyamoto [1] states that fuzzy sets [2] are very useful in information retrieval (IR). In [1,3-20], 
they used the T-operators [21], namely T-norms and T-conorms, to deal with the AND and OR 
operations for fuzzy information retrieval, respectively. However, in [22], Kim et al. pointed out 
that the existing T-operators do not well model human behavior for document ranking. 
In [22] and [23], Lee et aL pointed out that there are three averaging operators (i.e., P-norm 
operators [24], infinite-one operators [25], and Waller-Kraft operators [20]), which are suitable 
for achieving high retrieval effectiveness in information retrieval systems. According to [23], the 
three averaging operators have the following common characteristics. 
(1) The resulting values of the three averaging operators are each controlled by an associated 
parameter. For instance, the resulting values of the P-norm operators are controlled by 
a parameter p, where 1 < p < o0; the resulting values of the infinite-one operators are 
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controlled by a parameter V, where 0 __ V -< 1; the resulting values of the Waller-Kraft 
operators are controlled by a parameter z, where 0 < z < 1. 
(2) The resulting values of the three averaging operators are always in the range between 
"min" and "max". However, the three averaging operators till have some drawbacks 
when we use them to deal with fuzzy information retrieval, i.e., sometimes they will get 
unreasonable r trieval results. This means that the unreasonable r trieval results violate 
the intuition of the human being. Thus, it is necessary to develop new averaging opera- 
tors to overcome the drawbacks of the existing averaging operators for fuzzy information 
retrieval. 
Some researchers point out that the geometric mean is useful to deal with fuzzy aggregating 
problems [7,8,26,27] and fuzzy decision-making problems [5,28,29]. In this paper, we use the 
geometric mean to present a new method, called geometric-mean veraging (GMA) operators, 
for handling the AND and OR operations of fuzzy information retrieval. We prove some properties 
of the proposed GMA operators and use some examples to compare the proposed GMA operators 
with the existing averaging operators. The proposed GMA operators can overcome the drawbacks 
of the existing averaging operators and easily determine an appropriate value of the parameter a 
for dealing with AND and OR operations. 
The rest of this paper is organized as follows. In Section 2, we briefly review the concept 
of geometric mean of positive real numbers from [30] and the definition of information retrieval 
based on the conventional fuzzy set model from [22]. We also briefly review T-operators [21], three 
existing averaging operators [20,24,25], the operator graphs of the T-operators and the averaging 
operators, respectively [22,23,31], and some analytic results of the T-operators and the averaging 
operators [22,23,32]. In Section 3, we point out the drawbacks of the three existing averaging 
operators (i.e., the P-norm operators, the infinite-one operators, and the Waller-Kraft operators). 
In Section 4, we present he new averaging operators, called the GMA operators, based on the 
geometric mean for handling the AND and OR operations in fuzzy information retrieval. We use 
some examples to compare the proposed GMA operators with the existing averaging operators. 
Furthermore, we also prove some properties of the proposed GMA operators. In Section 5, we 
extend the proposed GMA operators to deal with weighted fuzzy queries in fuzzy information 
retrieval. The conclusions are discussed in Section 6. 
2. PREL IMINARY 
A. Geometr ic  Mean 
In [30], the geometric mean of positive numbers al, a2, . . . ,  and an is defined as 
Hai, (1) 
i= l  
where 1 < i < n. The geometric mean is well defined for sets of positive real numbers, and is useful 
to deal with fuzzy aggregating problems [7,8,26,27] and fuzzy decision-making problems [5,28,29]. 
B. Informat ion Retr ieval  Based on the Convent ional  Fuzzy  Set Mode l  
In [22], Kim et al. pointed out that an information retrieval system based on the conventional 
fuzzy set model is defined by a quadruple (T, Q, D, F), where we have the following. 
(1) T is a set of index terms, T = {Q,t2,. . .  ,t~}. The index terms are used to represent 
queries and documents. 
(2) O is a set of queries. Each query q E Q is a Boolean expression composed of index terms ~j, 
where 1 < 3" --< m, and logical operators "AND", "OR", and "NOT". 
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(3) D is a set of documents, D = {dl ,d2, . . .  ,dn}. Each document di C D is represented by 
((tl, eil), (t2, e i2) , . . . ,  (tin, eim)), where eij denotes the weight (i.e., the degree of strength) 
of term tj in document d~, eij E [0, 1], 1 < i < n, and 1 < j _< m. 
(4) F is a retrieval function, 
F :  D x Q --~ [0,1], (2) 
where F(di, q) denotes the degree of satisfaction of document di with respect o the query q, 
F(di, q) E [0, 1], and 1 < i < n. 
According to [33], these degrees of strength e~j of term tj in document di, where 1 < i < n and 
1 _< j < m, are determined either subjectively, by the authors of the documents, or objectively, 
by some algorithmic procedure. One algorithmic way of determining the degrees of strength eij 
objectively is to consider frequencies of occurrence of the index term tj in document di. 
C. A Review of T-Operators 
The T-operators [21] (i.e., T-norms and T-conorms) are very useful for handling decision- 
making problems and they generally use the AND and OR operations to deal with fuzzy infor- 
mation retrieval [1,3-20]. In [34] and [35], Alsina and Hhhle et al. introduced the operators of the 
T-norms (A) and the T-conorms (V) of fuzzy sets. Let T be a T-norm and let S be a T-conorm, 
where T :  [0, 1] x [0, 1] ~ [0,1] and S:  [0, 1] x [0, 1] -* [0, 1]. In [23], Lee et al. summarized some 
T-norms and T-conorms as shown in Table 1. 
Table 1. Some T-norms and T-conorms [23]. 
T-Norms (AND) T-Conorms (OR) 
rain(x, y) Logical product max(x, y) Logical sum 
x x y Algebraic product x q- y - x x y, Algebraic sum 
x + y - -  2xy  
xy  Hamacher product Hamacher sum 
x -t- y - xy  1 - xy  
y, if x = 1, Drastic product y ,  if x ---- 0, Drastic sum 
0, otherwise, 1, otherwise, 
max(x + y - 1, 0) Bounded product min(x + y, 1) Bounded sum 
Based on [21], the T-operators can be used in conventional Boolean retrieval systems when the 
evaluating values eij of index terms tj in documents di are either 0 or 1, where 1 < i < n and 
l <<_j <_m. 
D. A Review of Averaging Operators 
In the following, we briefly review three averaging operators from [24], [25], and [20] shown as 
follows. 
(1) P-norm operators [24]: the operators are based on the concept of Euclidian distance as 
follows: 
F(di,qAND) = F(di, tl AND t2 AND. . .AND tin) = 1 -- ~=1 __ , (3) 
m 
m 1/p 
F(d~, qoa) = F(d~, tl OR t2 OR. . .  OR tin) = , (4) 
where 1 _< p _< oc and 1 < i < n. If p = 1, then F(d~, qAND) = F(d~, qoa) and they are the same 
as the arithmetic mean. If p = ee, then formula (3) becomes 
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F(d/, qAND) = F(di, tl AND t2 AND. . .  AND tin) 
= i - max[(1 - e/i), (1 - e/2), . . . ,  (i -e im) ]  
= rain[e/l, ei2, . . . ,  e/,~], 
and formula (4) becomes 
(5) 
F(d,, qoR) -- F(d,, tl OR t2 OR. . .  OR tin) 
max(e i l  , e i2 ,  . . .  , eim). 
(6) 
[n [24], Salton et al. pointed out that the operators are called the vector processing model when 
p = 1; the operators are called the traditional Boolean retrieval model when p = oo; a retrieval 
model intermediate between the vector processing model and the traditional Boolean model i fp is 
between 1 and oo. The larger the value of p, the more importance is given to the query structure 
as reflected by the AND and OR connections. Choosing the value of the parameter p depends 
~n user's need. 
(2) Infinite-one operators [25]: the AND operation of the operators considers a linear combi- 
aation between the logical product as shown in Table 1 and the arithmetic mean as follows: 
F(di, qAND) ---- F(d/, tl AND t2 AND. . .  AND tin) 
= 3' x min(eil, et2,. . . ,  eim) + (1 - 7) × - -  
m 
e~j 
j= l  
m 
where 0 <_ 7 -< 1 and 1 < i < n. In the same way, the OR operation of the operators considers 
linear combination between the logical sum as shown in Table 1 and the arithmetic mean as 
follows: 
F(d/, qoR) --- F(d/, tl OR t2 OR. . .  OR t~) 
= ~/x max(e/l, ei2, . . . ,  e im)+ (1 - 7) x - -  
(8) 
j= l  
77?, 
where 0 < 7 -< 1 and 1 < i < n. I f7  = 0, then F(d/, qAND) : F(d~, qoR) and they are the same as 
the arithmetic mean. If 7 = 1, then formula (7) becomes the operator of the logical product, and 
formula (8) becomes the operator of the logical sum. If the value of 7 is between 0 and 1, then 
formulas (7) and (8) are intermediate between the arithmetic mean and one of the traditional 
Boolean operations (i.e., max or min). Choosing the value of the parameter "y depends on user's 
need.  
(3) Waller-Kraft operators [20]: the operators consider a linear combination for the "AND" 
(i.e., logical product) and "OR" operations as follows: 
F(di,qAND) -= F(di, tl AND t2 AND. . .AND t,~) 
= z x min(eil, e~2, . . . ,  e~,~) + (1 - z) x max(e,1, e,2, . . . ,  e,m), 
(9) 
where 0.5 < z < 1 and 1 < i < n, 
F(di, qoa) = F(d~, tl OR t2 OR. . .  OR t,~) 
-- z x min(e~l, ei2, . . . ,  e~,~) + (1 - z) x max(e~l, ei2, . . . ,  eim), 
(10) 
where 0 < z < 0.5 and 1 < i < n. If z ---- 0.5, then F(di,qAND) = F(d~,qoR) -- (min(eil,e~2,..., 
e~,~) + max(eil, e~2,..., eim))/2 (i.e., medium value). If z = 1, then formula (9) becomes the 
operator of the logical product. If z = 0, then formula (10) becomes the operator of the logical 
sum. The parameter z is specified by the user. If a user wants to use the "AND" operation to 
retrieve the documents he needs, then the user can give the parameter z a large value near 1; on 
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Figure 1. Creating the operator graph [22]. 
the other hand, if a user wants to use the "OR" operation to retrieve the documents he needs, 
then the user can give the parameter z a small value near 0. 
E. The Operator  Graphs of the T-Operators and the Averaging Operators 
In [23], Lee et al. utilized operator graphs to analyze the behavioral properties of various 
operators. In [31], Lee et al. pointed out that the operator graph is a method to represent 
the characteristics of an operator. According to [23], Lee et al. state that an operator graph 
is constructed for the given two-operand graphs, where the operator and operand graphs are 
represented by lines and dotted lines, respectively. Figure 1 [22] shows how the operator graph is 
constructed for the given operand Graphs A and B, where the vertical axis denotes the degree of 
membership and the horizontal axis denotes a set of objects. For example, a point q, is computed 
by applying an operator to the values of the two operands a and/3, as shown in Figure 1. 
In [22] and [23], Lee et al. analyzed the operator graphs of the T-operators (i.e., Table 1) 
and the operator graphs of the three averaging operators (i.e., P-norm operators, infinite-one 
operators, and Waller-Kraft operators) as shown in Figure 2. 
F. Some Analyt ic  Results of the T-Operators and the Averaging Operators 
In [22], Lee et al. presented the following relevant terminologies about behavioral properties of 
fuzzy operators. 
DEFINITION 2.1. An operator 9 is "single operand dependent" if 9(x, y) is either x or y, where 
x • [0, 1] and y e [0, 1]. It is called "partially single operand dependent" when one of the following 
conditions is satisfied: 
(i) O(0, x) = O(x, O) = 0 or x, 
(ii) 9(1, x)O(x, 1) = 1 or x. 
DEFINITION 2.2. An operator 9 is "negatively compensatory" if 9(x, y) is less than rain(x, y) or 
greater than max(x, y) for all x, y • [0,1]. 
DEFINITION 2.3. An operator 9 is "positively compensatory" if 9(x, y) is greater than min(x, y) 
and less than max(x, y) for all x, y • [0,1]. 
In [22], [31], and [23], Lee et al. pointed out that the operators of the logical product (i.e., 
rain(x, y)) and the logical sum (i.e., max(x, y)) shown in Table 1 are inappropriate for handling 
fuzzy information retrieval because these two operators have the "single operand dependent" 
property (i.e., Figure 2a). In the following, we use two examples to explain why these two 
operators are inappropriate o deal with fuzzy information retrieval. 
EXAMPLE 2.1. Assume that there are two documents dl and d2, and assume that there is a 
query ql shown as follows: 
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Logical Sum (OR) 
Logical Product (AND) 
Logical Product and Logical Sum 
(a) 
Hamacher Sum (OR) 
Hamacher P oduct (AND) 
Hamacher P oduct and Hamacher Sum 
(c) 
Bounded Product (AND) 
Bounded Product and Bounded Sum 
(e) 
Z= 0.5 (OR) 
y= 0.5 (AND) 
Infinite-One Operators 
(g) 
P-Norm Operators (OR) 
P-Norm Operators (AND) 
P-N0rm Operators (p= 6) 
(i) 
Algebraic Product (AND) 
Algebraic Product and Algebraic Sum 
(b) 
Drastic Sum (OR) 
/ \ 
Drastic Product (AND) 
Drastic Product and Drastic Sum 
(d) 
y=0.8 
y= 0.2 
Waller-Kraft Operators 
(f) 
P-Norm Operators (OR) 
P-Norm Operators (AND) 
P-Norm Operators (p = 1) 
(h) 
P-Norm Operators (OR) 
P-Norm Operators (AND) 
P-Norm Operators (p = ~) 
(J) 
Figure 2. The operator graphs of the T-operators and the operator graphs of the 
three averaging operators [22,23]. 
dl ---- {(Information, 0.5), (System, 0.5)}, 
d2 -- {(Information, 0.9), (System, 0.4)}, 
ql = Information AND System. 
If the operator of the logical product is used for the AND operations, then the degrees of satis- 
faction of the documents dl and d2 with respect o the query ql can be evaluated and are equal 
to 0.5 (i.e., min(0.5, 0.5) = 0.5) and 0.4 (i.e., min(0.9, 0.4) -- 0.4), respectively, and the system 
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will retrieve the document dl. However, intuitively, the document d2 is more suitable than the 
document dl with respect o the query ql. 
EXAMPLE 2.2. Assume that there are two documents d3 and d4, and assume that there are two 
queries q2 and q3 shown as follows: 
d3 --= {(tl, 0), (t2, 0.8), (t3, 1), . . . ,  (t99, 1), (tloo, 1)}, 
d4 = {(tl, 0), (t2, 0.1), (t3, 0.1),..., (t99, 0.1), (tloo, 1)}, 
q2 = tl AND t2 AND t3 AND..- AND t99 AND tloo, 
q3 = t2 OR tlO O. 
If the operator f the logical product isused for the AND operations, then the degrees ofsatisfac- 
tion of the documents d3and d4 with respect to the query q2 are the same (i.e., min(0, 0.8, 1,..., 
I, 1) -- min(0, 0.i,0.I,..., 0.1, i) -- 0). However, intuitively, the document d3 is more suitable 
than the document d 4with respect to the query q2. If the operator of the logical sum is used 
for the OR operation, the degrees of satisfaction f the documents d3and d4 with respect to 
the query q3 are the same and are equal to 1, respectively (i.e., max(0.8, 1)= max(0.1, I) ~- 1). 
However, intuitively, the document d3is more suitable than the document d4with respect to the 
query q3. 
From [22], [31], and [23], the remaining T-operators except the operators ofthe logical product 
and logical sum shown in Table 1 are still inappropriate forhandling fuzzy information retrieval 
due to the fact that they have the "partially single operand ependent" and "negatively compen- 
satory" properties (i.e., Figures 2b-2e). In [22], Kim et al. pointed out that the "partially single 
operand ependent" operator can avoid the problem described in Example 2.1, but it still has the 
same problem described in Example 2.2. The "negatively compensatory" property can cause the 
problem illustrated in the following example. 
EXAMPLE 2.3. Assume that there is a document d0 and assume that there are two queries q4 
and q5 shown as follows: 
d5 -- {(Information, 0.5), (System, 0.5), (Management, 0.5)}, 
q4 = Information AND System, 
q5 = Management. 
If we use the operator of the algebraic product (i.e., x x y) for the AND operations, then the 
degrees of satisfaction of the document d0 with respect o the queries q4 and qs can be evaluated 
and are equal to 0.25 (i.e., 0.5 × 0.5 = 0.25) and 0.5, respectively. However, it is unreasonable 
that the degree of satisfaction of the document d5 with respect o the query q4 is less than that 
of the document d0 with respect o the query qh. 
From the above three examples, we can see that the min and max operators uffer from the 
problem of being "single operand ependent" (i.e., Figure 2a). Other T-operators (i.e., "alge- 
braic product and algebraic sum", "Hamacher product and Hamacher sum", "drastic product 
and drastic sum", and "bounded product and bounded sum") shown in Table 1 have the prob- 
lems of not only being "partially single operand ependent", but also "negative compensatory" 
(i.e., Figures 2b-2e). Because the T-operators have these problems, some averaging operators 
are proposed to overcome these problems [20,24,25]. In [22], Kim et al. pointed out that P-norm 
operators [24], infinite-one operators [25], and Waller-Kraft operators [20] have the "positively 
compensatory" property (i.e., Figures 2f-2j). Furthermore, they pointed out that "positively 
compensatory" operators are neither "partially single operand dependent" nor "negatively com- 
pensatory'; they can avoid all the problems described previously if the fuzzy information retrieval 
system is using the "positively compensatory" operators as the evaluating formulas for the AND 
and OR operations. Thus, in [22], Kim et al. pointed out that the three averaging operators are 
suitable to achieve high retrieval effectiveness for fuzzy information retrieval. 
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3. ANALYS IS  OF  THE EX IST ING AVERAGING OPERATORS 
In [22], Kim et al. showed that P-norm operators, infinite-one operators, and Waller-Kraft 
operators are appropriate to deal with the AND and OR operations for fuzzy information re- 
trieval. However, according to our research, the three averaging operators still have the following 
drawbacks. 
(1) According to Section 2, we can see that the resulting value of P-norm operators is con- 
trolled by a parameter p, and the value of the parameter p is between 1 and c~; the 
resulting values of the infinite-one operators are controlled by a parameter % and the 
value of the parameter 7 is between 0 and 1; the resulting values of the Waller-Kraft oper- 
ators are controlled by a parameter z, and the value of the parameter z is between 0 and 1. 
However, it is subjective and hard to determine an appropriate value for the parameters 7 
and z, respectively, between 0 and 1, and to determine the appropriate parameter p be- 
tween 1 and oo for fuzzy information retrieval because there was no discussion on how 
to assign the parameters for these operators. Furthermore, in [36], Spoerri pointed out 
that the P-norm operators use a distance-based measure and to use the parameter p that 
determines the degree of exponentiation. However, the exponentiation is an expensive 
computation, especially for p-values greater than one. 
(2) Assume that one of the three averaging operators are chosen to deal with the AND and OR 
operations for information retrieval. If the user determines some inappropriate value of the 
parameter for the averaging operator, the averaging operator will have the "single operand 
dependent" property. From Section 2, we can see that the "single operand ependent" 
operators are inappropriate o deal with fuzzy information retrieval. 
i. According to the infinite-one operators (i.e., formulas (7) and (8)), if ~, = 1, then 
formula (7) becomes the operator of the logical product (i.e., min(x, y)) for the AND 
operations and formula (8) becomes the operator of the logical sum (i.e., max(x, y)) 
for the OR operations. However, from Section 2, we can see that the operators of the 
logical product and logical sum have the "single operand ependent" property. 
ii. If we use P-norm operators (i.e., formulas (3) and (4)) to deal with fuzzy information 
retrieval, we encounter the same drawback as described above if the parameter p = oo. 
iii. If we use Waller-Kraft operators (i.e., formulas (9) and (10)) to deal with fuzzy 
information retrieval, we encounter the same drawback as described above if the 
parameter ~f -- 0 in formula (9) and the parameter ~, -- 1 in formula (10). 
(3) According to infinite-one operators (i.e., formulas (7) and (8)), if ~/ -- 0, then the two 
operators are the same as the arithmetic mean, and the resulting values of the AND 
and OR operations are the same. That is, the system cannot distinguish the degrees of 
satisfaction of the documents with respect o the queries for the AND and OR operations. 
EXAMPLE 3.1. Assume that there is a document d6, and assume that there are two queries q6 
and q7 shown as follows: 
d6 = {(Information, 0.2), (System, 0.6)}, 
q6 ~-- Information AND System, 
q7 = Information OR System. 
If formula (7) is used for the AND operation and formula (8) is used for the OR operation and 
if ~, -- 0, then the degrees of satisfaction F(d6, qs) and F(ds, qT) of the document d6 with respect 
to the queries q6 and qT, respectively, can be evaluated as follows: 
F(d6, q6) = F(ds, Information AND Systems) 
0.2 ÷ 0.6 
2 
= 0.4, 
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F(ds, qT) = F(ds, Information OR Systems) 
0.2+0.6 
2 
= 0.4. 
In this situation, the system cannot distinguish the degrees of satisfaction ofthe document d6 with 
respect to the queries q6 and qT, respectively. In the same way, if we use the P-norm operators (i.e., 
formulas (3) and (4)) to deal with fuzzy information retrieval, there will be the same drawback 
if the parameter p = 1. If we use the Waller-Kraft operators (i.e., formulas (9) and (10)) to deal 
with fuzzy information retrieval, there will be the same drawback if the parameter V -- 0.5. 
(4) In [32], Lee pointed out that the infinite-one operators (i.e., formulas (7) and (8)) have a 
drawback when the parameter V = 0.5. We illustrate an example to discuss this drawback 
as follows. 
EXAMPLE 3.2. Assume that there are two documents d7 and ds, and assume that there is a 
query qs shown as follows: 
d7 = { (Information, 0.2), (System, 0.7), (Management, 0.9)}, 
ds = { (Information, 0.3), (System, 0.4), (Management, 0.8)}, 
qs = Information AND System AND Management. 
If formula (7) is used for the AND operation and if 7 = 0.5, then the degrees of satisfaction 
F(d~, qs) and F(ds, qs) of the documents d7 and ds with respect o the query qs, respectively, 
can be evaluated as follows: 
F(dT, qs) = F(dT, Information AND System AND Management) 
0 .2+0.7+0.9 
= 0.5 × rain(0.2, 0.7, 0.9) + 0.5 x 
3 
= 0.5 x 0.2 + 0.5 x 0.6 
-- 0.4, 
F(ds, qs) = F(ds, Information AND System AND Management) 
0 .3+0.4+0.8 
= 0.5 x rain(0.3, 0.4, 0.8) + 0.5 x 
3 
= 0.5 x 0.3 + 0.5 × 0.5 
= 0.4. 
In this situation, the system cannot distinguish the degrees of satisfaction of the document d7 and 
the document ds with respect to the query qs, respectively. However, intuitively, the document d7 
is more suitable than the document ds with respect to the query qs due to the fact that the degrees 
of strength of terms "System" and "Management" in document d7 are higher than the degrees of 
strength of terms "System" and "Management" in document ds, especially the degree of strength 
of term "System" in document dT. Although the degree of strength of term "Information" in 
document ds is higher than the degree of strength of term "Information" in document dT, the 
two degrees of strength of them "Information" between the two documents d7 and ds are similar. 
(5) In [32], Lee pointed out that the Waller-Kraft operators (i.e., formulas (9) and (10)) 
consider only two operand values, i.e., the minimum and maximum operand values. Thus, 
the operators have a drawback illustrated in the following example. 
EXAMPLE 3.3. Assume that there are two documents d9 and dlo, and assume that there is a 
query q9 shown as follows: 
d9 -- {(Information, 0.1), (System, 0.2), (Management, 0.9)}, 
dl0 = { (Information, 0.1), (System, 0.8), (Management, 0.9) }, 
q9 -~ Information AND System AND Management. 
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If formula (9) is used for the AND operations, then the degrees of satisfaction F(do, qg) and 
F(dio, qo) of the documents d0 and dl0 with respect o the query q9 can be evaluated as follows: 
F(dg, qg) = F(dg, Information AND System AND Management) 
= (1 - "7) × min(O.1,0.2, 0.9) + 7 × max(E1, 0.2, 0.9) 
=(1 -7)  x0 .1+Tx0.9 ,  
F(dl0, qg) = F(dl0, Information AND System AND Management) 
= (1 - 7) x min(0.1, 0.8, 0.9) + 7 x max(0.1,0.8, 0.9) 
= (1 - 7) x 0.1 + 7 x 0.9, 
where 0 < ~/< 0.5. That is, F(dg, qg) = F(dio, q~). However, intuitively, the document dlo is 
more suitable than the document d9 with respect o the query q9 because the degree of strength 
of the term "System" in document di0 is higher than the degree of strength of the term "Sys- 
tem" in document dr, arid the degrees of strength of terms "Information" and "Management" in
document d9 are equal to the degrees of strength of the terms "Information" and "Management" 
in document di0. 
In [32], Lee named the two drawbacks of Examples 3.2 and 3.3 "unequal importance problem", 
meaning that all the index terms given in a query are not equally important. According to the 
above discussion, we can see that although the three averaging operators are proper to deal with 
the AND and OR operations for fuzzy information retrieval, in some specific situations, the three 
averaging operators till have their drawbacks. Thus, if we want to use the averaging operators 
for the AND and OR operations in fuzzy information retrieval, it is necessary to develop new 
averaging operators to overcome the drawbacks of the above three averaging operators. 
4. FUZZY INFORMATION RETRIEVAL  BASED ON THE 
PROPOSED GEOMETRIC-MEAN AVERAGING OPERATORS 
In the following, we present he new averaging operators, called the geometric-mean veraging 
(GMA) operators, for fuzzy information retrieval shown as follows: 
F(di, qAND) = F(d~, ti AND t2 AND.. .  AND t,~) 
= O~ -q- e i j  - -  Oz, (Ii) 
F(di, qOR) = F(di, tl OR t2 OR. . .  OR tin) 
= (a + 1) - (c~ + 1 - eij) , (12) 
where a E {0, 1}, 1 < i < n, 1 <_ j <_ m, F(d, qAND) E [0, 11, and F(d~, qoa) E [0, 1]. The values 
of F(di, qAND) and F(di, qoR) of the proposed GMA operators are controlled by a parameter o~, 
where a is either 0 or 1. If the evaluating values eij of terms tj in documents di are either 0 or 1, 
where 1 < i < 4 and 1 _< j _< 2, then the example shown in Table 2 indicates that the proposed 
GMA operators are compatible with the traditional Boolean operators (i.e., Table 2a) if the 
parameter c~ is 0, and are compatible with the extended Boolean operators [24] (i.e., Table 2b) if 
the parameter a is 1. For example, we consider document d2 shown in Table 2a and formulas (11) 
and (12). If tl = 0, t2 = 1, and the parameter c~ = 0, then we can get 
F(d2, qhND) = F(d~, tl AND t2) 
---- [0 x 1] 1/2 
:0 ,  
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Table 2. Applying the proposed GMA operators for information retrieval. 
(a) Parameter a = 0. 
Terms Query 
tl t2 tl AND t2 tl OR t2 
Document dl 0 0 0 0 
Document d2 0 1 0 1 
Document d3 1 0 0 1 
Document d4 1 1 1 1 
(b) Parameter ~ = 1. 
Terms Query 
tl t2 tl AND t 2 tl OR t2 
Document dl 0 0 0 0 
Document d2 0 1 0.4142 0.5858 
Document d3 1 0 0.4142 0.5858 
Document d4 1 1 1 1 
F(d2 ,qoR)  = F(d2,  t l  OR t2) 
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= 1 - [ (1 - o )  × (1 - 1) ]  1 /5  
~1.  
Furthermore, we consider document d2 shown in Table 2b and formulas (11) and (12). If tl = 0, 
t2 = 1, and the parameter a = 1, then we can get 
F(d2, qAND) : F(d2, tl AND t2) 
= [1 x 2] 1 /2 -  1 
= 0.4142, 
F(d2, qoR) = F(d2, tl OR t2) 
= 2 - [ (2  - 0 )  × (2  - 1) ]  1 /~ 
= 0.5858. 
From Table 2a, we can see that when c~ -- 0, the proposed GMA operators can be used in the 
traditional Boolean information retrieval environment. 
If the parameter a is 0, then the proposed GMA operators (i.e., formulas (11) and (12)) become 
F(d~, qAND) = F(d~, tl AND t2 AND- . .  AND tin) = e~j , (13) 
F(di, qoR) = F(di, tl OR t2 OR. . .  OR tin) ----- 1 -- (1 -- eij) (14) 
The operator graph of the proposed GMA operators when the parameter c~ = 0 is shown in 
Figure 3. 
If the parameter c~ is 1, then the proposed GMA operators (i.e., formulas (11) and (12)) become 
F(di, qAND) ----- F(d~, tl AND t2 AND. - .  AND tin) = (1 + e~j) - 1, (15) 
F(di,qoR) = F(ai, tl ON t2 OR. . .  OR tin) = 2 - (2 - ei j)  (16) 
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GMA operator F(di, qoR) 
fl iiiii It / 
GMA operator F(di, qAND) 
Figure 3. The operator graph of the proposed GMA operators (when a = 0). 
CMA operator F(d~, qOR) 
~xx 
GMA operator F(d~, qAND) 
Figure 4. The operator graph of the proposed GMA operators (when ~ = 1). 
The operator graph of the proposed GMA operators when the parameter c~ = 1 is shown in 
Figure 4. 
In [32], Lee pointed out that the "positively compensatory" operators provide high retrieval 
effectiveness. The "positively compensatory" operators are functions of the form 
p:  [0, 1] x [0, 1] ~ [0, 1]. 
They must satisfy the following two properties: 
(1) p(x, x) = x; i.e., p is idempotent. 
(2) rain(x, y) < p(x, y) < max(x, y), where x ¢ y. 
In the following, we assume that 0 < x < 1 and 0 _ y < 1 and prove the proposed GMA 
operators conforming to the two properties. 
PROPERTY 4.1. F(d, x AND x) = x and F(d, x OR x) = x; i.e., F(d, x AND x) and F(d, 
x OR x) are idempotent. 
PROOF. 
F(d, x AND x) -- [(a + x) x (c~ + x)] 1/2 - a 
= (a+x) -a  
f (d ,  x OR x) = (a + l) - [(a + l - x) x (a + l - x)] 1/2 
= (~  + i )  - (~  + x - ~) 
Thus, the proposed GMA operators are idempotent. 
PROPERTY 4.2. min(x, y) < F(d, x AND y) < F(d, x OR y) < max(x, y), where x 7~ y. 
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PROOF. If x > y, then min(x,y) ---- y and max(x,y) -- x. Furthermore, if we use formulas (11) 
and (12), we can get 
[(5 +y)  x (5 +y)] 1/2 < I(5 +x)  x (5 +y)] 1/2 < [(5 +x)  x (5 +x)]  1/~ 
[(~ + y) × (~ + y)]1/2 _ ~ < [(~ + x) × (~ + y)]1/2 _ ~ < [(5 + x) × (5 + x)] 1/2 - 
F(d, y AND y) < f (d ,  x AND y) < F(d, x AND x) 
y < F(d, x AND y) < x (by Property 4.1), 
and 
[(a + 1 -- y) x (a + 1 - y)]1/2 > [(0~ -~- 1 -- X) X (a + 1 -- y)]1/2 > [(a + 1 -- X) X (a + 1 - x ) ]  1 /2  
=> (a + 1) - [(a + 1 - y) x (a + 1 - y)]l/2 < (o~ + 1) -- [(a + 1 -- x) X (5 + 1 - y ) ] l /2  
< (a + 1) - [(a + 1 - x) x (a + 1 - x ) ]  1 /2  
F(d, y OR y) < F(d, x OR y) < F(d, x OR x) 
=~ y < F(d, x OR y) < x (by Property 4.1). 
Thus, we can see that min(x, y) < F(d, x AND y) < max(x, y) and min(x, y) < F(d, x OR y) < 
max(x, y). In the same way, we can see that min(x, y) = x and max(x, y) -- y when x < y. 
Furthermore, if we use formulas (11) and (12), we can get 
F(d, x AND x) < F(d, x AND y) < F(d, y AND y) 
=~ x < F(d, x AND y) < y (by Property 4.1), 
and 
F(d, x OR x) < F(d, x OR y) < F(d, y OR y) 
x < F(d, x OR y) < y (by Property 4.1). 
Thus, we can see that min(x, y) < F(d, x AND y) < max(x, y) and min(x, y) < F(d, x OR y) < 
max(x, y). According to Figures 3 and 4 and Table 2, we can see that F(d, x AND y) < 
F(d, x OR y) when x • y. Thus, rain(x, y) < F(d, x AND y) < F(d, x OR y) < max(x, y), 
where x ~t y. I 
According to the above properties, we can see that the proposed GMA operators have the 
"positively compensatory" property. From [22], [23], and [32], we can see that the "positively 
compensatory" operators have neither the "single operand dependent" property nor the "nega- 
tively compensatory" property. Therefore, the fuzzy information retrieval using "positively com- 
pensatory" operators can avoid the "single operand dependent" and "negative compensatory" 
problems of Examples 2.1-2.3. 
In the following, we illustrate how to use the proposed GMA operators in different situations, 
i.e., the parameter a is 0 and the parameter a is 1. 
SITUATION 1. Assume that the parameter 5 is 0. In this situation, the proposed GMA oper- 
ators not only have the "positively compensatory" property, but also have the "partially single 
operand dependent" property. From Section 2, we can evaluate that this property can overcome 
the drawback of Example 2.1. Furthermore, formulas (13) and (14) do not have the "negative 
compensatory" property. Thus, it can avoid the drawback of Example 2.3. In the following, we 
use formula (13) to deal with Examples 2.1 and 2.3, respectively. 
(1) If we use formula (13) to deal with Example 2.1, we can evaluate the degree of satisfaction 
F(dl, ql) of the document dl with respect o the query ql shown as follows: 
F ( dl , ql ) = F ( dl , Information AND System) 
= [0.5 x 0.5] 115 
= 0.5. 
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In the same way, we can obtain the degree of satisfaction F(d2, ql) of the document d2 
with respect o the query ql, where F(d2, ql) = 0.6, and the system will retrieve the 
document d2, which is intuitively correct. 
(2) If we use formula (13) to deal with Example 2.3, we can evaluate the degree of satisfaction 
F(ds, q4) of the document de with respect o the query q4 shown as follows: 
F(ds, q4) = F(ds, Information AND System) 
= [0.5 × 0.5] 1/2 
= 0.5. 
In the same way, we can evaluate the degree of satisfaction F(d~, qa) of the document d5 
with respect o query qs, where F(ds, qa) = 0.5. In this situation, we can get the same de- 
grees of satisfaction of the document d5 with respect o the queries q4 and qs, respectively, 
which is Mso intuitively correct. 
Furthermore, the proposed GMA operators can overcome the drawbacks of Examples 3.1-3.3. 
In the following, we use formulas (13) and (14) to deal with Examples 3.1-3.3, respectively. 
(1) If we use formulas (13) and (14) to deal with Example 3.1, we can evaluate the degrees of 
satisfaction of the document d6 with respect o the queries q6 and qT, respectively, shown 
as follows: 
F(d6, q6) = F(d6, Information AND System) 
--- [0.2 × 0.6] 1/2 
= 0.3464, 
F(d6, q7) = F(d6, Information OR System) 
= 1 - [(1 - 0.2) x (1 - 0 .6 )11 /2  
= 0.4343. 
According to the values of F(d6, q6) and F(d6, qT), the system can distinguish the degrees 
of satisfaction of the document d6 with respect o the queries q6 and qT, respectively. 
(2) If we use formula (13) to deal with Example 3.2, we can evaluate the degree of satisfaction 
F(dT, qs) of the document d7 with respect o the query qs shown as follows: 
F(dT, qs) = F(dT, Information AND System AND Management) 
= [0.2 × 0.7 × 0.9] 1/3 
= 0.5013. 
In the same way, we can evaluate the degree of satisfaction F(ds, qs) of the document ds 
with respect o query qs, where F(ds,q8) =- 0.4579. The system will retrieve the docu- 
ment d7, which is intuitively correct. 
(3) If we use formula (13) to deal with Example 3.3, we can evaluate the degree of satisfaction 
F(d9, q9) of the document d9 with respect o the query q9 shown as follows: 
F(d~, qg) = F(dg, Information AND System AND Management) 
= [0.1 × 0.2 × 0.9] 1/3 
= 0.2621. 
In the same way, we can evaluate the degree of satisfaction F(dlo, qg) of the document dlo 
with respect o query qg, where F(dl0,q9) -~ 0.416. The system will retrieve the docu- 
ment dl0, which is intuitively correct. 
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From the previous discussions, we can see that when the parameter a is 0, the proposed GMA 
operators are very useful to deal with fuzzy information retrieval. However, there is still the 
same problem with Example 2.2, i.e., the degrees of satisfaction F(d3, q2) and F(d4, q2) are all 
evaluated as 0, and the degrees of satisfaction F(d3, q3) and F(d4, (/3) are all evaluated as 1. In 
this situation, we can use the proposed GMA operators and set the parameter a to 1 to overcome 
this problem. Let us consider the following situation. 
SITUATION 2. Assume that the parameter a is 1. In this situation, the proposed GMA operators 
have the "positively compensatory" property. 
(1) If we use formula (15) to deal with Example 2.1, we can evaluate the degree of satisfaction 
F(dl, ql) of the document dl with respect o the query ql shown as follows: 
F(dl, ql) = F(dl, Information AND System) 
= [(1 + 0.5) x (1 + 0.5)] 1/2 - 1 
= [1.5 x 1.5] 1/2 - 1 
= 0.5. 
In the same way, we can evaluate the degree of satisfaction F(d2, ql) of the document d2 
with respect o the query ql, where F(d2, q l )= 0.631. The system will retrieve the docu- 
ment d2, which is intuitively correct. 
(2) If we use formula (15) to deal with Example 2.2, we can evaluate the degree of satisfaction 
F(d3, q2) of the document d3 with respect o the query q2 shown as follows: 
F(d3,q2) =F(d3 ,  t lAND t2AND. . .ANDt loo)  
= [ (140)  × (140 .8)  × .. .  × (1+1) ]1 /1°° -1  
= 1.9841 - 1 
= 0.9841. 
In the same way, we can evaluate the degree of satisfaction F(d4, q2) of the document d4 
with respect to the query q2, where F(d4, q2) = 0.1055. The system will retr ieve the 
document d3, which is intuitively correct. 
Then, we use formula (16) to evaluate the degree of satisfaction F(d3, q3) of the docu- 
ment d3 with respect o the query q3 shown as follows: 
F(d3, q3) = F(d3, t2 OR tl00) 
= 2 - [(2 - 0.8) × (2 - 1)] 1/2 
= 2 - 1.0954 
= 0.9046. 
In the same way, we can evaluate the degree of satisfaction F(d4, q3) Of the document d4 
with respect to the query q3, where F(d4, q~) =- 0.6216. The system will retrieve the 
document d3, which is intuitively correct. 
(3) If we use formula (13) to deal with Example 2.3, we can evaluate the degree of satisfaction 
F(ds, q4) of the document d5 with respect o the query q4 shown as follows: 
F(d~, q4) = F(ds, Information AND System) 
~--- [(1 + 0.5) X (1 + 0.5)] 1/2 -- 1 
= [1.5 x 1.5] 1/2 - 1 
= 0.5. 
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Then, we can evaluate the degree of satisfaction F(ds, qs) of the document ds with respect 
to query qs, F(ds,q5) -= 0.5. In this situation, we obtain the same evaluating results of 
the document d5 for the queries q4 and q~, respectively, which is intuitively correct. 
Furthermore, the proposed GMA operators can overcome the problems of the existing averaging 
operators of Examples 3.1-3.3. In the following, we use formulas (15) and (16) to deal with 
Examples 3.1-3.3, respectively. 
(1) If we use formulas (15) and (16) to deal with Example 3.1, we can evaluate the degrees of 
satisfaction of the document d6 with respect o the queries q6 and q7 shown as follows: 
F(d~, q6) -- 
F(d6, qT) = 
F(d6, Information AND System) 
[(1 + 0.2) × (1 + 0.6)] 1/2 - 1 
[1.2 x 1.6] 1/2 - 1 
0.3856, 
F(d6, Information OR System) 
2 - [(2 - 0.2) × (2 - 0.6)I 1/2 
0.4125. 
According to the values of F(d6, q~) and F(d6, qT), the system can distinguish the degrees 
of satisfaction of the document de with respect o the queries q6 and qT, respectively. 
(2) If we use formula (15) to deal with Example 3.2, we can evaluate the degree of satisfaction 
F(dT, qs) of the document dv with respect o the query qs shown as follows: 
F(dT,qs)-= F(dT, Information AND System AND Management) 
[(1 + 0.2) x (1 + 0.7) x (1 + 0.9)] 1/3 - 1 
[1.2 x 1.7 x 1.9] 1/3 - 1 
O.57O8. 
In the same way, we can evaluate the degree of satisfaction F(ds, qs) of document ds with 
respect o query qs, where F(ds, qs) = 0.4852. The system will retrieve the document dT, 
which is intuitively correct. 
(3) If we use formula (15) to deal with Example 3.3, we can evaluate the degree of satisfaction 
F(dg, qg) of the document d9 with respect o the query q9 shown as follows: 
F(d9, q9) = F(d9, Information AND System AND Management) 
~-[(1+0.1) X (1+0.2) X (1+0.9)] 1/3 --I 
= [1.1 x 1.2 X 1.9] 1/3 -- 1 
= 0.3587. 
In the same way, we can evaluate the degree of satisfaction F(dlo, q9) of the document dl0 
with respect o query q9, where F(dl0, qg) = 0.5553. The system will retrieve the docu- 
ment dlo, which is intuitively correct. 
5. WEIGHTED FUZZY QUERY BASED ON THE EXTENDED 
GEOMETRIC-MEAN AVERAGING OPERATORS 
In Section 4, we only considered nonweighted fuzzy queries for fuzzy information retrieval. 
In [32], Lee pointed out that the retrieval effectiveness could be improved by assigning importance 
factors or weights to the terms and clauses in the queries. From [24,32,37,38], we can see that 
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weighted queries are very useful in fuzzy information retrieval. Let us consider an example of 
weighted Boolean query q shown as follows [32]: 
q= (((tl,Wq,) OR (t2,Wq=)),Wql OR q2) AND (t3,Wqa), 
where wq3 denotes the weight of the term tj in the query q, where 1 _< j _~ 2, and Wq~ oR q2 
denotes the weight of the clause "(tl,Wq,) OR (t2, Wq2)" in the query q, where wqj E [0, 1] and 
wql oa q2 e [0,1]. 
In the following, we extend the proposed GMA operators of formulas (11) and (12) into for- 
mulas (17) and (18), respectively: 
F(d~,qAND) =F(d~, (tl,Wql) AND (t2, wq2 ) AND.. .AND (tm,wq~)) 
m 
w = H(a  + e,j)~q~/(E~ = qJ) - a, (17) 
j= l  
F(di,qo[¢) =F(di, (tl,wql) OR (t2,Wq2) OR. . .OR (tm,wq,~)) 
m 
= (a + 1) - H(a  + 1 - eij)~qJ/(E2=~ ~) ,  (iS) 
j= l  
where F(di, qAND) E [0, 1], F(d~, qoR) C [0, 1], wq~ E [0, 1], a E {0, 1), 1 < i < n, and 1 ___ j < m. 
The weight wqj of the term t j in  the query q in formulas (17) and (18) is a relative weight. In [32], 
Lee pointed out that it is easier when users submit a query with "relative query weights" rather 
than with "absolute query weights". In the following, we use an example to illustrate how to use 
formulas (17) and (18) to deal with weighted fuzzy queries for fuzzy information retrieval. 
EXAMPLE 5.1. Assume that there is a document dll and assume that there are two queries qio 
and qll shown as follows: 
dii = {(Information, 0.2), (System, 0.6), (Management, 0.7)}, 
qi0 = (Information, 0.7) AND (System, 1), 
q i l  ---- (ql0, 0.6) OR (Management, 0.9). 
If we use formula (17) to deal with the AND operation and the parameter a is 1, then the degree 
of satisfaction F(d11, qm) of the document d11 with respect o the query ql0 can be evaluated as 
follows: 
F(d11, ql0) = F(dtl, (Information, 0.7) AND (System, 1)) 
-- [(1 +0.2) 9"7/(°"7+1) x (1 +0.6) 1/(°"7+1)] - 1 
= [(1.2) 0.411s × (1.6) °'5ss2] -- 1 
= 0.4212. 
That is, the degree of satisfaction F(dll, qlo) of the document dll with respect o the query ql0 
is 0.4212. In the same way, if we use formula (18) to deal with the OR operation and the 
parameter ~ is 1, then the degree of satisfaction F(dll, qll) of the document dll with respect o 
the query qll can be evaluated as follows: 
F(dli, qll) ---- F(dli, (qlo, 0.6) OR (Management, 0.9)) 
= 2-  [ (2 -  0.4212)° /(° °+ o.9> x (2 -  0.7)° 9/(o.0+o 9)] 
= 2 - [(1.5788) 0.4 x (1.3) °"6] 
= 0.5949. 
That is, the degree of satisfaction F(dli, qli) of the document dli with respect o the query qii 
is 0.5949. 
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6. CONCLUSIONS 
In this paper, we have presented a new method for fuzzy information retrieval based on the 
proposed geometric-mean veraging (GMA) operators. We used some examples to compare the 
proposed GMA operators with the existing averaging operators (i.e., P-norm operators, infinite- 
one operators, and Waller-Kraft operators). We proved some properties of the proposed GMA 
operators. The proposed GMA operators are more useful than the existing averaging opera- 
tors [20,24,25] to deal with users' fuzzy queries for fuzzy information retrieval for the following 
t'easons, 
(1) The proposed GMA operators can easily determine an appropriate value of the param- 
eter a, where a is either 0 or 1. If we use the proposed GMA operators to deal with 
traditional Boolean query processing in fuzzy information retrieval, then we can set the 
parameter c~ = 0; if we use the proposed GMA operators to deal with extended Boolean 
query processing in fuzzy information retrieval, then we can set the parameter a = 1. 
(2) The proposed GMA operators can overcome some drawbacks hown in Sections 2 and 3 
of the existing averaging operators for fuzzy information retrieval. 
In the future, we will extend the proposed GMA operators for handling fuzzy number infor- 
mation retrieval problems due to the fact that fuzzy numbers are useful to represent the user's 
linguistic queries for query processing of fuzzy information retrieval [6,17,39]. 
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