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1. Introduction
The following notations will be used throughout this paper. Let Mm,n denote the set of m × n real
matrices, Hn the subset of Mn,n consisting of symmetric matrices, H

n the subset of Hn consisting of
nonnegativedeﬁnitematrices,H>n the subset ofH

n consistingofpositivedeﬁnitematrices, and letWm,n
denote the set ofm × n randommatrices. ForA, B ∈ Hn, wewillwriteA BwheneverA − B ∈ Hn , and
will write A B whenever B − A ∈ Hn . Given A ∈ Mm,n, the symbolsM(A),N (A), vec(A), rank(A), A′

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and tr(A) will stand for the column space (or range), the null space, the column string, the rank, the
transpose, and the trace, respectively, of A, while A− and A+ stand for any generalized inverse (or
g-inverse) and the Moore–Penrose inverse, respectively, of A. Moreover, A⊥ will denote an arbitrary
matrix Bwith maximum rank, such that A′B = 0, i.e.,M(A⊥) = N (A′). Given Y ∈ Wm,n, the symbols
E(Y) and D(Y) will stand for the mean and the variance–covariance matrix, respectively, of vec(Y).
Given A, B ∈ Mm,n, A ⊗ B will denote the Kronecker product of A and B, deﬁned as A ⊗ B = (aijB).
Given X, Y ∈ Wm,n, when X = Y holds with probability 1 say that X = Y .
Consider a general growth curve model, denoted as
Mq = {Y, X1BX′2, V2 ⊗ V1}, (1.1)
where Y ∈ Wn,q, X1 ∈ Mn,p and X2 ∈ Mq,k are known nonzero matrices of arbitrary rank, B ∈ Mp,k is
an unknown parametric matrix, and V1 ∈ Hn and V2 ∈ Hq are known entirely or except for a positive
scalarmultiplierwith assuming V1 /= 0 and V2 /= 0. Furthermore, it is assumed, throughout the paper,
that model (1.1) is consistent (cf. [12, pp. 378]), i.e.,
vec(Y) ∈M(X2 ⊗ X1 : V2 ⊗ V1), (1.2)
hereafter, for two matrices A and B, (A : B) denotes a partitioned matrix with partitions A and B.
The growth curvemodelwas originally introduced by Potthoff andRoy [11], later analyzed byKhatri
[7] and Grizzle and Allen [5]. In view of its broad applications in biology, medicine, and social sciences,
etc.; many other statisticians, such as Rao [13], von Rosen [14], and Kshirsagar and Smith [8], studied
this model. Some excellent reviews of the model were given by Woolson and Leeper [17] and Seber
[15].
When X2 = 1, model (1.1) becomes a general Gauss–Markov model, given as
M1 = {y, X1β , v2V1}, (1.3)
where y ∈ Wn,1,β ∈ Mp,1, X1 and V1 are as in model (1.1), β is an unknown parametric vector, and v2
is a known or unknown nonnegative scalar.
For model (1.1), in some situations, the observation matrix Y may not be available in practice,
however, the matrix of the form
S = F1YF ′2 (1.4)
is available, where F1 ∈ Mg,n and F2 ∈ Mh,q with arbitrary rank.
As we all known, the concept of sufﬁciency plays a fundamental role in statistical inference. It is
deﬁned for Y on a measurable space with respect to a given family of probability distributions on this
measurable space. Therefore the question whether a statistic s(Y) is sufﬁcient depends heavily on the
question which distribution are possible for Y . But in dealing with parameter estimation problems, it
is dispensable to determine a distribution type of Y , e.g., if one is willing to replace “best unbiased" by
“best linear unbiased". This principle can also be applied to the concept of sufﬁciency.
When our interest is to estimate the set of estimable functions X1β in the general Gauss–Markov
model (1.3), it is reasonable to consider the so-called linearly sufﬁcient estimators (i.e., linearly sufﬁ-
cient statistics) as deﬁned in Drygas [3], see also Baksalary and Kala [2]. Let s = F1y, where F1 is as in
(1.4), the notion of linear sufﬁciency introduced by Drygas [3] is that F1y is called linearly sufﬁcient for
the set of linearly estimable functions X1β if there exists a linear function of F1y which is the best linear
unbiased estimator (BLUE) of X1β . This notion has been considered by many authors, among them
Drygas [4], Muller [10], Heiligers and Markiewicz [6] are mentioned.
Baksalary and Kala [2] and Drygas [3] gave an essential conclusion, i.e., F1y is linearly sufﬁcient in
the model (1.3) if and only if
M(X1) ⊆M(T1F ′1), (1.5)
where T1 = V1 + X1U1X′1 with U1 ∈ Hp being any matrix such that rank(T1) = rank(X1 : V1), or
M(T1) =M(X1 : V1) =M(X1) ⊕M
(
V1(X
⊥
1 )
)
.
However, it is well known that in dealing with the problems of parameter estimation in linear
model, it is usually indispensable to cope with a speciﬁc or any set of estimable functions K1β , where
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K1 is a matrix of p columns, other than the whole set X1β . Moreover, according to the deﬁnition of T1,
X′1T−1 T1 = X′1 andM(X′1) =M(X′1T−1 X1), and therefore (1.5) reduces toM(X′1) ⊆M(X′1F ′1) which
implies
M(X′1) =M(X′1F ′1), or equivalently rank(F1X1) = rank(X1). (1.6)
On the contrary, however, (1.6) cannot preserve the statistic F1y to be linearly sufﬁcient. In other
words, it does not imply (1.5), although it may preserve any set of estimable functions K1β in the
original model (1.3) to be still estimable in the transformed model Ms = {s, F1X1β , v2F1V1F1}, where
s = F1y. Thus, it is possible that for some set of estimable functions K1β there is a linear function L1F1y
which is the BLUE of K1β , even if condition (1.5) does not hold. These show that the above notion of
linear sufﬁciency is not complete enough, and hence needed to be extended.
In this paper we consider the linear sufﬁciency of the general growth curve model (1.1) and the
Gauss–Markov model (1.3) is considered as a special case. The notion of linear sufﬁciency will be
generalized and extended in model (1.1) for any estimable functions K1BK
′
2. In Section 2, some general
results with respect to the concept of liner sufﬁciency are derived, and from which a necessary and
sufﬁcient condition is established for the linear transformation, {F1, F2}, of random matrix Y to have
the property that there exists a liner function of F1YF
′
2 which is the BLUE of K1BK
′
2. As a result, work
by Baksalary and Kala [2], Drygas [3] and Mueller [10] is extended.
2. Main results
In this section, some general results with respect to the concept of liner sufﬁciency in model (1.1)
are derived, and a necessary and sufﬁcient condition for a linear transformation preserving the BLUE
is established. To prove the main result of this paper, we need the following deﬁnitions and lemmas.
Deﬁnition 2.1. For model (1.1), the parametric functions K1BK
′
2 (K1 ∈ Ml,p and K2 ∈ Mm,k) are said to
be estimable if there exist matrices G1 ∈ Ml,n and G2 ∈ Mm,q such that
E(G1YG
′
2) = K1BK ′2 for all B ∈ Mp,k. (2.1)
Furthermore, if (2.1) holds G1YG
′
2 is called a linear unbiased estimator for K1BK
′
2.
Deﬁnition 2.2. Let  denote the set of all linear unbiased estimators of estimable functions K1BK
′
2
in model (1.1). The linear functions G10YG
′
20 are said to be BLUE (or GME; Gauss–Markov estima-
tor, see [18]) of the parametric functions K1BK
′
2, if G10YG
′
20 ∈  and for any functions G1YG′2 ∈ ,
D(G10YG
′
20)D(G1YG
′
2).
Deﬁnition 2.3. F1YF
′
2 is called linearly sufﬁcient for the set of estimable functionsK1BK
′
2 inmodel (1.1),
if there exists a linear function of F1YF
′
2 which is the BLUE of K1BK
′
2.
Lemmas 2.1 and 2.2 below are quoted from [1, pp. 6–7].
Lemma 2.1. For any four nonzero matrices A1, C1 ∈ Ma,p, A2, C2 ∈ Mb,k the equality
A1BA
′
2 = C1BC′2 (2.2)
holds for all B ∈ Mp,k if and only if there exists a unique nonzero λ ∈ R such that A1 = λC1, A2 = 1λC2.
Lemma 2.2. The parametric functions K1BK
′
2 are estimable in model (1.1) if and only if
M(K ′i ) ⊆M(X′i ), i = 1, 2. (2.3)
Lemma 2.3. Let ̂ = {θˆ (y) = Ly ∈ Wm,1 : E(θˆ) = θ , L ∈ Mm,n}. If θˆ1, θˆ2 ∈ ̂ and for every vector
θˆ ∈ ̂, D(θˆi)D(θˆ), i = 1, 2, then
θˆ1 = θˆ2.
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Proof. Refer to [18, pp. 389–390].
Similar to Lemma 1 in [1], we have the following lemma. 
Lemma 2.4. Let any four nonzero matrices A1, C1 ∈ Hp , A2, C2 ∈ Hk .
Then (1) the equality
A2 ⊗ A1 = C2 ⊗ C1 (2.4)
holds if and only if there exists a unique λ > 0 such that A1 = λC1, A2 = 1λC2.
(2) if A1  C1, A2  C2, then the equality (2.4) holds if and only if A1 = C1, A2 = C2.
Proof. At ﬁrst, we prove part (1). It is obvious from the assumptions and Lemma 2.1 that the equality
(2.4) holds if and only if there is a unique nonzero λ ∈ R such that
A1 = λC1, A2 = 1
λ
C2. (2.5)
Since A1 ∈ Hp , we have
λC1  0,
and hence from λ /= 0 and C1 ∈ Hp ,
λ > 0. (2.6)
Combining (2.5) and (2.6), part (1) follows.
Let us now prove part (2). By part (1), the equality (2.4) holds if and only if there is a unique λ > 0
such that
A1 = λC1, A2 = 1
λ
C2. (2.7)
But A1  C1, A2  C2, and therefore from (2.7), we get
λC1  C1 and
1
λ
C2  C2.
So we have
λ 1 and λ 1,
which lead to λ = 1, thus combining (2.7) the proof of part (2) is completed. 
The BLUE (or GME) of the estimable functions K1BK
′
2 in model (1.1) was provided in Theorem 2.1 of
Zhang and Zhu [18] as following lemma.
Lemma 2.5. The unique BLUE (or GME) of the estimable functions K1BK
′
2 in model (1.1) is K1B̂K
′
2. Its
variance is
D(K1B̂K
′
2) = (K1Q−1 K ′1 − K1U1K ′1) ⊗ (K2Q−2 K ′2 − K2U2K ′2) (2.8)
where
B̂ = Q−1 X′1T−1 YT−2 X2Q−2
and
Qi = X′i T−i Xi, Ti = Vi + XiUiX′i , i = 1, 2,
with Ui ∈ Hp being any symmetric nonnegative deﬁnite matrix such that
rank(Ti) = rank(Xi : Vi), i = 1, 2. (2.9)
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It is clear from (1.2) and Lemma 2.2 that K1B̂K
′
2 is invariant with respect to the choice of the involved
g-inverse.
Let
B˜ = Q˜−1 X˜′1T˜−1 F1YF ′2T˜−2 X˜2Q˜−2 ,
where
Q˜i = X˜′i T˜−i X˜i, T˜i = V˜i + X˜iUiX˜′i , i = 1, 2,
and
X˜i = FiXi, V˜i = FiViF ′i , i = 1, 2,
with Ui being as in Lemma 2.5.
From model (1.1) and (1.4), we can obtain the following transformed model
MS = {F1YF ′2, F1X1BX′2F ′2, F2V2F ′2 ⊗ F1V1F ′1}. (2.10)
The following lemma is a direct consequence of Lemma 2.5.
Lemma 2.6. The unique BLUE (or GME) of the estimable functions K1BK
′
2 in model (2.10) is K1B˜K
′
2. Its
variance is
D(K1B˜K
′
2) = (K1Q˜−1 K ′1 − K1U1K ′1) ⊗ (K2Q˜−2 K ′2 − K2U2K ′2) (2.11)
Lemma 2.7. Let L = {Ax : Cx = 0} be a vector space, where A ∈ Mc,n and C ∈ Md,n. Then
dim(L) = rank(A′ : C′) − rank(C)
where dim(L) stands for the dimension of the space L.
Proof. Refer to [16, pp. 13–14]. 
Lemma 2.8. Let A ∈ Mn,c and C ∈ Mn,d. Then for any g-inverse A− of A,
rank(A : C) = rank(A) − rank[(In − AA−)C].
For the proof of Lemma 2.8 see, e.g., Theorem 19 by Marsaglia and Styan [9].
It must be emphasized that for arbitrary linear mappings F1Y and YF
′
2, the expressions “F1Y =
0, a.s." and “YF ′2 = 0, a.s." make sense in the model (1.1), respectively, even if the underlying distri-
bution of Y is unknown. In fact, these mean that
E(F1Y) = F1X1BX′2 = 0, for all B ∈ Mp,k, D(F1Y) = V2 ⊗ F1V1F ′1 = 0,
and
E(YF ′2) = X1BX2F ′2 = 0, for all B ∈ Mp,k, D(YF ′2) = F2V2F ′2 ⊗ V1 = 0,
respectively, which are equivalent to
F1X1 = 0, F1V1F ′1 = 0,
and
X2F
′
2 = 0, F2V2F ′2 = 0,
respectively, according toXi /= 0andVi /= 0, i = 1, 2.Here,westatea result fromLemma1.4 inMueller
[10], i.e., “for any vector c ∈ Mn,1, c′Y = 0, a.s. if and only if c′T1 = 0", where T1 is as in Lemma 2.5.
This statement shows that c′Y = 0, a.s. if and only if c ∈M(T⊥1 ). Since Rn =M(T1) ⊕M(T⊥1 ), we see
that for any c ∈ Rn, there is the expression c = c1 + c2, where c1 ∈M(T1), c2 ∈M(T⊥1 ), and hence
c′Y = c′1Y . Mueller [10] argued that one can neglect all elements outsideM(T1), since they form a
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null set of the model (1.1). Analogously, we argue that one may neglect all elements outsideM(T2),
because they also form a null set of themodel (1.1). Since our statistical inference is based on the linear
statistic F1YF
′
2, we assume, without loss of generality
M(F ′i ) ⊆M(Ti), i = 1, 2. (2.12)
Lemma 2.9. Under model (1.1), ifM(K ′i ) ⊆M(X˜′i ), i = 1, 2, then
KiQ˜
−
i K
′
i − KiQ−i K ′i = KiQ−i X′i T−i ZiR−i Z′i T−i XiQ−i K ′i , (2.13)
where Zi = TiT+i (F ′i )⊥, and
Ri = Z′i (T−i − T−i XiQ−i X′i T−i )Zi, i = 1, 2. (2.14)
Proof. For a given matrix A, let
P
(i)
A = A(A′T+i A)+A′T+i , i = 1, 2. (2.15)
Then noting (2.12) we have
Q˜i = X˜′i T˜−i X˜i = X˜′i T˜+i X˜i = X′i T+i P(i)Ji Xi, (2.16)
and
J′i T+i Zi = Fi(F ′i )⊥ = 0, (2.17)
where Ji = TiF ′i , i = 1, 2, and hence
[P(i)Zi + P(i)Ji ]′T+i (Zi : Ji) = T+i [P(i)Zi + P(i)Ji ](Zi : Ji) = T+i (Zi : Ji), i = 1, 2. (2.18)
In view of the facts rank(AC)min{rank(A), rank(C)} and that if C′A = 0 then rank(A : C) = rank(A)
+ rank(C), we obtain from (2.17) that
rank(T+i ) rank[T+i (Zi : Ji)] = rank
[
T
+ 1
2
i (Zi : Ji)
]
= rank
(
T
+ 1
2
i Zi
)
+ rank
(
T
+ 1
2
i Ji
)
= rank
[
T
+ 1
2
i (F
′
i )
⊥
]
+ rank
(
T
1
2
i F
′
i
)
 rank
[
T
+ 1
2
i (F
′
i )
⊥
]
+ rank
(
T
+ 1
2
i F
′
i
)
 rank
[
T
+ 1
2
i ((F
′
i )
⊥ : F ′i )
]
= rank
(
T
+ 1
2
i
)
= rank(T+i ),
where T
1
2
i and T
+ 1
2
i refer to the unique nonnegative deﬁnite square root of Ti and T
+
i , respectively, and
therefore it derives that
rank(T+i ) = rank[T+i (Zi : Ji)], i = 1, 2. (2.19)
Using the algebra fact that if rank(AC) = rank(A) thenW1AC = W2AC if and only ifW1A = W2A, we
get an essential formula from (2.18) and (2.19) as[
P
(i)
Zi
+ P(i)Ji
]′
T
+
i = T+i
[
P
(i)
Zi
+ P(i)Ji
]
= T+i , i = 1, 2. (2.20)
Let
Ai = (Xi : Zi)′T−i (Xi : Zi) =
(
X′i T
−
i Xi X
′
i T
−
i Zi
Z′i T
−
i Xi Z
′
i T
−
i Zi
)

(
Ai11 Ai12
Ai21 Ai22
)
, (2.21)
which is invariant with respect to the choice of T
−
i , i = 1, 2. Replacing T−i by T+i in (2.21) and by
utilizing (2.16) and (2.20), we have that
KiQ˜
−
i K
′
i = Ki(X′i T+i P(i)Ji Xi)−K ′i
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= Ki
[
X′i
(
T
+
i − T+i P(i)Zi
)
Xi
]−
K ′i
= Ki[X′i T+i Xi − X′i T+i Zi(Z′i T+i Zi)+Z′i T+i Xi]−K ′i
= Ki[X′i T−i Xi − X′i T−i Zi(Z′i T−i Zi)−Z′i T−i Xi]−K ′i
= Ki(Ai11 − Ai12A−i22Ai21)−K ′i = KiA−i11.2K ′i ,
which is invariant with respect to the choice of the involved g-inverse, where Ai11.2 = Ai11− Ai12A−i22Ai21, i = 1, 2. Therefore, letAi22.1 = Ai22 − Ai21A−i11Ai12, i = 1, 2, according to the twoequiv-
alent expressions of generalized inverse of the partitioned nonnegative deﬁnite matrix in Theorem
2.2.7 of Wang and Chow [16], we obtain that
KiQ˜
−
i K
′
i = KiA−i11.2K ′i
= KiA−i11K ′i + KiA−i11Ai12A−i22.1Ai21A−i11K ′i
= Ki(X′i T−i Xi)−K ′i + Ki(X′i T−i Xi)−X′i T−i Zi
×[Z′i T−i Zi − Z′i T−i Xi(X′i T−i Xi)−X′i T−i Zi]−Z′i T−i Xi(X′i T−i Xi)−K ′i
= KiQ−i K ′i + KiQ−i X′i T−i ZiR−i Z′i T−i XiQ−i K ′i , i = 1, 2,
which give (2.13) and hence the proof of Lemma 2.9 is completed. 
Theorem 2.1. For model (1.1), letM(K ′i ) ⊆M(X˜′i ), i = 1, 2. Then
(1) K1B˜K
′
2 = K1B̂K ′2 if and only if
KiQ
−
i X
′
i T
−
i ZiR
+
i = 0, i = 1, 2, (2.22)
where Zi and Ri are as in Lemma 2.9 and Ri  0, i = 1, 2;
(2) F1YF
′
2 is linearly sufﬁcient for K1BK
′
2 if and only if (2.22) holds, and if (2.22) holds then K1B˜K
′
2 is
the BLUE of K1BK
′
2.
Proof. We assume, without loss of generality, that
D(K1B̂K
′
2) = (K1Q−1 K ′1 − K1U1K ′1) ⊗ (K2Q−2 K ′2 − K2U2K ′2) /= 0,
i.e.,
(K1Q
−
1 K
′
1 − K1U1K ′1) /= 0 and (K2Q−2 K ′2 − K2U2K ′2) /= 0.
SinceM(K ′i ) ⊆M(X˜′i ) =M(X′i F ′i ) ⊆M(X′i ), i = 1, 2, it is clear that
E(K1B˜K
′
2) = E(K1B̂K ′2) = K1BK ′2 for all B ∈ Mp,k. (2.23)
By Lemma 2.9, we have
KiQ˜
−
i K
′
i − KiQ−i K ′i = KiQ−i X′i T−i ZiR−i Z′i T−i XiQ−i K ′i  0,
which gives
KiQ˜
−
i K
′
i  KiQ
−
i K
′
i ,
and therefore
(KiQ˜
−
i K
′
i − KiUiK ′i )(KiQ−i K ′i − KiUiK ′i ), i = 1, 2. (2.24)
Noting that K1B̂K
′
2 is the BLUE of K1BK
′
2 in model (1.1), we have from (2.23) and Lemma 2.3 that
K1B˜K
′
2 = K1B̂K ′2 if and only if
D(K1B˜K
′
2) = D(K1B̂K ′2), (2.25)
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or, equivalently, from Lemmas 2.5 and 2.6
(K1Q˜
−
1 K
′
1 − K1U1K ′1) ⊗ (K2Q˜−2 K ′2 − K2U2K ′2)
= (K1Q̂−1 K ′1 − K1U1K ′1) ⊗ (K2Q̂−2 K ′2 − K2U2K ′2),
which is equivalent to, on account of (2.24) and part (2) of Lemma 2.4
(KiQ˜
−
i K
′
i − KiUiK ′i ) = (KiQ−i K ′i − KiUiK ′i ), i = 1, 2,
i.e.,
KiQ˜
−
i K
′
i − KiQ−i K ′i = KiQ−i X′i T−i ZiR−i Z′i T−i XiQ−i K ′i
= KiQ−i X′i T−i ZiR+i Z′i T−i XiQ−i K ′i = 0, i = 1, 2,
which hold if and only if, from Ri  0
KiQ
−
i X
′
i T
−
i Zi(R
+
i )
1
2 = 0, i = 1, 2,
which are equivalent to
KiQ
−
i X
′
i T
−
i ZiR
+
i = 0, i = 1, 2, (2.26)
therefore the proof of part (1) is completed.
To prove part (2) observe that if (2.22) holds then we know from part (1) that
K1B˜K
′
2 = K1Q˜−1 X˜′1T˜−1 F1YF ′2T˜−2 X˜2Q˜−2 K ′2
is the BLUE of K1BK
′
2 and hence F1YF
′
2 is linearly sufﬁcient for the set of estimable functions K1BK
′
2, due
to K1B˜K
′
2 is a linear functions of F1YF
′
2. Conversely, if F1YF
′
2 is linearly sufﬁcient for K1BK
′
2, then there
exists a linear function, say L1F1YF
′
2L
′
2, which is the BLUE of K1BK
′
2 in the model (1.1), and therefore
D(L1F1YF
′
2L
′
2) = D(K1B̂K ′2), (2.27)
because K1B̂K
′
2 is the BLUE of K1BK
′
2. Furthermore, since K1B˜K
′
2, the BLUE of K1BK
′
2 in the transformed
modelMS = {F1YF ′2, F1X1BX′2F ′2, F2V2F ′2 ⊗ F1V1F ′1}, is also a linear unbiased function of Y , we have
D(L1F1YF
′
2L
′
2)D(K1B˜K
′
2)D(K1B̂K
′
2),
and thus we obtain from (2.27) that
D(K1B˜K
′
2) = D(K1B̂K ′2),
combining the equivalent relation between (2.25) and (2.26), we know that (2.22) holds. So the ﬁrst
statement in part (2) follows, while it is clear that the second statement holds. The proof of Theorem
2.1 is completed. 
The following corollary provides a simple result.
Corollary 2.1. For model (1.1), letM(K ′i ) ⊆M(X′i ), i = 1, 2. IfM(X˜′i ) =M(X′i ), i = 1, 2, then
(1) K1B˜K
′
2 = K1B̂K ′2 if and only if
M(XiQ−i K ′i ) ⊆M(TiF ′i ), i = 1, 2, (2.28)
(2) F1YF
′
2 is linearly sufﬁcient for K1BK
′
2 if and only if (2.28) holds, and if (2.28) holds then K1B˜K
′
2 is the
BLUE of K1BK
′
2.
Proof. Noting that M(X′i F ′i ) =M(X˜′i ) =M(X′i ), i = 1, 2, it follows from Lemma 2.2 that K1BK ′2
is a set of estimable functions not only in original model (1.1) but also in the transformed model
MS = {F1YF ′2, F1X1BX′2F ′2, F2V2F ′2 ⊗ F1V1F ′1}. It is clear that the nonnegative deﬁnite matrices Ri’s in
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(2.22) deﬁned by (2.14) are invariant with respect to the choice of the involved g-inverse. So to prove
this corollary we may take any g-inverse in Ri with Moore–Penrose inverse. In the following we will
show that
M(Z′i T+i ) =M(Ri), i = 1, 2. (2.29)
Observing thatM(Ri) ⊆M(Z′i T+i ), it is sufﬁcient to prove that rank(Ri) rank(Z′i T+i ), i = 1, 2. On
account of T
+
i − T+i Xi(X′i T+i Xi)+X′i T+i  0, it follows from Lemma 2.7 that
rank(Ri) = rank[(T+i − T+i Xi(X′i T+i Xi)+X′i T+i )Zi]= dim{[T+i − T+i Xi(X′i T+i Xi)+X′i T+i ]x : Fix = 0}= rank[(T+i − T+i Xi(X′i T+i Xi)+X′i T+i ) : F ′i ] − rank(F ′i ).
(2.30)
In view of the fact that rank(W) rank(AWC) and by utilizing Lemma 2.8 we obtain
rank[(T+i − T+i Xi(X′i T+i Xi)+X′i T+i ) : F ′i ]
rank
{
T
1
2
i [(T+i − T+i Xi(X′i T+i Xi)+X′i T+i ) : F ′i ]
(
T
1
2
i 0
0 I
)}
= rank
[(
P
(i)
Ti
− T+
1
2
i Xi
(
T
+ 1
2
i Xi
)+)
: T
1
2
i F
′
i
]
= rank
[
P
(i)
Ti
− T+
1
2
i Xi
(
T
+ 1
2
i Xi
)+]
+ rank
[
T
+ 1
2
i Xi
(
T
+ 1
2
i Xi
)+
T
1
2
i F
′
i
]
,
(2.31)
where P
(i)
Ti
= T+i Ti = TiT+i = T
1
2
i T
+
i T
1
2
i , the last equality of (2.31) is from Lemma 2.8 and the fact that
I − AA+ = I − A, in which A = P(i)Ti − T
+ 1
2
i Xi(T
+ 1
2
i Xi)
+ is symmetric and idempotent, and C = T
1
2
i F
′
i
satisfying (I − P(i)Ti )C = 0, i = 1, 2. As a result, fromM(Xi) ⊆M(Ti), i = 1, 2, we have
rank
[
P
(i)
Ti
− T+
1
2
i Xi
(
T
+ 1
2
i Xi
)+]
= tr
[
P
(i)
Ti
− T+
1
2
i Xi
(
T
+ 1
2
i Xi
)+]
= tr[P(i)Ti ] − tr
[
T
+ 1
2
i Xi
(
T
+ 1
2
i Xi
)+]
= rank[P(i)Ti ] − rank
[
T
+ 1
2
i Xi
(
T
+ 1
2
i Xi
)+]
= rank[P(i)Ti ] − rank
[
T
+ 1
2
i Xi
]
= rank[P(i)Ti ] − rank(Xi), i = 1, 2.
(2.32)
On the other hand, noting that
T
+ 1
2
i Xi
(
T
+ 1
2
i Xi
)+
T
1
2
i F
′
i =T+
1
2
i Xi(X
′
i T
+
i Xi)
+X′i T
+ 1
2
i T
1
2
i F
′
i = T+
1
2
i Xi(X
′
i T
+
i Xi)
+X′i T+i TiF ′i
=T+
1
2
i Xi(X
′
i T
+
i Xi)
+X′i F ′i ,
and
X′i T+i Xi(X′i T
+
i Xi)
+X′i F ′i = X′i F ′i ,
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which imply
rank
[
T
+ 1
2
i Xi
(
T
+ 1
2
i Xi
)+
T
1
2
i F
′
i
]
= rank
[
T
+ 1
2
i Xi(X
′
i T
+
i Xi)
+X′i F ′i
]
rank[X′i T+i Xi(X′i T+i Xi)+X′i F ′i ] = rank(X′i F ′i )
rank
[
T
+ 1
2
i Xi(X
′
i T
+
i Xi)
+X′i F ′i
]
,
and thus we obtain
rank
[
T
+ 1
2
i Xi
(
T
+ 1
2
i Xi
)+
T
1
2
i F
′
i
]
= rank(X′i F ′i ) = rank(X˜′i ) = rank(X˜i), i = 1, 2. (2.33)
Since M(X˜′i ) =M(X′i ), which leads to rank(X′i F ′i ) = rank(X˜′i ) = rank(X′i ), and rank(F ′i ) =
rank(TiT
+
i F
′
i ) = rank(T+i TiF ′i ) = rank(TiF ′i ) due to (2.12), i = 1, 2, it follows combining (2.30)–(2.33)
that
rank(Ri) rank
(
P
(i)
Ti
)
− rank(F ′i ) = rank
(
P
(i)
Ti
)
− rank (TiF ′i )
= rank
(
P
(i)
Ti
)
− rank
[
TiF
′
i
(
TiF
′
i
)+] = rank [P(i)Ti − TiF ′i (TiF ′i )+]
rank
[
Z′i T
+
i
(
P
(i)
Ti
)
− TiF ′i
(
TiF
′
i
)+
)
]
= rank(Z′i T+i ),
(2.34)
in which the last equality is from Z′i T
+
i P
(i)
Ti
= Z′i T+i and Z′i T+i TiF ′i = [(F ′i )⊥]′(F ′i ) = 0, i = 1, 2. There-
fore (2.29) is proved. Consequently, (2.22) is equivalent to
KiQ
−
i X
′
i T
+
i ZiR
+
i Ri = KiQ−i X′i T+i Zi = 0, i = 1, 2, (2.35)
which are equivalent to
KiQ
−
i X
′
i T
+
i (F
′
i )
⊥ = 0, i = 1, 2,
or, equivalently,
M(T+i XiQ
−
i K
′
i ) ⊆M(F ′i ), i = 1, 2,
i.e.,
M(XiQ−i K ′i ) ⊆M(TiF ′i ), i = 1, 2, (2.36)
which complete the proof of Corollary 2.1. 
The following corollary show that (2.28) is sufﬁcient condition for the statistic F1YF
′
2 to be linearly
sufﬁcient for any set of estimable functions K1BK
′
2 in model (1.1).
Corollary 2.2. Under model (1.1), if condition (2.28) holds, then for anyM(K ′i ) ⊆M(X′i ), i = 1, 2, we
have K1B˜K
′
2 = K1B̂K ′2, and hence F1YF ′2 is linearly sufﬁcient for K1BK ′2.
Proof. It is easy to verify that (2.28) impliesM(K ′i ) ⊆M(X′i T−i TiF ′i ) =M(X′i F ′i ), i = 1, 2. Further-
more, it follows from the equivalent relation between (2.35) and (2.36) that (2.28) also implies (2.22).
Therefore Corollary 2.2 follows from Theorem 2.1. 
Conditions (2.22) and (2.28) provide two criteria with respect to the extended notion of linear
sufﬁciency in the growth curve model (1.1). They will be available in determining whether a linear
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statistic F1YF
′
2 is linearly sufﬁcient for a speciﬁc set of estimable functions K1BK
′
2. In contrast, condition
(1.5) is an overall criterion regarding the whole set of estimable functions X1β in the general Gauss–
Markov model (1.3).
The following corollary gives a result as a direct consequence of Corollary 2.1, and when X2 = 1,
reducing to the main result in Baksalary and Kala [2].
Corollary 2.3. For model (1.1),
(1) X1B˜X
′
2 = X1B̂X′2 if and only if
M(Xi) ⊆M(TiF ′i ), i = 1, 2, (2.37)
(2) F1YF
′
2 is linearly sufﬁcient for X1BX
′
2 if and only if (2.37) holds, and if (2.37) holds then X1B˜X
′
2 is the
BLUE of X1BX
′
2.
Proof. Similar to the discussion about (1.6), it can be seen that (2.37) implies
M(X˜′i ) =M(X′i F ′i ) =M(X′i ), i = 1, 2.
Therefore noting
M(Xi) =M(XiQ−i X′i ), i = 1, 2,
and from Corollary 2.1 we know that Corollary 2.3 follows. 
The following corollary provide a result as an equivalent statement of Corollary 2.3, and when
X2 = 1, reducing to the main results in Drygas [3] and Mueller [10].
Corollary 2.4. F1YF
′
2 is linearly sufﬁcient for any set of the estimable functions in model (1.1) if and only
if (2.37) holds.
Proof. Observing that X1BX
′
2 is estimable in model (1.1), if F1YF
′
2 is linearly sufﬁcient for any set
of the estimable functions in model (1.1), then F1YF
′
2 is linearly sufﬁcient for X1BX
′
2, and hence,
from Corollary 2.3, (2.37) holds. On the other hand, if (2.37) holds, i.e.,M(Xi) ⊆M(TiF ′i ), i = 1, 2,
then for any estimable functions K1BK
′
2 in model (1.1), it is clear thatM(XiQ
−
i K
′
i ) ⊆M(TiF ′i ), i =
1, 2, and thus, from Corollary 2.1, F1YF
′
2 is linearly sufﬁcient for K1BK
′
2. The proof of Corollary 2.4 is
completed. 
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