Measuring the similarities between objects in information networks has fundamental importance in recommendation systems, clustering and web search. The existing metrics depend on the meta path or meta structure specified by users.
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Introduction
Information network analysis attracts many researchers' attention in the field of data mining because many real systems, e.g. bibliographic information database and biological systems, can be modeled as information networks.
These networks have common characteristics: they are composed of multi-typed and interconnected objects. This kind of information networks is usually called
Heterogeneous Information Networks (HIN). Fig. 1 shows a toy bibliographic information network with four actual object types Author (A) in the shape of triangles, Paper (P ) in the shape of circles, Venue (V ) in the shape of pentagons and Term (T ) in the shape of squares. The type P has six instances: P:HeteSim [1] , P:HeProjI [2] , P:GenClus [3] , P:PathSelClus [4] , P:PathSim [5] , P:NetClus [6] . Each paper has its author(s), a venue and its related terms.
Hence, it contains three types of links: P ↔ A, P ↔ V and P ↔ T .
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In a HIN, a fundamental problem is to measure the similarities between objects using structural and semantic information. All the off-the-shelf similarities in HIN are based on user-specified meta paths, for example P athSim [5] and Biased Path Constrained Random Walk (BP CRW ) [7, 8] . According to the literature [9] , meta paths can only capture biased and relatively simple semantics. Therefore, the authors proposed a more complicated structure called meta structure, and defined the meta structure based similarity using the compressed-ETree, called the Biased Structure Constrained Subgraph Expansion (BSCSE). However, the meta structure needs to be specified in advance as well.
It is really very difficult for users to specify meta paths or meta structures.
For example, there are ten object types (Gene, Gene Ontology, Tissue, Chemical
Compound, Side Effect, Substructure, Chemical Ontology, Pathway, Disease, Gene Family) and eleven link types in a complete biological information network [10, 11] . Obviously, users hardly know how to choose appropriate meta paths or meta structures. In addition, different meta paths and meta structures may have different effects on the similarities between objects. This makes users more difficult to select appropriate meta paths or meta structures.
To alleviate users' burden, we propose an automatically-constructed schematic structure called Stratified Meta Structure (SMS). It needs not to be specified in advance, and combines many meta paths and meta structure. This ensures that
(1) Users need not to follow with interest the structure of the network schema of the input HIN; (2) Rich semantics can still be captured. We are inspired by the tree-walk proposed in [12] . The structure of a tree-walk is constructed by repetitively visiting nodes in the input graph. This idea can be employed here. As a result, we devise the stratified meta structure, which is essentially a directed acyclic graph consisting of the object types with different layer labels.
It can be automatically constructed via repetitively visiting the object types on the network schema. In the process of the construction, we discover the SMS consists of many basic substructures and recurrent substructures, see section 4.2. These basic substructures and recurrent substructures essentially represent specific relations. The SMS as a composite structure is therefore a composite relation. This is why the SMS can capture rich semantics.
After obtaining the SMS, the next step is to formalize its rich semantics.
For meta structures, the compressed-ETree is used to formalize its semantics.
However, it cannot be used here, because SMS contains an infinite number of meta structures. The semantics contained in meta paths are usually formalized by its commuting matrices. In essence, the meta structures have the same nature as the meta paths, because they all have hierarchical structures. So, we define commuting matrices of meta structures by virtue of cartesian product in section 3.2, and further define commuting matrix of the SMS by reasonably combining the infinite number of the commuting matrices of meta structures.
The proposed metric, SM SS, is defined by the commuting matrix of the SMS.
Experimental evaluations suggest that SM SS on the whole outperforms the baselines P athSim, BP CRW and BSCSE in terms of ranking quality and clustering quality.
The main contributions are summarized as follows.
1)
We propose the stratified meta structure with rich semantics, which can be constructed automatically, and define a stratified meta structure similarity SM SS by virtue of the commuting matrix of the SMS;
2) We define the commuting matrices of meta structures by virtue of cartesian product, and use them to compactly re-formulate BSCSE;
3) We conduct experiments for evaluating the performance of the proposed metric SM SS. The proposed metric on the whole outperforms the baselines in terms of ranking quality and clustering quality.
The rest of the paper is organized as follows. Section 2 introduces related works. Section 3 provides some preliminaries on HINs. Section 4 introduces the definition of SM SS. The experimental evaluations are introduced in section 5. The conclusion is introduced in section 6.
Related Work
To the best of our knowledge, Sun et al. [6, 13, 14] first proposed the definition of the HIN and studied ranking-based clustering in HINs. Shi et al.
[15] gave a comprehensive summarization of research topics on HINs including similarity measure, clustering, link prediction, ranking, recommendation, information fusion and classification etc. Article [16] proposed a novel meta-path based framework called HeteClass for transductive classification of target type objects. This framework can explore the network schema of the input HIN and incorporate the expert's knowledge to generate a collection of meta paths.
Below, we summarize related works on similarity measures in information networks.
For similarity measures in homogeneous information networks, literature [17] proposed a general similarity measure SimRank combining the link information, which thought two similar objects must relate to similar objects. Literature [18] evaluated the similarities of objects by a random walk model with restart. Article [19] lists many state-of-the-art similarities in homogeneous information net- Interactions (ORA − CN I), FriendLink (F L), PropFlow Predictor (P F P ).
For Similarity measures in heterogeneous information networks, Sun [5] proposed a meta path based similarity measure in HINs, called P athSim. Lao and Cohen [7, 8] studied the problem of measuring the entity similarity in labeled directed graphs, and defined a Biased Path Constrained Random Walk (BP CRW ) model. It can be applied to HINs. Huang et al. [9] proposed a similarity BSCSE, which can capture more complex semantics. Shi et al.
[1] proposed a relevance measure HeteSim which can be used to evaluate the relatedness of two object with different types. For a user-specified meta path,
HeteSim is based on the pairwise random walk from its two endpoints to its center. Xiong et al. [20] studied the problem of finding the top-k similar object pairs by virtue of locality sensitive hashing. Zhu et al. [21] proposed an integrated framework for the development, evaluation and application of semantic similarity for knowledge graphs which can be viewed as complicated heterogeneous information networks. This framework included many similarity tools and allowed users to compute semantic similarities. In the article [22] , the authors studied the similarity search problem in social and knowledge networks, and proposed a dual perspective similarity metric called Forward Backward Similarity.
Preliminaries
In this section, we introduce some important concepts related to HINs including network schema in subsection 3.1, meta paths and meta structures in 3.2.
HIN Definition
As defined in article [2] , an information network is essentially a directed graph G = (V, E, A, R). V and E respectively denote its sets of objects and links, and A and R respectively denote its sets of object types and link types. For each HIN, there is a meta-level description for it, called its network schema. Specifically, the Network schema T G = (A, R) [2] of G is a directed graph consisting of the object types in A and the link types in R. Fig. 2(a) shows the network schema for the HIN in Fig. 1 . In this paper, we also use a biological information network consisting of six object types, i.e. Gene (G),
and SideEffect (Si), and five link types, i.e. GO↔G, T↔G, G↔CC, CC↔Si, CC↔Sub. Its network schema is shown in 2(b).
Schematic Structures
Up to now, there are two kinds of schematic structures (meta paths and meta structures) for the network schema of the HIN. All of them carries some semantics. It is noteworthy that these two kinds of schematic structures must be specified by users when using them to measure the similarities between objects.
Meta path [5] is essentially an alternate sequence of object types and link
In essence, the meta path contains some composite semantic because it represents a composite relation
Unless stated otherwise, the meta path
There are some useful concepts related to the meta path in literature [5] , i.e. length of P, path instance following P, reverse meta path of P, symmetric meta path and commuting matrix M P of P. For example, Fig. 3(a,b,c) show three meta paths in the network schema shown in Fig. 2 (a). They can be compactly denoted as (A, P, A), (A, P, V, P, A) and (A, P, T, P, A). They can express different semantics. (A, P, A) expresses "Two authors cooperate on a paper." (A, P, V, P, A)
express "Two authors publish their papers in the same venue." (A, P, T, P, A)
express "Two authors publish their papers containing the same terms." Meta structure
graph with a single source object type T s and a single target object type T t .
V S is a set of object types, and E S is a set of link types. Fig. 3 (d,e) show two kinds of meta structures for the network schema shown in Fig. 2 (a). All of them can be compactly denoted as (V, P, (A, T ), P, V ) and (A, P, (V, T ), P, A). 
expresses the more complicated semantic "Two venues publish papers both containing the same terms and wrote by the same authors." Meta Structure (A, P, (V, T ), P, A) expresses the more complicated semantic "Two authors write their papers both containing the same terms and in the same venue."
Given a meta structure S, we sort its object types with regard to the topological order. Suppose its height is equal to h 1 . Let L i denote the set of object types on the layer i, and C Li denote the cartesian product of the set of objects belonging to different types in L i , i = 0, 1, · · · , h 1 − 1. The relation matrix W LiLi+1 from C Li to C Li+1 is defined as the one whose entries (s, t) are equal
are adjacent in T G . The commuting matrix of S is defined as
Each entry in M S represents the number of instances following S. The commuting matrix of its reverse is equal to M T S .. 
Take the HIN shown in Fig. 1 as an example. We compute the commuting matrix of the meta structure shown in Fig. 3(b) . It has five layers
th box on the left-hand side of Fig. 4 shows the cartesian product C Li , i = 0, 1, 2, 3, h 1 = 4. Then, we can easily obtain the relation matrices W L0L1 ,
on the right-hand side of Fig. 4 . According to the fact that W L1L2 (1, 3) = 1, we know P:HeteSim is adjacent to (V:TKDE,T:Similarity). In fact, P:HeteSim is published on the V:TKDE and contains the term T:Similarity. Similarly, W L1L2 (1, 1) = 0 implies that P:HeteSim is not adjacent to (V:TKDE,T:Ranking). According to the HIN shown in Fig. 1 , we know P:HeteSim does not contain the term T:Ranking. As a result, 
For a given meta structure, its BSCSE with α = 1 can be expressed by its commuting matrix as well. The following lemma 3.1 describes this conclusion.
Throughout this paper, we useX = U −1 X X to denote its normalized version, where U X is a diagonal matrix whose nonzero entries are equal to the row sum of X.
Lemma 3.1. Given a meta structure S, suppose that L i denotes the set of object types on its i-th layer. When α = 1,
Proof. We prove the lemma by induction on h ≥ 1.
Step. Assume the conclusion holds for h. Below, we prove it also holds for h + 1. Obviously,
where
, where i = 1, · · · , l, and y ij , where i = 1, · · · , l, j = 1, · · · , m, is equal to either 0 or 1 |{yij =0|j=1,··· ,m}| . According to the definition of BSCSE in literature [9] ,
Combining formulas 1 and 2, we have
where j = 1, · · · , m. The conclusion holds for h + 1.
In this paper, we aim to define a similarity measure in HINs, which does not depend on any pre-specified schematic structures. This is a reasonable restriction because specifying meta paths or meta structures is a cumbersome job.
Stratified Meta Structure Based Similarity
In this section, we define the stratified meta structure based similarity measure in HINs. Firstly, we give the architecture of the stratified meta structure in section 4.1. Secondly, we formally define the similarity based on the stratified meta structure in section 4.2. At last, we describe the pseudo-code of computing the similarity.
Stratified Meta Structure
A Stratified Meta Structure is essentially a directed acyclic graph consisting of object types with different layer labels. Its salient advantage is that it can be automatically constructed by repetitively visiting object types in the process of traversing the network schema. Given a HIN G, we first extract its network schema T G , and then select a source object type and a target object type. Unless stated otherwise, the source object type is the same as the target Fig. 6(a) shows the SMS of the network schema shown in Fig. 2(a) . It can be constructed as shown in Fig. 5 . A is both the source and target object type.
Firstly, A labelled as A 0 is placed on the 0-th layer, see Fig. 5 (a). P is placed on the 1-st layer and labelled as P 1, because P is the only neighbor of A in the network schema shown in Fig. 2(a) , see Fig. 5(b) . A, V and T , respectively labelled as A 2, V 2 and T 2, are placed on the 3-rd layer, because they are the neighbors of P , see Fig. 5(c) . Similarly, P , labelled as P 3, is again placed on the 4-th layer, because it is the neighbor of both V and T , see Fig. 5(d) . At this time, P is visited again. Note in particular that the link from A 2 down to P 3 is deleted, because A is the target object type. Repeating the above procedure, we obtain the SMS shown in Fig. 6(a) . Fig. 6(b) shows the SMS of the network schema shown in Fig. 2(b) . Gene is both the source and target object type. It can be constructed as similarly as 6(a). It is worth noting that T 1 and GO 1 are only placed on the 1-st layer, because their degrees in the network schema shown in Fig. 2(b) are equal to 1.
Below, we give some properties of SMS via lemma 4.3. Given a SMS D G , we sort its object types in the topological order. Let L h denote the set of object types with the layer label h except the target object type. Let C L h denote the cartesian product of the set of objects belonging to different types in L h ,
defined as similarly as the commuting matrices of meta structures defined in Without loss of generality, we assume the source object type in the network schema does not contain self-loops. If the source object type has a self-loop, we assign two roles to it: target object type and intermediate object type. The first role is to treat it as the target object type, and the second is to treat it as an non-source and non-target object type. between the r-th object in C Li+1 and any object in C Li . Therefore, it is unnecessary to consider the links between it and the objects in C Li+2 . 1) The target object type lies on the (2i)-th layer, i ∈ N + .
2) If we walk up from the target object type on the layer h = 2, 4, · · · to the source object type along the parents of object types, then we obtain a symmetric meta
4) The substructure consisting of the object types except the target object type on the layers h 0 , h 0 + 1, h 0 + 2 always recurrently appear in the SMS.
5) For h = 2, 4, · · · , ∞, the meta structure P h contains n(h) recurrent structures, where
Proof. 1) The conclusion holds obviously according to the construction rule of D G and our assumptions.
2) According to property 1, the target object type with different layer labels lies on the even number layer. Thus, even is the height of the meta structure obtained by walking up from the target object type on layer h. According to the construction criteria of the SMS, the meta structure is symmetric with respect to the layer h 2 . 3) For any t ∈ L h , h ≥ h 0 , it must be adjacent to an object type on the layer h + 1. Obviously, t ∈ L h+2 according to the construction rule of
4) This property obviously holds according to property 3.
5)
We prove the lemma by induction on h.
Initial
Step. When h ≤ 2h 0 , we obviously have n(h) = 0 according to the construction rule of D G .
Inductive
Step. Assume n(h) = h 2 − h 0 for the layer h > 2h 0 . Below, we prove that the conclusion holds for h + 2. When h 0 %2 = 0, we obtain a new recurrent structure consisting of shown in Fig. 6 (a) can be obtained by combining the meta path shown in Fig. 3(a) , the meta structure shown in Fig. 3(b) and the others with one or more recurrent substructures shown in Fig. 7(a) . the SMS shown in Fig. 6(b) can be obtained by combining the meta structures shown in Fig. 7(b,d ) and the others with one or more recurrent substructures shown in Fig. 7(c) . It is noteworthy that the meta structure shown in Fig. 7 can be compactly denoted as (G, CC, (Si, Sub), CC, G). and two basic substructures shown in Fig. 8(a,b) . The SMS shown in Fig.   6 (b) can be obtained by combining the recurrent substructure shown in Fig.   7 (c) and three basic substructures shown in Fig. 8(c,d,e) .
Similarity
The commuting matrix of a stratified meta structure is formally defined as the summation of the commuting matrices of meta paths and meta structures. Let M D denote the commuting matrix of SMS D, and S h denote the meta structure (possibly meta path), which is obtained by walking up from the target object type on the layer h to the source object type, h = 2, 4, · · · , ∞.
For the basic substructure consisting of the object types on the layers h and h + 1, its relation matrix is just equal to
according to property 3 in lemma 4.3. Below, we show how to compute M S h , h = 2, 4, · · · , +∞. 
. 1) If the degree of the source object type in T G is equal to 1, then we have
2) If the degree of the source object type in T G is larger than 1, then let L 1 denote the set of the object types with degree larger than 1 in the neighbors of the source object type, and let
Proof. For case 1, we prove it by induction on h. Case 2 is similar.
Initial
Step. When h = 2, The obtained meta structure (possibly meta
Step. Assume the conclusion holds for h, and the meta structure
. Now, we prove the conclusion also holds for h + 2. According to property 3 in lemma 4.3, the meta structure for h + 2
Thus, we have
When h ≥ 2h 0 , there are n(h) recurrent substructures according to property 6 in lemma 4.3. Thereby, the obtained meta structure for h can be denoted as
The obtained meta structure for h + 2 is
Therefore,
So, the conclusion holds when h + 2.
Below, we only discuss case 1 in lemma 4.4. Case 2 is similar. Obviously,
The matrix power series 
whereW LiLi+1 andR are respectively the normalized versions of W LiLi+1 and
h=0 w h = 1, denote the weights of different meta structures. Obviously, the spectral radius ρ(λR) of λR is less than 1 becauseR is a row random matrix and 0 < λ < 1. Let I denote the identity matrix with the same size asR. As a result, we havē
The Stratified Meta Structure based Similarity, SM SS, of the source object o s and the target object o t is defined as
As a result, the matrix R defined previously is not square. To address this issue, the elements in C L h+2 − C L h are removed from C L h+2 . This leads to losing some semantics.
Now, we take the HIN shown in Fig. 1 as an example to illustrate note 4.5.
The object A:Yizhou Sun is selected as the source one. As shown in the first box (C L0 ) of the left-hand side of Fig. 4 , A:Yizhou Sun marked as red color is kept, and the others are removed. In the second and third boxes (C L1 and C L2 ), the elements marked as red color are kept and the others are removed. In the fourth box (C L3 ), P:GenClus in addition to the red elements in C L1 is also kept because it is adjacent to (V:VLDB,T:HIN). Obviously, C L1 = C L3 . In the fifth box (C L4 ), the elements marked green color in addition to the red ones in C L2 should also be kept because they are adjacent to P:GenClus. Obviously,
According to the approximation strategy, they are removed from C L4 . That means some semantics are lost.
According to notes 4.2 and 4.5 some elements in C Li are removed.Ā h , h = 2, 4, · · · , 2h 0 andR in formula 6 should be adjusted accordingly. W LiLi+1 is still used to denote the relation matrix from the renewed C Li to the renewed C Li+1 .
In M S h ,Ā h andĀ T h essentially represent the relation matrices respectively on the left and right side of the symmetry axis of S h . When using notes 4.2 and 4.5, we must explicitly distinguish them. Before proceeding, let C L 0 denote the set of objects belonging to the target object type, and W L h−1 L 0 denote the relation matrix from the updated C L h−1 to C L 0 . The left-hand relation matrix can be denoted asĀ
, and the right-hand relation matrix can be denoted asĀ
still denotes the relation matrix of the recurrent substructure. SM SS is still defined via formula 7 usingM 
Algorithm Description
Now, we describe the algorithm for computing SM SS, see algorithm 1. As shown in lines 2-5, it takes at most Take the toy example shown in Fig. 1 as an example, its SMS is shown in Fig. 6(a) . A is the source object type. Obviously, h 0 = 2, and L 0 = {A 0}, We only need to note that L 1 = {T 1, GO 1, CC 1}, L 1 = {CC 1} because the degrees of T and GO in the network schema are equal to 1.
Experimental Evaluations
In this section, we compare the proposed metric SM SS with the state-of-theart metrics in terms of clustering task and ranking task on two real datasets.
The configuration of my PC is Intel(R) Core(TM) i5-4570 CPU @ 3.20GHz
and RAM 12GB. The evaluation criterion for ranking is Normalized Discounted
Cumulative Gain (nDCG ∈ [0, 1], the better, the larger) [24] , for clustering is Normalized Mutual Information (N M I ∈ [0, 1], the better, the larger) [5] .
Datasets
Two real datasets, called DBLPr and BioIN, are used here. The first is extracted from DBLP 3 , and another is extracted from Chem2Bio2RDF [10, 11] . DBLPr includes 30 venues coming from six areas: database, data mining, information retrieval, information system, web mining and web information management, and 26549 papers, 26081 authors, 16798 terms. Its network schema is shown in Fig. 2(a) . BioIN includes 2018 genes, 300 tissues, 4331
gene ontology instances, 224 substructures, 712 side effects and 18097 chemical compounds. Its network schema is shown in Fig. 2(b) . Note in particular that genes assigned to multiple clusters are not considered here. That means each gene in BioIN is assigned to a single cluster. The SMS for DBLPr and BioIN are respectively shown in Fig. 6 (a,b).
Baselines
In this paper, SM SS is compared with three state-of-the-art similarity metrics: BSCSE [9] , BP CRW [7, 8] , P athSim [5] . Let P and S respectively denote a meta path and a meta structure. For a given source-target object pair (o s , o t ), they are defined as follows.
M P (os,os)+M P (ot,ot) .
In these definitions, λ is a biased parameter. For BSCSE, σ(g, i|S, G) denotes the (i+1)-th layer's instances expanded from g ∈ S[1 : i] on G [9] . For BP CRW , N P (o) denotes the neighbors of o along meta path P [7, 8] . For P athSim, M P denotes the commuting matrix of the meta path P [5].
Parameter Setting
SM SS, BSCSE and BP CRW involve some input parameters. For a specific task, we can first extract a subgraph from the complete HIN as a validation set, and then select the optimal parameters for the task on the subgraph.
In this paper, we investigate the ranking quality and clustering quality under different input parameters of SM SS and under "optimal parameters" of BSCSE and BP CRW . Specifically, λ for BSCSE and BP CRW is respectively set to 0.1, 0.3, 0.5, 0.7, 0.9. The "optimal λ" means the one maximizing nDCG or N M I under these settings. For SM SS, λ is respectively set to 0.1, 0.3, 0.5, 0.7, 0.9. And w 0 , w 1 for each λ are sampled from the Beta distribution respectively with hyper-parameters (1, 9), (2, 8) , (3, 7) , (4, 6) , (5, 5) , (6, 4) , (7, 3) , (8, 2) , (9, 1) . The optimal value (N M I or nDCG) within these samples (w 0 and w 1 ) is selected as the one corresponding to this λ. "optimal (λ, w 0 , w 1 )"
for SM SS means the ones maximizing nDCG or N M I under all possible settings of λ, w 0 , w 1 .
Clustering Quality
Now, we compare SM SS with the baselines in terms of clustering quality (N M I [5] , the higher, the better) on DBLPr and BioIN. First, we compute the similarities between two objects respectively using these metrics. That means we obtain a feature vector for each object. Then, k-means method is used to complete the clustering task using these feature vectors. For DBLPr, V enue is selected as the source and target object type. Its benchmark is given according to the scope of the venues. For BioIN, Gene is set to the source and target object type. Its benchmark is extracted from the one used in paper [25] . k is set to the number of clusters in the benchmark. Table 1 shows the optimal N M I values for SM SS and the baselines with different schematic structures on BioIN. Note in particular that SM SS does not depend on any meta paths and meta structures. Therefore, its cell corresponding to schematic structure is filled with "-". The optimal λ for BSCSE and BP CRW and optimal (λ, w 0 , w 1 ) for SM SS are settled using the method in section 5.3. Obviously, the optimal N M I for SM SS is larger than those for the baselines with different schematic structure, especially when choosing the meta structure (G, CC, (Si, Sub), CC, G) and the meta paths (G, T, G), (G, CC, Si, CC, G) and (G, CC, Sub, CC, G). When λ = 0.9, N M I for SM SS is a little larger than that for BP CRW , but a little less than that for P athSim. According to table 1, we know (G, GO, G)
On BioIN
plays a more important role than other meta paths (e.g. (G, CC, Si, CC, G) and (G, CC, Sub, CC, G)) in BioIN in terms of the clustering task. According to equation 6 and the SMS shown in Fig. 6(b) , the weight of (G, GO, G) is smaller than the weights of the other schematic structures as λ becomes large.
Therefore, N M I for SM SS drops a little at this time. Table 2 shows the optimal N M I values for SM SS and the baselines with different schematic structures on DBLPr. The cell of SM SS corresponding to schematic structure is also filled with "-". the optimal λ for BSCSE and BP CRW and optimal (λ, w 0 , w 1 ) for SM SS can also be settled using the method in subsection 5.3. Obviously, the optimal N M I for SM SS is larger than those for the baselines with different schematic structures. Now, we examine whether N M I for SM SS under different decaying parameter λ is still larger than optimal N M I for P athSim, BSCSE and BP CRW on DBLPr. According to table 2, the meta paths for P athSim is (V, P, T, P, V ) and for BP CRW is (V, P, A, P, V ), and the meta structure for BSCSE is (V, P, (A, T ), P, V ). The decaying parameter λ of SM SS is respectively set to 0.1, 0.3, 0.5, 0.7, 0.9, and the corresponding values for each λ can be settled using the method in section 5.3. Fig. 10 presents the comparisons of N M I for SM SS under different λ with the optimal N M I for P athSim, BSCSE and BP CRW . According to this figure, we know that N M I for SM SS is much larger than those for P athSim, BSCSE and BP CRW whenever λ = 0.1, 0.3, 0.5, 0.7, 0.9.
On DBLPr
Integrating Fig. 9 and Fig. 10 , we know that SM SS significantly outperforms the baselines especially when choosing different meta paths or meta structures.
Ranking Quality
Here, we compare SM SS with the baselines in terms of ranking quality (nDCG [5] , the higher, the better) on DBLPr. V enue is selected as the source object type, and ICDE, VLDB and SIGMOD are selected as source objects. We respectively compute the similarities from the source objects to other objects.
For each source, all the objects can be ranked 0 (unrelated), 1 (slightly related), 2 (fairly related), 3 (highly related) according to the relatedness to this source.
Thus, we can compute nDCG respectively for each source object. The optimal λ for BSCSE and BP CRW and optimal (λ, w 0 , w 1 ) for SM SS are settled using the method in subsection 5.3. Table 3 shows the optimal nDCG values for SM SS and the baselines with different meta paths or meta structures. For ICDE, VLDB, SIGMOD, the optimal nDCG for SM SS is always larger than those for the baselines with different meta paths or meta structures. Optimal nDCG values on DBLPr. (V,P,(A,T),P,V) denotes the meta structure shown in Fig. 3(d) . Now, we examine whether nDCG for SM SS is still larger than the optimal nDCG for the baselines under different λ on DBLPr. According to table 3, (V, P, A, P, V ) is selected as the meta path for P athSim and BP CRW , and (V, P, (A, T ), P, V ) as the meta structure for BSCSE. The decaying parameter λ of SM SS is respectively set to 0.1, 0.3, 0.5, 0.7, 0.9, and the corresponding values for each λ can be settled using the method in section 5.3. Fig. 11 shows the comparisons of nDCG for SM SS under different decaying parameters λ with optimal nDCG for P athSim, BSCSE and BP CRW . For ICDE and VLDB, their nDCG values for SM SS are much larger than those for P athSim, BSCSE and BP CRW when λ = 0.1, 0.3, 0.5, 0.7, 0.9. For SIGMOD, its nDCG values for SM SS are a little larger than those for P athSim, BSCSE and BP CRW when taking different λ. In conclusion, the proposed metric SM SS outperforms the baselines in terms of ranking on the whole.
Schematic

Time Efficiency
Here, we evaluate the time efficiency of SM SS, BP CRW , P athSim and BSCSE on BioIN and DBLPr. Table 4 shows the running time of computing the similarities between a source object and a target object using SM SS and the baselines on BioIN and DBLPr. According to this table, SM SS has no advantages in terms of running time. This is consistent with our expectation, because computing SM SS requires a lot of matrix operations. As stated previously, SM SS does not depend on any meta paths and meta structures. This advantage is obtained at the sacrifice of computational efficiency. In fact, we can employ Graphics Processing Unit (GPU) to accelerate the matrix operations.
However, we have no GPU. So we cannot implement our algorithm using GPU.
Conclusion
In this paper, we propose a stratified meta structure based similarity SM SS in HINs. The stratified meta structure can be automatically constructed by repetitively traversing the network schema, and contains rich semantics. That means users do not worry about selecting an inappropriate meta paths or meta structures. To formalize the semantics in the SMS, we firstly use the commuting matrices to formalize the semantics in meta structures, and then define the commuting matrix of the SMS by combining all the commuting matrices of the relevant meta structures or meta paths. Experimental evaluations show that SM SS on the whole outperforms the baselines in terms of clustering and ranking.
