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Abstract
In this thesis, we study the Kuramoto model which describes the synchronous
phenomena. In the Kuramoto model, the dynamics of the oscillators are
presented by the intrinsic constant dynamics and the couplings between the
oscillators. We study the sufficient conditions to achieve the emergence of
synchronization for the Kuramoto model in various circumstances; network
structure, frustrations, heterogeneous intrinsic dynamics, inertia effects, etc.
We also study the dynamics of the kinetic Kuramoto-Sakaguchi equation,
which is the macroscopic description for the mean field limit of the Kuramoto
model.
Key words: Kuramoto model, kinetic equation, Kuramoto-Sakaguchi equa-







2.1 Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Derivation of the Kuramoto model . . . . . . . . . . . . . . . 5
2.3 Kinetic Kuramoto model . . . . . . . . . . . . . . . . . . . . . 6
2.4 Review on the previous literatures . . . . . . . . . . . . . . . . 6
3 Complete synchronization 9
3.1 Basic key estimates . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.1 Dynamics of order parameters . . . . . . . . . . . . . . 10
3.1.2 Evolution of phase-diameter . . . . . . . . . . . . . . . 17
3.2 Complete frequency synchronization . . . . . . . . . . . . . . . 19
3.2.1 Identical oscillators . . . . . . . . . . . . . . . . . . . . 20
3.2.2 Nonidentical oscillators . . . . . . . . . . . . . . . . . . 25
4 Kuramoto model on network with frustration 30
4.1 Previous results with uniform frustration . . . . . . . . . . . . 31
4.2 Dynamics of local order parameters . . . . . . . . . . . . . . . 33
4.2.1 Local order parameters . . . . . . . . . . . . . . . . . . 33
4.2.2 Estimates of local order parameters . . . . . . . . . . . 36
4.3 Complete synchronization with non-uniform frustration . . . . 38
4.4 Complete synchronization under reduced constraints . . . . . . 47
4.4.1 Estimate of the order parameters . . . . . . . . . . . . 48
ii
CONTENTS
4.4.2 Evolution of the phase-diameter . . . . . . . . . . . . . 51
4.4.3 Dynamics of the order parameters . . . . . . . . . . . . 53
4.4.4 Emergence of complete synchronization . . . . . . . . . 58
5 Kuramoto model with heterogeneous dynamics 64
5.1 Practical synchronization and basic estimates . . . . . . . . . 65
5.2 Practical synchronization with heterogeneous forcing . . . . . 72
5.2.1 Bounded forcing . . . . . . . . . . . . . . . . . . . . . . 73
5.2.2 Unbounded forcing . . . . . . . . . . . . . . . . . . . . 78
6 Interplay of inertia and heterogeneous dynamics 83
6.1 Heterogenous Kuramoto oscillators . . . . . . . . . . . . . . . 83
6.1.1 Energy functional and main result . . . . . . . . . . . . 84
6.1.2 Energy estimates . . . . . . . . . . . . . . . . . . . . . 87
6.1.3 The proof of Theorem 6.1.1 . . . . . . . . . . . . . . . 92
7 Kuramoto model with adative coupling 95
7.1 Adaptive coupling . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.1.1 Elementary estimates . . . . . . . . . . . . . . . . . . . 96
7.1.2 Frameworks and main results . . . . . . . . . . . . . . 101
7.1.3 Discussion on related works . . . . . . . . . . . . . . . 102
7.2 Synchronization of a two-body system . . . . . . . . . . . . . 103
7.2.1 Identical oscillators . . . . . . . . . . . . . . . . . . . . 104
7.2.2 Nonidentical oscillators . . . . . . . . . . . . . . . . . . 110
7.3 Synchronization estimate of a many-body system . . . . . . . 112
7.3.1 Identical oscillators . . . . . . . . . . . . . . . . . . . . 112
7.3.2 Nonidentical oscillators . . . . . . . . . . . . . . . . . . 118
8 Existence of BV-solution to the Kuramoto-Sakaguchi equa-
tion 122
8.1 Assumptions and basic properties . . . . . . . . . . . . . . . . 122
8.2 Global existence of BV weak solutions . . . . . . . . . . . . . 127
8.2.1 Construction of approximate solutions . . . . . . . . . 128
8.2.2 Several properties of the approximations . . . . . . . . 129
8.2.3 A global existence of weak solution . . . . . . . . . . . 134
iii
CONTENTS
8.3 Exponentially growing solution . . . . . . . . . . . . . . . . . 137
8.3.1 Construction of an exponentially growing mode . . . . 138
8.3.2 Dynamics of approximate solutions . . . . . . . . . . . 140
8.4 Numerical simulations . . . . . . . . . . . . . . . . . . . . . . 152
8.4.1 Symmetric and monotone initial data . . . . . . . . . . 152
8.4.2 Non-symmetric initial data . . . . . . . . . . . . . . . . 156
9 Synchronization of the Kuramoto-Sakaguchi equation 158
9.1 Synchronization of the identical Kuramoto-Sakaguchi equation 158
9.1.1 Dynamics of order parameters . . . . . . . . . . . . . . 160
9.1.2 Emergence of the complete synchronization . . . . . . . 163
9.2 Positive invariant property of non-identical oscillators . . . . . 166
10 Conclusion and future works 180
Appendix A Positivity of te and εθ in Lemma 4.4.6 183
Appendix B Proof of Lemma 5.2.3 188
Bibliography 190
Abstract (in Korean) 199




Synchronization is a kind of the collective phenomena in which the mem-
bers of a group demonstrate periodic motions with a common frequency by
a coupled system. Synchronous behaviors are often observed in various field
such as biological systems, physics, chemistry, engineering, and social sci-
ences, for example, simultaneous flashing of fireflies, rhythmical contraction
of pacemaker cells, linked pendulums, power network system, and applause in
the concert, etc. These synchronized phenomena have received attentions and
studied in various diciplines [2, 13, 61, 68]. However, the history of mathemat-
ical approach on synchronization is not long. The pioneering works proposed
by Winfree [77] and Kuramoto [48, 49] lead the systematic studies on syn-
chronization. They depicted the periodic motions as the dynamics of phase
on the unit circle and introduced first order systems of ODEs to interpret
synchronization of weakly coupled oscillators. By using polar coordinate, let
θi be the position of an oscillator on the unit circle and consider the dynamics
of the oscillator as
θ̇i = Ωi + ω̂i, i = 1, · · · , N,
where Ωi is the natural frequency of i-th oscillator and ω̂i is the perturbation
driven by couplings between oscillators. In this thesis, we focus on the phase
synchronization model proposed by Kuramoto:





sin(θj − θi), i = 1, · · · , N, (1.0.1)
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where K is the uniform positive coupling strength. We assume that the nat-
ural frequency Ωi is choosen from some distribution function g = g(Ω). In
Kuramoto model, the couplings between oscillators are given by the sine
value of phase differnce. Note that the right hand side of (1.0.1) is Lipschitz
continuous and uniformly bounded. Thus, the well-posedness of (1.0.1) is
guaranteed by Cauchy-Lipschitz theory.
The rest of this thesis consists of ten chapters. In Chapter 2, we briefly ex-
plain the mathematical definition of synchronization and present the deriva-
tion of the Kuramoto model. We also introduce the kinetic Kuramoto model,
which describes the mean field limit for the Kuramoto model. We review some
previous literature related to the synchronization of the Kuramoto system. In
Chapter 3, we study the complete frequency synchronization with some re-
laxed contraints on the initial configurations. So far, most of previous analytic
studies required the initial phases of the Kuramoto oscillators to be confined
in the half circle. By devoting the dynamics of the order parameter, we show
the synchronization with the larger class of the initial data. In Chapter 4, We
consider the network structure and the interaction frustrations on the cou-
pling between the Kuramoto oscillators. We study the synchronization with
small perturbation of all-to-all network. We extend the previous research by
considering non-uniform frustration and by relaxing the initial constraints.
In Chapter 5, We present the concept of practical synchronization for the
Kuramoto system with non-constant intrinsic dynamics. We study the suffi-
cient conditions which guarantee the practical synchronization under hetero-
geneous external forcing. In Chapter 6, We extend the result of Chapter 5
by employing inertia into the dynamics. We study the dynamic interplay be-
tween inertia and heterogeneous forcing in the Kuramoto system. In Chapter
7, we provide the dynamics on the coupling strength so that the magnitude
of the coupling depends on the phase difference. With this adaptive coupling,
we find out the sufficient conditions to lead the synchronization and study
the convergence rate. In Chapter 8, we study the kinetic Kuramoto model,
so called Kuramoto-Sakaguchi equation. We provide a global BV-solution to
the kinetic Kuramoto system using the front-tracking method. We show the
exponential growing of approximate solution. In Chapter 9, we present the
emergence of synchronization for the Kuramoto-Sakaguchi equation by using
2
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the dynamics of order parameter for the kinetic Kuramoto model. Finally,




In this chapter, we introduce a derivation of Kuramoto model and review
previous results on the synchronization for Kuramoto oscillators.
2.1 Synchronization
First, we introduce several definitions for the type of synchronization which
will be used throughout the thesis.
Definition 2.1.1. [16] Let Θ(t) = (θ1(t), · · · , θN(t)) be a solution to the
Kuramoto model (1.0.1).
1. The solution Θ exhibits asymptotic complete phase synchronization if
and only if the relative phase differences go to zero asymptotically:
lim
t→∞
|θi(t)− θj(t)| = 0 for all i, j = 1, · · · , N
2. The solution Θ exhibits asymptotic complete frequency synchronization
if and only if the relative frequency differences go to zero asymptotically:
lim
t→∞
|θ̇i(t)− θ̇j(t)| = 0 for all i, j = 1, · · · , N
3. The solution Θ is called a phase-locked state for the Kuramotmo model




|θi(t)− θj(t)| = θ∞ij for all i, j = 1, · · · , N
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Note that the asymptotic complete phase synchronization is a special case
of phase-locked states and the phase-locked state implies that the oscillators
show the asymptotic frequency synchronization. However, the asymptotic
frequency synchronization is not equivalent to the phase-locked state, because
if the convergence speed is slow, like 1
t
, then the difference of phases does not
converge to a constant.
2.2 Derivation of the Kuramoto model
We present a heuristic derivation of the Kuramoto model from the linearly
coupled Stuart-Landau oscillators in [63].
Let z ∈ C be a the Stuart-Landau oscillator, which follows the following
dynamics:
ż = (1− |z|2 + iΩ)z, (2.2.1)
where Ω ∈ R is the natural frequency of the Stuart-Landau oscillator. We
employ the polar coordinate z = reiθ and plug it into (2.2.1). Note that
(2.2.1) can be separated into the dynamics of modulus r and the phase θ as
follows.
ṙ = r(1− r2), θ̇ = Ω.
Then, it is easy to see that Stuart-Landau oscillator has an unstable equilib-
rium r = 0 and a stable limit cycle r = 1, on which it rotates with its natural
frequency Ω. We now consider a weakly coupled system of N Stuart-Landau
oscillators with an all-to-all linear coupling:
dzj
dt





(zi − zj), j = 1, · · · , N, (2.2.2)
where K is the positive coupling strength. Assume that every Stuart-Landau
oscillators are confined in the stable limit cycle for uncoupled Stuart-Landau
oscillator rj = 1, i.e., zj = e
iθj for j = 1, · · · , N . By comparing imaginary
parts on both sides of (2.2.2), we can induce the following equation.





sin(θi − θj) (2.2.3)
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Note that the dynamics is governed by the intrinsic constants Ωj and the
nonlinear coupling in second term of R.H.S. of (2.2.3). If the coupling strength
K is zero, then the oscillators move on the unit circle with their natural fre-
quencies. For sufficiently large K, however, the nonlinear coupling dominate
the natural frequencies so that (2.2.3) yields the synchronized states.
Since the dynamics of Kuramoto oscillators (2.2.3) are defined by the
difference of phase, the Kuramoto system is invariant under the translation.
In other word, if we set θ̃j := θj + c for all j = 1, · · · , N , with some constant
c, then we have






2.3 Kinetic Kuramoto model
Consider the situation that the number of Kuramoto oscillators N goes to
infinity. To describe the dynamics of this mean field limit, we will treat the
evolvement of a one-particle distribution function f = f(θ,Ω, t). By the
BBGKY hierarchy argument [46], we can attain the following kinetic equa-
tion, so called Kuramoto-Sakaguchi equation:
∂tf + ∂θ(ω([f ]f) = 0, (θ,Ω) ∈ T× R, t ∈ (0,∞),





sin(θ − θ∗)f(θ∗,Ω∗, t)dΩ∗dθ∗.
(2.3.4)
The derivation of (2.3.4) is presented in [50] by using Neunzert’s method
[60].
2.4 Review on the previous literatures
In this part, we briefly review the state-of-the-art in terms of the synchro-
nization problem for the Kuramoto model. For a detailed discussion, we refer
readers to survey papers and books [2, 7, 49, 68]. The frequency synchroniza-
tion problem [2, 20] has been treated using different approaches. Ermentrout
[27] found a critical coupling at which all oscillators become phase-locked,
6
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independent of their number. The existence of phase locked state and its lin-
ear stability have been studied in several papers [4, 5, 10, 22, 45, 56, 57, 58,
70, 71, 72, 73] using tools such as a Lyapunov functional, spectral graph the-
ory, and control theory. The studies most closely related to this chapter are
those of Chopra and Spong [19], Choi et al. [16], and Dörfler and Bullo [25].
These papers use the phase-diameter D(Θ) := max
1≤i,j≤N
|θi−θj| as a Lyapunov
functional, and study its temporal evolution via Gronwall’s inequality. In
fact, these papers only deal with initial configurations whose phase-diameter
is less than π. To date, π is the best upper bound; if we could extend this
upper bound to 2π, it would be possible to rigorously justify the indepen-
dence of initial configurations observed in numerical simulations. Before we
close this section, we recall the most recent result on complete frequency
synchronization from [16]. Below, we set
D(Ω) := max
1≤i,j≤N
|Ωi − Ωj| and D(Θ̇(t)) := max
1≤i,j≤N
|θ̇i − θ̇j|.
Theorem 2.4.1. [31] Let Θ(t) = (θ1(t), · · · , θN(t)) be the global smooth
solution to (1.0.1). Then, the following estimates hold:
1. (identical oscillators): Suppose
D(Ω) = 0, K > 0, D(Θ0) < π
Then, we have an asymptotic phase synchronization:




2. (nonidentical oscillators): Suppose
D(Ω) > 0, K > D(Ω), D(Θ0) < D
∞
0
Then, we have an asymptotic frequency synchronization:
D(Θ̇(t)) ≤ D(Θ̇(0)) exp(−K cosD∞0 t)
7
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Theorem 2.4.2. [16] Suppose that the coupling strength and initial configu-
ration Θ0 satisfy




Then, for any solution Θ = (θ1, · · · , θN) to (1.0.1) with initial condition Θ0,
there exist positive constants C0 and Λ such that
D(Θ̇(t)) ≤ C0 exp(−Λt), as t→∞.
Remark 2.4.1. For identical oscillators D(Ω) = 0, we only need a positive
coupling strength K > 0. In fact, complete frequency synchronization has
been shown in [24] for an arbitrary initial configuration with D(Θ0) < 2π. Of
course, the synchronization estimate given in [24] does not yield the detailed




In this chapter, we present an improvement on the estimates for expoential
frequency synchronization by exploiting the dynamics of the Kuramoto or-
der paremeters. It was known by numerical simulations that the Kuramoto
oscillators show the phase-locked state for sufficiently large K independent
of the initial data. However, it was not proved analytically. So far, complete
frequency synchronization for identical oscillators, which have a common
natural frequency, has been demonstrated in [24], whereas, for nonidentical
oscillators, the exponential relaxation toward the synchronization has been
studied with restrictive initial configurations such that the oscillators are ini-
tially confined in a half circle [16]. First, we address an exponential complete
phase synchronization for identical Kuramoto model for some larger class of
initial configurations containing a half circle. We show that the diameter of
oscillators shrink into a half circle in finite time so that we can apply the
result in [16]. Second, we break the barrier on the diameter of admissible
initial configuration π, which lead the complete frequency synchronization
for the non-identical oscillators. This chapter is based on the joint work in
[36]
3.1 Basic key estimates
In this section, we study the dynamics of the Kuramoto order parameters
and phase-diameter under some a priori assumption. These estimates will be
9
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crucial to our complete frequency synchronization estimates in Sections 3.2.
3.1.1 Dynamics of order parameters
We introduce Kuramoto order parameters for the finite-dimensional Ku-
ramoto model:






Recall that, for the phase configuration Θ = (θ1, · · · , θN), the Kuramoto







Since reiφ is the barycenter of the oscillators on the unit circle, r is always
bounded, i.e., 0 ≤ r ≤ 1. For each i = 1, · · · , N , we multiply by e−iθi on both
sides of (3.1.1). Then, by comparing the imaginary parts of both sides, we
attain the following relations:





sin(θj − θi). (3.1.2)
Using (3.1.2), we can express the Kuramoto model with the following form:
θ̇i = Ωi +Kr sin(φ− θi) for i = 1, · · · , N. (3.1.3)
From the argument in [44], we devide (3.1.1) by eiφ on both sides and compare










sin(θj − φ) = 0. (3.1.4)
Moreover, by taking time derivative on (3.1.1), we have the evolutionary
system:
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sin(θj − φ) cos(θj − φ).
(3.1.6)
The monotonicity of r can be easily seen from the first equation of (3.1.6).
Note that the order parameter r is non-decreasing, but may not be strictly
increasing: for example, let Θ0 be the initial configuration such that m(6= N2 )
identical oscillators are located at 0 and N −m are located at π. Then, it is
easy to see that this configuration is an equilibrium for (1.0.1) and
zc =










r(t) = r(0), ∀ t > 0.
In the following, we present the dynamics of r for nonidentical oscillators.
For positive constants α, δ < 1
2





, r∗ := 1− α(2 + sin2 βδ) > 0.
For a given configuration Θ = (θ1, · · · , θN) ∈ (φ−π, φ+π]N , we set extremal
indices M and m:
M := arg max
1≤i≤N
(θi − φ), m := arg min
1≤i≤N
(θi − φ).
For such M and m, we define the phase-diameter D(Θ) as:
D(Θ) := θM − θm.
Below, we denotes r0 := r(0).
11
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Lemma 3.1.1. Suppose that the initial configuration and parameters δ, α,
and K satisfy




(ii) 0 < α <
1
2
, 0 < r∗ < r
∗ < 1.
Then the following assertions hold.
1. If the order parameter r initially satisfies r∗ ≤ r0 ≤ r∗, then r is in
non-decreasing mode at t = 0 :
ṙ(0) ≥ 0.
2. If r∗ < r0 and as long as
max
0≤s≤t




r(s) ≥ min{r0, r∗}.
Proof. It suffices to show that, as long as r∗ ≤ r0 ≤ r∗, r is in non-decreasing
mode at t = 0,
ṙ(0) ≥ 0.
Once we have this, by the exactly same argument, we can show
ṙ(s) ≥ 0 0 ≤ s ≤ t, (3.1.7)
if r∗ ≤ r(s) ≤ r∗ is provided. From this fact, the second assertion can be
proven as follows :
• Case A (r∗ < r0 ≤ r∗) : Suppose there is a time s0 > 0 such that




{s : r(s) ≥ r0}.
12
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Since r is continuous function, it is clear that r(s1) = r0 and s1 < s0.





{r(s)} ≤ r0 and r∗ < r(s2) < r0 = r(s1).
This implies that there should be a time s3 such that
s1 ≤ s3 ≤ s2, r∗ ≤ r(s3) < r0 and ṙ(s3) < 0.
However, this contradicts to the property (3.1.7). So s0 cannot satisfy
(3.1.8), and hence we have
min
0≤s≤t
r(s) ≥ r0 = min{r0, r∗}.
• Case B (r∗ < r0) : Again, we suppose there is a time s0 satisfying
0 < s0 ≤ t, r(s0) < r∗ = min{r0, r∗}.
Then, similar to the case A, there should be a time s1 such that
0 < s1 ≤ s0, r∗ ≤ r(s1) < r∗ and ṙ(s1) < 0,
which is again a contradiction to the fact (3.1.7). Hence, we have
min
0≤s≤t
r(s) ≥ r∗ = min{r0, r∗}.
Now let us prove the first assertion. It follows from (3.1.5) and the
Cauchy–Schwartz inequality that


















































































































≤ |θj0 − φ0| ≤ βδ
}
.





cos(θj0 − φ0) ≤ r∗ ⇐⇒
∑
j∈I+
cos(θj0 − φ0) +
∑
j∈I−











cos(θj0 − φ0) ≤ Nr∗ − |I−| cos βδ,
(3.1.11)
where φ0 = φ(0). We use (3.1.11) to obtain
N∑
j=1
cos2(θj0 − φ0) =
∑
j∈I+











≤ Nr∗ − |I−| cos βδ + |I−| cos2 βδ.
14
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On the other hand, we use the inequality cos βδ − cos2 βδ ≥ 2 cos βδ to derive
N∑
j=1




≥ N −Nr∗ + |I−|(cos βδ − cos2 βδ)









































































Then, it follows from (3.1.13) and (3.1.14) that we have the desired estimate
(3.1.10).
Remark 3.1.1. 1. Note that, from the proof, if r∗ < r0 ≤ r∗, then
r(t) ≥ r0, t ≥ 0.
2. By choosing α ≈ 0 and sufficiently large K, we can get (r∗, r∗) ≈ (0, 1).
15
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We next estimate the evolution of the overall phase φ in the following
lemma.
Lemma 3.1.2. Let φ be the overall phase of the configuration Θ = Θ(t)
whose dynamics is governed by (1.0.1). Then, we have




|Ωi|, t > 0.




















cos(θj − φ) sin(θj − φ)
=: I1 + I2.
(3.1.15)
• (Estimate of I1): We use a rough bound










• (Estimate of I2): Below, we provide the upper and lower bounds for I2.












(cos(θj − φ)− 1)(sin(θj − φ)− 1)





























sin(θj − φ) +K
= K(1− r). (3.1.17)












(cos(θj − φ)− 1)(sin(θj − φ) + 1)





























= −K(1− r). (3.1.18)
Finally, we combine (3.1.17) and (3.1.18) to obtain
−K(1− r) ≤ I2 ≤ K(1− r). (3.1.19)
In (3.1.15), we combine (3.1.16) and (3.1.19) to obtain the desired estimate.
3.1.2 Evolution of phase-diameter
In this subsection, we provide a decay estimate of the phase-diameter D(Θ)
under a priori condition of fluctuations.
17
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We first remind the Gronwall’s inequality whose proof can be found in
various places, for example in the Appendix B of [28].
Lemma 3.1.3 (Gronwall’s inequality). Let f : [0, T ] 7→ (−∞,∞) be a
nonnegative, differentiable function and let g, h : [0, T ] → (−∞,∞) are
summable functions.
(i) If we have the differential inequality
f ′(t) ≤ g(t)f(t) + h(t), ∀t ∈ [0, T ],









(ii) Likewise, if we have
f ′(t) ≥ g(t)f(t) + h(t), ∀t ∈ [0, T ],









Lemma 3.1.4. For a positive constant T ∈ (0,∞], let Θ = (θ1, · · · , θN) be
a solution to (1.0.1) satisfying the a priori condition:
βT := max
0≤τ≤T
max{θM(τ)− φ(τ), φ(τ)− θm(τ)} < π. (3.1.20)
Then, the phase-diameter D(Θ) satisfies the following lower and upper bounds:









s r(τ)dτds ≤ D(Θ(t)).












Proof. (i) (Lower bound estimate): We use equation (3.1.3) to derive
Ḋ(Θ) = θ̇M − θ̇m
= ΩM − Ωm −Kr (sin(θM − φ)− sin(θm − φ))
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where the first inequality comes from the fact that
sinx
{
≤ x, if x ≥ 0,
≥ x, if x ≤ 0.
Then, Gronwall’s lemma for (3.1.21) yields the desired lower bound estimate
for D(θ).
(ii) (Upper bound estimate): We first note that, under the a priori condition
(3.1.20), i.e.,
−βT ≤ θm − φ ≤ 0 ≤ θM − φ ≤ βT , for some 0 < βT < π,
we have












Then, we use (3.1.22) to obtain
Ḋ(Θ) = ΩM − Ωm −Kr (sin(θM − φ)− sin(θm − φ))












Now, (3.1.23) and Gronwall’s lemma imply the desired estimate.
3.2 Complete frequency synchronization
In this section, we extend the frequency synchronization estimate to initial
configurations whose diameter is larger than π.
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3.2.1 Identical oscillators
Consider Kuramoto oscillators with
Ωi = 0, 1 ≤ i ≤ N.
Although the results in [24, 45, 59, 64, 66] establish complete frequency
synchronization and complete phase synchronization for an arbitrary initial
configuration and almost all initial configuration, respectively, we do not have
detailed information about the relaxation process and structure of phase-
locked states. Of course, it is known that the only stable phase-locked state
corresponds to complete phase synchronization consisting of a single phase.
In the following, we study the detailed relaxation process by investigating
the dynamics of the order parameters instead of the phase-diameter.
Lemma 3.2.1. Let Θ = (θ1, · · · , θN) be a solution to (1.0.1) with initial data
Θ0 satisfying r0 > 0. Then, we have
lim
t→∞
sin(θi(t)− φ(t)) = 0, i = 1, · · · , N.
Proof. It follows from (3.1.6)1 that we have











Because r is bounded from above by 1, the nonnegative function g belongs













sin2(θj(t)− φ(t)) = 0, j = 1, · · · , N.
Proof of claim: Suppose not, i.e., there exist j, ν0 > 0 and an increasing
sequence of times {tn}∞n=1 such that
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On the other hand, note that
d
dt
sin2(φ(t)− θj(t)) = 2 sin(φ(t)− θj(t)) cos(φ(t)− θj(t))(φ̇(t)− θ̇j(t))
= (φ̇(t)− θ̇j(t)) sin(2(φ(t)− θj(t))).
We use the above relation and Lemma 3.1.2 to obtain∣∣∣∣ ddt sin2(φ(t)− θj(t))
∣∣∣∣ ≤ (|φ̇(t)|+ |θ̇j|) ≤ K −Kr +Kr = K. (3.2.2)
We use the bound on the derivative in (3.2.2) to derive















Possibly extracting a subsequence(we abuse the notation), we may assume
tn+1 − tn >
ν0
K
∀n = 1, 2 . . . . (3.2.4)













In the following corollary, for any initial configuration, we show the com-
plete frequency synchronization, and characterize the phase-locked states for
identical Kuramoto oscillators.
Corollary 3.2.1. Let Θ = (θ1, · · · , θN) be a solution to (1.0.1) with initial
data Θ0. Then, we have the following assertions:
1. If r0 > 0, then we have a dichotomy:
lim
t→∞
|θj − φ| = 0 or π, for all j = 1, · · · , N.
2. If r0 = 0, then the initial configuration Θ0 is the equilibrium solution
to (1.0.1) with Ωi = 0, 1 ≤ i ≤ N .
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Proof. The first assertion follows from Lemma 3.2.1. Now we focus on the
second assertion. Suppose that initial data Θ0 and natural frequencies Ωj
satisfy
r0 = 0, Ωj = 0, 1 ≤ j ≤ N.
We claim:
Θ(t) := Θ0, ∀t > 0,
is the equilibrium solution of (1.0.1). First of all, it is clear that
θ̇j(t) = 0, 1 ≤ j ≤ N, ∀t > 0. (3.2.5)












= Kr0 sin(φ(0)− θj(0)),
(3.2.6)







sin(θj(t)− θi(t)) = 0, ∀t > 0. (3.2.7)
Combining (3.2.5) and (3.2.7), we verified Θ(t) := Θ0 is the solution to (1.0.1)
with Ωi, 1 ≤ i ≤ N .
We next present admissible initial configurations that relax to the com-
plete phase configuration exponentially fast. For the relaxation estimate, we
split our analysis into two steps. First, we show that, as long as the extremal
fluctuations θM − φ and φ − θm are less than π, the phase-diameter decays
exponentially fast to zero. Second, we identify a class of initial phases whose
evolution guarantees the a priori condition.
We are now ready to provide an exponential frequency synchronization
for some initial configurations whose diameters are larger than π. Our strat-
egy is as follows. We first show that the initial configuration evolves to a
configuration whose diameter is less than π in finite time (entrance time),
22
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and then, we apply Theorem 2.4.2 with this intermediate configuration as








Lemma 3.2.2. Suppose that, for 0 < δ < 1
2
, the initial configuration satisfies
r0 > 0, max
1≤i≤N
|θi0 − φ0| <
π
2
+ ε1(r0, δ). (3.2.8)
Then, for any solution Θ = (θ1, · · · , θN) of (1.0.1), there exists te > 0 such
that
(θM − θm)(te) < π.











Proof. We use a bootstrapping argument as follows. We set
T := {t ∈ [0,∞) : max
0≤τ≤t
max{(θM−φ)(τ), (φ−θm)(τ)} < π}, T ∗ := sup T .
Then, it follows from (3.2.8) that:








max{(θM − φ)(τ), (φ− θm)(τ)} < π, t′ ∈ T .
• (Rough estimate for D(Θ)): We use the lower bound of r(t) ≥ r0, t ≤ t′,
Lemma 3.1.2, and




(θM − φ) ≤ −Kr sin(θM − φ) +K(1− r) ≤ K(1− r) ≤ K(1− r0),
d
dt
(φ− θm) ≤ −Kr sin(φ− θm) +K(1− r) ≤ K(1− r) ≤ K(1− r0).
(3.2.9)
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max{θM − φ, φ− θm} ≤ max{(θM − φ)(0), (φ− θm)(0)}+K(1− r0)te
≤ π
2
+ ε1 +K(1− r0)te ≤ βδ < π.
(3.2.10)
• (Refined estimate for D(Θ)): Under the rough estimate (3.2.10), which
satisfies the a priori assumption (3.1.20), we can apply Lemma 3.1.3 and
r ≥ r0 to obtain














In (3.2.10) and (3.2.11), we need to choose ε1 and te to satisfy
π
2
+ ε1 +K(1− r0)te ≤ βδ and (π + 2ε1)e
−K sin βδ
βδ
r0te < π. (3.2.12)
We next determine explicit functional forms for te and ε1 satisfying relations




+ ε1 +K(1− r0)te = (1− δ)π = βδ and









Because 1 + x < ex, x > 0, once we find te and ε1 satisfying (3.2.13),
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Theorem 3.2.1. Suppose that the initial configuration and 0 < δ < 1
2
satisfy
r0 > 0, max
1≤i≤N










and let Θ = (θ1, · · · , θN) be a solution to (1.0.1) with initial data Θ0. Then,
there exists positive constants C and Λ such that
D(Θ(t)) ≤ Ce−Λt, as t→∞.
Proof. Let Θ be the solution to (1.0.1) with initial data satisfying conditions
(3.2.8). Then, it follows from Lemma 3.2.2 that there exists a finite time
te > 0 such that
D(Θ(te)) < π.
Thus, we can apply Theorem 2.4.2 with initial data Θ(te) after t > te to
derive the desired exponential frequency synchronization.
Remark 3.2.1. The complete phase synchronization estimates have been
extensively studied in literature [45, 59, 64, 66] of control theory based on
the gradient flow structure of the Kuramoto model and LaSalle’s invariance
principle, which establishes the complete phase synchronization for almost all
initial configuration. However, this analysis does not yield the information
on the basin of phase synchronization (see Theorem 5.1 in [25]). In contrast,
the result in Theorem 3.2.1 describes the proper subset of basin of phase
synchronization.
3.2.2 Nonidentical oscillators
In this part, we study complete frequency synchronization for nonidentical
oscillators by analyzing the dynamics of the order parameters r and φ intro-
duced in Section 3.1. We set
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Lemma 3.2.3. Suppose that the initial configuration Θ0 and coupling strength
K satisfy
(i) r∗ < r0 ≤ r∗, max
1≤i≤N




(ii) K > max
{
maxj |Ωj|








Then, there exists a finite time te ∈ (0,∞) such that
(θM − θm)(te) < π.
Proof. We set
T := {t ∈ [0,∞) : max
0≤τ≤t
max{(θM−φ)(τ), (φ−θm)(τ)} < π}, T ∗ := sup T .
Then, it follows from the initial condition:




and the continuities of θM − φ and φ− θm that there exists t′ > 0 such that
max
0≤τ≤t′
max{(θM − φ)(τ), (φ− θm)(τ)} < βδ, t′ ∈ T .
• Step A: By the assumption on the initial configuration Θ0, we have




On the other hand, we use
dθM
dt
= ΩM −Kr sin(θM − φ),
dθm
dt
= Ωm −Kr sin(θm − φ)
and Lemma 3.1.2 to obtain
d
dt
(θM − φ) ≤ ΩM −Kr sin(θM − φ) +K(1− r) +
maxj |Ωj|
r
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Because r∗ < r0 ≤ r∗, it follows from Lemma 3.1.1 that
r(t) ≥ r0, 0 ≤ t ≤ t′. (3.2.15)
Then, (3.2.14) and (3.2.15) imply that, for 0 < h < t′,
max
0≤t≤h
































h ≤ βδ < π, (3.2.17)
we can also use (3.1.23) to obtain
dD(Θ)
dt
= θ̇M − θ̇m
= ΩM − Ωm −Kr (sin(θM − φ)− sin(θm − φ))











































• Step B (Determination of te and ε2): It follows from (3.2.16), (3.2.17), and
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satisfies (3.2.19). Below, we will prove our claim.
Suppose that (te, ε2) is a solution of system (3.2.20). Then, we useD(Θ0) <


















































On the other hand, it follows from (3.2.18) with h = te, (3.2.21) and D(Θ0) <
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Before we state our second main result of this chapter, we recall several
parameters to be used in the statement of main result. Let α and δ be positive
constants in (0, 1
2
) satisfying the relation:
1− α(2 + sin2(1− δ)π) > 0.
For notational simplicity, we set
βδ := (1− δ)π, r∗ :=
maxj |Ωj|√
αK sin βδ
, r∗ := 1− α(2 + sin2 βδ).














We now state our second main result on the complete frequency synchro-
nization of nonidentical oscillators.
Theorem 3.2.2. Suppose that the initial configuration Θ0 and coupling strength
K satisfy
(i) r∗ < r0 ≤ r∗, max
1≤i≤N




(ii) K > max
{
maxj |Ωj|








Then, the exponential frequency synchronization holds.
Proof. It follows from Lemma 3.2.3 that there exists te ∈ (0,∞) such that
D(Θ(te)) < π.
We can apply Theorem 2.4.2 for the configuration at t = te as a new initial
configuration to derive the desired exponential frequency synchronization.
Remark 3.2.2. The conditions on initial configurations and coupling strength
in Theorem 3.2.2 are not necessary conditions as can be seen in [33] where
the relaxation toward the phase-locked state can be algebraic depending on the
relation between the coupling strength and natural frequency diameter. Thus,
our conditions on initial configurations and coupling strength are sufficient
conditions to get the fast (exponential) frequency synchronization.
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Kuramoto model on network
with frustration
In this chapter, we study the dynamics of the Kuramoto model with pairwise
interaction frustration on an all-to-all like network. Suppose that the inter-
action between the i-th and j-th oscillators are represented by the symmetric
capacity matrix Ψ = (ψij), where ψij ≥ 0, and let αij = αji be a positive
frustration. We study the dynamics of the Kuramoto model governed by the
following system:





ψji sin(θj − θi + αij), t > 0,





We assume the capacity matrix Ψ and the frustration matrix (αij) satisfy
the following structure assumptions:∣∣∣∣ψjiψi − 1N
∣∣∣∣ ≤ εψN , |αij − α| ≤ εα, α ∈ (0, π2 ), α + εα < π2 , (4.0.2)
where εψ and εα are small nonnegative constants to be determined later. This
chapter is base on the joint work in [37]
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4.1 Previous results with uniform frustration
The results from [34, 52] are recalled by introducing a reference angle D∞ ∈
(0, π
2
), its dual angle D∞∗ ∈ (π2 , π), and critical coupling strength Kef :
sinD∞ = sinD∞∗ =










+ sin |α| > sin |α|,
we have D∞ > |α|.
Theorem 4.1.1. [34]
Suppose that the parameters D(Ω), K, and α satisfy
D(Ω) > 0, K ≥ Kef , 0 < D(Θ0) < D∞2 − |α|.
Then, we have the following estimates:
1. (Existence of a trapping set):
sup
t≥0
D(Θ(t)) ≤ D∞2 − |α|.




D(Θ(t)) ≤ D(Ω) +K sin |α| −K sin(D(Θ) + |α|), a.e. t ∈ (0,∞).
3. (Finite-time transition toward the smaller set): for any 0 < ε  1,
there exists a t0 = t0(ε) > 0 such that
D(Θ(t)) ≤ D∞1 − |α|+ ε, t ≥ t0.
4. (Exponential complete synchronization): for any 0 < ε 1 with D∞1 +
ε < π
2
, there exists a t0 > 0 such that
D(Θ̇(t0))e
−K(t−t0) ≤ D(Θ̇(t)) ≤ D(Θ̇(t0))e−K cos(D
∞
1 +ε)(t−t0), t ≥ t0.
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Theorem 4.1.2. [52] Suppose that the natural frequencies and coupling strength
satisfy
D(Ω) > 0, K ≥ Kef ,
and let Θ = (θ1, . . . , θN) and Θ̃ = (θ̃1, . . . , θ̃N) be two global solutions with
the initial configurations Θ0 and Θ̃0 satisfying the conditions:
0 < D(Θ0), D(Θ̃0) < D∞2 − |α|.
Then, the following estimates hold.
1. Asymptotic `∞-contraction holds in the sense that there exists a t0 > 0
such that
‖Θ(t+ s)− Θ̃(t+ s)‖∞ ≤ ‖Θ(t)− Θ̃(t)‖∞, ∀ t, s ≥ t0.
2. The resulting phase-locked states are unique:
lim
t→∞
(θi(t)− θj(t)) = lim
t→∞
(θ̃i(t)− θ̃j(t)).
3. If Ωi < Ωj, then there exists t
∗
ij ≥ 0 such that
θi(t) < θj(t) for all t ≥ t∗ij.
Before we close this section, we show that the system (4.0.1) cannot be
written as a gradient flow for some suitable C2-potential. Note that system
(4.0.1) can be rewritten as






sin(θj − θi) cosα + cos(θj − θi) sinα
]
. (4.1.3)
Suppose that the system (4.1.3) can be rewritten as a gradient flow for some
C2-potential, i.e., there exists a C2-function V : RN → R such that Θ̇ =
−∇ΘV (Θ), i.e.,
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Because the potential V is C2, we have
∂θj∂θiV (Θ) = ∂θi∂θjV (Θ), 1 ≤ i 6= j ≤ N.
or equivalently,
cos(θj − θi) cosα− sin(θj − θi) sinα
= cos(θi − θj) cosα− sin(θi − θj) sinα
= cos(θj − θi) cosα + sin(θj − θi) sinα.
This yields
2 sinα = 0, i.e., α = 0,
which gives a contradiction. Therefore, we cannot apply the strong machinery
of gradient flow to the system (4.0.1) to derive the complete synchronization
for the generic initial data as was done in [38].
4.2 Dynamics of local order parameters
In this section, we study the dynamic behavior of the local order parameters,
which will be crucial in our later analysis in Section 4.3 and 4.4.
4.2.1 Local order parameters
In this subsection, we study the local order parameters related to the sys-
tem (4.0.1). For a given phase configuration Θ = (θ1, · · · , θN), we define









For the all-to-all coupling case where ψji = 1, the local order parameter






eiθj , ri = r, φi = φ, 1 ≤ i ≤ N.
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Note that ri satisfies
























sin(θj − φi). (4.2.2)
Uniform frustration
For the uniform frustration αji = α, the system (4.0.1) becomes





ψji sin(θj − θi + α). (4.2.3)









If we compare the imaginary part of both sides, we have





ψji sin(θj − θi + α).
Thus, the system (4.2.3) can be rewritten into another form:
θ̇i = Ωi +Kri sin(φi − θi + α). (4.2.4)
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By multiplying with e−iφi on both sides, we get


















cos(θj − φi)θ̇j. (4.2.5)
Non-uniform frustration
We now return to the Kuramoto model (4.0.1) and simplify it in terms of ri
and φi:





ψji sin(θj − θi + αji)
= Ωi +Kri sin(φi − θi + α) + Ei,
(4.2.6)







ψji(sin(θj − θi + αji)− sin(θj − θi + α)). (4.2.7)





≤ 1 + εψ
N
and
| sin(θj − θi + αji)− sin(θj − θi + α)| ≤ |αji − α| ≤ εα.
(4.2.8)











εα = K(1 + εψ)εα. (4.2.9)
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4.2.2 Estimates of local order parameters
In this subsection, we study the dynamic variations of the local order param-
eters introduced in previous subsection.
Lemma 4.2.1. Suppose that the network structure Ψ = (ψji) is a small







and for a given T ∈ (0,∞], let Θ = (θ1, · · · , θN) be a solution to (4.0.1) such










|ri − rj| ≤ λ∞εψ, max
1≤i,j≤N
|φi − φj| ≤ λ∞εψ.























































− 1 ≤ 1 + εψ
1− εψ





− 1 ≥ 1− εψ
1 + εψ
− 1 = − 2εψ
1 + εψ
.
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• (Estimate of φi-variations): By direct calculation, we have





















On the other hand, by the law of cosines, we have
|rieiφi − rjeiφj |2 = r2i + r2j − 2rirj cos(φi − φj).
This yields
cos(φi − φj) =
r2i + r
2
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This yields

























4.3 Complete synchronization with non-uniform
frustration
In this section, we present the existence of complete synchronization for the
systems (4.0.1) and (4.0.2).
In this subsection, we study the existence of a positively invariant set A
and show that it attracts nearby points, i.e., we prove the existence of an
attractor.
For a given phase configuration Θ = (θ1, · · · , θN) ∈ [0, π)N , we set
θM := max
1≤i≤N
θi and θm := min
1≤i≤N
θi.
The phase diameter D(Θ) and the diameter of the natural frequency D(Ω)
are defined by
D(Θ) := θM − θm and D(Ω) := max
1≤i,j≤N
|Ωi − Ωj|.
Lemma 4.3.1. For a configuration Θ = (θ1, · · · , θN) ∈ [0, π)N , there exists
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Proof. Note that elementary properties of trigonometric functions yield
sin(θj − θM + αMj)− sin(θj − θm + αmj)
=
(













cos(θj − θM)− cos(θj − θm)
)
sin(α + εα) +Rj
=: J11 + J12 +Rj,
(4.3.1)
where the remainder term Rj is given by
Rj = sin(θj − θM)
(
cosαMj − cos(α + εα)
)
+ cos(θj − θM)
(
sinαMj − sin(α + εα)
)
− sin(θj − θm)
(
cosαmj − cos(α + εα)
)
− cos(θj − θm)
(




• Case A (Estimate of Rj): By the defining condition (4.3.2) of Rj and the
mean-value theorem, we have
|Rj| ≤ | cosαMj − cos(α + εα)|+ | sinαMj − sin(α + εα)|
+ | cosαmj − cos(α + εα)|+ | sinαmj − sin(α + εα)|
≤ |αMj − (α + εα)|+ |αMj − (α + εα)|
+ |αmj − (α + εα)|+ |αmj − (α + εα)|
≤ 8εα.
(4.3.3)
• Case B (Estimate of J11): We use
sin(θj − θM) ≤
sinD(Θ)
D(Θ)









(θj − θM)− (θj − θm)
]
cos(α + εα)
= − sinD(Θ) cos(α + εα).
(4.3.4)
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• Case C (Estimate of J12): We use
cos(θj − θM) ≤ 1, cos(θj − θm) ≥ cosD(Θ)
to find
J12 ≤ (1− cosD(Θ)) sin(α + εα). (4.3.5)
In (4.3.1), we combine (4.3.3), (4.3.4), and (4.3.5) to obtain the desired result.
Assume that α < π
2
, εα, and εψ are sufficiently small such that
∆(εα, εψ, α) := 8εα + 2εψ + sin(α + εα) < 1. (4.3.6)








= 1−∆(εα, εψ, α).
Then, for D(Ω) and K satisfying
D(Ω) > 0, K > Kef , (4.3.7)




+ ∆(εα, εψ, α), x ∈ (0, π). (4.3.8)
Note that the condition (4.3.7) guarantees that the R.H.S. of (4.3.8) is strictly
smaller than 1 so that equation (4.3.8) has two distinct real roots:
0 < D∞1 <
π
2
< D∞2 < π.





We are now ready to define a set A:
A :=
{
Θ ∈ [0, 2π)N : D(Θ) < D∞2 − (α + εα)
}
.
In the following lemma, we show that the set A is a positively invariant for
the Kuramoto flow (4.0.1) under the condition (4.3.7).
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Lemma 4.3.2. (Positive invariance of the set A) Suppose that the following
conditions hold.
1. The network structure Ψ = (ψji) and the frustration matrix (αij) are












and εψ, εα are sufficiently small to satisfy
∆(εα, εψ, α) < 1.
2. The natural frequencies and coupling strength satisfy
D(Ω) > 0, K > Kef .
Then, the set A is positively invariant under the Kuramoto flow (4.0.1):
Θ0 ∈ A =⇒ Θ(t) ∈ A, t ≥ 0.
Proof. For the proof, we first show that the set A is invariant for a small
time, and then we argue that the positive invariance of the set A can be
continued to any length of time.
• Step A (the setA is invariant under the flow (4.0.1) in a small time interval):
We define a set T and its supremum T∗ ∈ [0,∞] :
T := {T ≥ 0 | D(Θ(t)) < D∞2 − (α + εα), ∀t ∈ [0, T )}, T ∗ := sup T .
Because D(Θ0) < D
∞
2 − (α+ εα) and D(Θ(t)) is a continuous function in t,
there exists a T > 0 such that
D(Θ(t)) < D∞2 − (α + εα), ∀t ∈ [0, T ).
Hence, the set T is not empty.
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Suppose that it is not; i.e., that T ∗ <∞. Then, we have
D(Θ(T ∗)) = lim
t→T ∗
D(Θ(t)) = D∞2 − (α + εα). (4.3.9)










sin(θj − θM + αjM)−
ψjm
ψm
sin(θj − θm + αjM)
)



















sin(θj − θm + αjm)
]




(sin(θj − θM + αjM)− sin(θj − θm + αjm)) + 2Kεψ
≤ D(Ω) +K
[
sin(α + εα)− sin
(
D(Θ(t)) + (α + εα)
)]
+ (8εα + 2εψ)K.
(4.3.10)
Because D(Θ(t)) + α + εα < D
∞
2 < π for t ∈ [0, T ∗), we have
sin
(






(D(Θ(t)) + α + εα). (4.3.11)
Then, we use (4.3.10) and (4.3.11) to obtain
d
dt
D(Θ(t)) ≤ D(Ω) +K∆(εα, εψ, α)−
K sinD∞2
D∞2
(D(Θ(t)) + α + εα)
= K sinD∞2 −
K sinD∞2
D∞2
(D(Θ(t)) + α + εα),
(4.3.12)
where we used the relation (4.3.8):














(D(Θ(t)) + α + εα) ≤ K sinD∞2 −
K sinD∞2
D∞2
(D(Θ(t)) + α + εα).
Then, Gronwall’s lemma yields
D(Θ(t)) ≤ D∞2 − α− εα +
(








, t ∈ [0, T ∗).
By letting t→ T ∗ and using the assumption D(Θ0) +α+ εα < D∞2 , we have
D(Θ(T ∗)) < D(Θ0), i.e., D(Θ(T
∗))− (α + εα) < D∞2 − (α + εα),
which contradicts (4.3.9). Hence we have that
T ∗ =∞, and Θ(t) ∈ A, t ≥ 0.
Proposition 4.3.1. (Entrance to a trapping regime) Suppose that the fol-
lowing conditions hold.
1. The network structure Ψ = (ψji) and frustration matrix (αij) are small












and εψ, εα are sufficiently small to satisfy
∆(εα, εψ, α) < 1.
2. The natural frequencies, coupling strength, and initial configuration sat-
isfy
D(Ω) > 0, K > Kef , 0 < D(Θ0) < D
∞
2 − (α + εα).
Let Θ = (θ1, · · · , θN) be a solution to system (4.0.1). Then, for any positive
constant δ0 such that D
∞
1 + δ0 <
π
2
, there exists a t0 = t0(δ0) > 0 such that
D(Θ(t)) ≤ D∞1 − α− εα + δ0, for t ≥ t0.
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Proof. Consider the ordinary differential equation:
ẏ +K sin y = D(Ω) +K∆(εα, εψ, α). (4.3.13)
Our assumption about K implies that y∗ = D
∞
1 is an equilibrium solution




< 0 for y > y∗
> 0 for y < y∗.
(4.3.14)
Moreover, for any initial value y(0) with 0 < y(0) < D∞2 , the trajectory y(t)
monotonically approaches y∗. Therefore, for any δ0 > 0 satisfying D
∞
1 + δ0 <
π
2
, there exists a time t0 such that
|y(t)− y∗| < δ0, ∀t ≥ t0.
We combine this analysis of (4.3.13) and the comparison with (4.3.9) to find
D(Θ(t)) + α + εα < D
∞
1 + δ0, ∀t ≥ t0.
That is,
D(Θ(t)) < D∞1 − α− εα + δ0, ∀t ≥ t0.
We are now ready to prove the complete synchronization for an initial




|ωi − ωj|, where ωi := θ̇i.
Theorem 4.3.1. Suppose that the following conditions hold.
1. The network structure Ψ = (ψji) and frustration matrix (αij) are small












and εψ, εα are sufficiently small to satisfy
∆(εα, εψ, α) < 1.
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2. The natural frequencies, coupling strength, and initial configuration sat-
isfy
D(Ω) > 0, K > Kef , 0 < D(Θ0) < D
∞
2 − (α + εα).
Let Θ = (θ1, · · · , θN) be a solution to the system (4.0.1). Then, for any
positive constant δ0 such that D
∞
1 + δ0 <
π
2
, there exists a t0 > 0 such that
D(ω(t0))e
−K(1+2εψ)(t−t0) ≤ D(ω(t)) ≤ D(ω(t0))e−K(cos(D
∞
1 +δ0)−2εψ)(t−t0)
for t ≥ t0.
Proof. It follows from Proposition 4.3.1 that there exists a t0 > 0 such that
D(Θ(t)) ≤ D∞1 − α− εα + δ0 ≤ D∞1 + δ0, ∀t ≥ t0.




















cos(θj − θi + αji)(ωj − ωi).
(4.3.15)
For a given t ≥ 0, we set the indices it and jt such that
D(ω(t)) = max
1≤k,l≤N
|ωk − ωl| =: ωjt − ωit .












[cos(θk − θjt + αkjt)(ωk − ωjt)− cos(θk − θit + αkit)(ωk − ωit)]
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cos(θk − θit + αkit)(ωk − ωit)
=: J21 + J22 + J23. (4.3.16)
Next, we estimate the terms J2i, i = 1, · · · , 3 separately.
• Case A (Estimate of J21): In this case, we use the result of Proposition
4.3.1:
|θk − θi + αki| ≤ D(Θ(t)) + α + εα ≤ D∞1 + δ0, t ≥ t0(δ0)













[(ωk − ωjt)− (ωk − ωit)]
= −K cos(D∞1 + δ0)D(ω), t ≥ t0(δ).
(4.3.17)
• Case B (Estimate of J22 and J23): We use
∣∣∣ψkjtψjt − 1N ∣∣∣ , ∣∣∣ψkitψit − 1N ∣∣∣ ≤ εψN to
obtain
|J2i| ≤ KεψD(ω), i = 2, 3. (4.3.18)
Finally, we combine (4.3.19) and (4.3.18) to obtain
d
dt




1 +δ0)−2εψ)(t−t0), t ≥ t0.
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D(ω(t)) ≥ −K(1 + 2εψ)D(ω(t)). (4.3.19)
This gives us
D(ω(t)) ≥ D(ω(t0))e−K(1+2εψ)(t−t0), t ≥ t0.
In the following sections, we are going to extend the above result to
a larger class of initial configurations, i.e., we will address an exponential
complete phase synchronization of Kuramoto oscillators for some class of
initial configurations, including the half circle.
4.4 Complete synchronization under reduced
constraints
In this section, we study the synchronous dynamics of the Kuramoto oscil-
lators for a larger class of initial configurations than in the previous section
(the all-to-all network and uniform frustration), i.e.,
ψij = 1, αij = α, 1 ≤ i, j ≤ N.
For a positive constant δ < 1
2
, we set
βδ := (1− δ)π.
Throughout this section, we will assume that α is small enough to satisfy











(βδ − π2 )π
]
},




. Such a condition for α will appear in the
Appendix. In this simplified setting, the system (4.0.1) becomes





sin(θj − θi + α), t > 0, 1 ≤ i ≤ N
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4.4.1 Estimate of the order parameters
In this subsection, we present some estimates on the local order parameters
introduced in Section 4.2. For a given configuration Θ = (θ1, · · · , θN) with
average phase φ, we define the index sets I± as follows.
I+ :=
{









≤ |θj − φ| ≤ βδ
}
. (4.4.1)
Lemma 4.4.1. Let Θ = (θ1, · · · , θN) be a configuration satisfying (4.0.1)
and the relation:






sin2(θj − φ) ≥ R sin2 βδ, R :=
1− r
sin2 βδ − 2 cos βδ
.



















cos(θj − φ) ≤ Nr −
∑
j∈I−
cos βδ = Nr − |I−| cos βδ.
(4.4.2)
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We use (4.4.2) to obtain
N∑
j=1
cos2(θj − φ) =
∑
j∈I+



















≥ N −Nr + |I−|(cos βδ − cos2 βδ)
≥ N(1− r) + 2|I−| cos βδ.
(4.4.3)





sin2(θj − φ) ≥
N(1− r) + 2|I−| cos βδ
N
. (4.4.4)
Let R be a number in (0, 1) to be determined later. Then, there are two cases
categorized in terms of the ratio of |I−| to N .










sin2(θj − φ) ≥ R sin2 βδ. (4.4.5)





sin2(θj − φ) ≥
N(1− r) + 2|I−| cos βδ
N
≥ 1− r + 2R cos βδ. (4.4.6)
Now, we choose R to satisfy
R sin2 βδ = 1− r + 2R cos βδ =⇒ R =
1− r
sin2 βδ − 2 cos βδ
.
Then, it follows from (4.4.5) and (4.4.6) that we obtain the desired estimate.
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Lemma 4.4.2. Let φ be the overall phase of the configuration Θ = Θ(t)










|Ωj|, t > 0.




















cos(θj − φ) sin(θj − φ− α)
=: J31 + J32.
(4.4.7)
Below, we estimate the terms J31 and J32 separately.












• (Estimate of J32 ): Below, we provide the upper and lower bounds for J32
to derive the desired estimate for |J32|.






















sin(θj − φ− α) +K




sin(θj − φ− α) +K
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(cos(θj − φ)− 1)(sin(θj − φ− α) + 1)︸ ︷︷ ︸
≤0











[sin(θj − φ) cosα− cos(θj − φ) sinα]−K
= −K
[










Finally, in (4.4.7), we combine (4.4.8) and (4.4.11) to obtain the desired
estimate.
4.4.2 Evolution of the phase-diameter
In this subsection, we study the evolution of the phase-diameter D(Θ) under
the a priori condition of fluctuations.
Lemma 4.4.3. For a positive constant T ∈ (0,∞], let Θ = (θ1, · · · , θN) be
a solution to (4.2.6) satisfying the a priori condition:
βT := max
0≤τ≤T
max{θM(τ)− φ(τ), φ(τ)− θm(τ)} < π. (4.4.12)
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Then, the phase-diameter D(Θ) satisfies the following lower and upper bounds:
For t ∈ (0, T ), we have








































Proof. (i) (Lower bound estimate): We use system (4.2.6) and (4.2.9) to
derive
Ḋ(Θ) = θ̇M − θ̇m
= ΩM − Ωm −Kr sin(θM − φ− α) +Kr sin(θm − φ− α)
≥ −D(Ω)−Kr
(
sin(θM − φ− α)− sin(θm − φ− α)
)
= −D(Ω)−Kr[(sin(θM − φ)− sin(θm − φ)) cosα
− (cos(θM − φ)− cos(θm − φ)) sinα]
≥ −D(Ω)−Kr[(θM − θm) cosα + (θM − θm) sinα]
= −D(Ω)−Kr(cosα + sinα)D(Θ).
(4.4.13)
Then, Gronwall’s lemma for (4.4.13) yields the desired lower bound esti-
mate for D(Θ).
(ii) (Upper bound estimate): Note that under the a priori condition (4.4.12),
i.e.,
−βT ≤ θm − φ ≤ 0 ≤ θM − φ ≤ βT , for some 0 < βT < π,
we have
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Then, we use (4.4.14) to obtain








cos(θM − φ)− cos(θm − φ)
)]
≤ D(Ω)−Kr cosαsin βT
βT





We use (4.4.15) and Gronwall’s lemma to obtain the desired estimate.
In the following section, we extend the synchronization estimate to initial
configurations whose diameter is larger than π.
4.4.3 Dynamics of the order parameters
In this subsection, we study the dynamics of the order parameters r and φ




























e−KAr0te < D∞2 − α.
Proof. We use the defining condition (4.4.16) and the inequality ex − 1 > x
for x > 0 to obtain


























+ (D∞2 − α)eKAr0te ,
i.e., we have






< (D∞2 − α)eKAr0te
or equivalently[






e−KAr0te < D∞2 − α.
For δ < 1
2














, r∗ := 1− R̄(sin2 βδ − 2 cos βδ).
(4.4.17)
We define K2 as
K2 :=
max1≤j≤N |Ωj|[√
R̄ sin βδ(1− R̄(sin2 βδ − 2 cos βδ))− α
]
so that r∗ < r
∗ is guaranteed for K > K2.
Lemma 4.4.5. Suppose that the initial configuration and parameters δ, α, η,
and K satisfy
max{θM(0)− φ(0), φ(0)− θm(0)} ≤ βδ, K > K2.
Then the following assertions hold.
1. If r∗ ≤ r0 ≤ r∗, then the order parameter r is in a non-decreasing mode
at t = 0 :
ṙ(0) ≥ 0.
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2. If r∗ ≤ r0 and as long as
max
0≤s≤t




r(s) ≥ min{r0, r∗}.
Proof. It suffices to show that, as long as r∗ ≤ r0 ≤ r∗, r is in a non-decreasing
mode at t = 0,
ṙ(0) ≥ 0. (4.4.18)
It follows from (4.2.5) and (4.2.6) that we obtain














sin(θj − φ) sin(θj − φ− α)
=: J41 + J42.
(4.4.19)











































• Case B (Estimate of J42): We expand the term sin(θj − φ − α) and use






sin(θj − φ) sin(θj − φ− α)
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cos(θj0 − φ0) +
∑
j∈I−











cos(θj0 − φ0) ≤ Nr∗ − |I−| cos βδ,
(4.4.24)
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where φ0 = φ(0) and I± are index sets defined in (4.4.1). On the other hand,
we also use (4.4.24) to obtain
N∑
j=1
cos2(θj0 − φ0) =
∑
j∈I+











≤ Nr∗ − |I−| cos βδ + |I−| cos2 βδ.
We use the inequality cos βδ − cos2 βδ ≥ 2 cos βδ to derive
N∑
j=1




≥ N −Nr∗ + |I−|(cos βδ − cos2 βδ)























. Below, we consider two cases:
Either |I−| > R̄N, or |I−| ≤ R̄N.




























R̄ sin βδ − r0α
≥ r∗
√




In (4.4.26), the last equality is due to the defining relation of r∗ in (4.4.17).



















1− r∗ + 2R̄ cos βδ
) 1
2 − r0α (4.4.27)
= r0
√
R̄ sin βδ − r0α
≥ r∗
√





Then, it follows from (4.4.26) and (4.4.27) that we have the desired estimate
(4.4.23).
4.4.4 Emergence of complete synchronization
In this subsection, we finally provide the proof of complete synchronization
for a large class of initial conditions using the key estimates obtained in the
previous subsection.
Lemma 4.4.6. Suppose that the natural frequency and initial configuration
satisfy
D(Ω) > 0, r∗ ≤ r0 ≤ r∗, max
1≤i≤N




where εθ will be determined later. Then, there exists a large positive coupling
K∞ such that for any solution Θ = (θ1, · · · , θN) of (4.0.1) with K ≥ K∞,





CHAPTER 4. KURAMOTO MODEL ON NETWORK WITH
FRUSTRATION
Proof. We define a set T and its supremum T ∗:
T := {t ∈ [0,∞) : max
0≤τ≤t
max{(θM−φ)(τ), (φ−θm)(τ)} < π}, T ∗ := sup T .
• Step A (The set T is nonempty): It follows from the initial condition that
we have




Then, by the continuity of θM −φ and φ− θm, there exists a t′ > 0 such that
max
0≤τ≤t′
max{(θM − φ)(τ), (φ− θm)(τ)} ≤ βδ, t′ ∈ T .
• Step B (Controlling the phase-variations θM − φ and φ − θm): Note that
(4.0.1) and Lemma 4.4.2 imply that
dθM
dt
= ΩM −Kr sin(θM − φ− α),
dθm
dt












Then, equations (4.4.28) imply that
d
dt
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Because r∗ ≤ r0 ≤ r∗, it follows from Lemma 4.4.5 (ii) that
r(t) ≥ r0, 0 ≤ t ≤ t′. (4.4.30)
Then, (4.4.29) and (4.4.30) imply that for 0 < h < t′,
max
0≤t≤h
































h ≤ βδ < π, (4.4.32)
we can use (4.4.15) to obtain
dD(Θ)
dt
= θ̇M − θ̇m




























• Step C (Determination of te and εθ): It follows from (4.4.31), (4.4.32), and
























e−KAr0te < D∞2 − α,
(4.4.34)
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then we are done. For simplicity of presentation, we set


















For the existence of (εθ, te) satisfying the system of inequalities (4.4.34), we
consider a system of equalities for (εθ, te):
εθ + C1te = βδ −
π
2
, 2εθ − C2te = D∞2 − α− π.
By direct calculation, we have
te =















Then, it follows from Appendix A that there exists a positive coupling
strength K1 such that if K > K1, we have
te > 0 and εθ > 0.
Next, we show that (εθ, te) given by the relation (4.4.35) satisfies (4.4.34)):
For this, we apply Lemma 5.4 to obtain[






e−KAr0te < D∞2 − α. (4.4.36)
On the other hand, it follows from (4.4.33) with h = te, (4.4.36) and D(Θ0) <



















≤ D∞2 − α.
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• Step C (Determination of K∞): Because we use Lemma 5.2 to determine










+ sinα = sinD∞2 = sin(π −D∞2 ) < π −D∞2
< π − α− D(Ω)
KAr0







π − α− sinα
=: K3.
By combining with (4.3.7), we now define
K∞ := max {K1, K2, K3} .




Therefore, we restart our Kuramoto flow (4.0.1) with the new initial data
Θ(te) in the time-interval [te,∞) and apply
We now state our second main result.
Theorem 4.4.1. Suppose that the initial configuration Θ0 and coupling strength
K satisfy
(i) r∗ ≤ r0 ≤ r∗, max
1≤i≤N




(ii) K > max{K1, K2, K3, Kef}.





|θ̇i(t)− θ̇j(t)| = 0.
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Proof. It follows from Proposition 4.3.1 that there exists a te ∈ (0,∞) such
that
D(Θ(te)) < π.
We can apply Theorem 2.4.2 for the configuration at t = te as a new initial





The classical Kuramoto model (1.0.1) is consist of two terms; natural fre-
quency and interactions between coupled oscillators. Since the intrinsic dy-
namics for the Kuramoto oscillator is governed by a constant natural fre-
quency, the uncoupled Kuramoto oscillator has simple linear dynamics on the
unit circle. When external fields affect to the dynamics, the intrinsic dynam-
ics becomes rather complicated. For example, the daily life cycle and sleeping
rhythm can be perturbed by the daylight. In this chapter, we consider the
Kuramoto coupled system with complicated and heterogeneous intrinsic dy-
namics on the symmetric and connected network. Since the R.H.S. of (1.0.1)
is 2π-periodic, (1.0.1) is a dynamical system on N -tori SN . However, we can
lift the dynamical system as a dynamical system on the Euclidean space RN .
Thus, the phase θi is assumed to take a value in R instead of taking mod 2π.
In the absence of interaction between nodes, we assume the dynamics of θi
follows
θ̇i(t) = Fi(θi, t), (5.0.1)
where the external forcing Fi : R × R+ → R is given by a C1-function. Let
Ψ = (ψij) be the capacity matrix for the network, which satifies symmetry
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and connectedness:
(i) ψij = ψji ≥ 0, 1 ≤ i, j ≤ N,
(ii) For any (i, j) ∈ V × V , there is a shortest path from i to j, say
i = k0 → k1 → · · · → kdij = j, (kl, kl+1) ∈ E, l = 0, 1, . . . , dij − 1.
(5.0.2)
We assume that the dynamics of θi is given by the following Kuramoto cou-
pled system:
θ̇i = Fi(θi, t) +K
N∑
j=1
ψij sin(θj − θi), t > 0,
θi(0) = θi0.
(5.0.3)
With constant forcings and uniform all-to-all network structure, the sysetm
(5.0.3) reduces to the classical Kuramoto model (1.0.1). This chapter is based
the joint work in [41].
5.1 Practical synchronization and basic esti-
mates
In this section, we study the concept of practical synchronization, and provide
several basic estimates to be used in later sections. We first set the phase-




















We define the concept of complete synchronization and practical synchro-
nization for Kuramoto oscillators as follows.
Definition 5.1.1. Let Θ = (θ1, . . . , θN) be a dynamical solution to system
(5.0.3)-(5.0.2).
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1. The dynamical solution Θ = Θ(t) shows asymptotic complete synchro-
nization if and only if the following condition holds:
lim
t→∞
(D(Θ(t)) +D(Θ̇(t))) = 0.
2. The dynamical solution Θ = Θ(t) shows asymptotic practical synchro-






Remark 5.1.1. 1. In previous literature, the practical synchronization ap-
peared in chaotic systems [11, 23, 29, 51, 53, 54] and in the first-order linear
consensus model [47]. In Definition 5.1.1, we closely follows the stronger
notion of practical synchronization from [47] saying that θ-differences can be
made arbitrary small by suitable controls. Note that in our system (5.0.3), the
magnitude of control terms which are the sinusoidal couplings is dominated
by the coupling strength K. In [11, 23, 29, 51, 53, 54, 67], the weaker con-
cepts of practical synchronization comparing the Definition 5.1.1 were used to
denote the uniform boundedness of phase differences in time but no restric-
tion on the bound of the phase differences according to the coupling K. The
numerical experiment of [67] shows that large coupling strength is necessary
to obtain sufficiently small bound of phase diameter.
2. For the study of synchronization phenomena of Kuramoto oscillators
with intrinsic dynamics, complete synchronization cannot occur in general.
To see this we consider the following two-oscillator system:
dθ1
dt










Numerical simulation result in Figure 5.1 clearly shows that the differences
θ1 − θ2 and θ̇1 − θ̇2 do not converges to zero so we cannot obtain complete
synchronization in phase and frequency [19, 25, 31]. However, we can observe
that the differences become smaller as coupling strength K is increased, in
other words, this system is practically synchronized in the sense of Definition
5.1.1
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(a) |θ1 − θ2|


















(b) |θ̇1 − θ̇2|
Figure 5.1: Difference in state and rate of change for K = 5, 10, 50
Lemma 5.1.1. [32] Suppose that the network (V (G), E(G)) is connected and









|θi − θj|2 ≤ 4N2E(Θ), t ≥ 0,





Here, Ec denotes the complement of the edge set E in V ×V and |Ec| denotes
its cardinality.
Lemma 5.1.2. Suppose that the phase configuration Θ = (θ1, · · · , θN) ∈ RN
satisfies
D(Θ(t)) ≤ D0 < π.
Then, we have∑
(i,j)∈E
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In particular, if we have the additional zero sum condition
N∑
i=1
θi = 0, then
∑
(i,j)∈E




where the constant C∞ is defined by relation (5.1.4).
C∞ := L∗ψm sinD0, ψm := min
1≤i,j≤N
ψij. (5.1.4)
Proof. We use the following elementary inequality
x sinx ≥ sinD0
D0


















































Here, the third inequality uses Lemma 5.1.1.
Lemma 5.1.3. For T ∈ (0,∞], let Θ = Θ(t) be the solution to system (5.0.3)
satisfying the a priori condition on the time-interval [0, T ):
sup
t∈[0,T )
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V(Θ), t ∈ [0, T ),
























ψji sin(θ̂j − θ̂i).
(5.1.5)
We multiply the second equation of (5.1.5) by 2θ̂i, sum with respect to i, and































ψji(θ̂j − θ̂i) sin(θ̂j − θ̂i)
=: I11 + I12.
(5.1.6)
Here, we used the symmetry of the network, ψij = ψji, and the trick i ↔ j.
We now consider the two terms separately.
• (Estimate of I11): There exists θ∗ij on the segment between θi and θj such
that
Fi(θi, t)− Fj(θj, t) = Fi(θi, t)− Fj(θi, t) + Fj(θi, t)− Fj(θj, t)
= Fi(θi, t)− Fj(θi, t) +
∂Fj
∂θ
(θ∗ij, t)(θ̂i − θ̂j),
(5.1.7)
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where we used (5.1.7) and
N∑
i,j=1
|θ̂i − θ̂j|2 = 2N2V(Θ),
N∑
i,j=1













We combine (5.1.7)-(5.1.8) together with (5.1.6) to obtain the desired esti-
mate.





Lemma 5.1.4. For T ∈ (0,∞], let Ξ = (ξ1, · · · , ξN) and Θ = (θ1, · · · , θN) be
the corresponding solutions to decoupled system (5.0.1) and coupled system
(5.0.3) with the same initial data Θ0 and satisfying the following a priori
conditions:
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1. The total energy for the decoupled system is bounded:
sup
0≤t<T
E(Ξ) = E∞(Ξ, T ) <∞. (5.1.9)
2. The phase-diameter is confined to the half-circle region: there exists




Then, the coupled solution Θ = Θ(t) is bounded in the interval [0, T ), i.e.,





|θi(t)| ≤ θ∞(N, T ).
Proof. We will show that the energy of the coupled system is smaller than
that of the decoupled system. Then, by the framework of (5.1.9), the energy
for the decoupled system is bounded, and we can derive the desired result.
For the boundedness of E(Θ), we multiply (5.0.3) by 2θi and sum with respect








θiFi(θi, t) + 2K
∑
i,j












where we used Lemma 5.1.2 to find
N∑
i,j=1
ψji(θj − θi) sin(θj − θi) ≥ 0.
We now consider the solution to the decoupled system Ξ = Ξ(t) with the
same initial data:
ξ̇i = Fi(ξi, t), t > 0, ξi(0) = θi0.
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ξ2i (t) = E(Ξ), t ∈ [0, T ).







NE∞(Ξ, T ) <∞.
5.2 Practical synchronization with heteroge-
neous forcing
In this section, we present several sufficient conditions for practical synchro-
nization in terms of initial configurations, parameters and forcing terms. we
consider heterogeneous forcing terms:
There exists a pair i 6= j such that Fi 6= Fj.
We adopt the following framework A on the family F = {F1, · · · , FN} of
forcing and network structure Ψ and the coupling strength K.
(A1) D(F) := max
i,j














(A3) The initial configuration satisfies the following boundedness condition:
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‖Fi − Fj‖L∞(R×R+) <∞, ∆F <∞. (5.2.10)
Note that the following forcings satisfy the boundedness condition (5.2.10):
Fi(θi, t) = Ωi, Fi(θi, t) = Ai sin(σt− θi).
Lemma 5.2.1. Suppose that the framework A holds. Then, the phase-diameter





T := {T : D(Θ(t)) < D0, ∀t ∈ [0, T )} and T∗ := sup T ,
and claim that
T∗ =∞.
Proof of claim. We split the proof into two parts. In Step A, we show that the
set T is nonempty, and in Step B, we show that T∗ =∞ using the differential
inequality obtained in Lemma 5.1.3.
• (Step A). By the continuity of D(Θ(t)), there exists a δ > 0 such that
D(Θ(t)) < D0, t ∈ [0, δ), i, j = 1, 2, . . . , N.
Therefore, δ ∈ T and T 6= ∅.
• (Step B). Suppose not, i.e., T∗ <∞. Then, we should have
D(Θ(t)) < D0, t ∈ [0, T∗), lim
t→T∗−
D(Θ(t)) = D0. (5.2.11)
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V(Θ) on [0, T ). (5.2.12)
Note that the condition on K guarantees that the coefficient of the second
term on the r.h.s. of (5.2.12) is positive.
Y :=
√
V(Θ), t ≥ 0.










Y, t ∈ [0, T∗].
By Gronwall’s lemma, we then have





































On the other hand, note that the condition on K and the initial configuration



































, t ∈ [0, T∗).
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This again yields for t ∈ [0, T∗)











which contradicts (5.2.11). Therefore T∗ = ∞ and we obtain the desired
uniform bound for D(Θ(t)).
We are now ready to provide our second main theorem by combining the
results of Lemmas 5.1.3 and 5.2.1.
The proof of Theorem 5.2.1. We repeat the argument presented in Lemma
























































which leads to the desired result.
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Remark 5.2.1. 1. Complete synchronization estimates for the Kuramoto
model have been investigated in [16, 18, 25, 39, 45, 55].




D(F) = D(Ω), ∆F = 0, C∞ = sinD0
N
.
Thus, the conditions on Ωi, K and the initial configuration θ0 in Lemma 5.2.1
reduce to








which are weaker than in [16].
3. Note that for the linear stable dynamics
Fi(θi, t) = aiθi, ai ≤ 0, (5.2.16)
we have
D(F) =∞, ∆F = max
i
ai <∞.
Thus, Theorem 5.2.1 cannot be applied to this simple case where the decoupled
system has bounded solutions only. However, if we check the proof of Lemma
5.2.1 more carefully, what we need is boundedness over the bounded phase
space, not over the whole space R for θi, i.e., once the coupled system (5.0.3)
has only bounded solutions that are confined to the compact state space N ,
then we can replace D(F) = max
i,j
‖Fi − Fj‖L∞(R×R+) with a more relaxed
diameter D̄(F) := max
i,j
‖Fi − Fj‖L∞(N×R+). With this relaxed definition for
the diameter of F , we can still use the result of Theorem 5.2.1 for (5.2.16).
4. For a linear-time varying multi-agent systems, the practical synchro-
nization has been studied in [47].
Below, we will show that if the uncoupled system (5.0.1) has a bounded
solution for a given initial configuration, then the solution to the coupled
system (5.0.3) exhibits practical synchronization.
Corollary 5.2.1. Assume that the following conditions hold.
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1. The initial configuration satisfies the following boundedness condition:




2. For a given family of forcing F = {F1, · · · , FN}, the decoupled system
θ̇i = Fi(θi, t), t > 0, θi(0) = θi0, t = 0
has the globally bounded solution:
θi ∈ N : compact subset of R.
3. The family of forcing F , network structure, and coupling strength sat-
isfy the conditions:











Proof. It follows from Lemma 5.1.4 that the state space for Θ is bounded,




to apply the same argument as in Theorem 5.2.1. This completes the proof.
Remark 5.2.2. Corollary 5.2.1 covers the case where Fi is given by the
gradient field of the double well potential, i.e.,







, ai < 0.
In this case, the solution to the decoupled system is bounded.
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5.2.2 Unbounded forcing
In this subsection, we consider the case where the decoupled system has
bounded and unbounded solutions at the same time, and see that the un-
bounded solutions can be turned into bounded solutions by coupling with
bounded solutions.
Consider a nonlinear system with linear intrinsic dynamics Fi(θ, t) = piθ.
Then the system (5.0.3) with all-to-all coupling ψij =
1
N





sin(θj − θi), t > 0;
θi(0) = θi0 t = 0,
(5.2.17)
where pi is a constant satisfying the negative sum condition:
N∑
i=1
pi < 0. (5.2.18)
Note that system (5.2.17) has a trivial equilibrium solution Θe:
Θe := (0, · · · , 0).
When the coupling is turned off, i.e., K = 0, the state θi can go to infinity
or zero exponentially fast, depending on the sign of pi. If all pi are negative,
then the uncoupled dynamics have a bounded solution, and this case can be
covered by Corollary 5.2.1. Thus without loss of generality, we may assume
that at least one of the pi is positive. In a near-equilibrium regime Θ ≈ Θe =
0, the dynamics of the nonlinear system (5.2.17) can be studied via the linear
system near Θe:





(θj − θi), t > 0. (5.2.19)
Before we present a uniform boundedness of Θ to the linear system (5.2.19)
for sufficiently large K, we consider the following dynamics for two oscillators:
θ̇1 = p1θ1 +
K
2
(θ2 − θ1), t > 0,
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By direct calculation, the matrix M2 has two real eigenvalues:
λ± :=
p1 + p2 −K ±
√
(p1 − p2)2 +K2
2
.
It is easy to see that λ− < 0 for sufficiently large K. On the other hand, note
that




Thus, if p1 + p2 < 0, K >
2p1p2
p1+p2
, then both θ1 and θ2 decay to zero so that
we have practical synchronization. Before we proceed to the general case, we
consider the two explicit examples corresponding to the case p1 + p2 > 0. In
this case, we will not have practical synchronization.
• Example 1 (p1, p2) = (1, 2). In this case, system (5.2.20) becomes
θ̇1 = θ1 +
K
2
(θ2 − θ1), t > 0,




By direct calculation, the solution (θ1, θ2) satisfies
|θ2(t)− θ1(t)| = Ceλ+(K)t →∞, t→∞.
Thus, we do not have practical synchronization.
• Example 2 (p1, p2) = (−1, 2).
θ̇1 = −θ1 +
K
2
(θ2 − θ1), t > 0,




Again, by direct calculation, we have
|θ2(t)− θ1(t)| = Ceλ+(K)t →∞, t→∞.
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Thus, we can conclude that with p1 + p2 > 0, system (5.2.20) cannot have a
practical synchronization.
We now return to the linear system (5.2.19) associated with (5.2.17)
rewritten in matrix form:




p1 − N−1N K
K
N















. . . pN − N−1N K
 (5.2.22)
Note that the coefficient matrix MN is symmetric, so that all eigenvalues of
MN are real. Below, we will show that, under the condition (5.2.18), if the
coupling strength K is sufficiently large, then all eigenvalues of MN become
negative so that the trivial equilibrium solution to (5.2.21) is exponentially
stable. For this, we recall several lemmas in relation to eigenvalues of this
linearized system.
Lemma 5.2.2 (Weyl’s inequality [75]). Let M,H, and P be Hermitian ma-
trices satisfying M = H + P , and suppose {µ1, . . . , µN}, {ν1, . . . , νN} and
{ρ1, . . . , ρN} are (as known) real eigenvalues of M,H, and P , respectively,
such that
µ1 ≥ · · · ≥ µN , ν1 ≥ · · · ≥ νN , ρ1 ≥ · · · ≥ ρN .
Then, the following inequalities hold:
µj ≤ νi + ρj−i+1, 1 ≤ i, j ≤ N and i ≤ j.
Proof. For a proof, we refer to Theorem III.2.1 in [8].








KN−1 +O(KN−2) as a polynomial in K.
80
CHAPTER 5. KURAMOTO MODEL WITH HETEROGENEOUS
DYNAMICS
Proof. The proof is given in Appendix B.
Now, we are ready to prove the negativity of eigenvalues of MN . For a
matrix A, let σ(A) denote the set of eigenvalues of A, i.e., the spectrum of
A.
Proposition 5.2.1. Let Θ = (θ1, · · · , θN) be a global solution to system
(5.2.19) with negative sum condition (5.2.18). Then, for a sufficiently large
K, the solution Θ converges to zero exponentially fast, independent of the
initial configuration Θ0.
Proof. For the desired estimate, it suffices to show that the eigenvalues for
the coefficient matrix MN are negative:
0 > µ1 > µ2 > · · · > µN .
Without loss of generality, we may assume that p1 ≥ p2 ≥ . . . ≥ pN . Suppose
























. . . K
N
 , PN :=

p1 −K 0 . . . 0





0 0 . . . pN −K

so that
MN = HN + PN .
Then, it is easy to see that the spectra of the matrices HN and PN are given
in descending order:
σ(HN) = {K, 0, . . . , 0}, σ(PN) = {p1 −K, p2 −K, . . . , pN −K}.
It follows from Lemma 5.2.2 that we have
µ2 ≤ K + (p2 −K) = p2 and µ2 ≤ 0 + (p1 −K) = p1 −K.
We now set K to be sufficiently large satisfying
K > p1. (5.2.23)
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Therefore, under the condition (5.2.23), µ2 is negative, and hence µi, i =
3, · · · , N are also negative:
0 > µ2 ≥ µ3 ≥ · · · ≥ µN . (5.2.24)
Now, we need to show that µ1 is negative. Since the determinant of a matrix
is the product of all eigenvalues, it is enough to show that
µ1 < 0 if and only if detMN
{
< 0, if N is odd,
> 0, if N is even.
In Lemma 5.2.3, for sufficiently large K,
detMN = µ1µ2 · · ·µN















This yields that, for sufficiently large K,
µ1 < 0. (5.2.25)
It follows from (5.2.24)-(5.2.25) that all eigenvalues of MN are negative for
sufficiently large K. This implies that the solution to the linear system
(5.2.19) decays to zero exponentially fast.
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Chapter 6
Interplay of inertia and
heterogeneous dynamics
In this chapter, we study the effects of inertia as in [3, 18, 74, 76], on the
Kuramoto system with heterogeneous intrinsic dynamics which is studied
in the previous Chapter 5. We use the notation θi ∈ R to denote the i-th
node oscillator, and consider the uniform all-to-all network structure for the
Kuramoto sysetm with inertia m:





sin(θj − θi), i = 1, · · · , N, (6.0.1)
where the forcing Fi(θi, t) is Lipschitz continuous. The contents of this chap-
ter is based on the joint work in [43]
6.1 Heterogenous Kuramoto oscillators
We first introduce an averaged variable (macro variable), and a fluctuation
around this (micro variable): for Θ = (θ1, · · · , θN) ∈ RN , we set











θ̂i := θi − θc, ω̂i := ωi − ωc, 1 ≤ i ≤ N.
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We next present some notations that will used throught out this chapter.
Notation: For ζ := (ζ1, . . . , ζN), ξ := (ξ1, . . . , ξN) ∈ RN and F := {Fi | Fi :










, ζm := min
1≤i≤N
ζi, ζM := max
1≤i≤N
ζi,
D(ζ) := ζM − ζm, D(ζ̇) := max
i,j















∣∣∣ x, y ∈ R, x 6= y}.
Throughout this chapter, C denotes some generic positive constant, which
may take different values in different places. Furthermore, A . B means that
there is a generic constant C > 0 such that A ≤ CB, while A ∼ B means
that A . B and B . A.
We consider heterogeneous forcing functions F = {F1, · · · , FN}:
∃ i 6= j such that Fi 6≡ Fj.
6.1.1 Energy functional and main result
We study a decay estimate of the Lyapunov functional, using an energy
functional approach. For this, we introduce an energy functional:
E(t) := Ek(t) + Ep(t),










(1− cos(θj − θi)).
In the next Lemma, we will show that the functional E is equivalent to
K‖Θ‖2 + ‖Θ̇‖2.
Lemma 6.1.1. Let Θ = Θ(t) be a solution to (6.0.1), satisfying the a priori
condition: For a positive constant T ,
max
t∈[0,T )
D(Θ(t)) < D∞ < π.
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Then, the functional E(t) and K‖Θ‖2 +‖Θ̇‖2 are equivalent in the sense that
there exist positive constants C0 and C1 depending only on m,K, and D∞,
such that
C0(K‖Θ‖2 + ‖Θ̇‖2) ≤ E(t) ≤ C1(K‖Θ‖2 + ‖Θ̇‖2), t ∈ [0, T ).
Proof. Below, we estimate Ek and Ep separately.
• (Estimate of Ek): We use the Cauchy-Schwarz inequality and Young’s in-
equality to find that





Then, the above relation yields
m
2






• (Estimate of Ep): Through a straightforward calculation, we have
1− cosD∞
D2∞
|θj − θi|2 ≤ 1− cos(θj − θi) ≤
1
2









‖Θ‖2 ≤ Ep(t) ≤ K‖Θ‖2. (6.1.2)

































With this, we obtain the desired result.
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In this setting, we have the following asymptotic practical synchroniza-
tion.
Theorem 6.1.1. There exists K∞, such that if K > K∞ and the initial data(
Θ(0), Θ̇(0)
)
= (φ, ψ) satisfy the relations






















Remark 6.1.1. 1. In the proof of theorem 6.1.1, we will show that the fol-




K‖Θ(t)‖2 + ‖Θ̇(t)‖2 ≤ C(m,D∞,∆F , BL(F)).
We use this condition to obtain the practical synchronization.
2. For the Kuramoto model with Fi(Θ) = Ωi, we have
D(F) = D(Ω), ∆F = 0, BL(F) = 0.
With this, the condition on F , K, and the initial data (φ, ψ) is reduced to
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6.1.2 Energy estimates
Consider the dynamics for (θi, ωi):










































(1− cos(θj − θi))
]











− 2KR∞ + 2∆F
)
‖Θ‖2 + 2m‖Θ̇‖2 + 2
√
ND(F)‖Θ‖.
Proof. (i) For the estimate of the first assertion, we multiply both sides of

































(θ̇j − θ̇i) sin(θj − θi)
=: −2‖Θ̇‖2 + I31 + I32. (6.1.5)
In the following, we estimate the terms I3i separately.
• Case A (Estimate of I31): In this case, we use the relation













∣∣∣(Fj(θc + θi, t)− Fj(θc + θj, t))(θ̇i − θ̇j)∣∣∣
=: I311 + I312.
(6.1.6)







 (Estimate of I312): We use the Lipschitz continuity of Fj, to derive∣∣(Fj(θc + θi, t)− Fj(θc + θj, t))(θ̇i − θ̇j)∣∣
≤ sup
t≥0







Then, we can obtain that
I312 ≤ ‖Θ̇‖2 +NBL(F)‖Θ‖2. (6.1.8)
In (6.1.6), we combine (6.1.7) and (6.1.8), to obtain
|I31| ≤ 2
√
ND(F)‖Θ̇‖+ ‖Θ̇‖2 +NBL(F)‖Θ‖2. (6.1.9)
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Finally, in (6.1.5), we combine (6.1.9) and (6.1.10) to obtain the desired es-
timate.
(ii) We now multiply both sides of (6.1.3) by 2θi, take a sum over i, and use






































(θj − θi) sin(θj − θi)
=: − d
dt
‖Θ‖2 + I41 + I42.
(6.1.11)
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• (Estimate of R.H.S. of (6.1.11)): The term I41 can be treated using the









































For the estimate of I42, we use the assumption (6.1.4) to see that











|θj − θi|2 = −2KR∞‖Θ‖2.
(6.1.14)














Finally, we are ready to derive a differential inequality for E(t), as follows.
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Proposition 6.1.1. Suppose that the inertia strength m is positive. Then,
there exists a coupling strength K∞ ≥ 1 such that if K ≥ K∞, then for any
solution Θ = Θ(t) to (6.1.3) satisfying the a priori condition
max
t∈[0,T )
D(Θ) ≤ D∞ < π,
for some T ∈ (0,∞], there exist positive constants α and β such that
d
dt
E(t) ≤ −αE(t) + β
√
E(t), t ∈ [0, T ).









































Then, the estimate (6.1.15) yields
dE(t)
dt























On the other hand, it follows from Lemma 6.1.1 that we have
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In (6.1.16), we use (6.1.17) to obtain
d
dt




























to obtain the desired result.












































where C(m,D∞) is a positive constant depending only on the inertia m and




























} →∞ as m→ 0.
6.1.3 The proof of Theorem 6.1.1
In this subsection, we present the proof of Theorem 6.1.1. It follows from
Proposition 6.1.1 that we have
d
dt
E(t) ≤ −αE(t) + β
√
E(t), t ∈ [0, T ). (6.1.19)
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We split the proof into two parts.




E(t), t ≥ 0,









Note the following relation:





Z(t)2 < D2∞. (6.1.20)






We define a set T and its supremum T ∗ as follows:
T :=
{




D∞, ∀ t ∈ [0, T )
}
, T ∗ := sup T .















, t ∈ [0, T ∗). (6.1.22)
We now claim that
T ∗ =∞. (6.1.23)
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t), t ∈ [0, T ∗].
Letting t→ T ∗, we have








































This contradicts (6.1.24). This completes the proof of the claim (6.1.23).




















Thus, we have shown a practical synchronization.
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Chapter 7
Kuramoto model with adative
coupling
In the classical Kuramoto model (1.0.1), the coupling strength K is given
by a constant. However, the large fixed coupling strength may not be nec-
essary for the synchronization of oscillators which are already close to the
synchronized states. Thus, it is plausible to consider the dynamics with vary-
ing coupling magnitude depending on the distance between oscillators. This
adaptive coupling was recently addressed in [21, 62, 65] for biological and
physical contexts. In this chapter, we study a self-consistent Kuramoto type
model proposed in [1, 30, 62]. Let kij(t) be the coupling strength between i-th
and j-th oscillators. We study the following Kuramoto system with adaptive
coulping:
θ̇i = Ωi +
N∑
j=1
kij sin(θj − θi), t > 0, i, j = 1, · · · , N,





i , kij(0) = k
0
ij.
Here, Γ is a feedback law satisfying symmetry and periodicity:
Γ(θ) = Γ(−θ), Γ(θ + 2π) = Γ(θ), θ ∈ R (7.0.2)
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Since the R.H.S. of (7.0.1) is 2π-periodic, (7.0.1) is a dynamical system on
N -tori SN . However, we can lift the dynamical system as a dynamical system
on the Euclidean space RN . Thus, the phase θi is assumed to take a value in
R instead of taking mod 2π.
Note that system (7.0.1) cover the classical Kuramoto model for the special
case:
Γ = 0, γ = 0, and k0ij =
k
N
, 1 ≤ i, j ≤ N,
i.e., system (7.0.1) reduces to the globally coupled Kuramoto model [48, 49]:





sin(θj − θi), t > 0, 1 ≤ i, j ≤ N.
It is well-known [2, 26] that the Kuramoto model exhibits a spontaneous
phase transition from disordered states to ordered states as the coupling
strength k increases from zero to infinity, and spontaneous synchronous dy-
namics emerge in the ensemble of Kuramoto oscillators. However, this plau-
sible scenario has not been completely understood from a rigorous mathe-
matical viewpoint, although there are several recent mathematical studies
available [12, 16, 17, 19, 24, 25, 26, 31, 36, 38, 40, 45, 69]. This chapter is
base on the joint work [42]
7.1 Adaptive coupling
In this section, we present elementary estimates that will be used in later
sections. We also provide a brief summary of our frameworks and main re-
sults.
7.1.1 Elementary estimates
In this subsection, we study general properties of a Kuramoto type model
(7.0.1) with adaptive couplings. Below, we study the invariance of symmetry
and componentwise nonnegativity in the coupling matrix K.
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Lemma 7.1.1. Let (Θ, K) ∈ RN×RN2 be a solution to system (7.0.1)–(7.0.2)
with nonnegative initial coupling strengths
k0ij = k
0
ji ≥ 0, 1 ≤ i, j ≤ N.
Then, the coupling matrix K = [kij] is componentwise nonnegative and sym-
metric:
kij(t) = kji(t) ≥ 0, 1 ≤ i, j ≤ N, t > 0.
Proof. (i) (Nonnegativity): Suppose that the coupling strength matrix K
satisfies the following: for fixed i, j ∈ {1, · · · , N}, suppose that there exists
a positive time t∗ ≥ 0 such that
kij(t∗) = 0.










Thus, kij is nondecreasing at t = t∗. Therefore, kij can not be negative for
all t.
(ii) (Preservation of symmetry): Consider the difference ∆ij(k) = kij − kji.
It is easy to verify that ∆ij(k) satisfies
d
dt
∆ij(k) = −γ∆ij(k), t > 0, ∆ij(k)(0) = 0,
where the even parity of Γ is used. Thus, we have
∆ij(k) = 0, t > 0, i.e., kij(t) = kji(t).
We next study the temporal evolution of total phase.
Lemma 7.1.2. Let (Θ, K) be a solution to (7.0.1) with natural frequencies
and the initial coupling strengths satisfying
N∑
i=1




ji, 1 ≤ i, j ≤ N.
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θ0i , t ≥ 0.
Proof. We first note that Lemma 7.1.1 implies
kij = kji, 1 ≤ i, j ≤ N.















Without loss of generality, throughout the rest of this chapter, we assume
that the coupling strengths are symmetric, and the average of the natural




Ωi = 0, and
N∑
i=1
θi(t) = 0, t ≥ 0.




θi, θm := min
1≤i≤N
θi, D(Θ) := θM − θm.
We next show that there exists a trapping set for the flow (7.0.1).
Lemma 7.1.3. (Existence of a trapping set) Suppose that the natural fre-
quency vector Ω and initial phase configuration Θ0 satisfy
Ω = (Ω1, · · · ,ΩN) = 0, D(Θ0) < π.
Then for any dynamic solution Θ of (7.0.1),
D(Θ(t)) ≤ D(Θ0), t ≥ 0.
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Proof. First, set
T := {t ∈ [0,∞) : D(Θ(t)) < π}, T∞ := sup T .
Then, since D(Θ0) < π and by the continuity of D(Θ(t)) with respect to t,
there exists a δ > 0 such that
[0, δ) ⊂ T .
We now claim that
T∞ =∞.
Proof of claim: Suppose T∞ < ∞. Then on the finite interval [0, T∞), it is
easy to see from the dynamics of θi that the extremal phases θM and θm are












kmj sin(θj − θm) ≥ 0, t ∈ [0, T∞),
where we use the fact that
−π < θj − θM ≤ 0, 0 ≤ θj − θm < π.
Thus, we have
D(Θ(t)) ≤ D(Θ0) < π, t ∈ [0, T∞).
Taking the left limit as t→ T∞ yields
D(Θ(T∞)) ≤ D(Θ0) < π.
Thus, T∞ ∈ T , and by the continuity of D(Θ(·)), there exists a δ′ > 0 such
that
T∞ + δ′ ∈ T .
This contradicts the fact that T∞ is the supremum of the set T . Hence,
T∞ =∞, and D(Θ(t)) ≤ D(Θ0), t ≥ 0.
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Finally, we present an estimate saying that as long as phases are confined
in the half circle, then maximal phases are confined in some interval asymp-
totically.
Lemma 7.1.4. For T ∈ (0,∞), let (Θ, K) be a solution to the coupled system
(7.0.1)–(7.0.2) satisfying a priori assumption on the phase diameter
sup
0≤t<T













Proof. Multiplying (7.0.1) by 2θi, summing over i, and using the symmetry

























kij(θj − θi) sin(θj − θi).
(7.1.1)
To derive the desired upper bound, we use
(θj − θi) sin(θj − θi) ≥ R0(θj − θi)2 and
| sin(θi − θj)|2 ≤ |θi − θj|2 ≤ (|θi|+ |θj|)2 ≤ 2(|θi|2 + |θj|2) ≤ 2‖Θ‖2.






















= 2‖Ω‖‖Θ‖ − 2NR0km‖Θ‖2.
This yields the desired estimate.
7.1.2 Frameworks and main results
In this subsection, we briefly summarize our main frameworks and results for
an adaptive coupling laws for the dynamics of kij with Γs in [1, 62]:
Γs(θ) = | sin θ|, θ ∈ R.
In this case, system (7.0.1) with Γs becomes
θ̇i = Ωi +
N∑
j=1
kij sin(θj − θi), t > 0, 1 ≤ i, j ≤ N,
k̇ij = µ| sin(θj − θi)| − γkij.
(7.1.2)
The coupling term | sin(θj−θi)| ≈ |θj−θi| assumes small values when |θj−θi|
so that the growth of coupling strength kij is suppressed as phase synchro-
nization occurs. Thus, the synchronization estimates are very delicate. Even
so, we can use Lyapunov type functional approach to derive asymptotic syn-
chronization estimates for identical and non-identical oscillator systems.
Theorem 7.1.1. (Identical oscillators) Let Θ = Θ(t) be the global smooth
solution to (7.1.2) satisfying
Ω = 0 ∈ RN and D(Θ0) < π
2
.
Then, we have ACS.
lim
t→∞
D(Θ(t)) = 0, lim
t→∞
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and
Theorem 7.1.2. (Nonidentical oscillators) Let Θ = Θ(t) be a solution to







Then, we have ACS.
lim
t→∞
|D(Θ̇)(t)| = 0, 1 ≤ i, j ≤ N.
7.1.3 Discussion on related works
In this subsection, we briefly discuss some relevant literature on the co-
evolving dynamics with adpative law Γs in a weight network of phase os-
cillators. We discuss the phase model with adaptive rule Γs. In [1], Aoki and






kij sin(θi−θj +α), k̇ij = −ε sin(θi−θj +β), |kij| ≤ 1,
where ε is the positive constant, and α, β are the interaction frustrations.
Depending on the nature of the evolution of the coupling weight, the above
system can exhibit three types of dynamical behavior: a two-cluster state, a
coherent state with a fixed phase relation and a chaotic state with frustration.
These observations have been studied analytically for a two-oscillator system
and numerically for a many-oscillator system. On the other hand, Ren and
Zhao [62] considered the phase model:





kij sin(θi − θj), k̇ij = ε(| sin(β(θi − θj))| − kij).
Based on numerical simulations, authors shows that the system dynamics
approaches to the optimal coupling scheme in the sense of least average cou-
pling cost in all-to-all couplings and nearest neighbor ring topology.
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As presented in Subsection 7.1.2, our main results deal with explicit suffi-
cient conditions on the initial phase and coupling strength leading to asymp-
totic complete synchronization or asymptotic practical synchronization for
the Kuramoto phase model with adaptive coupling rule Γs and relaxation
process such as decay rate toward the phase-locked states. Thus, our results
are clearly different from [1, 62].
7.2 Synchronization of a two-body system
In this section, we first consider the adaptive coupling system with N = 2,
which is analytically treatable unlike many-body systems where N ≥ 3. and
then
We consider a two-oscillator case with Ω2 > Ω1:
θ̇1 = Ω1 + k12 sin(θ2 − θ1), t > 0,
θ̇2 = Ω2 + k21 sin(θ1 − θ2),
k̇12 = µ| sin(θ2 − θ1)| − γk12.
(7.2.1)
To simplify system (7.2.1), we set
k := k12, θ := θ2 − θ1, Ω := Ω2 − Ω1 > 0.
In this case, system (7.2.1) becomes
θ̇ = Ω− 2k sin θ, t > 0,
k̇ = µ| sin θ| − γk.
(7.2.2)
Again, system (7.2.2) can be rewritten as an integro-differential equation:





sin θ, t > 0.
Note that the differences θ = θ1 − θ2, Ω = Ω1 − Ω2, and k = k12 satisfy
θ̇ = Ω− 2k sin θ, t > 0,
k̇ = µ| sin θ| − γk.
(7.2.3)
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7.2.1 Identical oscillators
In this subsection, we first consider the simple case when two oscillators are
identical in the sense that
Ω1 = Ω2, i.e., Ω = 0.
Thus, system (7.2.2) becomes
θ̇ = −2k sin θ, k̇ = µ| sin θ| − γk, t > 0. (7.2.4)
It is easy to verify that the only equilibrium solution to (7.2.4) is (0, 0). Next,
we show that this equilibrium is, in fact, asymptotically stable.
Proposition 7.2.1. (Asymptotic stability) Let (θ, k) be a solution to system
(7.2.4) with initial data satisfying




θ(t) = 0, lim
t→∞
k(t) = 0.
Proof. First, note that the first equation of (7.2.4) yields
0 ≤ θ(t) ≤ θ0 < π, t ≥ 0. (7.2.5)
Thus, in this regime, | sin θ| = sin θ and system (7.2.4) become
θ̇ = −2k sin θ, k̇ = µ sin θ − γk, t > 0. (7.2.6)
Note that the coupling strength always is nonnegative:
k(t) ≥ 0, t > 0.
We first multiply the first equation of (7.2.6) by 2θ and use (7.2.5) and
sin θ0
θ0
θ ≤ sin θ ≤ θ, t ≥ 0,
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Note that (7.2.7) yields
lim
t→∞




On the other hand, since θ2 is a nonincreasing function of t and bounded
below by 0,
∃ θ∗ := lim
t→∞
θ(t).
We now claim that
θ∗ = 0. (7.2.9)
Proof of claim (7.2.9): Suppose to the contrary that θ∗ 6= 0. Then it follows
from (7.2.8) that




On the other hand, it follows from the dynamics of k that











, t ≥ 0. (7.2.11)
Integrating (7.2.11) from t = 0 to t =∞ yields∫ ∞
0
k(s)ds =∞,
which is contradictory to (7.2.10). Hence, we obtain the desired result.
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Remark 7.2.1. The equilibrium (θ, k) = (0, 0) is not linearly asymptotically
stable, which can be directly inferred. Consider a linearized system of (7.2.4)
near (0, 0):
θ̇ = 0, k̇ = µθ − γk, t > 0.
By direct calculations, we have




















Hence, synchronization is a nonlinear effect.
In Proposition 7.2.1 we studied the emergence of synchronization without
detailed decay estimates. Next, we study the relaxation estimates of forward
synchronization.
Proposition 7.2.2. (Short-time estimate) Let (θ, k) be a solution to system
(7.2.4) with initial data satisfying
0 < θ0 < π, k0 > 0.
Then for any α ∈ (0, k0), there exists a positive time t∗ = t∗(α) and C∗ =
C∗(k
0, θ0, α) such that




Proof. (i) Note that Proposition 7.2.1 implies that there exists a t∗(α) > 0
such that
k(t) ≥ α, t ∈ [0, t∗(α)).
Together, (7.2.4) and (7.2.5) imply
θ̇ = −k sin θ ≤ −αR0θ, t ≤ t∗(α).
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This yields the desired exponential decay estimate:
|θ(t)| ≤ |θ0|e−αR0t, t ≤ t∗(α).
(ii) It follows from the equation for k in (7.2.4) that
k̇ = µ| sin θ| − γk ≤ µ|θ| − γk ≤ µ|θ0|e−αR0t − γk, t ≤ t∗(α).
Gronwall’s lemma yields the desired decay estimate for k(t).
Below, we study the large-time decay estimates of θ and k, which require
the following lemma.
Lemma 7.2.1. Let (θ, k) be a solution to system (7.2.4) with initial data
satisfying










Proof. Consider the following system:
θ̇ = −2k sin θ, k̇ = µ| sin θ| − γk, t > 0. (7.2.12)
It follows from Proposition 7.2.1 that for ε  1, there exists t∗ = t∗(ε) > 0
such that
(1− ε)θ ≤ sin θ ≤ (1 + ε)θ, t ≥ t∗. (7.2.13)
































, t ≥ t∗.
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Z ′ ≥ µ(1− ε) +
(
2(1− ε)k − γ
)
Z ≥ µ(1− ε)− γZ, t ≥ t∗.
This yields








∗), t ≥ t∗.
Letting t→∞, we obtain
lim inf
t→∞
Z(t) ≥ µ(1− ε)
γ
. (7.2.15)
• Case B (Upper bound): We use (7.2.13) and (7.2.14) to derive
Z ′ ≤ µ(1 + ε) +
(
2(1 + ε)k − γ
)
Z, t ≥ t∗. (7.2.16)




γ, t ≥ t̃∗. (7.2.17)
Combining (7.2.16) and (7.2.17) yields
Z ′ ≤ µ(1 + ε)− (1− ε)γZ, t ≥ t̃∗.



















which gives the desired result.
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Proposition 7.2.3. Let (θ, k) be a solution to system (7.2.4) with initial
data satisfying
0 < θ0 < π, k0 > 0.
Then there exists a sufficiently large t̄∗ such that θ and k decay to zero like
1
t+1
for t > t̄∗.
Proof. • Case A (Temporal-decay estimate of θ): By Lemma 7.2.1, for any





≤ (1 + ε)µ
γ
, (1− ε)θ ≤ sin θ ≤ (1 + ε)θ, t ≥ t̂∗. (7.2.19)




θ2 ≤ θ̇ ≤ −2(1− ε)
2µ
γ
θ2, t ≥ t̂∗.
This yields
γθ(t̂∗)
γ + 2(1 + ε)2µθ(t̂∗)(t− t̂∗)
≤ θ(t) ≤ γθ(t̂
∗)
γ + 2(1− ε)2µθ(t̂∗)(t− t̂∗)
, t ≥ t̂∗.
• Case B (Temporal-decay estimate of k): We use (7.2.19) to see that
k(t) ≤ (1 + ε)µ
γ
θ ≤ (1 + ε)µ
γ
γθ(t̂∗)
γ + 2(1− ε)2µθ(t̂∗)(t− t̂∗)
, t ≥ t̂∗. (7.2.20)
On the other hand,
k(t) ≥ (1− ε)µ
γ
θ ≥ (1− ε)µ
γ
γθ(t̂∗)
γ + 2(1 + ε)2µθ(t̂∗)(t− t̂∗)
, t ≥ t̂∗. (7.2.21)
Finally, by combining (7.2.20) and (7.2.21), we derive the desired result.
Remark 7.2.2. It follows from Propositions 7.2.2 and 7.2.3 that θ and k
exhibit two stages in the relaxation process: a fast exponential relaxation stage
for small-time and a slow algebraic relaxation stage for large-time. For a
constant coupling strength k(t) = k∞ and generic initial data, it is well-
known that relaxation toward complete synchronization is always exponential
[31]. Thus, competition between θ and k makes the relaxation asymptotically
slow.
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7.2.2 Nonidentical oscillators
In this subsection, we study complete synchronization of a two-body system
with non-identical natural frequencies Ω1 6= Ω2.
We first look for equilibria (θ∞, k∞) of (7.2.3):





| sin θ∞|, | sin θ∞| sin θ∞ = γΩ
2µ
. (7.2.22)
Note that system (7.2.22) is solvable if and only if
θ∞ ∈ [0, π], Ω ≤ 2µ
γ
.
In this case, equilibria are determined as follows.
If Ω < 2µ
γ



































We now perform a linear stability analysis for system (7.2.2). First, we set
θ̄ := θ − θ∞, k̄ := k − k∞.









−k∞ cos θ∞ − sin θ∞






By direct calculations, the characteristic polynomial of the coefficient matrix
of (7.2.23) is
p1(λ) = λ
2 + (γ + k∞ cos θ∞)λ+ γk∞ cos θ∞ + µ sin θ∞ cos θ∞. (7.2.24)
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Now, let λ1 and λ2 be the roots of (7.2.24), i.e., the eigenvalues of the coef-
ficient matrix in (7.2.23). To determine the sign of the real parts of λi, we
consider two cases.
• Case A (supercritical case, Ω < 2µ
γ
): For (θ1∞, k1∞), since cos θ1∞ > 0, it
follows that
λ1 + λ2 = −(γ + k∞ cos θ∞) < 0,
λ1λ2 = γk
∞ cos θ∞ + µ sin θ∞ cos θ∞ > 0.
(7.2.25)
Since the polynomial p1(λ) has real coefficients, it has two real roots or two
conjugate complex roots. Thus, (7.2.25) implies that the real parts of the two
eigenvalues are negative in both cases. Hence, (θ1∞, k1∞) is a linearly stable
hyperbolic equilibrium.
On the other hand, for (θ2∞, k2∞), since cos θ2∞ < 0, it follows that
λ1λ2 = γk
∞ cos θ∞ + µ sin θ∞ cos θ∞ = cos θ∞(γk∞ + µ sin θ∞) < 0.
This implies that the polynomial p1(λ) does not have two conjugate complex
roots, and the linearized system (7.2.23) has one positive eigenvalue and one
negative eigenvalue. Hence, (θ̄2, k̄) is linearly unstable.
• Case B (critical case, Ω = 2µ
γ









The corresponding linearized system at (θ3∞, k3∞) is as follows.
˙̄θ = −k̄, ˙̄k = −γk̄, t > 0.
Thus, by direct calculation, we have
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Thus the unique equilibrium (θ3∞, k3∞) is not asymptotically stable. This
can be seen easily from two numerical simulations to assess the system’s
behavior. The results are shown in Figure 7.1.
θ













(a) Phase portrait for the supercritical
case
θ













(b) Phase portrait for the critical case
Figure 7.1: (a) (µ, γ,Ω) = (1, 1, 0.5), (b)(µ, γ,Ω) = (1, 4, 0.5).
7.3 Synchronization estimate of a many-body
system
In this section, we study the complete synchronization problem for the adap-
tive coupling system with N ≥ 3. As in the previous section, we provide a
rigorous result for complete synchronization of identical oscillators; in con-
trast, for nonidentical oscillators, we provide complete synchronization under








In this subsection, we present a synchronization estimate for (7.1.2). We
assume that
Ωi = 0, 1 ≤ i ≤ N.
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kij sin(θj − θi), t > 0, 1 ≤ i ≤ N,
k̇ij = µ| sin(θj − θi)| − γkij.
(7.3.1)
We set extremal indices M and m as follows:
θM := max
1≤i≤N
θi, θm := min
1≤i≤N
θi.
For a solution (Θ, K) to (7.3.1), we set three Lyapunov functionals:































In the following lemma, we study the time-variation of the functionals in
(7.3.2).
Lemma 7.3.1. Let (Θ, K) be a solution to (7.3.1) with initial data satisfying
D(Θ0) < π
2



































kij(s) cos(θi − θj)|θ̇i − θ̇j|2ds
= L3(0).
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Proof. Suppose D(Θ0) < π
2
. It follows from Lemma 7.1.3 that
D(Θ(t)) ≤ D(Θ0) < π
2
, t ≥ 0.
(i) It follows from (7.3.1) that
d
dt






kmj sin(θj− θm). (7.3.3)











































































This gives the desired result.
(ii) Multiplying (7.3.1) by 2θi, summing the result, and using the i ↔ j








kij(θi − θj) sin(θj − θi).
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Integrating (7.3.6) yields the desired result.







k̇ij sin(θj − θi) +
N∑
j=1




| sin(θi − θj)| sin(θi − θj)− γθ̇i −
N∑
j=1
kij(θ̇i − θ̇j) cos(θi − θj).
(7.3.7)


























2(θi − θj)− sin 2(θi − θj)
)}
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kij|θ̇i − θ̇j|2 cos(θi − θj), (7.3.8)






2(θi − θj)− sin 2(θi − θj)
)}
= sgn(θi − θj)
(
2(θ̇i − θ̇j)− 2(θ̇i − θ̇j)(cos 2(θi − θj))
)
= 4sgn(θi − θj)
(
(θ̇i − θ̇j) sin2(θi − θj)
)
= 4(θ̇i − θ̇j)| sin(θi − θj)| sin(θi − θj).
(7.3.9)
Integrating (7.3.8) yields the desired result.
Proof of Theorem 7.1.1: Let Θ = Θ(t) be a solution to (7.3.1) with initial
data Θ0 satisfying D(Θ0) < π
2
. Then it follows from Lemma 7.1.3 that
sup
t≥0
D(Θ(t)) ≤ D(Θ0) < π.
• Case A: We first provide the estimates:
lim
t→∞
|kij(t)| = 0, lim
t→∞
|θ̇i(t)| = 0, 1 ≤ i, j ≤ N.
 Case A.1: For the zero convergence of the coupling strength, we use Lemma
7.3.1 to obtain ∫ ∞
0
k3ij(s)ds ≤ L2(0) <∞. (7.3.10)
On the other hand, note that
k̇ij = µ| sin(θj − θi)| − γkij ≤ µ| sin(θj − θi)| − γkij.
This yields
kij(t) ≤ kij(0)e−γt +
µ
γ




It follows from (7.3.1) that
|k̇ij| =
∣∣µ| sin(θj − θi)| − γkij∣∣ ≤ 2µ+ γkij(0). (7.3.11)
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Then the estimate (7.3.11) and uniform boundedness of kij (see (ii) of Lemma









Finally, we combine (7.3.10) and (7.3.12) to conclude
lim
t→∞
kij(t) = 0, or equivalently, lim
t→∞







 Case A.2: It follows from Lemma 7.3.1 that









kij(s)|θ̇i − θ̇j|2 cos(θi − θj)ds ≤ L3(0).
(7.3.14)
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Note that for all 1 ≤ i, j ≤ N ,
θi(t)− θj(t) is uniformly continuous for t ≥ 0.
Since D(Θ̇) = θ̇M−θ̇m ≤ 0, we know that D(Θ) is nonincreasing and bounded




Suppose that D∗ is strictly positive, i.e.,
lim
t→∞
(θM − θm) ≥ D∗ > 0.
For each t > 0, there is an (i, j) pair such that |θi(t) − θj(t)| ≥ D∗. On the
other hand, because of the uniform continuity of θi − θj, there is a positive
constant δ > 0 such that |θi(s) − θj(s)| > D
∗
2
















which contradicts (7.3.13). Therefore, we conclude that D∗ = 0. This com-
pletes the proof.
7.3.2 Nonidentical oscillators
We now return to the nonidentical case when D(Ω) > 0. We introduce a
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kij cos(θi − θj)|θi − θj|2ds = L4(0).






k̇ij sin(θj − θi) +
N∑
j=1








kij cos(θi − θj)(θ̇i − θ̇j).
(7.3.16)












































kij|θ̇i − θ̇j|2 cos(θi − θj),
(7.3.17)
where (7.3.9) is utilized. Integrating (7.3.17) yields the desired result.
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Proof of Theorem 7.1.2: Let Θ = Θ(t) be a solution to (7.3.1) with the a





|θ̇i(t)| = 0, 1 ≤ i, j ≤ N.
With the assumption that D(Θ(t)) < π
2
for t ≥ 0, functional L4(t) is positive









|θi − θj|2 cos(θi − θj)ds
= L4(0)− L4(t) ≤ |L4(0)|+ |L4(t)|.
(7.3.18)
We now show the uniform boundedness of L4(t) and ‖Θ̇‖. First, we recall



















































‖Θ̇‖2 ≤ L4(t) +
N∑
i=1
2γΩiθi ≤ C∞1 + 2γ‖Ω‖‖θ‖ := C∞2 .
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It suffices to show that d
dt









































This completes the proof of Theorem 7.1.2.
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Chapter 8
Existence of BV-solution to the
Kuramoto-Sakaguchi equation
In this chapter, we consider the kinetic Kuramoto model (2.3.4) which is
derived by mean field limit. We present the global existence of BV-solution
to the kinetic Kuramoto model using the front tracking method from hyper-
bolic conservation law. We provide approximate solutions which is piecewise
constant with finite number of jump discontinuities. We also show the nonlin-
ear instability of incoherent solution f(θ,Ω, t) = δ(Ω)
2π
for identical oscillators.
This chapter is based on the joint work in [6]
8.1 Assumptions and basic properties
This is assumed to be a random variable extracted from some given density





Ωg(Ω)dΩ = 0, supp g(·) ⊂⊂ R, g(Ω) ≥ 0, g ∈ L1(R).
(8.1.1)
Let ρ = ρ(θ, t) be the density function in θ-variable which corresponds to the




f(θ,Ω, t)dΩ, t ≥ 0. (8.1.2)
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Notice that the equation (2.3.4) can be written into a quasilinear form:
∂tf + ω[f ]∂θf + f∂θ(ω[f ]) = 0 ,
that is
∂tf + (Ω−KL[ρ])∂θf = Kf∂θL[ρ]
or equivalently, it can be rewritten as a characteristic system:
θ̇ = Ω−KL[ρ], ḟ = Kf∂θL[ρ] (8.1.3)




sin(θ − θ∗)ρ(θ∗, t)dθ∗.
We recall conservation laws for the kinetic Kuramoto equation in the follow-
ing lemma.
Lemma 8.1.1. Let f be a C1-solution to (2.3.4) with initial datum f0 satis-
fying the following condition:







Then for t ≥ 0, we have∫
T
f(θ,Ω, t)dθ = g(Ω),
∫∫
T×R
f(θ,Ω, t)dΩdθ = 1.
Proof. We use the equation (2.3.4) and relations
ω[f ](2π,Ω, t) = Ω−KL[ρ](2π, t) = Ω−KL[ρ](0, t) = ω[f ](0,Ω, t),













= −(ω[f ]f)(2π,Ω, t) + (ω[f ]f)(0,Ω, t) = 0.















that gives the second result.
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Ωg(Ω) dΩ = 0 . (8.1.4)
See also (3) in the forthcoming Remark 8.1.2.
A continuity equation for the phase density
In this part, we study the derivation of the transport equation for ρ as follows.
We first rewrite the equation (2.3.4) as
∂tf + ∂θ(Ωf)−K∂θ(L[ρ]f) = 0. (8.1.5)








We next present concepts of measure-valued solutions and L∞-solutions
to (2.3.4) following the presentation in [14]. Let M(T × R) be the set of
nonnegative Radon measures on T×R = [0, 2π]×R, which can be understood
as nonnegative bounded linear functionals on C(T×R). For a Radon measure






h(θ,Ω)ν(dθ, dΩ), h ∈ C0(T× R).
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1. For T ∈ (0,∞), let µ ∈ L∞([0, T );M(T × R)) be a measure valued
solution to (2.3.4) with an initial Radon measure µ0 ∈ M(T × R) if
and only if µ satisfies the following conditions:
• µ is weakly continuous:
〈µt, h〉 is continuous as a function of t, ∀ h ∈ C0(T× R).
• µ satisfies the integral equation: ∀ h ∈ C10(T× R× [0, T )),
〈µt, h(·, ·, t)〉 − 〈µ0, h(·, ·, 0)〉 =
∫ t
0
〈µs, ∂sh+ ω∂θh〉ds, (8.1.6)
where ω = ω(θ,Ω, µs) is defined by
ω(θ,Ω, µs) := Ω−K〈µs, sin(θ − ·)〉. (8.1.7)
2. For T ∈ (0,∞), let f ∈ L∞(T × R × [0, T )) be a L∞ weak solution to
(2.3.4) with initial data f0 ∈ L∞(T × R) if and only if f satisfies the
following conditions:
• The map t → f(·, ·, t) ∈ L1loc(T × R) is weakly continuous as a
function of t.
• f is a distributional solution to (2.3.4): for any test function φ ∈









Remark 8.1.2. 1. Let f = f(θ,Ω, t) be a classical solution to the kinetic
Kuramoto model (2.3.4). Then µt := f(θ,Ω, t)dΩdθ is a measure valued so-
lution.
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= 0, t > 0.
3. Since the distribution function g(Ω) has a compact support (see (8.1.1))
and the dynamics (2.3.4) only governs θ-variable, we can see that the pro-
jected Ω-support of µt also has a compact support. Hence under the assump-
tion of the compact support of g, we can enlarge the class of test functions
to C(T× R). This justifies also (8.1.4) in Remark 8.1.1.
4. By choosing h = Ω in (8.1.6) (see above comment in (3)), we have
〈µt,Ω〉 = 〈µ0,Ω〉, t > 0.
5. It is easy to see that fe(Ω) =
g(Ω)
2π


























sin(θ − θ∗)dθ∗ = 0 ,
and hence ∂θ(ω(fe)fe) = ∂θ(Ωfe(Ω)) = 0 = ∂tfe.
This solution fe is called “incoherent solution” which corresponds to the
completely “esynchronized” state.
Lemma 8.1.2. [14] Suppose that the distribution function g = g(Ω) has a
compact support and satisfies
〈µ0,Ω〉 = 0,
and let µ ∈ L∞([0, T );M(T × R)) be a measure valued solution to (2.3.4)
with finite mass ||µ0|| <∞. Then for t ≥ 0, we have
〈µt, 1〉 = 〈µ0, 1〉, 〈µt, θ〉 = 〈µ0, θ〉, t ≥ 0.
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Proof. (i) In (8.1.6), we set h = 1. Then the R.H.S. of (8.1.6) will be zero,
hence we have conservation of total mass.
(ii) For the time-evolution of the first moment of θ, it follows from Re-
mark 8.1.2 (4) that
〈µt,Ω〉 = 0, t > 0.
We now set h(θ) = θ in (8.1.6) and use (8.1.7) to get














〈µs, 〈µs, sin(θ − θ∗)〉〉ds
=〈µ0, θ〉,
where we used the anti-symmetry of sin(θ − θ∗) to find
〈µs, 〈µs, sin(θ − θ∗)〉〉 = 0.
8.2 Global existence of BV weak solutions
In this section, we study the global existence of BV weak solutions to (2.3.4)
equation for identical oscillators. Without loss of generality, we assume g(Ω) =
δ where δ is the Dirac delta located at Ω = 0. As a consequence
f(θ,Ω, t) = ρ(θ, t)⊗ δ(Ω)
and
ω[f ]f = (Ω−KL[ρ]) ρ⊗ δ(Ω) = KL[ρ]ρ .
Therefore (2.3.4) reduces to an equation for ρ(θ, t), for which we consider the
Cauchy problem:
∂tρ−K∂θ(L[ρ]ρ) = 0.
ρ(θ, 0) = ρ0(θ)
(8.2.1)
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sin(θ − θ∗)ρ(θ∗, t)dθ∗ .
The initial datum ρ0 is assumed to belong to the set X defined by
X =
{












8.2.1 Construction of approximate solutions
In this subsection, we present approximate solutions to (8.2.1) that consist
of functions which are piecewise constant in space, but not constant in time.
The jump discontinuities are located on a finite number of curves.
Suppose that the 2π–periodic initial datum ρ0 is piecewise constant with
a finite number of jump discontinuities. For N ∈ N, let θ01 < θ02 < · · · < θ0N
be the location of the discontinuities in the interval [0, 2π). By periodicity,
one has that
ρ0(θ01−) = ρ0(θ0N+).
Recalling (8.1.3), we consider a system of characteristic equations:





subject to initial data
(ρ0i, θ0i) = (ρ0(θ0i+), θ0i) (8.2.4)
where we set θN+1 = θ1 + 2π, θ0 = θN − 2π.




ρi(t)χ(θi,θi+1)(θ), θ ∈ T. (8.2.5)
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ρk [cos(θ − θk+1)− cos(θ − θk)] .
(8.2.6)
Note that the system (8.2.3), (8.2.4) and (8.2.6) can be written as an au-
tonomous system in terms of the variables U = (θ1, . . . , θN , ρ1, . . . , ρN),
as U̇ = F (U), with F Lipschitz continuous. Thus, the local existence and
uniqueness follow from the standard Cauchy-Lipschitz theory.
8.2.2 Several properties of the approximations
In this subsection, we study the several key properties of the approximate
solutions defined in (8.2.5). We next study the conservation of mass for our














and define I0 as the L
1 norm of ρ at time t = 0:
I0 := ‖ρ(0)‖L1(T) =
N∑
i=1




The L1 norm I0 will be assumed to be approximately 1.
The following lemma states the conservation of mass for t > 0.
Lemma 8.2.1. Let (ρi(t), θi(t)) be a solution to the characteristic system
(8.2.3). Then, we have following assertions:
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1. The set of discontinuities is well-ordered in the sense that
θ1(t) < θ2(t) < · · · < θN(t), ∀ t > 0.






ρi(0)(θi+1(0)− θi(0)), t ≥ 0.
More precisely, one has
Ai(t) ≡ Ai0 ∀ t ≥ 0 .
Proof. (1) Recall that the initial jump discontinuities θi are well-ordered in
the sense that
θ1(0) < θ2(0) < · · · < θN(0).
We claim that the trajectories θi do not meet in any finite future time, i.e.,
θi(t) < θi+1(t), 1 ≤ i ≤ N, t > 0. (8.2.9)
Indeed, suppose not, there exists i0 and t∗ such that
θi0(t) < θi0+1(t), t < t∗ and θi0(t∗) = θi0+1(t∗).
Without loss of generality, we assume that only these two fronts meet at time








ρi(t∗) [cos(θi0+1(t∗)− θi+1(t∗))− cos(θi0+1(t∗)− θi(t∗))]
= L[ρ](θi0+1(t∗)).
Consider the system:
θ̇i = −KL[ρ](θi, t), i 6= i0, i0 + 1, θ̇∗ = −KL[ρ](θ∗, t), t > t∗
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with θ∗(t∗) = θi0(t∗) = θi0+1(t∗). The function L[ρ](θ, t) is continuous in θ
and t and uniformly Lipschitz continuous in θ. By the uniqueness theorem,
the above system with (N −1) variables has a unique solution for |t− t∗| < ε
with ε  1. Since at time t = t∗ it has the same data as the system for all
{θi}Ni=1, then the solution with θi0(t) = θi0+1(t) =: θ∗(t) for t < t∗ would be
a solution also for the system with {θi}Ni=1. This contradicts the uniqueness
of solutions to system (8.2.3) and completes the proof of the claim (8.2.9).
(2) We use (8.2.7) and (8.2.3) to see











This yields the desired identities.
Now we collect some properties of L[ρ] in the next lemma.
Lemma 8.2.2. For I0 as in (8.2.8), the following properties hold.
(i) |(∂θ)kL[ρ(·, t)](θ)| ≤ I0 ∀ k ≥ 0 , TVL[ρ(·, t)] ≤ 2πI0.




More generally, if ρ1(θ, t) and ρ2(θ, t) are two approximate solutions de-
fined by the algorithm, then
|L[ρ1(·, t)− ρ2(·, t)](θ)| ≤ ‖ρ1(·, t)− ρ2(·, t)‖L1(T) ∀ θ ∈ T . (8.2.11)
Proof. Properties (i) and (ii) follow from straightforward computations. In-




sin(θ − θ∗)ρ(θ∗, t) dθ∗
∣∣∣ ≤ ∫
T





cos(θ − θ∗)ρ(θ∗, t) dθ∗
∣∣∣ ≤ ∫
T
ρ(θ∗, t)dθ∗ = I0. (8.2.12)
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sin(θ − θ∗) [ρ(θ∗, t)− ρe] dθ∗
∣∣∣ ≤ ∫
T
|ρ(θ∗, t)− ρe| dθ∗ .
Notice that (ii) is a special case of (8.2.11), since ρi0 = ρe for every index i
leads to ρ(θ, t) ≡ ρe.
The proof of (8.2.11) is completely analogous to the one of this special
case.
Remark 8.2.1. As a consequence of Lemma 8.2.2, we find that for ∀ k ≥
0 , t > 0 , θ ∈ T ,
|(∂θ)kL[ρ(·, t)](θ)| ≤ min{I0, ‖ρ(·, t)− ρe‖L1(T)} =: b(t),
TVL[ρ(·, t)] ≤ 2π · b(t).
(8.2.13)
We next study the boundedness of ρ and of TV ρ in the following lemma.
Lemma 8.2.3. Let (ρi(t), θi(t)) be a solution to the characteristic system
(8.2.3). Then, we have following estimates:
(i) ρi(0)e
−Kt ≤ ρi(t) ≤ ρi(0)eKt.
















cos(θ − θ∗)ρ(θ∗, t) dθ∗
∣∣∣ ≤ ∫
T
ρ(θ∗, t)dθ∗ = 1. (8.2.15)
Thus, (8.2.14) and (8.2.15) imply
−Kρi ≤ ρ̇i ≤ Kρi.
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This yields the desired estimates.
(ii) Observe that the total variation of ρ is given by:
TV ρ(·, t) =
N∑
i=1




TV ρ(·, t) =
N∑
i=1



















sgn(ρi+1 − ρi) · Ji (8.2.17)






, i = 1, . . . , N .
Now we compute the quantity Ji in (8.2.17):












= (ρi+1 − ρi) ∂θL[ρ](θi+1) + ρi+1 · ∂2θθL[ρ](θ∗∗i+1)(θ∗i+1 − θi+1)
− ρi · ∂2θθL[ρ](θ∗∗i )(θ∗i − θi+1)
for some θ∗i+1, θ
∗∗
i+1 ∈ (θi+1, θi+2) and θ∗i , θ∗∗i ∈ (θi, θi+1).
Recalling the estimates (8.2.13) and the definition of b(t), we find that
d
dt
TV ρ(·, t) ≤ K
N∑
i=1
|ρi+1 − ρi| ∂θL[ρ](θi+1)
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b(t) [ρi+1(θi+2 − θi+1) + ρi(θi+1 − θi)]
≤ K · b(t) · (TV ρ(·, t) + 2) (8.2.18)
≤ K · I0 · (TV ρ(·, t) + 2) .
As a consequence, the following inequality for TV ρ(·, t) holds:
TV ρ(·, t) ≤ eKI0t
[
TV ρ(·, 0) + 2
]
− 2 .
The proof of (ii) is complete.
8.2.3 A global existence of weak solution
In this subsection, we will provide a global existence of weak solutions, that
are defined as follows.
Definition 8.2.1. Let T > 0. A function ρ : T×[0, T ] 7→ [0,∞) is an entropy
weak solution to (8.2.1) with initial data ρ0 ∈ L∞(T) if the following holds.
(1) The map [0, T ] 3 t 7→ ρ(·, t) ∈ L∞(T) is continuous, with ρ(·, 0) = ρ0.
(2) ρ(θ, t) satisfies, for all α ∈ R
∂t |ρ− α| −K∂θ [`(θ, t) |ρ− α|]− sgn(ρ− α)Kα(∂θ`) = 0 (8.2.19)
in the sense of distributions, with
`(θ, t) = L[ρ(·, t)](θ).
Remark 8.2.2. (i) In the assumption (1) above on ρ, the integral term
`(θ, t) is well defined, continuous in (θ, t) and then bounded on T× [0, T ], as
well as ∂θ`(θ, t).
(ii) By setting α = 0 in (8.2.19), it follows that ρ is a distributional
solution of the scalar balance law (with periodic boundary conditions){
∂tρ−K∂θ(`(θ, t)ρ) = 0,
ρ(θ, 0) = ρ0(θ).
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(iii) For α = ρe =
1
2π
in (8.2.19), then one has∫
T









sgn(ρ− ρe)∂θL[ρ(·, t)](θ) dθ .
On the other hand, by triangular inequality one finds that∫
T
|ρ(θ, t)− ρe| dθ ≤
∫
T
[ρ(θ, t) + ρe] dθ = 2
The existence of BV solutions is established in the following theorem.
Theorem 8.2.1. Let T > 0 and the initial data ρ0 ∈ X , defined in (8.2.2).
Then the Cauchy problem (8.2.1) admits a entropy weak solution ρ = ρ(θ, t)
in the sense of Definition 8.2.1. Moreover ρ(·, t) ∈ X for every t ∈ [0, T ].
Proof. Let ρ0 ∈ X and ε > 0. We choose the initial approximation ρ0i and
θ0i, i = 1, . . . , N = N(ε), given in Subsection 8.2.1, such that
max
1≤i≤N





ρi(0) |θi+1(0)− θi(0)| < ε .
Let ρε be the approximate solution given in (8.2.3)–(8.2.5) and define I0,ε
as its L1-norm on T at time t = 0, as in (8.2.8). One has the immediate
relation TV ρε(·, 0) ≤ TV ρ0, that
|I0,ε − 1| ≤ εTV {ρ0;T} (8.2.20)
and hence that ‖ρ0 − ρε(·, 0)‖L1(T) = |I0,ε − 1| → 0 as ε→ 0.
Indeed, to prove (8.2.20), we observe that∣∣∣∣∫
T











TV {ρ0; (θi, θi+1)} dθ
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≤ εTV {ρ0;T} .
Thanks to the bounds provided in Lemma 8.2.3, there exists a subse-
quence εj → 0 and limit functions ρ(θ, t), L̃(θ, t) such that
ρεj → ρ , L[ρεj ]→ L̃ in L1(T× [0, T ]) .










T ρ(θ, t) dθ = 1 for every t > 0. Also, recalling the definition of L in




sin(θ − θ∗)ρ(θ∗, t) dθ∗ .
Next we prove that ρ satisfies (2) in Definition 8.2.1. To prove (8.2.19),







− |ρε − α| ∂tφ+KL[ρε(·, t)](θ) |ρε − α| ∂θφ
− sgn(ρε − α)K∂θ(L[ρε])αφ
)
dθdt.











Now we are going to prove that Iε → 0 as ε→ 0.







∂t |ρε − α| −K∂θ (L[ρε] |ρε − α|)































Dropping ε for simplicity, it follows from (8.2.3) that






= Kρi [∂θL[ρ](ξi)− ∂θL[ρ](θ)]
= Kρi(∂
2
θL[ρ])(ηi)| (ξi − θ)
for some ξi, ηi ∈ (θi, θi+1).
Therefore, using (8.2.20), we find that











|ξi − θ| dθdt
≤ K
2





ρi |θi+1 − θi|2 dt
≤ K
2









|θi+1 − θi| dt
≤ K‖φ‖L∞(1 + εTV {ρ0}) ε πT .
This yields the existence part of the desired result.
8.3 Exponentially growing solution
In this section, we provide an exponentially growing mode solution which is a
perturbation of the incoherent solution ρe =
1
2π
, which exhibits the instability
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of the incoherent solution fe =
g(Ω)
2π
. For relevant physics literature, we refer
to [56, 58].
Consider a Cauchy problem to the Kuramoto-Sakaguchi equation for
phase density ρ:
∂tρ−K∂θ(L[ρ]ρ) = 0.
ρ(θ, 0) = ρe + ρ̂0.
Later, we will show that there exists a perturbed solution ρ satisfying
|ρ(t)| ≥ Ce−Λt, as t→∞, for some positive constants C,Λ > 0.
8.3.1 Construction of an exponentially growing mode
In this subsection, we provide an existence of an exponentially growing
L∞ ∩ BV-solution from some initial datum ρ0, which corresponds to the
perturbation of the incoherent solution ρe. This results in the nonlinear in-
stability of the incoherent of the Kuramoto-Sakaguchi equation for identical
oscillators.
As an initial datum ρ0, we will consider a symmetric function which has
two stage discontinuities (see Figure 8.1):
ρ0(θ) =
{
ρ̄1 −θ∗ < θ < θ∗,
ρ̄2 θ ∈ (−π,−θ∗) ∪ (θ∗, π) ,
(8.3.1)
where ρ̄i and θ
∗ satisfy the unit mass condition:
0 < θ∗ < π, ρ̄1 >
1
2π
> ρ̄2 > 0 , ρ̄1θ




From now on, we proceed to construct an exponentially growing solution
with the well-prepared initial data (8.3.1) - (8.3.2).
For a positive constant N ≥ 2, we set ∆θ := π
N
and divide the interval
(−π, π) in to 2N -equal subintervals, which have same length ∆θ, and define
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the initial configurations of θNi and ρ
N
i to satisfy
θNi (0) := i∆θ =
iπ
N










ρ̄1 1 ≤ |i| ≤ i0,
ρ̄2 i0 < |i| ≤ N
(8.3.3)
where i0 ∈ {1, . . . , N − 1} an index satisfying
(i0 − 1)∆θ < θ∗ ≤ i0∆θ.
Note that as long as there is no confusion, we relabeled ρi in a symmetric













−N ≤ i ≤ −1,
i.e., ANi =
ρ̄1∆θ 1 ≤ |i| ≤ i0ρ̄2∆θ i0 < |i| ≤ N
We use (8.3.2) to see that
N∑
i=1
ANi = ρ̄1i0∆θ + ρ̄2(N − i0)∆θ = ρ̄1i0∆θ + ρ̄2(π − i0∆θ)


















∣∣∣∣∣ ≤ (ρ̄1 − ρ̄2) ∆θ . (8.3.4)
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Then, we solve the following ODE system:
























From now on, as long as there is no confusion, we suppress N -dependence in
ρN , ρNi and θ
N
i , i.e.,
ρ := ρN , ρi := ρ
N
i , θi := θ
N
i .
8.3.2 Dynamics of approximate solutions
In this subsection, we study the dynamics of θi and ρi. We next argue that due
to the symmetry of initial data, it suffices to consider only for i = 1, · · · , N−
1.
Lemma 8.3.1. Let (θi, ρi) be a solution to (8.2.3). Then, it satisfies a parity
condition:
ρi(t) = ρ−i(t), θi(t) = −θ−i(t), 0 ≤ i ≤ N, t ≥ 0.
Proof. Due to the symmetry of initial data and mean-field nature of system
(8.2.3), the result is clearly expected and we present its proof below.
• Step A: We introduce new dependent variables:
θ̃i = −θ−i, |i| ≤ N and ρ̃i = ρ−i, |i| ≤ N.
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We next show that θ̃i and ρ̃i satisfy the same system (8.2.3):














ρk [cos(θi − θk)− cos(θi − θk−1)] .
We claim:
L[ρ](θ−i) = −L[ρ̃](θ̃i), |i| ≤ N. (8.3.7)










































cos(θ̃i − θ̃k′+1)− cos(θ̃i − θ̃k′)
]
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cos(θ̃i − θ̃k′)− cos(θ̃i − θ̃k′−1)
]
= −L[ρ̃](θ̃i).
We now use (8.3.7) to find
˙̃θi = −θ̇−i = KL[ρ](θ−i) = −KL[ρ̃](θ̃i). (8.3.8)
 (Derivation of (8.3.6)2): Similarly, we again convert all dependent variables
ρ and θ into ρ̂ and θ̃ variables and use (8.3.7):









Finally we combine (8.3.8) and (8.3.9) to see that converted variables (ρ̃, θ̃)
satisfies the same system as (ρ, θ).
• Step B: Since (ρi, θi) and (ρ̃i, θ̃i) satisfy the same system and initial data,
by the uniqueness of the solution to ODE system with Lipschitz vector field,
we have
ρi(t) = ρ−i(t), θi(t) = −θ−i(t), 1 ≤ i ≤ N.
Remark 8.3.1. As a direct corollary of Lemma 8.3.1, we have
(θ0, θN)(t) = (0, π), t ≥ 0
.




ρi(sin θi − sin θi−1) (8.3.10)
will appear naturally. So we present some equivalent forms for S in the fol-
lowing lemma.
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is a solution of the following trigonometric equa-
tion:
cos ξi =
sin θi − sin θi−1
θi − θi−1
, i = 1, · · · , N − 1. (8.3.11)




ρi(sin θi − sin θi−1)
= 2ρ1(sin θ1 − sin θ0) + 2ρ2(sin θ2 − sin θ1) + · · ·+ 2ρN(sin θN − sin θN−1)




(ρi − ρi+1) sin θi,
where we used the fact θ0(t) = 0, θN(t) = π, t ≥ 0.




as a solution of the following equation:
cos ξi =
sin θi − sin θi−1
θi − θi−1
, or equivalently
sin θi − sin θi−1 = (cos ξi)(θi − θi−1), i = 1, · · · , N.
(8.3.12)
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Proposition 8.3.1. The functions θi and ρi satisfies Adler’s equation:{
θ̇i = −KS sin θi, i = −N, · · · , N,
ρ̇i = K(cos ξi)Sρi,
(8.3.13)
where S and ξi are a mean-field term and the value defined in (8.3.10) and
(8.3.11), respectively.
Proof. Below, we will derive the equation for θi and ρi separately.








ρk [cos(θi − θk)− cos(θi − θk−1)] .
(8.3.14)





















= −KS sin θi.
• Case B (Derivation of equation for ρi): It follows from (8.2.10) that
Ȧi = ρ̇i(θi − θi−1) + ρi(θ̇i − θ̇i−1) = 0.
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On the other hand, note that
θ̇i − θ̇i−1 = −K(sin θi − sin θi−1)S(t) = −K(θi − θi−1)(cos ξi)S(t). (8.3.16)
We combine the estimates (8.3.15) and (8.3.16) to obtain
ρ̇i = K(cos ξi)S(t)ρi.
Remark 8.3.2. (i) By the uniqueness of the solution for the system of ODEs,
one has that
θ0(t) ≡ 0 < θ1(t) < . . . < θN−1(t) < θN(t) ≡ π.
(ii) Without symmetry, the relation (8.3.14) can be simplified as follows. It
follows from identity of trigonometric function that



















































ρk [cos(θi − θk+1)− cos(θi − θk)]
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ρk [cos(θi − θk)− cos(θi − θk−1)]



























































Next, we study the emergence of monotonicity of ρi.
Proposition 8.3.2. (Emergence of strict monotonicity of ρi) Let (ρi(t), θi(t))
be a approximate solution with initial data satisfying (8.3.3). Then ρi is
monotonically decreasing in indices:
ρ1(t) > · · · > ρN(t), t > 0.
Proof. Note that the initial data satisfy
ρ1(0) = · · · = ρi0(0) = ρ̄1 and ρi0+1(0) = · · · = ρN(0) = ρ̄2,
ρ̇i(0+) = K(cos ξi(0))S(0)ρi(0).
(8.3.17)
Then, we use (8.3.17) and the monotonicity of cos(·) in (0, π):
cos ξi > cos ξi+1 for i = 1, · · · , N,
we have
ρ̇1(0+) > · · · > ρ̇N(0+).
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This yields that there exists a positive constant δ  1 such that
ρ1(t) > ρ2(t) > · · · > ρN(t), t ∈ (0, δ). (8.3.18)
We now define a set T1 and its supremum T ∗1 :
T1 := {T ∈ (0,∞) : ρ1(t) > · · · > ρN(t), t ∈ (0, T )}, T ∗1 := sup T1.
Then, it follows from (8.3.18) that the set T1 is not empty. We claim:
T ∗1 =∞. (8.3.19)
Proof of claim (8.3.19): Suppose not, i.e., T ∗1 <∞ and there exists an index
i∗ such that
ρ1(t) > · · · > ρN(t), t ∈ (0, T ∗1 ), ρi∗(T ∗1 ) = ρi∗+1(T ∗1 ). (8.3.20)
Therefore it should be
ρ̇i∗(T
∗
1 ) ≤ ρ̇i∗+1(T ∗1 ). (8.3.21)
On the other hand, it follows from Prop. 8.3.1 that we have
ρ̇i∗(T
∗










1 ))S(T ∗1 ).
We use (8.3.20) and the monotonicity of cosine function to obtain
ρ̇i(T
∗
1 ) > ρ̇i+1(T
∗
1 ).
This is contradictory to (8.3.21). Thus, T ∗1 =∞ and we have
ρ1(t) > · · · > ρN(t), t ∈ (0,∞).
Remark 8.3.3. Suppose (ρi(t), θi(t)) be an approximate solution with sym-
metric and decreasing initial data:
θi(0) = −θ−i(0), ρi(0) = ρ−i(0) and ρ1(0) ≥ ρ2(0) ≥ · · · ≥ ρN(0).
Then, the argument given in the proof of Proposition 8.3.2 yields the conser-
vation of monotonicity in ρi:
ρ1(t) > ρ2(t) > · · · > ρN(t) for t > 0.
147
CHAPTER 8. EXISTENCE OF BV-SOLUTION TO THE
KURAMOTO-SAKAGUCHI EQUATION
Lemma 8.3.3. For N > 3, let ξi ∈ (θi−1, θi) to be defined by the relation




cos ξi(t) > 0, t ≥ 0.
(ii) S(t) = 2
N∑
i=1
Ai cos ξi > S(0) > 0.
Proof. (i) Recall the defining relation for ξi:
cos ξi =
sin θi − sin θi−1
θi − θi−1
, i = 1, · · · , N.





















(ρi − ρi+1) sin θi > 0, t > 0.
Thus, it suffices to show the following claim:
L(t) > 0, t > 0, (8.3.22)
to derive the desired result.
Proof of claim (8.3.22): For notational simplicity, we set
x := θi−1 and ε := ∆θ.
148



















cos(x+ ε) + cos x
)
















We will use the following sinusoidal properties:

















We apply (8.3.24) into (8.3.23), then we attain




























− ε cos ε
2
]
+ ε sin ε.
(8.3.25)









− ε cos ε
2
< 0. (8.3.26)
In (8.3.25), we use (8.3.26) and cos2(x+ ε
2
) ≤ 1 to find






− ε cos ε
2
)























































In (8.3.27), L is positive. Therefore, we have
d
dt
cos ξi > 0 for t ≥ 0. (8.3.28)




Ai cos ξi(0) = 2
N∑
i=1
(ρi(0)− ρi−1(0)) sin θi(0)
= 2(ρ̄1 − ρ̄2) sin θi0(0) > 0.









cos ξi > 0.
This implies
S(t) ≥ S(0) > 0 for t ≥ 0.
Theorem 8.3.1. For N ≥ 3, let (θi, ρi) be a solution to (8.3.5) with initial
data (8.3.3). Then, there exist positive constants Λ1i and Λ2 depending on
initial data such that
(i) |θi(t)| ≤ |θi(0)|e−KΛ1it, i = 1, · · · , N − 1.
(ii) ρ̄1e
Λ2Kt ≤ ‖ρ(·, t)‖∞ ≤ ρ̄1eK(1+2(ρ̄1−ρ̄2)∆θ)t.
Proof. (i) It follows from Proposition 8.3.1 and Lemma 8.3.3 that for i =
1, · · · , N − 1,
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where we used the fact that
S(0)sin θi(0)
θi(0)




Then (8.3.29) implies the exponential decay of θi:
θi(t) = θi(0)e
−KΛ1i t, i = 1, · · · , N − 1, t > 0.
Since ξi ∈ (θi−1, θi), it is clear that ξi converges to zero monotonically for
i = 1, · · · , N − 1 as t→∞ due to Lemma 8.3.3.
(ii) For the estimate of ||ρ||L∞(R+), it suffices to consider the dynamics of ρ1
due to Proposition 8.3.2 and even parity of ρi. We now consider the dynamics
of ρ1:
ρ̇1 = K cos ξ1Sρ1. (8.3.30)
• (Lower-bound estimate): We use Lemma 8.3.3:
cos ξ1(t) ≥ cos ξ1(0), and S(t) ≥ S(0) = 2(ρ̄1 − ρ̄2) sin θi0(0) > 0, t ≥ 0
to find
ρ̇1(t) ≥ K cos ξ1(0)S(0)ρ1(t) =: Λ2ρ1(t).
This yields the desired lower bound estimate for ρ1.
• (Upper-bound estimate): Using (8.3.4), and for N ≥ 2, we have
cos ξ1 ≥ cos ∆θ > 0 and S(t) = 2
N∑
i=1
Ai cos ξi ≤ 1 + 2 (ρ̄1 − ρ̄2) ∆θ.
In (8.3.30), the above relations imply
ρ̇1 ≤ K (1 + 2 (ρ̄1 − ρ̄2) ∆θ) ρ1.
This yields the desired estimate.
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8.4 Numerical simulations
In this section, we perform several numerical simulations to confirm analytical
results discussed in previous sections. We used the front-tracking scheme
depicted in Section 8.3 and for the construction of approximate solutions.
We employ the fourth-order Runge-Kutta method with time step h = 0.01
to implement the numerical simulations.
We consider the Cauchy problem to the continuity equation for identical
oscillators with g(Ω) = δ(Ω):{
∂tρ−K∂θ(L[ρ]ρ) = 0, (θ, t) ∈ T× R+,
ρ(θ, 0) = ρ0(θ).
We set the coupling strength K = 1 and the common natural frequency Ω =
0. We implement the numerical simulations on the following approximated
system given in (8.2.3):





8.4.1 Symmetric and monotone initial data
In this part, we consider an even, periodic and monotone initial datum ρ0:
ρ0(θ + 2π) = ρ0(θ), ρ0(−θ) = ρ0(θ), θ ∈ (−π, π)
ρ0(θ1) ≥ ρ0(θ2) for |θ1| < |θ2|, θ1, θ2 ∈ (−π, π).
To confirm with analytical results in previous section, we consider a non-
























ρ0(θ) cos θdθ =
2
3π
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(a) Emergence of synchronization for N =
120
















(b) Comparison on N = 60 and N = 120
at time t = 4

























(c) Growth rate of ‖ρ(·, t)‖∞





















(d) Growth rate of ln ‖ρ(·, t)‖∞
Figure 8.1: Two step symmetric initial data
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(a) Emergence of synchronization























(b) Growth rate of ln ‖ρ(·, t)‖∞
Figure 8.2: Multi step symmetric initial data


















(a) Emergence of synchronization




















(b) Growth rate of ln ‖ρ(·, t)‖∞
Figure 8.3: Symmetric initial data with vacuum
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(a) Emergence of synchronization





















(b) Growth rate of ln ‖ρ(·, t)‖∞











We implement two cases for the number of subintervals to be N = 60 and
N = 120. For N = 60 and 120, Λ2 is determined by Λ2 ≈ 0.2118 and 0.2121,
respectively. In Figure 8.1, we implement the simulation of the dynamics
(8.4.1) with initial values as in (8.4.2). In Figure 8.1(a), it shows the emer-
gence of synchronization with symmetric two step initial configuration. We
can easily observe that once the monotonicity appears, it preserves as ex-
plained in Remark 8.3.3. We compare the growth rate of maximum value of
the density. The numerical results in Figure 8.1(c) and 8.1(d) show that the
growth rate is uniformly bounded with respect to the number of subintervals
for the approximation solutions, which support the estimate of growth rate
in Theorem 8.3.1:
ρ̄1e
Λ2Kt ≤ ‖ρ(·, t)‖∞ ≤ ρ̄1eKt.
where the upper bound is determined by the initial datum (8.4.2) and, for
the lower bound, we plot with the Λ2 ≈ 0.2118 which corresponds for the
case N = 60.
As a second example, we consider a non-vacuum multi-step symmetric
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Numerical results is shown in Figure 8.2. We can see in Figure 8.2(a) that the
monotonicity of ρ(θ, t) in θ ∈ (0, π) is preserved as we mentioned in Remark
8.3.3. The maximum value ‖ρ(·, t)‖∞ shows exponential growth as in Figure
8.2(b).








≤ θ < π
2
,





In this case, S(0) becomes S(0) = 1
2π
. Thus, with N = 120, we have
Λ2 ≈ 0.1591.





) and concentrate to the origin exponentially as time increases.
8.4.2 Non-symmetric initial data
In this part, we consider the non-symmetric initial datum. Although we didn’t
treat this initial setting analytically in previous sections, we implement nu-
merical simulation to compare the evolution of approximated solution. We
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The numerical implement with N = 120 is shown in Figure 8.4(a). As time
increases, the density function ρ(θ, t) makes a spike and the maximum value






In this chapter, we consider the emergence of complete synchronization of
kinetic Kuramoto model. We present sufficient conditions which condense the
distribution of oscillator by focusing the dynamics of kinetic Kuramoto order
parameters. We show the appearance of synchronization for the identical
oscillators and the positive invariant behavior for the non-identical case. This
chapter is based on the joint work in [35].
9.1 Synchronization of the identical Kuramoto-
Sakaguchi equation
In this section, we present an emergent dynamics of the kinetic Kuramoto
model with the same natural frequencies. We first introduce order parame-
ters measuring the degree of synchronization for the kinetic model for the
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cos(θ − φ)ρf (θ, t)dθ, 0 =
∫
T
sin(θ − φ)ρf (θ, t)dθ. (9.1.3)

















sin(θ − φ) cos(θ∗ − φ)− cos(θ − φ) sin(θ∗ − φ)
)
ρf (θ∗, t)dθ∗
= sin(θ − φ)
∫
T
cos(θ∗ − φ)ρf (θ∗, t)dθ∗
− cos(θ − φ)
∫
T
sin(θ∗ − φ)ρf (θ∗, t)dθ∗
= r sin(θ − φ).
(9.1.4)
Thus, we combine (2.3.4) and (9.1.4) to rewrite the kinetic K-S equation in
terms of order parameters:
∂tf + ∂θ
(
Ωf −Kr sin(θ − φ)f
)
= 0. (9.1.5)
Without loss generality, we can assume that the g(Ω) = δ(Ω) and we set
f(θ,Ω, t) = ρf (θ, t)δ(Ω).
As long as there is no confusion, we suppress f -dependence in ρf , i.e., we set
ρ := ρf .
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Then, the local mass density ρf satisfies









Kr sin(θ − φ)ρ
)
= 0. (9.1.7)
In the following two subsections, we will present the order parameter
approach to show the formation of completely synchronized states from non-
completely synchronized states.
9.1.1 Dynamics of order parameters
In this subsection, we study the dynamics of the order parameters introduced
in previous section. We now consider the dynamics of order parameters. We
differentiate the relation (9.1.1) with respect to t to obtain





We devide (9.1.8) by eiφ on both sides to get





We again compare real and imaginary parts of (9.1.9) and employ (9.1.5) to
derive a coupled dynamical system for r and φ in the following lemma.
Proposition 9.1.1. Let ρ be a solution to (9.1.6) and r, φ are order param-
eters defined by the relation (9.1.2). Then, r and φ satisfy
(i) ṙ = Kr
∫
T
sin2(θ − φ)ρ(θ, t)dθ,
(ii) φ̇ = −K
∫
T




+ 2r(φ̇)2 − 2(Kr)2
∫
T
sin2(θ − φ) cos(θ − φ)ρ(θ, t)dθ.
,
160
CHAPTER 9. SYNCHRONIZATION OF THE
KURAMOTO-SAKAGUCHI EQUATION




cos(θ − φ)ρ(θ, t)dθ, 0 =
∫
T
sin(θ − φ)ρ(θ, t)dθ.















sin2(θ − φ)ρ(θ, t)dθ.
(9.1.10)


















sin(θ − φ) cos(θ − φ)ρ(θ, t)dθ,
(9.1.11)
where we take integration by parts for the last equalities in (9.1.10) and
(9.1.11).




sin2(θ − φ)ρ(θ, t)dθ − 2Krφ̇
∫
T



















+ 2r(φ̇)2 − (Kr)2
∫
T
2 sin2(θ − φ) cos(θ − φ)ρ(θ, t)dθ.
The following lemma is an analogy of Lemma 3.2 of [36]
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Lemma 9.1.1. Let ρ be a solution to (9.1.6) with r0 > 0 and ρ0 ∈ L1(T).
Then, there exists a positive constant r∞ ≤ 1 such that
(i) inf
0≤t<∞
r(t) ≥ r0 > 0, lim
t→∞
(r(t), ṙ(t)) = (r∞, 0),
(ii) |φ̇| ≤ K(1− r), lim
t→∞
φ̇(t) = 0.




sin2(θ − φ)ρ(θ, t)dθ ≥ 0, i.e., r(t) ≥ r0. (9.1.12)
On the other hand, due to the uniform boundedness of r, we can see that
the order parameter r converges to r∞ ≤ 1 and ṙ converges to zero as time
t→∞.
(ii) We need to show that
−K(1− r) ≤ φ̇ ≤ K(1− r).










sin(θ − φ)− 1
)(












cos(θ − φ)ρ(θ, t)dθ −K
∫
T
sin(θ − φ)ρ(θ, t)dθ +K
= −Kr +K = K(1− r).









sin(θ + φ) + 1
)(















cos(θ − φ)ρ(θ)dθ −K
∫
T
sin(θ − φ)ρ(θ)dθ −K
= Kr −K = −K(1− r).
Finally, we combine Case A and Case B to obtain the desired result.
For the second part, we use Cauchy-Schwarz’ inequality, (9.1.13) and the
representation formula for φ̇ in Proposition 9.1.1 to obtain
| φ̇ | ≤ K
∫
T
| sin(θ − φ) | ρdθ ≤ K
(∫
T


















9.1.2 Emergence of the complete synchronization






I+δ := {θ ∈ T : |θ − φ| < δ}, I
−
δ := {θ ∈ T : |θ − (φ+ π)| < δ}.
(9.1.13)
Lemma 9.1.2. Let ρ be a solution to (9.1.6) with r0 > 0 and ρ0 ∈ L1(T).
Then, for any ε > 0, there exists a finite time t∗ > 0 such that∫
T\Iδ
ρ(θ, t)dθ < ε, t > t∗.
Proof. Let ε and δ be given positive numbers. Since ṙ converges to zero, there




sin2(θ − φ)ρ(θ, t)dθ < δ2ε, t > t∗
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(a) I+δ (b) I
−
δ
Figure 9.1: Geometric descriptions of I+δ and I
−
δ
Note that for θ ∈ Iδ, we have










sin2(θ − φ)ρ(θ, t)dθ ≤ δ2ε, t ≥ t∗.
This implies the desired result.
Before we present a result on the convergence of f toward the complete
synchronized state (mono-cluster state), we briefly discuss its heuristics. Sup-
pose that the initial datum f0 is absolutely continuous and r0 > 0. Then,
since r is bounded and monotone increasing, ṙ → 0 as t → ∞. (see Lemma
9.1.1). On the other hand, it follows from Lemma 9.1.2 and estimates on
the mean-field limit that the limiting behavior of f will be either a complete
synchronized state δφ∞ , φ







In the following proposition, we show that the bipolar state is not possi-
ble asymptotically. For this, we show that the mass near the point φ + π is
exponentially decaying to zero.
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Proposition 9.1.2. (Convergence) Suppose that the coupling strength K
and absolutely continuous ρ0 satisfy
K > 0, r0 > 0,
and let ρ = ρ(θ, t) be a solution to (9.1.6) with initial datum ρ0. Then, there
exist positive numbers T0 and δ such that∫ φ(t)+π+δ
φ(t)+π−δ
|ρ(θ, t)|2dθ ≤ e−r cos δK(t−T1)
∫ φ(T1)+π+δ
φ(T1)+π−δ
|ρ(θ, T1)|2dθ, ∀ t > T1.
Proof. Note that for δ ∈ (0, 1) and t,
θ ∈ (φ+ π − δ, φ+ π + δ) =⇒ cos(θ − φ) < − cos δ. (9.1.14)
On the other hand, since limt→∞ φ̇ = 0, for any ε ∈ (0, K), there exist
T1 = T1(ε, δ) > 0 such that
| φ̇ |< εr0 sin δ, ∀ t > T1. (9.1.15)
We next claim: the functional Λ(t) :=
∫ φ(t)+π+δ
φ(t)+π−δ




≤ −λr0Λ(t), t ≥ T1. (9.1.16)
Proof of claim (9.1.16): By direct calculation, we have
dΛ
dt












= φ̇ρ2(φ+ π + δ)− φ̇ρ2(φ+ π − δ)− 2rK sin δρ2(φ+ π + δ)




= φ̇ρ2(φ+ π + δ)− φ̇ρ2(φ+ π − δ)− rK sin δρ2(φ+ π + δ)









φ̇− rK sin δ
)
ρ2(φ+ π + δ)−
(
φ̇+ rK sin δ
)




cos(θ − φ)ρ2dθ. (9.1.17)
On the other hand, it follows from (9.1.14) and (9.1.15) to see that
φ̇− rK sin δ ≤ (εr0 − rK) sin δ ≤ (ε−K)r0 sin δ < 0,
φ̇+ rK sin δ > (−εr0 + rK) sin δ > (K − ε)r0 sin δ > 0,∫ φ+π+δ
φ+π−δ
cos(θ − φ)ρ2dθ ≤ − cos δΛ(t).
(9.1.18)
Finally, we combine (9.1.17) and (9.1.18) to obtain a Gronwall’s inequality:
dΛ(t)
dt
≤ −r cos δKΛ(t), t ≥ T1.
This yields the desired estimate.
9.2 Positive invariant property of non-identical
oscillators
In this section, we define the order parameters for non-identical oscillators.
For given Ω̄, let fΩ̄(θ, t) be the conditional distribution corresponding to Ω̄
so that
f(θ, Ω̄, t) = g(Ω̄)fΩ̄(θ, t) and
∫
T
fΩ̄(θ, t)dθ = 1. (9.2.19)











fΩ̄(θ, t) cos(θ − φΩ̄)dθ, and 0 =
∫
T
fΩ̄(θ, t) sin(θ − φΩ̄)dθ.
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g(Ω)rΩ sin(φΩ − φ)dΩ
(9.2.22)
By applying (9.2.19) to the kinetic Kuramoto system (2.3.4), we can
deduce the equation for the conditional distribution fΩ = fΩ(θ, t):
































sin(θ − φ) cos(θ∗ − φ)− cos(θ − φ) sin(θ∗ − φ)
)
f(θ∗,Ω∗, t)dθ∗dΩ∗





cos(θ∗ − φ)f(θ∗,Ω∗, t)dθ∗dΩ∗︸ ︷︷ ︸
=r





sin(θ∗ − φ)f(θ∗,Ω∗, t)dθ∗dΩ∗︸ ︷︷ ︸
=0
= r sin(θ − φ),
where we use (9.2.22) in the last equality. So, the equation (9.2.23) can be
rewritten as
∂tfΩ + Ω∂θfΩ(θ, t)−Kr∂θ
[











Ω−Kr sin(θ − φ)
)]
= 0. (9.2.24)
We also rewrite (2.3.4) with the global order parameters:




Ω−Kr sin(θ − φ)
)]
= 0



















sin(θ − φΩ)fΩ(θ, t)
(

























cos(θ − φΩ)fΩ(θ, t)
(
Ω−Kr sin(θ − φ)
)
dθ
where we take integration by parts in the last equalities. With same argument
























sin(θ − φ)f(θ,Ω, t)
(
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cos(θ − φ)f(θ,Ω, t)
(
Ω−Kr sin(θ − φ)
)
dθdΩ.











− 1, we choose a
positive constant γ such that
π
3




























For every Ω̄ ∈ suppg(Ω), we assume that∫
Lγ(0)
fΩ̄(θ, 0)dθ ≥
2 + ε+ cos γ
(1 + sin γ)(1 + cos γ)
. (9.2.26)
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2 + ε+ cos γ
(1 + sin γ)(1 + cos γ)
dΩ
=
2 + ε+ cos γ




2 + ε+ cos γ
(1 + sin γ)(1 + cos γ)
.





≥ 2 + ε+ cos γ
(1 + cos γ)(1 + sin γ)
(9.2.27)




− 1, we have 1 + ε > ε(1 + cos γ) so that
2 + ε+ cos γ
(1 + sin γ)(1 + cos γ)
>
1 + ε
1 + sin γ
(9.2.28)
We will show that
2 + ε+ cos γ






< x < 1, we have the following equlaity:
x(1 +
√





(see Figure 9.3) Thus, we have
x(1 +
√


















sin γ(1 + cos γ) > 1 + ε,
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y = x(1 +
√
1− x2)− 1




Figure 9.3: x(1 +
√






(1 + sin γ)(1 + cos γ) > 2 + ε+ cos γ,
which implies (9.2.29).





− 1 + ε
1 + cos γ
for all Ω̄ ∈ suppg(Ω).





cos(θ − φ(0))fΩ̄(θ, 0)dθ +
∫
T\Lγ(0)










≥ sin γ 2 + ε+ cos γ
(1 + sin γ)(1 + cos γ)
−
(
1− 2 + ε+ cos γ
(1 + sin γ)(1 + cos γ)
)
=
2 + ε+ cos γ




1 + cos γ
> 0.
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Since rΩ̄ ≤ 1,
cos(φΩ̄ − φ) >
1 + ε
1 + cos γ
> sin
1 + ε




− 1 + ε
1 + cos γ
).




Lemma 9.2.2 (Estimates on φ̇ and r). Suppose that suppg(Ω) ⊂ (−M,M).









In particular, we have




− 1 > ε > 0.


































fΩ(θ, t) sin 2(θ − φ)dθdΩ









































sin(θ − φ)− 1
)(
































sin(θ − φ) + 1
)(




































f(θ,Ω, t) cos(θ − φ)dθdΩ
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− 1 > ε > 0.









≥ 2 + ε+ cos γ















































































Ω +Kr cos γ
)






























From (9.2.30), we have
d
dt


















































By the assumption (9.2.27),(






(1 + cos γ)− 1 > ε > 0.
By (9.2.28), we attain
1
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for 0 ≤ t < t∗. Let T := {t∗ ∈ [0,∞) : ddtΓ
1
Ω(t) > 0 for all t ∈ (0, t∗)} and
set T := sup T . We claim that T = ∞. Suppose T < ∞. By (9.2.30), we
have






















)∣∣B1,Ω(T ) +B2,Ω(T )∣∣





























































By the continuity, there exists time t̃ such that d
dt
Γ1Ω(t) > 0 for T < t < t̃.













































≥ 2 + ε+ cos γ

























)2 − (B1,Ω̄(t))2]+ LΩ̄(t)
















Ω̄−Kr sin(θ − φ)
)















2(f 2Ω̄)Kr cos(θ − φ)dθ
=: L1(t) + L2(t),
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=: L11(t) + L12(t)





)2 − (B1,Ω̄(t))2]+Kr cos γ[(B2,Ω̄(t))2 + (B1,Ω̄(t))2]




























































































































































≥ KεΓ2Ω̄(t) sin γ.
Gronwall’s inequality yields the desired results.
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Conclusion and future works
This chapter is devoted for closing remarks to the Kuramoto model and
proposing open problems. The Kuramoto model is a prototype model to de-
scribe the synchronization phenomena. From Chapter 3 to Chapter 7, we
studied the emergence of synchronization for the classical Kuramoto model
in various circumstances, such as relaxed initial constraints, network struc-
tures, frustrations, external heterogeneous forcings, inertia, and adaptive cou-
plings, etc. We provided the sufficient conditions for initial configurations to
achieve synchronization. We use Lyapunov functional approach extensively
for the analysis and these estimates are studied under technical constraints.
However, we can observe numerically that the synchronous behavior can be
achieved with further relaxed conditions. In [38], the authors proved the com-
plete synchronization with generic initial configurations under the large cou-
pling strength by using the gradient flow structure of the Kuramoto system.
We may improve the aforementioned results with some alternative methods.
We also studied the dynamics for the kinetic Kuramoto model which rep-
resents the mean field limit of the Kuramoto oscillators in Chapters 8 and
9. We showed the existence of BV weak solution by using front tracking al-
gorithm and provide the exponential growth of the approximate solution.
Under absolutely continuous framework, we show the concentration of oscil-
lators by focusing on the dynamics of kinetic Kuramoto order parameters. As
in the particle model, we expect to extend the current results to relaxed or
generic initial condition by studying the inherent structure of the Kuramoto-
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Sakaguchi equation.
We next propose some related open problems in the following.
1. We can generalize the Kuramoto model by replacing sine function to
general 2π-periodic functions:






where Γ is 2π periodic. Especially, if Γ is π-periodic, for example, Γ(θ) =
sin 2θ, then the dynamics has attraction and repulsion forces. We may
consider the dynamics of the coupled system with various geometric
conditions on Γ.
2. If we expand the sine term in R.H.S,


























then, the Kuramoto model can be expressed by the Winfree type model
with two interaction terms. In general, the Winfree model shows more
diverse dynamics compared to the Kuramoto model. We can apply vari-
ations such as adaptive couplings and heterogeneous external forcings
into the Winfree model.
3. As we study for the identical Kuramoto-Sakaguchi equation, we may
apply the front tracking method for the non-identical case. By dis-
cretizing the distribution of natural frequency g(Ω), we can define an
approximate solution for the non-identical Kuramoto-Sakaguchi equa-
tion. Such numerical approaches have merits that we can observe the
structures of the solutions.
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4. By adopting the inertia to the kinetic Kuramoto model, we can induce
the following kinetic equation for a one-particle distribution function
f = f(θ, ω,Ω, t):
∂tf + ∂θ(ωf) + ∂ω(V [f ]f) = 0,





− ω + Ω−K
∫∫∫
sin(θ − θ∗)f(θ∗, ω∗,Ω∗, t)dθ∗dω∗dΩ∗
}
(10.0.1)
where ω = dθ
dt
. The equation (10.0.1) reduces to the kinetic Kuramoto
model without inertia (2.3.4) by vanishing inertia m → 0 [9]. The
asymptotic dynamics for the kinetic Kuramoto model with inertia is
also an open problem.
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Appendix A
Positivity of te and εθ in
Lemma 4.4.6
In this appendix, we prove the positivity of te and εθ defined in (4.4.35) as a
solution of the system (4.4.34).
Recall that
te =





2 − α− π) + C2(βδ − π2 )
2C1 + C2
,
where C1 and C2 are given by the following relations:















• Case A (Positivity of the term 2C1 + C2): It follows from (6.1.1) that we
have
2C1 + C2









+KA(D∞2 − α)r0 −D(Ω)
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= K
[












Here we used the simple relations:
0 ≤ r0 ≤ 1, D(Ω) ≤ 2 max
1≤j≤N
|Ωj|.
Thus, the denominators of te and εθ are positive.
• Case B (Positivity of te): Because δ ∈ (0, 12), we have
2βδ = 2(1− δ)π > π, D∞2 − α < π.
Thus, we have
2βδ −D∞2 + α > 0, i.e., te > 0.
• Case C (Positivity of εθ): By direct calculation, we have
C1(D
∞













































Then, because π > D∞2 − α and βδ > π2 , we have
M2 > 0.
We claim:
M1 > 0. (A.0.3)
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The proof of claim (A.0.3):
M1 = r0
[





− (π + α−D∞2 )
We define
r̃ :=
(π + α−D∞2 )




and we will show that r̃ < r∗ for large K due to the smallness of α so
that the condition r0 > r∗ yields M1 > 0. For simplicity of notation, let








= sinD∞2 −sinα < cosα(π−D∞2 −α). (A.0.5)





























































. There exists a K̄1 that satisfies r∗ > r̃
for K > K̄1 as long as the following inequality holds
2α
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Because




















(βδ − π2 )π
> 0.
We assume that α is small enough to satisfy
























(βδ − π2 )π
]
,
or, in other words,
2
√







By multiplying by 1√
2
< cosα < 1 on both sides, we obtain
2
√














To show (A.0.7), it suffices to show that
2α















R̄ sin βδ − (βδ −
π
2
)πA < 0. (A.0.9)
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R̄ sin βδ − (βδ −
π
2
)πA = 0, (A.0.10)
and let α1 and α2 be the two solutions of (A.0.10). From (A.0.8), we have
















































Because (A.0.10) is symmetric with respect to α1+α2
2
, (A.0.9) holds for α < 1
4
.
Therefore, if we choose α to satisfy












(βδ − π2 )π
]}
,
we can conclude that (A.0.9) is true, i.e., r∗ > r̃ for K > K̄1. Hence, the
initial constraint r0 > r∗ guarantees that r0 > r̃, and, eventually, M1 > 0.





Then, it follows from (A.0.2) that if K > K1 := max{K̃1, K̄1}, we have
C1(D
∞
2 − α− π) + C2(βδ −
π
2
) > 0. (A.0.11)




Proof of Lemma 5.2.3
In this appendix, we provide the proof of Lemma 5.2.3 using elementary row
operations and the Laplace expansion.
detMN = det










p2 − N−1N K
K
N





























. . . K
N
−(p1 −K) p2 −K 0 . . . 0













p2 −K 0 . . . 0





0 0 . . . pN −K

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. . . K
N
0 p3 −K 0 . . . 0
















. . . K
N
p2 −K 0 0 . . . 0






0 0 0 . . . pN −K











p2 −K 0 . . . 0 0






0 0 . . . pN−1 −K 0

=:M1 + · · ·+MN .
We next estimate the Mi separately.










= (−1)NN − 1
N
KN







• (Estimate of M2):
M2 = (p1 −K)
K
N




(−1)N−1KN + (−1)N−2(p1 + p3 + p4 + · · ·+ pN)KN−1 +O(KN−2).
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• (Estimate of M3):
M3 = (p1 −K)
K
N




(−1)N−1KN + (−1)N−2(p1 + p2 + p4 + · · ·+ pN)KN−1 +O(KN−2).
...
• (Estimate of MN):
MN = (p1 −K)
K
N













(p1 + · · ·+ pN)KN−1 +O(KN−2).
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국문초록
이 논문에서 우리는 동기화 현상을 기술하는 쿠라모토 모델에 관하여 연구한
다. 쿠라모토 모델에서는 진동자들의 동역학이 내재적인 상수 역동성과 진동
자간의결합으로주어진다.우리는네트워크구조,결합노이즈,이질적인내재
역동성, 관성 효과 등의 다양한 상황에서 쿠라모토 모델의 동기화를 얻기위한
충분조건에 대해서 알아본다. 또한, 쿠라모토 모델의 평균장 극한에 대한 거
시적 표현인 쿠라모도-사카구치 운동방정식의 동역학에 대해서도 연구한다.
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