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論	文	内	容	要	旨	
今日の情報化社会を支えるためには大規模情報を高速に処理する計算機が不可欠であり、その必要性
から量子並列性を利用した高速処理が可能な量子計算機が盛んに研究されている。量子論理ゲート型で
約 50 ビット、断熱的量子計算型で約 2000 ビットの量子プロセッサが超伝導集積回路によりすでに実現
されているが、実用化のためにはさらなる大規模化が求められる。一般に超伝導量子ビットは外界との
相互作用の影響により量子コヒーレンスを保つことが難しいため、高温超伝導体の量子ビット応用を検
討する必要があると考えられる。他方、ハードウェアの大規模化と同時に実用的な量子計算アルゴリズ
ムの開発もまた重要課題である。量子論理ゲート型量子計算は原理的には汎用計算であるが、実際には
因数分解やデータベース検索など特定の処理に特化した専用機としての用途が見込まれており、有用な
量子計算アルゴリズムはそれほど多く報告されていない。また、断熱的量子計算によって解ける問題は
組合せ最適化問題のみである。従って、量子計算機実用化に向けては効率的なアルゴリズム構築法の確
立が重要である。こうした背景から、本研究では脳型計算におけるニューロン間相互作用と量子計算に
おける量子ビット間相互作用とのアナロジーを用いて、断熱的量子計算用ハミルトニアンを学習によっ
て構成する方法を提案し、その有効性並びにハードウェア実装方法について検証した。本論文はこれら
の成果を取り纏めたもので、全文 6章からなる。	
第 1章は序論である。関連する先行研究とともに、本研究の背景と目的を述べた。	
第 2章では、断熱的量子計算の基礎的な枠組みと、ニューラルネットワークのシナプス結合行列を断
熱的量子計算用ハミルトニアンへと変換する手法について説明した後、脳型計算を模倣した断熱的量子
計算によって連想記憶を実現する手法について提案している。古典的な連想記憶モデルは、二値ベクト
ルとして与えられる記銘パターンの自己相関行列をニューラルネットワークのシナプス結合行列とし
て与えることにより実現される。この自己相関行列を変換することにより、記銘パターンの重ね合わせ
状態を基底状態にもつ断熱的量子計算用ハミルトニアンを得ることに成功し、理論的に記銘可能な最大
パターン数である2"#$(ただし𝑁は量子ビット数)個のパターンが確かに記銘できることを明らかにした。
古典連想記憶の記憶容量は0.14𝑛(ただし𝑛はニューロン数)程度とされており、複数パターンの記銘につ
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いては量子並列性が優位に作用することを示す結果である。しかし一方で、量子連想記憶は重ね合わせ
状態として複数のパターンを記憶するがゆえに、記銘された全パターンが等確率で想起されてしまい、
キーパターンに最も近いパターンを想起することが困難である。そこで本研究では、量子ビットの初期
状態としてキーパターンを入力するのではなく、いくつかの量子ビットへ局所バイアスを印加する手法
を考案した。4 量子ビットネットワークにおける数値シミュレーションにより、1 ビット欠落キーパタ
ーンから正解パターンを想起する確率は、異なる記憶パターン数の結果を平均して 72.3%であった。こ
のことは、記憶パターンに対応するグローバルミニマムが多数存在する連想記憶のポテンシャルを局所
バイアスにより変調することで、所望の記憶パターン（すなわち正解パターン）を高い確率で想起でき
ることを意味している。本結果は、脳型計算とのアナロジーにより断熱的量子計算用ハミルトニアンを
構成できることを示すものであり、重要な成果である。	
第 3章では、第 2章では自己相関行列を変換することで構成していた断熱的量子計算用ハミルトニア
ンを、学習によって獲得する手法を提案している。すなわち、学習対象パターンに応じて量子ビット間
相互作用強度を徐々に変調することで、学習対象パターンの重ね合わせ状態を基底状態に持つような断
熱的量子計算用ハミルトニアンを自動獲得する手法を考案した。断熱的量子計算用ハミルトニアンの逐
次更新則には、脳型計算で利用されるボルツマンマシンの学習則を模倣した。ボルツマンマシンはスト
カスティックニューロンにより構成されるニューラルネットワークの一種で、確率分布を記憶する統計
的機械学習モデルとして知られている。その学習則は、クランプフェーズにおいて望ましいニューロン
間相互作用を強める働きをもつヘブ学習と、アンクランプフェーズにおいて望ましいニューロン間相互
作用を弱める働きをもつ反ヘブ学習とによって構成される。特に反ヘブ学習はポテンシャルのローカル
ミニマムの発生を阻害し、過学習によって偽パターンを記憶することを抑制する働きをもっている。こ
の学習則は、ボルツマンマシンが記憶している確率分布と所望の確率分布との距離が縮まるようにシナ
プス結合強度を逐次更新していく。つまり、統計分布間距離の指標である Kullback−Leibler(KL)情報量
を極小にする最急降下法として機能している。本研究では、このボルツマンマシンの学習則を模倣し、
望ましい確率分布を反映し量子ビット間相互作用を強める量子ヘブ学習則と、現在記憶している確率分
布を反映し量子ビット間相互作用を弱める量子反ヘブ学習則とを考案した。本手法における量子力学的
効果は学習毎に実行される断熱的量子計算のダイナミクスとして導入されているもので、量子ビット間
結合の逐次更新則である量子ヘブ・反ヘブ学習則そのものは単なる古典的計算である。量子力学的なダ
イナミクスまで含めた場合に、提案手法がボルツマンマシン同様 KL 情報量の最急降下法と同等の効果
を発揮するかは定かでない。そこで、9 量子ビットネットワークに 3 つのランダムパターンを学習させ
ることを例題とし、変数として選んだ 2つの量子ビット間結合以外を全て定数に固定した場合、量子ヘ
ブ・反ヘブ学習則によってどのように変数である2つの量子ビット間結合が更新されていくかを調べた。
量子反ヘブ学習の量子ヘブ学習に対する比率を	𝜀	としたとき、量子反ヘブ学習を併用した	𝜀 > 0の場合、
学習対象パターンの観測確率が高くなるようにハミルトニアンが逐次更新されていくことが確認され
た。ただし、𝜀	の大きさと学習終了時に得られる学習対象パターンの観測確率とは比例しない。以上の
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結果は、提案した量子ヘブ・反ヘブ学習則によってより最適な断熱的量子計算用ハミルトニアンを獲得
できることを示している。同じ例題について、今度は全ての量子ビット間結合を更新した場合について
調べた。先ほどと同様、𝜀 > 0の場合は学習回数の増加に伴って学習対象パターン観測確率が向上し、
学習性能が向上することが示された。以上の結果から、量子ヘブ・反ヘブ学習則は直接 KL 情報量を極
小化する学習則ではないものの、学習対象パターン観測確率を高める効果を確かに有することが明らか
になった。500 回学習して獲得した断熱的量子計算用ハミルトニアンを用いて、第 2 章と同様の連想記
憶の正解パターン想起確率を調べたところ、第 2 章の連想記憶に比べ 7％程度想起性能が向上すること
が明らかになった。このことは、学習による断熱的量子計算用ハミルトニアンの最適化が可能であるこ
とを意味しており、アルゴリズムを自動獲得しうる量子計算機の実現に向けて重要な成果である。	
第4章では、脳型計算の手法を模倣した断熱的量子計算用ハードウェアの構成について検討している。
シナプス結合行列から変換されるハミルトニアンは量子ビット間相互作用のみで構成されているため、
本論文で提案した量子計算アルゴリズムを実装するには、量子ビット間相互作用が非対角項成分のみに
よって記述されるようなハードウェアを採用しなければならない。本研究では、ジョセフソン接合によ
り結合される超伝導電荷量子ビットネットワークを用いた実装方法を検証した。電荷量子ビットを構成
しているジョセフソン接合のジョセフソンエネルギー𝐸/と結合器を構成するジョセフソン接合のジョセ
フソンエネルギー𝐸/0との比	𝐸/0/𝐸/	が、約 1.44 より大きい場合は抑制性結合(結合された量子ビット同
士が反対の状態を取る結合)、約 1.44 より小さい場合は興奮性結合(結合された量子ビット同士が同じ
状態を取る結合)をそれぞれ実現できることを明らかにした。そこで、量子ヘブ・反ヘブ学習則に従って
結合器のジョセフソンエネルギーを最適化した場合の連想記憶性能について評価した結果、第 3章と同
様に学習により連想機能を獲得しうることを数値計算により示した。これは、量子計算ハードウェアの
開発における重要な成果である。	
第 5章では、高温超伝導体固有ジョセフソン接合の量子ビット応用を目指し、直列接続されたジョセ
フソン接合列における巨視的量子トンネリングの特性について述べている。断熱的量子計算はハミルト
ニアンの基底状態を用いる計算方式であり、基底状態と第一励起状態のエネルギーギャップが大きいほ
ど高速に計算することができる。しかし、一般にビット数を増やすとエネルギー準位間隔は狭まってし
まうため、多ビット化と処理速度はトレードオフの関係にある。大規模化に向けては、高温超伝導体の
ようなエネルギーギャップの大きい材料を量子ビットに応用する研究が必要だと考えられる。そこで本
研究では、量子コヒーレンスの観測される温度が金属系超伝導体よりも 1桁程度高くエネルギーギャッ
プが大きい銅酸化物系高温超伝導体 Bi2212 の結晶に由来する固有ジョセフソン接合に着目した。この
材料は c軸方向に固有ジョセフソン接合が直列接続した構造になっているため、単接合に加工すること
が難しく接合列として扱わなければならないが、こうした接合列の量子特性には未解明な部分が多く残
されている。本研究では、量子ビット応用上重要とされる巨視的量子トンネリング特性について、接合
数に伴うトンネル頻度変動メカニズムの解明に向けた研究を行なった。金属超伝導体を用いた実験によ
り、接合間に常伝導体が挿入された接合列では、接合数の増加に伴ってトンネル頻度が減少するのに対
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し、常伝導体を含まない接合列では接合数の増加に伴ってトンネル頻度が大きく増大することを示した。
本結果は、接合間に働く量子コヒーレンスがトンネル頻度に影響を及ぼしていることを示唆するもので、
接合列の量子ダイナミクス解明に向けた重要な知見であり、接合列を用いた断熱的量子計算の実装に向
けて重要な成果である。	
第 6章は結論である。着眼した課題とその課題解決法、得られた結果、関連研究との関係について総
括し、今後の展望を述べた。	
以上要するに本論文は、脳型計算での知見を応用して学習機能が付加された断熱的量子計算を提案し、
その有効性・妥当性を数値計算により明らかにし、かつハードウェアの構成方法も示したものであり、
量子計算の実用化に向け重要な知見をもたらすものであると期待できる。	
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