The IDR(s) proposed by Sonneveld and Gijzen is an efficient method for solving large nonsymmetric linear systems. In this paper, QMRIDR(s), a new variant of the IDR(s) method is presented. In this method, the irregular convergence behavior of IDR(s) is remedied and both the fast and smooth convergence behaviors are expected. Numerical experiments are reported to show the performance of our method.
Introduction
Numerical iterative methods play an important role in solving large and sparse linear systems of the form:
in which coefficient matrix A is real, nonsymmetric and nonsingular with the order of n, and right hand side b is a given vector. The IDR(s), a generalization of the IDR method [1] for solving the problem (1), was recently proposed by Sonneveld and Gijzen [2] . Some variants of this method have been proposed since then. A new IDR(s) variant by imposing bi-orthogonalization conditions was developed in [3] . By exploiting the merit of BiCGStab(ℓ) [4] to avoid the potential breakdown, especially for skewsymmetric or nearly skew-symmetric systems, IDRStab and GBi-CGStab(s, L) were proposed with higher order stabilization polynomials in [5] and [6] , respectively. A block version of IDR(s) for solving linear systems with multiple right-hand sides was developed in [7] . The relation between IDR and BiCGStab [8] was discussed in [9] . From the view point of Petro-Galerkin method, IDR was explained by Gutknecht in [10] . Moreover, Ritz-IDR was also explained in [11] .
The IDR(s) method has the property of fast convergence, but its convergence history of the norm of residuals shows a quite irregular convergence behavior like many other Lanczos-type product methods. Further, the quasi-minimal residual technique [12] , as a variant of the BiCG method [13] , will be shortly called QMR. We know that QMR can remedy the irregular convergence behavior. Thus we consider using QMR to IDR(s), which can produce our method QMRIDR(s). Both the property of fast convergence and smooth convergence behavior of QMRIDR(s) are expected. This paper is organized as follows: In the next section, we review the IDR(s) method to show how it works. In Section 3, we present our idea which tries to reformulate the relations of residuals and their auxiliary vectors in the IDR(s) method and construct an iterative solution by minimizing the norm of a quasi-residual. Numerical results are reported to show the performance of our method in Section 4. Finally, we conclude this paper in Section 5.
The IDR(s) method
In this section, we review the IDR(s) method. Given an initial approximation x 0 with its corresponding residual r 0 := b − Ax 0 , the kth Krylov subspace can be defined as follows:
Let G 0 := K n (A, r 0 ) be the full Krylov subspace and S be a subspace in C n . Define a sequence of subspaces G j by recursion as
Under the assumption that subspace S ∩ G 0 does not contain a nontrivial invariant subspace of A, the following result of the IDR theorem [1, 2] is obtained:
, G j is a proper subset of G j−1 . This fact implies that the sequence of nested subspaces G j is finite until G j = {0}.
Based on this theorem, the IDR(s) method was proposed to construct the next s + 1 new residuals in the same subspace G j when the former s + 1 residuals are given in G j−1 . Usually subspace S is defined as S := N (P T ), a null space of the transpose of P , where P is a matrix with the order of n × s. It was suggested to orthogonalize a set of random vectors for P in [2] . Now, we show the process of constructing a new residual.
Assume that residuals r i−s , . . . , r i in subspace G j−1 are known, then a new residual r i+1 is constructed as
in which the auxiliary vector v i is defined as v i = r i − ∑ s l=1 γ l ∆r i−l where γ l ∈ R and ∆r k := r k+1 − r k . It is obvious that v i ∈ G j−1 for all linear combinations of r i−s , . . . , r i . To ensure r i+1 ∈ G j , the auxiliary vector v i should be also in subspace S which implies that the unknowns γ l 's will be determined under the condition of P T v i = 0. The parameter ω j is obtained by minimizing the 2-norm of r i+1 and will keep the same in the next s iterations.
Let ∆x k := x k+1 − x k , then x i+1 can be updated as
In the following s iterations, the foremost residual is replaced by the new one and the above process can be cycled to construct a new intermediate residual. Finally, s + 1 residuals in G j are obtained. The IDR(s) algorithm [2] is summarized as follows.
Algorithm 1 IDR(s)
1: Initialize x 0 , j = 0, P ∈ R n×s ; 2: r 0 = b − Ax 0 , and compute r 1 , . . . , r s in G 0 by an existing Krylov solver;
Determine γ l 's by solving P T v k = 0;
5:
Compute r k+1
If x k+1 has converged then stop; 10: end for
QMR smoothing technique
In this section, we reconsider the relations of residuals and their auxiliary vectors in the IDR(s) method and propose the QMRIDR(s) method by constructing a new iterative solution. First, let us define
and
Then, we see that (2) in Algorithm 1 can be reformulated as
, which can be represented in the matrix form of
where 
Now, we construct a new iterative solutionx k based on the basis of y 0 , y 1 , . . . , y k−1 which can be written as
. To obtain a smooth convergence, the ideal generated byx k is to determine z k by minimizing ∥r k ∥ 2 , but the storage requirement is hard from the non-orthogonality of r 0 , r 1 , . . . , r k . As a compromise between the optimality and storability, the quasi-minimal residual technique used to BiCG is reconsidered here by minimizing
A diagonal matrix Ω k+1 = diag (δ 0 , . . . , δ k ) with δ i = ∥r i ∥ 2 , is used to make the columns of W k+1 to be of unit norm, i.e.,r
Due to the special structure ofH k , QR decomposition by Givens rotations can be adopted, let
where Q k+1 is a unitary (k + 1) × (k + 1) matrix, and R k is a nonsingular upper triangular k × k matrix with bandwidth of s + 2. Then, we have that
and z k is determined as z k = R −1 k t k , where
It is easy to see that
and the iterative solutionx k can be rewritten as
As R k is a triangular matrix with bandwidth of s + 2, the iterative solutionx k can be updated in short-term recurrence analogous to the way in [12] . The difference between the previous method and the proposed method is using the decomposition of a Hessenberg matrix with the bandwidth of s + 2 instead of using a tridiagonal matrix.
Under the framework of Algorithm 1, we can propose the QMRIDR(s) algorithm which is summarized as follows.
Algorithm 2 QMRIDR(s)
8:
10:
Update the new column ofH k+1 by the latest (s + 1) Givens rotations, then zero out the last element by a new Givens rotation G(c k+1 , s k+1 );
12:
, where R i,k+1 denotes the entry of R k+1 at the ith row and (k + 1)th column; 13:x k+1 =x k + τ k+1 f k+1 ;
14:
Ifx k+1 has converged then stop; 15: end for Several criteria can be used to stop the iteration in our algorithm. A natural choice is to make use of ∥r k ∥ 2 , which has been calculated previously. Other conditions are checked for ∥r k ∥ 2 or its upper bound ∥r k ∥ 2 ≤ √ k + 1 |τ k+1 | where residualr k can be easily updated at low cost per iteration step. Mixed strategies of them can also be utilized in Algorithm 2.
We expect to obtain smooth convergence history of the residuals, but at the cost of more memory requirements and level one operations of BLAS per iteration step. For example, we should save more s + 1 vectors and update the vector f k for the iterative solutionx k in Algorithm 2.
Numerical experiments
In this section, we report some numerical results with the IDR(s) and QMRIDR(s) methods. Parameter s was equal to 1 and 4. As for the initial guess and right-hand side vectors, we always chose x 0 = 0 and b = [1, . . . , 1] T . All the elements of matrix P n×s were random value distributed in the interval (0,1). The stopping criterion was Experiments were performed on a Redhat linux system (64 bit) with an AMD Phenom(tm) 9500 Quad-Core Processor using double precision arithmetic. Codes were written in the C++ language and compiled with GCC 4.1.2. All test matrices in this section were taken from the Matrix Market collection [14] . The order, number of nonzero elements and application disciplines of the test matrices are listed in Table 1 .
Algorithms were run without preconditioning. The convergence behavior is shown by the number of matrixvector products (on the horizontal axis) versus log 10 of the relative norm ∥r k ∥ 2 /∥b∥ 2 (on the vertical axis) in all four figures, and the computation time is listed in Table  2 .
As shown in Figs. 1-4 , we have the following observations. First, all peaks of the graphs related to the IDR(s) method disappear for the graphs of the QMRIDR(s) method which converged with much smoother curves. Second, both methods (the same s) need almost the same number of matrix-vector products to stop the iterations, and with larger s can converged at less iteration steps. This shows the QMRIDR(s) method also keeps the fast convergence property of the IDR(s) method.
From Table 2 , we also note that the QMRIDR(s) method required more computation time because of the additional costs per iteration step. Although both methods with larger s converged at less iteration steps, it seems that they took more computation time for some of our test problems because of more inner products with larger s.
Conclusions
In this paper, we propose a variant of the IDR(s) method: QMRIDR(s) for solving nonsymmetric linear systems. To define this method, we reformulated the relations of residuals and their auxiliary vectors in the IDR(s) method and presented them in matrix form. Based on this arrangement, we can adopt the quasiminimal residual smoothing technique and successfully construct an iterative solution in short-term recurrence.
Numerical results show that the proposed method not only has the smooth convergence behavior but also 
