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Abstract
This thesis is concerned with the task of efficiently recognising the particular instance
of a scene depicted in a query image, with applications in robot navigation including
loop closure, global localisation and topological navigation. Three novel frameworks are
proposed, each based on learning scene models by tracking local features to form sets of
landmarks. Recognition then proceeds by considering 2D constraints between pairs of
local feature correspondences to efficiently approximate global scene geometry.
First, the inter-image and intra-image pairwise geometries are considered to reduce feature
correspondences to a more succinct set for a RANSAC-based 3D geometry constraint. A
Hough-transform voting scheme based on inter-image correspondences weakly prunes the
set of correspondences, after which intra-image geometries constrain the relative image
positions of correspondences to eliminate unrealistic configurations. This idea is first
proposed in an image retrieval application, and then extended to scene recognition where
relative landmark positions are learned explicitly per scene.
Second, a method is introduced to embed 2D pairwise geometry directly in an inverted
index, to allow for fast scene recognition without 3D estimations. A set of discrete ge-
ometric words are extracted for a query image, and passed through the index to find
examples of such pairwise configurations in the database. A global geometry constraint
is then proposed by considering a maximum-clique approach to an adjacency matrix of
correspondences.
Third, a global topological localisation system is investigated which learns a naive Bayesian
network for each landmark, to efficiently approximate global geometry without a fully-
connected model. Long-term robot navigation is then addressed by learning scene models
in an incremental manner, and updating the dynamic properties of landmarks accordingly.
Experiments were performed on a new challenging dataset obtained by manually walking
along a 7km path in a park and urban district, to capture long-term effects over an 8
month period.
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Nomenclature
q A query image
s A database scene
u A local image feature
v A different local image feature appearing in the same image as u
x A scene landmark
y A different scene landmark appearing in the same scene as x
wuv The feature co-occurrence of u and v
zxy The landmark co-occurrence of x and y
piu The visual word of feature u
φu The geometric word of feature u
ρu The position of feature u
σu The scale of feature u
θu The orientation of feature u
δuv The distance between features u and v
ψuv The angle between features u and v
σuv The scale ratio between features u and v
θuv The orientation difference between features u and v
Πx The visual wordset of landmark x
Φxy The geometric wordset of landmark co-occurrence zxy
Px The position range of landmark x
Σx The scale range of landmark x
Θx The orientation range of landmark x
Ψxy The angle range between landmarks in landmark co-occurrence zxy
∆xy The distance range between landmarks in landmark co-occurrence zxy
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Chapter 1
Introduction
Computer vision has become one of the fastest-growing areas of computer science research
over the last thirty years. Our sense of familiarity with vision and images, and their
relationship with our own understanding of the world around us, lends a natural attrac-
tion to developing computer vision systems that can interpret images with human-level
understanding. Whilst many applications of such research are drawn from emulating our
own uses of visual information, such as navigation, object detection and recognition, and
interaction with the environment, many more uses are continually being developed that
extend even beyond typical human capacities, such as 3-dimensional (3D) reconstruction,
image restoration, and rapid organisation of image collections. With the arrival of power-
ful machine learning methods in recent years, computer vision is set to continue its stature
as a highly-valuable area of research in years to come as we push towards artificial systems
with a believable sense of intelligence.
This thesis focuses on the computer vision area of scene instance recognition. Given a
query image, the task is to identify the particular instance of the scene depicted in the
image, with labels such as ”Tower Bridge”, ”Hyde Park”, or ”My Bedroom”. This is
closely related to, and a sub-category of, the broader field of object recognition, but in our
case the entire image represents the object of interest, rather than the object occupying a
small localised window within the image. Scene instance recognition is a distinctly different
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challenge to that of scene classification, which aims to identify the semantic category of the
scene, with labels such as ”Bridge”, ”Park” or ”Bedroom”. In fact, there is a continuous
scale in the granularity of scene recognition, ranging from very high-level labels of general
categories, right through to labels of individual instances, and even particular viewpoints
of those instances. The challenge with the higher-level cases is that scenes within one
category may vary greatly in appearance whilst still being representative of the same class
of scene, whilst the challenge with the lower-level case is that the number of classes to
match a query image to can be vast. Figure 1.1 illustrates the varying types of recognition
tasks, with this thesis focusing on the highest-level of instance recognition.
1.1 Motivation
One of the key challenges for any autonomous mobile robot, is that of self-localisation.
At any given time, the robot must be able to determine it’s location within a map to
enable it to make appropriate decisions about how to navigate to a target destination.
When this map has not already been provided, the robot must be able to build the map
at the same time as localising itself within that map, a task known as Simultaneous
Localisation and Mapping (SLAM). Given the imperfect nature of sensors in practice,
a probabilistic approach is typically adopted, wereby both the robot’s location and the
locations of observed points in the environment are estimated with a degree of uncertainty.
Within this SLAM framework, there are several components which all interact to yield
the overall system, and one of these components is known as loop closure. When the robot
revisits a location in space that it has already built into the map, then we can use that con-
straint to decrease the uncertainty of the locations of all environment points in the map,
in a process known as bundle adjustment. If the map is already built, and the structure is
topological with locations in discrete rather than continuous space, then loop closure can
also be considered as a global localisation task. Here, qualitative appearance-based meth-
ods are used to recognise the location, rather than geometric methods as used in metric
SLAM to estimate the location within a continuous coordinate system. Appearance-based
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Figure 1.1: Different levels of granularity in scene recognition, ranging from high-level
classification to low-level instance recognition. This thesis focuses on the lowest level, i.e.
identifying ”My House”.
localisation can then be used to navigate within the pre-built topological map, or assist
in the localisation of the robot when it is first initialised and has no knowledge of its
global location. It is this global topological localisation challenge, using appearance-based
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methods, which motivates the work in this thesis. Whilst many developments in SLAM re-
search deal with the map building itself, or navigation strategies within a map, this thesis
focuses largely on scene recognition and localisation within that map, and as such the work
is largely a computer vision study rather than a robotics study, but with a consideration
of practical applications.
Within the field of robotics, there are several examples of systems that require scene
recognition capacities, each with their own individual challenges and goals. At the smaller
scale, we have the challenge of localising surgical robots and endoscopes within the body.
At a medium scale, we have mobile assistive robots for carrying out tasks in hospitals,
warehouses and factories. Then at the larger scale, we have autonomous vehicles navigating
along roads of thousands of kilometres. Whilst the motivation for this thesis is from a
robotics perspective with these systems in mind, the applications of scene recognition are
broad. For example, in recent years, the growing sophistication of smart phones has led
to great interest in recognition of buildings with a focus on the tourism and consumer
industries. The advancement of computational power has also led to sophisticated 3D
reconstruction engines that require scene recognition components to construct a 3D model
of that scene. All of these applications have their own uses of the work in this thesis,
and the methods that will be discussed have a wide varitey of uses across several fields of
computer vision.
1.2 Scene Association
We can now define scene association as the task of learning a model for the visual properties
of a particular scene, from a given set of training images representing that scene, and
subsequently recognising the scene given a new query image, from a large database of
candidate scenes. In this thesis, we propose to address this problem by building generative
models of scenes from the set of training images, and incorporating 2D pairwise constraints
into those models to enable fast and reliable recognition. Whilst discriminative methods
have proved to be popular for object classification, generative methods are much more
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suited to tasks when the underlying scene is easily modelled in terms of rigid geometric
relationships. Discriminative methods typically require a feature vector, and as such
imposing constraints based on geometric relationships is not possible with abstract vectors.
Furthermore, generative methods allow for new scene models to be easily introduced into
a database without having to retrain the entire system.
One of the core concepts that will be introduced is that of modelling real-world landmarks
as the underlying causes of feature observations in an image. By tracking local features
across several images, we who that generative models can be learned of these landmarks,
and the relative geometries of pairs of landmarks can be learned to constrain the relation-
ship between observed features in a query image, and modelled landmarks in the database.
Figure 1.2 illustrates the notion of pairwise constraints that we will be referring to regu-
larly. Figure 1.3 then highlights some of the core challenges that will be dealt with in this
thesis.
On a contextual note, the use of local features is not the only available ideology for image
matching and scene recognition. Whilst local features offer well-localised portions of an
image to be extracted which are stable over wide viewpoints, employing them typically
discards the majority of information embedded in an image. Furthermore, this approach
seems unnatural with respect to the human capacity for visual recognition and naviga-
tion, whereby it seems natural that more global signatures in the image are combined to
yield an output. Such an ideology in computer vision typically includes computing global
colour and texture statistics across the entire image, and passing them through complex
machine learning algorithms to model each scene. However, their performance is as of
yet dramatically inferior, both in speed and recognition performance, to those methods
using local features. In years to come, it is conceivable that the advancement of machine
learning will drive a shift in mentality and such global features will be employed with
encouraging results. However, for now, and in this thesis, the use of local features offers
the best performance, and in particular, instance recognition benefits greatly from their
repeatable, discriminative nature.
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Figure 1.2: Scene Association uses generative methods to learn pairwise relationships
between landmarks
1.3 Contributions
This thesis provides three key technical contributions. First, in Chapters 3 and 4, the
inter-image and intra-image pairwise geometries are considered to reduce the correspon-
dences to a more succinct set for a RANSAC-based global 3D geometry constraint. A
Hough-transform voting scheme based on inter-image correspondences allows for fast es-
timation of image scale and orientation relationships, and intra-image geometries then
constrain the relative image positions of correspondence pairs to eliminate unrealistic 2D
configurations. This idea is first proposed in an image retrieval application, and then
extended to scene recognition whereby training images are clustered into groups of similar
viewpoints, and pairwise constraints between landmarks are learned explicitly for each
cluster. Furthermore, feature appearances in the Bag Of Words framework are learned by
considering a generative approach to soft assignment in discrete feature space. Experi-
ments are carried out on a dataset of images acquired from online image-sharing websites
to represent scenes from a wide range of viewpoint, illumination and occlusion conditions.
Second, in Chapter 5, a method is proposed to embed 2D pairwise geometry directly in
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Figure 1.3: Challenges for scene recognition
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an inverted index, to allow for very fast scene recognition without the need for costly
3D estimations. By discretising landmark pairs in both appearance and geometry, a set
of discrete spatial words are extracted for a query image, and passed directly through
an inverted index tree to find examples of such pairwise configurations in the database.
A global geometry constraint is then approximated by considering a maximum-clique
approach to an adjacency matrix of correspondence pairs for each scene, to find a set of
correspondences which agree with all others in the set in terms of pairwise relationships.
Third, in Chapter 6, a global topological localisation system is investigated which learns
a naive Bayesian network for each landmark, to efficiently approximate global geometry
without the complications of a fully-connected graphical model. Long-term robot naviga-
tion is then addressed by learning scene models in an incremental manner as data from
further tours of a path is acquired, and the dynamic properties of landmarks are updated
accordingly. Filtering is then included which allows for a probabilistic localisation model
incorporating both appearance and geometry, by tracking individual landmarks and ac-
cumulating votes for each landmark independently. Experiments are performed on a new
challenging dataset obtained by manually walking along a 7km path in a park and ur-
ban district, with several tours over a period of 8 months to capture long-term dynamic
changes in scene appearance.
1.4 Summary of Results
Each of the four sections presents work that improves on baselines and relevant state-of-
the-art methods. In Chapter 3, we show that use of intra- and inter- image geometries
allows RANSAC algorithms to converge more efficiently with fewer false positive feature
correspondences. Then in Chapter 4, applying this theory to generative models of scenes
allows for more accurate scene modelling than competing methods and hence better recog-
nition performance. Chapter 5 shows that embedding word triplets in an inverted index
is far faster than BOW plus RANSAC approaches to recognition. Finally, and perhaps
most notably of all, the topological localisation in Chapter 6 introduces the first method
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to incorporate both appearance and geometry in a probablistic model for localisation,
improving localisation performance relative to appearance-only approaches.
1.5 Thesis Outline
The outline of the thesis is as follows. In Chapter 2, a literature review is presented, to-
gether with background theory on image feature, image retrieval, instance recognition and
appearance-based localisation. Chapters 3 introduces a new approach to image retrieval,
with improvements in both the appearance-based filtering and geometric verication. Chap-
ter 4 then extends this work to the task of scene instance recognition, whereby training
images are fused to form a single model for each scene of interest. In Chapter 5, the
embedding geometry into an inverted index is investigation to speed up the recognition
algorithm, foregoing 3D estimations and focussing on fast 2D geometry. Chapter 6 then
specialises the case of scene recognition in a topological, appearance-based localisation
application, for long-term navigation in dynamic environments.
Chapter 2
Background
In this chapter, the key concepts in scene instance recognition are introduced, together
with a literature review of the main contributions to this and closely-related fields. We
begin by considering how image features are extracted from and image to describe its
appearance and structure, before it can be processed by any recognition engine. Then, we
discuss how two images can be matched very efficiently using statistics purely based on
an image’s appearance. Following this, we introduce image structure and discuss efficient
methods for applying strong geometric constraints between images. The process of learning
scene models from a set of training images is then discussed. We then discuss how a
qualitative robot localisation framework applies scene recognition for practical navigation
applications. Finally, the evaluation metrics to be used in this thesis are presented.
2.1 Image Features
The first stage in most computer vision techniques, after image pre-processing, is the
representation of an image in a more useful form than simply the raw array of pixels,
capturing the important elements of the image and discarding those which offer little
information. For the task of scene recognition, this is important both for understanding
the image content and hence the similarity between two images, and for allowing for an
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efficient recognition algorithm which operates on the minimum data necessary to achieve
reliable results. Image features can be defined as either global or local in nature, depending
on the region within an image of which the feature is representative.
2.1.1 Global Features
Global features are those which consider the entire image holistically, without particular
focus on any one image region. The two most commonly used global properties are colour,
and edge direction, with both being very easy to extract from an image and revealing a
great deal of information about the image’s content. In essence, it can be considered that
every image is simply an arrangement of edges of varying intensity, with the gaps filled by
uniform regions of varying shades of colour, and hence these two image properties have
proved popular for decades due to their semantic simplicity.
Colour histograms [139] and histograms of edge orientations [12, 157] are a popular repre-
sentation of image content due to their ease of implementation and conceptual simplicity.
Edge or colour histograms of two images are then compared to yield a notion of global
image similarity. In [10], colour histograms were used to recognise outdoor scenes, using
normalisation techniques to provide invariance to dramatic illumination changes. Com-
bining both colour and edge into a histogram then provides a multi-domain approach,
such as applying a colour histogram to detected edges [129] or modifying the spatial bin-
ning for each colour to better reflect the underlying texture [119]. Studies have also been
undertaken to improve the efficiency of image-based histogram matching techniques [38]
and to more effectively reflect the human-level understanding of colour when extracting
colour from an image [137, 152].
Biologically-inspired approaches have also been popular in combining colour and texture
into a single image descriptor [132, 154]. Comparing the relative intensities of neighbouring
pixels has shown to be effective in describing local image structure with invariance to
global illumination effects [150]. The spectral properties of images, reflecting a summary
of texture in the frequency-domain, can also aid general classification of a scene at high
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semantic levels [105].
One of the key strengths of global features is their efficiency in extraction. It is far quicker
to extract colour and texture information holistically and describe an image with a single
descriptor, than having to compose individual descriptors for local regions, of which there
can be thousands in any one image. Another strength is the tolerance of global features
to image noise and resolution [142] due to the effective smoothing out of high-frequency
signals over the entire image.
However, the ability differentiate between images weakens dramatically when a query
image is compared to a large database, because the features are high-level representations
and do not focus on the low-level, discriminative details that make each individual image
unique. Whilst a high-level representation can be sufficient for category classification
[151], instance recognition requires more rigid constraints to differentiate between objects
or scenes within the same class, and global features are typically restricted to small-scale
tasks [86]. A second problem faced by global descriptors is their sensitivity to occlusions.
If a part of a scene is covered by a body not representative of the scene, then the entire
descriptor will be affected; for two scenes to be assigned a similar descriptor, typically the
entire scene needs to be free of occlusions. However, if several localised features are extract
from the image, then occlusions will only affect some of these features, and matching each
local feature is still possible. Due to these two issues, in recent years, large-scale instance
recognition tasks have typically been addressed by the use of local features which offer
more discriminative descriptors and tolerance to occlusions.
2.1.2 Local Features
Local features are those which are localised within the image, and hence in addition to the
feature descriptor, local features can be assigned geometry properties such as location and
scale. Together with their discriminative power and tolerance to occlusions as discussed,
their localised nature means that many such features can be matched between two images,
and consequently the spatial relationships between these local features adds an informative
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addition that is unavailable with global features. Furthermore, locating specific elements
in an image generates greater semantic awareness of particular points in 3D space, which
is a useful cue for tasks such as robot interaction with objects [123] and 3D reconstruction
of a scene [2].
If the feature itself is a general shape or texture, and the aim is to detect that feature
within an image, then the use of sliding windows has proved popular for object detection.
Here, the feature descriptor is computed for set of windows, each representing a different
position and scale within the image, and the descriptor is compared to a template model
that is being searched for. For example, human body detection was addressed in [33] by
computing histograms of orientated edges within the sliding window, and comparing the
overall descriptor to that of a typical body learned from training images. By building
up statistics of primitive pixel configurations, and learning discriminative classifiers using
boosting techniques, the sliding window approach has seen state-of-the-art in human face
recognition [145] and object classification [130, 42].
Image edges have historically been a popular local feature due to their intuitive nature
and speed of detection, and their invariance across viewpoint. A straight edge will still
appear straight from whatever angle it is viewed, whereas edges of an arbitrary geometry
are highly sensitive to such effects. The seminal work in [15] presented a simple example
of edge detection by passing a filter through an image, a technique which still forms the
foundations for many modern edge-detection algorithms. This was taken a stage further
in [80] by incorporating an automatic technique for detecting the scale of an edge, such
that an image could be represented as a number of edges, all at varying scales. In [71], a
scene was described by its number of, and distance between, vertical edges, creating a one-
dimensional string across the image. Error-tolerant string-matching algorithms were then
applied to find the closest match in a database. [146] grouped together lines in clusters and
matched images captured from wide angle differences by finding similar clusters across two
images. [37] applied more rigorous constraints, by considering the geometric transitions
of lines from one image to the next.
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Keypoint-based invariant features
The use of primitive features such as edges is limited by both the descriptive power of
the feature, and the ease by which two features can be matched over varying conditions.
As such, the dominant local feature type in recent years has become the keypoint-based
invariant feature, which offers very descriptive information over a small image region,
and a well-localised image position to allow for image matching or alignment based on
the relative geometries of feature correspondences. The first stage is to detected a set of
keypoints in an image [93], representing a well-localised and repeatable shape, typically
a corner [46]. For applications such as metric SLAM [34], an image patch surrounding
the keypoint is extracted [128], but for greater robustness in general recognition tasks,
keypoints are assigned a scale [80] depending on the size of the detected corner. One
a keypoint is detected, the second stage is then to assigned a descriptor to the feature
[91]. The choice of keypoint detector and feature descriptor is important when designing
a recognition system with an appropriate compromise between speed and robustness, and
each has its own strengths and weaknesses [95].
Perhaps the most widely used local invariant feature in recent years is the Scale-Invariant
Feature Transform (SIFT) feature proposed by David Lowe in 1999 [82] and extended
in 2004 [84], which offers robustness to scale, orientation, illumination, and small view-
point changes. The feature detection technique involves blurring the images at a range
of scales, and subtracting adjacent scales, to form a sequence of Difference of Gaussian
(DOG) images. Intensity peaks in these images then represent keypoints at the scale of the
particular DOG image. Keypoints which are located on an edge, and hence are unstable
and poorly localised, are eliminated. Describing each keypoint then commences by calcu-
lating the dominant orientation of the feature, and assigning a window around the feature
in line with this orientation, and of size proportional to the features scale. Histograms
representing the local edge directions are then computed, to form a 128-dimensional vec-
tor to describe the features structure, with smoothing applied to the histogram to enable
tolerance to viewpoint and imperfect keypoint localisation when pixels may move between
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adjacent bins. Finally, the vector is normalised to allow for illumination invariance. Fig-
ure 2.1 (a) demonstrates the detected keypoints and scales for a set of SIFT features, and
(b) illustrates the feature descriptor calculated with respect to the keypoint’s scale and
orientation.
(a) Keypoints localised in an image, each with
an associated scale and orientation
(b) SIFT descriptor based on image gradients
and keypoint scale and orientation
Figure 2.1: SIFT features
Since its introduction of SIFT, there have also been a number of extensions of both the
keypoint detection and feature extraction stages [93, 91, 95]. In [65], Principal Components
Analysis (PCA) was applied to reduce the length of the descriptor vector, which reduced
the memory requirements, allowed for faster feature matching, and focused the descriptor
on the more discriminative aspects of the gradient histogram. A similar technique to SIFT,
called Speeded Up Robust Features (SURF) [9], was proposed by describing features by
responses to Haar wavelets responses and using integral images to speed up descriptor
computation. The resulting process demonstrated accuracy comparable to SIFT, with a
far more efficient implementation. In [100], an extension to SIFT descriptor was proposed
which incorporate an additional global descriptor to each feature, together with the local
SIFT descriptor. As such, matching can be performed with a two stage approach, whereby
features that match to the local descriptor are then candidates for a match to the global
descriptor. This solves problems that arise when several features representing different
objects have similar local appearances, and matching using the standard SIFT descriptor
alone is ineffective. In recent years, the speed of keypoint detection itself has also seen
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dramatic improvements [120, 122], and feature matching has been made very efficient
with the use of binary descriptors that enable fast comparisons of binary strings [14, 74].
Biologically-inspired approaches to feature design have also been investigated, including
statistical modelling of the eye movement with respect to image regions of interesting
textures [138] and emulation of the arrangement of sensory cells on the retina [3].
Whilst the fastest feature extraction algorithms are based on circular features centred on
a keypoint, the shape of the feautre itself can be adjusted in an attempt to more natu-
rally fit the surrounding image texture. Affine covariant features [92] were introduced to
describe features across much larger affine viewpoint angles than standard circular fea-
tures. Following detection of a keypoint, an iterative process is applied which modifies the
features location, scale and neighbourhood, ultimately converging to an affine invariant
region, bounded by an ellipse. This ellipse then contains a region whose content is in-
variant across a restricted range of viewpoints. Maximally Extremal Stable Regions were
introduced [89] to fit larger stable regions in the image, typically regions of uniform colour,
adding power to the feature due to the unique nature of the shape describing the region.
Direct feature matching
Early work in recognition directly matched features in one image to features in all other
database images. In Lowe’s original SIFT contribution [84], a method was provided to
find the closest match of an image, against a database of images, based on the Euclidean
distance between feature descriptors. If the closest feature match is less than k (≈ 0.6)
times the next closest match, a vote is given to the image which the database feature
belongs to. Finally, the image with the greatest number of votes is labelled as the closest
match. The use of the ratio to verify a match ensures that the feature itself is distinctive
enough, and confidence is sufficient that a correct match has been made. This is necessary
because some features will only be detected in one of the two images of the same scene,
due to occlusion or illumination effects. Also, if two different features have similar descrip-
tors, then small viewpoint changes may actually result in the closest match appearing to
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be this other similar feature. This approach therefore only matches features which are
unique relative to all other features. The ratio test eliminates 90% of false matches, while
discarding less than 5% of the correct matches. This approach is very effective for images
captured from very similar viewpoints, because the features in two images will have very
similar descriptors. However, across larger viewpoint changes, it is simply not effective
enough to rely on the descriptors alone. Using these ratio tests, effective structuring of
image databases in advance of querying has enabled more effective matching at runtime
[144]. In [76], a method was presented to reduce the feature set to only included those
which were most distinctive. For each feature, the posterior probabilities for each location,
given that feature, were calculated, and the top 10% of features which gave the greatest
values were retained. These are the features which give the most distinctive representation
of the location within which the feature is present.
Rather than simply computing the Euclidean distance between feature descriptors, im-
provements in speed and recognition performance have been gained in recent years by
either addressing the descriptor space itself, or the matching methodology. In [94, 7], the
SIFT descriptor was manipulated to improve direct feature matching using new distance
functiona. In [56] descriptor space was mapped to a set of lower-dimensional spaces to
improve nearest-neighbour modelling. The distance between SIFT descriptors of a feature
correspondences was modelled as Gaussian rather than isotropic in [94]. For matching to
large databases, optimised k-d trees have been addressed to efficiently search for nearest-
neighbour descriptors [133, 60], and in [79] a prioritised approach to matching features was
presented by considering the stability and observability of each feature over a wide range
of viewpoints. In [17], a technique drawing from the human vision system was proposed.
By segmenting images into uniform regions that may correspond to objects, each region
itself was then represented by a number of SIFT features. Location recognition was then
based on recognising the overall objects, rather than treating each feature independently.
Direct feature matching has generated promising results for robot localisation in small
environments [69, 127], and is often the only technique required when the database consists
of only a few images. Of course, this is rarely the reality, and as the scale of the database
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increases, the technique degrades, for two reasons. First, the introduction of more features
into the image database generates a greater number of false positive feature matches.
Second, each feature becomes less distinct within the larger feature set, and so the number
of features matches passing distance threshold tests [84] drops rapidly. As such, more
robust techniques than a simple image voting scheme are necessary for practical robot
localisation.
2.2 Bag Of Words
Whilst direct feature matching can provide excellent recognition performance, it scales
very poorly with the size of the database and becomes impractical for any large-scale
recognition tasks, particularly within the practical constraints of robot localisation. In
2003, Josef Sivic and Andrew Zisserman’s seminal work [135] proposed a new approach
to image matching, the notorious Bag Of Words (BOW) framework, which is related to
earlier work in document classification and text retrieval [75]. In the domain of documents
and text, each document is represented by a bag of words, containing a distribution of
words which ignores the order of those words. By extracting the frequency of occurrence
of certain keywords, it is possible to classify the document as one of a distinct number of
types.
In a similar manner, images can be represented by a bag of visual words, with each
word representing a discretised portion of descriptor space. Whilst in text documents the
number of word types is fixed by the dictionary, the quantising resolution of image features
is more of an open-ended problem, often with a trade-off between discriminative power
and generalisation. Choosing a small number of visual words lacks discriminative power of
each word; however, increasing the number of words introduces a lack of generalisability
as features can “jump” between words if a small amount of noise is present. The standard
method for comparing two images is by computing a normalised histogram of visual word
occurrences for each image, denoted the BOW vector, and calculating the cosine similarity
between two such vectors. Typically, weighting based on the inverse-document-frequency
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(a) Clustering of features in descriptor
space
(b) Partitioned descriptor space and associated image
patches
Figure 2.2: Candidate local feature matches based on visual word assignments
in included [135] to downweight those visual words which occur regularly over a number of
images, and as such offer lower discrimination. Figure 2.2 illustrates the clustering process
by which visual dictionaries are typically constructed, and Figure 2.3 demonstrates how
a query image is rapidly compared to a database of images via its BOW vector of visual
word frequencies. Together with allowing for fast vector-based image matching, the BOW
framework facilitates rapid generation of candidate feature correspondences via use of an
inverted index. Each visual word in the dictionary stores a list of all features in the
database which have been assigned to this word, such that a query feature can rapidly
be linked to those database features of similar appearance. This concept is illustrated in
Figure 2.4.
Whilst the original BOW contribution proposed a simple k-means clustering approach to
dictionary generation [135], several alternatives have been proposed in recent years [16].
David Niste´r and Henrik Stewe´nius proposed the hierarchical vocabulary tree [104] (later
optimised in [59]) to speed up both dictionary construction and feature quantisation, and
was shown to offer significant scalability in [126]. James Philbin et al. [112] approximated
feature quantisation in a flat dictionary, which was shown to outperform exact search
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Figure 2.3: The cosine similarity between a query image and a database image is an
efficient way to weakly determine image similarity
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Query image Visual dictionary Database images
Figure 2.4: The dictionary can also be used to efficiently generate candidate feature cor-
respondences between two images
in the vocabulary tree. A deeper analysis of the underlying feature space has yielded
promising results with Gaussian mixture model approaches to clustering [8] and Fisher
encoding [110]. In [4], an incremental approach to dictionary learning was proposed for
a robot navigating through an environment, and a fixed-radius approach to dictionary
construction was presented in [32].
One of the issues associated with the BOW framework is that discretisation of feature
space means that a feature assigned to one visual word may “jump” to another visual
word on a subsequent observation. James Philbin and Andrew Zisserman [111] introduced
the principle of soft assignment’ to address this issue, whereby each feature is assigned to
a number of words, with a Gaussian weighting based on the distance between the feature
and each word’s centroid. In [96], a more rigorous analysis was conducted by explicitly
observing the likely alternative assignments of each visual word. A coarse dictionary with
finer discrimination based on the Hamming distance was proposed in [55] to address the
same problem.
Fast nearest-neighbour methods for BOW vector comparison was investigated in [56], and
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efforts to provide lossless compression of a BOW database were discussed in [55]. The
comparison of BOW vectors itself has seen much work in recent years [113, 57]. In [101] it
was proposed to learn the PCA structure over several images, and allowing for the lack of
visual word observations to have significance [58]. Modelling of visual word co-occurrences
was proposed in [20], and the issue of one visual word occurring very frequently in an image,
and hence distorting the BOW vector, was discussed in [54, 148]. Those visual words that
are likely to represent background structure, rather than an object of interest, can be
downweighted by the method in [67].
2.3 Geometric Constraints
Whilst weak geometric constraints have been presented in parallel with the BOW frame-
work [72, 53], typically geometric verification is reserved as a second stage in the image
retrieval pipeline, by re-ranking the top images returned from a BOW vector comparison to
the database. 2D geometric constraints have been shown to be very efficient, and effective
when the viewpoints on a scene are similar. In [148] groups of neighbouring features were
matched in bulk, and in [155], sets of visual words and their geometric arrangements were
matched between images. In [140], fast Hough-based voting based on feature geometries
was proposed and showed comparable results to much slower, more rigid methods.
The strongest geometric constraints however are those offered by an estimation of a 3D
geometric relationship, as this reflects the true underlying scene structure. Richard Hartley
and Andrew Zisserman formalised many of the theories of modern multiple-view geometry
for computer vision in [48]. The affine transformation and epipolar geometry constraints
are perhaps the two most popular methods for registering two or more images, and they
constrain a point in one image to a point, or a line, in another image, respectively. Whereas
the affine transformation is suited to planar scenes with little perspective, the epipolar
constraint can be degenerate in this scenario and is often better suited to structures with
large depth [141]. Figure 2.5 illustrates the constraints imposed by these 3D relationships.
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(a) Candidate local feature matches based on visual word assignments
(b) Affine transformation using an estimation of a homography matrix, where the red points
represent those upon which the homography matrix is estimated
(c) Epipolar geometry based on the fundamental matrix, where the red points represent those upon
which the fundamental matrix is estimated
Figure 2.5: Generating feature correspondences between images starts finding candidate
correspondences based on feature descriptors, and proceeds through a 3D relationship via
either a homography, or epipolar geometry
.
For a point u1 in one image and u2 in the other, the affine transformation is represented
by a homography matrix H, and constrains the following:
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u2 = Hu1 (2.1)
The epipolar constraint is represented by the fundamental matrix (or the essential matrix
for calibrated cameras), and applies the following constraint:
u2
TFu1 = 0 (2.2)
There are a wide range of estimation techniques for the associated matrices, which usually
requires point correspondences to be established in the two images. Estimation of the
essential matrix typically requires a 5-point algorithm [103, 77]. The fundamental matrix
has a greater number of degrees of freedom due to the lack of constraints from camera
calibration, and can be solved with 8 point correspondences [47, 81] using linear equations,
or the 7-point algorithm with non-linear equations [48], although this is not guaranteed
to return a unique solution. James Philbin et al. rapdily increased the speed of RANSAC
for homography estimations, by estimating the transformation between two images based
on the transformation of a single point correspondence. Similarly, in [6] it was proposed to
use the explicit feature shape to estimate the fundamental matrix. If the camera motion
is restricted to planar motion [45, 68], or further sensors are available [41, 62], then the
number of point correspondences required can be further reduced.
Estimation of these matrices is often difficult when the point correspondences may not be
true correspondences, and as such the RANSAC approach is adopted [40]. Here, a recursive
loop begins by randomly sampling the minimum number of correspondences needed to
estimate the model are drawn, and the model is estimated based on these correspondences.
Then, inliers are generated from the full set of correspondences, and process repeats until a
probability threshold has been reached that at least one set of samples is not contaminated
by a false positive. Several modifications to the algorithm have been proposed in recent
years. Chum et al. [21] proposed to locally optimise the model by resampling from the
set of inliers. This was able to combat the issue of aliasing and image noise distorting the
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apparent underlying model, whereby the observed locations of features were marginally
distorted from their true theoretical image locations. In [18], an optimal strategy for
choosing samples was presented, given a required confidence probability. [28] proposed
to bias the sampling towards those correspondences which were a likely match based on
feature descriptor similarities. In [117], the entire RANSAC algorithm was made adaptive
towards the particular distribution of correspondences, removing the constraints imposed
by heuristically-defined thresholds. Sampling to deal with structural constraints such as
the effect of dominant planes [28, 70] have also been investigated.
2.4 Scene Recognition
The preceeding discussions on BOW similarity and geometric verification form the basis
of a scene recognition framework, of which there has been a wide range of designs and
applications. One of the simplest methods is a feature voting approach [127], whereby
scenes or locations are represented by images, with one image per scene, and the image
with the greatest number of inliers from a geometric constraint represents the returned
scene. Databases can then be structured such that only the most informative database
features need to be considered [144], and probabilistic feature matching can be employed
using relative feature descriptor distances [76]. Whilst these approaches can yield promis-
ing results in small environments with carefully-acquired image databases, most modern
recognition engines must deal with large-scale tasks with noisy databases.
2.4.1 Image Clustering
Image clustering to form sets of images representing a distinct viewpoint has proved to
be a popular approach. In [156], clustering was based on GPS-tagged data together with
image similarities, and in [51] a sophisticated hypergraph structure was proposed. In
[63], a maximum intra-cluster distance was imposed to ensure that images representing a
single cluster were not overly-varied in appearance. [116] allowed for scalable clustering by
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dividing the geographic space into regular grids and performing clustering on each grid,
and state-of-the-art 3D reconstruction engines have addressed efficient pipelines for very
large-scale clustering feature matching [2]. [19] proposed large-scale image matching of
this nature by use of hashing. Given a set of images structured in these ways, global
location estimates of a captured image can be made estimated by considering the Global
Positioning System (GPS) coordinates of similar images [49]. Visualisation of tourist
photographs from online image sources has also been made possible by use of large-scale
graph-based image matching techniques [136, 134].
Rahul Raguram et al. [118] proposed to match a query image to these clusters by select-
ing a few iconic images from each cluster that sufficiently represent the cluster diversity,
reducing the need to store or match to near-identical, and hence redundant, images in the
database. Yannis Kalantidis et al. [63] generated synthetic models of each scene by map-
ping features from the clustered images onto a single image, via an affine transformation,
and matching to the resulting augmented image. Structuring databases in this was draws
parallels to the query expansion method in image retrieval [25, 22, 7] whereby the returned
database image from a query is then itself sent through as a query, in an effort to increase
recall. A set of synthetic views were generated in [52] in order to allow for matching to
a point cloud from previously unobserved viewpoints, and point cloud matching was also
investigated in [125] by combining visual word and feature descriptor data for efficient yet
precise feature matching. Feature matching was made faster and more reliable in [79] by
considering which features in the environment are stable and observable from a wide-range
of viewpoints. Whilst most recognition engines employ a geometric feature-matching ap-
proach, alternatives have been proposed such as use of Support Vector Machine (SVM)
classifiers [78] or combining multiple feature types [131].
2.4.2 Topological Localisation
Topological localisation for mobile robot navigation is a special case of scene recognition,
in that typically, the range of viewpoints on a scene are restricted. Furthermore, filtering
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based on a motion model of the camera or robot can be incorporated by considering se-
quential observations over a period of time. A Kalman filter for localisation was presented
in [121] for unimodal distributions, although this requires a strong prior on initial loca-
tion. Frank Dellaert et al. [35] presented a particle-filter approach to localisation which
allows for multi-modal location distributions, and is particularly useful for the case when
no priors on location are available, such as when a robot is first powered up. [50, 114]
proposed to combine a global topological map with a local metric map to enable both
qualitative and quantitative localisation.
The influential Fast Appearance Based MAPping (FAB-MAP) was outlined by Mark Cum-
mins and Paul Newman in [31], whereby a generative appearance-based localisation system
was proposed based on a Chow-Liu tree approximation to the joint distribution over visual
word observations. This was then extended in [32] to provide for scalable recognition, and
has been coupled with a 3D geometry to constrain observations based on environment
structure [107]. Appearance-based localisation was also proposed in [88] whereby interpo-
lation of visual word statistics between observed images allowed for effective localisation
at locations between these observations. Discriminative approaches to robot localisation
have also been addressed. In [115], the appearance of indoor scenes was modelled by a
SVM over a wide range of illumination conditions, and [85] proposed an incremental SVM
for learning location models in dynamic environments. In [39], an interactive approach
to localisation was proposed, whereby a robot actively seeks interesting observations to
increase its localisation confidence.
In recent years, much attention has been focussed on developing robotic systems that can
continue to learn its environment over long periods of time, with minimal supervision
[97]. For filtering of short-term dynamic bodies such as cars or pedestrians, [64] proposed
to track local features between subsequent images and retain only those forming widely-
observed tracks, and in [90] a model of likely background or foreground objects of learned
to predict observations of such dynamic bodies. For longer-term learning, [29] proposed
to model each location with several images, each representing a different experience of the
location, such that scenes producing highly-dynamic behaviour over a range of appearances
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are not constrained to just a single instance within that range. Efforts to achieve constant
memory and recognition time whilst continuing to update a map were proposed in [87].
The long-term effects on outdoor scene appearances was addressed in [43] by learning
time-invariant repeatable features, and dramatic illumination changes was dealt with in
[98] by considering a patch-based approach to recognition owing to the instability of local
features with strong illumination changes.
2.5 Evaluation Metrics
We approach the evaluation of our systems with the standard precision-recall mental-
ity. For the image retrieval framework in Chapter 3, we present Mean Average Precision
(MAP), and for all other chapters we present three metrics appropriate for scene recogni-
tion evaluation. First, we calculate the Average Precision (AP) based on ranking returned
scenes on their respective score. Second, we present the Recognition Rate (RR) based
on the number of queries which were correctly identified. Finally, we calculate the Recall
at 100% Precision (R@1), an important metric in evaluating a topological localisation
system’s suitability for inclusion within a wider SLAM framework. For all computational
speeds quoted, experiments were conducted on a 2.67 GHz Intel Xeon machine.
Chapter 3
Image Retrieval with 2D
Geometric Constraints
3.1 Introduction
Given a query image, the goal of an image retrieval system is to return all images in
a database that contain the same semantic content as the query, without returning any
database images that are unrelated to the query. When the images represent scenes of
rigid objects, such as those dealt with in this thesis, an attempt is made to retrieve all
database images representing the same scene, despite the fact that many images of the
scene will differ significantly in appearance due to the effects of viewpoint, illumination
or occlusion. This challenge dealt with by image retrieval systems has two important
relationships with the scene recognition task we consider in this thesis.
First, it forms the baseline for a scene recognition system, whereby the top few database
images returned can then be used to recognise the query image, with a k -nearest neighbours
strategy. If the database is sufficiently comprehensive such that each scene contains enough
images to represent the full range of viewpoints and illumination conditions of a scene,
then there will always be at least one database image which forms a near-perfect match
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to any given every query, and so the most similar returned image can be used to label
the query. However, such databases rarely exist in practice. If the images are captured
manually to represent the full range of conditions, this is prohibitively expensive for large
databases. If the images are acquired automatically from online sources such as Flickr [1],
then there is no guarantee that all image conditions are represented, and furthermore there
is often large redundancy in the database caused by near-identical images, or occlusions
that introduce irrelevant features. Nonetheless, image retrieval systems offer a simple
starting point from which modern scene recognition engines have evolved [156, 118, 63].
The second relationship is drawn from the training stage of a more sophisticated scene
recognition system than the image retrieval approach just described. One of the core
concepts of the overall recognition ideology presented in this thesis is that, by tracking
local features across several training images representing the same scene, individual models
can be learned for each scene. As such, a query image is matched to the scene models
rather than the individual database images, resulting in reduced database redundancy
and more accurate generative modelling of scene appearances. Naturally, determining
feature correspondences between all images to provide these feature tracks would be a very
exhaustive task to perform manually, but recent advances in large-scale image retrieval
systems have allowed for an automated approach to be employed [2, 126, 79]. Typically,
this starts with an appearance-based BOW filtering stage to generate candidate image
matches, and follows with a geometric verification stage to match individual features
between these images. Whilst it is acceptable for the BOW filtering stage to return
incorrect image matches, it is imperative that the geometric verification stage does not
return false positive feature matches, as these would distort the properties of the tracked
landmarks. Therefore, it is this geometric stage that we consider improvements to in this
chapter, in an attempt to prepare for an effective training stage for the recognition engines
to be introduced later in the thesis.
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3.1.1 Generating Candidate Feature Correspondences
For each pair of candidate image matches returned from the BOW filtering stage, a set
of feature pairs needs to be generated, each of which is a putative match across the two
images. This set is then reduced to an inlier set, whose feature pairs are all geometrically
consistent, by verifying or rejecting each correspondence with geometric constraints. We
define a correspondence as a pair of features that match based upon their appearance,
but not necessarily, at this point, on their geometry. Whilst the most robust feature
matches are acquired by comparing individual feature descriptors, this is not practical for
large-scale tasks, and a much more scalable approach is to use the visual words that have
been assigned to each feature. As such, candidate correspondences are typically formed
by use of an inverted index [135], which contains a list of visual words, each one with a
set of pointers to features in the database which have also been assigned to this word. All
pairs features in two different images, pointed to by the same visual word, then form a
correspondences. All correspondences for an image pair are then passed on together for
geometric verification, which divides the correspondences into a set of inliers and outliers,
or true positives and false positives.
3.1.2 Geometric Verification of Feature Correspondences
The RANSAC-based approaches to estimating global 3D geometric consistency are noto-
riously slow and often significantly the most expensive component of an image retrieval
system. If the initial ratio of inliers-to-outliers in the set of correspondences is low, then a
larger number of samples must be drawn to ensure a robust estimation, and furthermore
the algorithm will be prone to returning an incorrect estimation altogether. Therefore, we
propose two constraints based on 2D image geometry that help to increase this ratio. We
define the inter-image geometry as the geometric relationship of a single correspondence
between the two images, and the intra-image geometry as the geometric relationship of
two correspondences within each image. Whilst the inter-image geometries offer a rough
guide as to the geometric compatibility of the image pair, the intra-image geometries pro-
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vide a much more detailed analysis. However, for an image pair with n correspondences,
computational time for the inter-image geometries is of order O(n), whereas the time for
the intra-image geometries is of order O(n2). As such, a cascaded approach is proposed,
with the inter-image geometries reducing the correspondence set with weak constraints,
and the intra-image geometries then acting in parallel with the RANSAC stage to further
constrain the samples drawn. Figure 3.1 illustrates the difference between these two types
of geometries.
(a) Left image. (b) Right image.
(c) Inter-image geometries be-
tween left and right images.
(d) Intra-image geometries for
left image.
(e) Intra-image geometries for
right image.
Figure 3.1: Illustration of inter-image and intra-image geometries. Circles represent local
features, and lines represent geometric relationships between features. The image pair
of (a) and (b) both contain a set of local features which form correspondences between
the images. (c) shows the inter-image geometries as the difference in feature location
of correspondences across the two images. (d) and (e) show the intra-image geometries
as the difference in feature locations of all features within each image. The inter-image
geometries are much faster to compute, but the intra-image geometries offer a more rigid
constraint on acceptable feature configurations.
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3.2 Dataset
Before detailing the chapter’s technical content, first the dataset used for evaluation is
introduced as it is referenced throughout the chapter. As is typical in testing modern
image retrieval methods, the abundance of user-generated images available in online image
collections was used to acquire images of scenes covering a wide range of viewpoints, scales,
illuminations, occlusions, camera properties and image noise. 500 images each for 50 scenes
were obtained by entering search terms such as “Eiffel Tower”, “Buckingham Palace” or
“Taj Mahal” into the search engine of Flickr [1]. Downloaded images all had a largest
dimension of at least 1000 pixels in the original image, and each was then resized to 1000
pixels for that dimension. For each scene, 10 images were manually chosen as query images,
all depicting ”reasonable” images of the respective scene. Figure 3.2 gives an overview of
the dataset, with one image per scene. Figure 3.3 shows a random sample of images in
the dataset for the ”White House” scene. As is typical, the images depict more than one
distinct view of the scene, and several images exist that are only loosely related to the
scene, or do not depict the scene at all. Figure 3.4 then shows the 5 query images and 15
database images for the ”Eiffel Tower” scene.
Figure 3.2: The image dataset used in Chapters 3, 4 and 5. 50 scenes of famous buildings
each are represented by 500 images. Here, one of these images is shown per scene
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Figure 3.3: A random sample of 50 “White House” images, out of a total of 500, present
in the dataset used in Chapters 3, 4 and 5.
(a) Query Images
(b) Database Images
Figure 3.4: 5 query images and 15 database images for the “Eiffel Tower” scene, as part
of the dataset used in Chapters 3, 4 and 5. In total, each of the 50 scenes has 500 images,
from which 5 query and 15 database images of the same rigid body were selected for
evaluation.
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Figure 3.5: Training images for the visual dictionary
3.3 The Visual Dictionary
The visual dictionary was generated with 10k words using approximate k-means clus-
tering [112], using 32 random k-d trees to partition the 128-dimensional SIFT descriptor
space, and with the initial means established at random features in the dictionary training
dataset. This dataset was downloaded from Flickr, with search terms such as ”building”
and ”city” to provide a set of images representative of the scenes we are dealing with.
Figure 3.5 shows a random selection of these images. Figure 3.6 shows the words with the
highest likelihood, and Figure 3.7 shows sample words throughout the dictionary.
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Rank 1, p(pi) = 8.5× 10−5
Rank 2, p(pi) = 7.4× 10−5
Rank 3, p(pi) = 7.1× 10−5
Rank 4, p(pi) = 6.8× 10−5
Rank 5, p(pi) = 6.0× 10−5
Figure 3.6: The top 5 most likely visual words, with associated prior assignment proba-
bilities
Rank 20000, p(pi) = 1.2× 10−5
Rank 40000, p(pi) = 1.0× 10−5
Rank 60000, p(pi) = 8.7× 10−6
Rank 80000, p(pi) = 7.4× 10−6
Figure 3.7: A sample of visual words across the whole dictionary with associated prior
assignment probabilities
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3.4 Inter-Image Geometry
After the BOW filtering stage of an image retrieval system returns a shortlist of candidate
images, geometric re-ranking is necessary to verify that these images are geometrically
consistent with the query. Due to the time-consuming nature of the RANSAC algorithm
which is typically employed, it is desirable to reduce the number of feature correspondences
to a more manageable level, by considering geometric constraints that may be weaker than
those from a full 3D transformation, but much faster to process. This can be achieved
by considering rough hypotheses of an image transform using inter-image geometries,
with each correspondence voting for one hypothesis in a method similar to the Hough-
transform [36]. From a single correspondence, it is possible to estimate a 4 Degree Of
Freedom (DOF) transformation (x-translation, y-translation, scale and rotation) using
only the differences in inter-image geometries [84]. If the local feature used encode further
geometric information, such as in the form of an ellipse [92], then further degrees of
freedom can be included, such as anisotropic scale and shear [112]. However, this thesis is
concerned only with the SIFT feature [84], and as such we restrict the method to 4 DOF
hypothesis generation.
The sizes of bins used for hypothesis voting is important for discriminating between dif-
ferent hypotheses, whilst also ensuring that all inlier correspondences are assigned to the
same bin. Typically, the bin size for each geometry is set to the maximum expected
discrepancy across all inliers, and votes are added to the two closest bins to eliminate
quantisation errors. One simple approach is to heuristically determine the bin sizes [83] to
a level that offers good empirical performance. However, this approach is not generalisable
and can fail when there is a significant scale change or out-of-plane rotation between the
images. For example, Figure 3.8 shows two feature correspondences, together with their
x− y transformation hypotheses. These hypotheses are inconsistent in (a) and (b) when
scale and rotation is present, and dramatically so when both scale and rotation occur
simultaneously in (c).
For a given rigid object observed in two images, in order to predict the maximum expected
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(a) Scale change between images
(b) Rotation between images
(c) Scale and rotation between images
Figure 3.8: Fixed parameters for transformation hypothesis voting often fails when there
exists a large scale or rotation between two images. In each row, the two images on the left
show two feature correspondences, and the image on the right shows the transformation
hypotheses. The black square represents a hypothesis of zero translation, whilst the red
and green squares represent the hypotheses based on inter-image translation of the red
and green correspondences.
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𝑤1
ℎ1
𝑤2
ℎ2
Figure 3.9: A parameter-free solution to generating inter-image constraints
shift in x−y translation across the set of inlier correspondences from that object, we need
to know the width and height of the object as it appears in each image. From this, the
maximum x-translation discrepancy is simply the difference between the widths of the
object in the two images, and similarly for the y-translation discrepancy with respect
to the height. Given the object sizes, an appropriate bin size can then be determined,
independently of the two camera locations.
One method to determine the object sizes is to find the width and height that the cor-
respondences span in the two images, as shown in Figure 3.9. Note that we are only
interested in the size of the object with respect to the feature correspondences it forms,
not the size of the underlying structure. However, due to the likely presence of many
false positive correspondences, this method would likely yield very large object sizes that
span almost the entire image. To eliminate some of these outliers, we use an affine model
and assume that the scale ratio between inlier feature correspondences is equivalent the
overall scale ratio of the two images. Similarly, the orientation difference between inlier
correspondences is roughly equivalent to the in-plane rotation between the images. As
such, all true feature correspondences can be assumed to have similar scale ratios and
orientation differences, independently of the viewpoint and scale change between images.
As such, we propose a two-stage strategy, first narrowing down the set of correspondences
using scale and orientation, and then using the resulting hypothesis of the image rotation
and scale ratio to estimate the observed object sizes. For the scale and orientation bins,
we can set a fixed bin size due to invariance of correspondence scale ratios and orientation
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differences to camera position. These bin sizes were therefore determined empirically from
the set of inlier feature correspondences which were learned before when determining the
inlier descriptor distances. For the set of correspondences for each image pair, the disagree-
ment in scale ratio and orientation difference was calculated between each correspondence,
and ranked in order of magnitude. From these distributions, we assigned the size of each
bin to the value at the 95th percentile, which we denote λσ and λθ for the scale ratio and
orientation difference, respectively. Given two images with sets of correspondences, each
correspondence then votes for the two closest bins according to the correspondence’s scale
ratio and orientation difference.
All correspondences from the bin with the greatest number of votes then reflects a signifi-
cantly reduced set of inliers. However, this inlier set can be reduced further by considering
that the observed object size in the second image should be no greater than the observed
object size in the first image, multiplied by the scale ratio between the first and second
image. Similarly, the observed object size in the first image should be no greater than
the observed object size in the second image, divided by the image scale ratio. Here, the
image scale ratio is taken as the median of all correspondences in the maximum bin from
the first stage. Therefore, rather than calculating the observed differences in object width
and height to define the maximum x − y discrepancy, we take the observed size in the
first image and multiply it by the image scale ratio, which is the equivalent of finding
the difference in observed object sizes. Then, we do the inverse by dividing the observed
object size in the second image by the image scale ratio. In theory, both values should be
equivalent, and so the larger of the two values must be due to outlier correspondences. As
such, the x− y bin size is set to the minimum of the two values for the width and height
respectively. For an image scale ratio of σ12 and observed object widths w1 and w2 in the
two images, the x bin size λx is defined as:
λx = min(w1 × σ12, w2
σ12
) (3.1)
Similarly, for observed object heights h1 and h2, the y bin size λy is:
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λy = min(h1 × σ12, h2
σ12
) (3.2)
Finally, we can define the bin assignments for each correspondence m. We define δxm and
δym as the inter-image distances in x and y image position for m, and σm and θm as the
scale ratio and orientation difference of m. We then define the minimum and minimum
possible discrepancy for each geometry as xmin and ymin for the x and y translations, σmin
for the scale ratio, and θmin for the orientation difference. xmin and ymin are set to twice
the image length in the respective dimension, σmin is set to
1
3 due to the SIFT feature’s
instability over greater scale ratios [84], and θmin is set to 0 as we are considering the full
range of orientations from 0◦ to 360◦. Each geometry k is now assigned a bin value bk:
bx(m) =
δxm − xmin
λx
(3.3)
by =
δym − ymin
λy
(3.4)
bσ(mi) =
log(σmi)− log(σmin)
σbin
(3.5)
bθ(mi) =
θmi − θmin
θbin
(3.6)
Here, we use the logarithmic scale for the scale ratio to assign equal importance to scale
ratios less than 1 as those greater than 1. For each geometry, the closest two integers to
the bin value are assigned a vote by m, and the votes are combined into 4-dimensional
transformation space. Finally, all correspondences from the bin with the greatest number
of votes are determined to be inliers to the inter-image geometry constraint, and passed
on to the next phase. Figure 3.10 shows the dramatic reduction of correspondences to a
more consistent inlier set by use of this inter-image constraint.
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(a) Correspondences based only on visual words
(b) Correspondences based on inter-image geometries
Figure 3.10: The effect of the inter-image geometry stage is to reduce the feature cor-
respondences to a more consistent set, whose correspondences all agree in x− and y−
translation, scale ratio and orientation difference.
3.5 Intra-Image Geometry
Given a set of feature correspondences which all agree on inter-image geometry, we now ad-
dress a subsequent stage with stronger constraints from a 3D relationship. Even after the
inter-image geometric constraint has eliminated a large proportion of outlier correspon-
dences, many may still remain and a RANSAC-based technique is necessary to ensure
that the estimated model is uncontaminated. This method involves repeatedly selecting
at random a minimal subset of correspondences necessary to compute the estimated 3D
model, and then computing the number of inliers from the entire set of correspondences
based on this model. There are two 3D relationships that are typically considered, with
their associated model parameters, and each with their relative strengths and weaknesses.
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Figure 3.11: The affine transformation can be problematic when the scene is non-planar.
Here, the red correspondences form the the model, and the green correspondences are
inliers to this model, although the correspondences are false.
3.5.1 Affine Transformation
The first relationship is an affine transformation, which maps a point in one image to a
point in the other, with the model parameters defined by the transformation matrix, the
estimation of which requires 3 point correspondences [48]. The benefit of this method is
that the position of the transformed point is well localised, making it simple to accept
or reject a correspondence based on the distance between the observed position and the
transformed position. However, the transformation makes the assumption that either the
scenes are both planar, or there is purely in-plane rotation between the two images, with
no translation. The further the reality is from these conditions, the less accurate the
estimated positions are of the transformed points, and this requires large inlier thresholds
which in turn is susceptible to accepting false positive inliers.
Figure 3.11 demonstrates this issue when the scene is non-planar and there is a large dis-
crepancy between the estimated transformation and the actual observed feature positions.
The three correspondences used to compute the affine transformation lie on a dramatically
different plane to several other correspondences, all of which appear as inliers with respect
to these three correspondences, but are in fact false positives.
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Figure 3.12: The epipolar constraint can accept false positive correspondences as the con-
straint to the entire length of an epipolar line is somewhat weak. Here, red correspondences
form the model, whilst green correspondences fit the model but are in fact false positives.
3.5.2 Epipolar Geometry
The second geometric relationship defines an epipolar line along which a point in one
image must lie when observed in the other, with the model parameters defined by the
fundamental matrix, the estimation of which requires 7 [48] or 8 [47] correspondences for
uncalibrated cameras. This no longer makes assumptions on planar scenes or pure in-plane
rotation, and as such the distance between feature position and epipolar line can be much
more tightly restricted. However, the constraint of a line, rather than a point as in the
affine transformation, means that the corresponding feature can lie anywhere along this
line, and as such the overall constraint in 2D image space is often weaker with epipolar
geometry.
As shown in Figure 3.12, this weak constraint is vulnerable to accepting false positive
correspondences that fit the model parameters and lie close to the epipolar line, but are
in fact geometrically incompatible with the other inlier correspondences.
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3.5.3 A solution using 2D pairwise geometries
As a solution to these issues, we consider how the intra-image geometries can be used
to eliminated correspondences that may conform to the 3D model, but are in fact highly
unlikely due to 2D constraints within the image. By computing the distances and angles
between all features of correspondences in the first image, and comparing these values to
those respective values in the second image, we can learn which pairs of correspondences
agree with each other based on the 2D constraints. This not only allows for detection
of false positive correspondences that are apparently inliers according to the estimated
3D model, but also allows for a faster estimation of this model during the RANSAC
algorithm, by pre-emptively terminating a candidate model if the sample correspondences
do not agree based on intra-image geometry.
We now consider exactly how the intra-image geometries are defined, and how we deter-
mine whether a pair of correspondences are consistent based on these geometries. From
the previous inter-image geometry stage, we know that all correspondences are now con-
sistent in terms of scale and orientation, but the x− and y− translations are only weakly
consistent, and we now consider a more thorough analysis of the relative image positions
of correspondences. For two images q1 and q2, let us define mi as a correspondence with
features u1 and u2 in the two images, and mj as a second correspondence with features
v1 and v2. We can now define δu1v1 and ψu1v1 as the distance and angle between the two
features in the first image, and similarly δu2v2 and ψu2v2 for the second image, as shown in
Figure 3.13. Based on these values, a measure of geometric similarity between the two cor-
respondences can be established, by comparing the distance and angle in the first image,
with the distance and angle in the second image. First, it is necessary to scale the distance
in the first image by the image scale ratio σq1q2 , and rotate the angle in the first image
by the image orientation difference θq1q2 . These relative image geometries are computed
as the median across all correspondences that pass the inter-image geometry stage. Then,
we can compute the discrepancy between the angle and distance of two correspondences
mi and mj . For the angle, we define the angle discrepancy dψmimj as:
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dψmimj = ψu2v2 − (ψθq1q2 + ψu1v1) (3.7)
Then, for the distance discrepancy, rather than computing the absolute difference in dis-
tance, we compute the scale ratio of the distances. This was found to be a more stable
measure of correspondence similarity, due to the natural increase in distance discrepancy
as the distance itself increases, owing to perspective and non-planar effects. As such, the
distance discrepancy dδmimj is defined as:
dδmimj =
δu2v2
σq1q2 × δu1v1
(3.8)
Both the angle and distance discrepancies are adjusted such that the above Equations are
independent of which image is considered q1 and which is considered q2. For the angle,
this was achieved by simply finding the absolute value of dψmimj , and for the distance,
the maximum was taken of dδmimj and
1
dδmimj
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Figure 3.13: Intra-image geometries
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3.5.4 Adjacency Matrix for Outlier Detection
For a set of n correspondences, let us now define a binary adjacency matrix B of size n×n.
Each element Bij is set to either 0 or 1, defining whether or not the pair of correspondences
mi,mj is geometrically consistent. This consistency is determined by whether the distance
and angle discrepancies lie within specified thresholds dδt and dψt respectively:
Bij =

1 if dδmimj < dδt ∧ dψmimj < dψt
0 otherwise
(3.9)
In this way, matrix element Bij is set to 1 if and only if the correspondences mi and mj
agree in both distance and angle to an acceptable level. The values of dδt and dψt are
free parameters and can be adjusted empirically in reflection of the range of expected
viewpoints and the scene structure. If viewpoints are narrow and the scene is close to
planar, then the discrepancies can be restricted by much smaller thresholds whilst still
accepting all true correspondences. The effect of the parameters on the proposed dataset
is investigated in Section 5.9.
The modified RANSAC algorithm based on the binary adjacency matrix then proceeds
as follows. Sets of sample correspondences are randomly selected, as before. In this case
however, after each sample is selected for a given set, the sample is compared against
all correspondences currently existing in the set. If the sample is not consistent with
any of these, then the whole set is discarded, and a new random set is selected. The
reasoning behind this is that if any two correspondences do not agree based on intra-
image geometries, then they cannot both be inliers, and hence the estimated model will
not be a valid one. In this way, the same samples are chosen as in standard RANSAC, but
in this case only those sets which we know are likely to form valid model estimations are
processed to completion. Furthermore, when the full set of correspondences are verified
against the estimated model, we again ensure that each inlier correspondence is consistent
with the sample correspondences based on the corresponding elements in B.
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The final set of inliers is then in agreement based on both the 3D model parameters,
and the 2D constraints, ensuring a final set of inliers that is less contaminated. As a
consequence of this method, the algorithm is also given a boost in speed, because those
sets of sample correspondences that disagree based on intra-image geometries are discarded
much earlier, and a futile attempt to estimate an incorrect model is avoided. Figures 3.14
and 3.15 show the set of sample correspondences used to estimate the best model for
the affine transformation and epipolar geometry methods, together with correspondence
inliers and outliers with respect to those samples.
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(a) sample inliers
(b) sample outliers
(c) Final inliers
Figure 3.14: The affine transformation constraint between correspondences across two im-
ages is helped by use of the intra-image geometries. In (a), the 3 blue correspondences
are the samples for the best estimation of the model parameters, and the green corre-
spondences are all those which agree with the samples based on the binary adjacency
matrix B. In (b), those correspondences which do not agree with the samples are shown
in red. Finally, the returned set of inlier correspondences are shown in (c), all of which
are consistent with the samples based on the intra-image geometries.
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(a) sample inliers
(b) sample outliers
(c) Final inliers
Figure 3.15: The epipolar constraint between correspondences across two images is helped
by use of the intra-image geometries. In (a), the 8 blue correspondences are the samples
for the best estimation of the model parameters, and the green correspondences are all
those which agree with the samples based on the binary adjacency matrix B. In (b),
those correspondences which do not agree with the samples are shown in red. Finally, the
returned set of inlier correspondences are shown in (c), all of which are consistent with
the samples based on the intra-image geometries.
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3.5.5 Weighted Adjacency Matrix for Biased Sampling
Thus far in the RANSAC algorithm, samples for model estimation are chosen at random
from the set of correspondences, until an acceptable model estimation has been achieved.
However, if we can bias the sampling towards those correspondences which we know in
advance are more likely to satisfy this final model, then the algorithm will converge much
faster because the best set of sample correspondences will be chosen earlier.
As such, we propose to use the intra-image geometries to weight each correspondence in
this way, and bias the sampling accordingly. For the set of n correspondences, let us define
a weighted adjacency matrix W of size n× n. This matrix is similar to the binary matrix
B used previously, except that each element can occupy the full range of continuous values
from 0 to 1. As before, if either the intra-image distance or angle for a correspondence
pair is greater than the respective threshold dδt and dψt, then the matrix element is set
to 0. However, if both the distance and angle thresholds are satisfied, then the matrix
element is a function of the intra-image distance and angle:
Wij =

dδmimj
dδt
× dψmimjdψt if dδmimj < dδt ∧ dψmimj < dψt
0 otherwise
(3.10)
In this way, the element for each correspondence pair is a more refined reflection of how
similar the correspondence’s intra-image geometries are across the two images. Correspon-
dence pairs that are perfectly consistent, as would be the case in a perfectly affine and
planar configuration with no out-of-plane rotation, would be assigned a score of 1, and as
the correspondences discrepancy increases and the thresholds are approached, the scores
tends towards 0.
A score αi can now be assigned to correspondence mi, by summing the elements in row i of
W, reflecting the weighted number of correspondences which agree in intra-image geometry.
As a further measure of correspondence strength, we also weight each correspondence mi
by ωi, which is equal to the alternative word weight p(piu2 |piu1) for corresponding features
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u1 and u2. The correspondence score is then defined as:
αi = ωi
n∑
j=1
Wij (3.11)
The value of α considers all correspondences independently when computing the sum-
mation and inferring a correspondence’s global geometric compatibility. However, a more
robust score would be gained from giving more importance to those correspondences which
themselves have global compatibility, such that a false correspondence, which happens to
agree with only one correspondence, will not increase that correspondence’s score as much
as a true correspondence which agrees with several correspondences. As such, we define
correspondence score βi as the summation over the row of M as before, but with each
element weighted by its own α score:
βi = ωi
n∑
j=1
αiWij (3.12)
Figure 3.16 shows the difference in using scores based on α and β. The strengths of α
shown in (a) are generally reflective of the correspondences global geometric compatibility,
but some obvious inliers are assigned a low score. The strengths of β in (b) are a much
better reflection, and create a very strong division between inliers and outliers.
The modified RANSAC algorithm based on the weighted adjacency matrix then proceeds
as follows. All correspondences are assigned a normalised score equal to the correspon-
dence’s β score divided by the total β score across all correspondences. Then, samples are
drawn from a biased distribution, such that each correspondence has a probability of being
chosen equal to its normalised score. For each set of samples, the check on intra-image
geometry is imposed as before. In fact, if two images are of similar viewpoint and illumi-
nation as in Figure 3.16, it would be acceptable to simply sample the top correspondences
based on their scores, without any random sampling. However, this strategy rapidly de-
grades in performance as the imaging conditions differ and the ratio of inliers-to-outliers
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decreases, and so was not investigated any further.
(a) Correspondence scores based on α
(b) Correspondence scores based on β
Figure 3.16: The correspondence scores defined by β are a much better reflection of
geometric consistency than those defined by α. In (a), some true correspondences are
assigned low scores, and some false correspondences are assigned high scores. In (b), due
to the stronger consideration of global consistency, the correspondences have been more
accurately divided into a set of inliers and outilers. Green represents a high score, and red
a low score.
3.6 Experiments
Experiments were conducted on the 50-scene dataset to explore the method proposed
in this chapter. Furthermore, comparisons were made to the standard RANSAC-based
approach to geometric verification.
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3.6.1 Experimental Procedure
For each image the the dataset, SIFT features [84] were extracted, with each assigned to
its closest word in the 50−k visual dictionary by use of approximate k-d tree search [112],
and each image then assigned a BOW vector.
For each of the 10 queries in each scene, a BOW vector comparison was conducted to
the entire database of images. From the returned BOW scores, the top 100 images were
then re-ranked using both the epipolar geometry constraint, and precision-recall data
was computed from this ranked list. For the epipolar geometry, the LO-RANSAC [27]
method was used for hypothesis generation and verification. Here, for every hypothesis
that is the current best, a second RANSAC routine is run by sampling only those inliers
from the first RANSAC, but comparing against the entire set of correspondences, and
10 iterations of the second RANSAC were run as proposed in [27]. The first RANSAC
routine terminated when either the probability of selecting at least one uncontaminated
seed set of correspondences was greater than 0.95, or when the number of samples drawn
reached 10000. We used a maximum distance of 10 pixels to accept or reject hypotheses.
Feature correspondences were formed when any of the alternative words for a feature in
one image were a match to any of the alternative words for a feature in another image,
using the soft assignment method [111]. For the estimation of the fundamental matrix,
the standard 8-point algorithm was implemented [48].
3.6.2 Precision-Recall
Figure 3.18 shows the precision-recall performance of our proposed method, for a range of
thresholds on the intra-image geometries. The thresholds represent different percentiles of
the geometries calculated from the inlier dataset, such that a value of 0.9 means that, on
average, 90% of all correspondences will pass the intra-image threshold. We see that as
the threshold increases from 0.5, performance increases because the threshold prunes out
false positives. However, if the threshold is too high, then performance starts to degrade,
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because false negatives are introduced.
The best threshold is a compromise, and this can be seen in Figure 3.17 which plots the
mean average precision, or the area under the precision-recall curve. We see that the
best performance comes from a threshold of 0.95, although it should be noted that this
threshold would likely be dependent on the scale of the dataset. Given a larger dataset,
greater false positives will be introduced, and hence a higher threshold would be suitable.
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Figure 3.17: Mean average precision for our method with a range of intra-image thresholds,
together with two baselines.
Figure 3.17 also shows the mean average precision for two baselines. For RANSAC, we
implemented a standard RANSAC-based solution, similar to our method but without
the inter-image constraints, and with an intra-image threshold set at zero such that all
correspondences are accepted by the constraint. For Inter + RANSAC, we extended this
baseline by pruning out false positives with the inter-image stage. As can be seen, out
method outperforms both the baselines, with performance tending towards the Inter +
RANSAC implementation as the threshold tends towards zero. Figure 3.19 then shows the
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Figure 3.18: Precision-Recall curves for varying thresholds on the intra-image constraints.
Each curve represents a different percentile of the geometries measured from the inlier
dataset.
precision-recall curves for our method at its optimum 0.95 intra-image threshold, together
with the two baselines. Here, we see the positive effect of the inter-image constraints on
the basic RANSAC implementation.
3.6.3 Computational Time
Figure 3.20 shows the average query time for our method over a range of intra-image
thresholds, together with the two baselines. The query time is defined as the time taken
to match the query image to all 100 of the top-ranked images from the BOW stage, not in-
cluding feature extraction, the BOW stage, or computation of the intra-image constraints.
Thus, the query time is the indicator or scalability of the system, as it ignores all time
which is independent of scale. We see that our method is faster than the two baselines,
particularly for very low intra-image thresholds, when most correspondences are rejected
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Figure 3.19: Precision-Recall curves for our method (with the intra-geometry threshold
set at 0.95) and the two baselines.
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Figure 3.20: Average query time for each scene, for our method with a range of intra-image
thresholds, together with the two baselines.
early.
Figure 3.21 then shows the average query time for each scene, for our method with an
intra-image threshold of 0.95, and the two baselines. We see that our method is in general
far quicker, but on occasion is slower due to the strong constrains slowing down the ability
to find at least 8 inlier correspondences. On scenes when many inliers exist, however, and
on average across all scenes, our method is far faster.
3.7 Conclusions
In this chapter, several new improvements to the standard image retrieval framework have
been proposed. A parameter-free solution to enforcing inter-image constraints was pre-
sented which reduced the number of correspondences down to a more succinct set. Then,
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Figure 3.21: Overall average query time over the three implementations.
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intra-image constraints were imposed to make the 3D RANSAC verification stage more
robust and efficient, by pre-emptively eliminating unlikely sets of feature correspondences.
Experiments have shown that these methods improve the precision-recall performance of
a retrieval system, and the overall combined system has a significantly faster querying
speed. The work in this chapter now forms the base for Chapter 4, in which we move from
image retrieval to scene recognition.
Chapter 4
From Image Retrieval to Scene
Recognition
4.1 Introduction
In Chapter 3, an image retrieval framework was presented which uses both inter-image
and intra-image 2D geometries, to eliminate candidate feature correspondences that are
geometrically unlikely. This allows for both a faster, and more accurate, estimation of 3D
geometric relationship between images, resulting in faster recognition, better precision-
recall performance and a more reliable learning of feature correspondences. In the following
chapter, this concept is extended to the recognition of a particular scene instance from a
given query image. One simple approach to this task involves an image retrieval engine
similar to that in Chapter 3, whereby the returned images, and their ground-truth labels,
vote for a database scene in a k -nearest neighbours strategy. However, there are two key
reasons why this is often not an ideal solution.
First, unstable features, such as those due to dynamic bodies or areas of weak image
gradients, can exist in both the query image and the database images. The likelihood of
these features forming a true feature correspondence is low and so not only is it wasteful
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attempting such matches, but it also increases the likelihood of a false positive correspon-
dence without increasing the likelihood of a true positive correspondences. As such, it is
desirable to learn a measure of feature stability across multiple views of a scene, such that
unstable features can be given less importance or eliminated entirely from the model.
Second, storing several images of a scene in a database may be inefficient in terms of both
speed and memory, due to database redundancy. If two images represent a scene from
very similar viewpoints and under very similar illumination conditions, then attempting
a match to both images is not necessary, and either one image should be eliminated, or
the images should be somehow combined. Furthermore, image databases compiled from
online photo-sharing websites may contain a large number of irrelevant images, whose
tags are misleading and do not in fact represent the scene of interest. Such images cause
unnecessary redundancy in the database and should be removed where possible.
Due to these issues, the proposed recognition system departs from a simple image-retrieval
approach, and instead attempts to learn a generative model of a scene’s appearance from
its set of training images. We propose to track local features across a set of training images,
with each feature track being assigned to a landmark, and the resulting landmarks forming
the basis of a scene model. In this way, both the stabilities of these tracked landmarks
can be learned from the number of features that constitute the track, and the database
redundancy can be reduced by combining features from several similar images into a single
set of landmark, or discarding images altogether if they have not been able to form reliable
feature tracks, and are thus seemingly irrelevant to the overall scene.
Furthermore, the intra-image geometries discussed in Chapter 3 can now be learned in a
generative manner, without having to fit parameters empirically as before. By observing
explicitly the geometric relationships between pairs of landmarks across a scene’s training
images, we can learn the maximum expected distances and angles between landmarks from
the range of viewpoints present in the training set. Assuming that a query image will fall
within this set of viewpoints, this then provides strong intra-image constraints to assist
with an estimation of 3D geometric relationship between a query image and a database
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scene.
4.2 Subscenes and Compound Images
Let us now define a database S of scenes, with each scene s ∈ S assigned a set of training
images q ∈ Qs. The goal now is to represent each scene in a form that satisfies the following
three criteria. First, landmark stabilities must be represented to filter our dynamic bodies
or unstable features. Second, database redundancy must be reduced to allow for efficient
storage and recognition. Third, the model must be in a form which can establish a 3D
geometric relationship with a query image.
All three criteria are satisfied by the following approach. For each scene s, a set of
subscenes Rs are established, with each subscene r ∈ Rs assigned a subset of training
images Qr ⊂ Qs. The clustering process to define these subsets will be discussed in
Section 4.4. Given that one particular scene can be observed from a number of different
locations and under a wide range of illumination conditions, each subscene reflects a
particular viewpoint and illumination condition that is present in the training images.
This step is particularly necessary when a scene in fact represents an entire building or
even several nearby buildings, where the training images may consist of entirely disjointed
image clusters, each representing a particular interesting view of the scene. Figure 4.1
illustrates this database structure.
Each subscene r is now represented by a compound image qr, which a synthetic im-
age formed by subscene’s training images. A scene is thus represented by several such
compound images, one for each subscene, and each of which is responsible for a distinct
combination of viewpoint and illumination conditions as defined by the subset’s training
images Qr. Then, for each subscene r, a set of landmarks Xr are generated by tracking
features through the method in Chapter 3, and embedded within the subscene’s compound
image. By tracking each landmark across several images in the subscene, and estimating
their transformed positions within the compound image, all three criteria from before are
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met, as follows. Once the compound images are established for each scene, landmark sta-
bilities for each compound image can be learned across Qr by observing how many images
contain each landmark; all database images can then be discarded as we are only matching
to the compound image and not to individual images; and finally, the compound images
act as a set of synthetic images with which to address 3D geometries.
4.2.1 Localising Landmarks
In order to estimate the position of each landmark within a compound image, we define
a central image qˆ ∈ Qr as one image from the set of subscene images, and estimate the
image positions of all landmarks within that central image. The set of landmarks in the
central image, together with their estimated positions, forms the basis of the subscene’s
compound image.
Each landmark is now defined as either an internal landmark or an external landmark.
Internal landmarks are those whose feature track contains a feature in the central image,
otherwise the landmarks are classed as external. For the internal landmarks, the estimated
location is simply the original location of the central image’s feature from the landmark’s
feature track. However, external landmarks have not been detected in the central image,
and as such their positions must be estimated.
There are two methods available to determine the image position of an external landmark.
First, an estimation of the affine transformation between each image and the central image
can map tracked features to the central image. Second, an estimation of the fundamental
matrix between each image and the central image can yield epipolar lines for each tracked
feature, which can be solved in a system of linear equations to localise the landmark.
Whilst this method is theoretically more accurate due to its ability to work with perspec-
tive images and non-planar images, it is highly vulnerable to cases when there is close to
pure translation between a training image and the central image, causing epipolar lines
that run almost parallel. The negative effects of an imperfect estimation of the fundamen-
tal matrix are then dramatically increased in this case, which can cause highly inaccurate
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landmark position estimations.
Therefore, the first method using an affine transformation was adopted to ensure a min-
imum accuracy in the estimation. The external landmark location is then taken as the
median of all estimated locations from the feature track. Figure 4.2 illustrates the method
for estimating landmark positions. To determine the scale and orientation of each land-
mark, the features in the feature track are first scaled and rotated according to the image
scale ratio and orientation difference, which is determined as the median over the set of
correspondences passing the inter-image geometry stage, as before. The landmark scale
and orientation is then taken as the median across these adjusted features. Finally, each
landmark x ∈ Xr is assigned an observation probability p(x|r), reflecting the stability of
the landmark across the subscene, defined as the number of images containing the land-
mark’s feature track, divided by the total number of images in the subscene. Figure 4.3
then shows the content of a subscene, with all internal and external landmarks embedded
in the compound image, each with an associated observation probability.
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Figure 4.2: Estimating landmark positions within the central image qˆ (= q5). Circles in the
query images qi represent features that have been tracked across the subscene’s training
images. Internal landmarks (red and blue) are positioned at their original location in
the central image. External landmark (green and yellow) positions are estimated via a
homography Hi5 between each image and the central image, and the mean is taken across
the feature track. The resulting compound image qr consists of the set of all landmarks,
shown as squares, and their positions.
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(a) Internal landmarks (green) and external landmarks (red) are all combined into a single com-
pound image for each subscene.
𝑝(𝑥|𝑟)
1
0
(b) Each landmark is assigned an observation probability p(x|r), reflecting the landmark’s stability
across the subscene.
Figure 4.3: A typical compound image for a subscene, reflecting landmark positions and
observation probabilities.
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4.3 Generative Intra-Image Geometry
In Chapter 3, the intra-image geometries were used to assist a RANSAC-based geometric
verification stage, by placing thresholds on the distance and angle between feature pairs.
We now discuss how these thresholds can be learned in a generative manner for scene
recognition, by observing the distances and angles between landmarks over an entire sub-
scene. When a query image is processed for recognition, 3D geometric constraints are
placed between the feature positions in the query image, and the landmark positions in
the compound image. Now, if we make the assumption that the query image falls within
the range of viewpoints represented by the subscene’s training images, then we can as-
sume that the intra-image geometries in the query image will also be within the range of
the intra-image geometries in these training images. Therefore, by observing the range
intra-image geometries between each of the subscene’s training images, and the subscene’s
central image, we can use these ranges to predict the likely ranges exhibited by a query
image representing that same subscene.
One solution to achieving this is to independently learn the geometry ranges between each
landmark pair. For every pair of landmarks that is tracked between a subscene’s training
image and the subscene’s central image, we could measure the distance and angle between
the landmark positions and learn the minimum and maximum of these geometries for all
landmark pairs. However, for a subscene with n landmarks, this would results in memory
requirements of the order O(n2), and so this is not a scalable solution. Instead, we propose
to calculate the ranges in Cartesian x − y image space, rather than polar distance-angle
image space as in Chapter 3, and store these ranges as positions on the central image. In
this way, intra-image geometries for landmarks are calculated at runtime by comparing
the extents of these x− y ranges, eliminating the need to store the geometries oﬄine.
We learn these geometry ranges by aligning each subscene training image qi with the
central image qˆ, and calculating the disparity between the two images in the distance
and angle between each landmark pair. As in Chapter 3, we first scale and rotate each
training image with respect to the central image, through the image scale and orientation
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difference as calculated from the inter-image correspondences. Then, we denote a pivot
feature as a feature from qˆ’s set of features Uqˆ which has formed a correspondence with a
feature in qi, i.e. the two features share a feature track. Image qi is then aligned with qˆ
by translating all features such that these two features are located at the same position
in qˆ. Figure 4.4 illustrates this concept.
Now, the choice of pivot feature is an important one in ensuring a good image alignment.
The first consideration is that it is unlikely that a single feature in the central image will
form a correspondence with all of the subscene’s other training images. But a pivot feature
must be available for each of these images, such that every image can be aligned with the
central image. The second consideration is that we want to minimise the x− y ranges to
help discriminate between subscenes, whilst still accurately fitting the generative model.
If the subscene is perfectly planar and we make an affine assumption about the camera
projection properties, then the x − y ranges would all be the same, regardless of which
pivot feature we choose. However, if the subscene is planar except for one feature, and
that feature is chosen as the pivot feature, then the x − y ranges would be much larger
than if a planar feature was chosen as the pivot feature.
In essence, we want to maximise the overall planarity between the pivot feature and all
other features to be aligned. If we assume that a subscene is represented by a dominant
plane, with all landmarks spatially located at some distance to that plane, we want to
pivot feature to be representative of a landmark that lies on this plane. To achieve this,
we rank features in the central image in order of the number of correspondences which
the feature forms with the other images in the subscene. The rationale behind this is
that landmarks lying on a dominant plane are much more likely to form correspondences
across two images, due to the smaller discrepancy in relative image positions. After ranking
features in this way, every training image in the subscene is assigned the highest-ranked
feature which forms a correspondence with that image, and the image is aligned with the
central image through this pivot feature.
Figure 4.4 illustrates this alignment strategy. In (a), the subscene’s central image is shown
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with four features that have formed tracks within the subscene’s training images. Here, the
red feature is the top pivot feature, and the blue feature is the second pivot feature. In (a),
the training image is rotated and scaled with respected to the central image, and aligned
with respect to the red pivot feature because the training image contains the feature’s
track. Similarly in (b), the training image is aligned via the red pivot feature. However, in
(c), the training image does not contain the red feature, and so is aligned by the blue pivot
feature. (e) then shows the positions of all the features from their alignments with the
central image, representing the expected range of positions that the features will occupy
when this subscene is subequently observed.
4.3.1 Avoiding Overfitting
One of the goals of learning generative intra-image geometries in this way, is for every
subscene to cover the full range of viewpoints represented by its training images. However,
this is only satisfied if every landmark is tracked across each training image; otherwise,
the particular viewpoint for that image is not represented when the landmark’s position
on the central image is estimated. This may be acceptable when the estimated position is
within the landmark’s x − y range as determined by the other features in the track, and
hence the image’s viewpoint is already covered, but when the image represents a more
unusual viewpoint then it is not truly represented in a landmark unless the landmark is
tracked from that particular image.
We therefore propose to expand each landmark’s x−y range on the central image to include
those viewpoints which have not been represented. First, let us define xˆ as the landmark
with the greatest number of features in its track. We can then make a rough assumption
that this landmark is therefore represented by the greatest range of viewpoints. If we now
assume that all landmarks lie on an affine plane, then the size of the x− y range for each
landmark should be the same if the same viewpoints are represented by each landmark.
Therefore, we can estimate the true x− y range of a landmark by scaling it to the size of
xˆ’s x − y range. In this way, all landmarks cover roughly the same range of viewpoints
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Figure 4.4: In order to learn the generative intra-image geometries for a subscene, all
training images must be aligned with the subscene’s central image. This is achieved by
first scaling and rotating the training images accordingly, and then ”pivoting” the resulting
image with respect to one of the features in the central image, denoted the pivot feature.
(a) shows the central image, and (b), (c) and (d) demonstrate the alignment process. In
(b) and (c), the pivot feature is the red feature, whereas in (d), the training image does
not contain this feature, and thus pivoting is via the blue feature. In (e), the resulting
range of landmark positions are shown based on these alignments.
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in the central image, regardless of how many viewpoints are actually represented in the
landmark’s feature track. If a landmark’s x − y range is already greater than that of xˆ,
despite it having fewer features in its track, then it can be assumed that this landmark
is significantly out-of-plane with respect to the scene’s dominant plane, which causes the
large range of expected positions on the central image. As such, we retain the original
x− y range for these landmarks as they are already greater than the theoretical range if
the scene was perfectly planar.
Whilst each subscene can then be considered representative of the viewpoints of its training
images, the entire set of subscenes in the database may still not represent all viewpoints
that may be encountered. If a query image is captured from a viewpoint not represented
by those in the training images, then its landmarks may be observed at positions outside
those reflected in the subscenes. Therefore, we introduce a scaling factor k, which scales
the x − y image range for each landmark, relative to the adjusted range we have just
discussed. k acts as a free variable, the effects of which are presented in Section 5.9.
Figure 4.5 illustrates the x − y ranges of a set of landmarks for one particular subscene.
The original ranges are shown in (a), the adjusted ranges with respect to xˆ are shown
in (b), and the scaled ranges with a scaling factor of k = 2 are shown in (c). The most
commonly-used pivot feature is highlighted in blue in (a), and note that as the landmarks
move further from the pivot, the x−y ranges increase due to non-planarity and perspective
effects.
4.4 Clustering subscene images
We now consider how a scene’s training images Qs are divided up into each subscene
training set Qr ⊂ Qs. There are several methods for clustering that have been applied to
model-based scene recognition, including k-means clustering [118], agglomerative cluster-
ing [156], and kernel vector quantization [63], which aim to generate sets of images with
similar appearance. In standard image-based clustering, the minimum requirement is that
there must be some link between all images in a cluster, via a chain of affine transforma-
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(a) The original ranges
(b) The ranges adjusted with respect to xˆ
(c) The ranges adjusted with respect to a scaling factor of
k = 2
Figure 4.5: Generative intra-image landmark geometries are represented by x− y ranges
in the compound image. The original ranges in (a) are adjusted in (b) and (c) to avoid
overfitting.
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tions. However, our framework is a special case in that all training images representing
a subscene’s compound image must have a valid affine transformation specifically with
respect to the subscene’s central image, such that mapped landmark positions can be
determined via a pivot feature. Furthermore, if we want the generative intra-image ge-
ometries to cover the full range of viewpoints in the training dataset, then every image that
has formed at least one affine transformation must be included, otherwise the particular
viewpoint for that image may be excluded from the model.However, there is no optimum
solution that will generate clusters satisfying these constraints, without including overlap
between clusters.
The proposed solution to achieving this particular structure aims to minimise this cluster
overlap in a graph-cut procedure, by pruning out large sets of similar images first and
repeatedly subdividing the scene until all images are a member of at least one subscene.
Every image is designated a score according to the number of images with which it has
formed a match, or the degree of the image from a graph theory perspective. We con-
sider two images to be matched if the number of feature correspondences between the two
images is greater than 15, and we use the epipolar constraint combined with intra-image
geometries as proposed in Chapter 3. To speed up the clustering stage, a weak affine
transformation was first estimated by the 4 DOFs represented by each single correspon-
dence, as proposed in [112]. Then, the RANSAC stage with intra-image geometries was
run by sampling from inliers from the estimated affine transformation, an approach which
is similar in nature to the Lo-RANSAC algorithm [21]. Once scores have been assigned to
each image, the algorithm recursively chooses the image with the highest score, designates
it as the central image for a cluster, and forms a subscene which includes all images that
form an affine transformation with that central image. All images in this subscene are
then removed from the list of available central images, because the particular viewpoint
of that image has now been included in the model. The algorithm continues in this way
until all images in the dataset have been included in at least one subscene.
Figure 4.6 illustrates the algorithm with a simple example, where each colour represents
an individual subscene. In (a), each image forms a connection with a set of neighbouring
76 Chapter 4. From Image Retrieval to Scene Recognition
images that have formed an affine transformation to that image. (b) then shows the
final structure we are seeking after clustering, with circles representing subscene central
images, and the colours of the image boxes representing subscene membership. (c) to (e)
then illustrate the clustering process that takes us from the structure in (a) to the structure
in (b). Note that in (b), some images are represented by more than one subscene if they
form an affine transformation with more than one central image. This cluster overlap is
necessary to ensure that each subscene is represented by the maximum range of viewpoints
and overfitting is limited.
4.5 Recognition
Given a database of subscenes, each represented by a set of landmarks and their associated
positions within the compound image, recognition of a query image can now be addressed.
The framework runs in a similar manner to that in Chapter 3, with a BOW filtering stage
followed by geometric verification. For the BOW filtering, we use the average BOW vector
across all the training images for a subscene. An inverted index is used as before, mapping
query features to database landmarks based on visual words. This forms a set of corre-
spondences, although in this case each represents a feature-to-landmark correspondence,
rather than feature-to-feature. The correspondences are then pruned using inter-image ge-
ometries as before, using the estimated position of each landmark in the compound image.
Then, 3D constraints are imposed and assisted by the intra-image geometries. However,
rather than using a free parameter to define the maximum allowed discrepancy in distance
and scale, we now use the generative intra-image geometries, and compare x− y positions
between features in the query image and landmarks in the subscene’s compound image.
Figure 4.7 illustrates how the geometric consistency between a pair of query features and a
pair of database landmarks is established. Rather than comparing distances and angles as
in Chapter 3, we now consider the x− y deviations within the query image and database
compound image. In this example, two features u and v form a correspondences with
landmarks x and y respectively. In the compound image, the ranges bx and by represent
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.6: The proposed clustering algorithm to generate a set of subscenes. (a) and (b)
represent the initial and final configuration, respectively. In (c), image E is selected as a
central image for the red subscene, and (d) shows all training images for that subscene
greyed out. From the remaining images, a central image is chosen at image G in (d),
together with its neighbouring images. In (f), the only remaining image to incorporate in
the model is I, which is assigned to a central image in (g), and forms a subscene with image
F. Finally, (h) shows that all images, and hence the full range of viewpoints expressed in
the dataset, have now been included in the model.
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Figure 4.7: When considering the geometric compatibility of correspondences, the x −
y distance between query features must be satisfied by the distance between landmark
positions. The distance between landmark positions itself is a range specified by the
individual x− y ranges of each landmark.
the range over which landmark x is observed in the compound image. Therefore, for the
correspondence to be compatible based on intra-image geometries, the distances auv and
buv between u and v must fall within the range of image positions specified by the two
dashed boxes surrounding x and y. As in Chapter 3, we use both adjacency matrices B
and M to determine the consistency of each pair of correspondences, together with biased
sampling during the RANSAC algorithm.
For the biased sampling based on the weighted adjacency matrix W, we now add an
additional term p(x|s) to the score of each correspondence. The value of p(x|s) is the
occurrence likelihood of landmark x in scene s, and is computed by dividing the number
of images containing x by the total number of images in the scene (500 for all scenes).
In this way, those correspondences whose landmark is very stable within the scene and
represented frequently are assigned a greater probability of being drawn as a sample in
the RANSAC algorithm. Note that the occurrence rate of each landmark is for the entire
scene, not just for the associated subscene. As such, biased sampling in this way is also
weighted towards those subscenes that are much more likely to be represented in the
database because they represented more “popular” viewpoints of the scene.
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Figure 4.8: The 11 central images, one for each subscene, in the “Trevi Fountain” scene.
4.6 Experiments
4.6.1 Clustering
Each of the 50 scenes was clustered into its set of subscenes by the proposed method, after
which an average of 21 subscenes per scene were generated, for a total database of 1050
subscenes. The average number of images per scene that were members of a subscene
was 385, with the remaining images out of the initial 500 downloaded either representing
irrelevant content, or particularly unusual viewpoints or illumination conditions that did
not allow a 3D relationship to be formed with any other of the scene’s images. Figure
4.8 shows all 11 central images for the “Trevi Fountain” scene, and Figure 4.9 shows all
the images that constitute just one of the associated subscenes. The Trevi Fountain scene
contained a particularly uniform set of images due to the restricted range of viewpoints
that occur on the particular scene, resulting in a smaller than average number of sub-
scenes. Those scenes whose images represent a very large range of viewpoints typically
were clustered into a much larger set of subscenes to cover all viewpoints.
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Figure 4.9: One subscene in the “Trevi Fountain” scene, with the central image surround-
ing by all other images that form the subscene
4.6.2 Experimental Procedure
To evaluate the proposed method, each query image in the dataset introduced in Chapter
3 was processed by the recognition engine, by first computing the top 200 subscenes based
on BOW filtering, and subsequently verifying the geometry based on the intra-image
geometry constraints. The epipolar geometry was selected as the 3D constraint due to
its superior performance to the affine transformation with this system, as discussed in
Chapter 3. In a similar manner to Chapter 3, each query image was only matched to
those subscene images that contained at least one of the 15 designated database images
for that scene, and all other subscenes for that scene were not considered. However, all
subscenes from each of the other scenes were considered in the recognition process.
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4.6.3 Competing Methods
We compared our proposed framework to three competing methods. First, a simple
nearest-neighbour approach was implemented whereby the query image is matched to
all images in the database, returning the top 200 from BOW filtering and verifying each
geometrically using RANSAC. The identity of the recognised scene is then the scene rep-
resented by the top database image. We denote this method “Nearest Neighbour”. The
second method was based on [118] and matches each query image directly to the central
image of each subscene, which we denote “Iconic Images”. The third method based on
[63] matches each query image directly to the compound image of each subscene, each of
which contains the set of localised landmarks for that subscene. For all these competing
methods, the affine transformation 3D constraint was imposed, as in Chapter 3 this was
shown to be superior to epipolar geometry in the case when intra-image geometries were
not concerned. For all methods, the Lo-RANSAC algorithm [27] was used to estimate the
transformations, as in Chapter 3.
4.6.4 Results
Figure 4.10 shows the effect of scaling factor k on the average precision for the proposed
method. As a reminder, this scaling factor increases the x − y ranges in image space
over which a landmark can lie on the compound image. A small value of k restricts the
landmarks to smaller range in image space, with the benefit of defining a tighter generative
model, but at the expense of overfitting the model to only those viewpoints which have
explicitly been observed. As k increases, the model becomes more tolerant of previously
unobserved viewpoints, but if k is too large then the effect of intra-image geometries
becomes weaker, and the model reverts to the competing Localised Landmarks system.
As such, an optimum value at k = 3 exists.
Figure 5.10 shows the precision-recall performance of all four competing methods, with
our intra-image geometries approach showing the best results. Nearest neighbour-based
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Figure 4.10: The effect of scaling the x− y landmark image ranges on average precision
recognition performs the poorest because of the significantly larger number of candidate
images to match to, and hence the geometric re-ranking stage is already contaminated
with more false positives. The localised landmarks method is superior to that of the iconic
images, because each database image now has a larger, more informative set of features.
Not only do the features represent a broader set from a number of images, but each feature
itself has already shown to be stable and a reliable match. However, when the intra-image
geometric constraints are introduced, our system provides an even further performance
boost by restricting seed samples during the RANSAC stage, and eliminating those 3D
configurations that may fit a model, but are incompatible based on 2D constraints.
Table 6.1 summarises the performance of each system, including the average recognition
time across all queries. As in Chapter 3, we see that the proposed approach is significantly
faster, due to its ability to both eliminate unlikely seed sets of correspondences, but also
to bias the sampling and converge the RANSAC algorithm more quickly. In addition, the
case in this chapter develops this idea by incorporating the occurrence probability of each
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Method AP RR R@1 Time
Nearest Neighbour 0.631 0.659 0.502 3001
Iconic Images 0.716 0.744 0.588 3101
Localised Landmarks 0.755 0.786 0.612 3603
Intra-Image Geometry 0.797 0.834 0.633 2195
Table 4.1: Summary of results for all four competing methods
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Figure 4.11: Precision-recall performance for all four competing methods
landmark, hence weighting the bias towards those correspondences which are more likely
to be due to a true representation of a landmark.
4.7 Conclusions
In this chapter, we have presented a new scene recognition engine based on the intra-image
geometry constraints proposed in Chapter 3. We have shown that performance is better
than several competing methods, in terms of both recognition and speed. The scalability
of the system has also been addressed, and we have seen that with a larger number of
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training images, the generative models naturally become a better fit, and the use of a
smoothing factor becomes less important.
Chapter 5
Embedding Geometry in the
Inverted Index
5.1 Introduction
In Chapter 4, the task of scene recognition was accomplished by use of 2D pairwise geome-
tries to assist with the estimation of a 3D geometric relationship between a query image
and a database scene. Whilst such 3D constraints offer powerful verification of global
geometric consistency, they are expensive to compute due to the need for generating
multiple transformation hypotheses in the RANSAC algorithm, and large-scale real-time
recognition tasks are often forced to forego 3D geometry entirely [31, 88]. However, the
appearance-based matching stage of a recognition framework, using only statistics of vi-
sual word occurrences, can me made very efficient by use of an inverted index [149], and
has been studied extensively in BOW methods [135, 26, 109, 32]. Each visual word in
the dictionary points to a list of features in the database that have been assigned to that
word, and so every query feature can be directly linked to all database features with the
same visual word. As a consequence, it is not necessary to exhaustively search through
the database to find instances of a visual word, and when computing BOW vector sim-
ilarity scores, only a small number vector elements with a non-zero entry need to be
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processed. Despite the speed of this technique however, improving recognition accuracy
with geometric verification is typically reserved as a separate stage altogether [112, 108],
or weakly represented into the BOW vector [72, 53, 140, 155], but previously has not been
incorporated directly in the inverted index.
In this chapter, we consider an alternative approach to geometric matching by embed-
ding pairwise landmark geometry directly in the inverted index to allow for much faster
querying, which we denote Pairwise Probabilistic Voting (PPV). The relative geometry of
a pair of features is discretised into a dictionary of geometry words, and the informative
elements of a scene are taken to be the two visual words and one geometric word that
defines each feature pair, which we denote a word triplet. Then, rather than searching
for scenes that contain a particular visual word, the search is for scenes that contain a
particular pairwise configuration, as illustrated in Figure 5.1. By learning a probabilistic
model of local geometry for each pair of landmarks in a scene, votes for each scene are
weighted with a probabilistic score reflecting the likelihood that the pairwise match is a
true positive. Then, by ensuring that all votes for a particular scene agree locally with
each other, an approximate constraint on global geometry can be applied. Embedding
geometry in the inverted index thus allows for simultaneous recognition of all databases
scenes very efficiently, without the need for a second geometric verification stage. Further-
more, we show that the method can be extended to incorporate the min-hash algorithm
for even greater boosts in recognition speed.
5.2 A Geometric Dictionary
In the standard BOW framework, descriptor space is discretised into visual words, which
allows for every feature in a query image to be efficiently sent through an inverted in-
dex using its assigned visual word, to find all other instances of that visual word in the
database. On similar terms, we propose to discretise pairwise geometry to enable geomet-
ric data to be sent through an inverted index alongside the appearance data. As with the
visual dictionary Π of visual words pi ∈ Π, we define a geometric dictionary Φ of geometric
5.2. A Geometric Dictionary 87
Pairwise votingFeature voting
Inverted index 
with appearance
Inverted index with
appearance and geometry
Query
image
Database
scene
Figure 5.1: A comparison of the pairwise voting method with the standard single feature
voting method, both using an inverted index.
words φ ∈ Φ. Each geometric word represents a unique portion of geometry in pairwise
image space.
The geometric dictionary is composed over 4-dimensional space, with each geometric word
defined by 4 pairwise geometries. For a feature pair wuv representing features u and v, the
pairwise geometries are as follows: scale-invariant distance δφuv, scale ratio σ
φ
uv, rotation-
invariant orientation difference θφuv and rotation-invariant angle ψ
φ
uv. Scale-invariance and
rotation-invariance are important in ensuring that the generative model of each scene is
not limited by the scales and rotations reflected in the training dataset. The distance
between features is made scale-invariant by dividing the by scale of feature u, and the
feature scale ratio is naturally dimensionless. The orientation difference and angle are
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Figure 5.2: Notation for pairwise geometries.
then made rotation-invariant by subtracting the orientation of feature u.
Using the feature geometry notation in Figure 5.2, the pairwise geometries are then cal-
culated as follows:
δφuv =
δuv
σu
(5.1)
σφuv =
σv
σu
(5.2)
θφuv = θu − θv (5.3)
ψφuv = θu − ψuv (5.4)
Each of these four pairwise geometries is independently discretised by defining boundaries
for each geometry, with n divisions per geometry. However, rather than defining each
boundary as a linear function of n, we instead use the expected distribution of each
geometry from a training set of feature pairs, and compute the kth percentile from that
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distribution. This is because whilst the orientation and angle differences can be assumed to
be distributed uniformly in the range 0− 360◦, there is no such trend in the distribution
of pairwise scale ratios and distances. By considering the observed distribution over a
set of feature pairs from real data, this ensures that for a geometric dictionary with a
fixed number of divisions per geometry reflects each geometry equally. We learn these
distributions by randomly sampling one million pairs of features that are observed in the
same image, from the scene database introduced in Chapter 3.
A feature pair wuv is then assigned a number for the associated division in each geometry,
where we denote φmuv as the division for geometry m. Then, the overall geometric word
for the pair is calculated as follows:
φuv = φ
δ
uv × n3 + φσuv × n2 + φθuv × n+ φψuv (5.5)
5.3 Pairwise Probabilistic Voting
In Chapter 4, we showed that it was necessary to cluster images and learn the relative
positions of landmarks on a single image, to allow for standard 3D geometric constraints
to be applied. For the work in this chapter however, constraints are provided by local
pairwise geometries, rather than global 3D relationships. As such, it is not necessary to
create a set of compound images as before, and as will be shown later, global geometric
consistency can still be achieved by considering pairwise geometries alone. Therefore, the
notion of a subscene is now discarded and a query image is matched to each overall scene
in the database.
Every scene s ∈ S is represented by a set of landmarks Xs, each of which is built from a
feature track across the scene’s entire set of training images, as before. For each landmark
co-occurrence zxy between landmarks x and y, a set of word triplets Txy is calculated,
where each triplet τ ∈ Txy consists of x’s visual word pix, y’s visual word piy, and the
pairwise geometric word φxy. During recognition, each feature co-occurrence wuv between
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features u and v in the query image is also assigned a single word triplet τuv. These query
word triplets are then sent through the inverted index to find pairs of landmarks in the
database that have also been assigned to this particular word triplet. The leaf node in
the index tree assigns a weighted vote to each of these landmark pairs, with the vote
indicative of how likely the feature pair is a true positive observation of the landmark
pair. The overall score for a scene s is then the summation of weighted votes across all its
landmarks:
f(q, s) =
∑
z∈Zs
µz
η
(5.6)
Here, Zs is the set of landmark pairs in scene s, and η is a normalisation term, defined as
the average number of landmark pairs observed in a scene’s training images. This ensures
that scenes with more landmarks are not assigned inflated scores relative to scenes with
fewer landmarks. The term µz is in fact defined as the maximum weighted vote across all
query feature pairs Wq, in the event that two pairs vote for the same landmark pair:
µz = max
w∈Wq
p(z 7→ w|τw) (5.7)
Here, τw is the word triplet for the feature pair w voting for z, and z 7→ w indicates that
w is a true positive observation of z. The probability of this can then be deduced with
Bayes’ theory:
p(z 7→ w|τw) = p(τw|z 7→ w)p(z 7→ w)
p(τw)
(5.8)
The probability of observing word triplet τw from an observation of z is defined by the
probability of selection τw from the set of word triplets Tz assigned to z, which will be
dealt with in Section 5.5:
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p(τw|z 7→ w) = p(τw|Tz) (5.9)
Then, the prior likelihood that a random feature pair is an observation of z is calculated
as:
p(z 7→ w) = p(s)p(z|s) 1
n(n−1)
2
(5.10)
Here, p(s) is the prior likelihood of the scene, set to equal across all scenes, p(z|s) is the
observation likelihood of z in the scene, computed from observations in the set of training
images, and n is the number of query features, such that the factor n(n−1)2 is the total
number of feature pairs in the query image.
Finally, the denominator in Equation 6.5 is evaluated by summing the probabilities of
observing τw over all landmark pairs in the database:
p(τw) =
∑
s∈S
∑
z∈Zs
p(τw|z 7→ w)p(z 7→ w) (5.11)
5.4 The Index Structure
Every pair of query features is assigned a word triplet, consisting of two visual words
and one geometric word, which together define the combined appearance and geometry
of the feature pair. The goal is now to efficiently search the database and find those
scenes which also contain that particular word triplet. Our solution is to construct a
form of inverted index which aims to link every word triplet to the landmark pair in
the database, such that votes for a scene can be accumulated directly through the index.
Whereas in Chapter 4 the pairwise geometries were computed only for those query features
that formed correspondences in the database, the inverted index allows for simultaneous
pairwise matching to the entire database. As such, every pair of features in the query
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feature is assigned a word triplet and sent down the index tree; in effect, correspondences
are therefore formed by pairs of features, rather than individual features as in Chapter 4.
The fastest inverted index is one which contains one pointer for every possible word triplet.
However, given that the visual dictionary contains 100K visual words and the geometric
dictionary may contain over a million geometric words itself, this would require an index
with at least 100K × 100K × 1M = 1016 pointers, which is impractical unless the system
were to be run on very specialist machines. As such, the ideal inverted index is abandoned,
and a slower but more memory-efficient solution was investigated.
We propose to divide the inverted index into two layers, each with a different structure.
The first layer is a standard inverted index, and represents the combination two visual
words in a word triplet. This requires 100K × 100K = 1010 pointers, which is achievable
on a standard machines with a large memory capacity. Then, the second layer is no
longer an inverted index structure, but simply a list of geometric words for each visual
word combination from the first layer. This list represents all geometric words from the
entire database that have been assigned to by this visual word combination, and the list is
structured as a binary search tree for efficient searching [30]. In this way, whilst the first
layer contains an entry for every possible combination of visual word pairs, the second
layer only contains those geometric words which have actually been observed together
with the particular visual word pair, reducing the memory requirements by several orders
of magnitude. The leaf node for each of these stored geometric words then points to every
landmark co-occurrence z in the database that has been observed with this word triplet,
together with an associated probabilistic weight p(z 7→ w|τw) from Equation 6.5. As such,
each leaf node directly includes the associated weight for the probabilistic voting scheme,
and no further calculations are required at runtime.
Figure 5.3 illustrates this data structure. Consider a pair of co-occurring query features,
assigned to visual words pi3 and pi2. In the first layer, all combinations of visual word pairs
are stored, so a pointer directly takes us from visual word pi3, through visual word pi2, and
to the list of geometric words for this visual word pair. In this case, only one geometric
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word exists in the list, φ4, although in practice many may exist. Then, the geometric
word lists all landmark co-occurrences that exist in the database with this particular word
triplet combination. In this case, two exist, z4xy and z
5
xy, and each has an associated weight
ωz = p(z 7→ w|τw)
5.5 Parameter Learning
The discrete nature of the scene models presented in this chapter makes it tractable to
learn a deep probabilistic model of landmark pairs, as a joint distribution across both
appearance and geometry. Rather than treat the visual and geometry words assigned to
a pair as independent, we propose to compute a full joint distribution across all three
words in a triplet. In this way, effects on one word are modelled in the knock-on effect on
another word. For example, if a particular illumination condition causes the visual word
of one landmark to change, then we model the corresponding effect on the visual word of
the other landmark in the pair. Furthermore, if the viewpoint on the scene changes such
that the pair’s geometry word is affected, then the effect on the visual words due to the
apparent change in scene appearance can be modelled.
Returning to Equation 5.9, we now consider the probability that an observation of land-
mark pair z is assigned to the word triplet τ . This triplet itself is composed of two visual
words, pix and piy, together with a geometric word φxy, and we factorise out the joint
distribution as follows:
p(τ |Tz) = p(pix, piy, φxy|z)
= p(pix|z)p(piy|pix, z)p(φxy|pix, piy, z)
(5.12)
As such, y’s visual word is dependent on x’s visual word, and the geometric word is
dependent on both these visual words.
Based on a maximum likelihood estimation of the distribution, there is likely to be strong
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Figure 5.3: The index structure used to search for instances of word triplets in the
database.
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effects of overfitting. We remedy this in a similar way to learning the generative model of
landmark appearances in Chapter 4, based on the use of alternative words. For each geo-
metric word, we now define a set of alternative geometric words which may also represent
the landmark pair on a subsequent observation. These alternative words are defined as all
the adjacent words in the dictionary across all four geometries, and their alternative word
probabilities are set to equal values such that the summation is 1.
Given a word triplet τ = {p¯ix, p¯iy, φ¯xy}, the smoothed distribution is then the product of
the terms in Equation 5.12, but with each term reflected by the distribution of alternative
words, rather than the maximum-likelihood distribution:
p(τ |Tz) = p(p¯ix, p¯iy, φ¯xy|Tz)
=
∑
pix∈Πx
p(pix|Πx)p(p¯ix|pix)
∑
piy∈Πy
p(piy|pix)p(p¯iy|piy)
∑
φxy∈Φxy
p(φxy|pix, piy)p(φ¯xy|φxy)
(5.13)
Here, Πx is the observed set of visual words for landmark x, and similarly Πy for y. Φxy
is then the observed set of geometry words for this landmark pair.
This smoothing is illustrated in Figure 5.4. In (a), landmark x is observed in a feature
track of three features, with three different visual words. The dark shading shows the
features’ visual words, whilst the light shading shows the corresponding alternative visual
words. Similarly in (b), co-occurring landmark y is observed with three different features.
Then, (c) shows the geometric word for the pair, together with associated alternative
geometric words. The yellow words in each image are representative of the triplet τ =
{p¯ix, p¯iy, φ¯xy}, and although they have not been observed directly, they are incorporate into
the distribution due to the effects of the alternative words. Furthermore, as we progress
from (a) to (c), the distribution on the right is not only dependent on the alternative
words in that image, but also on the distribution of alternative words on the left image.
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(c) The distribution of geomet-
ricl words for three observations
of landmark co-occurrence zxy
Figure 5.4: Learning a deep probabilistic model of word triplets. The dark shade is the
observed word, and the lighter shades are the associated alternative words. Computing
the likelihood of the triplets represented by the yellow shades involves consideration of
both the alternative words, and the dependencies between each word in the triplet.
5.6 Geometric Cliques for Global Consistency
Whilst the pairwise geometry embedded in the inverted index offers strong constraints
on local configurations, as of yet there is no enforcement of global geometric consistency.
As such, a set of feature pairs voting for one scene may be independently representative
of landmark pairs observed in the scene, but when considering the relationships between
each pair, the overall configuration may be incompatible. Consider Figure 5.5, which
depicts three sets of pairwise matches, all of which agree locally by definition. When we
consider the geometric relationships between each pair, we observe that the red and blue
pairs are consistent with each other across the two images, because the relative distances,
angles, scales and orientations between the red and blue features are similar in each image.
However, the green pair is not consistent with either the red or blue pairs, in terms of all
these geometries, although disagreement in any of distance, angle, scale and orientation
is sufficient to define incompatibility. The goal is now to eliminate pairwise matches that
may be locally plausible, but are globally inconsistent when considered against all others.
The proposed solution, which we denote the method of Geometric Cliques, is based on
finding a maximum clique in an adjacency matrix, whose elements indicate compatibility
5.6. Geometric Cliques for Global Consistency 97
Figure 5.5: Pairwise matches between the two images may be locally consistency, but
when compared against all others, there may be inconsistency. The red and blue pairs are
globally consistent with each other across the two images, whereas the green pair is only
locally consistent with itself.
of each pairwise match. Let us define a set of n pairwise matches m ∈ M between an
image and a scene, generated by passing query feature pairs through the inverted index.
Then, for each scene that has at least two pairwise matches, we construct an n×n binary
matrix B, where element Bij stores the compatibility of pairwise matches mi and mj , and
is set to either 0 or 1. If either feature in mi is not consistent with either feature in mj ,
i.e. their pairwise geometries do not satisfy those specified by the generative model of the
associated landmark pair, then Bij is set to 0, otherwise it is set to 1. For example, in
Figure 5.5, the left image can be considered the query, and the right image the generative
model of the scene. In the left image, the top feature in the red pair has a larger scale
than the features in the green pair, but a smaller scale in the right image, and hence the
red pair is not compatible with the green pair. Given that every pair of query features has
already been assigned to candidate landmark pairs, these compatibilities are determined
simply by searching through the list of these landmark pairs, and detecting if and when
both query features have been matched to both landmarks in the pair.
An ambiguity arises when two landmarks have not been observed in the same training
image at least once, and hence there is no geometric relationship established for this pair.
Suppose that one of these landmarks is represented by one of the red landmarks in 5.5,
and the other is represented by one of the green landmarks. In this case, it is not possible
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to determine the compatibility of the red and green pairs by comparing the geometries of
these two landmarks. However, if we assume the pairs to be incompatible simply because
the two landmarks have not been observed in the same training image, then this discards
many benefits of learning a generative model from multiple training images, and reverts to
an image-based recognition engine. Therefore, in this case, we assign the element of B to 1,
and only assign 0 when the two landmarks have a generative model from which to rule out
compatibility with confidence. Typically, if these landmark pairs are in fact incompatible,
then they will be eliminated during the following search for global compatibility.
The task now becomes to find a set of pairwise matches, which are all compatible with each
other. This can be thought of as reducing B to a smaller matrix, whose elements are all
1, and is known as the maximum clique problem. Several solutions to this exist, including
fast branch-and-bound methods [106], or approximate solutions using a fast search for a
near-optimal maximum clique, followed by gradient descent to avoid local minima [147].
However, these methods are generalised and deal with a wide range of matrix structures,
whereas we now propose our own fast approximate solution that exploits the particular
nature of the adjacency matrix we are dealing with.
Consider two images, each with two pairs of features randomly distributed in the geometric
dictionary. Let us define p as the probability that the geometric word assigned to one of
the pairs in the fist image, is the same as the word assigned to one of the pairs in the
second image. This is comparable to the probability that during recognition, a random
query feature pair will be matched to a random landmark pair in the database, to form
a false positive pairwise correspondence. Now, for both pairs in the first image to be
compatible with both pairs in the second image, rather than requiring one geometric word
to be the same, we now require four - one for each pairwise relationship between the two
features and two landmarks. The probability of this occurring is then p4, and given that
p is of the order of 1−k, where k is the size of the geometric dictionary and typically over
a million, the probability of a false positive compatibility of two pairs is very low.
The result of this observation is that any false positive candidate correspondences repre-
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sented in B will have a very sparse row in the matrix, typically with a very low number
of elements set to 1. However, true positive candidate correspondences will have a much
larger number of compatible pairs, and hence the corresponding row will have a significant
number of 1’s. As such, we can very quickly eliminate false positive correspondences by
detecting those rows with few 1’s. The proposed algorithm exploits this by scoring each
pairwise correspondence by the number of consistent pairs, i.e. the number of elements in
the respective row of B assigned to 1, and recursively removing the pair with the lowest
score. After each iteration, the scores for each remaining pair are updated, by reducing
the score by 1 if the eliminated pair had previously been assigned a 1 in the remaining
pair’s row in B. The algorithm then converges when the entire matrix is devoid of any 0’s.
As an example of the algorithm, consider Figure 5.6. In (a), three training images are
presented, with each coloured pair of circles representing a pair of observed features. In
this example, we only consider the x − y geometries for ease of demonstration, and the
geometric dictionary is defined by the horizontal and vertical lines within each image. In
(b), the left image is a query image to be recognised, with colours defining which landmark
pairs the query pairs have been locally matched to. The right image of (b) is matrix B
initialised with 1’s or 0’s, depending on whether each query pair is consistent with the
respective landmark pair. For example, the red query and blue query pairs are consistent,
because they appear above one another in the query image, as has been observed in the
first training image. However, whilst the purple pair may be a local pairwise match, it is
not consistent with the red pair because it has been observed to the right and down of the
red pair, whereas in the training images, it has only been observed directly to the right.
The reduction of matrix B to the maximum clique is then shown in (c). First, the purple
pair is eliminated because it is not compatible with any other pairs, then the yellow pair
is eliminated because, whilst it is compatible with the red pair, it is not compatible with
the blue or green pairs. Finally, the maximum clique contains only the red, green and blue
pairs.
Once the maximum clique has been established, the score for the respective scene is
determined in Equation 6.2 by considering only those pairs in the final matrix. These pairs
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(a) Three training images for a scene.
B 
(b) A query image and the associated matrix B.
(c) The search for a maximum clique matrix.
Figure 5.6: Global consistency of geometric pairs is addressed by considering a fast
maximum-clique search of matrix B. In (a), three training images are presented, with
sets of coloured pairwise features. In (b), a query image is presented, whose pairs are
coloured to represent pairwise correspondences with those in the training images. The
matrix B is then formed based on compatibility of each pair. In (c), the evolution of B
to a maximum clique matrix is shown by recursively eliminating the worst pair until the
matrix is devoid of any 0’s. Here, a black element represents a 0 in the matrix, and white
represents a 1.
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can be considered to be globally consistent, however, it should be noted that the proposed
method to enforce global constraints is only an approximation, for three reasons. First,
the natural discretisation of geometry space allows for incompatible pairs to seemingly be
compatible when the associated geometric word covers a large region in geometry space.
Second, the proposed maximum clique algorithm is only approximate, in that we are only
optimising the matrix locally at each iteration, and the true maximum clique may differ.
However, due to the aforementioned structure of B, this is highly unlikely. Third, the
notion of global consistency is still only defined by local pairwise geometries, albeit over
many of these pairs. True global consistency based on higher-order geometric relationships
would require much slower techniques such as spectral graph matching [143], or indeed
the 3D geometric constraints we considered in Chapter 4.
5.7 Informative Triplet Selection
To speed up the indexing further, at a small cost to recognition accuracy, the index can
be provided with only a subset of all word triplets. In this way, efficiency will be increased
when attempting to find a particular geometric word in the binary tree search, as each
binary tree will be reduced in length. We propose to store only the most informative
triplets, such as those representing landmark pairs that are very stable in a scene, or
landmark pairs which have word triplets particularly unique to their scene. Note that
the emphasis is on informative word triplets, not informative landmark pairs; the triplets
associated with each landmark pair will differ in their own information due to the number
of other landmark pairs represented by each triplet. As such, after selecting the most
informative triplets, landmark pairs will still be represented in the database, but with a
reduced set of associated word triplets.
To determine the level of information which each word triplet conveys, we consider the
conditional entropy of the scene identity, given that knowledge of the triplet’s presence or
absence in a query image is available. Let us define S as the state of the scene depicted
in the query, which can take on all values s ∈ S, and the binary variable T as the state
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of word triplet τ , where T = 1 indicates that the triplet is observed in a query. Word
triplets are then ranked in order of the conditional entropy:
H(S|T) =
∑
S∈S
∑
T=0,1
p(S,T) log
p(T)
p(S,T)
=
∑
S∈S
∑
T=0,1
p(T|S) log p(T)
p(T|S)
(5.14)
where the second row comes from an equal probability of all scenes, and hence p(T,S) =
p(T|S)p(S), where the terms p(S) then cancel.
To calculate p(T = 1|S = s), the probability of observing word triplet τ given scene s,
we consider the proportion of s’s training images that contain a landmark pair with this
triplet, based on the landmark’s smoothed distribution of word triplets. The value of
p(T = 0|S = s) is then 1 − p(T = 1|S = s), and the value of p(T) is the summation of
p(T|S) over all scenes. Finally, we select the top k percentage of word triplets to embed
within the inverted index, with k acting as a free variable whose effect on recognition
performance is evaluated in Section 5.9.
5.8 Min-Hash
The min-hash algorithm is a very efficient way of comparing the similarity of two sets. The
original contribution was in the domain of document retrieval [13], where each set is the
list of words contained in a document. In computer vision, it has been successfully applied
to image retrieval applications using the BOW vector [26, 24, 23], where each set is the
list of visual words observed in an image. In [155], this was extended to include geometry
whereby by discretising image space and comparing distances between features. In a
similar manner, the discretisation of geometry space in this chapter makes the min-hash
algorithm particularly suitable, due to the natural application of set theory approaches
to the finite set of discretised word triplets. However, whereas in [155] discretisation is
fixed relative to the image, we propose to discretise geometry relative to each individual
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landmark to allow for more precise modelling of pairwise relationships.
The basis of the min-hash algorithm is as follows. If we hash a set of n elements to a set
of numbers 1...n, and then rank the elements in order of their hashed number, then if the
element in each set with the lowest number is the same for both sets, this indicates that
the sets are similar. More formally, consider that a hash function h(G1), mapping each
element of set G1 to a unique integer, has an associated min-hash function mh(G1), which
returns the minimum of all these integers. Then, given another set G2, the probability
that both G1 and G2 are assigned the same min-hash value is equal to the overlap of the
two sets. If we then take several of these hash functions, each with a different random
hashing for each element to a unique integer, the set overlap can be estimated with greater
confidence by considering the percentage of hash-functions for which the min-hash values
of G1 and G2 are equivalent.
Figure 5.7 demonstrates the concept with a simple example. In (a), We are presented
with three sets, G1, G2 and G3, each with a selection of elements from the set a...j. In
(b), four hash functions are then shown, each one mapping every element to an integer k.
Then in (c), the outputs of the min-hash functions on each of the three sets is shown. For
example, mh3(G1) is equal to “e”, because out of the five elements in G3, “e” is assigned
the lowest score from hash function h3. Red circles indicate when the min-hash function
returns the same element. Finally, (d) shows the number of min-hash functions returning
the same element for each pair of sets, which is indicative of the set similarity.
For the purposes of scene recognition, the min-hash algorithm is now extended to the
pairwise voting framework by considering each word triplet to represent one element, and
each image or scene to represent a set of such elements. Every scene is then assigned a
set of min-hash values across a number of hash functions, and during recognition a query
image’s min-hash values are compared to those of the scenes. The number of identical
min-hash values is then the score for each scene.
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𝐺1 𝐺2 𝐺3
a b a 
d c c
e f e
h h i
j i j
(a) Three sets with elements ranging from “a”
to “j”.
𝑘 ℎ1 𝑘 ℎ2 𝑘 ℎ3 𝑘 ℎ4(𝑘)
a 2 4 5 7
b 8 7 1 10
c 5 5 8 3
d 10 8 4 1
e 6 9 2 6
f 3 1 9 4
g 4 6 3 9
h 1 10 7 3
i 7 2 6 8
j 9 3 10 5
(b) Four hash function, each uniquely mapping
each letter to a number.
𝐺 𝑚ℎ1(𝐺) 𝑚ℎ2(𝐺) 𝑚ℎ3(𝐺) 𝑚ℎ4(𝐺)
𝐺1 h j e d
𝐺2 h f b h
𝐺3 a i e d
(c) The outputs of the four min-hash functions
for each of the three sets.
𝑓 𝐺1, 𝐺2 = 1
𝑓 𝐺1, 𝐺3 = 2
𝑓 𝐺2, 𝐺3 = 0
(d) The number of identical min-hash values, in-
dicating set similarity.
Figure 5.7: A simple example of the min-hash algorithm.
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5.9 Experiments
5.9.1 Experimental Procedure
The method proposed in this chapter was evaluated on the dataset introduced in Chapter
3, and we evaluate each component of the proposed system as an incremental framework.
We compare the results of this to three scene modelling techniques, with each one com-
bined with the standard tf -idf BOW score [135]. We do not compare to any methods using
RANSAC-based 3D geometric constraints, as these tend to naturally outperform meth-
ods with 2D constraints. Instead, the proposed method aims to achieve very fast scene
recognition, whilst minimising the reduction in recognition accuracy due to the ignorance
of 3D geometry.
In the first comparison, scenes are modelled with a simple nearest-neighbour approach,
denoted “NN”, where the query image is compared to every image in all scenes, and
the image with the greatest similarity returns the matched scene. This is naturally very
inefficient, and the other two methods aim to reduce this redundancy. In the second
comparison, scenes are modelled with the Iconic Images method [118], denoted “II”, where
only the most informative images in the cluster, which optimally represent the full range of
viewpoints. The clusters used to select the iconic images were those based on the subscenes
in Chapter 4. The central image for each subscene then represents on of the scene’s iconic
images. For the third comparison, scenes are modelled again by considering the subscene
images, but recognition is with respect to the each subscene’s compound image, and hence
contains the set of localised landmarks “LL”.
In order to generate precision-recall statistics, the scene or subscene assigned the highest
score for each query was computed. In the proposed method, this is the overall match-
ing score for that scene (Equation 6.2). For the competing methods, the score is the
cosine similarity between BOW vectors. Scenes were ranked in order of this score, and
the threshold on the minimum score was then adjusted to compute the precision-recall
statistics across all scenes.
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5.9.2 Results
Size of geometric dictionary First, and evaluation is presented of how the number of
geometric words in the spatial dictionary affects recognition accuracy and speed. Figure
5.8 shows the increase in both average precision and computational time as the dictionary
size increases. This is due to the greater discriminative power offered by a finer dictionary,
but at a cost of longer lists of geometric words to search through in the binary tree search
stage in the inverted index. The largest size of 30 words per transformation was used
for the remaining experiments. Whist in our experiments, the number of alternative
geometric words during the learning stage was fixed, better results could eventually come
from adjusting the alternative words according to the dictionary size. In order to smooth
over the same geometric space regardless of dictionary size, a finer dictionary would then
require greater number of alternative geometric words to cover this smoothing space.
Number of indexed word triplets An evaluation is now presented of the effect of
reducing the number of word triplets embedded in the index. For each scene, the percent-
age of word triplets indexed by the scene was varied, by removing those with the lowest
conditional entropy as discussed. The scene score was then computed as normal based on
each reduced set. Figure 5.9 demonstrates how this affects the recognition accuracy and
speed. As further triplets are accumulated in the index, the recognition accuracy improves
as a larger number of votes are possible for the correct scene, and so this score becomes
less corrupted by competing scenes. In fact, average precision begins to flatten out at
around 50% showing that half of the word triplets offer little information and are typically
drawn from unstable landmark pairs, or those landmark pairs with undiscriminative visual
word and geometric words. As a consequence of the larger index, the computational time
increases dramatically as a much larger set of triplets must be searched across. The full
set of word triplets was now used for the remaining experiments.
State-of-the-art An evaluation of the proposed method compared to the competing
methods is now presented. Figure 5.10 shows precision-recall performance, and Table 6.1
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Figure 5.8: The effect of the number of geometric words per geometry on average precision
and recognition time
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Figure 5.9: The effect of the percentage of word triplets stored in the index
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Method AP RR R@1 Time (ms)
BOW + NN 0.437 0.487 0.307 84
BOW + II 0.469 0.521 0.331 16
BOW + LL 0.483 0.538 0.342 23
PPV 0.635 0.655 0.475 168
PPV + Learning 0.653 0.686 0.485 195
PPV + GC 0.676 0.710 0.500 174
PPV + Learning + GC 0.685 0.723 0.521 202
PPV + Learning + Min-hash 0.440 0.500 0.341 5
Table 5.1: Summary of recognition results for all implementations
shows the performance statistics and recognition speed for all methods. The PPV method
outperforms all others in recognition performance, and is significantly faster than the
method in Chapter 4 (∼ 2000ms). The speed bonus comes from the abandonment of 3D
geometry and an associated costly RANSAC stage. However, our system remains slower
than the BOW approach, because with BOW the inverted index is much more direct and
does not contain a binary tree search as has been necessary with our system. Nonetheless,
given sufficient memory capacity, it should be possible to dramatically improve in efficiency
and generate speeds approaching that of the BOW system.
We also see that as the learning and geometric cliques stages are introduced to the overall
system, performance increases incrementally. Finally, the min-hash adaptation provides
a very fast system that is even more efficient than the BOW framework, whilst offering
comparable recognition performance. As can be seen in Figure 5.7, increasing the number
of min-hash functions offers improvements in recognition performance, and we base all
other results on a min-hash system with 5000 min-hash functions.
5.10 Conclusions
In this chapter, a new framework for fast scene instance recognition has been presented.
It has been shown that it is possible to combine the merits of geometry constraints and
inverted-index approaches, by voting for scenes through pairwise features. Geometry can
be embedded in the inverted index by discretising image space over a number of geometries,
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Figure 5.10: Precision-recall performance of all methods
5.10. Conclusions 111
Figure 5.11: The effect of the number of min-hash functions on average precision
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which also enables a strong generative model to be built, with joint distributions over
pairwise appearance and geometry. We have shown how global geometric constraints can
be applied by simply considering pairwise geometries, and it has also been shown how the
min-hash algorithm can be effectively applied to the proposed method to further increase
recognition speed.
Chapter 6
Global Topological Localisation
and Incremental Learning
6.1 Introduction
In Chapter 5, a new method was introduced for fast scene association without the need
for estimating full 3D geometric relationships. In the following chapter, the ideology of
approximating of 3D geometry by a combination of local 2D geometries is extended to
the special case of topological localisation. Here, scenes are now representative of discrete
locations along a single path within a map, with each location connected to its two adjacent
locations to yield a topological chain, as shown in Figure 6.1.
As is consistent throughout this thesis, topological scene recognition is qualitative in the
sense that only the identity of the location is sought in a query. This differs to quantitative
localisation tasks whereby the precise location is pursued within a continuous coordinate
system, which can be achieved by triangulation either from landmarks with 3D coordinates
[125] or from images with GPS coordinates [158]. Topological localisation can be thought
of as quantitative localisation but within a discrete coordinate system, and topological
localisation within a single path, as in this chapter, can be thought of as having only one
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Figure 6.1: Topological localisation divides the map into discrete locations. This chapter
deals with a topology with a single path, as above, whereby a robot navigates by moving
between adjacent scenes.
dimension in the discrete coordinate system.
There are three main applications of global topological localisation, all of which can benefit
from the work presented in this chapter. First, to solve the problem of robot localisation
when the robot does has no prior knowledge on its current location, such as in the kid-
napped robot problem [66], or when the robot is first activated [127]. Second, for loop clo-
sure within a quantitative SLAM system, where revisiting a previously-visited localisation
closes the loop [50] and initiates a bundle adjustment stage [124]. Third, in a topological
navigation system, where it is sufficient to know only the approximate location of a robot
for navigation guided by the appearance of the robot’s current view [5].
As with most navigation tasks, significant improvements can be gained by introducing a
motion model and filtering the location estimation, such as with a Kalman filter [121] or
particle filter [35]. However, this chapter focuses solely on the global localisation case, with
no prior knowledge of the query image’s location, and we aim to address the computer-
vision side of a localisation framework. Practical robot systems are also much more ap-
pealing if they can build the map and continually update the scene models in a fully
autonomous fashion. However, in this work we assume that a map as already been pro-
vided; after a set of training images initialises the locations of these scenes within the map,
the goal is then to determine the location at which a query image was captured. Training
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each scene model use done by use of ground truth images, rather than performing data as-
sociation and learning the models online. SLAM systems are typically modular in nature,
each component of which is a highly specialist field, and this work presents the visual scene
recognition component which can be readily introduced into a broader framework. Whilst
the abundance of ground-truth data is perhaps unrealistic for single-robot tasks such as
surgical navigation [44] or underwater exploration [73], for large-scale tasks with multiple
robots, such as autonomous vehicles navigating within large networks [102, 32, 61], it is
not infeasible to regularly traverse the map with a robot fitted with the capacity to record
ground-truth data, which in turn can update the scene models for all other robots.
6.2 Topological Localisation
Global topological localisation can be thought of as a specialist case of scene association.
The key difference between this topological case navigating along a single path, and the
broader case dealt with in Chapters 3 and 4, is that the range of viewpoints upon each
scene is significantly more restricted than we have considered so far. As such, priors
on the scales and orientations of individual landmarks, and relative image positions of
landmark co-occurrences, can be applied over a narrow range. By specifying the density
of the topological map, i.e. the distance between each location, then the geometries of
landmarks and landmark co-occurrences are bounded by the scene appearance between
each location, and we no longer have to predict the appearance using 3D geometry. As the
map density increases, the greater the similarity between images captured at two adjacent
scenes, hence the smaller the range of landmark and landmark co-occurrence geometries
between the scenes, and thus the greater the ability to recognise the scene based purely
on 2D image geometry. By building up generative models based on this geometry, we will
show that if the map is sufficiently dense, 3D geometry can be foregone entirely and fast
2D methods can be applied.
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6.2.1 Probabilistic Localisation
A probabilistic model for scene recognition is important for robot localisation because it
allows for a Bayesian approach to filtering. Consider estimating the probability at time k
that a robot is located at scene s, given the image evidence Ek from the current image,
and all previous image evidences up to time k−1, Ek−1. The standard Bayesian approach
recursively evaluates the following:
p(s|Ek,Ek−1) = p(Ek|s)p(s|E
k−1)
p(Ek|Ek−1) (6.1)
Here, the terms p(s|Ek−1) andp(Ek|Ek−1) are evaluated recursively from the state of
the system at the previous loop. However, the term p(Ek|s) requires a new evaluation,
independent of the previous states. It is this term that provides the key focus in this
chapter: Given the evidence from all features in a query image, what is the probability that
a given scene would provide this same evidence? Addressing this with a pure probabilistic
framework is an extremely complex task due to the quantity of information provided by
a single image. Even if we can discretise both appearance and geometry with a graphical
model as in Chapter 5, a joint distribution over all possible combinations of visual words
and geometry words is not a realistic solution, due to first the problem of learning a robust
model that does not overfit the data, and then the problem of efficient inference given a
query. As such, we must make simplifications to the model that will yield a tractable
solution.
If we are only concerned with the appearance of a scene, and can forego any geometric
considerations, this simplifies the task dramatically. In [31], a graphical model was pro-
posed with a Chow Liu tree approximation to model dependencies between observed visual
words. However, incorporating geometry into the model with standard 3D geometric con-
straints disrupts the probabilistic nature of the system [32]. In this chapter, we propose to
incorporate geometry by transferring the focus from scene recognition to landmark recogni-
tion. Rather than attempting to assign a probabilistic score to each scene, a probabilistic
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(a) Full model
(b) Chow-Liu tree
([31])
(c) Pairwise partitions
(Chapter 5)
(d) Naive Bayes parti-
tions (proposed method
PPV)
Figure 6.2: Different graphical models for scene recognition. Circles represent landmarks,
and lines represent relationships between landmarks that are built into the model.
score is instead assigned to each landmark in the database, and each then voting for its
respective scene with this weighted score. We denote this proposed method as Probabilistic
Landmark Voting (PPV). Whilst the notion of voting itself is not a probabilistic measure,
if the votes themselves are probabilistic, then a much better approximation is provided to
the fully probabilistic model than the standard geometric methods of counting inliers.
We partition the full graphical model into a set of naive Bayesian networks, one for each
landmark in a scene. For every landmark, the parent node represents observation of
the landmark itself, whose child nodes are then the other co-occurring landmarks in the
scene. By learning the geometric relationships between landmark co-occurrences, and
taking as input the geometric relationships of features in a query image, each Bayesian
network outputs the probability that the landmark is present in the query image. Figure
6.2 illustrates the differences between the various types of graphical models for scene
recognition.
To summarise the proposed model, there exist two key simplifications. By decomposing a
probabilistic calculation into a voting score, the first is that the overall score assigned to
each scene is not truly probabilistic. By considering a naive Bayesian network rather than
a joint distribution, the second simplification is that, given the landmark representing the
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central node, each co-occurring landmark is independent. In this way, we do not prevent
two different co-occurring landmarks being assigned to the same query feature, although
we do model the inverse of this. Whilst these simplifications would only offer a weak
solution if the probabilistic model represented only appearance ([31] shows a Chow Liu
tree to significantly outperform a naive Bayesian network), the inclusion of geometry offers
strong constraints that allow greater flexibility in the choice of model.
6.2.2 Incremental Learning in Dynamic Environments
One of the most active areas of large-scale SLAM in recent years has been that of continual,
long-term learning of a map [99, 29]. Rather than learning a fixed map and assuming this
is a true representation of the environment, it is much more effective if a robot can update
the map over time, both to learn a better map based on further training images, and to
adapt the map to dynamic effects in the environment. As well as improving the recognition
performance, this is necessary to ensure that the memory requirements and recognition
time are bounded and do not grow exponentially over time.
In this chapter, we propose to incrementally learn model parameters over time, by ob-
serving each scene multiple times over a long time period, and updating scene models
accordingly. Rather than attempting a recognition relative to a single tour of the map,
landmark parameters are learned incrementally as further ground-truth training tours be-
come available, and the importance of each landmark in the recognition score is updated
as time progresses and long-term dynamics begin to affect the environment.
6.3 The Dataset
Our new dataset consists of GPS-tagged images captured from a standard camera whilst
walking along a 7km outdoor path over an 8-month period. Whilst most large-scale
topological localisation datasets are captured from vehicles driving along roads [32, 98],
the proposed dataset is dramatically more challenging due to the presence of long-term
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Figure 6.3: Half of the path represents scenes from a park, where strong long-term dy-
namics are present due to seasonal effects on foliage. Even over a short time period, the
natural deformability of leaves and branches can cause problems when matching a query
image directly to a database image.
dynamic behaviour in scene structure. Each tour of the path contains around 2300 images,
roughly 3 metres apart, and 6 tours were completed between March 2012 and November
2012. Half the path traverses a park containing trees, foliage and grassland that undergoes
significant appearance variations over the seasons and offers the most challenging data, and
the other half follows a road through a busy urban area undergoing structural changes due
to building renovations and roadworks. As such, the dataset contains significant long-term
dynamic elements, together with short-term dynamics from moving bodies, illumination
variations, lateral deviations along the path, and repeatable scenes. Figures 6.3 and 6.4
highlight the challenges within our dataset over the two halves of the path. Figure 6.5
then shows a section of the path which has significant repetition in appearance. A sample
of adjacent images in the path is shown in Figure 6.6.
120 Chapter 6. Global Topological Localisation and Incremental Learning
15/03/2012 21/03/2012 19/04/2012
25/05/2012 02/10/2012 23/11/2012
Figure 6.4: Half of the path represents scenes from an urban environment. Long-term
dynamics exist due to building renovations, together with short-term dynamics and occlu-
sions from cars and pedestrians, and dramatic illumination variations.
Figure 6.5: The dataset contains significant lengths of repeatable scenes which can cause
problems due to perceptual aliasing.
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Figure 6.6: A sample of adjacent images from the path demonstrating the map density.
Each row shows the three images representing a single location in the map.
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(a) Landmark Geometries. Σx is the scale range,
and Θx is the orientation range for landmark x.
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(b) Landmark co-occurrence geometries. ∆xy is
the distance range, and Ψxy is the angle range
for landmark co-occurrence zxy.
Figure 6.7: Geometries that represent each landmark and landmark co-occurrence in a
scene, learnt in a generative manner from a set of training images.
6.4 The Scene Model
Every location in the map is represented by a scene, and as before, each scene is reflected
by a generative model of landmarks, learnt from a set of training images. Each landmark
x ∈ Xs in scene s is represented by its set of visual words, Πx, as before. Each landmark is
also represented by its scale range, Σx, and its orientation range, Ωx. Each co-occurrence
zxy is represented by its angle range, Ψxy, and its distance range, ∆xy. Note that ∆xy
is an absolute measure, and not scale-invariant as in Chapter 5, due to the much more
restricted range of viewpoint scales upon each scene. Figure 6.7 illustrates the geometries
of landmarks and landmark co-occurrences in a scene.
Generating landmarks is achieved as before, by using the image matching method of
Chapter 3 to robustly compute feature correspondences. However, we increase the intra-
image distance threshold dδt by a factor of two due to the scenes having significant depth
compared to the dataset in Chapters 3, 4 and 5, and hence the intra-image distance
discrepancy is now typically larger. Correspondences from image pairs with at least 10
inliers are then used to build up feature tracks, each of which is used to build a landmark.
For each scene, the combined set of three training images from each tour were used to
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Figure 6.8: The progression of a scene model as images each tour are incorporated into
the scene’s training set. The three small images are the new training images from the
latest tour, and the large image is the scene model, with landmark’s represented by their
observation probability p(x|s).
build the scene model. Figure 6.8 shows the progression of a scene model as further tours
are incorporated. Each landmark is assigned an observation probability p(x|s) based on
the number of tracked features across the scene. As shown, the most stable landmarks
over time are those representing rigid bodies that have been persistently observed, and
those representing long-term dynamic bodies, such as trees, are assigned a low observation
probability over time.
One of the interesting aspects of working with a dense topology is that landmarks will
not only be tracked across several images within one scene, but may be tracked across
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several adjacent scenes if the landmark is sufficiently stable. In a purely appearance-based
approach, this causes issues with perceptual aliasing, where there is confusion between two
adjacent scenes because they appear the same. Even with 3D geometric constraints, if
priors are not placed on landmark and co-occurrence geometries, then a query image will
still be matched to a scene that is physically some distance away. This tolerance to scale
and viewpoint is desirable in standard scene recognition as in Chapters 4 and 5, but can
cause confusion when the task is localisation. Methods such as non-maximal suppression
can be employed to reduced this effect, but if the tolerance to scale and viewpoint is
sufficient then that maximum may still lie at a location some distance away from the
actual location.
This issue is dealt with in our proposed method by the effect of 2D constraints that are
specific to each scene. As a path and a landmark is observed in subsequent scenes, it has
a unique range of geometries for each particular scene, and so confusion between adjacent
scenes is much less apparent. For any landmark that does cross the boundary between
two scenes, we include the landmark geometries from the first image in the adjacent
scene when calculating the landmark’s scale and orientation ranges. In this way, there
is a continual development of landmark geometries between adjacent scenes, and a query
image captured between two scenes will still be represented by the model. Figure 6.9
illustrates this approach.
6.5 Probabilistic Landmark Voting
In this section, we discuss how the scene depicted in a query image is recognised in the
proposed framework. Let us define Eq as the image evidence in query image q from which
we will make inference about the presence or absence of each landmark in the database.
The exact nature of Eq will be defined later, but for now it can be considered as an
abstraction of the set of features in q. The similarity score between q and each scene s is
then defined as the normalised sum, over all landmarks in the scene, that the landmark is
present in q, given this evidence:
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(a) Whilst some landmarks are observed only within their respective scene (blue, green and yellow
landmarks), some landmarks are tracked across several adjacent scenes (red landmark). The cal-
culation of scale and orientation ranges for this landmark then includes the feature in the track in
the first (or last) image of the adjacent scene, such that the gap between scenes is still represented
by the geometry.
Σ𝑥11
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∈ 𝑈𝑥10
∈ 𝑈𝑥02
𝜎𝑚𝑖𝑛
(b) Learning a landmark’s scale range, Σx, from features in the images of its respective scene,
together with one feature from the adjacent scenes if the landmark track spans multiple scenes.
The size of the red circles indicate the scale of the feature, and the landmark’s scale range is taken
as the minimum and maximum across these features.
Θ𝑥11
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(c) Learning a landmark’s orientation range, Θx, from features in the images of its respective
scene, together with one feature from the adjacent scenes if the landmark track spans multiple
scenes. The direction of the red arrows indicate the orientation of the feature, and the landmark’s
orientation range is taken as the minimum and maximum across these features.
Figure 6.9: Calculating a landmark’s geometry ranges from its feature tracks.
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f(q, s) =
∑
x∈Xs
p(x|Eq)
ηs
(6.2)
Here, Xs is the set of landmarks in s, and p(x|Eq) is denoted the landmark observation
probability for landmark x, i.e. the probability that one of the features in q is an observation
of x. ηs is a normalising term, defined as the average number of observed landmarks in s:
ηs =
∑
x∈Xs
p(x|s)
|Xs| (6.3)
Here, p(x|s) is the rate of occurrence of x in s, i.e. the prior probability that an image
captured at scene s will contain an observation of x. This normalisation ensures that there
is no bias towards scenes with a larger set of stable landmarks. The similarity score is
therefore equivalent to the average landmark observation probability across all landmarks
in the scene.
The first simplification of the full probabilistic model lies here within Equation 6.2, where
we are summing up votes for each scene, and as such, each landmark is treated indepen-
dently of all others. However, each vote is assigned a score, which itself is probabilistic
in nature. Furthermore, within each probabilistic score, the landmarks themselves are no
longer independent, but are modelled by a naive Bayesian network as we shall discuss
shortly.
6.5.1 Landmark observation probability
We now marginalise p(x|Eq) over all features in q, by considering the individual probability
that each feature is an observation of x:
p(x|Eq) =
∑
u∈Uq
p(u 7→ x|Eu) (6.4)
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Here, Uq is the set of features in q, and u 7→ x indicates that u is an observation of x.
Eq has now been partitioned into a separate variable Eu, with each denoting the image
evidence with respect to u. Whereas Eq can be thought of as the evidence from the joint
distribution of all features in q, Eu is the naive Bayes approximation to this distribution,
with u acting as the parent node, and all other features v ∈ Vq conditional on u, where
Vq is the set Uq minus feature u. The joint distribution is thus relaxed into a set of
naive Bayesian networks, with the evidence contributed by each feature assigned its own
Bayesian network, such that each Eu term is unique to the query feature we are evaluating.
During recognition, all query features are processed independently, and a probability is
assigned to each landmark in the database according to how likely the feature is an ob-
servation of that landmark. An application of Bayes’ rule is used to yield this probability,
by considering the relative likelihoods of observing evidence Eu from all landmarks:
p(u 7→ x|Eu) = p(Eu|u 7→ x)p(u 7→ x)
p(Eu)
(6.5)
Here, p(Eu) is denoted the image evidence probability, i.e. the probability that a random
query image consists of the evidence described by Eu, and p(Eu|u 7→ x) is the image
evidence probability conditional on u being an observation of x.
The image evidence probability is calculated by marginalising over all landmarks, together
with a virtual landmark xØ. This represents a random landmark that is not stored in the
database, arising either due to a landmark that has not previously been tracked across a
scene’s training images, or due to a new scene being observed that is not represented in
the database. The focus of this chapter is on pre-built maps, and hence only the first of
these conditions is assumed to be the cause of a virtual landmark observation, however an
extension of this method to a full SLAM framework could incorporate the second condition,
when deciding on whether a new scene has been observed and should be incorporated into
the map. We can now define the image evidence probability as:
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p(Eu) =
∑
s∈S
∑
x∈Xs
p(Eu|u 7→ x)p(u 7→ x) + p(Eu|xØ 7→ u)p(xØ 7→ u) (6.6)
The term p(u 7→ x) is the prior probability that u is an observation of x, and is assigned
an equal value across all features:
p(u 7→ x) = 1|Uq|p(x|s)p(s) (6.7)
Here, p(s) is the probability of observing scene s, which is set to be equal across all scenes
in the case of global localisation.
The prior probability that u is an observation of the virtual landmark, p(xØ 7→ u), is
evaluated by calculating the average number of features observed across all training images,
that did not form feature tracks and hence were not assigned to landmarks.
6.5.2 Defining the image evidence
We now turn to defining the exact nature of u’s image evidence Eu to evaluate the terms
p(Eu|u 7→ x) and p(Eu|xØ 7→ u) in Equation 6.5. Firstly, we must note that the landmark
observation probability is evaluated using the same image evidence Eu for each landmark,
such that the probability of feature u being assigned to a landmark sums to 1 over all
landmarks (including the virtual landmark). However, as we will describe below, the
image evidence is partitioned into elements that support each individual landmark, rather
than a general notion of evidence that can be applied across all landmarks. Therefore, for
any given landmark x, Eu must consist of the image evidence supporting x, but also the
image evidence supporting all other landmarks.
Let us define each of these other landmarks as a competing landmark x¯. Then, by defining
u’s image evidence supporting x as Exu , and supporting each x¯ as E
x¯
u , we can write u’s
overall image evidence as:
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Eu = E
x
u ∪ Ex¯u ∀x¯ (6.8)
Hence, by denoting the set X¯ as all the competing landmarks in the database, the image
evidence Eu in Equation 6.5 now incorporates the evidence supporting both x and all
competing landmarks x¯, and becomes:
p(u 7→ x|Eu) =
p(Exu |u 7→ x)
∏
x¯∈X¯
p(Ex¯u |u 7→ x)p(u 7→ x)
p(Exu)
∏
x¯∈X¯
p(Ex¯u)
(6.9)
Evidence supporting landmark x
As discussed, Eu represents the overall information in image q from which we make a
probabilistic inference on the likelihood that a landmark is observed as query feature u.
Let us first consider the impact of this for evaluating the nature of Exu , i.e. the evidence
supporting a match between u and x. Exu is in fact composed of a combination of three
separate evidence elements, which together form the naive Bayesian network shown in
Figure 6.10. The first element, the feature evidence exu, is the evidence provided by the
individual feature u. The second element, exv , is the feature evidence provided by each
individual co-occurring feature v in the query image. The third element, the feature co-
occurrence evidence exuv, is the evidence provided by the feature co-occurrence wuv. For
any given query feature u, the overall evidence Exu is then the combined evidence provided
by u, all co-occurring features v, and all co-occurrences wuv. Figure 6.11 illustrates the
scope of each evidence variable.
For a candidate match between feature u and landmark x, from the naive Bayesian network
we assume independence between the feature evidences of all co-occurring features v,
conditional on the feature evidence of u. This yields an evaluation of the image evidence
likelihood as:
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p(Exu |u 7→ x) = p(eu|u 7→ x)
∏
v∈Vq
p(ev, euv|u 7→ x) (6.10)
Now, observations of evidences ev and euv arise due to the presence of one of x’s co-
occurring landmarks y in the query image. Therefore, again maintaining a naive Bayesian
network with each y conditional only on x, the probability of observing these evidences is
evaluated by marginalising over all of the co-occurring landmarks independently:
p(ev, euv|u 7→ x) =
∑
y∈Ys
p(ev, euv|v 7→ y, u 7→ x)p(v 7→ y|u 7→ x) (6.11)
Here, Ys is the set of landmarks in s minus landmark x, and p(v 7→ y|u 7→ x) is the prior
probability that landmark y will be observed in an image if landmark x is also observed.
We denote this the co-occurrence probability of y given x, and from here on denote its
value as p(y|x).
We now consider what the elements of Exu represent in the image. Each one represents the
condition that the observation in the query image satisfies x’s generative model, as follows.
Variable exu is the condition that feature u’s visual word, scale and orientation are within
the visual word, scale and orientation ranges of x. Similarly, for all other co-occurring
landmarks y ∈ Xs, the feature evidence eyv is the condition that y’s visual word, scale
and orientation are satisfied by u’s co-occurring feature v. Then, exyuv is the condition that
feature co-occurrence wuv’s distance and angle are within the distance and angle ranges
of landmark co-occurrence zxy.
Exu is therefore only represented by those elements whose conditions are actually satisfied
by the query image. For example, exu is included if and only if feature u satisfies x’s
visual word, scale and orientation ranges, and exyuv is only included if and only if feature
co-occurrence wuv satisfies landmark co-occurrence zxy’s distance and angle ranges. If we
assume that all observations of x, y and zxy will satisfy x’s generative model, then the
probability in Equation 6.11 of observing each evidence variable that exists in Exu is, by
6.5. Probabilistic Landmark Voting 131
𝑥
𝑢
𝑒𝑢
𝑦1 𝑦2 𝑦3
𝑣1 𝑣2 𝑣3
𝑒𝑢𝑣1 𝑒𝑢𝑣2 𝑒𝑢𝑣3
𝑒𝑣1 𝑒𝑣2 𝑒𝑣2
𝐸𝑢
𝑥
Figure 6.10: The proposed graphical model for calculating the probability of observing
evidence Exu given that feature u is an observation of landmark x. Blue nodes represent ob-
served variables (features), red nodes represent the associated underlying latent variables
(landmarks), and green nodes represent auxiliary latent variables used in the probabilistic
model (evidences).
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Figure 6.11: When matching a given query feature u to the database of landmarks, there
are four types of evidence variables. eu is the evidence provided by u alone. Similarly, for
all co-occurring features v, ev is the evidence provided by each v alone. euv is then the
evidence provided by co-occurrence wuv. Finally, Eu is the combination of eu, all ev’s, and
all euv’s
definition, 1.
Evidence supporting competing landmark x¯
We now evaluate the nature of Ex¯u , i.e. the evidence supporting a match between feature u
and competing landmark x¯. As a reminder, this is necessary to ensure that every landmark
is evaluated with respect to the same image evidence, to ensure that the observation
likelihood of each landmark is probabilistic in nature. As before, this evidence is divided
into components ex¯u, e
x¯
v and e
x¯
uv, each representing the condition that the observation in the
query image satisfies x¯’s generative model. Again, the naive Bayesian model is adopted:
p(Ex¯u |u 7→ x) = p(ex¯u|u 7→ x)
∏
v∈Vq
p(ex¯v , e
x¯
uv|u 7→ x) (6.12)
Where:
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p(ex¯v , e
x¯
uv|u 7→ x) =
∑
y∈Ys
p(ex¯v , e
x¯
uv|v 7→ y, u 7→ x)p(v 7→ y|u 7→ x)
+ p(ex¯v , e
x¯
uv|v 7→ yØ, u 7→ x)p(v 7→ yØ|u 7→ x)
(6.13)
In Equation 6.13, the observation probability of ex¯v and e
x¯
uv now includes an additional
consideration that virtual co-occurring landmark yØ is the cause of this observation. This
ensures that Equation 6.12 does not include any zero terms, that would otherwise arise
if the only possible source of the observations was from the restricted appearance and
geometry space defined x’s generative model.
Each term in Equation 6.13 now represents evidence supporting a competing landmark
x¯, and as such, the probability of observing each evidence term due to the presence of
landmark x is no longer 1 simply because the evidence exists. Instead, it is defined by the
overlap of the ranges specified by the models of x and x¯.
Let us decompose the term p(ex¯u|u 7→ x) into its individual elements:
p(ex¯u|u 7→ x) = p(Πx¯|Πx)p(Σx¯|Σx)p(Θx¯|Θx) (6.14)
Each term thus represents the probability that, given that feature u falls within the range
specified by landmark x, it also falls within the range specified by landmark x¯.
Consider now evaluating the term p(Σx¯|Σx), i.e. the probability that x¯’s scale range is
satisfied by an observation of a feature which itself satisfies x’s scale range, which is perhaps
best explained illustratively in Figure 6.12. Given a feature observation u representing x,
we want to determine how likely it is that u’s scale σu will fall within Σx¯, the scale range of
x¯. Now, we know that u’s scale range must fall in the Σx, the scale range of x. Therefore,
if x’s scale range is entirely within x¯’s scale range, which we denote by Σx ∈ Σx¯, then this
likelihood is 1. However, if x’s scale range only partially overlaps x¯’s scale range, which we
denote by Σx ⊂ Σx¯, then this likelihood is equal to ab in Figure 6.12. This is the overlap
of Σx and Σx¯, divided by the total range of Σx¯, which assumes a uniform distribution
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within Σx and Σx¯. Finally, if x’s scale range is entirely outside x¯’s scale range, then the
likelihood reduces to that of a random, or virtual, landmark xØ satisfying this scale range.
In summary:
p(Σx¯|Σx) =

1 if Σx ∈ Σx¯
a
b if Σx ⊂ Σx¯
p(Σx|xØ) otherwise
(6.15)
The same method is then used for determining all other terms in Equation 6.14, and
similarly for all co-occurrence terms in Equation 6.13.
Essentially, computing the terms p(Ex¯u |u 7→ x) in Equation 6.9 is necessary to downweight
the observation likelihoods of landmarks whose generative model specifies a large range of
geometries, both in terms of the individual landmark, and the landmark co-occurrences.
Without this term, each landmark is only evaluated on the evidence supporting its own
observation, and the score assigned to each landmark is not truly probabilistic. A much
simpler approach would be to discretise geometry space as in Chapter 5, such that the
evidence is reflected by the scope of each discretised region, and furthermore can be
calculated in advance rather than at runtime. However, whilst this is useful to allow the
model to exhibit tolerance to shifts in geometry that arise from wide baseline recognition,
this is not so necessary for the topological case where viewpoint changes upon a scene
are restricted. By working in continuous geometry space, we can define landmark and
landmark co-occurrence geometries more accurately and discriminate between different
landmarks more powerfully.
Virtual landmarks
Returning to Equation 6.6, the final term to be evaluated is that of the image evidence
probability for an observation of the virtual landmark, p(Eu|xØ 7→ u). This is calculated as
the product, over all landmark evidences represented in Eu, of the probability of observing
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𝜎𝑢 Σ𝑥 Σ  𝑥
𝑢 𝑥  𝑥
(a) The scales for observed feature u, landmark x and competing landmark x¯.
𝑎
𝑏
𝑝 Π  𝑥 Π𝑥 =
𝑎
𝑏
(b) The probability of x¯’s scale being satisfied by x’s scale is the ratio ab
Figure 6.12: Determining the likelihood of observing evidence for landmark x¯, given that
the observation is of landmark x. This example illustrates calculation of the scale variable
in Equation 6.14, but the same technique is applied for all appearance and geometry terms
based on Equation 6.13.
136 Chapter 6. Global Topological Localisation and Incremental Learning
each landmark evidence Exu given that u is a randomly-occurring landmark:
p(Eu|xØ 7→ u) =
∏
s∈S
∏
x∈Xs
p(Exu |xØ 7→ u) (6.16)
The evidence for each landmark is then decomposed in the naive Bayesian network:
p(Exu |xØ 7→ u) = p(exu|u 7→ x)
∏
v∈Vq
p(exv , e
x
uv|u 7→ x) (6.17)
Each of the three evidence terms is then evaluated by considering how likely the evidence
arises from a random landmark observation. For example, p(exu|xØ 7→ u) is has three
components, p(Πx|xØ 7→ u), p(Σx|xØ 7→ u) and p(Θx|xØ 7→ u). To take the scale as
an example again, we want to calculated the probability that a random feature will be
assigned a scale within x’s scale range. To compute this, we learn the distribution of
feature scales across a set of training images as in Chapter 5, and then calculate from
this distribution the probability that a random feature will fall within the scale range
of x. The same procedure is then carried for all other evidence variables, such that the
probability of observing any combination of evidences can be calculated by multiplying the
observation probabilities of each individual evidence term. This technique is also applied
to determining the observation likelihoods due to virtual landmarks in Equation 6.15.
Together with providing opportunity for extending this work into a SLAM framework, the
virtual landmark is important for reducing the impact of landmarks with loose generative
models, where the model is more likely to fit a random feature observation that is a false
positive match to the landmark. Whilst this is addressed to some extent by considering
the evidences from all competing landmarks, if the database is small then the probability
of finding a competing landmark that also satisfies this landmark’s generative model is
small. As such, we include the virtual landmark to smooth out those cases when the
database is insufficiently rich to represent overlaps between landmark models, even when
a particular landmark’s model has a large and hence poorly discriminating occupancy in
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appearance and geometry space.
6.6 Implementation
The probabilistic model presented in Section 6.5 consists of a set of equations to be eval-
uated for every query image. For each query feature, the probability is calculated, for
every landmark in the database, that the feature is an observation of this landmark. This
probability calculation involves evaluating the evidence likelihood p(Eu|u 7→ x), where
the evidence itself is composed of individual evidence variables for each landmark in the
database.
However, for each feature u, the evidence Exu only consists of those evidence elements
exu, e
y
v and e
xy
uv which are satisfied by x’s generative model. As such, we proceed by first
determining which features are individually matched to landmarks in the database based
on the feature’s visual word, scale and orientation. For each correspondence to landmark
x, this then yields evidence exu, and all other correspondences yield evidences e
x
v and
exuv. In this way, every query feature has a set of landmarks with which it has formed a
correspondence, and only those landmarks need to be processed by Equation 6.2. Then,
when considering the evidence provided by each feature, only those co-occurring features
which have also formed a correspondence need to be considered. Figure 6.13 summarises
the journey of each feature as it forms a correspondence. In this example, feature u forms
a correspondence only to landmark x3 because the landmark’s appearance and geometry
are both satisfied. Note that whilst an inverted index is used to efficiently search for
correspondences based on appearance, because the geometry space is continuous, a manual
comparison between features and landmarks is performed. However, this could be made
more efficient by discretising the geometry space coarsely as in Chapter 5, and then only
running a manual check on those correspondences assigned to the same geometric division.
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Figure 6.13: Implementation of feature-to-landmark correspondences
6.7 Incremental Learning
Maximum likelihood estimation of parameters involves drawing calculations directly from
the training images, with no other information on likely parameter values. When the
training data is small however, this can be a poor estimate and can cause unrealistic
calculations of the evidence likelihood for a landmark. In this section, we consider how
all necessary probabilistic parameters referenced in Chapter 6 are learned in a manner
that avoids such overfitting. Let us first divide parameters into two classes: static and
dynamic. Static scene parameters are those probabilities whose true underlying values do
not change over time, although their learned values may change as further training images
improve the estimation. For example, the spatial relationship between two points on a
building will not change from one day to the next, but the learned relationship between the
associated landmarks may be updated as we make further observations. Dynamic scene
parameters are those probabilities whose true underlying values may in fact change with
time. For example, the probability that a landmark is observed in an image will change if
the landmark is removed from the scene due to building renovations or the seasonal effects
on trees.
6.7.1 Static Scene Parameters
When the probabilistic model presented in Section 6.5 is evaluated further, it becomes
apparent that smoothing with priors is necessary for estimation of some variables to avoid
overfitting. For example, for the landmark co-occurrence probability (y|x), it is perfectly
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likely that this probability is assigned to 1 or 0 based on maximum-likelihood estimations.
However, it is very unlikely that any two landmarks co-occur perfectly together, or never
occur together at all. Therefore, a co-occurrence probability of 0 or 1 would cause an
unrealistic evidence likelihood of zero when a landmark’s co-occurrence likelihoods are
computed across the joint distribution. For example, suppose that landmark x and its
neighbouring landmark y always co-occur in the training images. Then if, in a query
image, x is observed but y is not, for example due to an occlusion, the evidence likelihood
will be zero because it will include a factor of p(y|x) = 0. It is therefore necessary to smooth
the co-occurrence probabilities to ensure that this does not happen. We now describe how
smoothing is applied to p(y|x), although we also smooth the landmark occurrence rate
p(x|s), and all landmark and landmark co-occurrence geometries. Visual word smoothing
is achieved by use of the alternative words model in the same way as in Chapters 4 and 5.
Smoothing techniques for parameter estimation range from simple linear interpolation
between two distributions, to multivariate Dirichlet priors [153]. Linear interpolation
was used in learning visual word observation likelihoods for place recognition in [31] by
combining the maximum-likelihood estimation with a prior likelihood on the visual word
observation. However, this prior is a point estimate that does not consider the full range
of possible probability distributions in a true Bayesian manner. We adopt a more sophis-
ticated method to estimate the co-occurrence probabilities by considering Dirichlet priors
over distributions, rather than a fixed-point prior, and evaluating the likelihood of each
distribution given the observations.
Let θ denote the parameter we are estimating (in this case, p(y|x)), and let D denote
the observed data (the co-occurrence statistics of landmarks x and y). The probability
distribution over all possible values of θ, conditional on these observations, is:
p(θ|D) = p(D|θ)p(θ)
p(D)
(6.18)
Now, consider that the observations D are represented by k, the number of observations
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Figure 6.14: The likelihood of observing co-occurrence data D given a prior on the co-
occurrence probability θ, where D describes n co-occurrence observations of both x and
y, out of k total observations of x.
of landmark x in a training image, and n, the number of observations of both landmarks
x and y in the same image. For a given value of θ, the probability that n co-occurrences
are observed out of a total possible k can be computed using the binomial distribution:
p(D|θ) =
(
n
k
)
θk(1− θ)n−k (6.19)
Figure 6.14 illustrates example distributions for p(D|θ) over different values of n and k.
We now consider this prior on θ, which determines the level of smoothing applied in the
parameter estimation. Given that θ represents a one-dimensional distribution between 0
and 1, we choose the beta distribution as a suitable representation of the prior, which
itself is parameterised by α and β:
p(θ) ∼ Beta(α, β) := θ
α−1(1− θ)β−1
B(α, β)
(6.20)
The distribution can be learned by computing mean and variance statistics and using the
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Figure 6.15: The prior distribution over co-occurrence probabilities, modelled as a beta
distribution, and computed by considering a separate training set and counting landmark
co-occurrence rates.
method of moments to determine α and β [11]. This was achieved by computing the
relevant statistics across the set of inlier correspondences presented in Chapter 3. Figure
6.15 illustrates this learned prior on θ as a continuous distribution.
Finally, we compute θ∗, our estimation of the true underlying value of θ, by considering
the expected value of θ from the distribution p(θ|D):
θ∗ = E[p(θ|D)] (6.21)
where the expectation is the integral:
∫ 1
0
p(θ|D)θdθ (6.22)
Due to the smooth and simple nature of the function p(θ|D), this integration was achieved
computationally by sampling the function at regular intervals between θ = 0 and θ = 1
and computing a summation over linear interpolating functions at each sample point. The
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Figure 6.16: The posterior co-occurrence probability θ given the observation D, where D
describes n co-occurrence observations of both x and y, out of k total observations of x.
sampling density was iteratively increased until the difference in the summation between
iterations was less than 0.001. Figure 6.16 shows the posterior probability of θ given
different arrangements of evidence D.
6.7.2 Dynamic Scene Parameters
As time passes and the appearance of each scene changes, the scene models begin to
reflect these appearances less accurately. For example, the true probability of observing a
landmark drops to zero if that landmark is removed from the scene, perhaps due to building
renovations or seasonal effects on trees. As a consequence, the probability of observing
the co-occurrences associated with that landmark will also drop to zero. Furthermore,
landmarks that were not present in the original set of training images can enter the scene
at a later date.
In order to account for these dynamic effects, more recent training images need to be
acquired to update the respective scene models in an incremental fashion. Given a new
training image, feature correspondences with all existing training images are detected.
Then, the static scene parameters for landmarks and landmark co-occurrences are updated
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based on the observations of landmarks in the new image. Finally, any new landmarks
that have recently appeared in the scene are added to the scene model.
Given a set of k training images that have been acquired in chronological order, we now
wish to compute p(x|s)k, the landmark observation probability at time k (the time of the
most recent training image). Computing this is not trivial however, because landmarks
are naturally imperfectly observable, and the absence of a landmark observation could
arise not only because the landmark has been eliminated from the environment, but also
because of failure of the feature detector or occlusions.
As such, we decompose the observability of a landmark into two components: the landmark
presence αk, the probability that the real-world point representing the landmark is still
present in the scene at time k, and the landmark stability β, the probability that the
landmark will be observed as a feature, given that the landmark is actually present in the
scene. Whilst α may drop to zero if the landmark is removed from the scene, we assume
β to be constant and not dependent on when the landmark is observed. Multiplying these
together yields the overall observation probability at time k:
p(x|s)k = αkβ (6.23)
The landmark stability β is computed as before by dividing the number of observations
of the landmark by the number of training images, for the sequence of images over which
the landmark is present in the environment (but not necessarily observed). For example,
if the landmark was first observed at time k = 1, and observed 3 times between k = 1
and k = 5, the landmark stability is 35 . Following this, smoothing is applied to p(x|s) as
previously discussed.
The landmark presence α is now addressed. We impose a Markov blanket on α such that
αk is only dependent on αk−1 and the observations at time k− 1. Let us define the binary
output function f(x, k) indicating whether or not landmark x was detected in the training
image at time k. This is set to 1 if the observation probability p(x|Eq) in Equation 6.2
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Figure 6.17: Calculation of landmark presence α, the likelihood that a landmark is still in
the map, is a function of both the landmark observability and the number of sequential
images for which the landmark was not observed.
is greater than 0.5, and 0 otherwise. If the landmark was detected in a training image
at time k, then we assume that it is still present in the scene at time k + 1, and so set
the presence at k + 1 to 1. However, if the landmark was not detected at time k, then
there are two explanations. First, the landmark has a stability of less than 1 and does not
always cause a feature to be observed. Second, the landmark has been eliminated from the
environment and so will no longer be observed. Now, the probability that the landmark
still remains in the environment, but has not been observed for n adjacent images, is equal
to (1− β)n. Therefore, the landmark presence can be summarised as:
αk =

1 if f(x, k − 1) = 1
(1− β)n otherwise
(6.24)
Figure 6.17 shows the calculated values for landmark presence α given a sequence of images
in which the landmark was not observed, for a range of landmark stabilities β.
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6.8 Experiments
In this section, we describe our experimental procedure and evaluation of the Pairwise
Probabilistic Voting framework on our new long-term dataset, together with comparisons
to state-of-the-art place recognition using other image retrieval methods.
6.8.1 Experimental Procedure
For each tour of our dataset, we used three adjacent images to describe one location. This
was in order to seed our system with feature tracks and sufficient statistics to compute
the necessary parameters in the probabilistic model. In this way, the total path was
divided into 770 locations, with the initial set of locations defined by the images in the
first tour. Note that this meant that Each subsequent tour, images were assigned to the
closest location from the first tour based on ground-truth GPS data. When recognition
was tested based on all tours in the dataset, the 6th tour was used as a query tour, and
models for each scene were built from the images in all 5 other tours. For testing the
recognition performance at the ith month, all of the images in tour i were used as queries,
and tours 0 to i− 1 were used as training images. A recognition was considered correct if
the returned dataset image scene was within a distance of ± 1 scene (± ∼ 10 metres) of
the query image location.
We evaluated our method against two competing approaches. First, we implemented the
Chow-Liu tree approximation to the full probabilistic distribution of visual word observa-
tions in an image, as introduced in [31]. Here, visual word statistics for each scene was
computed across all images assigned to that scene from the training tours. The probability
of observing each visual word for a scene was then computed by dividing the number of
scene images containing that word by the number of images in the scene. We use the
original approach presented in [31]; this work has subsequently been adjusted in [32] for
large-scale recognition, although the underlying probabilistic model remains the same.
The second approach we compare to is the standard BOW method using the cosine simi-
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larities of BOW vectors with tf -idf weighting [135], using the model of alternative words
introduced in Chapter 3. For the Chow-Liu tree, only the hard-assigned words were used.
Each of the three methods was also considered with an additional geometric verification
stage using the intra-image geometry constraints presented in Chapter 3. As with the
landmark tracking methodology, the threshold dδt was set at a value of twice the optimum
from Chapter 3 due to the greater depth in scene structure in this topological case. Ge-
ometric verification was run on the top 50 scenes returned from each individual method.
Precision-recall curves were generated by finding the location with the top score, and
varying the threshold on this score as to whether it is considered a match.
When training was conducted over several tours, the PPV framework updates parameters
and includeds further landmarks as described in our methodology. With the Chow-Liu
method, the observation probabilitites of each visual words was updated for each scene
based on all new training images. For the BOW method, the BOW vector used for image
comparison was taken as the average across all training images. During RANSAC-based
geometric verification, all training images thus far acquired were considered in the re-
ranking.
6.8.2 Results
Figures 6.18 and 6.19 show the global localisation performance, first without RANSAC
and then with RANSAC. For these figures, the sixth tour was used as the query, and all
previous five tours were used to train each scene model. Table 6.1 summarises the results
for this case. Then, Figures 6.21 and 6.20 show the performance of each system with
respect to the number of tours used to train the scene models.
We see that our proposed PPV model outperforms both competing methods, but more
significantly so in the case without RANSAC geometry. Whilst both competing methods
are able to update their models based on the new images acquired, these images them-
selves introduce new unstable features, whereas our model only updates itself with those
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Figure 6.18: Global localisation without RANSAC
landmarks which we know are stable and have been tracked across more than one train-
ing image. Furthermore, without the RANSAC stage, our method is still able to provide
strong geometric constraints that are not present in the competing methods.
We see that when the number of training tours is low, and RANSAC geometry is not
included, then our method is actually poorer in performance than the Chow-Liu method.
This results from the feature tracking used in the PPV framework, which eliminates many
of the features, whereas with the competing methods, all features are stored. As further
images are acquired, this effect then becomes less apparent and our proposed method
becomes the dominant system.
It should be noted that neither of the methods are able to achieve 100% recall. This is
because the database locations are ranked and the best score is returned as the recognised
place, and only a fraction of queries have the correct place assigned to the best score.
Adjusting the minimum score (as was done to create the precision-recall curves) defines
how much confidence we need in our belief that the scene with the highest score is a correct
match.
Figure 6.22 shows an example of where our PPV system (without RANSAC) correctly
recognises an image that was captured 5 months previously, but the competing Chow-
Liu tree (without RANSAC) system fails. The query image exhibits significant dynamic
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Figure 6.19: Global localisation with RANSAC
Figure 6.20: Global localisation without RANSAC
Figure 6.21: Global localisation with RANSAC
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Method RANSAC AP RR R@1
PLV No 0.382 0.451 0.158
Chow-Liu No 0.233 0.295 0.045
BOW No 0.187 0.265 0.168
PLV Yes 0.476 0.551 0.187
Chow-Liu Yes 0.384 0.444 0.104
BOW Yes 0.334 0.397 0.078
Table 6.1: Summary of results for Global Localisation with 5 training tours
(a) Query input (b) PPV output (c) Chow-Liu output
Figure 6.22: Example case when our method correctly recognises a query image, but the
Chow-Liue method fails. Our method is able to filter out the long-term dynamic features
on the trees.
behaviour from the trees which change in appearance over this time period. Our method
is able to filter out the dynamic features, and focus on the static scene elements, such as
the statues. In the Chow-Liu system, however, it is not known which features are static or
dynamic, and hence matches are attempted with dynamic features from the trees, which
no longer appear in the scene 5 months later.
Whilst filtering out dynamic scene elements is one of the strengths of our method, the use of
local features in describing images is largely ineffective when the scene is entirely dynamic,
and there are no stable features detected between different sets of training images. Figure
6.23 shows an example of such a case, where the scene is covered almost entirely by foliage,
which itself changes dramatically over the course of the training period. The only features
that exist in the images are representative of foliage, and these are largely filtered out,
leaving the scene with very few landmarks to which feature matches can be made. This
problem also exists in the competing methods, and solutions must involve divergence away
from local features towards holistic features or semantic labelling of the scene.
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(a) Query image. (b) Location 5 months previ-
ously.
(c) Returned location.
Figure 6.23: Example case when our method fails due to the entire scene being dynamic,
with few stable local features detected across the training images. The baseline image
retrieval method also fails with this query.
6.9 Conclusions
In this chapter, we have presented a new framework for topological localisation that in-
cludes incremental learning of dynamic changes to scenes. Modelling a place as a set of
real-world landmarks enables a more robust understanding of the expected distribution
of local features in an image, both in terms of descriptors and spatial relationships. By
learning which landmarks co-occur most frequently, each landmark can then be efficiently
yet discriminatively verified by using the geometric relationships with only a small set of
co-occurring landmarks. Furthermore, dynamic elements in a scene can be incorporated
incrementally by introducing new landmarks into a scene and updating model parameters.
Results have shown improvements in the long-term recognition performance and efficiency
over competing techniques.
The localisation system proposed in this chapter is one that can be incorporated within
a broader robot navigation framework that requires loop closure or global localisation
as part of a SLAM framework. An appropriate application would be a system such as
an autonomous vehicles network, where GPS-tagged training images sequences from one
vehicle can be used to train the scene models, for use by all other vehicles, which do
not need the GPS data themselves. Suitable further work would be to address the issue
of map building, self-intersecting maps, more precise quantitative localisation, and issues
with memory efficiency for long-term applications. As it stands, it is necessary to train
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the scene models with GPS-tagged images, but a SLAM extension is fitting given the
probabilistic nature of the scene similarity score and the ability to update individual
landmark properties incrementally. However, for applications where it is easy to collect
GPS-tagged images over time, such as on roads for autonomous car navigation, this system
is readily applicable in its current form.
Chapter 7
Conclusions
This thesis has dealt with the task of scene instance recognition. Given a query image, we
want to be able to identify the particular scene that is depicted in the image in a manner
that is robust to typical scene conditions, but also can be deployed efficiently with practical
applications. In Chapter 1, we proposed to solve this by learning generative models of
landmarks, constrained by 2D pairwise geometries. Three state-of-the-art frameworks
have been introduced based on this ideology, each with their own individualities.
First, a method to constrain the intra-image geometries was introduced, such that un-
likely sets of correspondences were eliminated early in the RANSAC geometry stage based
on pairwise geometries between features within an image. This was presented first in an
image retrieval application in Chapter 3, and then extended to the task of scene recogni-
tion in Chapter 4. Whilst in image retrieval, heuristics have to be applied to determine
appropriate parameters, in the case of scene recognition we have seen that a generative
model works well in learning the expected range in image space of feature correspondence
pairs. This system is most suited to tasks which require high precision and recall, but at
the expense of computational time due to the necessary RANSAC stage.
Second, a technique was proposed in Chapter 5 to embed pairwise landmark geometry
into an inverted index, to allow for very fast recognition without the need for a full 3D
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estimation. This was achieved by discretising the 2D pairwise geometries between features
in observed images, and learning the expected range for each landmark pair. Then, for
each feature pair in a query image, the respective combination of visual and spatial words
was passed down the inverted index to yield a leaf node corresponding to the originally-
observed landmark. A restriction of global geometry was then proposed by considering a
maximum-clique approach to an adjacency matrix of observed pairs. This system is most
suited to tasks that require very fast recognition, but at a small cost to the recognition
performance.
Third, scene recognition was explored in the special case of topological navigation and
appearance-based localisation, whereby 3D constraints are not so important, and 2D ge-
ometries can suffice. In Chapter 6, we considered a graphical model for verifying or
rejecting candidate landmark observations, and then showed how parameters can be in-
crementally learned over time in dynamic scenes. Finally, this concept was extended in
Chapter 7 by offering improvements in accuracy, speed and memory efficiency. This sys-
tem is most suited to fast robot localisation tasks that require geometric constraints, but
cannot afford the computational time a RANSAC-based stage.
The overall theme across all these methods is a generative approach to modelling each
scene, and then using pairwise feature geometries to assist with geometric verification.
Generative methods have been shown to be very powerful in learning deep models of the
underlying geometric behaviour in a scene, which a discriminative approach could not
handle due to the complexity of the required feature vector and the inability to apply
necessary heuristic constraints. Furthermore, the generative approach offers a semantic
meaning behind all concepts considered, allowing for much broader applications then just
scene recognition. Pairwise constraints have been shown to both assist with generating
3D geometric relationships, but also have offered solutions with purely 2D geometry and
without the need for a slow RANSAC stage to the framework.
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7.1 Future Work
Much of what has been presented in this thesis forms only a base point from which a great
deal of scope exists in future work. Pairwise feature constraints have been shown to offer
a great deal of power and efficiency, but the extent of these constraints has been limited
to the scale, rotation and translation between pairs. However, further constraints could
include the image texture between two features, such that the texture must be consistent
across different images of the same scene. By focussing on a small line of texture between
two features, and applying invariance processing such as smoothing or histogram voting,
it may be possible to add this wider image information as a further pairwise constraint.
Additional constraints based on relative feature shapes also offers promising room for
work, for those features whose keypoint represents an elliptical or otherwise non-uniform
shape.
Long-term topological navigation has seen a great deal of focus in recent years, with
much interest in creating robots that can continually learn about its environment in an
autonomous manner. We have considered this approach in Chapter 6, but this is only the
start of a system that should not only be able to localise itself within a map, but also build
that map from scratch in a SLAM framework. This becomes very difficult when the scenes
themselves are highly dynamic as in the database we introduced in Chapter 6, but still
remains a highly-valuable area of robots that needs to be addressed. One of the key issues
to address is how to further train the system based purely on the database of landmarks,
without requiring the overhead of storing each acquired image. In our proposed topological
localisation framework, feature tracks were generated from the original images and a new
set of landmarks were generated after each tour, but the ability to update each landmark
on-the-fly is an important concept for long-term robot behaviour.
The use of local features and BOW methods in image retrieval and scene recognition has
been well explored for over 10 years, and offers very fast solutions to the cases when two
images have a great deal of similarity at the local textural level. However, this is far from
the approach that humans take in understanding scenes, and a more holistic approach is
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necessary to improve performance to more human-like levels. Semantic analysis of a scene,
such as giving labels to scene portions or objects, can help to localise when the first method
using geometric feature matching fails. Furthermore, the use of local features themselves
are highly prone to failure when a scene deformable or highly dynamic, and in this case it
would be necessary to consider global features. The issue here is the discriminative power
of such features, but their invariance to many scene conditions is encouraging if they can
be developed to offer more accurate scene models.
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