For some boundary or initial value problems, the presence of a Dirac distribution on the boundary or in the field results in finite solutions at some points in the domain. However, its presence leads to dificulties if the problem is solved analytically using a Fourier decomposition, since computation and presentation of the solution usually necessitate some sort of truncation. To circumvent this problem, the Dirac distribution is often approximated by a Gaussian distribution, which results in a very simple Fourier transform on an infinite domain. On a finite domain the transform is not as simple, but may still be computed. However, the derivative of the Gaussian is discontinuous on the finite domain, since the smooth function has been truncated. Thus a different approximation, the fi,-dstribution is proposed. This function satisfies the same criteria which make the Gaussian applicable as an approximation of the Dirac distribution on the infinite domain, but its derivative is continuous everywhere on the finite domain. This article presents a procedure for computing the Fourier coefficients of the b,-distribution.
INTRODUCTION
Consider the problem of determining the temperature distribution in a solid unit disk resulting from a flame supplying heat at the point (x, ~1) = (1,0) on the boundary, which is otherwise maintained at temperature zero. This boundary value problem can be stated: (1) (2) (3) 0021-9991191 S3. 00 
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It has been verified, [9] ? that the Fourier series solution with the singular boundary condition, Eq. (2), has coefficients and converges everywhere in the domain and on the boundary, except at the seurce point. A similar problem can be posed on a domain which is of infinite extent In one dimension, say x E ( -z, xj ), y E [ -1, 11. IIn this case the solution involves a Fourier transform in x.
The existence of analytic solutions of such singular roblems is well known. However, actual computation of the solutions is problematic, since the series must always be truncated. The resulting error is obviously infinite at the source point, since any truncated series has a finite value at that point. While the error is !"!nite at ah other points in the domain and on the boundary, it is not at all uniform throughout, since it increases drastically near the source point. The resulting approximation is unsatisfactory.
Similar problems result when computing frequency information from a time history of finite duration using a Fourier transform. The analogous resulr is unacceptable at high frequencies [S] .
These problems can often be circumvented by using a smooth, finite approximation of the Dirac distribution, rather than attempting to solve the problem with the actual boundary condition. Such approximations have an additional advantage, There exist very few natural systems for which the Dirac distribution is an exact model. For example, the disk heated by a flame would be more accurately modeled by imposing a smooth yet concentrated boundary condition. Thus approximating the Dirac distribution by a smooth function may actually* be a better representation of the system under consideration, especially if the width of the approximating function can be coupled to the physics of the problem.
A suitable approximating function which is convenient for computation should satisfy the following properties everywhere on the domain under consideration:
1. Its limit with some defining parameter is the Dirac distribution; 2. It is positive, decreases monotonically from a finite maximum at the source point, and tends to zero at the domain extremes;
3. Its derivative exists and is continuous; 4. It is symmetric about the source point; 5. It is representable by a reasonably simple Fourier integral (for infinite domains) or Fourier series (for finite domains).
THE GAUSSIAN AS AN APPROXIMATION OF THE DIRAC DISTRIBUTION
The Gaussian distribution with zero mean and standard deviation 0 is given by: (8) This distribution, when normalized, can be used to approximate the Dirac distribution by requiring that the amplitude becomes large at the same rate at which the standard deviation becomes small:
To see this, first note that for 8 = 0 the value of the Gaussian is
which approaches infinity with E. For 8 # 0 the limit becomes (using l'H6pital's rule):
It can be shown that, since the distribution has been normalized, Eq. (5,) is satisfied, and thus the Gaussian is equivalent to the Dirac distribution in the !in+t ; -+ rs. , -
THE FOURIER TRANSFORM OF THE GAUSSIAK ON AN INFINITE ITOMAIN
With the Fourier transform pair defined as the Fourier transform of the Dirac distribution is [7] Bi can be seen that, for acceptable results at high frequencies, an extensive time-history of the solution must be provided, since the Fourier transform of the Dirac distribution contains all frequencies with equal amplitude [g] . If frequency information is to be recovered from a time simulation, it may be impractica: to compute the solution for a sufficient number of time steps, and the resulting spectrum will be meaningless at high frequencies. Since the Gaussian, d(t), is smooth, it is not as subject to the high-frcq~e~~y degradation. Its transform is [S] Note that, as required, the integral of this quantity over the o-domain is unity. The Gaussian has an important shortcoming for the current application as an approximation of the Dirac distribution on a finite domain, namely that the first derivative of the resulting approximation is discontinuous at 8 = +x. Another approximation is desired.
An approximating function satisfying all of the properties I through 5 In Section 1 above is provided by the P-distribution of probability theory [12] . This distribution is normally defined on the interval x E CO? I]. To accommodate the domain under consideration, x E [ -TI, ~1, shift the coordinate axis and renormalize by dividing by 271, so that the area under the distribution is unity. This new distribution, denoted as /3,(e), is given by
where I'(x) is the For the current or
familiar Gamma function, discussed in [l] . application, the distribution should be symmetrical, so that b = a,
Additionally, to avoid integration problems in the following development, it is required that a > 2, which is not a serious restriction, since a should be large if an approximation of the Dirac distribution is required. Because of the normalization, the integral of the distribution over the domain is unity. The following limiting values are easily verified:
Since the derivatives approach zero as 8 + +X from the domain interior, they are continuous there. The /I.-distribution approaches the Dirac distribution when a + co in Eq. (16), as will be shown. The Fourier coefficients can now be determined. Again, the odd coefficients, b,, are all zero while the even coefticients are evaluated as 1 R a,, = -s fin cos(ne) de. 71 lj-n While it is mathematically possible to determine the Fourier coefficients for the )Y,-distribution using a Taylor series, such a series is not com~utat~o~a~~y usefu! for large 1, since the number of required Fourier terms increases with ~a for resoiutioe of the peak. it is apparent that the Taylor series cannot be truncated until the Taylor index, ITI, is much greater than the Fourier index, n, requiring computation of large exponentials. It is thus fortuitous that the integral appearing in Eq. (17) can be evaluated directly using 16, integral 3.77168 )j:
where J,,(s) is the Bessel function of the first kind of order Y. Thus the nth Fourier coefficient of the symmetric p,-distribution is given by
Computing the b--distribution or its Fourier coefficients for large order c necessitates computing T(a) and J,,(X) over large ranges of both Y = G-4 and x = T-W. An excellent technical discussion and FORTRAN code for com~~t~~g J,;(x) and r(a) for all ranges of integer n and x are provided by [? 11 . moderate values of a, these programs result in underflow or ove slight modifications they were used to directly compute In 5,J.u) a For successful computation, the form of Eq. (19) is crucial. In particular, EC, must be computed in its entirety before substitution into (19) to avoid underflow or overflow errors on even the largest computers. Similarly, Eq. (16) is evaluated using p,(s) = (2?7)' -2a eEd3
:2lj
-where
Tables I and II in the appendix present the first several Fourier coefficients of the ijn-distribution
for various values of a. . The order of the -distribution, a, has been taken as 100.5 and the Fourier series has been truncated at five terms. The Fourier representation of the /In-distribution for this figure was generated using Eq. (19). It can be seen from this figure that, while the truncated Fourier representation of the Dirac distribution is associated with an increasing amplitude of high-frequency oscillations (a Gibbs phenomenon) near the source point, the p.-distribution is very smooth. Since the /In-distribution is continuous on the closed domain, its Fourier series is uniformly convergent there. Figure 2 shows the values of some of the Fourier coefficients, a,,. ai 1: b,-distribution (as computed using Eq. (19)) for various values of the order a. (Those of the Dirac distribution, which are all a,, = l/nz are not shown j It can be seen that, as a is increased, the coefficients he on curves which are increasingly slat near the origin and tail off more and more gently. The value of a, is I/TC for ail values of the order, a.
The coefficients used to produce Fig. 2 are listed in the tables included in the Appendix. For large values of a these are slowly decreasing with Fourier index, K This does not pose any computational diffrcuities since the truncation error in summing the series is less than the magnitude of the last coefhcient included. 'Thus, for G taking values of 100.5, 1000.5, and 10,000 5, the truncation error will be less than 2 x IO.-', provided the respective series include at least 20. 63, amd 199 cornponents. Summing such a large series is not difficult with even a desktop computer. En any case, the slow convergence of the proposed fi,-distribution is to be since it is approximating a series with non-uniform convergence which converge at all at the singular point. Figures 3 and 5 illustrate that useful results reflecting negligible truncation error can be easily generated using the P,-distribution. Figure 3 shows Fourier representations of the /?,-distribution with the order a chosen as 10.5, 100.5, 1000.5, and 10,000.5. Notice that each curve is smooth. The truncation indices of the Fourier coeffkients retained in generating each of these curves were, respectively, 4, 12, 42, and 130. Figure 4 represents the solution computed using the truncated Fourier representation of the Dirac distribution. Notice that the Gibbs phenomenon in the boundary condition contaminates the solution, causing unrealistic jaggedness near the boundary, especially in the neighborhood of the source point. This is an artifact of the non-uniform convergence of the series representing the boundary condition. The equivalent results computed using the B,-distribution are well behaved, as is evident from Fig. 5 , which was computed using a = 1000.5. While the error is (of course) still infinite at the source point, the solutions are uniformly convergent everywhere else in the domain and on the boundary. The index of the highest Fourier coefficient retained in generating each of these figures was 50.
CONCLUSION
It has been suggested that the troublesome convergence associated with the Fourier representation of the Dirac distribution can be avoided by replacing the singular distribution with a smooth approximation. A previously known approximation for the infinite domain, the Gaussian, has been presented. A new approximation, the /IX-distribution, has herein been developed for the finite domain, and procedures have been given for computing its Fourier coefficients. The great advantage of the p,-distribution is that it provides continuity of all derivatives everywhere in the finite domain, including the endpoints.
The procedure for computing the Fourier coefficients of the fl,-distribution involves the Fourier--Bessel decomposition of a known integral. It has been demonstrated that existing numerical techniques are capable of evaluating the truncated Fourier representation of the fin-distribution for very large values of both the order, a, and the truncation index, N. Tables of coefficients of the distribution for various values of the order are presented in the Appendix.
The truncated Fourier representations of the /I,-and the Dirac distributions have been compared for various values of the order and truncation index. Finally, the results have been employed in comparing the solution of the steady heat equation in a disk as computed using each of the representations. It is shown that the Gibbs phenomenon associated with the Dirac representation is avoided by using the proposed approximation.
It has been pointed out that singular distributions are often idealizations of smooth (albeit very peaked) functions and that using a smooth approximation may be more representative of the physics under analysis. Guidelines for choosing the peakedness of the approximating distribution could be derived from analysis of the physics underlying the problem being studied. If such an analysis indicated that the physical distribution was non-symmetric, techniques similar to those proposed herein could be applied, since the /?,-distribution need not be symmetric.
APPENDIX: TABULATED FOURIER COEFFICIENTS 8~ THE ,iSn-FOR VARIOUS VALUES OF THE ORDER u
The Following tables were generated using Eq. (18) through (20). With these coefficients, the ,Bn-distribution is represented by its truncated Fourier series using rhe formula: 
