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C1,1 REGULARITY OF DEGENERATE COMPLEX
MONGE-AMPE`RE EQUATIONS AND SOME
APPLICATIONS
JIANCHUN CHU
Abstract. In this paper, we prove a C1,1 estimate for solutions of
complex Monge-Ampe`re equations on compact almost Hermitian man-
ifolds. Using this C1,1 estimate, we show existence of C1,1 solutions to
the degenerate Monge-Ampe`re equations, the corresponding Dirichlet
problems and the singular Monge-Ampe`re equations. We also study the
singularities of the pluricomplex Green’s function. In addition, the proof
of the above C1,1 estimate is valid for a kind of complex Monge-Ampe`re
type equations. As a geometric application, we prove the C1,1 regularity
of geodesics in the space of Sasakian metrics.
1. Introduction
Let (M,ω, J) be a compact almost Hermitian manifold of real dimension
2n. We use g and ∇ to denote the corresponding Riemannian metric and
Levi-Civita connection. In this paper, we consider the following complex
Monge-Ampe`re equation
(ω +
√−1∂∂ϕ)n = fωn,
ω +
√−1∂∂ϕ > 0, sup
M
ϕ = 0,
(1.1)
where f is a positive smooth function onM . Here we use
√−1∂∂ϕ to denote
1
2(dJdϕ)
(1,1), which agrees with the standard notation when J is integrable
(see Section 2 for more explanations).
The complex Monge-Ampe`re equation plays a significant role in complex
geometry. When (M,ω, J) is Ka¨hler, Yau [46] solved Calabi’s conjecture
(see [8]) by proving the existence of solutions to (1.1). This is known as the
Calabi-Yau theorem, which states that one can prescribe the volume form
of a Ka¨hler metric within a given Ka¨hler class. There are many corollaries
and applications of this result.
It is very interesting to extend the Calabi-Yau theorem to non-Ka¨hler set-
tings. When (M,ω, J) is Hermitian, the complex Monge-Ampe`re equation
has been studied under some assumptions on ω (see [11, 31, 27, 43, 47]). In
[44], Tosatti-Weinkove solved (1.1) for any Hermitian metric ω.
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Recently, Chu-Tosatti-Weinkove [14] solved (1.1) on compact almost Her-
mitian manifolds. Unlike Ka¨hler and Hermitian cases, almost Hermitian
case is much more complicated. It is hard to obtain the complex Hessian
estimate by the analogous computation. Instead, they considered a quantity
involving the largest eigenvalue λ1 of the real Hessian ∇2ϕ. Combining the
maximum principle and a series of delicate calculations, the real Hessian es-
timate was obtained. Following the approach of [14], Chu-Tosatti-Weinkove
[15] established the existence of C1,1 solutions to the homogeneous complex
Monge-Ampe`re equation and solved the open problem of C1,1 regularity of
geodesics in the space of Ka¨hler metrics (see [9]). Further applications of
these ideas can be found in [42, 17, 16, 13].
However, the C1,1 estimate in [14] depends on supM f , supM |∂(log f)|g
and lower bound of ∇2(log f). Hence, except the homogeneous complex
Monge-Ampe`re equation, it is impossible to apply this C1,1 estimate in the
study of degenerate complex Monge-Ampe`re equation. Motivated by this,
we prove the following estimate, which improve the above C1,1 estimate.
Theorem 1.1. Let ϕ be a smooth solution of (1.1). Then there exists a
constant C depending only on (M,ω, J), supM f , supM |∂(f
1
n )|g and lower
bound of ∇2(f 1n ) such that
sup
M
|ϕ|+ sup
M
|∂ϕ|g + sup
M
|∇2ϕ|g 6 C,
where ∇ is the Levi-Civita connection of g.
In [3], B locki proved the similar estimates when (M,ω, J) is a compact
Ka¨hler manifold with nonnegative bisectional curvature.
We point out that the above C1,1 estimate does not depend on the up-
per bound of ∇2(f 1n ), which is very important for Theorem 1.3 and 1.4.
Actually, in the proofs of Theorem 1.3 and 1.4, we use (|s|2h + i−1)
1
2 to ap-
proximate |s|h. However, there is no uniform upper bound of ∇2(|s|2h+i−1)
1
2
for i > 1.
In addition, if we replace f
1
n by f
1
m for m > n, then Theorem 1.1 can
be proved by the similar argument of [14]. But for f
1
n , it is impossible to
adapt the approach of [14]. Some new techniques and auxiliary functions
are needed. Later, we will discuss the proof of Theorem 1.1 in details.
For the degenerate complex Monge-Ampe`re equation, it is well known that
the solution may be only of class C1,1 and not higher. As an application of
Theorem 1.1, we prove the existence of C1,1 solutions.
Theorem 1.2. Let (M,ω, J) be a compact almost Hermitian manifold of
real dimension 2n. Suppose that f is a nonnegative function on M such that
sup
M
f 6 C, sup
M
|∂(f 1n )|g 6 C, ∇2(f 1n ) > −Cg,
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for a constant C. If f 6≡ 0, then there exists a pair (ϕ, b) where ϕ ∈ C1,1(M)
and b ∈ R, such that
(ω +
√−1∂∂ϕ)n = febωn,
ω +
√−1∂∂ϕ > 0, sup
M
ϕ = 0.
(1.2)
In Theorem 1.2, the function f may not be C1,1. The conclusion still holds
when f can be approximated by a sequence of smooth positive functions fi
in the sense of C0, such that
sup
M
fi 6 C, sup
M
|∂(f
1
n
i )|g 6 C, ∇2(f
1
n
i ) > −Cg,
for a constant C which is independent of i.
As an application of Theorem 1.2, we show existence of C1,1 solutions to
the singular Monge-Ampe`re equations.
Theorem 1.3. Let (M,ω) be a compact n-dimensional Ka¨hler manifold
and L be a line bundle with Hermitian metric h. Given a section s of L, a
function F ∈ C2(M) and N > n such that
(1.3)
∫
M
|s|Nh eFωn =
∫
M
ωn,
then there exists a solution ϕ ∈ C1,1(M) ∩ PSH(M,ω) of
(ω +
√−1∂∂ϕ)n = |s|Nh eFωn, sup
M
ϕ = 0.
Using blow-up construction, Theorem 1.3 can be applied in the study of
the singularities of the pluricomplex Green’s function. More precisely, we
prove
Theorem 1.4. Let (M,ω) be a compact n-dimensional Ka¨hler manifold with
Vol(M,ω) =
∫
M ω
n = 1. Assume that F is a smooth function on M such
that
∫
M e
Fωn = 1. Let δp be the Dirac measure concentrated at p. Then for
ε0 sufficiently small, there exists ϕ ∈ PSH(M,ω) ∩ C1,1(M \ {p}) such that
ϕ = ε0 log |z|2 + C1,1 in local coordinates centered at p and
(ω +
√−1∂∂ϕ)n
ωn
= (1− ε0)eF + ε0δp.
In [18], Coman-Guedj showed that there are examples of Ka¨hler manifolds
for which ε0 cannot be taken equal to 1. Using the estimates of [46] and
blow up argument, Phong-Sturm [36] proved that ϕ = ε0 log |z|2+C1,α near
z = p for any α ∈ (0, 1). Our result, which makes use of Theorem 1.2,
improves this regularity to C1,1.
For background material and further references on singular Monge-Ampe`re
equation, and relation to singular Ka¨hler-Einstein metrics, we refer the
reader to [45, 33, 41, 30, 23, 5, 24, 40, 1]. For further information, we
refer to the survey [38] and the references therein.
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In the above theorems, we assume that ∂M = ∅. When ∂M 6= ∅, the
Dirichlet problem has been studied extensively. Caffarelli-Kohn-Nirenberg-
Spruck [7] established the classical solvability for strongly pseudoconvex
domains in Cn. Guan [26] generalized this result to general domains under
the assumption of existence of a subsolution. For further references, we refer
the reader to [9, 3, 37, 32].
Actually, Theorem 1.1 can be applied in the Dirichlet problem for the
degenerate Monge-Ampe`re equation. When ∂M 6= ∅, Theorem 1.1 can be
regarded as the interior estimate. In this case, the C1,1 estimate depends
on not only (M,ω, J), supM f , supM |∂(f
1
n )|g and lower bound of ∇2(f 1n ),
but also sup∂M |ϕ|, sup∂M |∂ϕ|g and sup∂M |∇2ϕ|g. Combining this C1,1
estimate with the boundary estimates (see [3, Theorem 3.2’] and [4, Lemma
7.16]), we obtain
Theorem 1.5. Let (M,ω, J) be a compact n-dimensional Ka¨hler manifold
with nonempty smooth boundary, which we assume is weakly pseudoconcave
(or Levi-flat). Suppose that f is a nonnegative function on M such that
sup
M
f 6 C, sup
M
|∂(f 1n )|g 6 C, ∇2(f
1
n ) > −Cg,
for a constant C. We consider the Dirichlet problem
(1.4) (ω +
√−1∂∂ϕ)n = fωn, on M, ϕ = ϕ0, on ∂M,
where ϕ0 is a smooth function on ∂M . If this problem admits a smooth
subsolution, then there exists a solution ϕ ∈ C1,1(M)∩PSH(M,ω) of (1.4).
Theorem 1.5 generalizes Corollary 1.3 in [15], where Chu-Tosatti-Weinkove
showed existence of C1,1 solution to the homogeneous complex Monge-
Ampe`re equation (i.e., f ≡ 0).
The complex Monge-Ampe`re equation also plays an important role in
Sasakian geometry. For the reader’s convenience, let us recall the definition
and some basic properties of Sasakian manifold. For general properties of
Sasakian manifold, we refer the reader to the book [6]. A Sasakian manifold
(N, gN ) is a (2m+ 1)-dimensional Riemannian manifold such that the cone
manifold
(C(N), gc) := (N × R+, r2gN + dr2)
is Ka¨hler. There exists a Killing field ξ of unit length on N , which is called
Reeb vector field. We define tensor field Φ and contact 1 form η by
Φ(X) = ∇Xξ, η(X) = gN (X, ξ) for any X ∈ TN,
where ∇ is the Levi-Civita connection of gN . We write D = Ker{η}. Then
Φ|D is a complex structure on D, and (D,Φ|D, dη) gives a transverse Ka¨hler
structure with Ka¨hler form 12dη and Riemannian metric g
T
N defined by
gTN (X,Y ) =
1
2
dη(X,Φ|D(Y )) for any X,Y ∈ D.
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Let DC be the complexification of D. We have the following decomposition
(1.5) D = D(1,0) ⊕D(0,1),
where D(1,0) and D(0,1) are the √−1 and −√−1 eigenspaces of Φ|D.
A p form θ on (N, gN ) is called basic if
iξθ = 0 and Lξθ = 0,
where iξ is the contraction with ξ and Lξ is the Lie derivative with respect
to ξ. In particular, when p = 0, we use C∞B (N) to denote the set of all
smooth basic functions on N , i.e.,
C∞B (N) = {ϕ ∈ C∞(N) | ξ(ϕ) = 0}.
Let ∧pB(N) be the bundle of basic p form. By (1.5), there is a natural
decomposition of its complexification
∧pB(N)⊗ C =
⊕
i+j=p
∧i,jB (N),
where ∧i,jB (N) denotes the bundle of basic (i, j) form. Accordingly, we define
the corresponding operators ∂B and ∂B by
∂B : ∧i,jB (N)→ ∧i+1,jB (N), ∂B : ∧i,jB (N)→ ∧i,j+1B (N),
and set
dB = d|∧p
B
, dcB =
1
2
√−1(∂B − ∂B).
It is clear that
dB = ∂B + ∂B, dBd
c
B =
√−1∂B∂B , d2B = 0, (dcB)2 = 0.
Let (N, gN ) be a compact (2m + 1)-dimensional Sasakian manifold. We
write H for the space of Sasakian metrics, which can be parameterized by
the space (see [28])
{ϕ ∈ C∞B (N) | ηϕ ∧ (dηϕ)n 6= 0},
where
ηϕ = η + d
c
Bϕ, dηϕ = dη +
√−1∂B∂Bϕ.
In [28], Guan-Zhang introduced a geodesic equation in H. For each Sasakian
potential ϕ ∈ H, the tangent space TϕH is C∞B (N) and dµϕ = ηϕ ∧ (dηϕ)n
defines a measure on N . On this infinite dimensional manifold H, the Rie-
mannian metric is defined by
(ψ1, ψ2)ϕ =
∫
N
ψ1ψ2dµϕ for any ψ1, ψ2 ∈ TϕH.
For any ϕ0, ϕ1 ∈ H, let ϕ : [0, 1] → H be a path connecting them. The
corresponding geodesic equation is
(1.6)


∂2ϕ
∂t2
− 14
∣∣∣dB ∂ϕ∂t ∣∣∣2gϕ = 0,
ϕ(·, 0) = ϕ0, ϕ(·, 1) = ϕ1,
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where gϕ is the Sasakian metric determined by ϕ, i.e.,
gϕ =
1
2
dηϕ ◦ (Id⊗ Φϕ) + ηϕ ⊗ ηϕ, Φϕ = Φ− ξ ⊗ (dcBϕ) ◦Φ.
In [29], Guan-Zhang reduced (1.6) to the Dirichlet problem of complex
Monge-Ampe`re type equation on the Ka¨hler cone N × [1, 32 ] ⊂ C(N). More
precisely, they define a function ψ and a (1, 1) form Ωψ on N × [1, 32 ] by
ψ(·, r) = ϕ(·, 2r − 2) + 4 log r
and
(1.7) Ωψ = ωc +
r2
2
√−1
(
∂∂ψ − ∂ψ
∂r
∂∂r
)
,
where ωc is the Ka¨hler form of (C(N), gc). As noted in [29], the path ϕ is a
geodesic connecting ϕ0 and ϕ1 if and only if ψ solves the following Dirichlet
problem on N × [1, 32 ]
(1.8)


(Ωψ)
m+1 = 0,
Ωψ > 0,
ψ(·, 1) = ψ1, ψ(·, 32) = ψ 3
2
.
In order to solve (1.8), for any ε ∈ (0, 1), Guan-Zhang [29] considered the
perturbation geodesic equation
(1.9)


(Ωψ)
m+1 = εfωm+1c ,
Ωψ > 0,
ψ(·, 1) = ψ1, ψ(·, 32) = ψ 3
2
,
where f is a positive basic function. They proved that there exists a smooth
solution ψε of (1.9), and established the C
2
w estimate (see [29, Theorem 1])
‖ψε‖C2w(N×[1, 32 ],gc) := ‖ψε‖C1(N×[1, 32 ],gc) + sup
N×[1, 3
2
]
|∆cψε| 6 C,
where ∆c is the Laplace-Beltrami operator of gc and C is a constant depend-
ing only on (N, gN ), ‖f 1m ‖C2(N×[1, 3
2
],gc)
, ‖ψ1‖C2,1(N,gN ) and ‖ψ 3
2
‖C2,1(N,gN ).
Letting ε → 0, Guan-Zhang showed existence of C2w solution of (1.8). This
implies that any two Sasakian potentials ϕ0, ϕ1 can be joined by a C
2
w geo-
desic. Clearly, this geodesic is C1,α for any α ∈ (0, 1).
When m = 1, (1.8) is equivalent to the geodesic equation in the space of
volume forms on Riemannian manifold with fixed volume (see [22]). In this
setting, Chen-He [10] proved the geodesic is C2w, and Chu [12] improved this
regularity to C1,1.
Actually, Sasakian geometry can be considered as odd dimensional coun-
terpart of Ka¨hler geometry. The space of Ka¨hler metrics can be endowed
with a natural Riemannian structure (see [35, 39, 21]). Chen [9] showed any
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two Ka¨hler potentials can be connected by a C2w geodesic. As mentioned
before, Chu-Tosatti-Weinkove [15] improved this regularity to C1,1.
In two settings mentioned above, the C1,1 regularity is optimal (see [34,
20, 19]). It was expected that analogous result can be proved in the Sasakian
case. In this paper, we prove the C1,1 regularity of geodesics in the space of
Sasakian metrics.
Theorem 1.6. Let (N, gN ) be a compact (2m + 1)-dimensional Sasakian
manifold. For any two Sasakian potentials ϕ0, ϕ1 ∈ H, the geodesic con-
necting them is C1,1.
To prove Theorem 1.6, it suffices to establish the C1,1 estimate for the per-
turbation geodesic equation (1.9). Since Ωψ involves the first order term (see
(1.7)), (1.9) is much more complicated than the standard complex Monge-
Ampe`re equation. Fortunately, the proof of Proposition 4.1 is still valid for
(1.9). In Section 6, we will introduce a kind of complex Monge-Ampe`re type
equation (6.1), and (1.9) can be regarded as a special case of (6.1). By the
same proof of Proposition 4.1, we derive the C1,1 interior estimate for (6.1)
(see Proposition 6.1), which gives an extension of Proposition 4.1. Then
Theorem 1.6 follows from Proposition 6.1 and [29, Theorem 1, Proposition
3] (C2w estimate and C
1,1 boundary estimate).
We now discuss the proof of Theorem 1.1. Zero order estimate was proved
in [14]. For the first order estimate, we adapt an approach of B locki [2, The-
orem 1] in the Ka¨hler case. However, there are more troublesome terms
arising from the non-integrability. We show that these terms can be con-
trolled in Section 3.
The heart of this paper is Section 4, where we prove the second order
estimate. Compared to the second order estimate of [14], our method is
quite different. The main reason is that the concavity of (det g˜)
1
n is weaker
than that of log det g˜. Then there are less ”good” third order terms when
we differentiate the equation twice. Hence, it is impossible to control ”bad”
third order terms by the similar argument in [14].
In order to overcome this difficulty, we apply the maximum principle to
a new quantity. Compared to the quantity of [14], we add a new term
involving |ω˜|2g. Crucially, this gives more ”good” third order terms, which
can be used to control ”bad” third order terms. On the other hand, we use
covariant derivatives with respect to the Levi-Civita connection ∇. Then
there is no third order term when we commute derivatives (see (2.2) (k = 2)).
And this is the main reason why we do not use the Chern connection. For
general almost Hermitian manifold, (∇2ϕ)(1,1) is different from ∂∂ϕ (they
coincide in the Ka¨hler case). We introduce a new tensor field S (see (2.3))
to describe this difference. Because of this, more ”bad” third order terms
appear when we differentiate the equation twice. Fortunately, these terms
can be controlled by using the maximum principle (see (4.24), (4.25)). After
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a series of delicate calculations and estimates, we prove the second order
estimate.
We expect that the method we introduced in this paper will adapt to
other nonlinear PDEs on compact almost Hermitian manifolds.
2. Basic results and notation
LetM be a compact manifold of real dimension 2n. Recall that an almost
complex structure J on M is a bundle automorphism of the tangent bundle
TM satisfying J2 = −Id. Let TCM be the complexified tangent space.
Then we have the natural decomposition
TCM = T
(1,0)
C
M ⊕ T (0,1)
C
M,
where T
(1,0)
C
M and T
(0,1)
C
M are the
√−1 and −√−1 eigenspaces of J . For
any 1 form α on M , we define
Jα(V ) = −α(JV ) for any V ∈ TM .
Then we have the similar decomposition of TCM∗ into the
√−1 and −√−1
eigenspaces, spanned by the (0, 1) and (1, 0) forms respectively. And every
k form can be expressed uniquely as a linear combination of (p, q) forms.
Let g be a Riemannian metric on M . (M,g, J) is called an almost Her-
mitian manifold if
g(V1, V2) = g(JV1, JV2) for any V1, V2 ∈ TM .
We define (1, 1) form ω by
ω(V1, V2) = g(JV1, V2) for any V1, V2 ∈ TM .
It then follows that
g(V1, V2) = ω(V1, JV2).
Hence, we often use (M,ω, J) to denote (M,g, J) for convenience.
For any (p, q) form β, we define
∂β = (dβ)p+1,q and ∂β = (dβ)p,q+1.
By direct calculation, for any f ∈ C2(M), we have
√−1∂∂f = 1
2
(dJdf)(1,1).
For any two (1, 0) vector fields X,Y , we also have the following formula (see
e.g. [32, (2.5)])
(2.1) (∂∂ϕ)(X,Y ) = XY (ϕ)− [X,Y ](0,1)(ϕ).
Let {ei}ni=1 be a local frame for T (1,0)C M . Throughout this paper, we use
covariant derivatives with respect to the Levi-Civita connection ∇. And the
subscripts of a function f always denote the covariant derivatives of f with
respect to ∇, e.g.,
fi = ∇eif, fij = ∇ej∇eif, fijk = ∇ek∇ej∇eif.
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Recalling the commutation formula for covariant derivatives (Ricci identity),
for any two vector fields V1, V2, we have
(2.2) ∇V1∇V2(∇kf)−∇V2∇V1(∇kf) = (∇kf) ∗Rm,
where Rm is the curvature tensor of g and ∗ denotes a contraction.
Next we define a tensor field S by
(2.3) ∇eiej − [ei, ej ](0,1) = Spijep + S
p
ij
ep.
By direct calculation, it is clear that
(2.4) Sp
ij
= Sp
ji
and Sp
ij
= Sp
ji
.
For convenience, we write
ω˜ = ω +
√−1∂∂ϕ > 0
and let g˜ be the corresponding Riemannian metric. Combining (2.1) and
(2.3), we see that
g˜ij = gij + (∂∂ϕ)(ei, ej)
= gij + ϕij + S
p
ij
ϕp + S
p
ij
ϕp,
(2.5)
where ϕij = (∇2ϕ)(ei, ej).
For later use, let us recall the L1 estimate and zero order estimate.
Proposition 2.1 (Proposition 2.3 of [14]). For any ϕ ∈ C∞(M) satisfying
ω+
√−1∂∂ϕ > 0 and supM ϕ = 0. Then there exists a constant C depending
only on (M,ω, J) such that∫
M
|ϕ|ωn =
∫
M
(−ϕ)ωn 6 C.
Proposition 2.2 (Proposition 3.1 of [14]). Let ϕ be a solution of (1.1).
Then there exists a constant C depending only on (M,ω, J), supM f such
that
sup
M
|ϕ| 6 C.
Throughout this paper, we say a constant is uniform if it depends only on
(M,ω, J), supM f , supM |∂(f
1
n )|g and lower bound of ∇2(f 1n ). We also use
Einstein notation convention. Sometimes, we will include the summation
for clarity.
3. First order estimate
In this section, we prove the first order estimate. The proof is similar to
[2, Theorem 1] in the Ka¨hler case.
Proposition 3.1. Let ϕ be a smooth solution of (1.1). Then there exists a
constant C depending only on (M,ω, J), supM f , supM |∂(f
1
n )|g such that
sup
M
|∂ϕ|g 6 C.
10 JIANCHUN CHU
Proof. We consider the following quantity
Q = log |∂ϕ|2g + e−Aϕ,
where A is a constant to be determined later. Let x0 be the maximum point
of Q and {ei}ni=1 be a local g-unitary frame for T (1,0)C M in a neighbourhood
of x0 such that
(3.1) g˜ij(x0) = δij g˜ii(x0).
To prove Proposition 3.1, it suffices to prove that |∂ϕ|2g(x0) 6 C. Without
loss of generality, we assume that |∂ϕ|2g(x0) > 1. By the maximum principle,
at x0, we have
0 > g˜iiQii
=
g˜ii(|∂ϕ|2g)ii
|∂ϕ|2g
− g˜
ii|(|∂ϕ|2g)i|2
|∂ϕ|4g
+ g˜ii(e−Aϕ)ii.
(3.2)
Now we estimate each term in (3.2). For the first term of (3.2), using (2.2)
and (2.5), we compute
g˜ii(|∂ϕ|2g)ii
=
∑
k
g˜ii(|ϕik|2 + |ϕik|2) +
∑
k
g˜ii(ϕkiiϕk + ϕkiiϕk)
>
∑
k
g˜ii(|ϕik|2 + |ϕik|2) + 2Re
(∑
k
g˜iiϕiikϕk
)
− C|∂ϕ|2g
∑
i
g˜ii
=
∑
k
g˜ii(|ϕik|2 + |ϕik|2) + 2Re
(∑
k
g˜ii(g˜ii)kϕk
)
− 2Re
(∑
k
g˜ii(Sp
ii
ϕp + S
p
ii
ϕp)kϕk
)
− C|∂ϕ|2g
∑
i
g˜ii
>
∑
k
g˜ii(|ϕik|2 + |ϕik|2) + 2Re
(∑
k
g˜ii(g˜ii)kϕk
)
− 2Re
(∑
k
g˜ii(Sp
ii
ϕpk + S
p
ii
ϕpk)ϕk
)
− C|∂ϕ|2g
∑
i
g˜ii.
(3.3)
To deal with the third order term in (3.3), we differentiate (covariantly) the
logarithm of (1.1)
log
det g˜
det g
= n log(f
1
n ),
and we obtain
(3.4) g˜ii(g˜ii)k =
n(f
1
n )k
f
1
n
.
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By the arithmetic-geometric mean inequality, it is clear that
(3.5)
1
f
1
n
=
(∏
i
g˜ii
) 1
n
6
1
n
∑
i
g˜ii.
Combining (3.4) and (3.5), we have
(3.6) 2Re
(∑
k
g˜ii(g˜ii)kϕk
)
= 2Re
(∑
k
n(f
1
n )kϕk
f
1
n
)
> −C|∂ϕ|g
∑
i
g˜ii.
Substituting (3.6) into (3.3), we see that
g˜ii(|∂ϕ|2g)ii >
∑
k
g˜ii(|ϕik|2 + |ϕik|2)− C|∂ϕ|2g
∑
i
g˜ii
− 2Re
(∑
k
g˜ii(Sp
ii
ϕpk + S
p
ii
ϕpk)ϕk
)
,
(3.7)
where we used |∂ϕ|2g(x0) > 1.
For the second term of (3.2), using Qi(x0) = 0, it is clear that
(3.8) − g˜
ii|(|∂ϕ|2g)i|2
|∂ϕ|4g
= −A2e−2Aϕg˜ii|ϕi|2.
For the third term of (3.2), by (2.5), we see that
g˜iiϕii = g˜
ii(g˜ii − gii − Spiiϕp − S
p
ii
ϕp)
= n−
∑
i
g˜ii − g˜ii(Sp
ii
ϕp + S
p
ii
ϕp),
(3.9)
which implies
g˜ii(e−Aϕ)ii = Ae
−Aϕ
∑
i
g˜ii +A2e−Aϕg˜ii|ϕi|2
+Ae−Aϕg˜ii(Sp
ii
ϕp + S
p
ii
ϕp)−Ane−Aϕ.
(3.10)
Substituting (3.7), (3.8) and (3.10) into (3.2), we obtain
0 >
∑
k g˜
ii(|ϕik|2 + |ϕik|2)
|∂ϕ|2g
+ (A2e−Aϕ −A2e−2Aϕ)g˜ii|ϕi|2
− 2Re
(∑
k g˜
ii(Sp
ii
ϕpk + S
p
ii
ϕpk)ϕk
|∂ϕ|2g
)
+Ae−Aϕg˜ii(Sp
ii
ϕp + S
p
ii
ϕp)
+ (Ae−Aϕ − C)
∑
i
g˜ii −Ane−Aϕ.
(3.11)
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Using Qp(x0) = 0 and (2.4), it is clear that
0 = − 2Re
(
g˜iiSp
ii
Qp
)
= − 2Re
(∑
k g˜
iiSp
ii
(ϕkpϕk + ϕkpϕk)
|∂ϕ|2g
−Ae−Aϕg˜iiSp
ii
ϕp
)
= − 2Re
(∑
k g˜
ii(Sp
ii
ϕkp + S
p
ii
ϕkp)ϕk
|∂ϕ|2g
)
+Ae−Aϕg˜ii(Sp
ii
ϕp + S
p
ii
ϕp)
= − 2Re
(∑
k g˜
ii(Sp
ii
ϕpk + S
p
ii
ϕpk)ϕk
|∂ϕ|2g
)
+Ae−Aϕg˜ii(Sp
ii
ϕp + S
p
ii
ϕp),
(3.12)
where we used ϕkp = ϕpk and ϕkp = ϕpk (Levi-Civita connection) in the last
equality. Substituting (3.12) into (3.11), we obtain
0 >
∑
k g˜
ii(|ϕik|2 + |ϕik|2)
|∂ϕ|2g
+ (A2e−Aϕ −A2e−2Aϕ)g˜ii|ϕi|2
+ (Ae−Aϕ − C)
∑
i
g˜ii −Ane−Aϕ.
(3.13)
By the Cauchy-Schwarz inequality, we get
(3.14)
∑
k g˜
ii|ϕik|2
|∂ϕ|2g
>
∑
i g˜
ii|∑k ϕkiϕk|2
|∂ϕ|4g
.
Using Qi(x0) = 0, it follows that∑
k
(ϕkiϕk + ϕkiϕk) = Ae
−Aϕ|∂ϕ|2gϕi.
Combining this with (2.5) and (3.1), for any ε ∈ (0, 1), we have
∣∣∣∣∣
∑
k
ϕkiϕk
∣∣∣∣∣
2
=
∣∣∣∣∣Ae−Aϕ|∂ϕ|2gϕi −
∑
k
(g˜ik − gik − Spikϕp − S
p
ik
ϕp)ϕk
∣∣∣∣∣
2
=
∣∣∣∣∣(Ae−Aϕ|∂ϕ|2g − g˜ii + 1)ϕi +
∑
k
(Sp
ik
ϕp + S
p
ik
ϕp)ϕk
∣∣∣∣∣
2
> (1− ε) (Ae−Aϕ|∂ϕ|2g − g˜ii + 1)2 |ϕi|2 − Cε |∂ϕ|4g
> (1− ε) (A2e−2Aϕ|∂ϕ|4g − 2Ae−Aϕ|∂ϕ|2g g˜ii − 2g˜ii) |ϕi|2 − Cε |∂ϕ|4g.
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Substituting this into (3.14), we see that
∑
k g˜
ii|ϕik|2
|∂ϕ|2g
> (1− ε)A2e−2Aϕg˜ii|ϕi|2 − 2Ae−Aϕ − 2|∂ϕ|2g
− C
ε
∑
i
g˜ii
> (1− ε)A2e−2Aϕg˜ii|ϕi|2 − C
ε
∑
i
g˜ii − 2Ae−Aϕ − 2,
(3.15)
where we used |∂ϕ|2g(x0) > 1 in the second inequality. Substituting (3.15)
into (3.13), we obtain
0 > (A2e−Aϕ − εA2e−2Aϕ)g˜ii|ϕi|2 +
(
Ae−Aϕ − C0
ε
)∑
i
g˜ii
−A(n+ 2)e−Aϕ − 2,
whereC0 is a constant depending only on (M,ω, J), supM f and supM |∂(f
1
n )|g.
Now we choose
A = 2C0 + 1 and ε =
eAϕ(x0)
2
.
Recalling supM ϕ = 0, we see that
A2e−Aϕ − εA2e−2Aϕ > 1
2
and Ae−Aϕ − C0
ε
> 1.
It then follows that
(3.16)
1
2
g˜ii|ϕi|2 +
∑
i
g˜ii 6 C.
From
∑
i g˜
ii 6 C and det g˜det g 6 C, we have g˜ii 6 C for each i. Combining this
with (3.16), we obtain |∂ϕ|2g(x0) 6 C, as desired. 
For later use, we state the following lemma, which follows from Proposi-
tion 3.1, (3.7) and (3.9).
Lemma 3.2. There exists a uniform constant C such that
g˜iiϕii = n−
∑
i
g˜ii − g˜ii(Sp
ii
ϕp + S
p
ii
ϕp)
and
g˜ii(|∂ϕ|2g)ii >
∑
k
g˜ii(|ϕik|2 + |ϕik|2)− C
∑
i
g˜ii
− 2Re
(∑
k
g˜ii(Sp
ii
ϕpk + S
p
ii
ϕpk)ϕk
)
.
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4. Second order estimate
In this section, we prove the following second order estimate.
Proposition 4.1. Let ϕ be a smooth solution of (1.1). Then there exists a
constant C depending only on (M,ω, J), supM f , supM |∂(f
1
n )|g and lower
bound of ∇2(f 1n ) such that
sup
M
|∇2ϕ|g 6 C,
where ∇ is the Levi-Civita connection of g.
4.1. Auxiliary function. Let λ1(∇2ϕ) > λ2(∇2ϕ) > · · · > λ2n(∇2ϕ) be
the eigenvalues of ∇2ϕ. Combining ω +√−1∂∂ϕ > 0, Proposition 3.1 and
[14, (2.4),(2.5)], we see that
2n∑
α=1
λα(∇2ϕ) = ∆ϕ > −C,
where ∆ is the Laplace-Beltrami operator of g. It then follows that
(4.1) |∇2ϕ|g 6 Cmax(λ1(∇2ϕ), 0) + C.
To prove Proposition 4.1, it suffice to prove λ1(∇2ϕ) is uniformly bounded
from above. Without loss of generality, we assume thatD = {x ∈M | λ1(∇2ϕ)(x) >
0} is not empty. On this set, we define the following quantity
Q = log λ1(∇2ϕ) + h1(|ω˜|2g) + h2(|∂ϕ|2g) + e−Aϕ,
where
h1(s) = −1
3
log(10M2R − s), h2(s) = −
1
3
log(1 + sup
M
|∂ϕ|2g − s),
MR = supM |∇2ϕ|g + 1 and A > 1 is a constant to be determined later.
We need to verify the function h1(|ω˜|2g) is well defined. Without loss of
generality, we assume that
MR ≫ 1.
It then follows that
|ω˜|2g 6 2n+ 2|∂∂ϕ|2g 6 2n+ 4|∇2ϕ|2g + C|∂ϕ|2g 6 5M2R,
which implies that h1(|ω˜|2g) is well defined. By direct calculation, we have
(4.2) h′′1 = 3(h
′
1)
2, h′′2 = 3(h
′
2)
2,
and
(4.3)
1
30M2R
6 h′1 6
1
15M2R
,
1
C
6 h′2 6 C.
Clearly, the function Q is continuous on its domain D and equal to −∞
on ∂D. Let x0 be the maximum point of Q. Then we have λ1(∇2ϕ)(x0) > 0.
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Let {ei}ni=1 be a local g-unitary frame for T (1,0)C M in a neighbourhood of x0
such that
(4.4) g˜ij(x0) = δij g˜ii(x0) and g˜11(x0) > g˜22(x0) > · · · > g˜nn(x0).
Since (M,ω, J) is almost Hermitian, there exists a coordinate system (U ; {xα}2nα=1)
centered at x0 such that it holds at x0,
(4.5) gαβ = δαβ ,
∂gαβ
∂xγ
= 0 for α, β, γ = 1, 2, · · · , 2n
and
(4.6) J∂2i−1 = ∂2i, ei =
1√
2
(∂2i−1 −
√−1∂2i) for i = 1, 2, · · · , n.
We want to apply the maximum principle to the quantity Q at x0. However,
Q may be not smooth at x0 when the eigenspace of λ1(∇2ϕ) has dimension
great than 1. To deal with this case, we apply a perturbation argument,
as in [14]. For β = 1, 2, · · · , 2n, we write Vβ for the g-unit eigenvector of
λβ(∇2ϕ)(x0) and denote the components of Vβ by (V 1β , V 2β , · · · , V 2nβ ). Next
we extend Vβ to be vector fields near x0 by taking the components to be
constant and define a local endomorphism Φαβ by
Φαβ = g
αγϕγβ − gαγBγβ, Bαβ = δαβ − V α1 V β1 .
Let λ1(Φ) > λ2(Φ) > · · · > λ2n(Φ) be the eigenvalues of Φ. It follows that
the vector Vβ(x0) is still the eigenvector of λβ(Φ)(x0). By the definition
of Φ, at x0, we have λ1(Φ) > λ2(Φ), which implies the eigenspace of Φ
corresponding to λ1(Φ) has dimension 1. Then λ1(Φ) is smooth near x0. In
a neighborhood of x0, we consider the perturbed quantity Qˆ defined by
Qˆ = log λ1(Φ) + h1(|ω˜|2g) + h2(|∂ϕ|2g) + e−Aϕ.
Since λ1(Φ)(x0) = λ1(∇2ϕ)(x0) and λ1(Φ) 6 λ1(∇2ϕ) near x0, Qˆ still at-
tains a maximum at x0. For convenience, we use λβ to denote λβ(Φ) in the
following argument.
On the other hand, by (4.1) and the definitions of Q, Qˆ and x0, it is clear
that
(4.7) λ1(x0) 6MR 6 CAλ1(x0),
whereMR = supM |∇2ϕ|g+1 and CA denotes a uniform constant depending
on A. Without loss of generality, we assume that λ1(x0)≫ 1 in the following
argument.
4.2. Lower bound of g˜iiQˆii. In this subsection, our aim is to obtain a
lower bound of g˜iiQˆii at x0. First, we compute g˜
ii(λ1)ii and g˜
ii(|ω˜|2g)ii. Here
we note that all the subscripts of a function denote the covariant derivatives
with respect to the Levi-Civita connection ∇.
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Lemma 4.2. At x0, we have
g˜ii(λ1)ii > 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1 − λα +
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2 −Cλ1
∑
i
g˜ii
− g˜ii
(
Sp
ii
ϕV1V1p + S
p
ii
ϕV1V1p
)(4.8)
and
g˜ii(|ω˜|2g) > 2
∑
k,l
g˜ii|(g˜kl)i|2 − CM2R
∑
i
g˜ii
− 2
∑
k
g˜kkg˜
ii
(
Sp
ii
(g˜kk)p + S
p
ii
(g˜kk)p
)
,
(4.9)
where MR = supM |∇2ϕ|g + 1.
Proof. First, let us recall the elementary formulas (see [14, Lemma 5.7]),
holding at x0,
λαβ1 :=
∂λ1
∂Φαβ
= V α1 V
β
1 ,
λαβ,γδ1 :=
∂2λ1
∂Φαβ∂Φ
γ
δ
=
∑
µ>1
V α1 V
β
µ V
γ
µ V δ1 + V
α
µ V
β
1 V
γ
1 V
δ
µ
λ1 − λµ .
(4.10)
For (4.8), using (4.10) and (4.5), we compute
g˜ii(λ1)ii = g˜
iiλαβ,γδ1 (Φ
γ
δ )i(Φ
α
β)i + g˜
iiλαβ1 (Φ
α
β)ii
= g˜iiλαβ,γδ1 ϕγδiϕαβi + g˜
iiλαβ1 ϕαβii − g˜iiλαβ1 (Bαβ)ii
> 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1 − λα + g˜
iiϕV1V1ii − C
∑
i
g˜ii
> 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1 − λα + g˜
iiϕiiV1V1 − Cλ1
∑
i
g˜ii,
(4.11)
where we used (2.2) and (4.1) in the last inequality. Recalling (2.5) and
using (2.2) again, we see that
g˜iiϕiiV1V1 = g˜
ii
(
g˜ii − gii − Spiiϕp − S
p
ii
ϕp
)
V1V1
> g˜ii(g˜ii)V1V1 − g˜ii
(
Sp
ii
ϕpV1V1 + S
p
ii
ϕpV1V1
)
− Cλ1
∑
i
g˜ii
> g˜ii(g˜ii)V1V1 − g˜ii
(
Sp
ii
ϕV1V1p + S
p
ii
ϕV1V1p
)
− Cλ1
∑
i
g˜ii.
(4.12)
Applying ∇V1 to the logarithm of (1.1), it follows that
(4.13) g˜ij(g˜ij)V1 =
n(f
1
n )V1
f
1
n
.
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Applying ∇V1 again, at x0, we have
(4.14) g˜ii(g˜ii)V1V1 = g˜
ppg˜qq|(g˜pq)V1 |2 +
n(f
1
n )V1V1
f
1
n
− n|(f
1
n )V1 |2
f
2
n
.
Substituting (4.13) into (4.14) and using the Cauchy-Schwarz inequality, we
compute
g˜ii(g˜ii)V1V1 =
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2 +
∑
p
∣∣g˜pp(g˜pp)V1∣∣2
+
n(f
1
n )V1V1
f
1
n
− 1
n
∣∣∣∣∣
∑
p
g˜pp(g˜pp)V1
∣∣∣∣∣
2
>
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2 +
n(f
1
n )V1V1
f
1
n
.
Combining this with (3.5), it is clear that
(4.15) g˜ii(g˜ii)V1V1 >
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2 − C
∑
i
g˜ii.
Then the inequality (4.8) follows from (4.11), (4.12) and (4.15).
For (4.9), a direct calculation shows that
(4.16) g˜ii(|ω˜|2g) = 2
∑
k,l
g˜ii
∣∣(g˜kl)i∣∣2 + 2∑
k
g˜kkg˜
ii(g˜kk)ii.
By (2.5) and (2.2), for each k = 1, 2, · · · , n, we have
g˜ii(g˜kk)ii = g˜
ii
(
gkk + ϕkk + S
p
kk
ϕp + S
p
kk
ϕp
)
ii
> g˜iiϕkkii + g˜
ii
(
Sp
kk
ϕpii + S
p
kk
ϕpii
)
− Cλ1
∑
i
g˜ii
> g˜iiϕiikk + g˜
ii(g˜ii)pS
p
kk
+ g˜ii(g˜ii)pS
p
kk
− Cλ1
∑
i
g˜ii.
(4.17)
By the similar calculations of (4.13) and (4.15), it follows from (3.5) that
(4.18) |g˜ii(g˜ii)p| =
|n(f 1n )p|
f
1
n
> −C
∑
i
g˜ii
and
(4.19) g˜ii(g˜ii)kk >
∑
p 6=q
g˜ppg˜qq|(g˜pq)k|2 − C
∑
i
g˜ii.
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For the first term of (4.17), using (2.5), (2.2) and (4.19), we compute
g˜iiϕiikk = g˜
ii
(
g˜ii − gii − Spiiϕp − S
p
ii
ϕp
)
kk
> g˜ii(g˜ii)kk − g˜ii
(
Sp
ii
ϕpkk + S
p
ii
ϕpkk
)
−Cλ1
∑
i
g˜ii
> g˜ii(g˜ii)kk − g˜ii
(
Sp
ii
ϕkkp + S
p
ii
ϕkkp
)
−Cλ1
∑
i
g˜ii
>
∑
p 6=q
g˜ppg˜qq|(g˜pq)k|2 − g˜iiSpii(g˜kk)p − g˜
iiSp
ii
(g˜kk)p − Cλ1
∑
i
g˜ii.
(4.20)
For the second and third terms of (4.17), by (4.18), we get
(4.21) g˜ii(g˜ii)pS
p
kk
+ g˜ii(g˜ii)pS
p
kk
> −C
∑
i
g˜ii.
Substituting (4.20) and (4.21) into (4.17), it is clear that
g˜ii(g˜kk)ii >
∑
p 6=q
g˜ppg˜qq|(g˜pq)k|2 − g˜iiSpii(g˜kk)p
− g˜iiSp
ii
(g˜kk)p − Cλ1
∑
i
g˜ii
> − g˜iiSp
ii
(g˜kk)p − g˜iiSpii(g˜kk)p −Cλ1
∑
i
g˜ii.
(4.22)
By (4.1), we have 0 < g˜kk 6 Cλ1. Combining this with (4.16) and (4.22),
we see that
g˜ii(|ω˜|2g) > 2
∑
k,l
g˜ii|(g˜kl)i|2 − Cλ21
∑
i
g˜ii
− 2
∑
k
g˜kkg˜
ii
(
Sp
ii
(g˜kk)p + S
p
ii
(g˜kk)p
)
.
Using λ1 6MR, we obtain the inequality (4.9). 
Lemma 4.3. At x0, we have
0 > g˜iiQˆii
> 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) +
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2
λ1
− g˜
ii|ϕV1V1i|2
λ21
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2 + h′2
∑
k
g˜ii(|ϕik|2 + |ϕik|2)
+ h′′1 g˜
ii|(|ω˜|2g)i|2 + h′′2 g˜ii|(|∂ϕ|2g)i|2 +A2e−Aϕg˜ii|ϕi|2
+ (Ae−Aϕ − C)
∑
i
g˜ii −Ane−Aϕ.
(4.23)
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Proof. For convenience, we use J to denote the right hand side of (4.23). It
suffice to prove g˜iiQˆii > J at x0. Combining Lemma 3.2, 4.2 and h
′
1 6
1
15M2R
(see (4.3)), we obtain
g˜iiQˆii > J + J˜ ,
where
J˜ = − g˜
ii(Sp
ii
ϕV1V1p + S
p
ii
ϕV1V1p)
λ1
− 2h′1
∑
k
g˜kkg˜
ii
(
Sp
ii
(g˜kk)p + S
p
ii
(g˜kk)p
)
− 2h′2Re
(∑
k
g˜ii(Sp
ii
ϕpk + S
p
ii
ϕpk)ϕk
)
+Ae−Aϕg˜ii(Sp
ii
ϕp + S
p
ii
ϕp).
(4.24)
Using Qˆp(x0) = 0 and the similar calculation of (3.12), it then follows that
(4.25) J˜ = −2Re
(
g˜iiSp
ii
Qˆp
)
= 0,
as required. 
4.3. Proof of Proposition 4.1. In this subsection, we give the proof of
Proposition 4.1.
• Partial second order estimate. We define
I := {i ∈ {1, · · · , n} | g˜ii > A3e−2Aϕg˜nn at x0}.
Since A > 1 and supM ϕ = 0, we have n /∈ I. The following lemma can be
regarded as partial second order estimate.
Lemma 4.4. At x0, we have∑
k
∑
i/∈I
(|ϕik|2 + |ϕik|2) 6 CA,
where CA is a uniform constant depending on A.
Proof. Using Qˆi(x0) = 0 and the Cauchy-Schwarz inequality, for each i =
1, 2, · · · , n, it is clear that
g˜ii|ϕV1V1i|2
λ21
= g˜ii
∣∣h′1(|ω˜|2g)i + h′2(|∂ϕ|2g)i −Ae−Aϕϕi∣∣2
6 3(h′1)
2g˜ii|(|ω˜|2g)i|2 + 3(h′2)2g˜ii|(|∂ϕ|2g)i|2
+ 3A2e−2Aϕg˜ii|ϕi|2.
(4.26)
Combining this with Lemma 4.3 and discarding some positive terms, we
obtain
0 > h′2
∑
k
g˜ii
(|ϕik|2 + |ϕik|2)+ (h′′1 − 3(h′1)2)∑
i
g˜ii|(|ω˜|2g)i|2
+
(
h′′2 − 3(h′2)2
)∑
i
g˜ii|(|∂ϕ|2g)i|2 − CA2e−2Aϕ
∑
i
g˜ii,
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where we used
∑
i g˜
ii > C−1 (see (3.5)). Using (4.2), (4.3), (4.4) and the
definition of I, it is clear that
0 > C−1
∑
k
g˜ii
(|ϕik|2 + |ϕik|2)− CA2e−2Aϕ∑
i
g˜ii
> C−1
∑
k
∑
i/∈I
g˜ii
(|ϕik|2 + |ϕik|2)− CA2e−2Aϕg˜nn
> C−1A−3e2Aϕg˜nn
∑
k
∑
i/∈I
(|ϕik|2 + |ϕik|2)− CA2e−2Aϕg˜nn,
as desired. 
Clearly, if I = ∅, then Proposition 4.1 follows from Lemma 4.4. Hence,
we assume I 6= ∅ in the following argument.
• Third order terms. The key point is to deal with the ”bad” third order
term
(4.27) K :=
g˜ii|ϕV1V1i|2
λ21
.
For any ε ∈ (0, 13), we decompose the term K into three parts as follows:
K =
∑
i∈I
g˜ii|ϕV1V1i|2
λ21
+ 2ε
∑
i/∈I
g˜ii|ϕV1V1i|2
λ21
+ (1− 2ε)
∑
i/∈I
g˜ii|ϕV1V1i|2
λ21
=: K1 +K2 +K3.
Lemma 4.5. At x0, we have
K1 +K2 6 3(h
′
1)
2g˜ii|(|ω˜|2g)i|2 + 3(h′2)2g˜ii|(|∂ϕ|2g)i|2
+ 6εA2e−2Aϕg˜ii|ϕi|2 + C
∑
i
g˜ii.
(4.28)
Proof. Using (4.26) and the definition of I, we obtain
∑
i∈I
g˜ii|ϕV1V1i|2
λ21
6 3(h′1)
2
∑
i∈I
g˜ii|(|ω˜|2g)i|2 + 3(h′2)2
∑
i∈I
g˜ii|(|∂ϕ|2g)i|2
+ 3A2e−2Aϕ
∑
i∈I
g˜ii|ϕi|2
6 3(h′1)
2
∑
i∈I
g˜ii|(|ω˜|2g)i|2 + 3(h′2)2
∑
i∈I
g˜ii|(|∂ϕ|2g)i|2
+
3n supM |∂ϕ|2g
A
g˜nn.
(4.29)
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By the similar calculation, it is clear that
2ε
∑
i/∈I
g˜ii|ϕV1V1i|2
λ21
6 6ε(h′1)
2
∑
i/∈I
g˜ii|(|ω˜|2g)i|2 + 6ε(h′2)2
∑
i/∈I
g˜ii|(|∂ϕ|2g)i|2
+ 6εA2e−2Aϕ
∑
i/∈I
g˜ii|ϕi|2.
(4.30)
Combining (4.29), (4.30), ε ∈ (0, 13) and A > 1, we obtain (4.28). 
In order to deal with the term K3, we define a local (1, 0) vector field by
(4.31) e˜1 =
1√
2
(V1 −
√−1JV1).
At x0, since |e˜1|g = |JV1|g = 1, we write
(4.32) e˜1 =
∑
q
νqeq,
∑
q
|νq|2 = 1
and
(4.33) JV1 =
∑
α>1
µαVα,
∑
α>1
µ2α = 1,
where we used the vector JV1 is g-orthogonal to V1.
Lemma 4.6. At x0, if λ1 >
CA
ε3
for a uniform constant CA depending on
A, then we have
K3 6 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) +
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2 +
C
ε
∑
i
g˜ii.
Proof. By (4.31), (2.2) and (2.5), we compute
ϕV1V1i =
√
2ϕV1e˜1i −
√−1ϕV1JV1i
=
√
2
∑
q
νqϕV1qi −
√−1
∑
α>1
µαϕV1Vαi
=
√
2
∑
q
νqϕiqV1 −
√−1
∑
α>1
µαϕVαV1i +E
=
√
2
∑
q
νq(g˜iq)V1 −
√−1
∑
α>1
µαϕVαV1i + E
=
√
2
∑
q /∈I
νq(g˜iq)V1 +
√
2
∑
q∈I
νq(g˜iq)V1 −
√−1
∑
α>1
µαϕVαV1i + E,
(4.34)
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where E denotes a term satisfying |E| 6 Cλ1. Combining (4.34) with the
Cauchy-Schwarz inequality, we compute
K3 6
C
ε
∑
i/∈I
g˜ii
λ21
∣∣∣∣∣∣
∑
q /∈I
νq(g˜iq)V1
∣∣∣∣∣∣
2
+
C
ε
∑
i
g˜ii
+ (1− ε)
∑
i/∈I
g˜ii|√2∑q∈I νq(g˜iq)V1 −√−1∑α>1 µαϕVαV1i|2
λ21
.
(4.35)
For convenience, we write I = {1, 2, · · · , j}. Combining (4.6) and Lemma
4.4, it is clear that
2n∑
α=2j+1
2n∑
β=1
|ϕαβ | 6 CA.
Since V1 is the eigenvector of ∇2ϕ corresponding to λ1, we have
|V α1 | =
∣∣∣∣∣∣
1
λ1
2n∑
β=1
ϕαβV
β
1
∣∣∣∣∣∣ 6
CA
λ1
for α = 2j + 1, · · · , 2n.
Recalling the definitions of νq (see (4.32)) and ei (see (4.6)), we obtain
(4.36) |νq| 6 |V 2q−11 |+ |V 2q1 | 6
CA
λ1
for q /∈ I.
For the first term of (4.35), by (4.36), we compute
C
ε
∑
i/∈I
g˜ii
λ21
∣∣∣∣∣∣
∑
q /∈I
νq(g˜iq)V1
∣∣∣∣∣∣
2
6
CA
ε
∑
i/∈I
∑
q /∈I
g˜ii|(g˜iq)V1 |2
λ41
6
CA
ε
∑
i/∈I
∑
q /∈I,q 6=i
g˜ii|(g˜iq)V1 |2
λ41
+
CA
ε
∑
i/∈I
g˜ii|(g˜ii)V1 |2
λ41
.
(4.37)
Using (2.5), we obtain g˜qq 6 Cλ1 for any q. Hence, if λ1 >
CA
ε , then we
have
CA
ελ31
6 g˜qq,
which implies
(4.38)
CA
ε
∑
i/∈I
∑
q /∈I,q 6=i
g˜ii|(g˜iq)V1 |2
λ41
6
∑
i/∈I
∑
q /∈I,q 6=i
g˜iig˜qq|(g˜iq)V1 |2
λ1
.
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By (2.5) and (2.2), we see that
(g˜ii)k = ϕiik + (S
p
ii
ϕp)k + (S
p
ii
ϕp)k
= ϕkii + E
= (g˜ki)i +E,
(4.39)
where E denotes a term satisfying |E| 6 Cλ1. Using (4.31) and (4.32), it is
clear that
(4.40) V1 =
1√
2
(e˜1 + e˜1) =
1√
2
∑
k
(νkek + νk ek).
Combining λ1 >
CA
ε , (4.3) and (4.7), we have
(4.41)
CA
ελ41
6
1
15M2R
6 2h′1 and
CA
ελ21
6 1.
From (4.39), (4.40) and (4.41), it follows that
CA
ε
∑
i/∈I
g˜ii|(g˜ii)V1 |2
λ41
=
CA
ελ41
∑
i/∈I
g˜ii
∣∣∣∣∣
∑
k
νk(g˜ii)k + νk(g˜ii)k√
2
∣∣∣∣∣
2
6
CA
ελ41
∑
i,k
g˜ii|(g˜ii)k|2
6
CA
ελ41
∑
i,k
g˜ii|(g˜ki)i|2 +
CA
ελ21
∑
i
g˜ii
6 2h′1
∑
i,k,l
g˜ii|(g˜kl)i|2 +
∑
i
g˜ii.
(4.42)
Substituting (4.38) and (4.42) into (4.37), we obtain
C
ε
∑
i/∈I
g˜ii
λ21
∣∣∣∣∣∣
∑
q /∈I
νq(g˜iq)V1
∣∣∣∣∣∣
2
6
∑
i/∈I
∑
q /∈I,q 6=i
g˜iig˜qq|(g˜iq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2 +
∑
i
g˜ii.
(4.43)
Next, we deal with the third term of (4.35). For any γ > 0, we have
(1− ε)
∑
i/∈I
g˜ii|√2∑q∈I νq(g˜iq)V1 −√−1∑α>1 µαϕVαV1i|2
λ21
6 (1− ε)(1 + γ)
∑
i/∈I
2g˜ii
λ21
∣∣∣∣∣∣
∑
q∈I
νq(g˜iq)V1
∣∣∣∣∣∣
2
+ (1− ε)
(
1 +
1
γ
)∑
i/∈I
g˜ii
λ21
∣∣∣∣∣
∑
α>1
µαϕVαV1i
∣∣∣∣∣
2
.
(4.44)
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Using (4.31), (4.32) and the Cauchy-Schwarz inequality, we have
∑
i/∈I
2g˜ii
λ21
∣∣∣∣∣∣
∑
q∈I
νq(g˜iq)V1
∣∣∣∣∣∣
2
6
∑
i/∈I
2g˜ii
λ21
(∑
q
|νq|2g˜qq
)∑
q∈I
g˜qq|(g˜iq)V1 |2


= g˜(e˜1, e˜1)
∑
i/∈I
∑
q∈I
2g˜iig˜qq|(g˜iq)V1 |2
λ21
(4.45)
and
∑
i/∈I
g˜ii
λ21
∣∣∣∣∣
∑
α>1
µαϕVαV1i
∣∣∣∣∣
2
6
∑
i/∈I
g˜ii
λ21
(∑
α>1
(λ1 − λα)µ2α
)(∑
α>1
|ϕVαV1i|2
λ1 − λα
)
6
(
λ1 −
∑
α>1
λαµ
2
α
)∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ21(λ1 − λα)
,
(4.46)
where we used
∑
α>1 µ
2
α = 1 (see (4.33)) in the last inequality. For conve-
nience, we denote g˜(e˜1, e˜1) by g˜1˜1˜. Substituting (4.45) and (4.46) into (4.44),
we have
(1− ε)
∑
i/∈I
g˜ii|√2∑q∈I νq(g˜iq)V1 −√−1∑α>1 µαϕVαV1i|2
λ21
6 (1− ε)(1 + γ)g˜
1˜1˜
∑
i/∈I
∑
q∈I
2g˜iig˜qq|(g˜iq)V1 |2
λ21
+ (1− ε)
(
1 +
1
γ
)(
λ1 −
∑
α>1
λαµ
2
α
)∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ21(λ1 − λα)
.
(4.47)
Substituting (4.43) and (4.47) into (4.35), it is clear that
K3 6 (1− ε)
(
1 +
1
γ
)(
λ1 −
∑
α>1
λαµ
2
α
)∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ21(λ1 − λα)
+ (1− ε)(1 + γ)g˜
1˜1˜
∑
i/∈I
∑
q∈I
2g˜iig˜qq|(g˜iq)V1 |2
λ21
+
C
ε
∑
i
g˜ii
+
∑
i/∈I
∑
q /∈I,q 6=i
g˜iig˜qq|(g˜iq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2.
(4.48)
Next, we give the proof of Lemma 4.6. We split up into two cases. The
constant γ > 0 will be different in each case.
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Case 1. At x0, we assume that
(4.49)
1
2
(
λ1 +
∑
α>1
λαµ
2
α
)
> (1− ε)g˜
1˜1˜
> 0.
Since
∑
α>1 µ
2
α = 1 (see (4.33)), it is clear that
λ1 −
∑
α>1
λαµ
2
α =
∑
α>1
(λ1 − λα)µ2α > 0.
Combining this with (4.49), we have
(4.50) γ :=
λ1 −
∑
α>1 λαµ
2
α
λ1 +
∑
α>1 λαµ
2
α
> 0.
Substituting (4.49) and (4.50) into (4.48), we compute
K3 6 2(1 − ε)
∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) + 2
∑
i/∈I
∑
q∈I
g˜iig˜qq|(g˜iq)V1 |2
λ1
+
∑
i/∈I
∑
q /∈I,q 6=i
g˜iig˜qq|(g˜iq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2 +
C
ε
∑
i
g˜ii
6 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) +
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2 +
C
ε
∑
i
g˜ii,
which completes Case 1.
Case 2. At x0, we assume that
(4.51)
1
2
(
λ1 +
∑
α>1
λαµ
2
α
)
< (1− ε)g˜
1˜1˜
.
Using (2.5), (4.31) and (4.33), we compute
0 < g˜
1˜1˜
= g˜(e˜1, e˜1)
= 1 + ∂∂ϕ(e˜1, e˜1)
6 1 + (∇2ϕ)(e˜1, e˜1) + C
6 1 +
1
2
(ϕV1V1 + ϕJV1JV1) +C
=
1
2
(
λ1 +
∑
α>1
λαµ
2
α
)
+ C.
(4.52)
Combining (4.51) and (4.52), it is clear that
g˜
1˜1˜
6
1
2
(
λ1 +
∑
α>1
λαµ
2
α
)
+ C 6 (1− ε)g˜
1˜1˜
+ C,
26 JIANCHUN CHU
which implies
(4.53) g˜
1˜1˜
6
C
ε
.
Using (4.52) again, we have
(4.54) λ1 −
∑
α>1
λαµ
2
α 6 2λ1 + C 6 2(1 + ε
2)λ1,
as long as λ1 >
C
ε2
.
Now, we choose
γ :=
1
ε2
.
Combining (4.53), (4.54) and ε ∈ (0, 13), we have
(1− ε)
(
1 +
1
γ
)(
λ1 −
∑
α>1
λαµ
2
α
)∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ21(λ1 − λα)
6 (1− ε)(1 + ε2)(2 + 2ε2)λ1
∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ21(λ1 − λα)
6 2
∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) .
(4.55)
From (4.51) and (4.53), it follows that
(1− ε)(1 + γ)g˜
1˜1˜
∑
i/∈I
∑
q∈I
2g˜iig˜qq|(g˜iq)V1 |2
λ21
6 (1− ε)
(
1 +
1
ε2
)
C
ε
∑
i/∈I
∑
q∈I
2g˜iig˜qq|(g˜iq)V1 |2
λ21
6
C
ε3
∑
i/∈I
∑
q∈I
2g˜iig˜qq|(g˜iq)V1 |2
λ21
6 2
∑
i/∈I
∑
q∈I
g˜iig˜qq|(g˜iq)V1 |2
λ1
,
(4.56)
as long as λ1 >
C
ε3
. Substituting (4.55) and (4.56) into (4.48), we get
K3 6 2
∑
i/∈I
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) + 2
∑
i/∈I
∑
q∈I
g˜iig˜qq|(g˜iq)V1 |2
λ1
+
∑
i/∈I
∑
q /∈I,q 6=i
g˜iig˜qq|(g˜iq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2 +
C
ε
∑
i
g˜ii
6 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) +
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2 +
C
ε
∑
i
g˜ii,
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which completes Case 2. 
Combining Lemma 4.5 and 4.6, we obtain an upper bound of the ”bad”
third order term K:
K = K1 +K2 +K3
6 2
∑
α>1
g˜ii|ϕVαV1i|2
λ1(λ1 − λα) +
∑
p 6=q
g˜ppg˜qq|(g˜pq)V1 |2
λ1
+ 2h′1
∑
k,l
g˜ii|(g˜kl)i|2
+ 3(h′1)
2g˜ii|(|ω˜|2g)i|2 + 3(h′2)2g˜ii|(|∂ϕ|2g)i|2
+ 6εA2e−2Aϕg˜ii|ϕi|2 + C
ε
∑
i
g˜ii.
(4.57)
Now we are in a position to prove Proposition 4.1.
Proof of Proposition 4.1. Combining Lemma 4.3, (4.27), (4.57) and (4.2), it
is clear that
0 > h′2
∑
k
g˜ii(|ϕik|2 + |ϕik|2) + (A2e−Aϕ − 6εA2e−2Aϕ)g˜ii|ϕi|2
+
(
Ae−Aϕ − C0
ε
)∑
i
g˜ii −Ane−Aϕ,
where C0 is a uniform constant. We choose
A = 6C0 + 1 and ε =
eAϕ(x0)
6
.
Recalling supM ϕ = 0, we see that
A2e−Aϕ − εA2e−2Aϕ > 1
6
and Ae−Aϕ − C0
ε
> 1.
It then follows that
(4.58) h′2
∑
k
g˜ii(|ϕik|2 + |ϕik|2) +
∑
i
g˜ii 6 C.
From
∑
i g˜
ii 6 C and det g˜det g 6 C, we have g˜ii 6 C for each i. Combining this
with (4.3) and (4.58), we obtain λ1(x0) 6 C. By (4.7), it is clear that
sup
M
|∇2ϕ|g + 1 =MR 6 C,
as desired. 
5. Proofs of Theorem 1.1, 1.2, 1.3, 1.4 and 1.5
In this section, we prove Theorem 1.1, 1.2, 1.3, 1.4 and 1.5.
Proof of Theorem 1.1. Theorem 1.1 is an immediate consequence of Propo-
sition 2.2, 3.1 and 4.1. 
Proof of Theorem 1.2. By the assumptions of Theorem 1.2, there exists a
sequence of positive smooth function fi on M such that
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(1) limi→∞ ‖fi − f‖C0 = 0;
(2) for a uniform constant C,
sup
M
fi 6 C, sup
M
|∂(f
1
n
i )|g 6 C, ∇2(f
1
n
i ) > −Cg.
Using [14, Theorem 1.1], there exists a pair (ϕi, bi) where ϕi ∈ C∞(M) and
bi ∈ R, such that
(ω +
√−1∂∂ϕi)n = fiebiωn,
ω +
√−1∂∂ϕi > 0, sup
M
ϕi = 0.
(5.1)
We need to prove |bi| 6 C. For the upper bound of bi, by the arithmetic-
geometric mean inequality, we obtain
(5.2)
(
det g˜
det g
) 1
n
6
1
n
(
n+
n
√−1∂∂ϕi ∧ ωn−1
ωn
)
6 1 +
(dJdϕi) ∧ ωn−1
2ωn
.
Combining (5.1), (5.2) and the Stokes’ formula, we compute∫
M
f
1
n
i e
bi
n ωn 6
∫
M
(
det g˜
det g
) 1
n
ωn
6 Vol(M,ω) +
1
2
∫
M
(dJdϕi) ∧ ωn−1
6 Vol(M,ω) +
1
2
∫
M
ϕi(dJdω
n−1)
6 Vol(M,ω) + C
∫
M
|ϕi|ωn.
(5.3)
Since limi→∞ ‖fi − f‖C0 = 0 and f 6≡ 0, we have
(5.4)
1
2
∫
M
f
1
nωn 6
∫
M
f
1
n
i ω
n for sufficiently large i.
Using (5.3), (5.4) and Proposition 2.1, it is clear that
(5.5) ebi 6
(
C∫
M f
1
nωn
)n
.
Next, we will prove bi > −C. Let x0 be the minimum point of ϕi. By the
maximum principle, we have
ebifi(x0) =
(ω +
√−1∂∂ϕi)n
ωn
(x0) > 1,
which implies
(5.6) ebi >
1
supM fi
>
1
C
.
Combining (5.5), (5.6) and Theorem 1.1, we obtain
|bi|+ sup
M
|ϕi|+ sup
M
|∂ϕi|g + sup
M
|∇2ϕi|g 6 C.
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After passing to a subsequence, we show the existence of C1,1 solution to
(1.2). 
Proof of Theorem 1.3. By (1.3), it is clear that s 6≡ 0. For any i > 1, we
define
fi = (|s|2h + i−1)
1
2 .
Thanks to Theorem 1.2, it suffices to verify that
(5.7) sup
M
|∂fi|g 6 C and ∇2fi > −Cg,
for a constant C which is independent of i. For any point x0 ∈ M , there
exists a local section s0 in a neighbourhood of x0 such that |s0|2h ≡ 1. We
write
s = (sR +
√−1sI)s0,
where sR and sI are local functions near x0. It then follows that
|s|2h = s2R + s2I and fi = (s2R + s2I + i−1)
1
2 .
For any g-unit vector field V near x0, we compute
(5.8) V (fi) =
sRV (sR) + sIV (sI)
(s2R + s
2
I + i
−1)
1
2
,
which implies
(5.9) |V (fi)| 6 C.
Applying V to (5.8), we obtain
V V (fi) =
sRV V (sR) + sIV V (sI) + (V (sR))
2 + (V (sI))
2
(s2R + s
2
I + i
−1)
1
2
− (sRV (sR) + sIV (sI))
2
(s2R + s
2
I + i
−1)
3
2
>
sRV V (sR) + sIV V (sI)
(s2R + s
2
I + i
−1)
1
2
+
(sRV (sI) + sIV (sR))
2
(s2R + s
2
I + i
−1)
3
2
> − C.
(5.10)
Since x0 and V are arbitrary, (5.7) follows from (5.9) and (5.10). 
We will prove Theorem 1.4 by means of blow-up construction. For the
reader’s convenience, let us recall its definition first. Let M˜ be the blow-up of
M at p and pi : M˜ →M be the projection map. We denote the exceptional
divisor by E (i.e., E = pi−1(p)). We fix a coordinate chart (U ; {zi}ni=1)
centered at p, which we identify via {zi}ni=1 with the unit ball B1 ⊂ Cn. By
the exposition in [25], we identify pi−1(B1) with U˜ given by
U˜ = {(z, l) ∈ B1 × CPn−1 | zilj = zj li},
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where l = [l1, · · · , ln] ∈ CPn−1. We set
U˜i = {(z, l) ∈ B1 × CPn−1 | li 6= 0}.
In U˜i, we have local coordinates {wji }nj=1:
wii = z
i and wji =
lj
li
for j 6= i.
Hence, {(U˜i, {wji }nj=1)} is a family of coordinate charts satisfying
U˜ =
n⋃
i=1
U˜i.
The projection map pi : M˜ →M is given in U˜i by
(5.11) (w1i , · · · , wni )→ (wiiw1i , · · · , wii, · · · , wiiwni )
and E ∩ U˜i is given by
E ∩ U˜i = {(z, l) ∈ B1 × CPn−1 | wii = zi = 0}.
The line bundle [E] over U˜ has transition functions
tij =
zi
zj
on U˜i ∩ U˜j.
Let s be the global section of [E] over M˜ by setting
s =
{
zi on U˜i,
1 on M˜ \ pi−1(B 1
2
).
It follows that {s = 0} = E. We construct a Hermitian metric h on [E] as
follows. Let h1 be the Hermitian metric over U˜ defined by
h1 =
∑n
j=1 |lj|2
|li|2 on U˜i,
and let h2 be the Hermitian metric over M˜ \E such that |s|2h = 1. Then we
define
h = ρ1h1 + ρ2h2,
where {ρ1, ρ2} is a partition of unity for the cover {pi−1(B1), M˜ \ pi−1(B 1
2
)}
of M˜ . It follows that
h = h1 on pi
−1(B 1
2
).
If pi(x˜) = (z1, · · · , zn) ∈ B 1
2
, then we have
(5.12) |s|2h(x˜) =
n∑
i=1
|zi|2 =: |z|2.
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On pi−1(B 1
2
\{0}), the curvature R(h) of the Hermitian metric h is given by
R(h) = −
√−1
2pi
∂∂ log
(
n∑
i=1
|zi|2
)
= −
√−1
2pi
∂∂ log |z|2.
When ε is sufficient small,
(5.13) ω˜ = pi∗ω − εR(h)
is a Ka¨hler form on M˜ (see [25, p.178]). Moreover, the function (pi
∗ω)n
ω˜n has
analytic zeros of the form |s|2n−2h . More precisely, we have the following
lemma.
Lemma 5.1. There exists a smooth function F˜ on M˜ such that
(5.14) (pi∗ω)n = |s|2n−2h eF˜ ω˜n.
Proof. By the definition of blow-up construction, it is clear that
(pi∗ω)n
ω˜n
6= 0, |s|2h 6= 0 on M˜ \ E.
To prove Lemma 5.1, it suffices to prove (5.14) near E. By the definition of
U˜i, we have
E ⊂
n⋃
i=1
(
U˜i ∩ pi−1(B 1
2
)
)
.
Hence, our aim is to verify
(5.15) (pi∗ω)n = |s|2n−2h eF˜ ω˜n on U˜i ∩ pi−1(B 1
2
), for each i = 1, 2, · · · , n.
Without loss of generality, we only prove (5.15) when i = 1. We use ωEucl
and ω˜Eucl to denote the Euclidean metrics on B1 and U˜1, i.e.,
ωEucl =
√−1
n∑
j=1
dzj ∧ dzj and ω˜Eucl =
√−1
n∑
j=1
dwj1 ∧ dwj1.
Using (5.11), we compute
pi∗ωEucl = pi
∗

√−1 n∑
j=1
dzj ∧ dzj


=
√−1dw11 ∧ dw11 +
√−1
n∑
j=2
d(w11w
j
1) ∧ d(w11wj1)
=
√−1

1 + n∑
j=2
|wj1|2

 dw11 ∧ dw11 +√−1
n∑
j=2
wj1w
1
1dw
1
1 ∧ dwj1
+
√−1
n∑
j=2
w11w
j
1dw
j
1 ∧ dw11 +
√−1
n∑
j=2
|w11 |2dwj1 ∧ dwj1.
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By direct calculation, we obtain
(pi∗ωEucl)
n = |w11|2n−2
(
1 +
n∑
k=2
|wk1 |2
)√−1 n∑
j=1
dwj1 ∧ dwj1


n
− |w11|2n−2
(
n∑
k=2
|wk1 |2
)√−1 n∑
j=1
dwj1 ∧ dwj1


n
= |w11|2n−2ω˜nEucl.
(5.16)
By (5.11) and (5.12), it is clear that
(5.17) |s|2h(w11, · · · , wn1 ) = |w11|2

1 + n∑
j=2
|wj1|2

 .
Combining (5.16) and (5.17), we have
(pi∗ωEucl)
n = |s|2n−2h

1 + n∑
j=2
|wj1|2


−n+1
ω˜nEucl.
It follows that
(pi∗ω)n = pi∗
(
ωn
ωnEucl
)
(pi∗ωEucl)
n
= pi∗
(
ωn
ωnEucl
)
|s|2n−2h

1 + n∑
j=2
|wj1|2


−n+1
ω˜nEucl
= |s|2n−2h pi∗
(
ωn
ωnEucl
)1 + n∑
j=2
|wj1|2


−n+1(
ω˜nEucl
ω˜n
)
ω˜n,
which implies (5.15), as desired. 
Now we are in a position to prove Theorem 1.4.
Proof of Theorem 1.4. For convenience, we use the same notations as above.
To prove Theorem 1.4, we follow the approach of [36]. By (5.13), when ε0
is sufficiently small,
(5.18) ω˜ = pi∗ω + ε0
√−1∂∂ (ρ1 log |z|2 + ρ2)
can be extended to a smooth Ka¨hler form on M˜ . We still denote it by ω˜.
By Lemma 5.1, there exists a smooth function F˜ on M˜ such that
(5.19) (pi∗ω)n = |s|2n−2h eF˜ ω˜n.
Thanks to Theorem 1.3, there exists a pair (ϕ˜, b) where ϕ˜ ∈ C1,1(M˜ ) and
b ∈ R, such that
(ω˜ +
√−1∂∂ϕ˜)n = |s|2n−2h eF+F˜+bω˜n.
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Combining this with (5.19), we see that
(ω˜ +
√−1∂∂ϕ˜)n = eF+b(pi∗ω)n.
Restricting this to M˜ \ E and using (5.18), it is clear that(
pi∗ω +
√−1∂∂(ε0(ρ1 log |z|2 + ρ2) + ϕ˜))n = eF+b(pi∗ω)n on M \ {p}.
Defining ϕ = ε0
(
ρ1 log |z|2 + ρ2
)
+ ϕ˜, we obtain
(ω +
√−1∂∂ϕ)n = (ε0δp + eF+b)ωn.
Since
∫
M e
Fωn =
∫
M ω
n = 1, we have eb = 1 − ε0. Then ϕ is the desired
solution. 
Proof of Theorem 1.5. It suffices to establish the boundary estimate. The
zero and first order estimate were proved in [3, Section 3]. When ∂M is
pseudoconcave, combining [4, Lemma 7.16] and the argument of [3, Theorem
3.2’], we obtain the second order estimate. When ∂M is Levi-flat, the second
order estimate was proved in [3, Theorem 3.2’]. 
6. Proof of Theorem 1.6
In this section, we give the proof of Theorem 1.6. First, we generalize
Proposition 4.1 in a slightly more setting. Let (M,ω, J) be a compact almost
Hermitian manifold of real dimension 2n, with nonempty smooth boundary.
Let {ei}ni=1 be a local frame for T (1,0)C M . By (2.5), the complex Monge-
Ampe`re equation (1.1) can be expressed as

det(gij + ϕij + S
p
ij
ϕp + S
p
ij
ϕp) = f det(gij),
gij + ϕij + S
p
ij
ϕp + S
p
ij
ϕp > 0,
where ϕij = (∇2ϕ)(ei, ej), ∇ is the Levi-Civita connection of g and S is a
tensor field defined by (2.3).
Motivated by this, we introduce the following complex Monge-Ampe`re
type equation
(6.1)


det(gij + ϕij + T
p
ij
ϕp + T
p
ij
ϕp) = f det(gij),
gij + ϕij + T
p
ij
ϕp + T
p
ij
ϕp > 0,
where T is a tensor field satisfying
(6.2) T p
ij
= T p
ji
and T p
ij
= T p
ji
.
The condition (6.2) can be regarded as an analog of (2.4).
Proposition 6.1. Let ϕ be a smooth solution of (6.1). Then there ex-
ists a constant C depending only on supM |ϕ|, supM |∂ϕ|g, sup∂M |∇2ϕ|g,
(M,ω, J), supM f , supM |∂(f
1
n )|g and lower bound of ∇2(f 1n ) such that
sup
M
|∇2ϕ|g 6 C.
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Proof. We omit the proof since it is almost identical to that of Proposition
4.1 (just replacing S by T ). 
Now we are in a position to prove Theorem 1.6.
Proof of Theorem 1.6. To prove Theorem 1.6, it suffices to prove the exis-
tence of C1,1 solution to the geodesic equation (1.8). Our goal is to derive
the C1,1 estimate for the perturbation geodesic equation (1.9). First, we
define two Hermitian metrics on N × [1, 32 ] by
(6.3) ω = 2r−2ωc, ω˜ = 2r
−2Ωψ,
where ωc is the Ka¨hler form of gc. Clearly, (N × [1, 32 ], ω) is a compact
(m+ 1)-dimensional Hermitian manifold with nonempty smooth boundary.
For convenience, let g, g˜ be the corresponding Riemannian metrics of ω, ω˜.
We use ∇ to denote the Levi-Civita connection of g. Let {ei}m+1i=1 be a local
frame for T
(1,0)
C
M . Recalling (2.3), we have
(∂∂ψ)(ei, ej) = ψij + S
p
ij
ψp + S
p
ij
ψp, (∂∂r)(ei, ej) = rij + S
p
ij
rp + S
p
ij
rp,
where ψij = (∇2ψ)(ei, ej) and rij = (∇2r)(ei, ej). Since ∂∂r is a vector field
on C(N), we write
∂
∂r
= V pep + V pep.
Combining (1.7) and (6.3), we compute
g˜ij = gij + (∂∂ψ)(ei, ej)−
∂ψ
∂r
(∂∂r)(ei, ej)
= gij + ψij + S
p
ij
ψp + S
p
ij
ψp
− (V pψp + V pψp)
(
rij + S
p
ij
rp + S
p
ij
rp
)
= gij + ψij + T
p
ij
ψp + T
p
ij
ψp,
(6.4)
where
T p
ij
= Sp
ij
−
(
rij + S
p
ij
rp + S
p
ij
rp
)
V p,
T p
ij
= Sp
ij
−
(
rij + S
p
ij
rp + S
p
ij
rp
)
V p.
It follows from (2.4) that the tensor field T satisfies (6.2). By (6.4), the
perturbation geodesic equation (1.9) is equivalent to
(6.5)


det(gij + ψij + T
p
ij
ψp + T
p
ij
ψp) = εf det(gij),
gij + ψij + T
p
ij
ψp + T
p
ij
ψp > 0.
By [29, Theorem 1], there exists a smooth solution of (1.9), and we denote it
by ψε. Combining [29, Theorem 1, Proposition 3] with (6.3) and r ∈ [1, 32 ],
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we obtain
(6.6) ‖ψε‖C2w(N×[1, 32 ],g) + sup
∂(N×[1, 3
2
])
|∇2ψε|g 6 C,
where C does not depend on ε. By the equivalence of (1.9) and (6.5), ψε
is also a smooth solution of (6.5). Thanks to Proposition 6.1 and (6.6), we
obtain the C1,1 estimate
sup
N×[1, 3
2
]
|∇2ψε|g 6 C,
where C does not depend on ε. Letting ε→ 0, we showed existence of C1,1
solution to the geodesic equation (1.8), as required. 
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