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Abstract
Realistic simulations of machining processes require a correct description of the material behaviour. Due to the large strains and strain rates in the
shear zone, the conditions during machining are diﬃcult to reproduce in material testing so that extrapolation from testing data is often necessary.
One way to circumvent this problem is to use inverse identiﬁcation methods and to match machining simulations with experiments by varying the
material parameters.
The inverse identiﬁcation process, however, is time-consuming because standard optimisation methods like evolutionary algorithms or Newton
methods usually need a large number of ﬁnite element simulations. In this contribution, we use a new parameter identiﬁcation method to identify
Johnson-Cook material parameters from machining simulations. Target simulations with known parameters are used instead of experimental
results since material parameters can be varied. The method is able to correctly reproduce the target simulations for diﬀerent target materials with
a small number of FEM simulations, identifying ﬁve parameters of the Johnson-Cook law.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
To successfully simulate machining processes, the material
behaviour must be described correctly. However, it is diﬃcult
to correctly determine material parameters under the conditions
encountered in machining because strains can exceed 200% and
strain rates may be of the order of 106 /s if cutting speeds are
high. These conditions cannot be reproduced with standard
testing methods. It is of course possible to measure material
parameters at lower strains and strain rates, but the required ex-
trapolation then assumes that the ﬂow stress law used is valid
in a very wide range of conditions.
One possibility to circumvent this problem is to use the
machining process itself to determine material parameters [1].
An inverse parameter identiﬁcation method can be used, vary-
ing the material parameters until agreement between predicted
and observed quantities (like cutting force or shear angle) is
reached. This method requires the ability to predict observ-
ables from a set of material parameters. This can be done us-
ing models of the machining process (see, for example [1,2]).
These models, however, are not easy to implement, especially
if the chip formation process is complicated, for example by
chip segmentation. One alternative approach is to use ﬁnite el-
ement models to predict the observables, but standard inverse
identiﬁcation methods (like evolutionary or swarm algorithms
[3] or gradient-based methods [4]) require a large number of it-
erations and thus a large number of ﬁnite element simulations.
Therefore, this method has seldomly been used in the past.
Recently, a new method to determine material parameters
with an inverse method has been proposed that needs only a
comparatively small number of ﬁnite element simulations to
correctly determine material parameters [5]. This new method
uses intermediate quantities, called descriptors, to implement
physical knowledge of the relation between experimentally ob-
servable quantities and material parameters. The method has
been demonstrated for simple test cases (forging of a plastic
material and indentation of a hyperelastic material). In this con-
tribution, the method is applied to the parameter identiﬁcation
in a machining process.
The ﬁnal goal of any parameter identiﬁcation method is of
course to determine parameters from experiments. In this pa-
per, however, simulations have been used to provide the target
values. There are three reasons for this: (i) using simulations
ensures that there actually is a parameter set that can faithfully
reproduce the target values; (ii) if experimental values were
used, it would be diﬃcult to see whether problems in identi-
ﬁcation are due to a problem of the algorithm itself or to the
fact that the material law (or the friction coeﬃcient or other
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conditions) is not suitable to describe the material, so that eval-
uating the performance of the method itself is diﬃcult; (iii) the
target material parameters can be varied in a wide range without
problems to test the robustness of the algorithm.
Nomenclature
α Ratio of yield stress to hardening
A Yield stress
B Hardening prefactor
c Mean slope fo stress-strain curve set
C Strain rate dependence
 strain
˙ strain rate
˙0 reference strain rate
F Cutting force
k Material point number
m Temperature exponent
n Hardening exponent








Vk Material point volume
W Work
After a brief introduction of the ﬁnite element model used
for the calculation, the method and its adaptation to a machin-
ing problem are explained. The method is then employed for
a set of 12 diﬀerent identiﬁcation tasks (three target sets with
four initial values each). It is shown to be able to predict mate-
rial parameter sets that yield machining results very close to the
target set. However, it is also shown that this does not always
mean that the material parameters themselves are identiﬁed be-
cause diﬀerent material parameters can lead to almost identical
chip shapes and cutting forces (see also [6]).
2. FE model
An explicit ﬁnite-element model was created using a python
script in Abaqus [7], see Fig. 1, allowing to change the rake
angle and cutting speed. The mesh was intentionally chosen
to be coarse in order to keep CPU times small since this study
is not directly concerned with detailed modelling of the chip
formation process, but rather with proving the feasibility of the
identiﬁcation algorithm. The model was three-dimensional to
allow the use of the generalised contact feature in Abaqus; how-
ever, the number of elements in the third dimension was set to
1, and movement in this direction was constrained so that the
model was eﬀectively a plane strain model. Coulombian fric-
tion between tool and work piece was assumed with a friction
coeﬃcient of 0.2. This value is at the lower end of the range
given as typical in [8], but is higher than that found when using
coated tools [9] and thus seems a reasonable choice. The tool
was modelled as a rigid surface without any thermal properties
Fig. 1. Finite element mesh and simulation result (equivalent plastic strain)
for the case of rake angle 15◦ and cutting speed 33m/s. Elements used in the
evaluation are marked in red.
to keep CPU times low.
The material model used was a standard Johnson-Cook law
for the ﬂow stress σ as function of strain , strain rate ˙, and
temperature T , written as








where q is the overall ﬂow stress, α is the ratio of initial yield
stress to the strain hardening, n is the hardening exponent, C
is the strain rate hardening factor, ˙0 is the reference strain rate
(chosen as 3 300 /s), Tref is the reference temperature (chosen
to be 0◦C), and Tmelt is the melting temperature. Usually, the
ﬁrst term is written in the equivalent form (A + Bn); the form
used here is more convenient because there is only one variable
that sets the overall stress level. The Taylor-Quinney coeﬃcient
(the amount of plastic work converted to heat) was set to 0.9.
Elements were allowed to fail (and were deleted upon fail-
ure) if they were cut by the tool tip when their strain increased
a critical value of 1.2. (Since only an element that is directly
cut by the tool is allowed to fail, the exact value of the critical
strain does not strongly aﬀect the simulation result.)
The simulation time was adapted to the cutting speed so that
a cutting length of ten times the cutting depth was simulated.
After this time, the cutting force and the shear angle reached a
stationary value. Forces and shear angles were averaged over
the ﬁnal ten frames of the simulation.
3. Identiﬁcation algorithm
On trying to re-identify a given set of Johnson-Cook param-
eters using machining simulations, it cannot be expected that
the original parameters will always be found with a small error,
even if the identiﬁcation is successful. The reason for this is that
diﬀerent Johnson-Cook parameters can produce chip shapes
and cutting forces that are almost indistinguishable, as shown
in [6]. This can already be seen by only looking at the term
A+Bn, using, for example, the parameter values (130, 100, 0.5)
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Fig. 2. Diﬀerent values of the Johnson-Cook parameters A,B, and n can lead to
similar stress-strain curves.
and (100, 130, 0.3) for (A, B, n). For strains between 0 and 1.5,
the resulting curves are very close, diﬀering by less than 6MPa,
except at very small strains, see Fig. 2. Even the parameter set
(163, 65, 0.7) yields similar stresses except at small strains. The
chip formation process is more sensitive to the overall shape of
the stress-strain curve, but not to the details of the curve in a
small strain region, so that these diﬀerent ﬂow stress laws will
lead to very similar chips. In addition, strain hardening may
also be compensated by increased thermal softening. Thus, a
perfect identiﬁcation cannot always be expected and the only
valid criterion to judge whether an identiﬁcation was success-
ful is good agreement of the observable quantities like cutting
forces or shear angles.
3.1. Idea of algorithm
Usually, inverse identiﬁcation algorithms consider the pro-
cess itself as a “black box” – observables are calculated from
material parameters, but no physical knowledge about the cor-
relation between the observables and the material parameters
is employed. If a ﬁnite element model is involved, the mate-
rial parameters are changed in the simulation and the resulting
observables (for example, cutting forces) are calculated. The
basic idea of the new method is to use the physical knowledge
of the process to improve the identiﬁcation process.
The following example illustrates the idea: Consider the
mean cutting force (in forming a continuous chip) as an observ-
able quantity that is to be matched to a target value. Start with a
given set of material parameters and calculate the resulting cut-
ting force. Each material point in the FEM simulation deforms
with a certain stress-strain history. If we ignore friction, the
sum of the area under all stress-strain curves, multiplied with





σ(pcurrent; , T, ˙, . . .) dVk , (2)
where Wcurrent is the current work, k denotes the material points
with corresponding volume Vk,  is the equivalent plastic strain
and σ denotes the ﬂow stress as function of the current material
parameters pcurrent, of the strain, and other variables like tem-
perature T and strain rate ˙. In a stationary process, this work
is proportional to the cutting force. Thus, if the current cutting
force Fcurrent is too small by a certain factor (compared to the
target value F target), the total area under the stress-strains curves





The stress-strain curves in eq. (2) thus should be changed so
that the work is equal to Wnew.
To ﬁrst order, the eﬀect of a change in material parameters
on the ﬂow stress can be calculated by assuming that T and ˙
are not aﬀected. Thus, the improved material parameter set pnew





σ(pnew; , T, ˙, . . .) dVk . (4)
This equation yields one condition for the new parameter set.
Although the equation is implicit in pnew, it can be solved by
inverse iteration methods without a ﬁnite element simulation.
The problem of identifying material parameters is thus split into
two parts: (i) calculating new quantities for variables that can be
related to the material parameters as in eq. (3) (these variables,
e.g. the work done, are called descriptors) and (ii) calculate a
new set of material parameters that match these descriptors. De-
scriptors are calculated in the ﬁnite element model and need not
to be observable experimentally, but they are assumed to be re-
lated to experimentally observable variables as in equation (3).
These observables are called proxies.
3.2. Descriptors for machining
As described in the previous section, the total work done
can be related to the area under the stress-strain curve of ma-
terial points. In a realistic machining process, part of the work
done by the tool is dissipated by friction, but as long as the
work is dominated by the plastic work, the method should still
converge, as shown for other examples in [5].
As shown in eq. (4), each descriptor provides one implicit
equation to determine the material parameters. In principle, one
could use the cutting force ﬁve of diﬀerent cutting experiments
(with varying cutting speed or rake angle) to set ﬁve conditions
on the material parameters. However, the cutting force itself
is often not very sensitive to a change in material parameters
because an increase in hardening causes an increase in temper-
ature with subsequent thermal softening [10].
The shear angle is another observable quantity that can be
measured experimentally (using the chip compression of a con-
tinuous chip [11]). It is well-known [1] that the shear angle
decreases with increasing hardening of the material. Since the
stress-strain history is stored in the ﬁnite element model at each
material point, eﬀective stress-strain curves can be used to cal-
culated a mean slope c, see ﬁgure 3. Since the slope can change
its sign if the material softens, it is converted to a number that is
always positive by calculating exp−c/σ¯, where σ¯ is the mean
stress of all stress-strain curves in the strain interval considered.
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Fig. 3. Calculation of the mean hardening of the eﬀective stress-strain curves in
the ﬁnite element model. A linear ﬁt in the strain interval of [0.6, 1.15] is used
to calculate the slope c.
3.3. Improvements of the algorithm
The basic idea of the algorithm was explained in section 3.1
and in [5]. In equation (3) it was assumed that the proxy and the
descriptor (for example the cutting force and the plastic work
done) are proportional. This assumption can be improved af-
ter several iterations of the algorithm have been performed be-
cause values for descriptors and proxies are then known. There-
fore, instead of simply using a proportional scaling, the already
known descriptor-proxy pairs can be ﬁtted with a linear func-
tion and the new value of the descriptor can be calculated using
this function. This is especially helpful if friction is present be-
cause there will always be an oﬀset between the cutting force
and the amount of plastic work due to dissipation.
A second improvement has been made with respect to
the prediction of the material behaviour when parameters are
changed: A change in the ﬂow stress will also aﬀect the tem-
perature ﬁeld. If the process were adiabatic, this change could
be calculated directly from the ﬂow stress; however, at lower
cutting speeds this is not true. Therefore, in each ﬁnite element
simulation, an adiabaticity parameter is calculated at each time
step and each material point that is deﬁned as the ratio of the
actual temperature change to the change expected if the process
were adiabatic. This parameter is then used in re-calculating
the descriptors as in eq. (4).
3.4. Finding parameters from descriptors
As explained at the beginning of this section, the relation be-
tween material parameters and observable quantities in machin-
ing (proxies) cannot always be assumed to be unique. This may
cause problems in trying to identify material parameters from
the descriptors (i. e., solving eq. (4)) because inverse identiﬁca-
tion algorithms may get stuck in a local minimum of the ﬁtness
landscape.
To alleviate this problem, a rather complex method was used
to identify material parameters from descriptors by only chang-
ing some material parameters at any given time. The method
was again based on the understanding of how diﬀerent material
properties aﬀect the descriptors and proxies. For example, if the
cutting force is underestimated at low cutting speeds and over-
estimated at high cutting speeds (or vice versa) at the same rake
angle, it can be assumed that m or C need to be adapted because
Table 1. Lower and upper bounds for the material parameters.
Parameter Lower bound Upper bound
q [MPa] 0.00001 2000
n [-] 0.001 1.0
m [-] 0.1 1.5
α [-] 0.1 10
C [-] 0.005 0.1
both change the rate dependence of the force (the parameter C
directly, the parameter m because at higher speeds the process is
more adiabatic and thus thermal softening increases). Similarly,
the shear angle is mostly aﬀected by the hardening parameter n.
To ﬁnd parameters in the suboptimisation problem, a
Fletcher-Reeves conjugate gradient method and a Broyden-
Fletcher-Goldfarb-Shannon algorithm [4] were used in alter-
ation. If these methods did not lead to success, an evolutionary
method [12] was used.
Due to space restrictions and because this part of the algo-
rithm does not aﬀect the overall method (in principle, an ex-
haustive search of parameter space could be performed because
this part of the method does not involve performing ﬁnite ele-
ment simulations), details of the identiﬁcation algorithm are not
presented here.
3.5. Overview of the algorithm
In summary, the algorithm proceeds as follows:
1. Target values for the proxies (cutting force and shear an-
gles) are calculated using ﬁnite element simulations with
given target parameters.
2. Start with an initial guess for the material parameters.
3. Do machining simulations with the current set of material
parameters. Calculate proxies and descriptors. If conver-
gence is achieved (current proxies and target proxies are
suﬃciently close), stop.
4. Calculate new descriptor values either by simple scaling
as in eq. (3) (in the ﬁrst iterations) or by using a linear ﬁt
(see section 3.3).
5. Calculate the new material parameter set for the new de-
scriptors as explained in section 3.4. Go to step (3).
If any of the material parameters is calculated to be outside of
the bounds listed in table 1, it is set to the upper or lower limit-
ing value.
4. Results
The algorithm was tested not against experimental data, but
against target simulations with diﬀerent values of the material
parameters. This has the advantage of being able to check how
well material parameters have been identiﬁed and of avoiding
problems due to other parameters that are diﬃcult to ascertain
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experimentally (like the friction coeﬃcient). To test the algo-
rithm, three diﬀerent sets of target parameters with four diﬀer-
ent starting values (listed in table 2) were performed. Each sim-
ulation step consisted of three ﬁnite element simulations with
the following cutting conditions (i) speed vc = 33m/s, rake an-
gle 15◦, (ii) vc = 0,5m/s, rake angle 15◦, and (iii) vc = 33m/s,
rake angle −5◦. For each simulation, the mean cutting force
and the shear angle were calculated, resulting in six proxies
that could be used for the optimisation.
To determine the quality of a material parameter set, the root
mean square of the relative deviation between the current sim-
ulation and the target simulation was calculated. Convergence
was assumed to be reached when this value becomes smaller
than 3% because shear angle and cutting force [13] usually can-
not be measured to higher precision in practice.
As shown in table 2, 10 out of 12 calculations reached the set
error limit within less than 10 iterations and thus less than 10
sets of ﬁnite element simulations (each set consisting of three
simulations for the three cutting parameter sets). Compared
to gradient methods, where each iteration step requires N + 1
FE simulations or to evolutionary methods, where usually pop-
ulations consisting of several individuals evolve over dozens
of generations, this is a rather small number of iterations and
shows that the method is eﬃcient.
One simulation converged only after 18 iterations; another
one did not converge at all. In this latter simulation, all ma-
terial parameters were estimated in the ﬁrst step to lie outside
of the boundaries listed in table 1; since the ﬂow stress then
took on a value of only 0,000 01MPa, no meaningful results
for the cutting force were calculated that could serve as a basis
for further iterations. In practice, this problem could easily be
circumvented by using a diﬀerent set of starting values since
this seems to happen only rarely.
It should also be noted that although most runs reached the
desired accuracy of the proxies rather quickly, the simulation
frequently stalls after that and the error usually is not reduced
below 1–2%. There are two reasons for this: On the one hand,
the linear ﬁt used to calculate the new descriptor values can
never be perfect since diﬀerent variables are varied simultane-
ously. If a simple scaling method is used, this will usually lead
to better convergence once the solution is close to the target be-
cause it is equivalent to a quasi-Newton method [5]. On the
other hand, the non-uniqueness of the solution may play a role,
causing the algorithm to be stuck in a local minimum.
Although the error is small in almost all cases after less
than 10 iterations, the target parameters themselves have not
been identiﬁed to high precision. This is due to the non-
uniqueness already discussed in section 3. This can also be
seen in the fourth run, which reached an error of 0.70% af-
ter 10 iterations but with strongly diﬀering parameters, identi-
fying (261,4MPa, 0.581, 0.571, 0.888, 0.00789) for a target of
(200MPa, 0.5, 0.5, 1.5, 0.015). In general, the chip formation
process is not very sensitive to the initial yield stress, so that
the parameter α is diﬃcult to determine. Similarly, high speed
processes also lead to higher temperature, so that a correct si-
multaneous identiﬁcation of C and m is also problematic.
This problem, however, is not a problem of the identiﬁca-
tion algorithm itself, but rather of the general task of identi-
fying (Johnson-Cook) material parameters from machining ex-
periments alone. It could be alleviated if additional experimen-
tal observables are available, for example the temperature of
the chip, because this would allow to specify the amount of
thermal softening. (To add this observable to the algorithm, the
predicted temperature of the material points due to the deforma-
tion could be used as a descriptor.) However, since measuring
the chip temperature reliably requires a rather large experimen-
tal eﬀort.
On the other hand, the uniqueness problem may not be too
severe in practice. If material parameters are found that can
describe the material behaviour correctly for a wide range of
cutting conditions, the non-uniqueness of these parameters that
is basically due to a redundancy in the mathematical model in
the parameter range covered by the process does not aﬀect the
predictive value of the parameters.
5. Conclusion and Outlook
A new method to determine material parameters directly
from machining simulations was presented. The method re-
quires only the knowledge of easily measurable experimental
variables (cutting force and shear angle). It relies on physical
knowledge of a relation between observable quantities (prox-
ies) and parameters that can be used to describe the material
behaviour (descriptors). In most cases, the new method requires
only a small amount of ﬁnite element simulations to ﬁnd mate-
rial parameters that lead to good agreement of the observable
quantities with the target values.
In the future, the method will be applied to observables di-
rectly obtained from experiments instead of target simulations.
Furthermore, many materials form segmented chips, especially
at high cutting speeds. Segmented chips oﬀer additional proxies
(like the degree of segmentation), although it may be diﬃcult
to ﬁnd descriptors that can exploit detailed knowledge of these
proxies.
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