The detection of appropriate homogeneous regions is an important step in regional frequency analysis with the determination of homogeneity depending to a great extent on the type of method used in grouping. So, the study considers a genetic-algorithm-based clustering method to identify homogeneous precipitation regions for 39 gauge stations of the north-eastern region of India.
INTRODUCTION
Estimation of extreme rainfall events and their frequency of occurrence is a crucial requirement in the design and hydrological planning for many water resources projects. The estimation generally involves conducting a frequency analysis of the observed at-site data for the project site, followed by the fitting of a probability distribution. However, it has been found that the site of interest most often falls short in the desired length of records and becomes insufficient for the conducting of a reliable frequency analysis. Therefore, approaches like regionalization have been developed that can incorporate the information from nearby adjoining areas to provide reliable estimates of required extreme rainfall or flood events for the project site. This technique can also be extended to estimations for ungauged catchments or areas within a homogeneous region. Several methods of regionalization used in identification of homogeneous precipitation regions can be found from studies in the literature e.g. Bärring analysis is found to be more popularly used in the regionalization studies of homogeneous precipitation regions.
In recent decades, the extreme precipitation scenario in the north-eastern region of India has caused a lot of catastrophic damage and havoc and human misery to be experienced, necessitating the requirement for more updated and reliable information on extreme events. The observed precipitation is seen to change both in magnitude and frequency over space and time in the region with numerous casualties and cases of damage reported every year caused by heavy rainfall and flood events during pre-monsoon and monsoon periods. So, their accurate and more reliable estimation will be essentially helpful in disaster mitigation works in the region and hydrological design and planning of any water resources projects. Some notable works on the study of () studied rainfall frequency analysis of maximum rainfall for 12 rain gauge stations using L-moments (linear combinations of order statistics for parameter estimation) and LQmoments (quick estimators replacing expectation definitions in L-moments). Deka et al. () applied higher order L-moments (LH-moments) considering nine ground gauge stations in the region for the maximum daily annual rainfall events. Goyal & Gupta () formed homogeneous precipitation regions for the region using fuzzy c-means based on annual total precipitations of 68 station gauges. Other studies reporting on the scenario of maximum rainfall can be found in Mahanta et al. () . But, the rainfall estimation based on clustered homogeneous regions in the region is scarcely explored. Moreover, most of the studies have restricted to only a few stations except for Goyal & Gupta () . And to the best of our knowledge to date, there is no study available in the literature to apply the genetic algorithm in forming homogeneous precipitation station groups in the region. The main objectives of the paper, therefore, focus on (i) application of genetic-algorithm-based clustering and evaluation of performance using cluster validation measures, (ii) ranking of the clusters obtained involving the multi-criteria decision making (MCDM) technique to select appropriate homogeneous clusters using a heterogeneity test, and (iii) determining the best-fit regional probability distribution for the identified homogeneous regions. Table 1 .
Multi-criteria decision methods
Assessment of performance using the cluster validation measures and selection for best optimum clusters is decided using three MCDM methods, namely WASPAS, TOPSIS and VIKOR. Many MCDM techniques are available in the literature for choosing the number of clusters, but there is no particularly efficient technique. So, in the study all three MCDM techniques are chosen so that a more agreeable ranking can be decided in choosing the number of clusters. The study considers Shannon information entropy theory in determining the weights in all the three MCDM methods. The best ranked clusters given by the MCDM methods are then subjected to a heterogeneity test using L-moments theory to select the final homogeneous region.
L-moments and heterogeneity measure
L-moments (Hosking ; Hosking & Wallis ) are alternative ways of determining the parameters of a probability distribution from a data sample and are the modified forms of probability weighted moments (PWMs) as defined by Greenwood et al. () . A heterogeneity statistic, H was proposed by Hosking & Wallis () to identify the homogeneity in a group of regions based on a discordancy measure and L-moment statistics. For the heterogeneity test of a group, a four-parameter kappa distribution is fitted to the regional dataset generated from series of 500 equivalent region data using Monte-Carlo simulation. For each region, the regional L-moment ratios and V-statistic are computed and based on the vector of the V-statistic, mean (μ vi ) and standard deviation σ vi , and the heterogeneity measure can be calculated as: 
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are hilly in nature. The areas are poorly gauged and the availability of data especially in the Barak valley is sparse. Thirtynine rain gauge stations were selected from the two valleys with a study period covering years from 2001 to 2010. The annual daily maximum rainfall data were obtained from the Regional Meteorological Centre, Guwahati. Four attributes, namely longitude, latitude, altitude and average annual maximum daily precipitation, were selected as feature attributes for use in regionalization. The statistical summary of the considered attributes is presented in Table 2 .
RESULTS AND DISCUSSION

Identification of cluster groups using genetic algorithm
Choosing the minimum number of clusters as two and the maximum number of clusters as seven, a clustering study using the genetic algorithm was conducted. The upper bound of maximum clusters, i.e. seven, was fixed on the basis of the formula n 1/2 ¼ 7 (Urcid & Ritter ), where n is the number of rain gauge stations. The mutation rate was set at 0.01 to avoid dilution of the best results, the crossover percentage was found to be best at 0.8, and population was tried for 500 iterations. The data were normalized using the min-max normalization method before clustering. From the results in Table 3 , the Dunn and KL indices gave values in a decreasing trend with cluster 2 as the optimum cluster.
Of the other indices, Calinski-Harbasz showed a reverse increasing trend with cluster 6 having the maximum index value and cluster 5 as second best, while the Silhouette index was found varying with the optimum value at cluster 2. In case of the CS index, the best minimal values were observed for cluster 2 followed by cluster number 5. As the formed clustered regions are to be further checked for statistical homogeneity (Hosking & Wallis ) , the selection for optimum cluster will depend on the other ranked optimum values. The SD index gave an increasing trend with cluster number 2 having the minimum value. Overall, no single clusters with optimum value in all six validation measures were found. So, the judgement for choosing an optimum cluster based on the performance of any single type of chosen validation measure will be less reliable and incomplete. To decide on an optimum cluster, the problem is considered as a MCDM problem that will give the ranking for optimum clusters utilizing all the six validation measures.
Ranking of clusters using MCDM analysis
Three MCDM methods, namely TOPSIS, WASPAS and VIKOR, are considered for the purpose of ranking the clusters. And as the rankings provided by a single MCDM method may generally differ from those of another MCDM method, so only the best similarly matched rankings generated in all three MCDM methods are considered. Here for each MCDM method, cluster validation measures were taken as the criteria and the number of clusters as the were taken as cost criteria. All the MCDM methods were executed using the R software package 'MCDM' (Blanca & Ceballos ) . The results obtained in Table 4 show a similarity in rankings generated by all the three MCDM methods with the first rank for optimum cluster being 2, followed by cluster number 3 and cluster number 4. So, the first three best rankings obtained are chosen to be further subjected to heterogeneity analysis for homogeneous regions.
To compare the performance, k-means clustering was applied for the same range of clusters and is presented in Table 5 . Both Dunn and KL indices gave cluster 2 as the optimum cluster. The Silhouette index gave the optimum for cluster number 2 and the CH index gave cluster 6 as the optimum. The DB and CS indices showed a decreasing trend giving cluster number 7 as the optimum cluster. Table 6 produces the similarity in rankings generated for k-means in all three MCDM methods for all cluster numbers, suggesting cluster number 2 as the optimum choice. one region in genetic-algorithm-based clustering and two sub-regions in k-means. Also, the region III and IV values of k-means for H1 are 0.51 and 0.61 respectively, which is more than the value of 0.40 as generated by genetic-algorithm-based clustering. Thus, dividing the 32 stations into two further sub-regions increases the heterogeneity measure.
Region III in k-means has a larger H2 value compared with region III of genetic-algorithm-based clustering, indicating relatively more deviation between regional and at-site estimates. The H2 value of region IV of k-means is negative, indicating correlation between the frequency distribution of the sites. Thus, the comparative performances of heterogeneity measures of genetic-algorithm-based clustering to k-means clustering confirmed the former to be far superior.
Identification of regional distributions based on
L-moment ratio diagrams and goodness-of-fit statistics
The suitability of fitting of each of the distributions to each homogeneous region is assessed through L-moment ratio diagrams (Hosking & Wallis ) and goodness-of-fit measure, the Z-statistic (Hosking & Wallis (, ) ).
The Z-statistic for a distribution is accepted at a significance level of 10% and the best distribution is selected based on satisfying the condition, min Z Dist crit j1:64j. The results of the goodness-of-fit test for 500 simulations for the regions identified by the clustering algorithms are presented in Table 8 . The L-moment ratio diagrams of genetic-algorithm-based clustering for identifying regional frequency distributions are presented in Figure 1 . Five candidate distributions chosen for the study are Generalized Logistic (GLO), Generalized Extreme Value (GEV), General Normal (GNO), Pearson Type-III (PE3) and Generalized Pareto (GPA). In Table 8 , both genetic-algorithm-based clustering and k-means identified region A (Cherrapunjee and Mawsynram) as fitting the generalized logistic distribution.
And from Figure 1 of the L-moments ratio diagram, the regional weighted L-moments for region A are the GLO distribution. Region II consisting of Shillong, Kohima, Imphal and Aizawl was found to be close to GEV distribution in the moment ratio diagram and the results were also confirmed by the goodness-of-fit test for both the algorithms.
The rest of the stations that are lying in low-lying areas on the south bank of Brahmaputra valley and Barak valley are found to have Pearson Type-III distribution by geneticalgorithm-based clustering, and GLO and PE3 distributions by k-means clustering. Figure 2 shows the distribution of the homogeneous stations identified by genetic-algorithm-based clustering. Genetic algorithm A GLO(0.02), GEV(À0.36), GNO(À0.38), PE3(À0.48), GPA(À1.17) 0.02 GLO B
GLO(0.39), GEV(À0.12), GNO(À0.15), PE3(À0.28), GPA(À1.22) 0.12 GEV C GEV(0.91), GNO(0.94), PE3(0.67) 0.67 PE3 k-means A GLO(0.02), GEV(À0.36), GNO(À0.38), PE3(À0.48), GPA(À1.17) 0.02 GLO B
GLO(0.39), GEV(À0.12), GNO(À0.15), PE3(À0.28), GPA(À1.22) 0.12 GEV C GLO(0.19), GEV(À0.70), GNO(À0.66), PE3(À0.76) 0.19 GLO D GEV(1.32), GNO(1.25), PE3(0.92) 0.92 PE3 Figure 1 | L-moments ratio diagram of regions generated by the genetic algorithm method.
