This paper describes how complementary techniques can be employed to align multiword expressions in a parallel corpus or bitext. The bitext used for experimentation has two main features: (i) it contains bilingual documents from a dedicated domain of legal and administrative publications rich in specialized jargon; (ii) it involves two languages, Spanish and Basque, which are typologically very distinct (both lexically and morpho-syntactically). The former feature provides a good basis for testing techniques of collocation detection. The latter presents quite a challange to a number of reported algorithms, in particular to the alignment of sentence internal segments.
Tagged bitexts as large language resources
Much literature has been produced in the area of sentence alignment of parallel biligual corpora or bitexts. Fewer references concern the alignment of intra-sentential segments such as word or multiword collocations (Eijk 93), (Kupiek 93), (Dagan & Church 94) , and (Smadja et al. 96) . The difficulty of aligning bitexts depends of a number of factors such as the quality of the bitext (whether is truely parallel or not), the proximity between the languages (either structurally, morpho-syntactically or alphabetically), the additional coded information that bitexts may have (richer or poorer markup), among others.
While stuying bitext alignment techniques it was decided that an optimal approach was to tag the corpus. Descriptive annotations can account for linguistic information at all levels, from discourse structure to phonetic features, as well as semantics, syntax and morphology. The process of annotating the corpus in this manner is very labour intensive, even when largely automated, however it produces rewarding results. Thoroughly tagged bitexts become rich and productive language resources (Abaitua et al. 98) . SGML based TEI conformant mark-up (Ide & Veronis 95) has been the adopted markup option and it was discussed in (Martinez et al. 97) .
Continuing with the work of (Martinez et al. 98) , where sentence alignment based on rich mark-up was described, we present here two further achievements. Section 2 shows how proper names have been aligned, and Section 3 presents the techniques employed in attempting the aligning of multiword collocations. Results are evaluated in Section 4 and Section 5 offers some discussion.
Proper name alignment

Proper name tagging
The module for the recognition of proper names relies on patterns of typography (capitalisation and punctuation) and on contextual information. It also makes use of lists with most common person, organisation, law, publication and place names. The tagger annotates a multiword chain as a proper name <rs> when each word in the chain is uppercase initial. A closed list of functional words (prepositions, conjunctions, determiners, etc. ) is allowed to appear inside the proper name chain, see examples in Table 1 . A collection of heuristics discard uppercase initial words in sentence initial position or in other exceptional cases.
Just After proper names have been successfully identified (Table 2) , the next step is their alignment. Two types of alignment can take place:
• 1 to 1 alignment: one to one correspondence between fixed names in the source and target documents.
• 1 to N alignment: one to none or more than one correspondences between fixed names in the source language and flexible names in the target language.
Alignment has been achieved by resorting to:
1. Proper name categorization, as shown in First level of similatity:
Second level of similatity: Number of cognate tokens is 2, then: DC = ~,,2 =0.66
Figure 2: Example of similarity calculation between two proper name 2.4 Algorithm for proper name alignment After similarity metrics have been set between candidate proper names, the alignment algo-Spanish sentence:
Basque Sentence: <s id=sESdocl2-2 > Segundo: Notificar la <s icl=sEUdocl2-3 > Bigarrena: Honako presente <rs type=law> Orden Foral </rs> erabakia <rs type=organisation > Baral <rs type=organisation > Ayuntamiento rikako Udalari </rs> jakinerazi eta <rs de Barrika </rs>, publicarla en el <rs typefpublication > Bizkaiko Aldizkari type=publication >Bolet{n Oficial de Bizkaia Ofizialean </rs> argitaratzea eta <rs type=law </rs> y proceder a la autentificacidn del <rs >Plan Partziala </rs> aurkeztua izan den eran id= type=law > Plan Parcial </seg> tal como kautotzea. </s> ha sido presentado. </s> Figure 1 : Example of non-literal translation rithm can be applied. The alignment algorithm has been borrowed from (Martinez et al. 98 ) with minor differences.
• The first difference is the criteria by means of which the similarity amongst alignable candidates is determined. While sentences are aligned on the basis of the similarity of the annotations they contain, proper names are aligned on the basis of their belonging to the same category as well as by matching cognate tokens.
• The second difference is the relevance of the order of alignable elements in the bitext. While in sentence alignment there are constraints regarding ordering and grouping to reduce the number of cases to be evaluated, in the aligning of proper names constraints cannot be applied because ordering is not predictable.
Due to non-literal translations, 12% of the identified proper names have no exact counterpart in the other language (see Figure 1) . In this case, the Basque sentence does not have the proper name of the law Orden Foral but the anaphoric nominal honako erabakia, 'this resolution'. In the corpus, there are 6% more proper name in the Spanish side of the bitext than in the Basque side. Table 3 shows the accuracy of this alignment strategy. Proper names with no counterpart have not been considered. Figure 3 illustrates an instance of how aligned proper names are tagged in the bitext. We also employ techniques (ii) and (iii), but we introduce three additional resources: A bilingual glossary, a bilingual contrastive grammar, as well as the structural markup which alredy exists in the bitext. In addition, we also consider verb prases.
The approach discribed below illustrates work in progress on how we try to optimize the alignment process by combining those techniques. Collocations are aligned in six steps. The first three steps are meant to detect candidate collocations in both languages. The last three axe directly involved in the alignment.
. Word cooccurrence frequency: Due to the specialized nature of the bitext, any word cooccurrence that superates a given threshold is considered to be a collocation candidate. This threshold depends on the size of the corpus, but even a low figure as 2 can be considered significative enough. A tool for word cooccurrence detection has been implemented. This tool is sensitive to SGML tags and it uses a window of maximum ten words. From a subcorpus of 150,000 words, with a threshold of 3 and a windows size of 7, 2,095 candidate colloca- Table 4 ).
4. Bilingual glossary lookup: This is a very useful resource containing over 15,000 aligned entries. The glossary was developed by the same translators that were in charge of the corpus we are working with. Yet, the glossary, although it is available on-line, translators have not applied it systematically and frequent divergences arise (compare Figure 4 with Figure 6 ).
Search within aligned sentences:
Aligned senteces delimit the search space thereby reducing the complexity of the alignment.
6. Human validation: The final step involves human intervention, so that detected collocations can be validated and thus incorporated into the glossary. The posibility of enriching the glossary with contextual information has not yet been implemented, but holds great potentiallity ( <doctype>, <div>, <p> and <s> tags could be used to locate collocations in context and index them through their correspondig id tag attributes).
4 Evaluation Scores of proper name alignment are shown in Table 3 and are very satisfactory. With regards to collocations, we expected that those candidate collocations found in the bilingual glossary would show high alignment scores, which has 
Discussion
We have not yet calculated how many detected collocations are included in the glossary, although it has become clear that a high proportion of these detected collocations have not been considered by the translators who created the dictionary. These tend to include only collocations which have a clear terminological appearance. It is hard to discriminate between general language collocations and domain specific terminology and this discussion is beyond the scope of this paper.
The correspondence table with Spanish and Basque grammatical patterns is at present problematic. This is due to the lack of morphological information in the output of the Basque lemmatizer. Basque is an aglutinative language which has postpositions and other functional elements added as suffixes. The information such suffixes provide is not shown by the lemmatizer and this inevitably hinders the efficiency of the correspondence table. However we are confident that future versions of both the Basque and Spanish lemmatizers will become closer because they are currently developed within the same project team. When their output becomes more homogeneous, the efficiency of the correspondence table will be greately increased.
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Spanish Sentence: <p> <s> Contra dicha <rs type---'law id=LES546 corresp=LEU540>
Orden Foral </rs>, que agotala <'eerm idfXl correspfXl> via aclminlstrativa </term> <texan idfX2 correspfX3> podr& interponerse </term> <germ id=X3 corresp=X2>recl~rso eonteneioso-administrativo </term> ante la <rs type=organization id=OF2;867 corresp=0EU856> Sala de lo ContenciosoAdminiatrativo del Tribunal Superior de Justicia del Pa(s Vasco </rs>, en el plazo de dos m~es, e~tado desde el dia siguiente a esta notificaci6n, sin-perjuicio de la utilizaci6n de otros <term id=X4 correspfX4>medios de defensa </term> que estime oportunos. </s> </p> Basque Sentence: <p> <s> <rs typeflaw id=LEU540 corresp=LES546> Foru Agindu </rs> horrek amaiera eman clio <term idfXl corresp=Xl> administrazio bideari </term>; eta beraren aurka <1;erm id=X2 correnp=X3> administrazioarekiko auzibide-errekurtsoa </term> <term idfX3 corresp=X2>jarri ahal izango zaio </term> <rs type=law id=OEU856 corresp=OES867> Euskal Herriko Justizi Auzitegi Nagusiko Administrazioarekiko Auzibideetarako Salari </rs>, bi hilabeteko epean; jakinarazpen hau egiten den egunaren biharamunetik zenbatuko da epe hori; hala eta guztiz ere, egokiesten diren beste <term idfX4 eorresp=X4> defentsabideak </term> ere erabil litezke. </s> </p> que que B3323 PR3CN000 agora agotar 6202030 VMIP3S0 la la 810 TDFS0 via via 010 NCFS000 administrativa admiuistrativo 110 AQOFS00 podrd poder 6202330 VMIF3S0 interponerse interponer 6223503 VMN0000 recurso recurso 000 NCMS000 eontencioso-adminiatrativo contencioso-admiaistrativo NOMASK AQ00000 ante ante A1 SPS00 la la 810 TDFS0
... sin-perjnicio.de sin-perjuicio-de A1 SPS00 /a la 810 TDFS0 utilizacidn utilizaci6n 010 NCFS000 de de A1 SPS00 otros otto 3012 DI3MP00 medios medio 001 NCMP000 de de A1 SPS00 defensa defensa 010 NCFS000 que que B3323 PR3CN000 e~time estimar 6202032 VMMP3S0 oportunos oportuno 101 AQOMP00 
