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Abstract
In this paper, the problem of disambiguat-
ing a target word for Polish is approached by
searching for related words with known mean-
ing. These relatives are used to build a training
corpus from unannotated text. This technique
is improved by proposing new rich sources of
replacements that substitute the traditional re-
quirement of monosemy with heuristics based
on wordnet relations. The naïve Bayesian
classifier has been modified to account for an
unknown distribution of senses. A corpus of
600 million web documents (594 billion to-
kens), gathered by the NEKST search engine
allows us to assess the relationship between
training set size and disambiguation accuracy.
The classifier is evaluated using both a word-
net baseline and a corpus with 17,314 man-
ually annotated occurrences of 54 ambiguous
words.
1 Introduction
The focus of the word sense disambiguation (WSD)
task is polysemy, i.e. words having several substan-
tially different meanings. Two common examples
are bank (riverside or financial institution) and bass
(fish or musical instrument), but usually the mean-
ings of a word are closely related, e.g. class may
refer to: (a) a group of students, (b) the period when
they meet to study or (c) a room where such meet-
ings occur. Readers deal with this problem by using
a word’s context and in WSD we aim at doing it au-
tomatically.
The most effective solution, called supervised
WSD, is to use a large number of sense-annotated
occurrences of the target word to build a machine
learning model to label test cases. However, this
approach suffers from a knowledge acquisition bot-
tleneck. The annotation of a separate training cor-
pus for every target word demands a considerable
amount of human labour. Therefore, this approach is
unusable in applications that require WSD across a
wide vocabulary, such as open-domain question an-
swering (Przybyła, 2015).
The method of monosemous relatives, which is
the focus of this work, bypasses the bottleneck by
gathering occurences of words related to the target
word, but free from ambiguity, and treating them
as training cases of the respective senses. Human
labour is eliminated at the expense of accuracy,
as the context of each relative only approximately
matches the context of the target word sense.
Monosemous relatives have been employed mul-
tiple times (see Section 2), but results remain un-
satisfactory. The aim of my study is to explore
the limitations of this technique by implementing
and evaluating such a tool for Polish. Firstly, the
method is expanded by waiving the requirement of
monosemy and proposing several new sources of
relatives. These previously unexplored sources are
based on wordnet data and help gather many train-
ing cases from the corpus. Secondly, a well-known
problem of uneven yet unknown distribution of word
senses is alleviated by modifying a naïve Bayesian
classifier. Thanks to this correction, the classifier
is no longer biased towards senses that have more
training data. Finally, a very large corpus (600 mil-
lion documents), gathered from the web by a Pol-
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ish search engine NEKST1, is used to build models
based on training corpora of different sizes. Those
experiments show what amount of data is sufficient
for such a task. The proposed solution is compared
to baselines that use wordnet structure only, with no
training corpora.
This paper is organised as follows. The next sec-
tion reviews the previous research in the area, focus-
ing on unsupervised WSD using monosemous rela-
tives. Section 3 outlines the proposed solution by de-
scribing the new sources of relatives, the employed
corpus, the features extracted from context and the
modified Bayesian classifier. Section 4 describes the
evaluation data and process, while section 5 quotes
the results. Section 6 is devoted to discussing the
outcomes and section 7 concludes the paper.
2 Related work
The problem of WSD has received a lot of atten-
tion since the beginning of natural language pro-
cessing research. WSD is typically expected to im-
prove the results of real-world applications: origi-
nally machine translation and recently information
retrieval and extraction, especially question answer-
ing (Przybyła, 2015). Like many other areas, WSD
has greatly benefited from publicly available test sets
and competitions. Two notable corpora are: 1) Sem-
Cor (Miller et al., 1993), built by labelling a sub-
set of Brown corpus with Princeton WordNet synsets
and 2) the public evaluations of Senseval workshops
(Snyder and Palmer, 2004; Mihalcea et al., 2004).
There are a variety of approaches to solve the
WSD problem, which can be grouped based upon
how they use their data – see reviews (Navigli, 2009;
Vidhu Bhala and Abirami, 2012). In supervised so-
lutions a large sense-tagged corpus is available for
training. This approach has been applied to the the
test set used in the current study, resulting in an ac-
curacy value of 91.5% (Przepiórkowski et al., 2012).
Although this technique undoubtedly yields the best
results, we would need an immense amount of hu-
man labour to build a training corpus of sufficient
size for disambiguating all words. This does not
seem possible, especially in the case of languages,
such as Polish, which receive less attention than En-
glish.
1http://www.nekst.pl/
In the minimally supervised approach (Yarowsky,
1995), a small set of initial training examples, ob-
tained by a heuristic or hand-tagging, is used to label
new occurrences. They in turn serve as a training set
for next iteration, and so on. This bootstrapping pro-
cedure requires very little manual tagging but needs
to be carefully implemented to avoid loosing accu-
racy in further steps.
Unsupervised methods use no previously labelled
examples. Instead an external knowledge source
is employed, e.g. a machine-readable dictionary
or wordnet. In the simplest unsupervised solution,
called the Lesk algorithm (Lesk, 1986), meanings of
consecutive ambiguous words are selected by find-
ing those senses whose definitions overlap the most.
If lack of definitions make the Lesk algorithm in-
feasible, we can exploit relations between words.
This study focuses on monosemous relatives, i.e.
words or collocations, selected using wordnet, be-
ing related to a disambiguation target, but free of
ambiguity. One can easily find occurrences of such
relatives in an unannotated text and treat them as
training examples for the target ambiguous word.
The method has been successfully applied in an En-
glish WSD task (Leacock et al., 1998), but still
many problems remain. One of them is choice of
relatives – in fact, even synonyms differ in mean-
ing and usage contexts; and they are not avail-
able for many words. That is why also hyper-
nyms and hyponyms, especially multi-word expres-
sions containing the target word, are taken into ac-
count. Some researchers also include siblings (i.e.
words with a common hypernym with the target) and
antonyms, but their influence is not always benefi-
ciary (Seo et al., 2004). Other interesting sources of
monosemous relatives are parts of definition (Mihal-
cea and Moldovan, 1999), named entities (Mihalcea
and Moldovan, 2000), indirect hyponyms and hyper-
nyms, and finally meronyms and holonyms (Seo et
al., 2004).
The majority of classification techniques are built
on an assumption that the training data approxi-
mately reflects the true distribution of the target
classes. However, that is not the case when using
monosemous relatives. The number of their occur-
rences seldom agrees with the probabilities of cor-
responding word senses. Quite often it actually is
the opposite: obvious and frequent meanings have
very few relatives and vice versa. Some researchers
simply copy the a priori probabilities from test data
(Leacock et al., 1998), others employ heuristics, but
they are easily beaten by statistics taken from a real
annotated corpus, even different than test set (Agirre
and Martinez, 2004).
Preparing a corpus for finding relatives poses a
challenge as well. It should contain a lot of text,
as many monosemous words are scarce. Some re-
searchers use snippets retrieved from search engines,
i.e. AltaVista (Mihalcea and Moldovan, 1999) or
Google (Agirre and Martinez, 2004). One can also
extend a search query by including the context of
the disambiguated word (Martinez et al., 2006), but
it requires using as many queries as test cases.
Finally, the usage of monosemous relatives has
more applications than classical WSD. One can
use them to generate topical signatures for con-
cepts (Agirre et al., 2001), automatically build large
sense-tagged corpora (Mihalcea, 2002) and evaluate
the quality of wordnet-related semantic resources
(Cuadros and Rigau, 2006).
3 Method
The algorithm works as follows. First, a set of rela-
tives is obtained for each sense of a target word us-
ing the Polish wordnet: plWordNet (Maziarz et al.,
2012). Some of the replacements may have mul-
tiple senses, however usually one of them covers
most cases. Secondly, a set of context features is ex-
tracted from occurrences of relatives in the NEKST
corpus. Finally, the aggregated feature values cor-
responding to target word senses are used to build
a naïve Bayesian classifier adjusted to a situation of
unknown a priori probabilities.
3.1 Relatives
In order to obtain training cases from unannotated
corpora, we aim to select relatives2 which are se-
mantically similar to a given sense of a target word.
An example of this process, concerning the word
je˛zyk (tongue) in one of its meanings (human or
animal organ) is shown in Figure 1. This study
takes into account only synonyms, hypernyms and
hyponyms, as other options (siblings, antonyms,
2The notion of relative covers both individual words and
multi-word nominal expressions.
Figure 1: A part of plWordNet network used to extract
replacements for the word je˛zyk in its 6th sense, meaning
tongue (animal or human organ). The resulting replace-
ments are underlined.
higher-order relatives) have previously given unsat-
isfactory results (Seo et al., 2004). Instead, another
problem deserves more attention: how do we select
those occurrences of a polysemous relative that cor-
respond to a target word sense? So far, the problem
has been circumvented by including only monose-
mous relatives (narza˛d and je˛zor in the example),
which greatly decreases their availability. Instead,
we employ those relatives, whose first meaning is
related to the considered sense (artykulator in the
example). The intuition is that plWordNet usually
mentions the most frequent meaning as the first.
We also exploit plWordNet relations called de-
terminer, which links nominals with adjectives that
are frequently used to describe them. For example,
consider a word organ (Eng. organ). An adjective
natleniony (oxygenated) is a determiner of one of
the meanings of organ, i.e. part of body, but not
the others, i.e. part of an institution. Therefore,
the included relatives consist of a polysemous re-
lated word, including the target word itself, and a
determiner associated with a meaning (wydolny or-
gan and natleniony organ in the example). This pro-
cedure is performed only in the case of relatives that
weren’t included so far, i.e. with a sense number
higher than 1.
Finally, we also make use of a well-known princi-
ple called one word per discourse (Gale et al., 1992),
which states that a polysemous word is very unlikely
to take different meanings in a single document. In
this study, the principle is employed in the following
way: if in a single document there appear only rel-
atives corresponding to a single target word sense,
then all occurrences of the target word in this doc-
ument are also treated as training examples for this
meaning.
One can easily see that these assumptions are false
in many cases, which may introduce noise and dete-
riorate a resulting model. Thus, the presented solu-
tions undergo experimental validation using the fol-
lowing sets of relatives:
1. Monosemous children – monosemous direct
hyponyms.
2. Monosemous relatives – monosemous syn-
onyms, direct hyponyms and direct hypernyms.
3. First relatives – words in the first meaning
belonging to synsets of synonyms, direct hy-
ponyms or direct hypernyms.
4. Word determiners – collocations made of two
words in any order: the target word and a de-
terminer associated with a given meaning.
5. All determiners – collocations made of two
words in any order: a polysemous relative and
a determiner associated with the appropriate
meaning.
6. Other words – occurrences of the target am-
biguous word in a document that contains other
relatives corresponding to exactly one of the
meanings.
Table 2 shows how many relatives have been ob-
tained for each category, as well as the number of
occurrences in the corpus of 6 million documents
(see next section).
3.2 Corpus
As some of the relatives may be very rare, it is im-
portant to use a training corpus of significant size.
In this case, we used 600 million webpages (594
billion tokens) indexed by a Polish search engine
NEKST, developed at the Institute of Computer Sci-
ence, Polish Academy of Sciences. Training sub-
corpora were selected with size varying from 19,000
to 60 million documents. Instead of using snippets
returned by a search interface, we use whole tex-
tual contents (with morphosyntactic annotation) of
each document, taken from NEKST distributed in-
frastructure.
Unfortunately, a lot of text on web pages is not
suitable for training a WSD classifier, for example
elements of page structure or parts unrecognised by
a tagger. Thus, each sentence has to satisfy the fol-
lowing requirements to qualify for training:
• be at least 150-character long.
• contain at least five words.
• contain at least four different parts of speech
(including punctuation).
These criteria help to filter out most of the web con-
tent of unsatisfactory quality.
3.3 Features
Context features extracted for classification are very
similar to those that have proven successful in su-
pervised WSD, including experiments on the same
evaluation set (Młodzki et al., 2012):
• words present at certain positions in a neigh-
bourhood of a target word:
– lemmas at positions: -2, -1, 1, 2 (denoted
by Lp),
– morphosyntactic interpretations (se-
quences of tags3) at positions: -1, 1
(denoted by I) and 0 (denoted by I0),
• lemmas present in the sentence (denoted by L).
Note that the morphosyntactic interpretations are as-
signed to single words only, therefore in case of
multi-word relatives I0 is not available. Also, a gen-
der tag is removed from I0.
3Nominal inflection in Slavonic languages, such as Polish, is
richer than in English; therefore a sequence of tags is necessary
to describe the morphosyntactic interpretation of a single word.
3.4 Classification
After gathering the values of features from occur-
rences of relatives, a naïve Bayesian classification
model is built. However, as many researchers in the
field have noticed (Agirre and Martinez, 2004; Lea-
cock et al., 1998; Mihalcea and Moldovan, 1999),
there is a major drawback of using relatives instead
of a target word: the number of occurrences of rela-
tives is usually not proportional to the frequency of
the target word sense. To bypass this problem, we
modify the Bayesian model in this study. The basic
classifier chooses the class that maximises the fol-
lowing probability:
P (Y |X) ∝ P (Y )
p∏
i=1
P (Xi|Y )
In the case of binary features, which represent the
occurrence of a certain word in context, we have
xi ∈ {0, 1} and:
P (Y |X = x) ∝
P (Y )
p∏
i=1
[
P (Xi = 1|Y )xiP (Xi = 0|Y )(1−xi)
]
Which could be rewritten as:
P (Y |X = x) ∝
P (Y )
p∏
i=1
P (Xi = 0|Y )︸ ︷︷ ︸
A(Y )
×
∏
i :xi=1
P (Xi = 1|Y )
P (Xi = 0|Y )︸ ︷︷ ︸
B(Y,x)
The expression has been formulated as a product
of two factors: A(Y ), independent from observed
features and corresponding to empty word context,
and B(Y,x) that depends on observed context. To
weaken the influence of improper distribution of
training cases, we omit A(Y ), so that when no con-
text features are observed, every word sense is con-
sidered equally probable.
Thus, for the given context features x, sense y∗ is
selected when:
y∗ = argmax
y
∏
i :xi=1
P (Xi = 1|Y = y)
P (Xi = 0|Y = y)
The table with final results (4) contains accuracies of
both original and modified versions of the classifier.
4 Evaluation
For experiments and evaluation a sub-corpus of the
National Corpus of Polish, NCP (Przepiórkowski
et al., 2012) was employed. The manually anno-
tated sub-corpus contains sense labels of 106 differ-
ent words: 50 nouns, 48 verbs and 8 adjectives. As
verbs have much poorer connectivity in plWordNet,
they have been ignored within this study.
The senses used for annotation are coarse-grained
– with one sense covering a range of related usages.
Each word has between two and four senses. To em-
ploy the method described in previous section, the
NCP senses have been manually mapped to fine-
grained plWordNet synsets. As NCP senses have
been created independently from wordnet senses, a
substantial part of the latter remain uncovered by the
former. However, we only found four cases where
an NCP sense has no counterpart in wordnet; those
words are excluded from the test set.
In total, the test set includes 17,314 occurrences
of 54 ambiguous words, having two to four coarse-
grained meanings. Table 3 contains a detailed sum-
mary.
The algorithm works using plWordNet synsets
and its output is mapped to NCP meaning to mea-
sure its quality. Accuracy measures what percentage
of the programme’s guesses agree with manually as-
signed senses. To assess the general performance of
a particular configuration, the accuracy has been av-
eraged over all target words.
To properly judge the results, we need to start
with the baselines. Without knowing the distribu-
tion of senses, three basic possibilities seem rea-
sonable: we can either 1) select a meaning ran-
domly, 2) base on the sense numbering in NCP or
3) use plWordNet in the same way. To have a bet-
ter comparison with ontology-based methods, the re-
sults also include a word similarity baseline config-
uration, which selects the sense with the strongest
similarity to any of the words in context (sentence).
For that purpose the Leacock&Chodorow similarity
measure (implemented using all relations between
synsets in plWordNet) is employed, as it has been
previously used in WSD (Leacock and Chodorow,
1998) and also correlates well with human judge-
ment of similarity (Budanitsky and Hirst, 2006).
The baseline results, shown in Table 4, support the
Feature set Mean accuracy
I0 69.32%
I 69.42%
L 75.69%
Lp 74.16%
L, Lp 77.45%
L, Lp, I 77.96%
L, Lp, I , I0 77.66%
Table 1: Mean accuracy of the disambiguation algorithm
with respect to the features involved in the classification
(I0 – interpretation of a disambiguated word, I – inter-
pretations of neighbouring words, Lp – lemmas of neigh-
bouring words, L – lemmas present in the whole sen-
tence).
claim of intentional sense ordering in plWordNet.
5 Results
The goal of the first experiment was to select an op-
timal feature set for this task. Several models with a
common basic configuration, i.e. using all possible
relatives and 6 million documents, have been built
with different feature sets and evaluated. The results
are shown in Table 1. As we can see, the lexical fea-
tures give us more predictive power than morpholog-
ical interpretations. The best solution, incorporated
into the basic configuration for further experiments,
includes all features except these based on the inter-
pretation of the word in focus.
Secondly, it is necessary to evaluate different
types of replacements, outlined in section 3.1. Table
2 contains the average number of possible replace-
ments per target word, the number of occurrences in
the six-million corpus and the average classification
accuracy. As we can see, the number of replace-
ments rises after adding subsequent sources, but
the largest increase is caused by including polyse-
mous relatives with determiners. On the other hand,
these compound relatives rarely appear in the cor-
pus (13,126 occurences), whereas employing poly-
semous words in the first sense results in 1,525,739
new training cases and a substantial growth of accu-
racy. What is more, although the profits from these
sources of relatives differ, none of them decreases
the accuracy.
The availability of the corpus containing 600 mil-
lion documents helps to answer the question of suffi-
cient corpus size for such task. Figure 2 shows mean
classification accuracy for models built using dif-
ferent training corpora, which have been created by
randomly selecting a subset of the original document
set. The considered sizes are between 19,000 and
60,000,0004. Additionally, a different type of cor-
pora has been created by using only documents from
the Polish Wikipedia (sizes 11,000 – 1,098,000). We
see that after a certain point adding in new data does
not improve the accuracy. Surprisingly, the subcor-
pora of Wikipedia yield worse results than those of
unlimited origin.
Table 3 shows the accuracy of disambiguation in
the configuration outlined above with respect to the
target word. The easiest words have meanings corre-
sponding to distinct physical objects, e.g. in Polish
piłka (100% accuracy) may mean a ball or a small
saw. The hardest cases are those with many abstract
and fuzzy meanings, e.g. in Polish klasa has four
meanings related to English class: (1) group of sim-
ilar objects, (2) level of quality, (3) group of pupils
or (4) classroom. The meaning (1) could be hard to
distinguish from (2) even for a human, whereas (3)
and (4) may appear in very similar contexts.
Finally, Table 4 contains the mean accuracy of the
basic configuration of the classifier described in this
work (with and without modifications to Bayesian
model). It is compared to the four previously men-
tioned baselines.
6 Discussion
Although many different configurations have been
tested in this study, all of them remain below the ac-
curacy level of 80%, approximately equal to average
share of dominating senses in this dataset. This is
obviously unsatisfactory and demands explanation.
First of all, the new sources of replacements pro-
posed in this work indeed seem to improve the
models from 70.86% (only traditional monosemous
relatives) to 77.96% (all proposed relatives). The
biggest gain is obtained by including the polyse-
mous relatives taking into account only their first
meaning. This technique relies on two assumptions:
a strong domination of one of the senses and that
4The whole corpus hasn’t been tested because of insufficient
computational resources.
Type of replacements Replacements Occurrences in corpus Mean accuracy
Monosemous children 25.48 383,498 63.31%
+ Monosemous relatives 30.09 769,947 70.86%
+ First relatives 44.89 2,295,686 77.35%
+ Word determiners 51.26 2,296,514 77.72%
+ All determiners 102.04 2,309,640 77.64%
+ Other words 103.04 2,473,255 77.96%
Table 2: Strategies for generating replacements, each built by adding new elements to the previous step, with the
resulting number of replacements (average per word), their occurrences in the corpus (total) and the mean accuracy of
disambiguation.
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Figure 2: Mean disambiguation accuracy of models built using corpora of different sizes, created by random selection
from 600 million web documents from NEKST search engine: unrestricted or only from the Polish Wikipedia. The
best of the baselines, which uses wordnet-based word similarity is also shown.
Word Meanings Test cases Accuracy
sztuka 3 232 73.27%
sprawa 2 1499 64.17%
raz 3 1358 91.60%
pan´stwo 2 714 85.29%
strona 3 760 53.94%
rada 3 561 92.15%
stan 4 480 83.95%
rza˛d 2 570 58.94%
punkt 4 268 56.71%
izba 2 177 53.67%
uwaga 2 386 82.38%
program 3 518 70.65%
waz˙ny 2 488 97.33%
akcja 2 368 73.09%
zasada 2 350 72.00%
działanie 2 265 98.11%
mina 2 41 90.24%
okres 2 375 99.20%
rynek 2 266 92.10%
podstawa 2 279 78.13%
zakład 2 326 80.36%
członek 3 367 92.91%
ziemia 3 312 65.70%
prosty 2 516 94.96%
piłka 2 78 100%
bliski 2 279 69.17%
kultura 2 276 99.63%
stanowisko 2 312 68.58%
powód 2 322 97.82%
góra 4 243 58.02%
wiek 2 324 79.93%
forma 3 255 64.70%
je˛zyk 2 258 91.08%
wolny 3 168 52.97%
wysokos´c´ 2 205 99.02%
letni 2 50 82.00%
klasa 4 197 34.01%
zawód 2 86 84.88%
stosunek 3 186 60.75%
rola 3 249 98.39%
skład 2 135 85.18%
pole 3 119 68.90%
stopien´ 3 207 74.39%
wpływ 2 228 33.77%
pokój 2 253 43.47%
oddział 2 197 83.24%
drogi 2 130 83.84%
ciało 3 256 76.17%
kolej 2 125 77.60%
s´wiatło 2 166 97.59%
pozycja 3 105 76.19%
pismo 2 173 79.19%
pozostały 3 131 97.70%
dos´wiadczenie 2 125 90.40%
average 2.44 320.63 77.96%
Table 3: Polysemous words used for evaluation with their
number of meanings, test cases and obtained disambigua-
tion accuracy in basic configuration.
Configuration Mean accuracy
random baseline 43.21%
first NCP sense baseline 58.36%
first plWordNet sense baseline 64.73%
word similarity baseline 65.81%
classifier (Bayesian) 76.89%
classifier (modified) 77.95%
Table 4: Accuracy of four baseline configurations (se-
lecting senses randomly, basing on sense order in the Na-
tional Corpus of Polish or the Polish wordnet, and choos-
ing the sense which is the most similar to context accord-
ing to Leacock&Chodorow measure) and two versions of
the classifier proposed in this work (based on the tradi-
tional naïve Bayesian model or modified as in section
3.4).
sense being listed first in plWordNet. While the for-
mer is almost always true, if the second assump-
tion is false then the created model are adversely af-
fected. In the case of two target words the senses, the
first sense in each case (stopien´ as a musical concept
and forma as a synonym of polynomial) was so pe-
culiar that they were unknown to the author of this
study and couldn’t be assigned to any of the coarse-
grained NCP senses. Clearly, not only the method of
unsupervised WSD using relatives, but also other so-
lutions related to polysemy would definitely benefit
from a reliable ordering of senses in wordnets, espe-
cially as increasingly uncommon senses are added
to them with time. It is however not clear how such
knowledge could be obtained without solving the
WSD task first. What is more, sense distributions
obviously change with genre, time, author, etc.
When it comes to feature selection, the most un-
expected phenomenon observed in this study is low
usefulness of the interpretation-based features. Ac-
cording to Table 1, adding interpretations of neigh-
bouring words (I) yields very little improvement,
while this type of information regarding replace-
ments (I0) even lowers the accuracy. This result
could be attributed to two factors. Firstly, more de-
veloped replacement generation results in more oc-
currences, but also causes their tags to differ from
the target word by gender or number. They may even
not be available at all (in the case of multi-word re-
placements). The second reason is a difference in
language: while in English a word interpretation is
represented as one of several dozen part of speech
identifiers, in Slavonic languages, such as Polish, we
need to specify the values of several tags for each
word, leading to thousands of possible interpreta-
tions. Obviously, the features based on these tags
are very sparse. Finally, the morphosyntactic anno-
tation was performed automatically, which may lead
to errors, especially in the case of noisy web text.
One of the purposes of this study was to check
the necessary amount of training data for such a so-
lution by employing a very large collection from the
NEKST search engine. The need for large corpora
is obvious when using only monosemous relatives
– those usually rare words should appear in many
contexts. However, according to the results shown
in Figure 2, the strategy for generating relatives pre-
sented in this paper reaches optimum performance
for a reasonable amount of texts – 6 million docu-
ments is enough. However, one should keep in mind
that this statement remains true assuming a constant
evaluation environment; expanding a test set (cur-
rently containing 17,314 occurrences) may help to
see differences between apparently equivalent mod-
els and raise the need for bigger corpora.
7 Conclusions
In this paper the limitations and improvements of
unsupervised word sense disambiguation have been
investigated. The main problem – insufficient num-
ber and quality of replacements has been tackled by
adding new rich sources of replacements. The qual-
ity of the models has indeed improved, especially
thanks to replacements based on sense ordering in
plWordNet. To deal with the problem of unknown
sense distribution, the Bayesian classifier has been
modified, removing the bias towards frequent labels
in the training data. Finally, the experiments with
very large corpus have shown the sufficient amount
of training data for this task, which is only 6 million
documents.
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