Abstract. We give partial answers to the following question: if F is an m by m matrix on R n satisfying a second order linear elliptic equation, does det F satisfy the strong unique continuation property? We give counterexamples in the case when the operator is a general non-diagonal operator and also for some diagonal operators. Positive results are obtained when n = 1 and any m, when n = 2 for the Laplace-Beltrami operator and also twisted with a Yang-Mills connection. Reductions to special cases when n = 2 are obtained. The last section considers an application to the Calderón problem in 2D based on recent techniques.
Introduction
The strong unique continuation property (SUCP) for second order elliptic equations with smooth coefficients is well-known. It asserts that a solution vanishing to infinite order at a point must entirely vanish; on the other hand the weak unique continuation principle (WUCP) asserts that a function vanishing on an open subset, must vanish entirely. Clearly SUCP implies WUCP. There are a few known approaches: by Carleman estimates (see [13] for a survey) and the frequency method (see [12] for this approach). It is not difficult to see from this that elliptic systems with diagonal principal part also satisfy the SUCP (see e.g. [8] ). One reason to be interested in this property is that the zero sets of such solutions have a suitable structure: they are countably (n−1)-rectifiable [7] , i.e. covered by a countable union of codimension one smooth submanifolds.
Consider a domain Ω ⊂ R n equipped with a positive definite (uniformly) n by n matrix function a ij . Suppose F : Ω → C m×m is a solution to P F (x) = −∂ i a ij ∂ j F (x) + L(x, F (x), dF (x)) = 0 (1.1) for x ∈ Ω, where L is a smooth matrix function, linear in F and dF entries. We will sometimes write (Ω, g) ⊂ R n when a ij comes from a Riemannian metric g on Ω, so that a ij = g ij |g| represents the Laplace-Beltrami operator, where |g| = √ det g. We address the question: Question 1.1. Does the SUCP hold for det F , where F satisfies (1.1)? If not, does the WUCP hold?
Here are a few starting remarks -firstly, in [8] we notice that if g is analytic and so are the coefficients of L, then by the classical theory so are the entries of F and consequently, so is det F and the SUCP holds. Secondly, the obvious approach to produce an elliptic equation that det F satisfies does not seem to work (if we compute ∆ g det F we obtain a function of F and dF ).
Some further motivation is also due. Except that this problem is a natural one to consider when studying systems, the author is motivated by the case of the connection Laplacian P = d to be one of the crucial ones when studying the inverse problem of Calderón for Yang-Mills connections [8] -there, the gauge relating two connections A and B which have the same local Dirichlet-to-Neumann map was shown to be H = F G −1 where d * A d A F = d * B d B G = 0 if m = 1 or for any m if the metric is analytic. The tactic is to use unique continuation near the boundary and to analyse the zero set of det G to further extend H smoothly inside the manifold. So the unique continuation property for det G for m > 1 comes into focus.
We propose a few approaches to this problem. In 2D we may use a set of special coordinates which reduce us to the case of special matrix a ij ; then by quotienting out one entry we are further reduced to the case where one of the entries is equal to 1. Another simple technique is to compare the leading order Taylor coefficients of the entries, which we employ in the case m = 2. We also give several negative results for non-diagonal systems and some for diagonal systems; most of them are based on the simple observation that a PDE can be viewed as an equation for its coefficients.
Unless otherwise stated, the coefficients of the equations and the solutions are assumed to be in C ∞ . In the following Theorem, we summarise the positive and negative results for the SUCP for det F that are proven in this paper. As far as I know, this is the first time someone considered this problem and so the results are new in this sense. 
We expect the last two SUCP properties in the table above to be false, but it seems difficult to construct direct counterexamples and we do not have a proof of this fact.
Next, we use the SUCP result for the operator P = d 
where F A = dA + A ∧ A is (locally) the curvature two form. Alternatively, it satisfies the equation
where
is the induced covariant derivative on the endomorphism bundle EndE.
) be a compact smooth 2-dimensional Riemannian manifold with non-empty boundary and let A and B be two Yang-Mills connections over M × C m (for m ∈ N). Further, let Γ ⊂ ∂M be a non-empty open subset of the boundary.
Note that for Γ = ∂M, i.e. full data, the above Theorem follows from the work in [1] , which recovers a general matrix potential and the connection on an arbitrary vector bundle up to gauges with a different technique based on the Complex Geometric Optics (CGO) solutions. One advantage of Theorem 1.3 is that it holds for partial data. Also, it extends the new technique of [8] based on analysing the zero set, which gives hope this technique can be extended to more general contexts.
Finally, we note there is a different, but related variation of Quesion 1.1 where one considers the Jacobian of a system and its zero set. As observed in [6] , this is of some importance in hybrid inverse problems. For example, in [3] , in 2D, the authors consider the Jacobian J = det DU formed by solutions to divA∇u i = 0 for i = 1, 2 (these are also called Aharmonic functions -see Section 5), where U = (u 1 , u 2 )
T . They state conditions on the boundary values of U under which an A-harmonic extension of U to the domain is univalent (injective) and provide local bounds on log J.
2 See references in [3, 6] for more about this problem and its applications (also in higher dimensions).
The paper is organised as follows. In Section 2 we consider counterexamples in the nondiagonal case and also to the general diagonal case, as stated in Theorem 1.2. In Section 3 we consider positive results in 1D. In Section 4 we consider the n = 2 case in more detail. More precisely, we prove a few positive results, including the case of P = ∆ g and arbitrary m, see Theorem 4.3; we also prove a slightly more general result for m = 2. Furthermore, we reduce the problem to a simpler form for m = 2 by using properties of harmonic polynomials in 2D and a reduction lemma: see Proposition 4.10. Some further reductions in 2D are given in Section 5, based on the theory of quasiconformal maps. In Section 6 we prove a positive result in two dimensions for the connection Laplacian operator twisted with a Yang-Mills connection. Finally, in Section 7 we consider an application to the Calderón problem in two dimensions, based on the recent techniques in [8] . In Appendix A we prove a simple geometric lemma and a result on products of harmonic polynomials in two dimensions that we need.
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Negative results
We start with the negative results and by showing what we cannot expect to hold. Theorem 2.1 (Counterexample). Assume g = g eucl is the Euclidean metric and 0 ∈ Ω ⊂ R 2 . Let c : Ω → R be a smooth function to be specified later. Define
be a first order matrix derivative, where
Moreover, define
and let
Then F satisfies (here X acts by matrix multiplication)
and also det F = c. So, by allowing c = e − 1 |x| 2 (vanishes to infinite order at zero) or letting c to be a bump function equal zero in a neighbourhood of zero, we obtain respectively a counterexample to the SUCP and the WUCP.
Proof. We have ∆ g = −(∂ 2 x + ∂ 2 y ) and we are left to verify a simple computation. Note that X y 11 in (2.2) is well defined in a neighbourhood of zero and near the zero set of c in the second case. We can easily check that, from the definitions
This is one of the simplest counterexamples we could find. We can upgrade it to:
Theorem 2.2. In the same setting as Theorem 2.1, we let
where X 12 and X 22 are smooth first order derivatives. Then by letting
we obtain the solution F from (2.4) satisfying equation (2.5) and so we generalise the counterexample to this case.
Remark 2.3. Note that Theorem 2.2 provides us in particular with a counterexample to SUCP and WUCP for X symmetric (Hermitian) or anti-symmetric (skew-Hermitian). This is relevant for the twisted Laplacian operator which is of the form
Here A = A i dx i is the connection one form, g ij is the inverse of the metric matrix g ij and d
* is the co-differential. If the connection A is unitary, then A i is skew-Hermitian. What the previous theorem is telling us is that we should not expect the SUCP to hold for d * A d A for n ≥ 2 and general A. The fact that for A Yang-Mills and n = 2 (c.f. Section 6) we have SUCP is due to the special analytical properties in suitable gauges in 2D, so we do not expect the SUCP to hold even for Yang-Mills connections and n ≥ 3, but this remains open.
In the similar vein as the counterexamples above, we give a simple counterexample in the 1-dimensional case. More precisely, we have: Proposition 2.4. Let us define the smooth matrix function, for a smooth c : R → R
Furthermore, let us define the first order smooth matrix derivative
dt 2 + XF = 0 and we have det F = c. By letting c to be an infinitely vanishing function at zero and a bump function equal vanishing near zero, we obtain counterexamples to the SUCP and WUCP, respectively.
Proof. Immediate from the construction.
The next counterexample rules out even diagonal operators in dimension 4. It is based on the simple idea that a solution to a PDE can be viewed as an equation in the coefficients and some linear algebra. The more coefficients we have, the more space we have to prescribe the solutions and then determine the coefficients -this is why dimension 4 is useful. 
at all points p in the domain of definition. Note that this 3 × 4 matrix has nullity ≥ 1 and so there is always a non-zero solution at each point p. Let us choose auxiliary functions
With this chose, we have full rank at p = 0 (f 1 = g 1 , f 2 = g 2 , f 3 = g 3 ) and so we have the non-zero kernel spanned with a = b = c = d = 1. Since the rank of the 3 × 4 matrix from (2.11) must be full in a neighborhood of zero (determinant of a 3 × 3 minor is non-zero), there exists and ǫ > 0 such that on B ε we have a smooth choice of solutions to (2.11) with
Now choose smooth extensions f 1 , f 2 , f 3 to be such that they agree with g 1 , g 2 , g 3 on B ε and such that f 1 f 2 = f 3 on B 2ε \ B ε (e.g. multiply with a bump function)
{a, b, c, d} ≥ 1 2 This can be done for ε and δ small enough and a good choice of extensions. This finishes our construction.
Note that the above construction also gives a counterexample in any dimension n ≥ 4 and the size of the matrix m ≥ 2. The next Proposition tells us we can do slightly better by introducing off-diagonal terms in dimension 3: Proposition 2.6 (Counterexample in the diagonal case in 3D). There exist an ε > 0 and smooth, positive and real coefficient functions a, b, c, d on B 2ε and smooth functions f 1 , f 2 , f 3 on B 2ε , such that the operator L := (a∂
is (strongly) elliptic and we have
; so the WUCP fails in this case.
Proof. Similar to the proof of the previous theorem. We choose the following functions:
Note that this yields a(0) = b(0) = c(0) = 1 and
to be the solution as in (2.11). From this point, the argument works the same.
Finally, we show that if we introduce some linear terms, we can go to two dimensions, as well. 
Therefore, F := f 3 f 2 f 1 1 satisfies LF = 0 and det F = 0 on B ε , but det F = 0 on B 2ε \ B ε ; so the WUCP fails in this case.
Proof. The tactics is the same as before, but we now let
Then at the origin we have the solution to (2.11) given by a(0) = b(0) = 1, c(0) = −2 and d(0) = 0. Now we extend these functions to f 1 , f 2 and f 3 and note that the ellipticity is preserved by small perturbations.
Finally, we give a counterexample for the WUCP in the case of a divergence type operator (with a zero order term under the divergence sign) and a 2 by 2 matrix in 2D. The approach combines the ideas above in Theorem 2.7 and the reduction techniques of Alessandrini [2] and Schulz [15] . See also Section 5.1 below on these reduction techniques. The idea is to generate solutions to Lu = −div(A∇u + b · u) + C · ∇u + du using the techniques above and then use the reduction techniques to get rid of the C and d coefficients.
We start by stating an algebraic Lemma (c.f. Lemma 4.1):
Lemma 2.8. Let A be a symmetric matrix, C and b vector functions and d a scalar function (all smooth) on R n . Consider the operator
Proof. This is just a lengthy computation similar to the proof of Lemma 4.1. See also [15] for a use of this identity; a more involved identity for A non-symmetric can be found in [2] .
We are now in shape to prove the following counterexample: 
Therefore, g 3 = g 1 g 2 on B ε but not on B 2ε \ B ε and so we have a contradiction to the WUCP for the divergence type operator L ′ and the matrix function G :
Proof. We rewrite the equations from Theorem 2.7 in the following form:
We want to apply Lemma 2.8 to the operator L * , or in other words we want to solve
with ψ > 0. But we can just solve the Dirichlet problem for L * ψ = 0 with ψ = 1 on ∂B 2ε ; then the minimum principles for L * give that ψ ≥ 1 in the whole of B 2ε . So we may apply the previous Lemma to get
Furthermore, since L(1) = 0 we clearly have L ′ 1 ψ = 0. The conclusion follows from the definition of f k for k = 1, 2, 3.
Remark 2.10. Note that the technique in Theorem 2.7 cannot be applied to only coefficients next to first order and zero order derivatives, for example since in 2D we have f 1 f 2 = f 3 implies linear dependence of rows of first order derivatives, so a determinant would vanish. Therefore, we must use coefficients next to second order derivatives.
The question of whether there is a counterexample for the pure divergence operators of the form
Positive results
In Sections 3, 4, 5 and 6 we outline a few approaches to proving the SUCP or WUCP in Question 1.1 in different situations. As we have seen previously, there is little hope in proving UCPs for general operators of form (1.1), so we need to restrict the class we consider. In particular, we are interested in 1. Divergence type operators ∂ i (a ij ∂ j ). 2. Conformally Euclidean metrics, i.e. operators of type 1. with a ij (x) = c(x)δ ij for some positive function c(x).
Elliptic operators of the form
Note that the Laplace-Beltrami operator given by
In this section, we prove a positive result in the case 1. above with n = 1. The proof uses elementary properties of solutions to ODEs in 1D.
for a positive smooth function a on R. If det F vanishes to order (m+ 1) at 0, then det F = 0 on the whole of R. So both the SUCP and WUCP hold in this case.
Proof. Note that for an entry f of F , we have 
for a constant C(f, g) and consequently, we must have g = C(f, g)f + C ′ (g) for another constant C ′ (g). Thus, there exists a holomorphic polynomial p of degree up to m, such that det
By the chain rule, we obtain that p vanishes to infinite order at f (0), but since p is a holomorphic polynomial, this is impossible unless p ≡ 0 and so det F ≡ 0.
The proof of the above Proposition works for operators of the form
The following Proposition answers our third question above positively. Proposition 3.2. Let F : R → C m×m be a smooth matrix function and we consider, for smooth a and b
Then P F = 0 and det F vanishing to order (m + 1) at zero implies that det F ≡ 0. So det F satisfies both the SUCP and WUCP.
Proof. We follow the proof of Proposition 3.1. In this case, the solution space to P f = 0 is two dimensional, depending on values f (0) and df dt (0). Say this is spanned by f 1 and f 2 , where f 1 (0) = 1 and
Since every entry is a linear combination of f 1 and f 2 , we obtain that det F (t) = p f 1 (t), f 2 (t) , where p is a homogeneous holomorphic polynomial in two variables of degree m. But then using homogeneity we get p f 1 (t), f 2 (t) = f m 1 (t)p 1,
near zero, so the auxiliary polynomial q(z) = p(1, z) vanishes to order (m + 1) at z = 0 and so q ≡ 0, implying det F ≡ 0.
Together with our counterexample Proposition 2.4, this circles up the story for n = 1.
Harmonic conjugates
Here we focus mostly on the m = 2 and n = 2 case and operators of divergence form. Recall that two functions u and v on C are harmonic conjugate if u + iv is holomorphic. In other words, u and v satisfy the Cauchy-Riemann equations.
Given Ω ⊂ C simply connected, then given a harmonic function u, there exists a unique harmonic conjugate function (up to constant), that is given by integrating the rotated gradient along an arbitrary curve; that this is well-defined follows from the divergence theorem.
More generally, given a smooth metric g on Ω ⊂ C simply connected, we say that two harmonic functions (i.e. ∆ g a = ∆ g b = 0) a and b are harmonic conjugate with respect to g if da = ⋆db, where ⋆ is the Hodge star 3 . Given just a harmonic function b, then a exists and is unique up to constants. This follows from the fact that the Laplace-Beltrami operator can be written as ∆ g = d * d, where d * = ⋆d⋆ and ⋆ 2 = −1 on one forms. The harmonicity of b implies ⋆db is closed, so a exists and is unique up to constants. Moreover, this a is clearly also harmonic and we also notice that |da| g = |db| g . Also, note that if given two harmonic function a and b with ∆ g a = ∆ g b = 0 with da, db = 0 in Ω, then a and b are harmonic conjugates w.r.t. g (up to constants). To see this, note that da = λ ⋆ db for some function λ and so by applying d and d⋆ to both sides, we deduce dλ = 0. This implies λ is constant and so we get our conclusion.
Moreover, it is enough to have da, db = 0 on an open subset Ω ′ ⊂ Ω to conclude a and b are conjugate in Ω: namely, note that a determines a unique harmonic conjugate b ′ in Ω, which is by previous paragraph equal to b in Ω ′ (up to multiplication by constant). Thus, by WUCP for ∆ g , we get b ≡ b
′ is conjugate to a on the whole of Ω. How can we extend this to an arbitrary operator of divergence type P = ∂ i (a ij ∂ j ), where
We first present a useful Lemma producing an equation for the quotient of the two solutions.
Lemma 4.1. Let f and g be two smooth functions in R n with P f = P g = 0 and g = 0, then
) = 0, so in other words f g also satisfies a divergence type equation.
Proof. This follows easily by computation:
g we multiply both sides with g, use chain rule and P g = 0 to re-write this as:
Note that if m = 2, then this makes us able to reduce the problem (locally) to the case where F = h g f 1 by dividing with a non-zero entry and using Lemma 4.1 to reduce the problem to a matrix of this form, by redefining A. Observe now that if P f = P g = 0, then P (f g) = 0 if and only if a ij ∂ i f ∂ j g = 0, i.e. df and dg are orthogonal w.r.t. A.
Remark 4.2.
If det A is constant and A is symmetric, then by our discussion above, if det F = 0 in a neighbourhood Ω ′ of the origin, then df and dg are orthogonal w.r.t. A in Ω ′ and so there is a unique harmonic conjugate (up to constants) to f in Ω; so by unique continuation g is the harmonic conjugate (up to constants) in Ω, too. So we prove the WUCP in this case.
For the proof of the SUCP in this case or in other words, of the fact that ∆ g a = ∆ g b = ∆ g c = 0 with c − ab = O(|x| ∞ ) at zero implies c ≡ ab, see Proposition 4.9.
Recall the existence of harmonic coordinates for surfaces. These are tied with the harmonic conjugates: given (Ω, g) ⊂ R 2 and a point p ∈ Ω, one builds an harmonic function u with ∆ g u = 0 and u(p) = 0 with ∇u(p) = 0. Then by parametrising with u and the harmonic conjugate of u we get isothermal coordinates in which g = λ 0 0 λ for a positive function λ.
Note that due to conformal invariance, the harmonic function h in these coordinates satisfies
and so is harmonic in the usual sense. In particular we have Theorem 4.3. Let (Ω, g) be a planar domain with g of class C 1,α for α > 0. Then let p : C n → C be a real analytic function. If ∆ g f i = 0 for f i ∈ C 2,α and i = 1, . . . , N for N ∈ N and moreover, if p(f 1 , . . . , f N ) vanishes to infinite order at zero, then p(f 1 , . . . , f N ) ≡ 0.
In particular, we may choose p(F ) = det(F ) to be the determinant of an C m×m matrix function and so in this case we have the SUCP.
Proof. In these conditions, there exist isothermal coordinates [10] (c.f. previous paragraph) and in these coordinates g ∈ C 2,α . Moreover, we see that f i satisfy (4.1), i.e. they are harmonic in the new coordinates. Therefore by elliptic regularity they are smooth and moreover, analytic. So the composition p(f 1 , . . . , f N ) is analytic and vanishes to infinite order and so must entirely vanish.
Remark 4.4. We might object and say that the previous proof relies on the analyticity. Is there a proof of SUCP for the determinant that does not use analyticity? We sketch this as follows. We note that if
. This orthogonality relation can be seen to determine the full jet of b at zero (up to constants) by going to isothermal coordinates, in which the Taylor polynomials of a and b of any order are harmonic. Then one may inductively determine the Taylor coefficients of b from a and the metric, by using this harmonicity of the coefficient polynomials. This implies that b has the same Taylor expansion as the harmonic conjugate of a and so by the SUCP for ∆ g , we see that b must be the harmonic conjugate of a.
For a different proof, see Propositon 4.9.
We continue our study of the 2D case in divergence form by looking at the blow ups of solutions at a point. More precisely, we look at the leading terms of Taylor polynomials of solutions to equations of elliptic operators. Then we have Proposition 4.5. Let u be a smooth solution to Lu = 0 in R n for any n, where L is any one of the three classes of operators in (3). Then after a linear change of coordinates, the top Taylor coefficient at zero is harmonic.
Proof. Change the coordinates by a linear transformation such that the principal part at zero is just ∂ for all r ≤ R and 1 ≤ k ≤ N (see [13] ). Then with u r (x) = r −N u(rx) as before and u ∈ H 2 loc (R n ) satisfying Lu = 0, we have that u r is bounded uniformly as r → 0 in H 3 B(0, 1) by the scaled elliptic estimates u H 3 (B(0,r))
So by Rellich compactness, we get a convergent subsequence in H 2 (B(0, 1)) and by taking the r k → 0 over this subsequence in (4.2), that u r in the limit is harmonic. Note we could have applied the same argument for coefficients in C 1,α for any α > 0; also, the L 2 norm could be replaced by the sup norm in the above definition of the order of vanishing, by use of Schauder estimates and Arzela-Ascoli.
This takes us to proving the following claim, which is an elementary result classifying pairs of harmonic polynomials satisfying a certain property.
Lemma 4.7. Assume we have four non-zero, real harmonic, homogeneous polynomials p ij in R 2 for i, j = 1, 2 with p 11 p 22 = p 12 p 21 . Then one of the following two holds, up to constants and permutations:
• We are in the trivial case, p 11 = p 12 and p 22 = p 21 .
• We have p 22 = 1, Consequently, by Lemma 4.1 we reduce the problem to the case where one entry is equal to 1.
Proof. We can assume that the matrix A is the identity at zero by a linear change of coordinates. Then the leading Taylor polynomials p ij of f ij are harmonic and satisfy p 11 p 22 = p 12 p 21 by the condition on f ij . If one of the entries vanishes to infinite order, then by the usual SUCP it is zero throughout and we easily conclude f 11 f 22 = f 12 f 21 on the whole domain, after another use of the SUCP.
By Lemma 4.7 and since f ij all vanish at zero, we know we are in the second case; i.e. up to constants and permutations we may assume p 11 = p 12 of degree r > 0 and p 22 = p 21 of degree s > 0. We distinguish two cases: r > s (r < s is analogous) and r = s. If r > s, then by subtracting the second column from the first column (i.e. after the linear transform f 11 → f
, we increase the orders of vanishing of the first column, i.e. r ′ > r and s ′ > s. Moreover, the determinant is unchanged and we notice that r ′ > r > s, which gives a contradiction (unless, r ′ or s ′ are equal to ∞, which we know how to deal with). If r = s, by the same subtraction procedure we may reduce to the case where we have r > s. This finishes the proof of the first claim.
Finally, for the second claim note that if we have f 22 (0) = 0, then by Lemma 4.1 we may assume that locally f 22 ≡ 1. Note that by Lemma 4.3 we know how to solve the det A = 1 case. The following Proposition tells us that if u, v and w satisfy P u = P v = P w = 0 and w − uv = O(|x| ∞ ), then v is the harmonic conjugate of u up to constants -but we do not use analyticity.
Proposition 4.9. Assume u, v and w are smooth (real or complex) and satisfy P u = P v = P w = 0 with det A = 1. Then w − uv = O(|x| ∞ ) implies w = uv on the whole domain and that v is the harmonic conjugate of u.
Proof. We first consider the case where dv(0) = 0. Then we may write
for some functions µ and λ. The condition w−uv = O(|x ∞ |) implies that du, dv A = O(|x| ∞ ) (A corresponds to a Riemannian metric) and so µ = O(|x| ∞ ). By applying d and d⋆ do this equation respectively, we get
But there is the harmonic conjugate u
and so by the usual SUCP we get u − λ(0)u ′ is constant, which finishes the proof. If dv(0) = 0, then by assuming A(0) = Id we may argue by the second case of Lemma 4.7 to get that λ and µ extend to zero smoothly, by Taylor's theorem (note also that the zeros of dv are isolated if v is non-constant 5 ). Once we have equation (4.3), we argue in the same manner.
The problem of generalising the above Proposition is that if det A = 1, then the harmonic conjugate is A * -harmonic and A * = A in general (see the next section for the definition of these concepts). In the next proposition, we reduce the problem to the isotropic case, i.e. the case of A = λ × Id for positive λ. Proposition 4.10. In proving the SUCP for the determinant and operators of divergence type where A is symmetric, it is enough to consider the isotropic case.
By combining with Proposition 4.8, we are also reduced to the case where f 22 = 1.
Proof. Given a symmetric A, we have by Lemma 5.4 a diffeomorphism F such that F * A =ãId for a positive functionã (here F * is the pushforward). This finishes the proof.
Remark 4.11. Note that we do not need to have det A constant always, if u, v and w satisfy P u = P v = P w = 0 and w = uv, or v to be conjugate to u. For example, we
with f and g positive, and let u(x, y) = x,
Then uv is also A-harmonic and we also have det A = f g which is not constant for general f and g. Moreover, we easily check that y is the harmonic conjugate to x, so also in general v is not the harmonic conjugate to u.
It is tempting to say that we will have w ′ = u ′ v ′ , but this is also false: let u = x, v = y and w = xy for a = 1 as above. Then
More general operators of divergence type
Following [4] (Chapter 16.) we consider the case of divergence type where det A is not necessarily constant or A is not symmetric, by relating the study of elliptic equations in 2D to complex analysis. The main conclusions of this section are reduction results, i.e. we prove it is sufficient to consider special forms of A. We assume A is bounded and strongly elliptic on Ω ⊂ C, i.e. there exists K > 0 such that
for a.e. z ∈ Ω and all ξ ∈ R 2 . We call a function u A-harmonic if div A∇u = 0 where we assume A is just positive definite. This motivates the definition of a harmonic conjugate function v to u:
Here v exists and is uniquely determined up to constant. Note that v is A * -harmonic, where
Now the relation to complex analysis is yielded by defining f = u + iv and noting that f satisfies a Beltrami type equation:
where µ and ν depend only on A. Note that when A = Id, then µ = ν = 0 and we obtain the Cauchy-Riemann equations. The following Lemma (Theorem 16.1.6. of [4] ) states precisely this connection:
Lemma 5.1. Let Ω be a simply connected domain and let u ∈ W 1,1
loc (Ω) is the harmonic conjugate to u and f = u + iv satisfies (5.2) with:
Conversely, if f ∈ W 1,1 (Ω) satisfies (5.3) and (5.4), then u = Re(f ) is A-harmonic and v = Im(f ) the harmonic conjugate of u.
There are also formulas expressing the entries of A in terms of µ and ν, but we do not need them here. Note just that A is symmetric if and only if ν is real valued and that det A = 1 if and only if ν is pure imaginary; so A is symmetric and has det A = 1 if and only if ν = 0.
Another ingredient we will need is a version of Stoilow factorisation for operators of the form (5.2). The statement in general is that every K-quasiregular map factorizes as a composition of a harmonic map and a quasiconformal homeomorphism. Here, a homeomorphism
loc is K-quasiconformal if and only if . 6 Moreover, a mapping f is K-quasiregular if all hypothesis hold as above, except that we do not ask that f is a homeomorphism.
7
More precisely, we will need the following form of Stoilow factorisation for general elliptic systems (Theorem 6.1.1. in [4] ):
loc (Ω) be a homeomorphic solution to (5.2), where we assume |µ| + |ν(z)| ≤ k < 1. Then any other solution g ∈ W 1,2 (Ω) to Lg = 0 takes the form g = F f (z) , where F is a K 2 -quasiconformal mapping satisfying
It is easily seen that |λ| ≤ 2k
We call the equation (5.5) the reduced Beltrami equation. We need these two results for the following: Proof. This is clear by combining Lemma 5.1 and Theorem 5.2. Consider the harmonic conjugate u ′ of u and f = u + iu ′ . As a first step, similarly to the proof of existence of isothermal coordinates (which are a special case) 8 , we take an A-harmonic function u 1 with u 1 (p) = 0 and ∇u 1 (p) = 0. Then by taking the harmonic conjugate of u ′ 1 , we get a coordinate system locally and define f 1 = u 1 +iu ′ 1 , which is a local homeomorphism such that
satisfies the reduced Beltrami equation (5.5) . By noting that
we haveμ(w) = −ν(w) = λ(w) 2 in these new coordinates, where λ(w) is given by (5.7).
6 So in particular, f is 1-quasiconformal if and only if it is conformal, i.e. holomorphic and injective. 7 For instance, this result shows a few nice things about quasiregular maps: they are open and discrete, local 1 K -Hölder, differentiable with non-vanishing Jacobian a.e.. 8 By taking A symmetric and with det A = 1, we recover the isothermal charts.
By comparing the coefficients of the new matrix A in the equations (5.3) and (5.4) we get A 21 = 0 and A 22 − A 11 + 1 − A 11 A 22 = 0, which makes us able to assume A 11 = 1. Then it is easy to get (5.6) by taking the real and imaginary parts of (5.3) for example.
Finally, from (5.4) we know that ν is real if and only if A is symmetric; ν is pure imaginary if and only if A has det A = 1. The last claim now follows from equation (5.7).
We separately state a result in the same vein as the previous Lemma; it gives a coordinate system such that A is isotropic. The proof is similar as for the previous two results. For a proof, see the proof of Lemma 3.1. in [5] and references therein.
Lemma 5.4. Assume A is symmetric. Given a point p ∈ Ω, there exists a local diffeomorphism such that
Here F * denotes the pushforward and F is a solution to the Beltrami equation ∂F ∂z = µ(z) ∂F ∂z Here µ is determined explicitly by A and is given by
where g ij are the entries of the matrix G = √ det AA −1 .
5.1.
Non-self adjoint equations. We remark that by the methods of G. Alessandrini [2] , where he proves the SUCP properties for possibly non-self adjoint elliptic operators of divergence type with lower order coefficients, we may reduce the case of more general linear equations to an equation of the divergence type. It is based on a reduction method as in Lemma 2.8 and Lemma 4. where Lu = −div( A∇u + u B). Again, this provides a reduction procedure for our problem and makes it sufficient to consider operators of the form L.
The case n = 2 for the twisted Laplacian
Here we prove the SUCP for a special class of matrix operators on R 2 which satisfy an additional equation; namely, we consider connections Laplacians of the form P = d * A d A for A a connection, i.e. a matrix of one forms, where we assume the Yang-Mills equation (1.3) for A. The motivation is explained in the introduction. 
where the second term can be rewritten as
where G(A) = λ ⋆ F A is just a function of A. Note that we have, in isothermal coordinates: ⋆dx = −g 11 |g| 1/2 dy = −dy, ⋆dy = dx and ⋆ (|g| times an expression depending only on A. Now we have two choices. By taking the Coulomb gauge in which d * A = 0 (see [8] ), we have that this condition is equivalent to:
By applying d to this equation and adding to (6.2) (after multiplying with λ), we get an equation of the form
where Q is an analytic (polynomial) function of its entries and ∆ eucl is the Euclidean Laplacian that acts diagonally. Therefore by a well-known property of elliptic equations, we have A is analytic in this gauge. Furthermore, since d * A d A is equal to 1 λ P A , where P A is a second order elliptic operator depending only on A, we have that F is also analytic in this gauge and so is det F , implying the SUCP and WUCP.
Alternatively, we may consider the harmonic gauge for the connection, i.e.
2 ) (see [8] for more details). In this gauge, A satisfies:
As before, by applying d to this equation and adding to (6.1) after multiplication by λ, we are back to the form of equation (6.6) and hence to the previous case.
Applications to the Calderón problem for connections
Here we apply the result and the proof of Lemma 6.1 to the Calderón problem for connections (see [1, 8, 9] ), by using the technique of the proof of Theorem 1.2 from [8] to produce a result for surfaces and bundles of arbitrary rank. Calderón's problem is an inverse boundary value problem that has picked up a lot of attention in the past thirty and more years [16] .
A similar result for connections was proved in [8] for either rank one case and smooth metric, or arbitrary rank but analytic metrics and the main novelty here is to extend these methods to the smooth 2-dimensional case and arbitrary rank. First, we have the following simple geometric lemma:
2 containing 0 with g smooth. Fix a smooth embedded curve 0 ∈ γ ⊂ Ω. Then the Riemannian distance function f (q) := d 2 (q, γ) from a point q ∈ Ω to γ, has the following Taylor expansion at 0, for q = (x, y):
where P is the projection to ⋆γ(0) alongγ(0), whereγ(0) is the unit tangent vector to γ at 0.
Proof. See Appendix A.
We are now ready to prove the main result of this section, Theorem 1.3. satisfying H * A = B in a neighbourhood of V with H unitary. Next, we perform the drilling procedure from [8] . Near a point p ∈ C i where det F vanishes to order k − 1 locally on C i , meaning that det G = y k g 1 in the normal coordinate system to C i , by Taylor's theorem, with g 1 (p) = 0. We assume that for y > 0 (locally) we have H * A = B. Then
Notice that H is smooth and bounded for y > 0, so by Taylor's theorem F adj G = y k H 1 for some smooth H 1 and so H = 2 (u, v) > 0 we would have H ′ * A ′ = B ′ on the whole chart by analyticity and so H * A = B for y < 0. What follows is the proof of this analyticity. The main issue is that in the version of (7.2) for H ′ , the distance function y is not always analytic, since g is just smooth. To work around this, go to isothermal coordinates via ϕ and write
where γ = ϕ(C i ), d eucl is the Euclidean distance and d(q, γ) denotes the distance of the point q in the chart from γ (w.r.t. the isothermal metric). Since γ is analytic in these coordinates by Lemma 6.1, the function d 2 eucl (q, γ) is analytic. We want to prove the quotient
smoothly extends over γ. We want to look at the Taylor expansion of d 2 (q, γ) at a point on γ. First change the coordinates by a diffeomorphism ψ(u, v) = (r, s) by going to the normal coordinates for γ where E = r 11 r 22 r 12 r 21 . Let us denote N = n 11 + n 22 = n 12 + n 21 . By using trigonometric formulas we may write this as: Note that if two of n ij are zero, we are in the first case. We now assume n ij > 0. By taking inner products with cos(ϕ 11 + ϕ 22 + ϕN) and cos(ϕ 12 + ϕ 21 + ϕN), respectively, we get Eπ = cos(ϕ 11 + ϕ 22 − ϕ 12 − ϕ 21 ) and Eπ cos(ϕ 11 + ϕ 22 − ϕ 12 − ϕ 21 ) = π and so we get E = 1 and ϕ 11 + ϕ 22 − ϕ 12 − ϕ 21 = 2kπ for some k ∈ Z. By taking inner product with cos(ϕ 11 − ϕ 22 + ϕ(n 11 − n 22 )), we see we must have |n 11 − n 22 | = |n 12 − n 21 |. W.l.o.g. assume n 11 − n 22 = n 12 − n 21 , so n 11 = n 12 and n 22 = n 21 . Then π = π cos (ϕ 12 − ϕ 21 ) − (ϕ 11 − ϕ 22 ) which implies ϕ 12 − ϕ 11 = k 1 π and ϕ 22 − ϕ 21 = k 2 π, where k 1 , k 2 ∈ Z are of the same parity. This then goes under the first category of solutions.
Let us now assume n 22 = 0 and so p 22 = 1. We are then safe to assume n 11 , n 12 , n 21 > 0; otherwise we are in the first case trivially. In (A.1), take inner products with cos(ϕ 12 − ϕ 21 + ϕ(n 12 − n 21 )) to get that n 12 = n 21 (otherwise we get a contradiction with 0 = 0) and so cos 2(ϕ 12 − ϕ 21 ) = −1 which forces ϕ 12 − ϕ 21 = ± π 2 (the argument range is [0, 2π)) and so the last term in (A.1) vanishes. So after a trigonometric transformation, we get 2D cos(ϕ 11 + ϕn 11 ) cos(ϕ 22 ) = cos(ϕ 12 + ϕ 21 + ϕn 11 )
Taking further inner product, we quickly see we must have It is easy to check that the condition ϕ 12 − ϕ 21 = ± π 2
gives exactly the condition on A = r 12 cos(ϕ 12 ), B = r 12 sin(ϕ 12 ), C = r 21 cos(ϕ 21 ) and D = r 21 sin(ϕ 21 ) in the second item above. Conversely, it is easy to see that the conditions in the second item, are sufficient to have a product of two harmonic homogeneous polynomials of same degree, again harmonic.
