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Existence of phase transition for heavy-tailed continuum
percolation
Arte¨m Sapozhnikov∗
We consider a continuum percolation model in Rd, where d ≥ 2. It is given by a homo-
geneous Poisson process of intensity λ and independent radii random variables of common
distribution of a positive random variable r. Let λc be the critical intensity for the existence
of infinite cluster. We provide conditions for positivity of λc. In case Er2d−1 =∞ our result
is new.
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1 Introduction
Let (Xn, rn)n≥1 be a marked Poisson process with intensity λ in Rd, d ≥ 2. The marks (rn)
are radii of closed Euclidean balls centered at the points (Xn). Two points Xi and Xj of the
Poisson process X are adjacent, Xi ∼ Xj , if D(Xi, ri) ∩ D(Xj , rj) 6= ∅, where D(x,R) = {y ∈
Rd : ||x− y||2 ≤ R}. We say that x, y ∈ Rd are connected, x↔ y, if there are Xi1 , . . . , Xil ∈ X
such that x ∈ D(Xi1 , ri1), y ∈ D(Xil , ril) and Xik ∼ Xik+1 for all 1 ≤ k < l. For x ∈ Rd, let
I = {i : x ↔ Xi} and Cx = ∪i∈ID(Xi, ri). Set Cx is called the cluster at x. The number of
elements in I is called the size of the cluster, and is denoted |Cx|. We write Pλ for the probability
measure associated with X.
Continuum percolation was introduced by Gilbert [7] as a model of random network in com-
munication theory. It has recently attracted a lot of attention because of its importance in
various applications including wireless networks, sensor networks etc (see [6] and many references
therein). For the physical applications of continuum percolation we refer the reader to [13]. The
first rigorous analysis of the model is given in [9, 15, 16]. Basic methods for continuum perco-
lation are developed in [2, 9, 14, 15, 16]. The uniqueness of unbounded occupied and vacant
components is proved in [11]. The principal reference for continuum percolation is [10].
Similarities between continuum and lattice percolation were noted by Gilbert [7]. However the
effect of unbounded radii on the properties of a cluster makes continuum percolation essentially
different from the lattice one. The difference was noted in [9]. It is known that in the case of
site or bond percolation on Zd, the critical probability at which percolation takes place is often
the same as the probability at which mean cluster size becomes infinite [1, 12]. Hall [9] showed
that for continuum percolation, the critical intensities at which cluster size and mean cluster size
become infinite are not necessarily the same. More precisely (see [9, 10] for the proof and [5] for
a more general result),
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Proposition 1.1. 1. For λ > 0 the origin is covered by finitely many balls with probability
one (i.e. Pλ(|{i : ||Xi||2 ≤ ri}| <∞) = 1) if and only if Erd1 <∞;
2. Eλ|C0| <∞ for some λ > 0 if and only if Er2d1 <∞;
3. If Er2d−11 <∞ then Pλ(|C0| <∞) = 1 for some λ > 0.
Remark 1. 1. If Erd1 =∞ then, for any λ > 0, the space is completely covered by the balls
centered at the points of X.
2. If Er2d−11 <∞ and Er2d1 =∞ then there is λ > 0 such that the cluster at the origin is finite
almost surely but the mean size of the cluster is infinite.
The proof of Proposition 1.1 is based on approximations of the size of the cluster at the origin
by multi-type branching process. According to this approximation, roughly speaking, each ball
of radius ri generates ∼ rdi other balls of radius rj , each of which independently generates ∼ rdj
other balls of radius rk and so on. Therefore the process blows up for any λ if Er2d1 = ∞. This
explains the second part of Proposition 1.1. The third part is obtained by a slightly different
choice of a branching process.
In this note we are interested in conditions under which the critical intensity λc =
sup{λ : Pλ(|C0| <∞) = 1} is positive. The main result is the following theorem.
Theorem 1.1. If Ers1 <∞ for some s > d then λc > 0.
The main difficulty in the proof of Theorem 1.1, as it was noticed before, comes from the
existence of very big balls, which intersect a lot of other balls. Therefore the ’independent’
branching process estimate is not useful any more. The proof of Theorem 1.1 consists of two
main steps. On the first step we show that the presence of very big balls in a box is very unlikely.
On the second step we show that, given there are no very big balls in a box, the probability of two
points connectivity within the box decays exponentially with the distance between the points.
The proof of Theorem 1.1 is based on the analysis of some discrete model which we describe
in Section 2. The discrete model is a generalization of the classical site percolation. Therefore
an analogue of Theorem 1.1 for that model (see Theorem 2.1) is of independent interest.
We describe an auxiliary discrete model in Section 2. The core of the analysis of that model is
the renormalization structure of [4] which we give in Section 3. In Section 4 we prove Theorem 2.1.
We deduce Theorem 1.1 from Theorem 2.1 in Section 5.
2 Discrete model
We consider a random graph G = (Zd, E). The vertices of G are the sites of Zd. To define edges
in G, we introduce a set of independent identically distributed positive random variables (rx)x∈Zd .
The set of edges of G is E = {(x, y) ∈ Zd × Zd : |x− y| ≤ rx + ry}, where |x| = max1≤i≤d |xi|.
We study site percolation on G. We say that a vertex is open with probability p and closed
with probability (1 − p) independently of other vertices. The case of constant radii (rx = c a.s.
for all x ∈ Zd) corresponds to the 2c dependent site percolation on Zd. For every p, the product
measure on RZd+ × {0, 1}Z
d
associated with the model is denoted by Pp.
The ball of radius R centered at x will be denoted by W (x,R) = {y ∈ Zd : |x− y| ≤ R}.
For A ⊂ Zd, we say that two points x and y of G are connected within A, and we write
x
A↔ y, if there are open sites v1, . . . , vn in A such that (vi, vi+1) ∈ E for all i, x ∈W (v1, rv1) and
y ∈ W (vn, rvn). If A = Zd then we simply say that x and y are connected, and we write x↔ y.
Note that we do not require x and y to be open, however v1 may coincide with x if x is open or
vn may coincide with y if y is open.
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An open cluster at x, Cx is the set of all open sites connected to x. The size of Cx is the
number of open cites in Cx. It is denoted by |Cx|.
We prove the following theorem.
Theorem 2.1. If Ers0 <∞ for some s > d then there exists p > 0 such that Pp(|C0| <∞) = 1.
The proof of Theorem 2.1 is based on the renormalization introduced in [4] to study the chem-
ical distance in sparse long-range percolation. We give a brief description of the renormalization
scheme in the next section adapted to the model we consider.
3 Renormalization structure
Let M > 100 be an even integer. For k ≥ 0, let
Ak =M(k!)2.
A cube Qk(a) = a + [0, Ak)d ⊂ Zd is called a k-block. The (k − 1)-blocks Qk−1(a + Ak−1x),
where x ∈ [0, k2)d, are children of Qk(a).
Definition 3.1. We say that a 0-block Q is good under the configuration r if rx ≤ A0/100
for all x ∈ Q. A k-block Q is good under the configuration r if
1. rx ≤ Ak−1/100 for all x ∈ Q;
2. All but at most one children of Q are good;
3. Suppose that configuration r′ agrees with r on Q and r′y = 1 for y /∈ Q, then all the trans-
lations of Q by elements of {−Ak−1/2, 0, Ak−1/2}d satisfy 1 and 2 under the configuration
r′.
The proof of the next lemma word for word repeats the proof of [4, Lemma 1]. We omit it.
Lemma 3.1. Let Pk be the probability that Qk(0) is not a good k-block. If M is large enough
and Ers <∞ for some s > d then
∞∑
k=1
Pk <∞.
4 Proof of Theorem 2.1.
Let Qk = [−Ak/2, Ak/2)d. It is sufficient to show that Pp(0↔ Qck)→ 0 as k →∞, for some
p > 0. Moreover, without loss of generality we can assume that the radii are positive integers.
The condition on the distribution of radii assures that the probability for a ball centred in
the compliment of Qk to intersect 12Qk = [−Ak/4, Ak/4)d vanishes
Pp
(
there exists x /∈ Qk such that W (x, rx) ∩ 12Qk 6= ∅
)
→ 0 (4.1)
as k →∞. Indeed, the above probability is bounded by
∞∑
n=0
∑
x : |x|=n+Qk
Pp
(
rx ≥ n+ 12Qk
)
.
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The cardinality of set {x : |x| = m} is at most Kdmd−1, for all m, where Kd only depends on
d. Hence the probability in (4.1) is bounded by
Kd2d−1
∑
n≥Qk/2
nd−1Pp (r0 ≥ n)→ 0
as k →∞. From Lemma 3.1,
Pp(Qk is a good k-block)→ 1
as k →∞. Therefore to complete the proof of Theorem 2.1 it is sufficient to prove that
Pp
(
0
Qk←→ 1
2
Qck, Qk is a good k-block
)
→ 0,
for some p > 0, as k →∞. We prove a more general result.
Lemma 4.1. There exist p > 0 and α > 0 such that if Q is a block of size Ak and x and y in Q
satisfy |x− y| > Ak/8 then
Pp
(
x
Q←→ y, Q is a good k-block
)
≤ e−α|x−y|. (4.2)
Proof of Lemma 4.1. Let k0 > 0 be a large integer, δ is a positive constant. Let α = infk αk,
where
αk = δ
 k∏
i=k0
(
1− 16 · 3
d
i2
) k∏
i=k0
Ai−1 − 8Ai−2
Ai−1 + 8Ai−2
 .
We assume that
∏b
i=a = 1 for a > b. Note that α > 0 when k0 is large enough. The result
immediately follows from Lemma 4.2.
Remark 2. In the definition of αk we split the product onto two parts to show that the first
product results from random shortcuts of sites in Zd in exactly the same way as it appears in [4],
and the second product results from percolation.
Let RQ be a set of all the configurations of radii of the balls centred in Q, r ∈ NQ for which
Q is a good k-block. Since the radii are positive integers and Q is a good k-block, RQ is a finite
set. We prove
Lemma 4.2. There exist δ > 0, k0 > 0 and p > 0 such that, for any k ≥ k0, if Q is a good
k-block and x, y ∈ Q are such that |x− y| > Ak/8 then
Pp
(
x
Q←→ y | rQ = r
)
≤ e−αk|x−y|, for all r ∈ RQ. (4.3)
Remark 3. The left hand side of (4.3) is a probability of connectivity of x and y in site
percolation model on the finite graph with vertex set Q and edge set induced by configuration r.
The proof of Lemma 4.2 is based on Lemma 4.3 and Lemma 4.4. We firstly state and prove
these lemmas. We will need some definitions. To shorten the presentation we write
Prp(·) = Pp(· | rQ = r).
Definition 4.1. Let Q be a good k-block, and the configuration of balls centred in Q is
r ∈ RQ. Then for any a ∈ {−Ak−1/2, 0, Ak−1/2}d, there exists at most one child of a + Q that
is not good. We denote these not good (k − 1)-blocks by B1, . . . , Bj , and let B = B1 ∪ . . . ∪Bj .
The set B is deterministic once we fix the radii r ∈ RQ. We also note that j ≤ 3d.
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The R-neighbourhood of a set A ⊂ Zd is denoted by W (A,R) = ∪x∈AW (x,R).
Definition 4.2. We introduce the sets Us = Us(x, y, r) ⊂W (B, 3Ak−1/100)2s:
(x1, x′1, . . . , xs, x′s) ∈ Us if, for all i, j ∈ {1, . . . , s},
1. xi, x′i ∈W (B, 3Ak−1/100)\B;
2. xi 6= xj , x′i 6= x′j ;
3. |xi − x′i| > Ak−1/2;
4.
∑s
i=1 |xi − x′i| ≥
(
1− 16·3d
k2
)
|x− y|.
Lemma 4.3. If Q is a good k-block, r ∈ RQ, and x, y ∈ Q are such that |x− y| > Ak/8 then
Prp(x
Q←→ y) ≤
3d∑
s=1
(
2Adk−13
d
)2s
max
{xi,x′i}∈Us
Prp(x1
Q\B←→ x′1) . . .Prp(xs
Q\B←→ x′s). (4.4)
Proof of Lemma 4.3. Let γ = (v1, . . . , vl) be an open path connecting x and y within Q
(see Section 2 for the definition). If there are several such paths then we choose the first one
according to some order on the set of paths between x and y. It will be useful to define vi for all
i ∈ Z. Let vi = v1 for i < 1 and vi = vl for i > l. From Definition 3.1, radii rvi ≤ Ak−1/100 for
all 1 ≤ i ≤ l.
Let a1 be the smallest value i such that vi ∈ W (B,Ak−1/50) (the set B is defined in
Definition 4.1), and b1 ∈ {1, . . . , j} such that va1 ∈ W (Bb1 , Ak−1/50). If va1 is in Ak−1/50-
neighbourhood of several blocks, i.e. va1 ∈ ∩i∈LW (Bi, Ak−1/50) for a subset L of {1, . . . , j}, then
we choose b1 arbitrarily from the set L. Let z1 be the largest i such that vi ∈W (Bb1 , Ak−1/50).
For any t ≥ 1, let at+1 be the smallest i > zt such that vi ∈ W (B,Ak−1/50). If there is no such
i we let at+1 = l. If at+1 < l, let bt+1 be such that vat+1 ∈ W (Bbt+1 , Ak−1/50). If there is more
than one i such that vat+1 ∈W (Bi, Ak−1/50) then choose bt+1 arbitrarily from that i’s. Let zt+1
be the largest i such that vi ∈W (Bbt+1 , Ak−1/50). If at+1 = l we let zt+1 = l+1. Since the path
γ is finite, after finite number of steps we get the set va1 , vz1 , . . . , van , vzn . For convenience we let
z0 = 0.
We make a further thinning of the set of vertices in γ. Let i1 be the smallest i ∈ {1, . . . , n}
such that |vzi−1+1 − vai−1| > Ak−1/2. For t ≥ 2, let it be the smallest i ∈ {it−1 + 1, . . . , n} such
that |vzi−1+1 − vai−1| > Ak−1/2. If there is no such it we stop. The largest t for which there is it
which satisfies the above property is denoted by ν. Note that ν ≤ 3d. For convenience we write
ut for vzit−1+1 and u
′
t for vait−1 respectively. From the triangle inequality,
|x− y| ≤ |x− v1|+ |v1 − va1−1|+ |va1−1 − vz1+1|+ . . .+ |vzn+1 − vl|+ |vl − y|
≤ 2
100
Ak−1 +
(
Ak−1 + 3
Ak−1
50
)
3d +
1
2
Ak−13d +
ν∑
i=1
|ui − u′i|
≤ 16 · 3
d
k2
|x− y|+
ν∑
i=1
|ui − u′i|.
On the second line the first term bounds |x− v1|+ |vl − y|, the second term is the upper bound
for
∑
i |vai−1 − vzi+1|, and the last two terms estimate
∑
i |vzi−1+1 − vai+1|. The last inequality
follows from the fact that |x− y| > Ak/8 = (k2Ak−1)/8. Therefore
ν∑
i=1
|ui − u′i| ≥
(
1− 16 · 3
d
k2
)
|x− y|. (4.5)
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Given r ∈ RQ, the set {u1, u′1, . . . , uν , u′ν} is a random subset of W (B, 3Ak−1/100)\B. If also
ν = s, the set {u1, u′1, . . . , uν , u′ν} is a random element of Us.
To estimate Prp(x
Q←→ y), we write the event {x Q←→ y} as a union over all possible configu-
rations of {u1, u′1, . . . , uν , u′ν} in Q. For increasing events E and E′ on Zd, event E ◦E′ is the set
of configurations of sites in Zd for which there exist disjoint sets of open sites with the property
that the first such set guarantees the occurrence of E and the second guarantees the occurrence
of E′ (for more formal definition see [8, p.37]). Then we say that E and E′ occur disjointly.
Prp(x
Q↔ y) ≤
3d∑
s=1
∑
{xi,x′i}∈Us
Prp
(
x
Q↔ y; ν = s, u1 = x1, u′1 = x′1, . . . , uν = xs, u′ν = x′s
)
(4.6)
≤
3d∑
s=1
∑
{xi,x′i}∈Us
Prp
(
x1
Q\B←→ x′1 ◦ x2
Q\B←→ x′2 ◦ . . . ◦ xs
Q\B←→ x′s
)
(4.7)
≤
3d∑
s=1
(
2Adk−13
d
)2s
max
{xi,x′i}∈Us
Prp(x1
Q\B←→ x′1 ◦ . . . ◦ xs
Q\B←→ x′s). (4.8)
The second inequality holds because the events {ui Q\B←→ u′i} occur disjointly. The proof is
completed by an application of the BK-inequality (see [3, 8]).
Lemma 4.4. Suppose that there exist δ > 0, k0 > 0 and p > 0 such that
1. for all l ≥ k0, 2d logAl−1 ≤ αl−1Al−2 and α(Al−1 − 8Al−2) ≥ 8 log 2;
2. (4.3) holds for k0, . . . , (k − 1), where k > k0.
Then, for r ∈ RQ and x, x′ ∈ Q\B such that |x− x′| > Ak−1/2,
Prp(x
Q\B←→ x′) ≤ 2 exp
[
−αk−1Ak−1 − 4Ak−2
Ak−1 + 8Ak−2
∣∣x− x′∣∣] . (4.9)
Proof of Lemma 4.4. Let γ = (g1, . . . , gm) be an open path from x to x′ within Q\B. If
there are several such paths then we choose the first one according to some order on the set of
paths between x and x′. We define gi for all i ∈ Z by setting gi = g1 for i < 1 and gi = gm for
i > m. Let w1 = g1, i1 = min{l > 1 : |gl −w1| > Ak−1/8}, w′1 = gi1 , and w2 = gi1+1. For t ≥ 2,
let it = min{l > it−1 + 1 : |gl − wt| > Ak−1/8} if there is such l, otherwise it is undefined. If
it is defined, let w′t = git and wt+1 = git+1. The last t for which it is defined is denoted by µ.
Then |wl − w′l| ∈ (Ak−1/8, Ak−1/8 + Ak−2/100] for l ∈ {1, . . . , µ}, and |w′l − wl+1| ≤ Ak−2/100
for l ∈ {1, . . . , µ− 1}, since Q is a good k-block and γ ⊂ Q\B. Therefore,
µ+ 1 ≥ |x− x
′|
Ak−1/8 +Ak−2
.
We estimate Prp(x
Q\B←→ x′) in the same way as (4.6) by writing the event {x Q\B←→ x′} as a
union over all possible configurations {y1, y′1, . . . , ys, y′s} of {w1, w′1 . . . , wµ, w′µ} in Q\B, where
s ≥ |x−x′|Ak−1/8+Ak−2 − 1. We denote the set of all possible realizations of {w1, w′1 . . . , wµ, w′µ} of size
2s by Vs. The cardinality of Vs is at most (Adk−1)
2s. For a, a′ ∈ Q\B, let
E(a, a′) =
{
a
S←→ a′
}
, where S =W (a,Ak−1/8 +Ak−2/100) ∩ (Q\B).
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We obtain
Prp(x
Q\B←→ x′) ≤
∑
s≥ |x−x′|
Ak−1/8+Ak−2
−1
(Adk−1)
2s max
{yi,y′i}∈Vs
Prp
(
E(y1, y′1) ◦ . . . ◦ E(ys, y′s)
)
≤
∑
s≥ |x−x′|
Ak−1/8+Ak−2
−1
(Adk−1)
2s max
{yi,y′i}∈Vs
Prp
(
E(y1, y′1)
)
. . .Prp
(
E(ys, y′s)
)
.
The last inequality follows from the BK-inequality.
Since Q is a good k-block, for any t there exists a good (k−1)-block containing the open path
(git−1+1, . . . , git) between wt and w
′
t. Indeed, by the definition of a good k-block, there exists
a ∈W (wt, Ak−1/4) such that Qk−1(a) is a good (k− 1)-block under configuration r′ (recall from
the definition of a good k-block that r′ agrees with r on Q and r′y = 1 for y /∈ Q). However
Qk−1(a) ⊃ W (wt, Ak−1/8 + Ak−2/100). Therefore, for {y1, y′1, . . . , ys, y′s} ∈ Vs, we can use (4.3)
for (k − 1) to estimate
Prp
(
E(yt, y′t)
) ≤ exp [−αk−1|yt − y′t|] ≤ exp [−αk−1Ak−18
]
.
for any t. In the last inequality we used the fact that |yt − y′t| > Ak−1/8 for all t. The resulting
inequality is
Prp(x
Q\B←→ x′) ≤
∑
s≥ |x−x′|
Ak−1/8+Ak−2
−1
(Adk−1)
2s exp
[
−αk−1Ak−18 s
]
≤ 2 exp
[
−αk−1Ak−1 − 4Ak−2
Ak−1 + 8Ak−2
∣∣x− x′∣∣] .
We used inequalities 2d logAk−1 ≤ αk−1Ak−2 and α(Ak−1 − 8Ak−2) ≥ 8 log 2 to get the last
bound.
We are now ready to prove Lemma 4.2.
Proof of Lemma 4.2. The proof of (4.3) is by induction. Note that for any fixed k and δ,
the inequality (4.3) holds for sufficiently small positive p by continuity. Therefore we can start the
induction from any large k0. As soon as we choose k0, we fix p = p(k0) > 0 such that (4.3) holds
for k = k0 and p. We choose k0 such that 2d logAl−1 ≤ αl−1Al−2 and α(Al−1 − 8Al−2) ≥ 8 log 2
for all l ≥ k0.
Suppose that (4.3) holds for k0, . . . , (k−1). We prove that (4.3) holds for k. Let Q be a good
k-block, the configuration of the radii of the balls centred in Q is r ∈ RQ, and let x, y ∈ Q be
such that |x− y| > Ak/8.
From Lemma 4.3 we obtain
Prp(x
Q←→ y) ≤
3d∑
s=1
(
2Adk−13
d
)2s
max
{xi,x′i}∈Us
Prp(x1
Q\B←→ x′1) . . .Prp(xs
Q\B←→ x′s). (4.10)
Every pair (xi, x′i) satisfies conditions of Lemma 4.4. Hence (4.9) holds for every Prp(xi
Q\B←→ x′i).
We obtain
Prp(x
Q↔ y) ≤
3d∑
s=1
(
2Adk−13
d
)2s
2s max
{xi,x′i}∈Us
exp
[
−αk−1Ak−1 − 4Ak−2
Ak−1 + 8Ak−2
s∑
i=1
∣∣xi − x′i∣∣
]
≤ 3d
(
2Adk−13
d
)2·3d
23
d
exp
[
−αk−1Ak−1 − 4Ak−2
Ak−1 + 8Ak−2
βk |x− y|
]
,
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where βk = 1− 16·3dk2 . The last inequality follows from the definition of Us. Finally, we obtain
Prp(x
Q↔ y) ≤ exp
[
−αk−1Ak−1 − 8Ak−2
Ak−1 + 8Ak−2
βk |x− y|
]
= exp [−αk |x− y|] .
We used the estimate
3d
(
2Adk−13
d
)2·3d
23
d ≤ exp
[
αk−1
4Ak−2
Ak−1 + 8Ak−2
βk |x− y|
]
,
which is true for large k, since |x− y| > Ak/8.
5 Proof of Theorem 1.1.
We use the idea of [15, 16] (see also [8, page 373]). We introduce a discrete model on a graph G
similar to the one studied in Section 2. The vertices of G are the sites of Zd. To define adjacency
in G, we partition Rd into cubes
B(x) =
d∏
i=1
[
xi − 12 , xi +
1
2
)
, for x ∈ Zd.
For each x ∈ Zd, let r˜x = 12 + max{ri | i : Xi ∈ B(x)}. Two points x, y ∈ Zd are adjacent if
|x− y| ≤ r˜x + r˜y, where |x| = max1≤i≤d |xi|. The site x ∈ Zd is open if there exist a point of the
Poisson process within the cube B(x), and closed otherwise. Note that
p = Pλ(x is open) = 1− e−λ.
Let Pp be a product measure on {0, 1}Zd . Let C˜x be an open cluster at x in G, and |C˜x| the size
of C˜x (see Section 2 for the definition of two points connectivity). It is easy to show that, for any
s > 0,
Ers0 <∞ if and only if Eλ(r˜0)s <∞.
Therefore under the conditions of Theorem 1.1, G satisfies the conditions of Theorem 2.1. Hence
pc(G) = sup{p : Pp(|C˜0| <∞) = 1} > 0.
By the definition of G, if x and y from Zd are connected in continuum model then they are
connected in discrete model G. Therefore if for some λ, |C0| =∞ then |C˜0| =∞ for p = 1− e−λ.
Therefore
λc ≥ − log(1− pc(G)).
In particular, λc > 0.
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