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Abstract
Based on a course presented by the author at the International School of Physics Enrico Fermi,
CLXI Course,.”Polarons in Bulk Materials and Systems with Reduced Dimensionality”, Varenna,
Italy, 21.6. - 1.7.2005, including further developments since 2005.
In the present course, an overview is presented of the fundamentals of continuum-polaron physics,
which provide the basis of the analysis of polaron effects in ionic crystals and polar semiconductors.
These Lecture Notes deal with “large”, or “continuum”, polarons, as described by the Fro¨hlich
Hamiltonian. The emphasis is on the polaron optical absorption, with detailed mathematical
derivations.
Appendix A treats optical conductivity of a strong-coupling polaron.
Appendix B considers Feynman’s path-integral polaron treatment approached using time-ordered
operator calculus.
Appendix C is devoted to the many-body large polaron optical conductivity in Nb doped stron-
tium titanate.
Appendix D contains summary of the present state of the problem of the polaron mobility. It is
remarkable that the theory of the polaron mobility developed by Kadanoff [65], which
was recognized during a long time, needs a correction factor as found in Ref. [151]
and independently confirmed in the recent work [153].
Appendix E represents the all-coupling analytic description for the optical conductivity of the
Fro¨hlich polaron, with the goal being to bridge the gap in validity range that exists between two
complementary methods: on the one hand the memory function formalism and on the other hand
the strong-coupling expansion based on the Franck-Condon picture for the polaron response.
Appendix F represents the solution of the large polaron Fro¨hlich Hamiltonian in 3-dimensions
(3D) and 2-dimensions (2D) obtained via the Diagrammatic Monte Carlo (DMC) method. Polaron
ground state energies and effective polaron masses are successfully benchmarked with data obtained
using Feynman’s path integral formalism. By comparing 3D and 2D data, we verify the analytically
exact scaling relations for energies and effective masses from 3D→2D, which provides a stringent
test for the quality of DMC predictions.
Appendix G lists recent publications on Fro¨hlich polarons in Nature, Science and
Physical Review Letters appeared from 2005 to 2018.
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∗The printed version of these Lectures is copyrighted by TQC – Departement Fysica – Universiteit Antwer-
pen, Belgium / Jozef T. L. Devreese.
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Preface to the 8th edition
Since 2005, when the first edition of the present Lecture Course was prepared, polaron
physics continued to intensely develop, involving new areas and testing new powerful meth-
ods. In subsequent editions, these new developments are included in order to emphasize
which of them we consider important.
Renewed interest in large (Fro¨hlich) polarons has been inspired by recent experimental
advances in the determination of the band structure of highly polar oxides [1]. The optical
response of complex oxides clearly reveals the polaron features and can shed light on the band
structure of a crystal and its polaron characteristics. The interpretation of the measured data
is essential to achieve a comprehensive understanding and to optimize practical application
of functional materials. In particular, the question whether the polarons are large or small
is often a subject of intense discussions, for example, in the case of SrTiO3 and TiO2, key
materials in many technological sectors.
In the recent ARPES measurements [1] no clear signatures of small-polaron phenomena in
n-doped strontium titanate were found, and the conclusion was reached that small polarons
are not formed in strontium titanate. The electron-phonon coupling strength in strontium
titanate α ≈ 3.6 obtained in Ref. [2] is typical for a rather moderate coupling that makes
the formation of small polarons in the conduction band of SrTiO3 hardly possible. On the
contrary, recent density functional calculations [3, 4] show that excess electrons form small
polarons if the density of electronic carriers is sufficiently high. This opens the interesting
possibility to study an interplay of small and large polarons in SrTiO3 and other oxides.
In Ref. [5], the many-large-polaron model gives then a convincing interpretation of the
experimentally observed mid-infrared band of SrTi1−xNbxO3.
The polaron theory is a testing field for new powerful theoretical quantum field methods,
such as the Diagrammatic Quantum Monte Carlo (DQMC) method. Applied first to the
calculation of the ground-state energy of a Fro¨hlich polaron [6], DQMC has been successful
in the calculation of the optical conductivity of the Fro¨hlich polaron [7]. This inspired
attempts to develop analytical methods for the polaron optical response. The recent work
on the strong-coupling large-polaron optical conductivity [8] shows a good agreement with
DQMC in the strong-coupling limit. In Ref. [9], the momentum average approximation is
applied to derive an analytic expression for the optical conductivity of a small polaron, that
9
very well matches the DQMC data.
The polaron theory has found recently several new interesting applications. One of them
is the theoretical interpretation of the physics of an impurity immersed in an atomic Bose-
Einstein condensate. In Refs. [10, 11], the ground-state energy of the BEC polaron has been
studied on the basis of a Fro¨hlich type Hamiltonian using the Feynman variational technique
and the DQMC method. In Ref. [12], the problem of the BEC polaron has been treated
using the renormalization group method. It successfully retrieves the DQMC results in the
whole (available for the comparison) range of the particle-phonon coupling strength.
Very recently, interesting works appeared which confirmed new trends in the polaron
physics. These studies are devoted to polaron manifestations in real systems, e. g., quantum
atomic gases [13–16]. In Ref. [13], an impurity embedded in a quasi-two-dimensional Bose-
Einstein atomic condensate is realized as a dark-state polariton. It is demonstrated show
that the interaction of the impurity with phonons lead to photonic polarons, described
by the Bogoliubov-Fro¨hlich Hamiltonian. The theoretical study in Ref. [13] is performed
extending a renormalization group approach, developed for Fro¨hlich polarons in Ref. [17].
The study in Ref. [14] is devoted to the problem of a mobile impurity moving through a
Bose-Einstein atomic condensate. The radio frequency spectroscopy of ultracold bosonic
atoms is used to experimentally demonstrate the existence of a well-defined quasiparticle
state of an impurity interacting with a BEC. Both attractive and repulsive polaron-type
quasiparticles in BEC are realized. The experimental work [15] is devoted to Bose polarons
in atomic condensates in the strongly interacting regime. This is, at the moment, the first
measurement of the Bose polaron in a three-dimensional trapped atom gas, which probed the
energies and lifetimes for both the attractive and repulsive polaron branches. In Ref. [16],
the dynamics of Bose polarons in the vicinity of a Feshbach resonance between the impurity
and host atoms is studied in the specific setting of radio-frequency spectroscopy of impurity
atoms immersed in a Bose-Einstein condensate. The authors demonstrate the disappearance
of the sharp quasiparticle spectral feature at strong coupling and the presence of a novel
type of excitations in which several Bogoliubov quasiparticles are bound to the impurity.
This work represents a particular interest for studying nonperturbative phenomena in Bose
polarons at strong coupling.
We may consider at least two remarkable achievements as the most important recent
progress in the polaron physics. First, the numerically accurate solutions of the polaron
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problem using the Diagrammatic Quantum Monte Carlo method allowed theorists to verify
and compare different analytic approximations, what has significance far beyond the polaron
theory itself, because the polaron is a classic example of the problem of a particle interacting
with a quantum field, where nonperturbative solutions are extremely valuable. Second, the
discovery of polarons in quantum gases demonstrates the universality of the polaron concept,
which can embrace a lot of new unexpected areas of manifestations. In summary, polaron
physics recently demonstrated new fascinating developments, that makes the present lecture
course timely and relevant.
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Part I
Single polaron
I. INTRODUCTION. THE ”STANDARD” THEORIES
A. The polaron concept
A charge placed in a polarizable medium is screened. Dielectric theory describes the
phenomenon by the induction of a polarization around the charge carrier. The idea of the
autolocalization of an electron due to the induced lattice polarization was first proposed by
L. D. Landau [1]. In the further development of this concept, the induced polarization can
follow the charge carrier when it is moving through the medium. The carrier together with
the induced polarization is considered as one entity (see Fig. 1). It was called a polaron by
S. I. Pekar [2, 3]. The physical properties of a polaron differ from those of a band-carrier. A
polaron is characterized by its binding (or self-) energy E0, an effective mass m
∗ and by its
characteristic response to external electric and magnetic fields (e. g. dc mobility and optical
absorption coefficient).
FIG. 1: Artist view of a polaron. A conduction electron in an ionic crystal or a polar semiconductor
repels the negative ions and attracts the positive ions. A self-induced potential arises, which acts
back on the electron and modifies its physical properties. (From [4].)
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If the spatial extension of a polaron is large compared to the lattice parameter of the solid,
the latter can be treated as a polarizable continuum. This is the case of a large (Fro¨hlich)
polaron. When the self-induced polarization caused by an electron or hole becomes of the
order of the lattice parameter, a small (Holstein) polaron can arise [136]. As distinct from
large polarons, small polarons are governed by short-range interactions.
B. Intuitive concepts
a. The polaron radius. Large polarons vs small polarons Consider the LO phonon field
with frequency ωLO interacting with an electron. Denote by ∆ν the quadratic mean square
deviation of the electron velocity. In the electron-phonon interaction is weak, the electron
can travel a distance
∆x ≈ ∆ν
ωLO
(1.1)
during a time ω−1LO,characteristic for the lattice period,because it is the distance within
which the electron can be localized using the phonon field as measuring device. From the
uncertainty relations it follows
∆p∆x =
m
ωLO
(∆ν)2 ≈ ~
∆ν ∼
√
~ωLO
m
,
∆x ∼
√
~
mωLO
. (1.2)
At weak coupling ∆x is a measure of the polaron radius rp. To be consistent, the polaron
radius rp must be considerably larger than the lattice parameter a.(this is a criterion of a
“large polaron”). Experimental evaluation of the polaron radius leads to the follwing typical
values: rp ≈ 10A˚ for alkali halides, rp ≈ 20A˚ for silver halides, rp ≈ 100A˚ for II-VI, II-V
semiconductors. The continuum approximation is not satisfied for transition metal oxides
(NiO, CaO, MnO), in other oxides (UO2,NbO2...). For those solids the “small polaron”
concept is used. In some substances (e.g. perovskites) some intermediate region between
large and small polarons is realized.
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b. The coupling constant [5] Consider the case of strong electron-phonon interaction in
a polar crystal. The electron of mass m is then localized and can - to a first approximation
- be considered as a static charge distribution within a sphere with radius l1. The medium
is characterized by an average dielectric constant ε¯,which will be defined below.
The potential energy of a sphere of radius l1uniformly charged with the charge e in a
vacuum is (see Eq. (8.6) of Ref. [6])
Uvac =
3
5
e2
l1
. (1.3)
The potential energy of a uniformly charged sphere in a medium with the high-frequency
dielectric constant ε∞ is
U1 =
3
5
e2
ε∞l1
. (1.4)
This is the potential energy of the self-interaction of the charge e uniformly spread over
the sphere of radius l1 in a medium with the dielectric constant ε∞. In a medium with
an inertial polarization field (due to LO phonons), the potential energy of the uniformly
charged sphere is
U2 =
3
5
e2
ε0l1
, (1.5)
where ε0 is the static dielectric constant. The polaron effect is then related to the change of
the potential energy of the interaction of the charged sphere due to the inertial polarization
field. This change is the potential energy U2 of the uniformly charged sphere in the presence
of the inertial polarization field minus the potential energy of the self-interaction U1of the
charge e uniformly spread over the sphere in a medium without the inertial polarization:
Upol ≡ U2 − U1 = 3
5
e2
l1
(
1
ε0
− 1
ε∞
)
= −3
5
e2
ε¯l1
, (1.6)
with
1
ε¯
=
1
ε∞
− 1
ε0
.
The electron distribution in a sphere may be non-uniform, what may influence the nu-
merical coefficient in Eqs. (1.4) to (1.6). In this connection one can use the estimate [5]
Upol ∼ − e
2
ε¯l1
. (1.7)
The restriction of the electron in space requires its de Broglie wave length to be of the
order l1,so that its kinetic energy is of the order 4π
2
~
2/2ml21.Minimizing the total energy
with respect to l1leads to
15
∂∂l1
(
− e
2
l1ε¯
+
4π2~2
2ml21
)
= 0 =⇒ 1
l1
=
e2m
4π2~2ε¯
,
wherefrom the binding energy is
U1 = − e
4m
8π2~2ε¯2
. (1.8)
For weak coupling, one can neglect the kinetic energy of the electron. Taking the polaron
radius according to (1.2), rp =
√
2~/mωLO, the binding energy is
U2 = − e
2
rpε¯
= −e
2
ε¯
√
mωLO
2~
. (1.9)
We note that
U1
~ωLO
= − e
4m
8π2~3ε¯2ωLO
= − 1
4π2
(
U2
~ωLO
)2
. (1.10)
Following the conventions of the field theory, the self energy at weak coupling is written as
U2 = −α~ωLO.
Therefore the so-called Fro¨hlich polaron coupling constant is
α =
e2
ε¯
√
m
2~3ωLO
≡ e
2
~c
√
mc2
2~ωLO
1
ε¯
. (1.11)
For the average dielectric constant one shows that
1
ε¯
=
1
ε∞
− 1
ε0
,
where ε∞ and ε0 are, respectively, the electronic and the static dielectric constant of the polar
crystal. The difference 1/ε∞− 1/ε0 arises because the ionic vibrations occur in the infrared
spectrum and the electrons in the shells can follow the conduction electron adiabatically.
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c. Polaron mobility 1 Here we give a simple derivation leading to the gross features
of the mobility behaviuor, especially its temperature dependence. The key idea is that the
mobility will change because the number of phonons in the lattice, with which the polaron
interacts, is changing with temperature.
The phonon density is given by
n =
1
e
~ωLO
kT − 1
.
The mobility for large polaron is proportional to the inverse of the number of phonons:
µ ≈ 1
n
= e
~ωLO
kT − 1
and for low temperatures kT ≪ ~ωLO
µ ≈ e ~ωLOkT . (1.12)
The mobility of continuum poarons decreases with increasing temperature following an ex-
ponential law. The slope of the straight line in lnµ vs 1/T is characterized by the LO
phonon frequesncy. Systematic study performed, in particular, by Fro¨hlich and Kadanoff,
gives
µ =
e
2mωLO
e
~ωLO
kT . (1.13)
The small polaron will jump from ion to ion under the influence of optical phonons. The
lerger the numver of phonons, the lerger the mobility. The behaviuor of the small polaron
is the opposite of that of the large polaron. One expects:
µ ≈ n = 1
e
~ωLO
kT − 1
.
For low temperatures kT ≪ ~ωLO one has:
µ ≈ e− ~ωLOkT : (1.14)
the mobility of small polaron is thermally activated. Systematic analysis within the small-
polaron theory shows that
1See also Appendix D “Notes on the polaron mobility”.
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µ ≈ e−γ ~ωLOkT : (1.15)
with γ ∼ 5.
C. The Fro¨hlich Hamiltonian
Fro¨hlich proposed a model Hamiltonian for the “large” polaron through which its dynam-
ics is treated quantum mechanically (“Fro¨hlich Hamiltonian”). The polarization, carried by
the longitudinal optical (LO) phonons, is represented by a set of quantum oscillators with
frequency ωLO, the long-wavelength LO-phonon frequency, and the interaction between the
charge and the polarization field is linear in the field [5]:
H =
p2
2mb
+
∑
k
~ωLOa
+
k ak +
∑
k
(Vkake
ik·r + V ∗k a
†
ke
−ik·r), (1.16)
where r is the position coordinate operator of the electron with band mass mb, p is its
canonically conjugate momentum operator; a†k and ak are the creation (and annihilation)
operators for longitudinal optical phonons of wave vector k and energy ~ωLO. The Vk are
Fourier components of the electron-phonon interaction
Vk = −i~ωLO
k
(
4πα
V
) 1
2
(
~
2mbωLO
) 1
4
. (1.17)
The strength of the electron–phonon interaction is expressed by a dimensionless coupling
constant α, which is defined as:
α =
e2
~
√
mb
2~ωLO
(
1
ε∞
− 1
ε0
)
. (1.18)
In this definition, ε∞ and ε0 are, respectively, the electronic and the static dielectric constant
of the polar crystal.
In Table I the Fro¨hlich coupling constant is given for a few solids2.
In deriving the form of Vk, expressions (1.17) and (1.18), it was assumed that (i) the spatial
extension of the polaron is large compared to the lattice parameter of the solid (“continuum”
2In some cases, due to lack of reliable experimental data to determine the electron band mass, the values of
α are not well established.
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approximation), (ii) spin and relativistic effects can be neglected, (iii) the band-electron has
parabolic dispersion, (iv) in line with the first approximation it is also assumed that the
LO-phonons of interest for the interaction, are the long-wavelength phonons with constant
frequency ωLO.
The model, represented by the Hamiltonian (1.16) (which up to now could not been
solved exactly) has been the subject of extensive investigations, see, e. g., Refs. [23–30].
In what follows the key approaches of the Fro¨hlich-polaron theory are briefly reviewed with
indication of their relevance for the polaron problems in nanostructures.
D. Infinite mass model [“shift”–operators]
Here some insight will be given in the type of transformation that might be useful to
study the Fro¨hlich Hamiltonian (1.16). For this purpose the Hamiltonian will be treated for
a particle with infinite mass mb →∞, (which is at r = 0) :
H∞ =
∑
k
~ωLOa
+
k ak +
∑
k
(Vkak + V
∗
k a
†
k), (1.19)
TABLE I: Electron-phonon coupling constants (After Ref. [4])
Material α Ref. Material α Ref.
InSb 0.023 [7] AgCl 1.84 [13]
InAs 0.052 [7] KI 2.5 [7]
GaAs 0.068 [7] TlBr 2.55 [7]
GaP 0.20 [7] KBr 3.05 [7]
CdTe 0.29 [8] Bi12SiO20 3.18 [21]
ZnSe 0.43 [7] CdF2 3.2 [7]
CdS 0.53 [7] KCl 3.44 [7]
α-Al2O3 1.25 [9] CsI 3.67 [7]
AgBr 1.53 [13] SrTiO3 3.77 [22]
α-SiO2 1.59 [14] RbCl 3.81 [7]
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which can be transformed into the following expression with “shifted” phonon operators:
H∞ =
∑
k
~ωLO
(
a†k +
Vk
~ωLO
)(
ak +
V ∗k
~ωLO
)
−
∑
k
|Vk|2
~ωLO
. (1.20)
To determine the eigenstates of this Hamiltonian, one can perform a unitary transforma-
tion which produces the following “shift” of the phonon operators:
ak → bk = ak + V
∗
k
~ωLO
, a†k → b†k = a†k +
Vk
~ωLO
.
The transformation
S = exp
[
−
∑
k
a†k
V ∗k
~ωLO
+
∑
k
Vk
~ωLO
ak
]
(1.21)
is canonical:
S† = exp
[
−
∑
k
ak
Vk
~ωLO
+
∑
k
V ∗k
~ωLO
a†k
]
= S−1
and has the desired property:
S−1akS = ak − V
∗
k
~ωLO
, S−1a†kS = a
†
k −
Vk
~ωLO
.
The transformed Hamiltonian is now:
S−1H∞S =
∑
k
~ωLOa
†
kak −
∑
k
|Vk|2
~ωLO
.
The eigenstates of the Hamiltonian contain an integer number of phonons (|nk〉) .The
eigenenergies are evidently:
E =
∑
k
nk~ωLO −
∑
k
|Vk|2
~ωLO
.
This expression is divergent at it is often the case in field theory of point charges are consid-
ered. A transformation of the type S has been of great interest in developing weak coupling
theory as shown below.
E. The ”standard” theories
1. Weak coupling via a perturbation theory
For actual crystals α-values typically range from α = 0.02 (InSb) up to α ∼ 3 to 4 (alkali
halides, some oxides), see Table 1. A weak-coupling theory of the polaron was developed
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originally by Fro¨hlich [5]. He derived the first weak-coupling perturbation-theory results:
E0 = −α~ωLO (1.22)
and
m∗ =
mb
1− α/6 . (1.23)
Expressions (1.22) and (1.23) are rigorous to order α.
2. Weak coupling via a canonical transformation [“shift”-operators]
Inspired by the work of Tomonaga on quantum electrodynamics (Q. E. D.), Lee, Low
and Pines (LLP) [31] analyzed the properties of a weak-coupling polaron starting from a
formulation based on canonical transformations (cp. the results of the subsection ID).As
hown by them, the unitary transformation
U = exp
{
i
~
(
P−
∑
k
~ka†kak
)
· r
}
, (1.24)
where P is a ”c”-number representing the total system momentum allows to eliminate the
electron co-ordinates from the system. Intuitively one might guess this transformation by
writing the exact wave function in the form
Ψtotal H = exp
(
i
~
p · r
)
|Φ〉 .
It is plausible that the “Bloch” factor exp (i/~p · r) attaches the system to the electron as
origin of the co-cordinates. After this transformation the Hamiltonian (1.16) becomes:
H = U−1HU =
(
P−∑k ~ka†kak)2
2mb
+
∑
k
~ωLOa
†
kak +
∑
k
(Vkak + V
∗
k a
†
k). (1.25)
If, for the sake of simplicity, the case of total momentum equal to zero is considered, this
expression becomes:
H =
∑
k,k′
~
2k · k′a†ka†k′akak′
2mb
+
∑
k
(
~ωLO +
~
2k2
2mb
)
a†kak +
∑
k
(Vkak + V
∗
k a
†
k). (1.26)
The first term of this Hamiltonian is the correlation energy term involving different values
for k and k′.If one diagonalizes the second and the trird term of the Hamiltonian (1.26)
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(this can be done exactly by means of the ”shifted-oscillator canonical transformation” S
(1.21)), the result of LLP is found. The expectation value of the first term is zero for the
wave function S |0〉 . Therefore one is sure to obtain a variational result. It is remarkable
that merely extracting the k = k′ term from the expression
∑
k,k′
~
2k · k′a†ka†k′akak′
2mb
(1.27)
eliminates the divergency from the problem (cp. with the case mb → ∞) and is equivalent
to the sophisticated theory by Lee, Low and Pines (LLP), which corresponds thus to neglect
of the term (1.27). The details of the LLP theory are given in Appendix 1. The explicit
form for the energy is now
E = −
∑
k
|Vk|2
~ωLO +
~2k2
2mb
= −α~ω.
This self energy is no longer divergent. The divergence is elmininated by the quantum cut-off
occurring at k =
√
2mbωLO/~.
For the self energy the LLP result is equivalent to the perturbation result. The effective
mass however is now given by
m∗ = mb
(
1 +
α
6
)
,
a result, which follows if one considers the case P 6=0 and which is also exact for α → 0.
However, the LLP effective mass is different from the perturbation result if α insreases.
The LLP approximation has often been called “intermediate-coupling approximation”.
However its range of validity is the same as that of perturbation theory to order α. The
significance of the LLP approximation consists of the flexibility of the canonical transfor-
mations together with the fact that it puts the Fro¨hlich result on a variational basis.
To order α2, the analytical expressions for the coefficients are α2: 2 ln(
√
2+ 1)− 3
2
ln 2−
√
2
2
≈ −0.01591962 for the energy and 4
3
ln(
√
2 + 1)− 2
3
ln 2− 5
√
2
8
+ 7
36
≈ 0.02362763 for the
polaron mass [32].
At present the following weak-coupling expansions are known: for the energy [33, 34]
E0
~ωLO
= −α− 0.0159196220α2 − 0.000806070048α3 − . . . , (1.28)
and for the polaron mass [32]
m∗
mb
= 1 +
α
6
+ 0.02362763α2 + . . . (1.29)
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3. Strong coupling via a canonical transformation [“shift”-operators]
Historically, the strong coupling limit was studied before all other treatments (Landau,
Pekar [23, 35]). Although it is only a formal case because the actual crystals seems to
have α values smaller than 5, it is very interesting because it contains some indication of
the intermediate coupling too: approach the excitations from the strong coupling limit and
extrapolate to intermediate coupling is interesting because it is expected that some specific
strong coupling properties “survive” at intermediate coupling. In what follows, a treatment,
equivalent to that of Pekar, but in second quantization and written with as much analogy
to the LLP treatment as possible is given.
We start from the Fro¨hlich Hamiltonian (1.16). At strong coupling one makes the as-
sumption (a “Produkt-Ansatz”) for the polaron wave-function
|Φ〉 = |ϕ〉|f〉 (1.30)
where |ϕ〉 is the “electron-component” of the wave function (〈ϕ|ϕ〉 = 1).The “field-
component” of the wave function |f〉 (〈f |f〉 = 1) parametrically depends on |ϕ〉. The
Produkt-Ansatz (1.30) — or Born-Oppenheimer approximation — implies that the electron
adiabatically follows the motion of the atoms, while the field cannot follow the instantaneous
motion of the electron. Fro¨hlich showed that the approximation (1.30) leads to results, which
are only valid for sufficiently large α→∞, i. e. in the strong-coupling regime. A more sys-
tematic analysis of strong-coupling polarons based on canonical transformations applied to
the Hamiltonian (1.16) was performed in Refs. [36–38].
The expectation value for the energy is now:
〈H〉 = 〈ϕ| p
2
2mb
|ϕ〉+ 〈f |
[∑
k
~ωLOa
+
k ak +
∑
k
(Vkakρke
ik·r + V ∗k a
†
kρ
∗
k)
]
|f〉
with
ρk = 〈ϕ| eik·r |ϕ〉 .
We wish to minimize 〈H〉 , but also
〈f |
[∑
k
~ωLOa
+
k ak +
∑
k
(Vkakρke
ik·r + V ∗k a
†
kρ
∗
k)
]
|f〉
has to be minimized. This expression will be minimized if |f〉 is the ground state wave func-
tion of the “shifted” oscullator-type Hamiltonian. As we can diagonalize this Hamiltonian
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exactly:
∑
k
~ωLOa
+
k ak +
∑
k
(Vkakρke
ik·r + V ∗k a
†
kρ
∗
k) (1.31)
=
∑
k
~ωLO
(
a†k +
Vkρk
~ωLO
)(
ak +
V ∗k ρ
∗
k
~ωLO
)
−
∑
k
|Vk|2 |ρk|2
~ωLO
, (1.32)
we can apply a canonical transformation similar to (1.21):
S = exp
[∑
k
(
Vkρk
~ωLO
ak − V
∗
k ρ
∗
k
~ωLO
a†k
)]
, (1.33)
which has the property:
S−1akS = ak − V
∗
k ρk
~ωLO
, S−1a†kS = a
†
k −
Vkρ
∗
k
~ωLO
.
The transformed Hamiltonian is now:
S−1
[∑
k
~ωLOa
+
k ak +
∑
k
(Vkakρke
ik·r + V ∗k a
†
kρ
∗
k)
]
S
=
∑
k
~ωLOa
†
kak −
∑
k
|Vk|2 |ρk|2
~ωLO
.
The phonon vacuum |0〉 provides a minimum:
〈0|S−1
[∑
k
~ωLOa
+
k ak +
∑
k
(Vkakρke
ik·r + V ∗k a
†
kρ
∗
k)
]
S |0〉 = −
∑
k
|Vk|2 |ρk|2
~ωLO
.
Hence, the Hamiltonian (1.31) is minimized by the ground state wave function
S |0〉 = exp
[∑
k
(
Vkρk
~ωLO
ak − V
∗
k ρ
∗
k
~ωLO
a†k
)]
|0〉 . (1.34)
It gives the ground state energy
E0 = 〈ϕ| p
2
2mb
|ϕ〉 −
∑
k
|Vk|2 |ρk|2
~ωLO
, (1.35)
which is still a functional of |ϕ〉. The functionals ρk are different for differerent excitations.
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a. Ground state of strong-coupling polarons For the ground state one considers a Gaus-
sian wave function:
|ϕ”1s”〉 = C exp
(
−mbΩ0
2~
r2
)
with a variational parameter Ω0.
〈ϕ”1s”|ϕ”1s”〉 = C2
∫
d3r exp
(
−mbΩ0
~
r2
)
= C2
[∫ ∞
−∞
dx exp
(
−mbΩ0
~
x2
)]3
= C2
( √
π
mbΩ0
~
)3
= C2
(
π~
mbΩ0
)3/2
= 1⇒ C2 =
(
mbΩ0
π~
)3/2
|ϕ”1s”〉 =
(
mbΩ0
π~
)3/4
exp
(
−mbΩ0
2~
r2
)
.
For the further use, we introduce a notation C21 =
(
mbΩ0
π~
)1/2
. Such a wave function is
consistent with the localization of the electron, which we expect for large α. The kinetic
energy in (1.35) for this function is calculated using the representation of the operator
p2 = −~2∇2 = −~2 (∇2x +∇2x +∇2x):
〈ϕ”1s”| p
2
2mb
|ϕ”1s”〉 = − ~
2
2mb
C2
∫
d3r exp
(
−mbΩ0
2~
r2
)
× (∇2x +∇2x +∇2x) exp
(
−mbΩ0
2~
r2
)
= −3 ~
2
2mb
C2
∫ ∞
−∞
dx exp
(
−mbΩ0
2~
x2
)
∇2x exp
(
−mbΩ0
2~
x2
)
×
∫ ∞
−∞
dy exp
(
−mbΩ0
~
y2
)∫ ∞
−∞
dz exp
(
−mbΩ0
~
z2
)
= −3 ~
2
2mb
C21
∫ ∞
−∞
dx exp
(
−mbΩ0
2~
x2
)
×∇x
[
−mbΩ0
~
x exp
(
−mbΩ0
2~
x2
)]
= 3
~
2
2mb
C21
mbΩ0
~
∫ ∞
−∞
dx
(
1− mbΩ0
~
x2
)
exp
(
−mbΩ0
~
x2
)
== 3
~
2
mb
C21
mbΩ0
~
∫ ∞
0
dx
(
1− mbΩ0
~
x2
)
exp
(
−mbΩ0
~
x2
)
= 3
~
2
mb
C21
mbΩ0
~

 √π
2
√
mbΩ0
~
− mbΩ0
~
√
π
4
√(
mbΩ0
~
)3


= 3
~Ω0
4
C21
√
π~
mbΩ0
= 3
~Ω0
4
√
mbΩ0
π~
√
π~
mbΩ0
=
3
4
~Ω0.
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The functional
ρk”1s” = 〈ϕ”1s”| eik·r |ϕ”1s”〉 = C2
∫
d3r exp
(
−mbΩ0
~
r2 + ik · r
)
= C2
∫
d3r exp
(
−mbΩ0
~
[
r2 + i
~
mbΩ0
k · r− ~
2k2
4m2bΩ
2
0
+
~
2k2
4m2bΩ
2
0
])
= C2 exp
(
−mbΩ0
~
~
2k2
4m2bΩ
2
0
)∫
d3r exp
(
−mbΩ0
~
[
r+ i
~
2mbΩ0
k
]2)
⇒
ρk”1s” = exp
(
− ~k
2
4mbΩ0
)
. (1.36)
The second term in (1.35) is then
−
∑
k
|Vk|2 |ρk”1s”|2
~ωLO
= − V
(2π)3
∫
d3k
~ωLO
k2
4πα
V
(
~
2mbωLO
) 1
2
exp
(
− ~k
2
2mbΩ0
)
= −α~ωLO
2π2
.4π
(
~
2mbωLO
) 1
2
∫ ∞
0
dk exp
(
− ~k
2
2mbΩ0
)
= −2α~ωLO
π
(
~
2mbωLO
) 1
2
√
π
2
√
2mbΩ0
~
= − α~√
π
√
Ω0ωLO. (1.37)
The variational energy (1.35) thus becomes
E0 =
3
4
~Ω0 − ~ωLOα√
π
√
Ω0
ωLO
. (1.38)
Putting
∂E0
∂Ω0
= 0,
one obtains
3
4
=
α
2
√
π
√
ωLO
Ω0
=⇒
√
Ω0
ωLO
=
2α
3
√
π
=⇒ Ω0
ωLO
=
4
9
α2
π
=⇒
Ω0 =
4
9
α2
π
ωLO. (1.39)
Substituting (1.39) in (1.38), we find the ground state energy of the polaron E0 (calculated
with the energy of the uncoupled electron-phonon system as zero energy):
E0 =
3
4
~
4
9
α2
π
ωLO − ~ωLOα√
π
2α
3
√
π
=
(
1
3
− 2
3
)
α2
π
~ωLO =⇒
E0 = −1
3
α2
π
~ωLO = −0.106α2~ωLO. (1.40)
The strong-coupling mass of the polaron, resulting again from the approximation (1.30), is
given [39] as:
m∗0 = 0.0200α
4mb. (1.41)
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More rigorous strong-coupling expansions for E0 andm
∗ have been presented in the literature
[40]:
E0
~ωLO
= −0.108513α2 − 2.836, (1.42)
m∗0
mb
= 1 + 0.0227019α4. (1.43)
The strong-coupling ground state energy (1.40) is lower than the LLP ground state energy
for α > 10.
b. The excited states of the polaron: SS, FC, RES In principle, excited states of the
polaron exist at all coupling. In the general case, and for simplicity for P = 0, a continuum
of states starts at ~ωLO above the ground state of the polaron. This continuum physically
corresponds to the scattering of free phonons on the polaron. Those “scattering.states” (SS)
were studied in [41] anf for the first time more generally in [39] are not the only excitations
of the polaron. There are also internal excitation states corresponding to the excitations of
the electron in the potential it created itself. By analogy with the excited states of colour
centers, the following terminology is used.
(i) The states where the electron is excited in the potential belonging to the ground state
configuration of the lattice are called Franck-Condon (FC) states
(ii) Excitations of the electron in which the lattice polarization is adapted to the electronic
configuration of the excited electron (which itself then adapts its wave function to the new
potential, etc. . . . leading to a self-consistent final state), are called relaxed excited state
(RES) [23].
c. Calculation of the lowest FC state The formalism used until now is well adapted to
treat the polaron excitations at strong coupling. The field dependence of the wave function
is (1.34). For the FC state the ρk are the same as for the ground state (1.36). Physically
ρk tells us, to what electronic distribution the field is adapted. The electronic part of the
excited wave function is 2p-like:
|ϕ”2p”〉 = C”2p”z exp
(
−mbΩp
2~
r2
)
(1.44)
27
with a parameter Ωp, which is equal to Ω0 :
〈ϕ”2p”|ϕ”2p”〉 = C2”2p”
∫ ∞
−∞
dzz2 exp
(
−mbΩp
~
z2
)[∫ ∞
−∞
dx exp
(
−mbΩp
~
x2
)]2
= C2”2p”
( √
π
mbΩp
~
)2 √
π
2
(
mbΩp
~
)3/2 = C2”2p”
(
π~
mbΩp
)3/2
~
2mbΩp
= 1⇒
C2”2p” =
(
mbΩp
π~
)3/2
2mbΩp
~
|ϕ”2p”〉 =
(
mbΩ0
π~
)3/4(
2mbΩp
~
)1/2
z exp
(
−mbΩ0
2~
r2
)
.
We introduce still a notation
C22 =
2√
π
(
mbΩp
~
)3/2
The FC state energy is, similarly to (1.35),
EFC = 〈ϕ”2p”| p
2
2mb
|ϕ”2p”〉 −
∑
k
|Vk|2 |ρk”1s”|2
~ωLO
. (1.45)
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The kinetic energy term is
〈
ϕ
”2p”
∣∣ p2
2mb
∣∣ϕ
”2p”
〉
= − ~
2
2mb
C2
”2p”
∫
d3rz exp
(
−mbΩp
2~
r2
)
× (∇2x +∇2x +∇2x)
[
z exp
(
−mbΩp
2~
r2
)]
= − ~
2
2mb
C2
”2p”
∫ ∞
−∞
dzz exp
(
−mbΩp
2~
z2
)
∇2z
[
z exp
(
−mbΩp
2~
z2
)]
×
∫ ∞
−∞
dy exp
(
−mbΩp
~
y2
)∫ ∞
−∞
dz exp
(
−mbΩp
~
z2
)
+
2
4
~Ωp
= − ~
2
2mb
C22
∫ ∞
−∞
dzz exp
(
−mbΩp
2~
z2
)
×∇z
[(
1− mbΩp
~
z2
)
exp
(
−mbΩp
2~
z2
)]
+
1
2
~Ωp
=
~
2
2mb
C22
∫ ∞
−∞
dzz exp
(
−mbΩp
2~
z2
)
×
[
2mbΩp
~
z +
(
1− mbΩp
~
z2
)
mbΩp
~
z
]
exp
(
−mbΩp
2~
z2
)
+
1
2
~Ωp =
~
2
2mb
C22
∫ ∞
−∞
dz
(
3− mbΩp
~
z2
)
mbΩp
~
z2 exp
(
−mbΩp
~
z2
)
+
1
2
~Ωp =
~Ωp
2
C22

 3√π
2
(
mbΩp
~
)3/2 − mbΩp~ 3
√
π
4
(
mbΩp
~
)5/2

+ 1
2
~Ωp
=
~Ωp
2
C22
3
√
π
4
(
mbΩp
~
)3/2 + 12~Ωp
=
~Ωp
2
2√
π
(
mbΩp
~
)3/2
3
√
π
4
(
mbΩp
~
)3/2 + 12~Ωp
=
3
4
~Ωp +
1
2
~Ωp =
5
4
~Ωp. (1.46)
For the FC state, Ωp = Ω0. The second term in (1.45) is precisely (1.37),
−
∑
k
|Vk|2 |ρk”1s”|2
~ωLO
= − ~√
π
√
Ω0ωLO,
and the FC energy (1.45) becomes
EFC =
5
4
~Ω0 − ~ωLOα√
π
√
Ω0
ωLO
=
5
4
~
4
9
α2
π
ωLO − 2
3
α2
π
~ωLO =
(
5
9
− 2
3
)
α2
π
~ωLO =⇒
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The energy of the lowest FC state is, within the Produkt-Ansatz [42]:
EFC =
α2
9π
~ωLO = 0.0354α
2
~ωLO. (1.47)
The fact that this energy is positive, is presumably due to the choice of a harmonic potential.
The real potential the electron sees is anharmonic, and a bound state may be expected.
d. Calculation of RES The electronic part of the excited wave function is (1.44) with
a variational parameter Ωp,which is determined below. The variational RES energy is,
similarly to (1.35),
ERES = 〈ϕ”2p”| p
2
2mb
|ϕ”2p”〉 −
∑
k
|Vk|2 |ρk”2p”|2
~ωLO
. (1.48)
Here the kinetic energy term is given by Eq. (1.46). The functional, which is now needed, is
ρk”2p” = 〈ϕ”2p”| eik·r |ϕ”2p”〉 = C2”2p”
∫
d3rz2 exp
(
−mbΩp
~
r2 + ik · r
)
= C2”2p”
∫
d3rz2 exp
(
−mbΩp
~
[
r2 + i
~
mbΩp
k · r− ~
2k2
4m2bΩ
2
p
+
~
2k2
4m2bΩ
2
p
])
= C2”2p” exp
(
−mbΩp
~
~
2k2
4m2bΩ
2
p
)∫
d3rz2 exp
(
−mbΩp
~
[
r+ i
~
2mbΩp
k
]2)
⇒
ρk”2p” = exp
(
− ~k
2
4mbΩp
)
C22
∫ ∞
−∞
dzz2 exp
(
−mbΩp
~
[
z + i
~
2mbΩp
kz
]2)
= . exp
(
− ~k
2
4mbΩp
)
C22
∫ ∞
−∞
dz
(
z − i ~
2mbΩp
kz
)2
exp
(
−mbΩp
~
z2
)
= exp
(
− ~k
2
4mbΩp
)
C22
∫ ∞
−∞
dz
[
z2 −
(
~
2mbΩp
kz
)2]2
exp
(
−mbΩp
~
z2
)
= exp
(
− ~k
2
4mbΩp
)
C22


√
π
2
(
mbΩp
~
)3/2 −
(
~
2mbΩp
kz
)2 √
π(
mbΩp
~
)1/2


=
(
1− ~k
2
z
2mbΩp
)
exp
(
− ~k
2
4mbΩp
)
. (1.49)
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Further, we substitute (1.49) in the second term in the r.h.s. of Eq. (1.48):
−
∑
k
|Vk|2 |ρk”1s”|2
~ωLO
= − V
(2π)3
∫
d3k
~ωLO
k2
4πα
V
(
~
2mbωLO
) 1
2
×
(
1− ~k
2
z
2mbΩp
)2
exp
(
− ~k
2
2mbΩp
)
= −α~ωLO
2π2
(
~
2mbωLO
) 1
2
2π
∫ 1
−1
dx
×
∫ ∞
0
dk
(
1− ~k
2x2
mbΩp
+
~
2k4x4
4m2bΩ
2
p
)
exp
(
− ~k
2
2mbΩp
)
= −α~ωLO
π
(
~
2mbωLO
) 1
2
×
∫ ∞
0
dk
(
2− 2
3
~k2
mbΩp
+
2
5
~
2k4
4m2bΩ
2
p
)
exp
(
− ~k
2
2mbΩp
)
= −α~ωLO
π
(
~
2mbωLO
) 1
2
×

 √π(
~
2mbΩp
)1/2 − 13 ~mbΩp
√
π
2
(
~
2mbΩp
)3/2 + 15 ~
2
4m2bΩ
2
p
3
√
π
4
(
~
2mbΩp
)5/2


= − α~√
π
√
ωLOΩp
[
1− 1
3
+
3
20
]
= − α~√
π
√
ωLOΩp
60− 20 + 9
60
= −49
60
α~√
π
√
ωLOΩp
The variational energy (1.48) becomes
ERES =
5
4
~Ωp − 49
60
α~√
π
√
ωLOΩp.
Putting
∂ERES
∂Ωp
= 0,
one obtains
5
4
=
49α
120
√
π
√
ωLO
Ωp
=⇒
√
Ωp
ωLO
=
49α
150
√
π
=⇒ Ωp
ωLO
=
(
49
150
)2
α2
π
=⇒
ERES =
5
4
~
(
49
150
)2
α2
π
ωLO − ~ωLOα√
π
49
60
49α
150
√
π
=
(
5
4
− 5
2
)(
49
150
)2
α2
π
~ωLO
= −5
4
(
49
150
)2
α2
π
~ωLO = − 49
2
120× 150
α2
π
~ωLO =⇒
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The energy of the RES is (see Refs. [39, 41]):
ERES = −0.042α2~ωLO. (1.50)
The effective mass of the polaron in the RES is given [39] as:
m∗RES = 0.621
α4
81π2
mb = 0.0200α
4mb. (1.51)
The structure of the energy spectrum of the strong-coupling polaron is shown in Fig. 2.
FIG. 2: Structure of the energy spectrum of a polaron at strong coupling: E0 — the ground
state, ERES — the (first) relaxed excited state; the Franck-Condon states (EFC). In fact, both the
Franck-Condon states and the relaxed excited states lie in the continuum and, strictly speaking,
are resonances.
The significance of the strong-coupling large polaron theory is formal only: it allows to
test “all-coupling” theories in the limit α →∞. Remarkably, the effective electron-phonon
coupling strength significantly increases in systems of low dimension and low dimensionality.
4. All-coupling theory. The Feynman path integral
Feynman developed a superior all-coupling polaron theory using his path-integral formal-
ism [43]. He studied first the self-energy E0 and the effective mass m
∗ of polarons [43].
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Feynman got the idea to formulate the polaron problem into the Lagrangian form of
quantum mechanics and then eliminate the field oscillators, “. . . in exact analogy to Q. E. D.
. . . (resulting in) . . . a sum over all trajectories . . . ”. The resulting path integral (here limited
to the ground-state properties) is of the form (Ref. [43]):
〈0, β|0, 0〉=
∫
Dr(τ) exp
[
−1
2
∫ β
0
r˙2dτ+
α
2
3
2
∫ β
0
∫ β
0
e−|τ−σ|
|r(τ)− r(σ)|dτdσ
]
, (1.52)
where β = 1/(kBT ). (1.52) gives the amplitude that an electron found at a point in space
at time zero will appear at the same point at the (imaginary) time β. This path integral
(1.52) has a great intuitive appeal: it shows the polaron problem as an equivalent one-
particle problem in which the interaction, non-local in time or “retarded”, occurs between
the electron and itself. Subsequently Feynman showed how the variational principle of
quantum mechanics could be adapted to the path-integral formalism and he introduced a
quadratic trial action (non-local in time) to simulate (1.52).
Applying the variational principle for path integrals then results in an upper bound for the
polaron self-energy at all α, which at weak and strong coupling gives accurate expressions.
Feynman obtained smooth interpolation between a weak and strong coupling (for the ground
state energy). The weak-coupling expansions of Feynman for the ground-state energy and
the effective mass of the polaron are:
E0
~ωLO
= −α− 0.0123α2 − 0.00064α3 − . . . (α→ 0), (1.53)
m∗
mb
= 1 +
α
6
+ 0.025α2 + . . . (α→ 0). (1.54)
In the strong-coupling limit Feynman found for the ground-state energy energy:
E0
~ωLO
≡ E3D(α)
~ωLO
= −0.106α2 − 2.83− . . . (α→∞) (1.55)
and for the polaron mass:
m∗
mb
≡ m
∗
3D(α)
mb
= 0.0202α4 + . . . (α→∞). (1.56)
Over the years the Feynman model for the polaron has remained the most successful
approach to this problem. The analysis of an exactly solvable (“symmetrical”) 1D-polaron
model [41, 44], Monte Carlo schemes [30, 45] and other numerical schemes [46] demonstrate
the remarkable accuracy of Feynman’s path-integral approach to the polaron ground-state
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energy. Experimentally more directly accessible properties of the polaron, such as its mobil-
ity and optical absorption, have been investigated subsequently. Within the path-integral
approach, Feynman et al. studied later the mobility of polarons [47, 48]. Subsequently
the path-integral approach to the polaron problem was generalized and developed to be-
come a powerful tool to study optical absorption, magnetophonon resonance and cyclotron
resonance [49–53].
In Ref. [54], a self-consistent treatment for the polaron problem at all α was presented,
which is based on the Heisenberg equations of motion starting from a trial expression for
the electron position. It was used to derive the effective mass and the optical properties of
the polaron at arbitrary coupling. A variational justification of the approximation used in
Ref. [54] (through a Stiltjes continuous fraction) is reproduced in Appendix 2.
5. On Monte Carlo calculations of the polaron free energy
In Ref. [55], using a Monte Carlo calculation, the ground-state energy of a polaron was
derived as E0 = limβ→∞∆F, where ∆F = Fβ − F 0β with Fβ the free energy per polaron
and F 0β = [3/ (2β)] ln (2πβ) the free energy per electron. The value β~ωLO = 25, used for
the actual computation in Ref. [55], corresponds to T/TD = 0.04 (TD = ~ωLO/kB; ~ωLO is
the LO phonon energy). So, as pointed out in Ref. [56], the authors of Ref. [55] actually
calculated the free energy ∆F , rather than the polaron ground-state energy.
To investigate the importance of temperature effects on ∆F, the authors of Ref. [56]
considered the polaron energy as obtained by Osaka [57], who generalized the Feynman [43]
polaron theory to nonzero temperatures:
∆F
~ω
=
3
β
ln
(
w
v
sinh β0v
2
sinh β0w
2
)
− 3
4
v2 − w2
v
(
coth
β0v
2
− 2
β0v
)
− α√
2π
[1 + n (ωLO)]
∫ β0
0
du
e−u√
D (u)
, (1.57)
where β0 = β~ωLO, n (ω) = 1/
(
eβ~ω − 1) , and
D (u) =
w2
v2
u
2
(
1− u
β0
)
+
v2 − w2
2v3
(
1− e−vu − 4n (v) sinh2 vu
2
)
. (1.58)
This result is variational, with variational parameters v and w, and gives an upper bound
to the exact polaron free energy.
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The results of a numerical-variational calculation of Eq. (1.57) are shown in Fig. 3,
where the free energy −∆F is plotted (in units of ~ωLO) as a function of α for different
values of the lattice temperature. As seen from Fig. 3, (i) −∆F increases with increasing
temperature and (ii) the effect of temperature on ∆F increases with increasing α.
FIG. 3: Contribution of the electron-phonon interaction to the free energy of the Feynman po-
laron as a function of the electron-phonon coupling constant α for different values of the lattice
temperature. Inset: temperature dependence of the free energy for α = 3. (From Ref. [56].)
In Table II, the Monte Carlo results [55], (∆F )MC, are compared with the free energy of
the Feynman polaron, (∆F )F , calculated in [56]. The values for the free energy obtained
from the Feynman polaron model are lower than the MC results for α . 2 and α ≥ 4 (but
lie within the 1% error of the Monte Carlo results). Since the Feynman result for the polaron
free energy is an upper bound to the exact result, we conclude that for α . 2 and α ≥ 4 the
results of the Feynman model are closer to the exact result than the MC results of [55].
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TABLE II: Comparison between the free energy of the Feynman polaron theory, −(∆F )F, and the
Monte Carlo results of Ref. [55], −(∆F )MC, for T/TD = 0.04. The relative difference is defined as
∆ = 100 × [(∆F )F − (∆F )MC]/(∆F )MC. (From Ref. [56])
α − (∆F )F − (∆F )MC ∆ (%)
0.5 0.50860 0.505 0.71
1.0 1.02429 1.020 0.42
1.5 1.54776 1.545 0.18
2.0 2.07979 2.080 −0.010
2.5 2.62137 2.627 −0.21
3.0 3.17365 3.184 −0.32
3.5 3.73814 3.747 −0.24
4.0 4.31670 4.314 0.063
6. On the contributions of the N -phonon states to the polaron ground state
The analysis of an exactly solvable (“symmetric”) 1D-polaron model was performed in
Refs. [41, 58, 59]. The model consists of an electron interacting with two oscillators pos-
sessing the opposite wave vectors: k and −k.The parity operator, which changes ak and a−k
(and also a†k and a
†
−k), commutes with the Hamiltonian of the system. Hence, the polaron
states are classified into the even and odd ones with the eigenvalues of the parity operator +1
and −1, respectively. For the lowest even and odd states, the phonon distribution functions
WN are plotted in Fig. 4, upper panel, at some values of the effective coupling constant λ
of the “symmetric” model. The value of the parameter
κ =
√
(~k)2
mb~ωLO
for these graphs was taken 1, while the total polaron momentum P = 0. In the weak-
coupling case (λ ≈ 0.6) WN is a decaying function of N . When increasing λ, WN acquires
a maximum, e.g. at N = 8 for the lowest even state at λ ≈ 5.1. The phonon distribution
function WN has the same character for the lowest even and the lowest odd states at all
values of the number of the virtual phonons in the ground state. (as distinct from the
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higher states). This led to the conclusion that the lowest odd state is an internal excited
state of the polaron.
In Ref [30], the structure of the polaron cloud was investigated using the diagrammatic
quantum Monte Carlo (DQMC) method. In particular, partial contributions of N -phonon
states to the polaron ground state were found as a function of N for a few values of the
coupling constant α, see Fig. 4, lower panel. It was shown to gradually evolve from the
weak-coupling case (α = 1) into the strong-coupling regime (α = 17). Comparion of the
lower panel to the upper panel in Fig. 4 clearly shows that the evolution of the shape and
the scale of the distribution of the N -phonon states with increasing α as derived for a large
polaron within DQMC method [30] is in remarkable agreement with the results obtained
within the ”symmetric” 1D polaron model [41, 58, 59].
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FIG. 4: Upper panel : The phonon distribution functions WN in the “symmetric” polaron model
for various values of the effective coupling constant λ at κ = 1,P = 0 (from [58], Fig. 23). Lower
panel : Distribution of multiphonon states in the polaron cloud within DQMC method for various
values of α (from [30], Fig. 7).
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F. Polaron mobility 3
The mobility of large polarons was studied within various theoretical approaches(see Ref.
[60] for the detailed references). Fro¨hlich [61] pointed out the typical behavior of the large-
polaron mobility
µ ∝ exp(~ωLOβ), (1.59)
which is characteristic for weak coupling. Here, β = 1/kBT , T is the temperature. Within
the weak-coupling regime, the mobility of the polaron was then derived, e. g., using the
Boltzmann equation in Refs. [62, 63] and starting from the LLP-transformation in Ref.
[64].
A nonperturbative analysis was embodied in the Feynman polaron theory, where the
mobility µ of the polaron using the path-integral formalism was derived by Feynman et
al. (usually referred to as FHIP) as a static limit starting from a frequency-dependent
impedance function. For sufficiently low temperature T the mobility then takes the form
[47]
µ =
(w
v
)3 3e
4mb~ω2LOαβ
e~ωLOβ exp{(v2 − w2)/w2v} , (1.60)
where v and w are (variational) functions of α obtained from the Feynman polaron model.
Using the Boltzmann equation for the Feynman polaron model, Kadanoff [65] found the
mobility, which for low temperatures can be represented as follows:
µ =
(w
v
)3 e
2mbωLOα
e~ωLOβ exp{(v2 − w2)/w2v} , (1.61)
The weak-coupling perturbation expansion of the low-temperature polaron mobility as found
using the Green’s function technique [66] has confirmed that the mobility derived from
the Boltzmann equation is exceedingly exact for weak coupling (α/6 ≪ 1) and at low
temperatures (kBT ≪ ~ωLO). As shown in Ref. [65], the mobility of Eq. (1.60) differs by
the factor of 3/(2β~ωLO) from that derived using the polaron Boltzmann equation as given
by Eq. (1.61).
In the limit of weak electron-phonon coupling and low temperature, the FHIP polaron
mobility of Eq. (1.60) differs by the factor of 3/(2β~ωLO) from the previous result [62–64],
which, as pointed out in Ref. [47] and in later publications (see, e.g., Refs.[60, 65, 66]), is
3See also Appendix D “Notes on the polaron mobility”.
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correct for β ≫ 1. As follows from this comparison, the result of Ref. [47] is not valid when
T → 0. As argued in Ref. [47] and later confirmed, in particular, in Ref. [67] the above
discrepancy can be attributed to an interchange of two limits in calculating the impedance.
In FHIP, for weak electron-phonon coupling, one takes limΩ→0 limα→0, whereas the correct
order is limα→0 limΩ→0 (Ω is the frequency of the applied electric field). It turns out that
for the correct result the mobility at low temperatures is predominantly limited by the
absorption of phonons, while in the theory of FHIP it is the emission of phonons which gives
the dominant contribution as T goes to zero [67].
The analysis based on the Boltzmann equation takes into account the phonon emis-
sion processes whenever the energy of the polaron is above the emission threshold. The
independent-collision model, which underlies the Boltzmann-equation approach, however,
fails in the “strong coupling regime” of the large polaron, when the thermal mean free path
becomes less than the de Broglie wavelength; in this case, the Boltzmann equation cannot
be expected to be adequate [47, 68].4
In fact, the expression (1.60) for the polaron mobility was reported to adequately de-
scribe the experimental data in several polar materials (see, e.g., Refs. [68–70]). Experi-
mental work on alkali halides and silver halides indicates that the mobility obtained from
Eq. (1.60) describes the experimental results quite accurately [69]. Measurements of mo-
bility as a function of temperature for photoexcited electrons in cubic n-type Bi12SiO20 are
explained well in terms of large polarons within the Feynman approach [68]. The exper-
imental findings on electron transport in crystalline TiO2 (rutile phase) probed by THz
time-domain spectroscopy are quantitatively interpreted within the Feynman model [70].
One of the reasons for the agreement between theory based on Eq. (1.60) and experiment
is that in the path-integral approximation to the polaron mobility, a Maxwellian distribu-
tion for the electron velocities is assumed, when applying the adiabatic switching on of the
Fro¨hlich interaction. Although such a distribution is not inherent in the Fro¨hlich interac-
tion, its incorporation tends to favor agreement with experiment because other mechanisms
(interaction with acoustic phonons etc.) cause a Gaussian distribution.
4For the polaron mobility in the weak- and strong-coupling regimes, see also Appendix D
“Notes on the polaron mobility”.
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II. OPTICAL ABSORPTION. WEAK COUPLING
A. Optical absorption at weak coupling [within the perturbation theory]
At zero temperature and in the weak-coupling limit, the optical absorption is due to the
elementary polaron scattering process, schematically shown in Fig. 5.
FIG. 5: Elementary polaron scattering process describing the absorption of an incoming photon
and the generation of an outgoing phonon.
In the weak-coupling limit (α≪ 1) the polaron absorption coefficient was first obtained by
V. Gurevich, I. Lang and Yu. Firsov [71], who started from the Kubo formula. Their optical-
absorption coefficient is equivalent to a particular case of the result of J. Tempere and J. T.
Devreese (Ref. [53]), with the dynamic srtucture factor S(q, ω) corresponding to the Hartree-
Fock approximation (see also [72], p. 585). At zero temperature, the absorption coefficient
for absorption of light with frequency Ω can be expressed in terms of elementary functions in
two limiting cases: in the region of comparatively high polaron densities (~(Ω−ωLO)/ζ ≪ 1)
Γ(ω) =
1
ǫ0nc
21/2N2/3α
(3π2)1/3
e2
(~mbωLO)1/2
ω − 1
ω3
Θ(ω − 1), (2.1)
and in the low-concentration region (~(Ω− ωLO)/ζ ≫ 1)
Γ(ω) =
1
ǫ0nc
2Ne2α
3mbωLO
(ω − 1)1/2
ω3
Θ(ω − 1), (2.2)
where ω = Ω/ωLO, ǫ0 is the dielectric permittivity of the vacuum, n is the refractive index
of the medium, N is the concentration of polarons and ζ is the Fermi level for the electrons.
A step function
Θ(ω − 1) =

 1 if ω > 1,0 if ω < 1
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reflects the fact that at zero temperature the absorption of light accompanied by the emission
of a phonon can occur only if the energy of the incident photon is larger than that of a phonon
(ω > 1). In the weak-coupling limit, according to Eqs. (2.1), (2.2), the absorption spectrum
consists of a “one-phonon line”.
At nonzero temperature, the absorption of a photon can be accompanied not only by
emission, but also by absorption of one or more phonons.
A simple derivation in Ref. [73] using a canonical transformation method gives the ab-
sorption coefficient of free polarons, which coincides with the result (2.2) of Ref. [71].
B. Optical absorption at weak coupling [within the canonical-transformation
method [73] (DHL)]
The optical absorption of large polarons as a function of the frequency of the incident
light is calculated using the canonical-transformation formalism by Devreese, Huybrechts
and Lemmens (DHL) Ref. [73]. A simple calculation, which is developed below in full
detail, gives a result for the absorption coefficient, which is exact to order α.
We start from the Hamiltonian of the electron-phonon system interacting with light is
written down using the vector potential of an electromagnetic field A (t):
H =
1
2mb
(
p+
e
c
A (t)
)2
+
∑
k
ωLOa
+
k ak +
∑
k
(
Vkake
ik·r + V ∗k a
+
k e
−ik·r) . (2.3)
The electric field is related to the vector potential as
E (t) = −1
c
∂A (t)
∂t
. (2.4)
Within the electric dipole interaction the electric field with frequency Ω is
E (t) = E cos (Ωt)⇒ (2.5)
A = − c
Ω
E sin (Ωt) . (2.6)
When expanding 1
2mb
(
p+ e
c
A (t)
)2
in the Hamiltonian, we find
1
2mb
(
p+
e
c
A (t)
)2
=
p2
2mb
+
e
mbc
A (t) · p+ e
2
2mbc2
A2 (t) (2.7)
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where the first term is the kinetic energy of the electron, and the second term describes the
interaction of the electron-phonon system with light
Vt =
e
mbc
A (t) · p =− e
mbΩ
E · p sin Ωt (2.8)
Vt ≡ V sin Ωt, (2.9)
V ≡ − e
mbΩ
E · p. (2.10)
Since A (t) does not depend on the electron coordinates, the term e
2
2mbc2
A2 (t) in (2.7) does
not play a role in our description of the optical absorption. The total Hamiltonian for the
system of a continuum polaron interacting with light is thus
Htot = Hpol + Vt,
where Hpol is Fro¨hlich’s Hamiltonian (1.16).
The absorption coefficient for absorption of light with frequency Ω by free polarons is
proportional to the probability P (Ω) that a photon is absorbed by these polarons in their
ground state,
Γp(Ω) =
N
ε0cn2E2
ΩP (Ω). (2.11)
Here N is number of polarons, which are considered as independent from each other, ε0 is
the permittivity of vacuum, c is the velocity of light, n is the refractive index of the medium
in which the polarons move, E is the modulus of the electric field vector of the incident
photon. If the incident light can be treated as a perturbation, the transition probability
P (Ω) is given by the Golden Rule of Fermi:
P (Ω) = 2π
∑
f
〈Φ0 |V | f〉 〈f |V |Φ0〉 δ(E0 + Ω−Ef ). (2.12)
V is the amplitude of the time-dependent perturbation given by (2.10). The ground state
wave function of a free polaron is |Φ0〉 and its energy is E0. The wave functions of all possible
final states are |f〉 and the corresponding energies are Ef . The possible final states are all
the excited states of the polaron. The main idea of the present calculation is to avoid the
explicit summation over the final polaron states, which are poorly known, by eliminating all
the excited state wave functions |f〉 from the expression (2.12).
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With this aim, the representation of the δ-function is used:
δ(x) =
1
π
Re
∫ 0
−∞
dt exp [−i (x+ iε) t] .
This leads to:
P (Ω) = 2Re
∑
f
∫ 0
−∞
dt 〈Φ0 |V | f〉 〈f |V |Φ0〉 exp [−i(Ω + iε+ E0 − Ef)t]
= 2Re
∑
f
∫ 0
−∞
dt exp [−i(Ω + iε)t] 〈Φ0 |V | f〉
〈
f
∣∣eiHtV e−iHt∣∣Φ0〉 .
Using the fact that ∑
f
|f〉 〈f | = 1
and the notation
eiHtV (0)e−iHt = V (t),
dV (t)
dt
= i [H, V (t)]
we find
P (Ω) = 2Re
∫ 0
−∞
dt exp [−i(Ω + iε)t] 〈Φ0 |V (0)V (t)|Φ0〉 . (2.13)
Defining
R(Ω) =
∫ 0
−∞
dt exp [−i(Ω + iε)t] 〈Φ0 |V (0)V (t)|Φ0〉 , (2.14)
one has
P (Ω) = 2ReR(Ω). (2.15)
Substituting (2.10) to (2.14), we find that
R (Ω) =
(
e
mbΩ
)2 ∫ 0
−∞
dte−i(Ω+iε)t 〈Φ0 |(E · p (0)) (E · p (t))|Φ0〉 (2.16)
and hence
P (Ω) = 2
(
e
mbΩ
)2
Re
∫ 0
−∞
dte−i(Ω+iε)t 〈Φ0 |(E · p (0)) (E · p (t))|Φ0〉 . (2.17)
It is convenient to apply the first LLP transformation S1(4.187), which eliminates the
electron operators from the polaron Hamiltonian:
H −→ H = S−11 HpolS1 = H0 +H1 :
H0 = P
2
2mb
+
∑
k
(
ωLO +
k2
2mb
− k ·P
mb
)
a†kak +
∑
k
(Vkak + V
∗
k a
†
k),
H1 = 1
2mb
∑
k
k · k′a†ka†k′akak′ ,
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where H0 can be diagonalized exactly and gives rise to the self-energy E = −αωLO,and
H1 contains the correlation effects between the phonons. The optical absorption will be
calculated here for the total momentum of the system P = 0.
In the LLP approximation the explicit form of the matrix element in (2.16) is
〈Φ0 |(E · p (0)) (E · p (t))|Φ0〉 =
〈
0
∣∣S−12 S−11 E · pS1S−11 E · p(t)S1S2∣∣ 0〉 , (2.18)
where S1and S2 are the first (4.187) and the second (4.196) LLP transformations. The
application of S1 gives:
S−11 p(t)S1 = S
−1
1 e
iHtpe−iHtS1 = S−11 e
iHtS1S
−1
1 pS1S
−1
1 e
−iHtS1.
Using H = S−11 HS1, we arrive at S−11 eiHtS1 = eiHt.Further we recall S−11 pS1 = P −∑
k ~ka
†
kak + p, where P = 0 and p is set 0 (see Appendix 1). This results in
S−11 p(t)S1 = e
iHtpe−iHt = −
∑
k
~keiHta†kake
−iHt = −
∑
k
~ka†k(t)ak(t).
Then (2.18) takes the form
〈Φ0 |(E · p (0)) (E · p (t))|Φ0〉 =
〈
0
∣∣∣∣∣S−12
(∑
k
E · ka†kak
)(∑
k
E · ka†k(t)ak(t)
)
S2
∣∣∣∣∣ 0
〉
.
(2.19)
Here the second LLP transformation is given by (4.196) with
fk = − V
∗
k
ωLO +
k2
2mb
(2.20)
and the vacuum is defined by ak |0〉 = 0. The calculation of the matrix element (2.19)
proceeds as follows:〈
0
∣∣∣∣∣S−12
(∑
k
E · ka†kak
)(∑
k
E · ka†k(t)ak(t)
)
S2
∣∣∣∣∣ 0
〉
=
〈
0
∣∣∣∣∣S−12
(∑
k
E · ka†kak
)
S2S
−1
2 e
iHtS2S−12
(∑
k
E · ka†kak
)
S2S
−1
2 e
−iHtS2
∣∣∣∣∣ 0
〉
=
〈
0
∣∣∣∣∣S−12
(∑
k
E · ka†kak
)
S2e
iS−12 HS2tS−12
(∑
k
E · ka†kak
)
S2e
−iS−12 HS2t
∣∣∣∣∣ 0
〉
. (2.21)
Further on, we calculate
S−12 HS2 = H0 +H1
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where
H0 = S
−1
2 H0S2 = S−12
[∑
k
(
ωLO +
k2
2mb
)
a†kak +
∑
k
(Vkak + V
∗
k a
†
k)
]
S2
Further we use S−12 akS2 = ak + fk:
H0 =
∑
k
(
ωLO +
k2
2mb
)
a†kak +
∑
k
(
ωLO +
k2
2mb
)
|fk|2
+
∑
k
(
ωLO +
k2
2mb
)(
a†kfk + akf
∗
k
)
+
∑
k
[
Vk (ak + fk) + V
∗
k
(
a†k + f
∗
k
)]
=
∑
k
(
ωLO +
k2
2mb
)
a†kak +
∑
k
|Vk|2(
ωLO +
k2
2mb
) − 2∑
k
|Vk|2(
ωLO +
k2
2mb
)
=
∑
k
(
ωLO +
k2
2mb
)
a†kak −
∑
k
|Vk|2(
ωLO +
k2
2mb
) .
The last term can be calculated analytically:
∑
k
|Vk|2
ωLO +
k2
2mb
=
V
(2π)3
∫
d3k
(ωLO
k
)2 4πα
V
(
1
2mbωLO
) 1
2
.
1
ωLO +
k2
2mb
=
αωLO
2π2
4π
∫ ∞
0
dk
(
1
2mbωLO
) 1
2 1
1 + k
2
2mbωLO
=
2αωLO
π
∫ ∞
0
dκ
1
1 + κ2
=
2αωLO
π
arctanκ|∞0 = αωLO,
H0 = −αωLO +
∑
k
(
ωLO +
k2
2mb
)
a†kak.
The term
H1 = S
−1
2 H1S2
will be neglected:
eiS
−1
2 HS2t ≈ eiH0t.
NeglectingH1, consistent with the LLP description, introduces no error in order α. There-
fore (2.21) becomes
〈
0
∣∣∣∣∣∣
∑
kE · k
(
a†kak + fka
†
k + f
∗
kak + fkf
∗
k
)
eiH0t
×∑kE · k(a†kak + fka†k + f ∗kak + fkf ∗k) e−iH0t
∣∣∣∣∣∣ 0
〉
. (2.22)
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For P = 0 there is no privileged direction and
∑
kE · kfkf ∗k = 0, (2.22) reduces to:〈
0
∣∣∣∣∣
∑
k
E · kf ∗kakeiH0t
∑
k
E · kfka†ke−iH0t
∣∣∣∣∣ 0
〉
.
From the equation of motion for a†k :
da†k(t)
dt
= i
[
H0, a
†
k
]
= i
(
ωLO +
k2
2mb
)
a†k,
it is easy now to calculate
eiH0ta†ke
−iH0t = a†k exp
[
i
(
ωLO +
k2
2mb
)
t
]
.
The matrix element (2.19) now becomes
〈Φ0 |(E · p (0)) (E · p (t))|Φ0〉 =
∑
k
(E · k)2 f ∗kfk exp
[
i
(
ωLO +
k2
2mb
)
t
]
+O(α2).
The transition probability (2.13) is then given by the expression
P (Ω) = 2Re
e2
m2bΩ
2
∑
k
(E · k)2 f ∗kfk
∫ 0
−∞
dt exp
[
−i
(
Ω+ iε− ωLO − k
2
2mb
)
t
]
= 2π
e2
m2bΩ
2
∑
k
(E · k)2 |fk|2 δ
(
Ω− ωLO − k
2
2mb
)
.
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Using (2.20), we obtain
P (Ω) =
2πe2
m2bΩ
2
∑
k
(E · k)2(
ωLO +
k2
2mb
)2 |Vk|2 δ
(
Ω− ωLO − k
2
2mb
)
=
2πe2
m2bΩ
2
V
(2π)3
∫
d3k
(ωLO
k
)2 4πα
V
(
1
2mbωLO
) 1
2
× (E · k)
2(
ωLO +
k2
2mb
)2 δ
(
Ω− ωLO − k
2
2mb
)
=
e2αE2
m2bΩ
2π
2π
∫ 1
−1
dxx2
∫ ∞
0
dk
(
1
2mbωLO
) 1
2
× k
2(
1 + k
2
2mbωLO
)2 1ωLO δ
(
Ω
ωLO
− 1− k
2
2mbωLO
)
=
8e2αE2
3mbΩ2
∫ ∞
0
dκ
κ
2
(1 + κ2)2
δ
(
Ω
ωLO
− 1− κ2
)
=
4e2αE2
3mbΩ2
∫ ∞
0
dζ
√
ζ
(1 + ζ)2
δ
(
Ω
ωLO
− 1− ζ
)
=
4e2αE2
3mbΩ2
Θ
(
Ω
ωLO
− 1
) √ Ω
ωLO
− 1(
Ω
ωLO
)2 = 4e2αE2ω2LO3mbΩ4
√
Ω
ωLO
− 1 Θ
(
Ω
ωLO
− 1
)
,
where
Θ
(
Ω
ωLO
− 1
)
=

 1 if
Ω
ωLO
> 1
0 if Ω
ωLO
< 1
.
The absorption coefficient (2.11) for absorption by free polarons for α −→ 0 finally takes
the form
Γp(Ω) =
1
ε0cn
2Ne2αω2LO
3mbΩ3
√
Ω
ωLO
− 1 Θ
(
Ω
ωLO
− 1
)
. (2.23)
The behaviuor of Γp(Ω) (2.23) as a function of Ω is as follows. For Ω < ωLO there is no
absorption. The threshold for absorption is at Ω = ωLO.From Ω = ωLO up to Ω =
6
5
ωLO,Γp
increases to a maximum and for Ω > 6
5
ωLO the absorption coefficient decreases slowly with
increasing Ω.
Experimentally, this one-phonon line has been observed for free polarons in the infrared
absorption spectra of CdO-films, see Fig. 6. In CdO, which is a weakly polar material with
α ≈ 0.74, the polaron absorption band is observed in the spectral region between 6 and 20
µm (above the LO phonon frequency). The difference between theory and experiment in the
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wavelength region where polaron absorption dominates the spectrum is due to many-polaron
effects.
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FIG. 6: Optical absorption spectrum of a CdO-film with the carrier concentration n = 5.9 × 1019
cm−3 at T = 300 K. The experimental data (solid dots) of Ref. [74] are compared to different
theoretical results: with (solid curve) and without (dashed line) the one-polaron contribution of
Ref. [71] and for many polarons (dash-dotted curve) of Ref. [53].
III. OPTICAL ABSORPTION. STRONG COUPLING
The absorption of light by free large polarons was treated in Ref. [49] using the polaron
states obtained wihtin the adiabatic strong-coupling approximation, which was considered
above in subsection IE 3.
It was argued in Ref. [49], that for sufficiently large α (α > 3), the (first) RES of a polaron
is a relatively stable state, which can participate in optical absorption transitions. This idea
was necessary to understand the polaron optical absorption spectrum in the strong-coupling
regime. The following scenario of a transition, which leads to a “zero-phonon” peak in the
absorption by a strong-coupling polaron, can then be suggested. If the frequency of the
incoming photon is equal to
ΩRES ≡ ERES-E0
~
= 0.065α2ωLO,
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then the electron jumps from the ground state (which, at large coupling, is well-characterized
by ”s”-symmetry for the electron) to an excited state (”2p”), while the lattice polarization
in the final state is adapted to the ”2p” electronic state of the polaron. In Ref. [49]
considering the decay of the RES with emission of one real phonon it is demonstrated, that
the “zero-phonon” peak can be described using the Wigner-Weisskopf formula valid when
the linewidth of that peak is much smaller than ~ωLO.
For photon energies larger than
ΩRES + ωLO,
a transition of the polaron towards the first scattering state, belonging to the RES, becomes
possible. The final state of the optical absorption process then consists of a polaron in
its lowest RES plus a free phonon. A “one-phonon sideband” then appears in the polaron
absorption spectrum. This process is called one-phonon sideband absorption.
The one-, two-, ... K-, ... phonon sidebands of the zero-phonon peak give rise to a
broad structure in the absorption spectrum. It turns that the first moment of the phonon
sidebands corresponds to the FC frequency ΩFC:
ΩFC ≡ EFC −E0
~
= 0.141α2ωLO.
To summarize, the polaron optical absorption spectrum at strong coupling is characterized
by the following features (T = 0):
a) An intense absorption peak (“zero-phonon line”) appears, which corresponds to a
transition from the ground state to the first RES at ΩRES.
b) For Ω > ΩRES + ωLO, a phonon sideband structure arises. This sideband structure
peaks around ΩFC.
The qualitative behaviour predicted in Ref. [49], namely, an intense zero-phonon (RES)
line with a broader sideband at the high-frequency side, was confirmed after an all-coupling
expression for the polaron optical absorption coefficient at α = 5, 6, 7 had been studied [50].
In what precedes, the low-frequency end of the polaron absorption spectrum was dis-
cussed; at higher frequencies, transitions to higher RES and their scattering states can
appear. The two-phonon sidebands in the optical absorption of free polarons in the strong-
coupling limit were numerically studied in Ref. [75].
50
The study of the optical absorption of polarons at large coupling is mainly of formal
interest because all reported coupling constants of polar semiconductors and ionic crystals
are smaller than 5 (see Table 1).
IV. ARBITRARY COUPLING
A. Impedance function of large polarons: An alternative derivation of FHIP [76]
a. Definitions We derive here the linear response of the Fro¨hlich polaron, described by
the Hamiltonian
H =
p2
2mb
+
∑
k
~ωka
+
k ak +
∑
k
(Vkake
ik·r + V ∗k a
†
ke
−ik·r), (4.1)
to a spatially uniform, time-varying electric field
EΩ(t) = E0 exp (iΩt) ex. (4.2)
This field induces a current in the x-direction
jΩ(t) =
1
Z(Ω)
EΩ(t). (4.3)
The complex function Z(Ω) is called the impedance function. The frequency-dependent
mobility is defined by
µ(Ω) = Re
1
Z(Ω)
. (4.4)
For nonzero frequencies (in the case of polarons the frequencies of interest are in the infrared)
one defines the absorption coefficient [50]
Γ(Ω) =
1
nǫ0c
Re
1
Z(Ω)
, (4.5)
where ǫ0 is the dielectric constant of the vacuum, n the refractive index of the crystal,
and c the velocity of light. In the following the amplitude of the electric field E0 is taken
sufficiently small so that linear-response theory can be applied.
The impedance function can be expressed via a frequency-dependent conductivity of a
single polaron in a unit volume
1
Z(Ω)
= σ(Ω) (4.6)
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using the standard Kubo formula (cf. Eq. (3.8.8) from Ref. [72]):
σ(Ω) = i
e2
V mbΩ
+
1
V ~Ω
∫ ∞
0
eiΩt 〈[jx(t), jx]〉 dt. (4.7)
In order to introduce a convenient representation of the impedance function, we give in
the next subsection a definition and discuss properties of a scalar product of two operators
[cf. [77], Chapter 5].
b. Definition and properties of the scalar product For two operators A and B (i.e.,
elements of the Hilbert space of operators) the scalar product is defined as
(A,B) =
∫ β
0
dλ
〈(
eλ~LA†
)
B
〉
. (4.8)
The notation
(
eλ~LA†
)
is used in order to indicate that the operator eλ~L acts on the operator
A†. The time evolution of the operator A is determined by the Liouville operator L:
− i∂A
∂t
= LA ≡ 1
~
[H,A] (4.9)
with a commutator [H,A] , wherefrom
A(t) = eiLtA(0) ≡ eiHt/~A(0)e−iHt/~. (4.10)
The expectation value in (4.8) is taken over the Gibbs’ ensemble:
〈A〉 = Tr(ρ0(H)A) (4.11)
with the equilibtium density matrix when the electric field is absent
ρ0(H) = e
−βH/Tr(e−βH). (4.12)
One can show that (4.8) defines a positive definite scalar product with the following prop-
erties
(i) (A,B) = (B†, A†), (4.13)
(ii) (A,LB) = (LA,B), (4.14)
(iii) (A,LB) =
1
~
〈[
A†, B
]〉
, (4.15)
and [cf. Eq. (5.11) of [77]]
(iv) (A,B)∗ = (B,A) (4.16)
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Demonstration of the property (4.13). Starting from the definition (4.8) and using
(4.10), we obtain
(A,B) =
∫ β
0
dλ
〈
eλHA†e−λHB
〉
. (4.17)
Substituting here (4.11) with (4.12), one finds
(A,B) =
∫ β
0
dλTr
[
e−(β−λ)HA†e−λHB
]
/Tr(e−βH).
Change of the variable λ′ = β − λ allows us to represnt this integral as
(A,B) =
∫ β
0
dλ′Tr
[
e−λ
′HA†e−(β−λ
′)HB
]
/Tr(e−βH).
Further, a cyclic permutation of the operators under the trace Tr sign gives
(A,B) =
∫ β
0
dλTr
[
e−(β−λ)HBe−λHA†
]
/Tr(e−βH)
=
∫ β
0
dλ
〈
eλHBe−λHA†
〉
=
∫ β
0
dλ
〈(
eλ~LB
)
A†
〉
=
∫ β
0
dλ
〈[
eλ~L
(
B†
)†]
A†
〉
.
According to the definition (4.8), this finalizes the demonstration of (4.13).
Demonstration of the property (4.14). Starting from (4.17) and using (4.9), we
obtain
(A,LB) =
∫ β
0
dλ
〈
eλHA†e−λHLB
〉
=
1
~
∫ β
0
dλ
〈
eλHA†e−λH (HB − BH)〉 .
A cyclic permutation of the operators under the average 〈•〉 sign gives
(A,LB) =
1
~
∫ β
0
dλ
〈
eλHA†e−λHHB −HeλHA†e−λHB〉 . (4.18)
Using the commutation of H and e±λH , one finds
(A,LB) =
1
~
∫ β
0
dλ
〈
eλHA†He−λHB − eλHHA†e−λHB〉 (4.19)
=
1
~
∫ β
0
dλ
〈
eλH
(
A†H −HA†) e−λHB〉 (4.20)
=
1
~
∫ β
0
dλ
〈
eλH (HA− AH)† e−λHB
〉
(4.21)
=
∫ β
0
dλ
〈
eλH
(
1
~
[H,A]
)†
e−λHB
〉
. (4.22)
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With the definition (4.9), this gives
(A,LB) =
∫ β
0
dλ
〈
eλH (LA)† e−λHB
〉
= .
∫ β
0
dλ
〈[
eλ~L (LA)†
]
B
〉
.
According to the definition (4.8), this finalizes the demonstration of (4.14).
Demonstration of the property (4.15). Starting from (4.20) and performing a cyclic
permutation of the operators under the average 〈•〉 , we find
(A,LB) =
1
~
∫ β
0
dλ
〈
eλH
(
A†H −HA†) e−λHB〉
Further we notice that
eλH
(
A†H −HA†) e−λH = −d
(
eλHA†e−λH
)
dλ
,
consequently,
(A,LB) = −1
~
∫ β
0
dλ
〈
d
(
eλHA†e−λH
)
dλ
B
〉
= −1
~
〈∫ β
0
dλ
d
(
eλHA†e−λH
)
dλ
B
〉
= −1
~
〈
eλHA†e−λHB
∣∣β
0
〉
=
1
~
〈(
A†B − eβHA†e−βHB)〉
=
1
~
Tr
[
e−βH
(
A†B − eβHA†e−βHB)] /Tr(e−βH)
=
1
~
Tr
[
e−βHA†B −A†e−βHB] /Tr(e−βH). (4.23)
Further, a cyclic permutation of the operators in the second term under the trace Tr sign
gives
(A,LB) =
1
~
Tr
[
e−βHA†B − e−βHBA†] /Tr(e−βH)
=
1
~
Tr
[
e−βH
(
A†B − BA†)] /Tr(e−βH)
=
1
~
〈
A†B − BA†〉 = 1
~
〈[
A†, B
]〉
.
Thus, the property (4.15) has been demonstrated.
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Demonstration of the property (4.16). We start from the represntation of the
scalar product (4.17) and take a complex conjugate:
(A,B)∗ =
∫ β
0
dλ
〈
eλHA†e−λHB
〉∗
=
∫ β
0
dλ
〈
B†e−λHAeλH
〉
.
A cyclic permutation of the operators under the average 〈•〉 sign gives then
(A,B)∗ =
∫ β
0
dλ
〈
eλHB†e−λHA
〉
=
∫ β
0
dλ
〈
eλHB†e−λHA
〉
=
∫ β
0
dλ
〈(
eλ~LB†
)
A
〉
. (4.24)
According to the definition (4.8), this finalizes the demonstration of (4.16).
The above scalar product allows one to represent different dynamical quantities in a
rather simple way. For example, let us consider a scalar product
ΦAB (z) =
(
A,
1
z − LB
)
(4.25)
=
∫ β
0
dλ
〈(
eλ~LA†
) 1
z − LB
〉
= −i
∫ β
0
dλ
〈
eλ~LA†
[∫ ∞
0
dtei(z−L)t
]
B
〉
(4.26)
= −i
∫ ∞
0
dteizt
∫ β
0
dλ
〈
eλ~LA†e−iLtB
〉
= −i
∫ ∞
0
dteizt
∫ β
0
dλ
〈
eλHA†e−λHe−iHt/~BeiHt/~
〉
= −i
∫ ∞
0
dteizt
∫ β
0
dλ
〈
eiHt/~+λHA†e−iHt/~−λHB
〉
= −i
∫ ∞
0
dteizt
∫ β
0
dλ
〈
eiH(t−iλ~)/~A†e−iH(t−iλ~)/~B
〉
= −i
∫ ∞
0
dteizt
∫ β
0
dλ
〈
eiL(t−iλ~)A†B
〉
(4.27)
= −i
∫ ∞
0
dteizt
∫ β
0
dλ
〈
A†(t− i~λ)B(0)〉 . (4.28)
c. Representation of the impedance function in terms of the relaxation function The
impedance function is related to the relaxation function
Φ (z) ≡ Φx˙x˙ (z) =
(
x˙,
1
z − Lx˙
)
, (4.29)
where x˙ is the velocity operator, by the following expression:
1
Z(Ω)
= ie2lim
ǫ→0
Φ (Ω + iǫ) (4.30)
(z = Ω + iǫ, ǫ > 0).
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Demonstration of the representation (4.29). Apply (4.27) to the relaxation
function entering (4.30):
Φ (z) = −i
∫ β
0
dλ
∫ ∞
0
dteizt
〈(
ei(t−i~λ)Lx˙
)
x˙
〉
and perform the integration by parts using the formula∫ ∞
0
eiztf (t) dt = − i
z
f (t) eizt
∣∣∣∣
∞
t=0
+
i
z
∫ ∞
0
∂f (t)
∂t
eiztdt
=
i
z
f (0) +
i
z
∫ ∞
0
∂f (t)
∂t
eiztdt :
∫ ∞
0
eizt
〈(
ei(t−i~λ)Lx˙
)
x˙
〉
dt =
i
z
〈(
e~λLx˙
)
x˙
〉
+
i
z
∫ ∞
0
eizt
∂
∂t
〈(
ei(t−i~λ)Lx˙
)
x˙
〉
dt
=
i
z
〈(
e~λLx˙
)
x˙
〉− 1
z
∫ ∞
0
eizt
〈
L
(
ei(t−i~λ)Lx˙
)
x˙
〉
dt.
This allows us to represent the relaxation function in the form
Φ (z) = −i
∫ β
0
dλ
(
i
z
〈(
e~λLx˙
)
x˙
〉− 1
z
∫ ∞
0
eizt
〈
L
(
ei(t−i~λ)Lx˙
)
x˙
〉
dt
)
=
1
z
∫ β
0
dλ
〈(
e~λLx˙
)
x˙
〉
+
i
z
∫ β
0
dλ
∫ ∞
0
eizt
〈
L
(
ei(t−i~λ)Lx˙
)
x˙
〉
dt
=
1
mbz
+
i
z
∫ β
0
dλ
∫ ∞
0
eizt
〈
L
(
ei(t−i~λ)Lx˙
)
x˙
〉
dt,
where the expression (4.55) is inserted in the first term. Further on, the integral over λ is
taken as follows:∫ β
0
dλ
〈
L
(
ei(t−i~λ)Lx˙
)
x˙
〉
=
〈(
L
∫ β
0
ei(t−i~λ)Ldλx˙
)
x˙
〉
=
1
~
〈(
eiLt
(
e~βL − 1) x˙) x˙〉
=
1
~
〈
eiLt
(
e~βLx˙− x˙) x˙〉
=
1
~
〈(
e~βLx˙ (t)− x˙ (t)) x˙〉
=
1
~
〈(
eβH x˙ (t) e−βH − x˙ (t)) x˙〉
=
1
~Tre−βH
Tr
[
e−βH
(
eβH x˙ (t) e−βH − x˙ (t)) x˙]
=
1
~Tre−βH
Tr
[(
x˙ (t) e−βH − e−βH x˙ (t)) x˙]
=
1
~Tre−βH
Tr
[
e−βH (x˙x˙ (t)− x˙ (t)) x˙]
=
1
~
〈x˙x˙ (t)− x˙ (t) x˙〉 = −1
~
〈x˙ (t) , x˙〉 .
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Hence,
Φ (z) =
1
mbz
− i
~z
∫ ∞
0
dteizt 〈[x˙ (t) , x˙]〉 . (4.31)
When setting z = Ω+ iε with ε→ +0, we have
Φ (Ω + iε) =
1
mb
1
Ω + iε
− i
~ (Ω + iε)
∫ ∞
0
ei(Ω+iε)t 〈[x˙ (t) , x˙]〉 dt. (4.32)
For Ω 6= 0, we can set
Φ (Ω + iε) =
1
mb
1
Ω
− i
~Ω
∫ ∞
0
ei(Ω+iε)t 〈[x˙ (t) , x˙]〉 dt. (4.33)
Multiplying Φ (Ω + iε) by ie2, we find that
ie2Φ (Ω + iε) = ie2
(
1
mb
1
Ω
− i
~Ω
∫ ∞
0
ei(Ω+iε)t 〈[x˙ (t) , x˙]〉 dt
)
= i
e2
mbΩ
+
e2
~Ω
∫ ∞
0
ei(Ω+iε)t 〈[x˙ (t) , x˙]〉 dt
= i
e2
mbΩ
+
1
~Ω
∫ ∞
0
ei(Ω+iε)t 〈[jx (t) , jx]〉 dt, (4.34)
where the electric current density is
jx = −ex˙.
Substituting further (4.34) in (4.30), we arrive at
1
Z(Ω)
= i
e2
mbΩ
+ lim
ǫ→0
1
~Ω
∫ ∞
0
ei(Ω+iε)t 〈[jx (t) , jx]〉 dt,
what coincides with the expression of the impedance function (4.6) through a frequency-
dependent conductivity given by the Kubo formula (4.7), q.e.d.
d. Application of the projection operator technique Using the Mori-Zwanzig projection
operator technique (cf. [77], Chapter 5), the relaxation function (4.29)
Φ (z) =
(
x˙,
1
z − Lx˙
)
can be represented in a form, which is especially convenient for the application in the theory
of the optical absorption of polarons.
The projection operator P (Q = 1− P ) is defined as
PA =
x˙ (x˙, A)
χ
(4.35)
with A an operator and
χ = (x˙, x˙) . (4.36)
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The projection operator Q = 1 − P projects an operator onto the space orthogonal to the
space containing x˙. Here we give some examples of the action of the projection operators:
P x˙ = x˙, Qx˙ = (1− P )x˙ = 0; (4.37)
Px =
x˙ (x˙, x)
χ
=
x˙ (iLx, x)
χ
= −ix˙ (x, Lx)
χ
= −ix˙
χ
〈[x, x]〉 = 0, (4.38)
Qx = (1− P )x = x. (4.39)
Pak =
x˙ (x˙, ak)
χ
=
x˙ (iLx, ak)
χ
= −ix˙ (ak, Lx)
χ
= −ix˙
χ
〈[
a†k, x
]〉
= 0, (4.40)
Qak = (1− P )ak = ak (4.41)
The projection operators P and Q are idempotent:
P 2A =
x˙
(
x˙, x˙(x˙,A)
χ
)
χ
=
x˙ (x˙, A)
χ
= PA;
Q2 = (1− P )2 = 1− 2P + P 2 = 1− P = Q.
The Liouville operator can be identiaclly represented as L = LP+LQ. Then the operator
1
z−L in the relaxation function (4.29) can be represented as follows:
1
z − L =
1
z − LQ− LP .
We use the algebraic operator identity:
1
x+ y
=
1
x
− 1
x
y
1
x+ y
with x = z − LQ and y = −LP :
1
z − L =
1
z − LQ +
1
z − LQLP
1
z − L.
Consequently, the relaxation function (4.29) takes the form
Φ (z) =
(
x˙,
1
z − LQx˙
)
+
(
x˙,
1
z − LQLP
1
z − Lx˙
)
. (4.42)
The first term in the r.h.s. of (4.42) simplifies as follows:(
x˙,
1
z − LQx˙
)
=
(
x˙,
[
1
z
+
1
z2
LQ+
1
z3
LQLQ + ...
]
x˙
)
=
(
x˙,
1
z
x˙
)
because Qx˙ = 0. Using the quantity (4.36) we obtain:(
x˙,
1
z − LQx˙
)
=
χ
z
. (4.43)
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The second term in the r.h.s. of (4.42) contains the operator
P
1
z − Lx˙
which according to the definition of the projection operator P (4.35) can be transformed as
P
1
z − Lx˙ =
x˙
χ
(
x˙,
1
z − Lx˙
)
=
x˙
χ
Φ (z) . (4.44)
It is remarkable that this term is exactly expressed in terms of the sought relaxation function
(4.29). Substituting (4.43) and (4.44) in (4.42), we find
Φ (z) =
χ
z
+
(
x˙,
1
z − LQL
x˙
χ
)
Φ (z)⇒ (4.45)
zΦ (z) = χ+
(
x˙,
z
z − LQL
x˙
χ
)
Φ (z)
= χ+
(
x˙,
z − LQ + LQ
z − LQ L
x˙
χ
)
Φ (z)
= χ+
(
x˙,
[
1 +
LQ
z − LQ
]
L
x˙
χ
)
Φ (z)⇒
zΦ (z) = χ+
[
(x˙, Lx˙)
χ
+
1
χ
(
x˙,
LQ
z − LQLx˙
)]
Φ (z) .
Introducring the quantity
O =
(x˙, Lx˙)
χ
(4.46)
and the function called the memory function
Σ(z) =
1
χ
(
x˙, LQ
1
z − LQLx˙
)
, (4.47)
we represent (4.45) in the form of the equation
[z − O − Σ(z)] Φ (z) = χ.
A solition of this equation gives the relaxation function Φ(z) represented within the Mori-
Zwanzig projection operator technique:
Φ(z) =
χ
z − O − Σ(z) . (4.48)
The memory function (4.47) can be still transformed to another useful form.First of all, we
apply the property of a scalar product (4.14):
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Σ(z) =
1
χ
(
Lx˙,Q
1
z − LQLx˙
)
(4.49)
=
1
χ
(
(P +Q)Lx˙,Q
1
z − LQLx˙
)
(4.50)
=
1
χ
(
PLx˙,Q
1
z − LQLx˙
)
+
1
χ
(
QLx˙,Q
1
z − LQLx˙
)
. (4.51)
For any two operators A and B
(PA,QB) =
(
x˙ (x˙, A)
χ
,
[
B − x˙ (x˙, B)
χ
])
=
(x˙, A)
χ
[
(x˙, B)− (x˙, x˙) (x˙, B)
χ
]
=
(x˙, A)
χ
[(x˙, B)− (x˙, B)] = 0,
therefore the first term on the r.h.s. in (4.49) vanishes, and we obtain
Σ(z) =
1
χ
(
QLx˙,Q
1
z − LQLx˙
)
. (4.52)
In this expression, the operator Q 1
z−LQ can be represented in the following form, using the
fact that Q is the idempotent operator:
Q
1
z − LQ = Q
[
1
z
+
1
z2
LQ+
1
z3
LQLQ + ...
]
=
1
z
Q+
1
z2
QLQ +
1
z3
QLQLQ + ...
=
1
z
Q+
1
z2
QLQ2 +
1
z3
QLQ2LQ2 + ...
=
[
1
z
+
1
z2
QLQ +
1
z3
QLQQLQ + ...
]
Q⇒
Q
1
z − LQ =
1
z −QLQQ. (4.53)
A new Liouville operator can be defined, L = QLQ, which describes the time evolution
in the Hilbert space of operators, which is orthogonal complement of x˙. Substituting then
(4.53) with the operator L into (4.52), we bring it to the form, which will be used in what
follows.
Σ(z) =
1
χ
(
QLx˙,
1
z − LQLx˙
)
. (4.54)
For the Hamiltonian (1.16) we obtain the following quantities:
χ = (x˙, x˙) =
(
px
mb
, iLx
)
=
i
mb~
(px, Lx)
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Using (4.15), we find
χ =
i
mb~
〈[px, x]〉 = i
mb~
〈(−i~)〉 = 1
mb
(4.55)
and
O =
(x˙, Lx˙)
χ
= mb
1
~
〈[x˙, x˙]〉 = 0. (4.56)
Substituting (4.55) and (4.56) in (4.48), one obtains
Φ(z) =
1
mb
1
z − Σ(z) . (4.57)
The operator
Lx˙ = L
px
mb
=
1
mb~
[H, px] =
= − 1
mb~
[
px,
∑
k
(Vkake
ik·r + V ∗k a
†
ke
−ik·r)
]
=
i
mb
∑
k
ikx(Vkake
ik·r − V ∗k a†ke−ik·r)⇒
Lx˙ = − 1
mb
∑
k
kx(Vkake
ik·r − V ∗k a†ke−ik·r) (4.58)
does not depend on the velocities. Therefore, multiplying both parts of (4.58) with Q and
taking into account (4.39) and (4.41), we obtain
QLx˙ = − 1
mb
∑
k
kx(Vkake
ik·r − V ∗k a†ke−ik·r),
what allows us to represent the memory function in the form
Σ(z) =
1
χ
(
QLx˙,
1
z − LQLx˙
)
=
1
mb
∑
k
∑
k′

 kx(Vkakeik·r − V ∗k a†ke−ik·r),
1
z−Lk
′
x(Vk′ak′e
ik′·r − V ∗k′a†k′e−ik
′·r)


=
1
mb
∑
k
∑
k′
kxk
′
xVkV
∗
k′

 (akeik·r + a†ke−ik·r),
1
z−L(ak′e
ik′·r + a†k′e
−ik′·r)

 . (4.59)
In transition to (4.59) we have used the property of the amplitude (1.17): V ∗k = −Vk and
taken into account that according to the definition (4.8), the first operator enters a scalar
product in the hermitian conjugate form. Introducing the operators
bk = ake
ik·r; b†k = a
†
ke
−ik·r,
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we represent the memory function as
Σ(z) =
1
mb
∑
k
∑
k′
kxk
′
xVkV
∗
k′
(
(bk + b
†
k),
1
z − L(bk′ + b
†
k′)
)
. (4.60)
We notice that Qbk = Q(ake
ik·r) = akeik·r = bk. It will be represented through the four
relaxation functions:
Σ(z) =
1
mb
∑
k
∑
k′
kxk
′
xVkV
∗
k′
[
Φ++
kk′
(z) + Φ−−
kk′
(z) + Φ+−
kk′
(z) + Φ−+
kk′
(z)
]
, (4.61)
Φ++
kk′
(z) =
(
b†k,
1
z −Lb
†
k′
)
, (4.62)
Φ−−
kk′
(z) =
(
bk,
1
z −Lbk′
)
, (4.63)
Φ+−
kk′
(z) =
(
b†k,
1
z −Lbk′
)
, (4.64)
Φ−+
kk′
(z) =
(
bk,
1
z −Lb
†
k′
)
. (4.65)
There exist relations between the above relaxation functions. For example, the relaxation
function (4.63), takes the form
Φ−−
kk′
(z) =
(
bk,
1
z − Lbk′
)
= −i
∫ ∞
0
dteizt
(
eiLtbk(0), bk′(0)
)
.
Then the complex conjugate of this relaxation function:
[
Φ−−
kk′
(z)
]∗
= i
∫ ∞
0
dte−iz
∗t
(
eiLtbk(0), bk′(0)
)∗
= i
∫ ∞
0
dte−iz
∗t
(
bk′(0), e
iLtbk(0)
)
,
where the property (4.16) has been used. The property (4.13) gives
[
Φ−−
kk′
(z)
]∗
= i
∫ ∞
0
dte−iz
∗t
(
bk′(0), e
iHt/~bk(0)e−iHt/~
)
= i
∫ ∞
0
dte−iz
∗t
(
eiHt/~b†k(0)e
iHt/~, b†k′(0)
)
= i
∫ ∞
0
dte−iz
∗t
(
eiLtb†k(0), b
†
k′(0)
)
= i
∫ ∞
0
dte−iz
∗t
(
b†k(t), b
†
k′(0)
)
= −Φ++
kk′
(−z∗),
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wherefrom it follows that
Φ−−
kk′
(z) = − [Φ++
kk′
(−z∗)]∗ . (4.66)
Similarly, the relation
Φ−+
kk′
(z) = − [Φ+−
kk′
(−z∗)]∗ (4.67)
is proven.
e. Memory function In this subsection we indicate which approximations must be
made in the calculation of the relaxation functions in order to obtain the FHIP results
for the impedance function. Consider the relaxation function (4.62):
Φ++
kk′
(z) =
(
b†k,
1
z −Lb
†
k′
)
= −i
∫ ∞
0
dteizt
(
eiLtb†k(0), b
†
k′(0)
)
= −i
∫ ∞
0
dteizt
(
b†k(t), b
†
k′(0)
)
,
where b†k(t) = e
iLtb†k(0), and perform a partial integration:
Φ++
kk′
(z) = −1
z
∫ ∞
0
d
(
eizt
) (
b†k(t), b
†
k′(0)
)
= −1
z
eizt
(
b†k(t)b
†
k′(0)
)∣∣∣∣
∞
0
+
1
z
∫ ∞
0
dteizt
(
db†k(t)
dt
, b†k′(0)
)
=
1
z
(
b†k(0), b
†
k′(0)
)
+
1
z
∫ ∞
0
dteizt
(
iLb†k(t), b†k′(0)
)
(4.68)
=
1
z
(
b†k(0), b
†
k′(0)
)
− i
z
∫ ∞
0
dteizt
(
Lb†k(t), b†k′(0)
)
.
Here we supposed that
lim
t−→∞
eizt
(
b†k(t), b
†
k′(0)
)
= 0.
In the second term in (4.68),
(
Lb†k(t), b†k′(0)
)
=
(
LeiLtb†k, b†k′
)
=
(
QLQeiQLQtb†k, b
†
k′(0)
)
=
(
QLQeiQHQt/~b†ke
−iQHQt/~, b†k′
)
=
(
QLeiQHQt/~b†ke
−iQHQt/~, b†k′
)
63
because Qb†k = b
†
k and Q
2 = Q. Further on, we have(
Lb†k(t), b†k′(0)
)
=
∫ β
0
dλ
〈
eλ~LeiQHQt/~bke
−iQHQt/~LQb†k′
〉
=
∫ β
0
dλ
〈
eλ~LeiQHQt/~bke
−iQHQt/~Lb†k′
〉
=
(
LeiQHQt/~b†ke
−iQHQt/~, b†k′
)
=
(
Lb†k(t), b
†
k′(0)
)
.
So, we find from (4.68)
Φ++
kk′
(z) =
1
z
(
b†k(0), b
†
k′(0)
)
− i
z
∫ ∞
0
dteizt
(
Lb†k(t), b
†
k′(0)
)
=
1
z
(
b†k(0), b
†
k′(0)
)
− i
z
∫ ∞
0
dteizt
(
b†k(t), Lb
†
k′(0)
)
=
1
z
(
b†k(0), b
†
k′(0)
)
− i
z~
∫ ∞
0
dteizt
〈[
bk(t), b
†
k′(0)
]〉
. (4.69)
The first term in the r.h.s. of this expression can be represented as follows:
1
z
(
b†k(0), b
†
k′(0)
)
=
1
z
∫ β
0
dλ
〈(
eλ~Lbk
)
b†k′
〉
=
1
z
〈∫ β
0
dλ
(
eλ~Lbk
)
b†k′
〉
=
1
z
〈(
eβ~L − 1
~L
bk
)
b†k′
〉
=
1
z~
〈
eβH
1
L
bke
−βHb†k′ −
1
L
bkb
†
k′
〉
=
1
z~
1
Tre−βH
Tr
{
e−βH
[
eβH
1
L
bke
−βHb†k′ −
1
L
bkb
†
k′
]}
=
1
z~
1
Tre−βH
Tr
{
b†k′
1
L
bke
−βH − e−βH 1
L
bkb
†
k′
}
=
1
z~
〈
b†k′
1
L
bk − 1
L
bkb
†
k′
〉
=
i
z~
〈
b†k′
1
iL
bk − 1
iL
bkb
†
k′
〉
=
i
z~
〈∫ ∞
0
dteiLtbkb
†
k′ −
∫ ∞
0
dtb†k′e
iLtbk
〉
=
i
z~
〈∫ ∞
0
dtbk(t)b
†
k′ −
∫ ∞
0
dtb†k′bk(t)
〉
=
i
z~
∫ ∞
0
dt
〈[
bk(t), b
†
k′(0)
]〉
.
Substituting it in the r.h.s. of (4.69), we find
Φ++
kk′
(z) =
i
z~
∫ ∞
0
dt
〈[
bk(t), b
†
k′(0)
]〉
− i
z~
∫ ∞
0
dteizt
〈[
bk(t), b
†
k′(0)
]〉
=
i
z~
∫ ∞
0
dt
(
1− eizt) 〈[bk(t), b†k′(0)]〉 . (4.70)
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In a similar way one obtains
Φ+−
kk′
(z) =
i
z~
∫ ∞
0
dt
(
1− eizt) 〈[bk(t), bk′(0)]〉 . (4.71)
Inserting the relaxation functions (4.70), (4.71), (4.66) and (4.67), we find the memory
function (4.61)
Σ(z) =
1
mb
∑
k
∑
k′
kxk
′
xVkV
∗
k′
i
z~
∫ ∞
0
dt
(
1− eizt)
×


〈[
bk(t), b
†
k′(0)
]〉
+ 〈[bk(t), bk′(0)]〉
−
〈[
bk(t), b
†
k′(0)
]〉∗
− 〈[bk(t), bk′(0)]〉∗


= − 1
mb
∑
k
∑
k′
kxk
′
xVkV
∗
k′
2
z~
∫ ∞
0
dt
(
1− eizt)
× Im
[〈[
bk(t), b
†
k′(0)
]〉
+ 〈[bk(t), bk′(0)]〉
]
,
wherefrom
Σ(z) =
1
z
∫ ∞
0
dt
(
1− eizt) ImF (t) (4.72)
with
F (t) = − 2
mb~
∑
k
∑
k′
kxk
′
xVkV
∗
k′
{〈[
bk(t), b
†
k′(0)
]〉
+ 〈[bk(t), bk′(0)]〉
}
. (4.73)
f. Derivation of the memory function To calculate the expectation values in Eq. (4.73),
we shall make the following approximations (cf. Ref. [78]). The Liouville operator L, which
determines the time evolution of the operator b†k(t) = e
iLtb†k(0), is replaced by Lph + LF ,
where Lph is the Liouville operator for free phonons and LF is the Liouville operator for the
Feynman polaron model [43]. The Fro¨hlich Hamiltonian appearing in the statistical average
〈•〉 is imilarly replaced by Hph +HF ,with Hph the Hamiltonian of free phonons and HF the
Hamiltonian of the Feynman polaron model. With this approximation, e.g., the average
〈
bk(t)b
†
k′(0)
〉
=
〈
ak(t)a
†
k′(0)
〉〈
eik·r(t)e−ik
′·r
〉
= δk,k′
〈
ak(t)a
†
k(0)
〉〈
eik·r(t)e−ik·r
〉
. (4.74)
The time evolution of the free-phonon annihilation operator (4.10),
ak(t) = e
iHpht/~ake
−iHpht/~ = exp
(
iωka
+
k akt
)
ak exp
(−iωka+k akt)
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accorting to (4.9) is
−idak(t)
dt
= ωk exp
(
iωka
+
k akt
) [
a+k ak, ak
]
exp
(−iωka+k akt)
= ωk exp
(
iωka
+
k akt
) [
a+k , ak
]
ak exp
(−iωka+k akt)
= −ωk exp
(
iωka
+
k akt
)
ak exp
(−iωka+k akt)⇒
ak(t) = exp (−iωkt) ak.
Similarly,
a†k(t) = exp (iωkt) a
†
k.
Hence, we have〈
ak(t)a
†
k
〉
= exp (−iωkt)
〈
aka
†
k
〉
= exp (−iωkt)
〈
1 + a†kak
〉
= exp (−iωkt) [1 + n(ωk)] ,
where n(ωk) = [exp(β~ωk)− 1]−1 is the average number of phonons with energy ~ωk.
The calculation of the Fourier component of the electron density-density correlation func-
tion
〈
eik·r(t)e−ik·r
〉
in Eq. (4.74) for an electron described by the Feynman polaron model is
given below following the approach of Ref. [78].
We calculate the correlation function
〈
eik·r(t)e−ik·r(τ)
〉
=
Tr
(
e−βHF eik·r(t)eik·r(τ)
)
Tr (e−βHF )
(4.75)
with the Feynman trial Hamiltonian
HF =
p2
2m
+
p2f
2mf
+
1
2
χ (r− rf)2 . (4.76)
Here, r (t) denotes the operator in the Heisenberg representation
r (t) = e
it
~
HF re−
it
~
HF . (4.77)
We show that the correlation function
〈
eik·r(t)e−ik·r(τ)
〉
depends on (τ − t) rather than on
t and τ independently:
〈
eik·r(t)e−ik·r(τ)
〉
=
Tr
(
e−βHF e
it
~
HF eik·re−
it
~
HF e
iτ
~
HF eik·re−
iτ
~
HF
)
Tr (e−βHF )
=
Tr
(
e−βHF eik·re
i(τ−t)
~
HF eik·re−
i(τ−t)
~
HF
)
Tr (e−βHF )
=
〈
eik·re−ik·r(τ−t)
〉
=
〈
eik·re−ik·r(σ)
〉
, (4.78)
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where σ = τ − t.
The normal coordinates are the center-of-mass vector R and the vector of the relative
motion ρ: 
 R =
mr+mf rf
m+mf
ρ = r− rf
(4.79)
The inverse transformation is: 
 r = R+
mf
m+mf
ρ
rf = R− mm+mf ρ
(4.80)
The same transformation as (4.79) takes place for velocities:
 r˙ = R˙+
mf
m+mf
ρ˙
r˙f = R˙− mm+mf ρ˙
(4.81)
From (4.79) we derive the transformation for moments

p
m
= P
m+mf
+
mf
m+mf
pρ
mmf
m+mf
pf
mf
= P
m+mf
− m
m+mf
pρ
mmf
m+mf
⇓
 p =
m
m+mf
P+ pρ
pf =
mf
m+mf
P− pρ
(4.82)
The Hamiltonian (4.76) then takes the form
HF =
P2
2M
+
p2ρ
2µ
+
1
2
µΩ¯2ρ2 (4.83)
with the masses
M = m+mf , µ =
mmf
m+mf
(4.84)
and with the frequency
Ω¯ =
√
χ
µ
. (4.85)
The Cartesian coordinates and moments corresponding to the relative motion can be in the
standard way expressed in terms of the second quantization operators:
ρj =
(
~
2µΩ¯
)1/2 (
Cj + C
†
j
)
,
pρ,j = −i
(
µ~Ω¯
2
)1/2 (
Cj − C†j
)
. (4.86)
(j = 1, 2, 3)
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In these notations, the Hamiltonian (4.83) takes the form
HF =
P2
2M
+
3∑
j=1
~Ω¯
(
C†jCj +
1
2
)
. (4.87)
Using (4.87), we find the operators in the Heisenberg representation, (i) for the center-of
mass coordinates
Xj (σ) = e
iσ
~
HFXje
− iσ
~
HF = ei
σ
2M~
P 2jXje
−i σ
2M~
P 2j
= Xj + i
σ
2M~
[
P 2j , Xj
]
= Xj + i
σ
2M~
(
P 2j Xj − PjXjPj + PjXjPj −XjP 2j
)
= Xj + i
σ
2M~
(Pj [Pj , Xj] + [Pj, Xj ]Pj)
= Xj + i
σ
2M~
Pj (−2i~) = Xj + σ
M
Pj ,
Xj (σ) = Xj +
σ
M
Pj, (4.88)
(ii) for the operators Cj and C
†
j
Cj (σ) = Cje
−iΩ¯σ, C†j (σ) = C
†
j e
iΩ¯σ. (4.89)
Using the first formula of (4.80) we find
r (σ) = R (σ) +
mf
m+mf
ρ (σ)
⇓
r (σ) = R+
σ
M
P+
mf
M
(
~
2µΩ¯
)1/2 (
Ce−iΩ¯σ +C†eiΩ¯σ
)
. (4.90)
We denote
a ≡ mf
M
(
~
2µΩ¯
)1/2
=
(
~m2f
2M2µΩ¯
)1/2
=
(
~m2f
2 (m+mf )
2 mmf
m+mf
Ω¯
)1/2
=
(
~mf
2mMΩ¯
)1/2
r (σ) = R+
σ
M
P+ a
(
Ce−iΩ¯σ +C†eiΩ¯σ
)
. (4.91)
Therefore, we obtain
eik·r = exp (ik ·R) exp (iak ·C+ iak ·C†)
=
3∏
j=1
exp (ikjXj) exp
(
iakjCj − iakjC†j
)
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e−ik·r(σ) = exp
[
−ik ·R− i σ
M
k ·P− iak·
(
Ce−iΩ¯σ +C†eiΩ¯σ
)]
= exp
(
−ik ·R− i σ
M
k ·P
)
exp
(
−iak ·Ce−iΩ¯σ − iak ·C†eiΩ¯σ
)
=
3∏
j=1
exp
(
−ikjXj − i σ
M
kjPj
)
exp
(
−iakjCje−iΩ¯σ − iakjC†jeiΩ¯σ
)
. (4.92)
The disentangling of the exponents is performed using the formula
eA+B = eAT exp
(∫ 1
0
dλe−λABeλA
)
. (4.93)
In the case when [A,B] commutes with both A and B, this formula is reduced to
eA+B = eAeBe−
1
2
[A,B]. (4.94)
We perform the necessary commutations:
−1
2
[
−ikjXj ,−i σ
M
kjPj
]
=
1
2
k2j
σ
M
[Xj, Pj] = i
~k2j
2M
σ,
−1
2
[
iakjC
†
j , iakjCj
]
=
1
2
a2k2j
[
C†j , Cj
]
= −1
2
a2k2j
−1
2
[
−iakjC†jeiΩσ,−iakjCje−iΩσ
]
=
1
2
a2k2j
[
C†j , Cj
]
= −1
2
a2k2j
⇓
eik·r = eik·Reiak·C
†
eiak·Ce−
1
2
a2k2,
e−ik·r(σ) = e−ik·Re−i
σ
M
k·Pe−iak·C
†eiΩ¯σe−iak·Ce
−iΩ¯σ
ei
~k2
2M
σ− 1
2
a2k2
⇓
eik·re−ik·r(σ) = e−i
σ
M
k·Peiak·C
†
eiak·Ce−iak·C
†eiΩ¯σe−iak·Ce
−iΩ¯σ
ei
~k2
2M
σ−a2k2.
It follows from Eq. (4.94) that when [A,B] commutes with both A and B,
eAeB = eBeAe[A,B]. (4.95)
Using (4.95), we find
eiakj ·Cje−iakj ·C
†
j e
iΩ¯σ
= e−iakj ·C
†
j e
iΩ¯σ
eiakj ·Cje[iakj ·Cj ,−iakj ·C
†
j e
iΩ¯σ]
= e−iakj ·C
†
j e
iΩ¯σ
eiakj ·Cjea
2k2j e
iΩ¯σ
.
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Herefrom, we find
eik·re−ik·r(σ) = e−i
σ
M
k·Peiak·C
†(1−eiΩ¯σ)eiak·C(1−e
−iΩ¯σ)ei
~k2
2M
σ−a2k2(1−eiΩ¯σ). (4.96)
The correlation function then is
〈
eik·re−ik·r(σ)
〉
=
〈
e−i
σ
M
k·P〉 〈eiak·C†(1−eiΩ¯σ)eiak·C(1−e−iΩ¯σ)〉 ei ~k22M σ−a2k2(1−eiΩ¯σ), (4.97)
since the variables of the center-of mass motion and of the relative motion are averaged
independently. 〈
eiak·C
†(1−eiΩ¯σ)eiak·C(1−e
−iΩ¯σ)
〉
=
〈
eiQ·C
†
eiQ
∗·C
〉
=
Tr
(
e−β~Ω¯C
†·CeiQ·C
†
eiQ
∗·C
)
Tr
(
e−β~Ω¯C†·C
)
with
Q = a
(
1− eiΩ¯σ
)
k.
Let us consider the auxiliary expectation value
〈
eiQC
†
eiQ
∗C
〉
≡
Tr
(
e−β~Ω¯C
†CeiQC
†
eiQ
∗C
)
Tr
(
e−β~Ω¯C†C
)
=
1
Tr
(
e−β~Ω¯C†C
) ∞∑
n=0
(iQ)n
n!
∞∑
m=0
(iQ∗)m
m!
Tr
(
e−β~Ω¯C
†C
(
C†
)n
Cm
)
=
1
Tr
(
e−β~Ω¯C†C
) ∞∑
n=0
(−1)n |Q|2n
(n!)2
Tr
(
e−β~Ω¯C
†C
(
C†
)n
Cn
)
.
Tr
(
e−β~Ω¯C
†C
(
C†
)n
Cn
)
=
∞∑
m=0
〈
m
∣∣∣e−β~Ω¯C†C (C†)n Cn∣∣∣m〉
=
∞∑
m=0
e−β~Ω¯m
〈
m
∣∣(C†)n Cn∣∣m〉 ,
where |m〉 are the eigenstates of (C†C). The operators C act on these states as follows:
C |m〉 = √m |m− 1〉 ,
C |0〉 = 0.
Therefore, we find
〈
m
∣∣(C†)nCn∣∣m〉 = m (m− 1) . . . (m− n+ 1) = m!
(m− n)! for n ≤ m,〈
m
∣∣(C†)nCn∣∣m〉 = 0 for n > m.
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⇓Tr
(
e−β~Ω¯C
†C
(
C†
)n
Cn
)
=
∞∑
m=n
e−β~Ωm
m!
(m− n)! ,
and
Tr
(
e−β~ΩC
†CeiQC
†
eiQ
∗C
)
=
∞∑
n=0
(−1)n |Q|2n
(n!)2
∞∑
m=n
e−β~Ω¯m
m!
(m− n)!
=
∞∑
n=0
(−1)n |Q|2n
n!
∞∑
m=n
e−β~Ω¯m
(
m
n
)
=
∞∑
n=0
(−1)n |Q|2n
n!
e−β~Ω¯n
∞∑
k=0
e−β~Ω¯k
(
k + n
n
)
=
∞∑
n=0
(−1)n |Q|2n
n!
e−β~Ω¯n
1(
1− e−β~Ω¯)n+1
=
1
1− e−β~Ω¯
∞∑
n=0
(−1)n |Q|2n
n!
1(
eβ~Ω¯ − 1)n
=
1
1− e−β~Ω¯ exp
(
− |Q|
2
eβ~Ω¯ − 1
)
.
In particular, for Q = Q∗ = 0, we have
Tr
(
e−β~ΩC
†C
)
=
1
1− e−β~Ω . (4.98)
As a result, the expectation value
〈
eiQC
†
eiQ
∗C
〉
is
〈
eiQC
†
eiQ
∗C
〉
= exp
[−n (Ω) |Q|2] , (4.99)
with
n (Ω) ≡ 1
eβ~Ω − 1 .
Using this result, we obtain the expression
〈
eiQ·C
†
eiQ
∗·C
〉
= exp [−n (Ω)Q ·Q∗]
= exp
[
−n (Ω) a2k2
(
1− eiΩ¯σ
)(
1− e−iΩ¯σ
)]
= exp
[
−4n (Ω) a2k2 sin2
(
1
2
Ωσ
)]
.
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The expectation value
〈
e−i
σ
M
k·P〉 is
〈
e−i
σ
M
k·P〉 =
∫
dP exp
(
−β P 2
2M
− i σ
M
k ·P
)
∫
dP exp
(−β P 2
2M
)
=
∫
dP exp
(
(−iPβ+kσ)2
2Mβ
− k2σ2
2Mβ
)
∫
dP exp
(−β P 2
2M
)
= exp
(
− k
2σ2
2Mβ
)
.
Collecting all factors in Eq. (4.97) together, we find
〈
eik·re−ik·r(σ)
〉
= exp
[
i
~k2
2M
σ − k
2σ2
2Mβ
− 4n (Ω¯) a2k2 sin2(1
2
Ω¯σ
)
− a2k2
(
1− eiΩ¯σ
)]
⇒ .
〈
eik·r(t)e−ik·r(σ+t)
〉
= e−k
2D(σ) (4.100)
with the function
D(t) =
~
2M
(
−it + t
2
β~
)
+ a2
[
1− exp(iΩ¯t) + 4n (Ω¯) sin2(Ω¯t
2
)]
, (4.101)
where
M =
( v
w
)2
mb, Ω¯ = vωLO, a
2 =
~
2mbωLO
v2 − w2
v3
. (4.102)
According to (4.78), 〈
eik·r(t)e−ik·r(σ+t)
〉
=
〈
eik·re−ik·r(σ)
〉
.
Taking σ = −t in (4.100) we finally find the Fourier component of the electron density-
density correlation function
〈
eik·r(t)e−ik·r
〉
which enters Eq. (4.74):
〈
eik·r(t)e−ik·r
〉
= exp
[−k2D(−t)] (4.103)
Finally, the correlation functions in (4.73) reduce to〈
bk(t)b
†
k(0)
〉
= [1 + n(ωk)] exp (−iωkt) exp
[−k2D(−t)] ,〈
b†k(0)bk(t)
〉
= n(ωk) exp (−iωkt) exp
[−k2D(t)] ,
〈bk(t)bk(0)〉 = 0,
〈bk(0)bk(t)〉 = 0.
Inserting these equations into Eqs. (4.72) and (4.73), one obtains
Σ(z) =
1
z
∫ ∞
0
dt
(
1− eizt) ImS(t) (4.104)
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with
ImS(t) =
2
mb~
∑
k
k2x |Vk|2 Im

 − [1 + n(ωk)] exp (−iωkt) exp [−k
2D(−t)]
+n(ωk) exp (−iωkt) exp [−k2D(t)]

 .
Using the property D(−t)∗ =2 D(t) for real vaues of t,one obtains
− Im exp (−iωkt) exp
[−k2D(−t)]} = Im exp (iωkt) exp [−k2D(−t)∗]}
= Im exp (iωkt) exp
[−k2D(t)]}
and consequently
S(t) =
2
mb~
∑
k
k2x |Vk|2 exp
[−k2D(t)] {[1 + n(ωk)] exp (iωkt) + n(ωk) exp (−iωkt)} .
(4.105)
Owing to the rotational invariance of |Vk|2 and ωk,we can substitute in (4.105)
k2x →
k2
3
.
The resulting expression for
S(t) =
2
3mb~
∑
k
k2 |Vk|2 exp
[−k2D(t)] {[1 + n(ωk)] exp (iωkt) + n(ωk) exp (−iωkt)}
(4.106)
is identical with Eq. (35) of FHIP [47]. In the case of Fro¨hlich polarons, taking into account
(1.17), Eq. (4.106) simplifies to
S(t) =
(
~ωLO
mb
)3/2
α
3
√
2π

 [1 + n(ωLO)] exp (iωLOt)+n(ωLO) exp (−iωLOt)

 [D(t)]−3/2 . (4.107)
B. Calculation of the memory function (Devreese et. al. [50])
Upon substituion of (4.30) and (4.57) into Eq. (4.5), we find the absorption coefficient
Γ(Ω) =
1
nǫ0c
Re
[
ie2
mb
1
Ω− Σ(Ω)
]
= − 1
nǫ0c
e2
mb
Im
[
1
Ω− Σ(Ω)
]
= − 1
nǫ0c
e2
mb
Im
{
Ω− Σ∗(Ω)
[Ω− ReΣ(Ω)]2 + [ImΣ(Ω)]2
}
=
1
nǫ0c
e2
mb
ImΣ∗(Ω)
[Ω− ReΣ(Ω)]2 + [ImΣ(Ω)]2 ⇒
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Γ(Ω) = − 1
nǫ0c
e2
mb
ImΣ(Ω)
[Ω− ReΣ(Ω)]2 + [ImΣ(Ω)]2 . (4.108)
This general expression was the starting point for a derivation of the theoretical optical
absorption spectrum of a single large polaron, at all electron-phonon coupling strengths by
Devreese et al. in Ref. [50]. The memory function Σ(Ω) as given by Eq. (4.104) with (4.107)
contains the dynamics of the polaron and depends on α, temperature and Ω.Following the
notation, introduced in Ref. [47],
Σ(Ω) =
χ∗(Ω)
Ω
(4.109)
we reresent Eq. (4.108) in the form used in Ref. [50]:
Γ(Ω) =
1
nǫ0c
e2
mb
Ω Imχ(Ω)
[Ω2 − Reχ(Ω)]2 + [Imχ(Ω)]2 . (4.110)
According to (4.104) and (4.109),
Imχ(Ω) = Im
∫ ∞
0
dt sin(Ωt)S(t), Reχ(Ω) = Im
∫ ∞
0
dt [1− cos(Ωt)]S(t). (4.111)
In the present Notes we limit our attention to the case T = 0 (β →∞). It was demonstrated
in Ref.[50] that the exact zero-temperature limit arises if the limit β →∞ is taken directly
in the expressions (4.111) (see Appendices A and B of Ref.[50]). As follows from (4.107),
S(t) =
(
~ωLO
mb
)3/2
α
3
√
2π
exp (iωLOt) [D(t)]
−3/2 (β →∞). (4.112)
Accorting to (4.101)
D(t) = −i ~t
2M
+ a2
[
1− exp(iΩ¯t)] (β →∞).
Using the Feynman units (where ~ = 1, ωLO = 1 and mb = 1), we obtain from (4.102):
M =
( v
w
)2
, Ω¯ = v, a2 =
1
2
v2 − w2
v3
,
and consequently
D(t) =
1
2
v2 − w2
v3
(1− eivt)− i1
2
(w
v
)2
t =
1
2
(w
v
)2 {
R(1− eivt)− it} (β →∞) (4.113)
with
R =
v2 − w2
w2v
.
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and according to (4.112)
S(t) =
2α
3
√
π
( v
w
)3
eit
[
R(1− eivt)− it]−3/2 (β →∞). (4.114)
From (4.111) one obtains immediately
Imχ(Ω) =
2α
3
√
π
( v
w
)3
Im
∫ ∞
0
dt
sin(Ωt)eit
[R(1− eivt)− it]3/2
, (4.115)
Reχ(Ω) =
2α
3
√
π
( v
w
)3
Im
∫ ∞
0
dt
[1− cos(Ωt)] eit
[R(1− eivt)− it]3/2
. (4.116)
In the limit β → ∞ the function Imχ(Ω) was calculated by FHIP [47]. However, to study
the optical absorption to the same approximation as FHIP’s treatment of the impedance,
we have also to calculate Reχ(Ω) and use this result in (4.110). The calculation of Reχ(Ω),
which is a Kramers-Kronig-type transform of Imχ(Ω), is a key ingredient in Ref. [50]. The
details of those calculations are presented in the Appendices A, B and C to Ref. [50].
Developing the denominator of both integrals on the right-hand side of (4.115) and
(4.116), the calculations are reduced to the evaluation of a sum of integrals of the type
Im
∫ ∞
0
dt
sin(Ωt)ei(1+nv)t
(R− it)3/2+n
, Im
∫ ∞
0
dt
cos(Ωt)ei(1+nv)t
(R− it)3/2+n
. (4.117)
In Appendix B to Ref. [50] it is shown how such integrals are evaluated using a recurrence
formula. For Imχ(Ω) a very convenient result was found in [50]:
Imχ(Ω) =
2α
3
( v
w
)3 ∞∑
n=0
Cn−3/2(−1)n
Rn2n
(2n+ 1)...3 · 1
× |Ω− 1− nv|n+1/2 e−|Ω−1−nv|R1 + sgn(Ω− 1− nv)
2
. (4.118)
This expression is a finite sum and not and infinite series. FHIP gave the first two terms of
(4.118) explicitly.
Using the same recurrence relation it is seen the analytical expression (see Appendix B to
Ref. [50]), which was found for Reχ(Ω) is far more complicated. To circumwent the difficulty
with the numerical treatment of Reχ(Ω), the corresponding integrals in (4.117) have been
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transformed in [50] to integrals with rapildy convergent integrands:
Im
∫ ∞
0
dt
[1− cos(Ωt)] ei(1+nv)t
(R − it)3/2+n
= − 1
Γ(n+ 3
2
)
∫ ∞
0
dx
[
(n +
1
2
)xn−1/2e−Rx − Rxn+1/2e−Rx
]
× ln
∣∣∣∣∣
(
(1 + nv + x)2
Ω2 − (1 + nv + x)2
)∣∣∣∣∣
1/2
. (4.119)
The integral on the right-hand side of (4.119) is adequate for computer calculations. In
Appendix C to Ref. [50] some supplementary details of the computation of (4.119) are given.
Another analytical representation for the memory function (4.104) was derived in Ref. [76].
C. Discussion of optical absorption of polarons at arbitrary coupling
At weak coupling, the optical absorption spectrum (4.108) of the polaron is determined
by the absorption of radiation energy, which is reemitted in the form of LO phonons. For
α & 5.9, the polaron can undergo transitions toward a relatively stable RES (see Fig. 7).
The RES peak in the optical absorption spectrum also has a phonon sideband-structure,
whose average transition frequency can be related to a FC-type transition. Furthermore,
at zero temperature, the optical absorption spectrum of one polaron exhibits also a zero-
frequency “central peak” [∼ δ(Ω)]. For non-zero temperature, this “central peak” smears
out and gives rise to an “anomalous” Drude-type low-frequency component of the optical
absorption spectrum.
For example, in Fig. 7 from Ref. [50], the main peak of the polaron optical absorption
for α = 5 at Ω = 3.51ωLO is interpreted as due to transitions to a RES. A “shoulder” at
the low-frequency side of the main peak is attributed to one-phonon transitions to polaron-
“scattering states”. The broad structure centered at about Ω = 6.3ωLO is interpreted as a
FC band. As seen from Fig. 7, when increasing the electron-phonon coupling constant to
α=6, the RES peak at Ω = 4.3ωLO stabilizes. It is in Ref. [50] that the all-coupling optical
absorption spectrum of a Fro¨hlich polaron, together with the role of RES-states, FC-states
and scattering states, was first presented.
Recent interesting numerical calculations of the optical conductivity for the Fro¨hlich
polaron performed within the diagrammatic Quantum Monte Carlo method [79], see Fig. 8,
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FIG. 7: Optical absorption spectrum of a polaron calculated by Devreese et al. [50] α = 5 and 6.
The RES peak is very intense compared with the FC peak. The frequency Ω/ωLO = v is indicated
by the dashed lines.)
fully confirm the essential analytical results derived by Devreese et al. in Ref. [50] for α . 3.
In the intermediate coupling regime 3 < α < 6, the low-energy behavior and the position of
the RES-peak in the optical conductivity spectrum of Ref. [79] follow closely the prediction
of Ref. [50]. There are some minor qualitative differences between the two approaches in the
intermediate coupling regime: in Ref. [79], the dominant (“RES”) peak is less intense in the
Monte-Carlo numerical simulations and the second (“FC”) peak develops less prominently.
There are the following qualitative differences between the two approaches in the strong
coupling regime: in Ref.[79], the dominant peak broadens and the second peak does not
develop, giving instead rise to a flat shoulder in the optical conductivity spectrum at α = 6.
This behavior has been tentatively attributed to the optical processes with participation of
two [75] or more phonons. The above differences can arise also due to the fact that, within
the Feynman polaron model, one-phonon processes are assigned more oscillator strength and
the RES tends to be more stable as compared to the Monte-Carlo result. The nature of the
excited states of a polaron needs further study. An independent numerical simulation might
be called for.
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FIG. 8: Left-hand panel : Monte Carlo optical conductivity spectra of one polaron for the weak-
coupling regime (open circles) compared to the second-order perturbation theory (dotted lines)
for α = 0.01 and α = 1 and to the analytical DSG calculations [50] (solid lines). Right-hand
panel : Monte Carlo optical conductivity spectra for the intermediate coupling regime (open circles)
compared to the analytical DSG approach [50] (solid lines). Arrows point to the two- and three-
phonon thresholds. (From Ref. [79].)
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In Fig. 9, Monte-Carlo optical conductivity spectrum of one polaron for α = 1 compares
well with that obtained in Ref. [80] within the canonical-transformation formalism taking
into account correlation in processes involving two LO phonons. The difference between the
results of these two approaches becomes less pronounced when decreasing the value of α = 1
and might be indicative of a possible precision loss, which requires an independent check.
FIG. 9: One-polaron optical conductivity Reσ (ω) for α = 1 calculated within the Monte Carlo
approach [79] (open circles) and derived using the expansion in powers of α up to α2 [80] (solid
curve).
The coupling constant α of the known ionic crystals is too small (α < 5) to allow for
the experimental detection of sharp RES peaks, and the resonance condition Ω = ReΣ(Ω)
cannot be satisfied for α . 5.9 as shown in Ref, [50]. Nevertheless, for 3 . α . 5.9 the
development of RES is already reflected in a broad optical absorption peak. Such a peak,
predicted in Ref. [50], was identified, e. g., in the optical absorption of Pr2NiO4.22 in Ref.
[81]. Also, the resonance condition can be fulfilled if an external magnetic field is applied;
the magnetic field stabilizes the RES, which then can be detected in a cyclotron resonance
peak.
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1. Sum rules for the optical conductivity spectra
In this section, we analyze the sum rules for the optical conductivity spectra obtained
within the DSG approach [50] with those obtained within the diagrammatic Monte Carlo
calculation [79]. The values of the polaron effective mass for the Monte Carlo approach are
taken from Ref. [30]. In Tables 3 and 4, we represent the polaron ground-state E0 and the
following parameters calculated using the optical conductivity spectra:
M0 ≡
∫ ωmax
1
Re σ (ω) dω, (4.120)
M1 ≡
∫ ωmax
1
ωReσ (ω) dω, (4.121)
where ωmax is the upper value of the frequency available from Ref. [79],
M˜0 ≡ π
2m∗
+
∫ ωmax
1
Re σ (ω) dω, (4.122)
where m∗ is the polaron mass, the optical conductivity is calculated in units n0e
2
mbωLO
, m∗ is
measured in units of the band mass mb, and the frequency is measured in units of ωLO. The
values of ωmax are: ωmax = 10 for α = 0.01, 1 and 3, ωmax = 12 for α = 4.5, 5.25 and 6,
ωmax = 18 for α = 6.5, 7 and 8.
Table 3. Polaron parameters obtained within the diagrammatic Monte Carlo
approach
α M
(MC)
0 m
∗(MC) M˜ (MC)0
0.01 0.00249 1.0017 1.5706
1 0.24179 1.1865 1.5657
3 0.67743 1.8467 1.5280
4.5 0.97540 2.8742 1.5219
5.25 1.0904 3.8148 1.5022
6 1.1994 5.3708 1.4919
6.5 1.30 6.4989 1.5417
7 1.3558 9.7158 1.5175
8 1.4195 19.991 1.4981
M
(MC)
1 /α E
(MC)
0
0.634 −0.010
0.65789 −1.013
0.73123 −3.18
0.862 −4.97
0.90181 −5.68
0.98248 −6.79
1.1356 −7.44
1.2163 −8.31
1.3774 −9.85
Table 4. Polaron parameters obtained within the path-integral approach
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α M
(DSG)
0 m
∗(Feynman) M˜ (DSG)0
0.01 0.00248 1.0017 1.5706
1 0.24318 1.1957 1.5569
3 0.69696 1.8912 1.5275
4.5 1.0162 3.1202 1.5196
5.25 1.1504 4.3969 1.5077
6 1.2608 6.8367 1.4906
6.5 1.3657 9.7449 1.5269
7 1.4278 14.395 1.5369
8 1.4741 31.569 1.5239
M
(DSG)
1 /α E
(Feynman)
0
0.633 −0.010
0.65468 −1.0130
0.71572 −3.1333
0.83184 −4.8394
0.88595 −5.7482
0.95384 −6.7108
1.1192 −7.3920
1.2170 −8.1127
1.4340 −9.6953
The parameters corresponding to the Monte Carlo calculation are obtained using the
numerical data kindly provided by A. Mishchenko. The comparison of the zero frequency
moments M˜
(MC)
0 and M˜
(DSG)
0 with each other and with the value π/2 corresponding to the
sum rule [82]
π
2m∗
+
∫ ∞
1
Re σ (ω) dω =
π
2
(4.123)
shows that
∣∣∣M˜ (MC)0 − M˜ (DSG)0 ∣∣∣ is smaller than each of the differences π2 −M˜ (MC)0 , π2 −M˜ (DSG)0 ,
which appear due to a finite interval of the integration in (4.120), (4.121).
We analyze also the fulfilment of the ground-state theorem [83]
E0 (α)− E0 (0) = −3
π
∫ α
0
dα′
α′
∫ ∞
0
ωRe σ (ω, α′) dω (4.124)
using the first-frequency moments M
(MC)
1 and M
(DSG)
1 . The results of this comparison are
presented in Fig. 10. The dots indicate the polaron ground-state energy calculated using the
Feynman variational principle. The solid curve is the value of E0 (α) calculated numerically
using the optical conductivity spectra and the ground-state theorem with the DSG optical
conductivity [50] for a polaron,
E
(DSG)
0 (α) ≡ −
3
π
∫ α
0
dα′
α′
∫ ∞
0
ωReσ(DSG) (ω, α′) dω. (4.125)
The dashed and the dot-dashed curves are the values obtained using M
(DSG)
1 (α) and
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M
(MC)
1 (α), respectively:
E˜
(DSG)
0 (α) ≡ −
3
π
∫ α
0
dα′
α′
∫ ωmax
0
ωRe σ(DSG) (ω, α′) dω = −3
π
∫ α
0
dα′
M
(DSG)
1 (α
′)
α′
, (4.126)
E˜
(MC)
0 (α) ≡ −
3
π
∫ α
0
dα′
α′
∫ ωmax
0
ωRe σ(MC) (ω, α′) dω = −3
π
∫ α
0
dα′
M
(MC)
1 (α
′)
α′
. (4.127)
As seen from the figure, E
(DSG)
0 (α) to a high degree of accuracy coincides with the vari-
ational polaron ground-state energy. Both E˜
(DSG)
0 (α) and E˜
(MC)
0 (α) differ from E
(DSG)
0 (α)
due to the integration over a finite interval of frequencies. However, E˜
(DSG)
0 (α) and E˜
(MC)
0 (α)
are very close to each other. Herefrom, a conclusion follows that for integrals over the finite
frequency region characteristic for the polaron optical absorption (i. e., except the “tails”),
the function E˜
(MC)
0 (α) (4.127) reproduces very well the function E˜
(DSG)
0 (α).
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FIG. 10: The ground-state theorem for a polaron using different data for the optical conductivity
spectra, DSG from Ref. [50] and MC from Ref. [79]. The notations are explained in the text.
D. Scaling relations
1. Derivation of the scaling relations
The form of the Fro¨hlich Hamiltonian in n dimensions is the same as in 3D,
H =
p2
2mb
+
∑
k
~ωka
†
kak +
∑
k
(
Vkake
ik·r + V ∗k a
†
ke
−ik·r
)
, (4.128)
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except that now all vectors are n-dimensional. In this subsection, dispersionless longitudinal
phonons are considered, i.e., ωk = ωLO, and units are chosen such that ~ = mb = ωLO = 1.
The electron-phonon interaction is a representation in second quantization of the electron
interaction with the lattice polarization, which in 3D is essentially the Coulomb potential
1/r. |Vk|2 is proportional to the Fourier transform of this potential, and as a consequence
we have in n dimensions
|Vk|2 = An
Lnkn−1
, (4.129)
where Ln is the volume of the n-dimensional crystal. Note that |Vk˜|2, where k˜ is an (n− 1)-
dimensional vector, can be obtained from |Vk|2, where k =
(
k˜, kn
)
is an n-dimensional
vector, by summing out one of the dimensions explicitly:
|Vk˜|2 =
∑
kn
|Vk|2 . (4.130)
Inserting Eq. (4.129) into Eq. (4.130), we have
An−1
Ln−1k˜n−2
=
∑
kn
An
Ln
(
k˜2 + k2n
)(n−1)/2 . (4.131)
Replacing the sum in Eq. (4.131) by an integral, i.e.,
Ln−1
Ln
∑
kn
−→ 1
2π
∫
dkn, (4.132)
we obtain
An−1
k˜n−2
=
An
2π
∫ ∞
−∞
dkn(
k˜2 + k2n
)(n−1)/2 . (4.133)
Since ∫ ∞
−∞
dx
(zµ + xµ)ρ
= z1−µρ
Γ
(
1
µ
)
Γ
(
ρ− 1
µ
)
Γ (ρ)
, (4.134)
we have ∫ ∞
−∞
dkn(
k˜2 + k2n
)(n−1)/2 = 1k˜n−2
Γ
(
1
2
)
Γ
(
n−2
2
)
Γ
(
n−1
2
) = √π
k˜n−2
Γ
(
n−2
2
)
Γ
(
n−1
2
) , (4.135)
where Γ (x) is eh Γ function. Inserting Eq. (4.135) into Eq. (4.133), we obtain
An =
2
√
πΓ
(
n−1
2
)
Γ
(
n−2
2
) An−1. (4.136)
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In 3D the interaction coefficient is well known, |Vk|2 = 2
√
2πα/L3k
2, so that
A3 = 2
√
2πα. (4.137)
Inserting Eq. (4.137) into Eq. (4.136), we immediately obtain
A2 = 2
√
2πα
Γ
(
1
2
)
2
√
πΓ (1)
=
√
2πα. (4.138)
Applying Eq. (4.136) n− 2 times, we further obtain for n > 3
An =
(2
√
π)
n−2 n−1∏
j=2
Γ
(
j
2
)
n−2∏
j=1
Γ
(
j
2
) A2 = (2
√
π)
n−2 (n−1
2
)
Γ
(
1
2
) A2 = 2n−2π(n−3)/2Γ
(
n− 1
2
)
A2
= 2n−3/2π(n−1)/2Γ
(
n− 1
2
)
α. (4.139)
So, the interaction coefficient in n dimensions becomes [84]
|Vk|2 =
2n−3/2π(n−1)/2Γ
(
n−1
2
)
α
Lnkn−1
. (4.140)
Following the Feynman approach [43], the upper bound for the polaron ground-state
energy can be written down as
E = E0 − lim
β→∞
1
β
〈S − S0〉0 , (4.141)
where S is the exact action functional of the polaron problem, while S0 is the trial action
functional, which corresponds to a model system where an electron is coupled by an elastic
force to a fictitious particle (i.e., the model system describes a harmonic oscillator). E0 is
the ground-state energy of the above model system, and
〈F 〉0 ≡
∫
FeS0Dr (t)∫
eS0Dr (t) . (4.142)
As indicated above, the Fro¨hlich Hamiltonian in n dimensions is the same as in 3D,
except that now all vectors are n-dimensional [and the coupling coefficient |Vk|2 is modified
in accordance with Eq. (4.140)]. Similarly, the only difference of the model system in
n dimensions from the model system in 3D is that now one deals with an n-dimensional
harmonic oscillator. So, directly following [43], one can represent limβ→∞ 〈S − S0〉0 /β as
lim
β→∞
1
β
〈S − S0〉0 = A+B, (4.143)
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where
A =
∑
k
|Vk|2
∫ ∞
0
〈
eik·[r(t)−r(0)]
〉
0
e−tdt, (4.144)
B =
w (v2 − w2)
4
∫ ∞
0
〈
[r (t)− r (0)]2〉
0
e−wtdt, (4.145)
w and v are variational parameters, which should be determined by minimizing E of Eq.
(4.141). Since the averaging 〈...〉0 in Eq. (4.144) is performed with the trial action, which cor-
responds to a harmonic oscillator, components of the electron coordinates, rj (j = 1, ..., n),
in
〈
eik·[r(t)−r(0)]
〉
0
separate [43]:
〈
eik·[r(t)−r(0)]
〉
0
=
n∏
j=1
〈
eikj [rj(t)−rj(0)]
〉
0
. (4.146)
For the average
〈
eikj [rj(t)−rj(0)]
〉
0
, Feynman obtained [43]
〈
eikj [rj(t)−rj(0)]
〉
0
= e−k
2
jD0(t), (4.147)
where
D0 (t) =
w2
2v2
t+
v2 − w2
2v3
(
1− e−vt) . (4.148)
Inserting Eq. (4.146) with Eq. (4.147) into Eq. (4.144), we obtain
A =
∫ ∞
0
e−tdt
∑
k
|Vk|2 e−k2D0(t). (4.149)
Inserting expression (4.140) for |Vk|2 into Eq. (4.149) and replacing the sum over k by an
integral [see (4.132)], we have
A = 2n−3/2π(n−1)/2Γ
(
n− 1
2
)
α
∫ ∞
0
e−tdt
∫
e−k
2D0(t)
kn−1
dk
(2π)n
= 2n−3/2π(n−1)/2Γ
(
n− 1
2
)
α
∫ ∞
0
e−tdt
∫
dΩn
∫ ∞
0
e−k
2D0(t)
kn−1
kn−1dk
(2π)n
, (4.150)
where dΩn is the elemental solid angle in n dimensions. Since the integrand in Eq. (4.150)
depends only on the modulus k of k, one have simply
∫
dΩn = Ωn with
Ωn =
2πn/2
Γ
(
n
2
) . (4.151)
So, we obtain for A the result
A =
2−1/2π−1/2Γ
(
n−1
2
)
α
Γ
(
n
2
) ∫ ∞
0
e−tdt
∫ ∞
0
e−k
2D0(t)dk =
2−1/2π−1/2Γ
(
n−1
2
)
α
Γ
(
n
2
) ∫ ∞
0
√
πe−t
2
√
D0 (t)
dt
=
2−3/2Γ
(
n−1
2
)
α
Γ
(
n
2
) ∫ ∞
0
e−t√
D0 (t)
dt. (4.152)
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Like in Ref. [43], B can be easily calculated by noticing that
〈
[r (t)− r (0)]2〉
0
=
n∑
j=1
〈
[rj (t)− rj (0)]2
〉
0
=
n∑
j=1
[
− ∂
2
∂k2j
〈
eik·[r(t)−r(0)]
〉
0
]∣∣∣∣
k=0
=
n∑
j=1
2D0 (t) = 2nD0 (t) , (4.153)
so that
B =
nw (v2 − w2)
2
∫ ∞
0
D0 (t) e
−wtdt
=
nw (v2 − w2)
2
∫ ∞
0
[
w2
2v2
te−wt +
v2 − w2
2v3
(
e−wt − e−(v+w)t)] dt
=
nw (v2 − w2)
2
[
w2
2v2
1
v2
+
v2 − w2
2v3
(
1
w
− 1
v + w
)]
=
n (v2 − w2)
4v
. (4.154)
Inserting Eq. (4.140) with A and B, given by Eqs. (4.152) and (4.154), together with
the ground-state energy of the model system [43] (an isotropic n-dimensional harmonic
oscillator),
E0 =
n (v − w)
2
, (4.155)
into Eq. (4.141), we obtain
E =
n (v − w)
2
− n (v
2 − w2)
4v
− 2
−3/2Γ
(
n−1
2
)
α
Γ
(
n
2
) ∫ ∞
0
e−t√
D0 (t)
dt
=
n (v − w)2
4v
− Γ
(
n−1
2
)
α
2
√
2Γ
(
n
2
) ∫ ∞
0
e−t√
D0 (t)
dt. (4.156)
In order to make easier a comparison of E for n dimensions with the Feynman result [43]
for 3D,
E3D (α) =
3 (v − w)2
4v
− 1√
2π
α
∫ ∞
0
e−t√
D0 (t)
dt, (4.157)
it is convenient to rewrite Eq. (4.156) in the form
EnD (α) =
n
3
[
3 (v − w)2
4v
− 1√
2π
3
√
πΓ
(
n−1
2
)
2nΓ
(
n
2
) α ∫ ∞
0
e−t√
D0 (t)
dt
]
. (4.158)
It is worth recalling that the parameters w and v must be determined by minimizing E.
Thus, in the case of Eq. (4.158) one has to minimize the expression in the square brackets.
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The only difference of this expression from the r.h.s. of Eq. (4.157) is that α is multiplied
by the factor
an =
3
√
πΓ
(
n−1
2
)
2nΓ
(
n
2
) . (4.159)
This means that the minimizing parameters w and v in nD at a given α will be exactly the
same as those calculated in 3D for the Fro¨hlich constant as large as anα:
vnD (α) = v3D (anα) , wnD (α) = w3D (anα) . (4.160)
Therefore, comparing Eq. (4.158) to Eq. (4.157), we obtain the scaling relation [84–86]
EnD (α) =
n
3
E3D (anα) , (4.161)
where an is given by Eq. (4.159). As discussed in Ref. [84], the above scaling relation is
not an exact relation. It is valid for the Feynman polaron energy and also for the ground-
state energy to order α. The next-order term (i.e., α2) no longer satisfies Eq. (4.161). The
reason is that in the exact calculation (to order α2) the electron motion in the different
space directions is coupled by the electron-phonon interaction. No such a coupling appears
in the Feynman polaron model [see, e.g., Eq. (4.146)]; and this is the underlying reason for
the validity of the scaling relation for the Feynman approximation.
In Refs. [84, 86], scaling relations are obtained also for the impedance function, the
effective mass and the mobility of a polaron. The inverse of the impedance function Z (ω)
is given by
1
Z (ω)
=
i
ω − Σ (ω) , (4.162)
where the memory function Σ (ω) can be expressed as [87]
Σ (z) =
1
z
∫ ∞
0
dt
(
1− eizt) ImS (t) , (4.163)
with z = ω + i0+ and
S (t) =
∑
k
2k21 |Vk|2 e−k
2D(t)T (t) , (4.164)
T (t) = [1 + n (1)] et + n (1) e−it, (4.165)
D (t) =
w2
2v2
(
−it + t
2
β
)
+
v2 − w2
2v3
[
1− e−ivt + 4n (v) sin2
(
vt
2
)]
. (4.166)
Here, β is the inverse temperature and n (ω) is the occupation number of phonons with
frequency ω (recall that in our units ωLO = 1).
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As implied from Eqs. (4.162) and (4.163), scaling of Σ (ω) and Z (ω) is determined by
scaling of S (t). For an isotropic crystal, since |Vk|2, D (t) and T (t) do not depend on the
direction of k, one can write
∑
k k
2
1 |Vk|2 e−k2D(t)T (t) =
∑
k k
2
2 |Vk|2 e−k2D(t)T (t) = ... =∑
k k
2
n |Vk|2 e−k2D(t)T (t) , so that
S (t) =
2
n
∑
k
k2 |Vk|2 e−k2D(t)T (t) . (4.167)
Inserting expression (4.140) for |Vk|2 and replacing the sum over k by an integral, we have
S (t) =
2
n
2n−3/2π(n−1)/2Γ
(
n−1
2
)
α
(2π)n
∫
dΩn
∫ ∞
0
k2e−k
2D(t)T (t) dk
=
2
n
2n−3/2π(n−1)/2Γ
(
n−1
2
)
α
(2π)n
2πn/2
Γ
(
n
2
) ∫ ∞
0
k2e−k
2D(t)T (t) dk
=
√
2
π
Γ
(
n−1
2
)
α
nΓ
(
n
2
) ∫ ∞
0
k2e−k
2D(t)T (t) dk. (4.168)
In particular, for 3D one has from Eq. (4.168)
S3D (α; t) =
2
√
2
3π
α
∫ ∞
0
k2e−k
2D(t)T (t) dk. (4.169)
For nD, Eq. (4.168) can be rewritten is the form
SnD (α; t) =
2
√
2
3π
3
√
πΓ
(
n−1
2
)
2nΓ
(
n
2
) α ∫ ∞
0
k2e−k
2D(t)T (t) dk
=
2
√
2
3π
anα
∫ ∞
0
k2e−k
2D(t)T (t) dk. (4.170)
So, the only difference of the expression for S3D (t) from S3D (t) is that α is multiplied by
an. Since for the minimizing parameters w and v, which enter D (t), scaling is determined
by the same product α with an [see Eq. (4.160)], we can write
SnD (α; t) = S3D (anα; t) , (4.171)
so that [86]
ΣnD (α;ω) = Σ3D (anα;ω) , (4.172)
and
ZnD (α;ω) = Z3D (anα;ω) . (4.173)
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The polaron mass at zero temperature can be obtained from the impedance function as
[87, 88]
m∗
mb
= 1− lim
ω→0
ReΣ (ω)
ω
, (4.174)
so that from the scaling relation (4.172) for the memory function we also have a scaling
relation for the polaron mass [86]:
m∗nD (α)
(mb)nD
=
m∗3D (anα)
(mb)3D
. (4.175)
Since the mobility can be obtained from the memory function as [89]
1
µ
= −mb
e
lim
ω→0
ImΣ (ω)
ω
, (4.176)
fulfilment of the scaling relation (4.172) implies also a scaling relation for the mobility [86]:
µnD (α) = µ3D (anα) . (4.177)
In the important particular case of 2D, the above scaling relations take the form [84–86]:
E2D (α) =
2
3
E3D
(
3π
4
α
)
, (4.178)
Z2D (α;ω) = Z3D
(
3π
4
α;ω
)
, (4.179)
m∗2D (α)
(mb)nD
=
m∗3D
(
3π
4
α
)
(mb)3D
, (4.180)
µ2D (α) = µ3D
(
3π
4
α
)
. (4.181)
2. Check of the scaling relation for the path integral Monte Carlo result for the polaron free
energy
The fulfilment of the PD-scaling relation [86] is checked for the path integral Monte Carlo
results [45] for the polaron free energy.
The path integral Monte Carlo results of Ref.[45] for the polaron free energy in 3D and in
2D are given for a few values of temperature and for some selected values of α. For a check
of the scaling relation, the values of the polaron free energy at β = 10 are taken from Ref.
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[45] in 3D (Table I, for 4 values of α) and in 2D (Table II, for 2 values of α) and plotted in
Fig. 11, upper panel, with squares and open circles, correspondingly.
The PD-scaling relation for the polaron ground-state energy as derived in Ref. [86] reads:
E2D (α) ≡ 2
3
E3D
(
3πα
4
)
. (4.182)
In Fig. 11, lower panel, the available data for the free energy from Ref [45] are plotted in
the following form inspired by the l.h.s. and the r.h.s parts of Eq. (1): F2D (α) (squares)
and 2
3
F3D
(
3πα
4
)
(open triangles). As follows from the figure, the path integral Monte Carlo
results for the polaron free energy in 2D and 3D very closely follow the PD-scaling relation
of the form given by Eq. (4.182):
F2D (α) ≡ 2
3
F3D
(
3πα
4
)
. (4.183)
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FIG. 11: Upper panel: The values of the polaron free energy in 3D (squares) and 2D (open
circles) obtained by Ciuchi’2001 [45] for β = 10. The data for F3D (α) are interpolated using a
polynomial fit to the available four points (dotted line). Lower panel: Demonstration of the PD-
scaling cf. PD’1987: the values of the polaron free energy in 2D obtained by Ciuchi’2001 [45] for
β = 10 (squares) are very close to the PD-scaled according to PD’1987 [86] values of the polaron
free energy in 3D from Ciuchi’2001 for β = 10 (open triangles). The data for 23F3D
(
3πα
4
)
are
interpolated using a polynomial fit to the available four points (solid line).
Appendix 1. Weak coupling: LLP approach
Inspired by the work of Tomonaga on quantum electrodynamics (Q. E. D.), Lee, Low and
Pines (L.L.P.) [31] derived (1.22) and m∗ = mb(1 + α/6) from a canonical transformation
formulation, which establishes (1.22) as a variational upper bound for the ground-state
energy.
The wave equation corresponding to the Fro¨hlich Hamiltonian (1.16) is
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HΦ = EΦ. (4.184)
We shall take advantage of the fact that the total momentum of the system
Pop =
∑
k
~ka†kak + p (4.185)
(where p = −i~∇ is the momentum of the electron) is a constant of motion because it
commutes with the Hamiltonian (1.16)
Indeed,
[p, H ] = [p,
∑
k
(Vkake
ik·r + V ∗k a
†
ke
−ik·r)] =
∑
k
(Vkak
[
p, eik·r
]
+ V ∗k a
†
k
[
p, e−ik·r
]
)
=
∑
k
~k(Vkake
ik·r − V ∗k a†ke−ik·r);
[∑
k
~ka†kak, H
]
=
[∑
k
~ka†kak,
∑
k′
(Vk′ak′e
ik′·r + V ∗k′a
†
k′e
−ik′·r)
]
=
=
∑
k
~k
[
a†kak, (Vkake
ik·r + V ∗k a
†
ke
−ik·r)
]
=
=
∑
k
~k
{
Vk
[
a†kak, ak
]
eik·r + V ∗k
[
a†kak, a
†
k
]
e−ik·r
}
=
= −
∑
k
~k
(
Vkake
ik·r − V ∗k a†ke−ik·r
)
;
[Pop, H ] =
[∑
k
~ka†kak + p, H
]
= 0. (4.186)
Because of the commutation (4.186), the operators H and Pop have a common set of basis
functions: HΦ = EΦ and PopΦ = PΦ.
It is possible to transform to a representation in which Pop becomes a “c” number P,
and in which the Hamiltonian no longer contains the electron coordinates. The unitary
(canonical) transformation required is Φ = S1ψ, where
S1 = exp
[
i
~
(P−
∑
k
~ka†kak)·r
]
. (4.187)
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Derivation of the transformations of the operators.
p −→ S−11 pS1 =
= exp
[
− i
~
(P−
∑
k
~ka†kak)·r
]
p exp
[
i
~
(P−
∑
k
~ka†kak)·r
]
= exp
[
− i
~
(P−
∑
k
~ka†kak)·r
]
(−i~∇) exp
[
i
~
(P−
∑
k
~ka†kak)·r
]
= exp
[
− i
~
(P−
∑
k
~ka†kak)·r
]

(P−∑k ~ka†kak) exp [ i~(P−∑k ~ka†kak)·r]
+exp
[
i
~
(P−∑k ~ka†kak)·r] (−i~∇)


= P−
∑
k
~ka†kak + p, (4.188)
Pop −→ S−11 PopS1 =
= exp
[
− i
~
(P−
∑
k
~ka†kak)·r
](∑
k
~ka†kak + p
)
exp
[
i
~
(P−
∑
k
~ka†kak)·r
]
= exp
[
i
~
∑
k
~ka†kak·r
]∑
k
~ka†kak exp
[
− i
~
∑
k
~ka†kak·r
]
+ S−11 pS1
=
∑
k
~ka†kak +P−
∑
k
~ka†kak + p = P+ p, (4.189)
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ak −→ S−11 akS1 =
= exp
[
− i
~
(P−
∑
k
~ka†kak)·r
]
ak exp
[
i
~
(P−
∑
k
~ka†kak)·r
]
= exp
[
i
~
∑
k
~ka†kak·r
]
ak exp
[
− i
~
∑
k
~ka†kak·r
]
= exp
[
ika†kak·r
]
ak exp
[
−ika†kak·r
]
= exp
[
ika†kak·r
]
ak
∑∞
n=0
1
n!
(
−ika†kak·r
)n
= exp
[
ika†kak·r
]∑∞
n=0
1
n!
ak
(
−ika†kak·r
)n
= exp
[
ik · ra†kak
]∑∞
n=0
1
n!
(−ik · r)n ak
(
a†kak
)n see(∗)
=
= exp
[
ik · ra†kak
]∑∞
n=0
1
n!
[−ik · r
(
a†kak + 1
)
]nak
= exp
[
ik · ra†kak
]
exp
[
−ik · r(a†kak + 1)
]
ak
= ak exp (−ik · r) . (4.190)
Here the property was used:
ak
(
a†kak
)n
=
(
a†kak + 1
)n
ak. (*)
It is evident for n = 0.For n = 1 it is demonstrated as follows:
aka
†
k = a
†
kak + 1 =⇒ aka†kak = (a†kak + 1)ak;
then for n ≥ 2 the validity of (*) is straightforwardly demonstrated by induction.
Finally,
a†k −→ S−11 a†kS1 = [S−11 akS1]† = a†k exp (ik · r) . (4.191)
Using (4.188), (4.189), (4.190) and (4.191), one arrives at
H −→ H = S−11 HS1 =
(
P−∑k ~ka†kak)2
2mb
+
∑
k
~ωLOa
†
kak +
∑
k
(Vkak + V
∗
k a
†
k), (4.192)
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where p is set 0. 5 The wave equation (4.184) takes the form
HS1ψ = ES1ψ =⇒Hψ = Eψ. (4.193)
Our aim is to calculate for a given momentum P the lowest eigenvalue E(P ) of the
Hamiltonian (4.192). For the low-lying energy levels of the electron E(P ) may be well
represented by the first two terms of a power series expansion in P 2 : E(P ) = E0+P
2/2mp+
O(P 4),where mp is the effective mass of the polaron.
The canonical transformation (4.187) formally eliminates the electron operators from the
Hamiltonian. LLP use further a variational method of calculation. The trial wave function
is chosen as
ψ = S2ψ0 (4.194)
where ψ0 is the eigenstate of the unperturbed Hamiltonian with no phonons present (vacuum
state). Specifically, ψ0 is defined by
akψ0 = 0, (ψ0, ψ0) = 1 (4.195)
and the second canonical transformation:
S2 = exp
[∑
k
(a†kfk − akf ∗k)
]
, (4.196)
where fk are treated as variational functions and will be chosen to minimize the energy.
The physical significance of Eq. (4.196) is that it “dresses” the electron with the virtual
phonon field, which describes the polarization. Viewed as a unitary transformation, S2 is a
displacement operator on ak and a
†
k :
5Transformation of the equation PopΦ = PΦ leads to S
−1
1 PopS1ψ = Pψ.At the same time, applying Eq.
(4.189), we obtain S−11 PopS1 = P+p.Setting the gauge pψ = 0 eliminates the operator p from the problem.
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ak −→ S−12 akS2 =
= exp
[
−
∑
k
(a†kfk − akf ∗k)
]
ak exp
[∑
k
(a†kfk − akf ∗k)
]
= exp
[
−(a†kfk − akf ∗k)
]
ak exp
[
(a†kfk − akf ∗k)
]
see(∗∗)
=
= ak +
[
ak, (a
†
kfk − akf ∗k)
]
+
1
2
[[
ak, (a
†
kfk − akf ∗k)
]
, (a†kfk − akf ∗k)
]
+ ...
= ak + fk, (4.197)
a†k −→ S−12 a†kS2 = a†k + f ∗k. (4.198)
Here the relation was used
exp [−V ] a exp [V ] = a+ [a, V ] + 1
2
[[a, V ] , V ] +
1
3!
[[[a, V ] , V ] , V ] + ... (**)
Further we seek to minimize the expression for the energy,
E = (ψ,Hψ) =
(
ψ0, S
−1
2 HS2ψ0
)
. (4.199)
In virtue of (4.197) and (4.198), we obtain:
S−12 HS2 =
[
P−∑k ~k(a†k + f ∗k) (ak + fk)]2
2mb
+
∑
k
~ωLO
(
a†k + f
∗
k
)
(ak + fk) +
∑
k
[
Vk (ak + fk) + V
∗
k
(
a†k + f
∗
k
)]
=
[
(P−∑k ~ka†kak)−∑k ~k |fk|2 −∑k ~k(a†kfk + akf ∗k)]2
2mb
+
∑
k
~ωLO
(
a†kak + |fk|2 + a†kfk + akf ∗k
)
+
∑
k
[
Vk (ak + fk) + V
∗
k
(
a†k + f
∗
k
)]
= H0 +H1,
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where
H0 =
[
(P−∑k ~ka†kak)]2 + [∑k ~k |fk|2]2
2mb
+
∑
k
[Vkfk + V
∗
k f
∗
k]
+
∑
k
|fk|2
{
~ωLO − ~k ·P
mb
+
~
2k2
2mb
}
+
~
2
mb
∑
k
ka†kak ·
∑
k′
k′ |fk′|2
+
∑
k
ak
{
Vk + f
∗
k
[
~ωLO − ~k ·P
mb
+
~
2k2
2mb
+
~
2k
mb
·
∑
k′
k′ |fk′ |2
]}
+
∑
k
a†k
{
V ∗k + fk
[
~ωLO − ~k ·P
mb
+
~
2k2
2mb
+
~
2k
mb
·
∑
k′
k′ |fk′|2
]}
+
∑
k
~ωLOa
†
kak; (4.200)
H1 =
∑
k,k′
~
2k · k′
2mb
{
akak′f
∗
kf
∗
k′ + 2a
†
kak′fkf
∗
k′ + a
†
ka
†
k′fkfk′
}
+
+
∑
k,k′
~
2k · k′
2mb
{
a†kakak′f
∗
k′ + a
†
k′a
†
kakfk′
}
.
Using (4.195), we obtain from (4.199) that
E = H0 =
P 2 +
[∑
k ~k |fk|2
]2
2mb
+
∑
k
[Vkfk + V
∗
k f
∗
k]
+
∑
k
|fk|2
{
~ωLO − ~k ·P
mb
+
~
2k2
2mb
}
. (4.201)
We minimize (4.201) by imposing
δE
δfk
= 0,
δE
δf †k
= 0.
This results in
Vk + f
∗
k
{
~ωLO − ~k ·P
mb
+
~
2k2
2mb
+
~
2
mb
[∑
k′
~k′ |fk′ |2
]
·k
}
= 0 (4.202)
and the appropriate complex conjugate equation for fk. Upon comparing (4.202) and (4.200),
we see that the linear terms in a†k and ak are identically zero if (4.202) is satisfied, and
hence that H0 is diagonal in a representation in which a
†
kak is diagonal. So, the variational
calculation by LLP is equivalent to the use of (4.200) as the total Hamiltonian provided f ∗k
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satisfies (4.202). An estimate of the accuracy of the LLP variational procedure was obtained
by an estimate of the effect of H1 using a perturbation theory.
Now we evaluate the energy of the ground state of the system, which is given by Eq.
(4.201) with f ∗k satisfying Eq. (4.202). The only preferred direction in this problem is P.
Therefore one may introduce the parameter η defined as
ηP =
∑
k
~k |fk|2 . (4.203)
Then Eq. (4.202) leads to
f ∗k = −Vk
/[
~ωLO − ~k ·P
mb
(1− η) + ~
2k2
2mb
]
, (4.204)
and we obtain the following implicit equation for η:
ηP=
∑
k
~k |Vk|2
/[
~ωLO − ~k ·P
mb
(1− η) + ~
2k2
2mb
]2
=
V
(2π)3
∫
d3k~k
(
~ωLO
k
)2
4πα
V
(
~
2mbωLO
) 1
2
/[
~ωLO − ~k ·P
mb
(1− η) + ~
2k2
2mb
]2
.
Let us introduce spherical coordinates with a polar axis along P and denote x = cos(kˆP):
ηP =
α~3ω2LO
2π2
(
~
2mbωLO
) 1
2
2π
∫ 1
−1
dxx
∫ ∞
0
dkk
/[
~ωLO − ~kPx
mb
(1− η) + ~
2k2
2mb
]2
=
α~
2π2
(
~
2mbωLO
) 1
2
2π
∫ 1
−1
dxx
∫ ∞
0
dkk
/[
1− 2 ~kPx
2mb~ωLO
(1− η) + ~
2k2
2mb~ωLO
]2
.
Further, we introduce the parameter
q =
P
(2mb~ωLO)
1/2
(1− η) (4.205)
and a new variable
κ =
~k
(2mb~ωLO)
1/2
.
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This gives
η =
α~
π
(
~
2mbωLO
) 1
2 2mb~ωLO
~2P
∫ 1
−1
dxx
∫ ∞
0
dκκ
/[
1− 2qκx+ κ2]2
=
α
π
(2mb~ωLO)
1/2
P
∫ 1
−1
dxx
∫ ∞
0
dκκ
/[
(κ− qx)2 + (1− q2x2)]2
=
α
π
(2mb~ωLO)
1/2
P
∫ 1
−1
dxx
∫ ∞
−qx
dκ (κ+ qx)
/[
κ2 + (1− q2x2)]2
=
α
π
(2mb~ωLO)
1/2
P
∫ 1
−1
dxx

 −
1
2[κ2+(1−q2x2)]
+qx
[
κ
2(1−q2x2)[κ2+(1−q2x2)] +
1
2(1−q2x2)3/2 arctan
(
κ
[1−q2x2]1/2
)]


∞
−qx
=
α
π
(2mb~ωLO)
1/2
P
∫ 1
−1
dxx
{
1
2
+
qxπ
4(1− q2x2)3/2 +
q2x2
2(1− q2x2) +
qx
2(1− q2x2)3/2 arcsin (qx)
}
.
⇓
η =
α
π
(2mb~ωLO)
1/2
P
qπ
4
∫ 1
−1
x2
(1− q2x2)3/2dx
=
α
4
(1− η)
∫ 1
−1
x2
(1− q2x2)3/2dx
=
α
2
(1− η) q −
√
1− q2 arcsin (q)
q3
√
1− q2
=
α (1− η)
2
(
P
(2mb~ωLO)
1/2 (1− η)
)3
(
q√
1− q2 − arcsin (q)
)
=
α
2 (1− η)2
(
2mb~ωLO
P 2
)3/2(
q√
1− q2 − arcsin (q)
)
So, we have arrived at the equation
η (1− η)2 = α
2
(
2mb~ωLO
P 2
)3/2(
q√
1− q2 − arcsin (q)
)
, (4.206)
or equivalently, using the definition (4.205),
η
1− η =
α
2q3
(
q√
1− q2 − arcsin (q)
)
. (4.207)
Using Eqs. (4.203) and (4.204), we can simplify the energy (4.201) as follows:
E =
P 2+ (ηP) 2
2mb
− 2
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
+
∑
k
|Vk|2(
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
)2
(
~ωLO − ~k ·P
mb
+
~
2k2
2mb
)
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=
(1 + η2)P 2
2mb
− 2
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
+
∑
k
|Vk|2(
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
)2
(
~ωLO − ~k ·P
mb
(1− η + η) + ~
2k2
2mb
)
=
(1 + η2)P 2
2mb
− 2
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
+
∑
k
|Vk|2(
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
)2
(
~ωLO − ~k ·P
mb
(1− η) + ~
2k2
2mb
)
−
∑
k
|Vk|2(
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
)2
(
~k ·P
mb
η
)
=
(1 + η2)P 2
2mb
− 2
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
+
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
−
(
P
mb
η
)
·
∑
k
~k |Vk|2(
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
)2
=
(1 + η2)P 2
2mb
−
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
−
(
P
mb
η
)
·
∑
k
~k |fk|2
=
(1 + η2)P 2
2mb
−
(
P
mb
η
)
· ηP−
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
⇓
E =
P 2
2mb
(
1− η2)−∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
. (4.208)
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The sum over k in Eq. (4.208) is calculated as follows:
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
=
V
(2π)3
∫
dk
(
~ωLO
k
(
4πα
V
) 1
2
(
~
2mbωLO
) 1
4
)2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
=
V
(2π)3
~
2ω2LO
(
4πα
V
)(
~
2mbωLO
) 1
2
∫
dk
1
k2
[
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
]
=
mbω
2
LOα
π2
(
~
2mbωLO
) 1
2
∫
dk
1
k2
(
k2 − 2k·P
~
(1− η) + 2mbωLO
~
) .
For the calculation of this integral, we can use the auxiliary identity
1
ab
=
∫ 1
0
1
[ax+ b (1− x)]2 . (4.209)
Setting
a = k2 − 2k ·P
~
(1− η) + 2mbωLO
~
,
b = k2,
we find
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
=
mbω
2
LOα
π2
(
~
2mbωLO
) 1
2
∫ 1
0
dx
∫
dk
1[
x
(
k2 − 2k·P
~
(1− η) + 2mbωLO
~
)
+ (1− x) k2]2
=
mbω
2
LOα
π2
(
~
2mbωLO
) 1
2
∫ 1
0
dx
∫
dk
1(
k2 − 2k·P
~
(1− η)x+ 2mbωLO
~
x
)2
=
mbω
2
LOα
π2
(
~
2mbωLO
) 1
2
∫ 1
0
dx
∫
dk
1((
k−P
~
(1− η)x)2 + 2mbωLO
~
x− P 2
~2
(1− η)2x2
)2
=
mbω
2
LOα
π2
(
~
2mbωLO
) 1
2
∫ 1
0
dx
∫
dk
1(
k2 + 2mbωLO
~
x− P 2
~2
(1− η)2x2)2
As long as P 2/ (2mb) is sufficiently small so that no spontaneous emission can occur (roughly
P 2/ (2mb) . ~ωLO), the quantity
A ≡ 2mbωLO
~
x− P
2
~2
(1− η)2x2
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is supposed to be positive for 0 < x < 1. Therefore, we can use the integral∫
1
(k2 + A)2
dk =
π2√
A
,
what gives
∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
=
mbω
2
LOα
π2
(
~
2mbωLO
) 1
2
∫ 1
0
dx
π2√
2mbωLO
~
x− P 2
~2
(1− η)2x2
=
1
2
α~ωLO
∫ 1
0
dx
1√
x− (1−η)2P 2
2mb~ωLO
x2
=
1
2
α~ωLO
∫ 1
0
dx
1√
x− q2x2 .
We change the variable x = t2, what gives∫ 1
0
1√
x− q2x2dx = 2
∫ 1
0
1√
1− q2t2dt =
2
q
arcsin q,
and hence ∑
k
|Vk|2
~ωLO − ~k·Pmb (1− η) + ~
2k2
2mb
=
α~ωLO
q
arcsin q. (4.210)
As a result, the energy (4.208) is expressed in a closed form
E =
P 2
2mb
(
1− η2)− α~ωLO
q
arcsin q. (4.211)
Further, we expand the r.h.s. of Eq. (4.207) to the second order in powers of P (or, what
is the same, in powers of q) using the relation
q√
1− q2 − arcsin (q) =
1
3
q3 +O
(
q5
)
(4.212)
what results in
η
1− η =
α
2q3
[
1
3
q3 +O
(
q5
)]
=
α
6
+O
(
q2
)
.
Solving this equation for η, we find
η =
α/6
1 + α/6
+O
(
P 2
2mb~ωLO
)
. (4.213)
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We also apply the expansion in powers of q up to ∼ q2 to the energy (4.211):
E =
P 2
2mb
(
1− η2)− α~ωLO
q
(
q +
1
6
q3 +O
(
q5
))
=
P 2
2mb
(
1− η2)− α~ωLO − 1
6
α~ωLOq
2 + ~ωLOO
(
q4
)
= −α~ωLO + P
2
2mb
(
1− η2)− αP 2 (1− η)2
12mb
+ ~ωLOO
(
q4
)
= −α~ωLO + P
2
2mb
(
1− η2)− αP 2 (1− η)2
12mb
+ ~ωLOO
(
q4
)
= −α~ωLO + P
2
12mb
(1− η) ((6 + α) η − α + 6) + ~ωLOO
(
q4
)
= −α~ωLO + P
2
12mb
(
1− α/6
1 + α/6
)(
(6 + α)
α/6
1 + α/6
− α + 6
)
+ ~ωLOO
(
q4
)
= −α~ωLO + P
2
2mb (1 + α/6)
+ ~ωLOO
(
q4
)
.
Finally, we have arrived at the LLP polaron energy
E = −α~ωLO + P
2
2mb (1 + α/6)
+ ~ωLOO
((
P 2
2mb~ωLO
)2)
. (4.214)
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Appendix 2. Expansion in Stieltjes continuous fractions [54]
In this derivation it is shown that the approximation used in the evaluation of the function,
which determines the polaron mass [see Eqs. (40) and (B1) from Ref. [54]]
g(k, z) =
∫ 0
−∞
dτeizτ exp
[−k2C(0)] exp [k2C(τ)] (4.215)
with
C(τ) =
1
3
∑
k′
k′2
m2
|fk′|2 e
iγk′ τ
γ2k′
(4.216)
is equivalent to an expansion in a continued fraction limited to the first step. Moreover, it
is proved that the choice of the coefficients of the continued fraction can be justified by a
variational principle, at least when z is real and positive.
Expanding the last exponential of Eq. (4.215) in a power series leads to
g(k, z) = exp
[−k2C(0)] ∫ 0
−∞
dτeizτ
∞∑
n=0
1
n!
(
1
3m2
)n
×
∑
~k1,...,~kn
k21k
2
2...k
2
n |fk1 |2 |fk2 |2 ... |fkn |2
γ2k1γ
2
k2
...γ2kn
× exp [i(γk1 + γk2 + ...γ2kn)τ]
= −i exp [−k2C(0)] ∞∑
n=0
(3m2)−n
n!
(4.217)
×
∑
~k1,...,~kn
k21k
2
2...k
2
n |fk1 |2 |fk2 |2 ... |fkn |2
γ2k1γ
2
k2
...γ2kn
1
γk1 + γk2 + ... + γkn + z
.
The multiple sum over the k’s is in fact an integral with 3n variables. It is possible to change
the variables in that one of the new variables is
xn = γk1 + γk2 + ...+ γkn. (4.218)
Then the multiple sum which appears in the last term of Eq. (4.217) is of the following
type:
J(z) =
∞∫
nω
L(xn)
xn + z
dxn, (4.219)
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where
L(xn) = 0
is the result of the integration over the n− 1 other variables. An expansion of integrals of
the type (4.219) into Stieltjes continued fractions is known to give good results when z is
real and not located on the cut of J(z), i.e., when
z > −nω. (4.220)
The first nontrivial step in the continued fraction expansion is
J(z) =
a0
a1 + z
(4.221)
with
a0 =
∞∫
nω
L(xn)dxn, (4.222)
a1 =
∞∫
nω
xnL(xn)dxn
∞∫
nω
L(xn)dxn
. (4.223)
A variational principle can be established, which gives a rather strong argument in favour
of the approximation (4.221). Let us introduce a variational parameter x¯ writing
J(z) =
∞∫
nω
L(xn)
(xn − x¯) + (z + x¯)dxn. (4.224)
Performing two steps of the division, this relation becomes
J(z) =
1
z + x¯
∞∫
nω
L(xn)dxn
− 1
(z + x¯)2
∞∫
nω
(xn − x¯)L(xn)dxn +K(z, x¯) (4.225)
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with
K(z, x¯) =
1
(z + x¯)2
∞∫
nω
(xn − x¯)2L(xn)
xn + z
dxn. (4.226)
The approximation consists of neglecting the term K(z, x¯) in Eq. (4.225). As this term
is positive [cf. (4.220)], the best approximation is obtained when it is minimum. Therefore
let us use the freedom in the choice of x¯ to minimize the expression (4.226),
∂K(z, x¯)
∂x¯
= −2K(z, x¯)
z + x¯
−2 1
(z + x¯)2
∞∫
nω
(xn − x¯)2L(xn)
xn + z
dxn = 0, (4.227)
which gives
− 2 1
(z + x¯)2
∞∫
nω
(
xn − x¯
z + x¯
+ 1
)
xn − x¯
xn + z
L(xn)dxn = 0 (4.228)
or
− 2 1
(z + x¯)3
∞∫
nω
(xn − x¯)L(xn)dxn = 0. (4.229)
This provides us with the best value of the variational parameter
x¯ =
∞∫
nω
xnL(xn)dxn
∞∫
nω
L(xn)dxn
, (4.230)
which is a1 [cf. Eq. (4.223)].
With this value of x¯ and neglecting K(z, x¯), the expression (4.225) of the calculated
quantity J(z) becomes
J(z) =
1
z + x¯
∞∫
nω
L(xn)dxn = J(z) =
a0
a1 + z
, (4.231)
which is the first step (4.221) of a Stieltjes continued fraction.
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To prove that this value of x¯ gives a minimum of K(z, x¯), let us calculate the second
derivative
∂2K(z, x¯)
∂x¯2
=
6
(z + x¯)3
∞∫
nω
(xn − x¯)L(xn)dxn
+
2
(z + x¯)3
∞∫
nω
L(xn)dxn. (4.232)
Now the parameter x¯ is replaced by its expression (4.230). The relation (4.232) becomes
∂2K(z, x¯)
∂x¯2
=
2
(z + a1)3
∞∫
nω
L(xn)dxn, (4.233)
which is positive of z > −nω, since it follows from relation (4.230) that a1 > nω.
Our approximation is related to that used by Feynman which is based on the following
inequality:
〈
e−sx
〉
> e−s〈x〉, (4.234)
where the brackets denote the expectation value of the random variable x. For instance,
〈
e−sx
〉
=
∫ ∞
a
L(x)e−sxdx∫ ∞
a
L(x)ds
, (4.235)
where L(x) is the non-normalized probability density of x. The Laplace transform of Eq.
(4.234) gives
∫ ∞
0
e−sz
〈
e−sx
〉
ds >
∫ ∞
0
e−sze−s〈x〉ds, (4.236)
which after integration becomes
∫ ∞
a
L(x)
x+ z
dx >
∫ ∞
a
L(x)ds
〈x〉+ z =
a0
a1 + z
. (4.237)
The last inequality shows the relation with our procedure.
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Part II
Many polarons
V. OPTICAL CONDUCTIVITYOF AN INTERACTINGMANY-POLARONGAS
A. Kubo formula for the optical conductivity of the many-polaron gas
The derivations in the present section are based on Ref. [53]. The Hamiltonian of a
system of N interacting continuum polarons is given by:
H0 =
N∑
j=1
p2j
2mb
+
∑
q
~ωLOb
+
q bq
+
∑
q
N∑
j=1
(
eiq·rjbqVq + e−iq·rjb+qV
∗
q
)
+
e2
2ε∞
N∑
j=1
N∑
ℓ(6=j)=1
1
|ri − rj | , (5.1)
where rj,pj represent the position and momentum of the N constituent electrons (or holes)
with band mass mb; b
+
q , bq denote the creation and annihilation operators for longitudinal
optical (LO) phonons with wave vector q and frequency ωLO; Vq describes the amplitude
of the interaction between the electrons and the phonons; and e is the elementary electron
charge. This Hamiltonian can be subdivided into the following parts:
H = He +He−e +Hph +He−ph (5.2)
where
He =
N∑
j=1
p2j
2mb
(5.3)
is the kinetic energy of electrons,
He−e =
e2
2ε∞
N∑
j=1
N∑
ℓ(6=j)=1
1
|ri − rj| (5.4)
is the potential energy of the Coulomb electron-electron interaction,
Hph =
∑
q
~ωLOb
+
q bq (5.5)
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is the Hamlitonian of phonons, and
He−ph =
∑
q
N∑
j=1
(
eiq·rjbqVq + e−iq·rjb+qV
∗
q
)
(5.6)
is the Hamiltonian of the electron-phonon interaction. Further on, we use the second quan-
tization formalism for electrons, in which the terms He, He−e and He−ph are
He =
∑
k,σ
~
2k2
2mb
a+k,σak,σ, (5.7)
He−e =
1
2
∑
q 6=0
vq
∑
k,σ
k′,σ′
a+k+q,σa
+
k′−q,σ′ak′,σ′ak,σ =
1
2
∑
q 6=0
vq : ρqρ−q :, (5.8)
He−ph =
∑
q
(
Vqbqρq + V
∗
q b
+
q ρ−q
)
, (5.9)
where : ... : is the symbol of the normal product of operators,
vq =
4πe2
ε∞q2V
(5.10)
is the Fourier component of the Coulomb potential, and
ρq =
N∑
j=1
eiq·rj =
∑
k,σ
a+k+q,σak,σ (5.11)
is the Fourier component of the electron density.
The ground state energy of the many-polaron Hamiltonian (5.1) has been studied by L.
Lemmens, J. T. Devreese and F. Brosens (LDB) [91], for weak and intermediate strength of
the electron-phonon coupling. They introduce a variational wave function:
|ψLDB〉 = U |φ〉
∣∣∣ψ(0)el 〉 , (5.12)
where
∣∣∣ψ(0)el 〉 represents the ground-state many-body wave function for the electron (or hole)
system and |φ〉 is the phonon vacuum, U is a many-body unitary operator which determines
a canonical transformation for a fermion gas interacting with a boson field:
U = exp
{
N∑
j=1
∑
q
(
fqaqe
iq·rj − f ∗qa+q e−iq·rj
)}
. (5.13)
In Ref. [91], this canonical transformation was used to establish a many-fermion theory.
The fq were determined variationally [91] resulting in
fq =
Vq
~ωLO +
~
2q2
2mbS(q)
, (5.14)
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for a system with total momentum P =
∑
j pj = 0. In this expression, S(q) represents the
static structure factor of the constituent interacting many electron or hole system :
NS(q) =
〈
N∑
j=1
N∑
j′=1
eiq·(rj−rj′ )
〉
. (5.15)
The angular brackets 〈...〉 represent the expectation value with respect to the ground state.
The many-polaron optical conductivity is the response of the current-density, in the
system described by the Hamiltonian (5.1), to an applied electric field (along the x-axis) with
frequency ω. This applied electric field introduces a perturbation term in the Hamiltonian
(5.1), which couples the vector potential of the incident electromagnetic field to the current-
density. Within linear response theory, the optical conductivity can be expressed through
the Kubo formula as a current-current correlation function:
σ(ω) = i
Ne2
V mbω
+
1
V ~ω
∫ ∞
0
eiωt 〈[Jx(t), Jx(0)]〉 dt. (5.16)
In this expression, V is the volume of the system, and Jx is the x-component of the current
operator J, which is related to the momentum operators of the charge carriers:
J =
q
mb
N∑
j=1
pj =
q
mb
P, (5.17)
with q the charge of the charge carriers (+e for holes, −e for electrons) and P the total
momentum operator of the charge carriers. The real part of the optical conductivity at
temperature zero, which is proportional to the optical absorption coefficient, can be written
as a function of the total momentum operator of the charge carriers as follows :
Reσ(ω) =
1
V ~ω
e2
m2b
Re
{∫ ∞
0
eiωt 〈[Px(t), Px(0)]〉 dt
}
. (5.18)
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B. Force-force correlation function
Let us integrate over time in (5.18) twice by parts as follows:∫ ∞
0
dt 〈[Px (t) , Px]〉 eiωt−δt
=
1
iω − δ
{
〈[Px (t) , Px]〉 eiωt−δt
∣∣∞
t=0
−
∫ ∞
0
dt
〈[
d
dt
Px (t) , Px
]〉
eiωt−δt
}
= − 1
iω − δ
∫ ∞
0
dt
〈[
d
dt
(
e
it
~
HPxe
− it
~
H
)
, Px
]〉
eiωt−δt
= − 1
iω − δ
∫ ∞
0
dt
〈[(
e
it
~
H i
~
[H,Px] e
− it
~
H
)
, Px
]〉
eiωt−δt
= − 1
iω − δ
∫ ∞
0
dt
〈[
i
~
[H,Px] , e
− it
~
HPxe
it
~
H
]〉
eiωt−δt
= − 1
iω − δ
∫ ∞
0
dt
〈[
Fx (0) , e
− it
~
HPxe
it
~
H
]〉
eiωt−δt
= −
(
1
iω − δ
)2 {〈[
Fx (0) , e
− it
~
HPxe
it
~
H
]〉
eiωt−δt
∣∣∣∞
t=0
−
∫ ∞
0
dt
〈[
Fx (0) ,
d
dt
e−
it
~
HPxe
it
~
H
]〉
eiωt−δt
}
= −
(
1
iω − δ
)2{
−〈[Fx, Px]〉+
∫ ∞
0
dt
〈[
Fx (0) , e
− it
~
H
(
i
~
[H,Px]
)
e
it
~
H
]〉
eiωt−δt
}
= −
(
1
iω − δ
)2{
−〈[Fx, Px]〉+
∫ ∞
0
dt
〈[
Fx (0) , e
− it
~
HFx (0) e
it
~
H
]〉
eiωt−δt
}
= −
(
1
iω − δ
)2{
−〈[Fx, Px]〉+
∫ ∞
0
dt
〈[
e
it
~
HFx (0) e
− it
~
H , Fx (0)
]〉
eiωt−δt
}
=
1
(ω + iδ)2
{
−〈[Fx, Px]〉+
∫ ∞
0
dt 〈[Fx (t) , Fx (0)]〉 eiωt−δt
}
,
where F ≡ i
~
[H,P] is the operator of the force applied to the center of mass of the electrons.
Since both Fx and Px are hermitian operators, the average 〈[Fx, Px]〉 is imaginary. Hence,
for ω 6= 0, this term does not give a contribution into Re σ (ω) . As a result, integrating by
parts twice, the real part of the optical conductivity of the many-polaron system is written
with a force-force correlation function:
Reσ(ω) =
1
V ~ω3
e2
m2b
Re
{∫ ∞
0
eiωt 〈[Fx(t), Fx(0)]〉 dt
}
. (5.19)
The force operator is determined as
Fx =
i
~
[H,Px] =
i
~
[He +He−e +Hph +He−ph, Px] .
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Further, we use the commutators:
[
a+k+q,σak,σ, Px
]
=
∑
k′
~k′x
[
a+k+q,σak,σ, a
+
k′,σak′,σ
]
=
∑
k′
~k′x

 a+k+q,σak,σa+k′,σak′,σ + a+k+q,σa+k′,σak,σak′,σ
−a+k′,σa+k+q,σak′,σak,σ − a+k′,σak′,σa+k+q,σak,σ


=
∑
k′
~k′x
(
δkk′a
+
k+q,σak′,σ − δk′,k+qa+k′,σak,σ
)
=
∑
k′
~k′x
(
δkk′a
+
k+q,σak,σ − δk′,k+qa+k+q,σak,σ
)
= a+k+q,σak,σ
∑
k′
~k′x (δkk′ − δk′,k+q) = −~qxa+k+q,σak,σ,
[ρq, Px] = −~qxρq.
Hence, [He, Px] = 0, [He−e, Px] = 0,
[He−ph, Px] =
∑
q
(
Vqbq [ρq, Px] + V
∗
q b
+
q [ρ−q, Px]
)
= −~
∑
q
qx
(
Vqbqρq − V ∗q b+q ρ−q
)
,
So, the commutator of the Hamiltonian (5.1) with the total momentum operator of the
charge carriers leads to the expression for the force
F = −i
∑
q
q
(
Vqbqρq − V ∗q b+q ρ−q
)
. (5.20)
This result for the force operator clarifies the significance of using the force-force correlation
function rather than the momentum-momentum correlation function. The operator product
Fx(t)Fx(0) is proportional to |Vk|2, the charge carrier - phonon interaction strength. This
will be a distinct advantage for any expansion of the final result in the charge carrier - phonon
interaction strength, since one power of |Vk|2 is factored out beforehand. Substituting (5.20)
into (5.19), the real part of the optical conductivity then takes the form:
Re σ (ω) =
1
V ~ω3
e2
m2b
Re
∫ ∞
0
dteiωt−δt
∑
q,q′
qxq
′
x
× 〈[[Vqbq (t) + V ∗−qb+−q (t)] ρq (t) , (V−q′b−q′ + V ∗q′b+q′) ρ−q′]〉 . (5.21)
Up to this point, no approximations other than linear response theory have been made.
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C. Canonical transformation
The expectation value appearing in the right hand side of expression (5.21) for the real
part of the optical conductivity is calculated now with respect to the LDB many-polaron
wave function (5.12). The unitary operator (5.13) can be written as
U = exp
∑
q
Aqρq, Aq = fqbq − f ∗−qb+−q, (5.22)
The transformed Hamiltonian (5.2) is denoted as
H˜ = U−1HU. (5.23)
The momentum operator of an electron pj , the operator of the total momentum of elec-
trons P and the phonon creation and annihilation operators are transformed by the unitary
transformation (5.22) as follows:
U−1pjU = pj +
∑
q
~qAqe
iq·rj , (5.24)
U−1PU = P+
∑
q
~qAqρq, (5.25)
U−1bqU = bq − f ∗qρ−q, U−1b+qU = b+q − fqρq. (5.26)
As a result, after the transformation (5.22), the Hamiltonian takes the form (see Ref. [91]):
H˜ = He + H˜e−e +Hph + H˜e−ph +HN +Hppe, (5.27)
where the terms are
H˜e−e =
1
2
∑
q 6=0
v˜q : ρqρ−q :, v˜q = vq + 2
(
~ωLO |fq|2 − Vqf ∗q − V ∗q fq
)
, (5.28)
H˜e−ph =
∑
q
[
(Vq − ~ωLOfq) bqρq +
(
V ∗q − ~ωLOf ∗q
)
b+q ρ−q
]
+
~
2
2mb
∑
q
Aq
∑
k,σ
(
q2 + 2k · q) a+k+q,σak,σ, (5.29)
HN = Nˆ
∑
q
(
~ωLO |fq|2 − Vqf ∗q − V ∗q fq
)
,
(
Nˆ ≡
∑
k,σ
a+k,σak,σ
)
, (5.30)
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Hppe =
~
2
2mb
∑
qq′
q · q′AqAq′ρq+q′ . (5.31)
The exact expression for the real part of the conductivity (5.21) after the replacement of
|Ψ0〉 by |ΨLDB〉 = U |φ〉
∣∣∣ψ(0)el 〉 is transformed to the approximate one
Re σ (ω)
=
1
V ~ω3
e2
m2b
Re
∫ ∞
0
dteiωt−δt
∑
q,q′
qxq
′
x
×
〈
ψ
(0)
el
∣∣∣∣∣∣
〈
φ
∣∣∣∣∣∣U−1

 e it~ H [Vqbq + V ∗−qb+−q] ρqe− it~ H ,(
V−q′b−q′ + V ∗q′b
+
q′
)
ρ−q′

U
∣∣∣∣∣∣ φ
〉∣∣∣∣∣∣ψ(0)el
〉
=
1
V ~ω3
e2
m2b
Re
∫ ∞
0
dteiωt−δt
∑
q,q′
qxq
′
x
×
〈
ψ
(0)
el
∣∣∣∣∣∣
〈
φ
∣∣∣∣∣∣

 e it~ H˜U−1 [Vqbq + V ∗−qb+−q]Uρqe− it~ H˜ ,
U−1
(
V−q′b−q′ + V ∗q′b
+
q′
)
Uρ−q′


∣∣∣∣∣∣φ
〉∣∣∣∣∣∣ψ(0)el
〉
=
1
V ~ω3
e2
m2b
Re
∫ ∞
0
dteiωt−δt
∑
q,q′
qxq
′
x
×
〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣[e it~ H˜ (Vq (bq − f ∗qρ−q)+ V ∗−q (b+−q − f−qρ−q)) ρqe− it~ H˜ ,(
V−q′
(
b−q′ − f ∗−q′ρq′
)
+ V ∗q′
(
b+q′ − fq′ρq′
))
ρ−q′
]∣∣φ〉∣∣ψ(0)el 〉 .
So, we have arrived at the expression
Re σ (ω) =
1
V ~ω3
e2
m2b
Re
∫ ∞
0
dteiωt−δt
∑
q,q′
qxq
′
x
×
〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣[e it~ H˜ (Vq (bq − f ∗qρ−q)+ V ∗−q (b+−q − f−qρ−q)) ρqe− it~ H˜ ,(
V−q′
(
b−q′ − f ∗−q′ρq′
)
+ V ∗q′
(
b+q′ − fq′ρq′
))
ρ−q′
]∣∣φ〉∣∣ψ(0)el 〉 .
Since ρqρ−q = ρ−qρq, and Vqf ∗q = V−qf
∗
−q, the terms proportional to ρ−qρq vanish after the
summation over q:
∑
q
qxVqf
∗
qρ−qρq
q→−q
= −
∑
q
qxVqf
∗
qρ−qρq = 0. (5.32)
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Hence we obtain the real part of the optical conductivity in the form
Re σ (ω) =
1
V ~ω3
e2
m2b
Re
∫ ∞
0
dteiωt−δt
∑
q,q′
qxq
′
x
×
〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣[e it~ H˜ (Vqbq + V ∗−qb+−q) ρqe− it~ H˜ ,(
V−q′b−q′ + V ∗q′b
+
q′
)
ρ−q′
]∣∣φ〉∣∣ψ(0)el 〉 . (5.33)
Introducing the factor
J (q,q′) =
〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣[e it~ H˜ (Vqbq + V ∗−qb+−q) ρqe− it~ H˜ ,(
V−q′b−q′ + V ∗q′b
+
q′
)
ρ−q′
]∣∣φ〉∣∣ψ(0)el 〉 , (5.34)
the optical conductivity can be written as
Re σ (ω) =
1
V ~ω3
e2
m2b
Re
∫ ∞
0
dteiωt−δt
∑
q,q′
qxq
′
xJ (q,q′). (5.35)
In the case of a weak electron-phonon coupling, we can neglect in the exponent e−
it
~
H˜ of
(5.33) the terms H˜e−ph and Hppe [i. e., the renormalized Hamiltonian of the electron-phonon
interaction (5.28) and (5.31)]. Namely, we replace H˜ in Eq. (5.33) by the Hamiltonian
H˜0 = He + H˜e−e +Hph +HN . (5.36)
In this case, we find
J (q,q′) =
〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣[e it~ H˜0 (Vqbq + V ∗−qb+−q) ρqe− it~ H˜0 ,(
V−q′b−q′ + V
∗
q′b
+
q′
)
ρ−q′
]∣∣φ〉∣∣ψ(0)el 〉
= |Vq|2δqq′
〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣eiH˜0t/~ρqbqe−iH˜0t/~ρ−qb+q
−ρqbqeiH˜0t/~ρ−qb+q e−iH˜0t/~
∣∣∣φ〉∣∣∣ψ(0)el 〉
= 2i|Vq|2δqq′ Im
[〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣eiH˜0t/~ρqbqe−iH˜0t/~ρ−qb+q ∣∣∣φ〉∣∣∣ψ(0)el 〉] .
The time-dependent phonon operators are
eiH˜0t/~bqe
−iH˜0t/~ = bqe−iωLOt,
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so that we have
J (q,q′) = 2i|Vq|2δqq′ Im
[
e−iωLOt
〈
ψ
(0)
el
∣∣∣〈φ ∣∣∣eiH˜0t/~ρqe−iH˜0t/~ρ−qbqb+q ∣∣∣φ〉∣∣∣ψ(0)el 〉]
= 2i|Vq|2δqq′ Im
[〈
ψ
(0)
el
∣∣∣eiH˜et/~ρqe−iH˜et/~ρ−q∣∣∣ψ(0)el 〉〈φ ∣∣bqb+q ∣∣φ〉] ,
where H˜e = He + H˜e−e +HN .
Taking the expectation value with respect to the phonon vacuum, we find
J (q,q′) = 2i|Vq|2δqq′ Im
[
e−iωLOt
〈
ψ
(0)
el
∣∣∣eiH˜et/~ρqe−iH˜et/~ρ−q∣∣∣ψ(0)el 〉] . (5.37)
The optical conductivity (5.33) then takes the form:
Re σ (ω) = − 2e
2
V ~m2bω
3
Im
∫ ∞
0
dteiωt−δt
∑
q
q2x|Vq|2
× Im
[
e−iωLOt
〈
ψ
(0)
el
∣∣∣eiH˜et/~ρqe−iH˜et/~ρ−q∣∣∣ψ(0)el 〉] (5.38)
For an isotropic electron-phonon system, q2x in 3D can be replaced by
1
3
(
q2x + q
2
y + q
2
z
)
= 1
3
q2,
what gives us the result
Reσ3D (ω) = − 2
3V ~ω3
e2
m2b
∑
q
q2 |Vq|2 Im
∫ ∞
0
dteiωt−δt Im
[
e−iωLOtF (q, t)
]
, (5.39)
where the two-point correlation function is
F (q, t) =
〈
ψ
(0)
el
∣∣∣e it~ H˜eρqe− it~ H˜eρ−q∣∣∣ψ(0)el 〉 . (5.40)
The same derivation for the 2D case, provides the expression
Reσ2D (ω) = − 1
A~ω3
e2
m2b
∑
q
q2 |Vq|2 Im
∫ ∞
0
dteiωt−δt Im
[
e−iωLOtF (q, t)
]
, (5.41)
where A is the surface of the 2D system.
D. Dynamic structure factor
To find the formula for the real part of the optical conductivity in its final form, we
introduce the standard expression for the dynamic structure factor of the system of charge
carriers interacting through a Coulomb potential,
S(q, ω) =
1
2N
∞∫
−∞
〈
ψ
(0)
el
∣∣∣∣∣
∑
j,ℓ
eiq.(rj(t)−rℓ(0))
∣∣∣∣∣ψ(0)el
〉
eiωtdt. (5.42)
116
The dynamic structure factor is expressed in terms of the two-point correlation function as
follows:
S(q, ω) =
1
2N
∞∫
−∞
〈
ψ
(0)
el
∣∣∣e it~ H˜eρqe− it~ H˜eρ−q∣∣∣ψ(0)el 〉 eiωtdt
=
1
2N
∞∫
−∞
F (q, t) eiωtdt =
1
2N
F (q, ω)
⇓
S(q, ω) =
1
2N
F (q, ω) , (5.43)
where F (q, ω) is the Fourier image of F (q, t):
F (q, ω) =
∞∫
−∞
F (q, t) eiωtdt. (5.44)
The function F (q, t) obeys the following property:
F ∗ (q, t) =
〈
ψ
(0)
el
∣∣∣ρ+−qe it~ H˜eρ+q e− it~ H˜e∣∣∣ψ(0)el 〉
=
〈
ψ
(0)
el
∣∣∣ρqe it~ H˜eρ−qe− it~ H˜e∣∣∣ψ(0)el 〉
=
〈
ψ
(0)
el
∣∣∣ρqe it~ H˜eρ−q∣∣∣ψ(0)el 〉 e− it~ E˜0 ,
where E˜0 is the eigenvalue of the Hamiltonian H˜e:
H˜e
∣∣∣ψ(0)el 〉 = E˜0 ∣∣∣ψ(0)el 〉 .
Herefrom, we find that
F ∗ (q, t) = e−
it
~
E˜0
〈
ψ
(0)
el
∣∣∣ρqe it~ H˜eρ−q∣∣∣ψ(0)el 〉
=
〈
ψ
(0)
el
∣∣∣e− it~ H˜eρqe it~ H˜eρ−q∣∣∣ψ(0)el 〉 = F (q,−t) . (5.45)
From (5.45), for the function
B (q, t) ≡ Im [e−iωLOtF (q, t)] (5.46)
the following equality is derived:
B (q,−t) = Im [eiωLOtF (q,−t)]
= Im
[
eiωLOtF ∗ (q, t)
]
= − Im [e−iωLOtF (q, t)] = −B (q, t) ,
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B (q,−t) = −B (q, t) . (5.47)
The integral in Eq. (5.39)
Im
∫ ∞
0
dteiωt−δt Im
[
e−iωLOtF (q, t)
]
= Im
∫ ∞
0
dteiωt−δtB (q, t)
is then transformed as follows:
Im
∫ ∞
0
dteiωt−δtB (q, t) =
1
2i
[∫ ∞
0
dteiωt−δtB (q, t)−
∫ ∞
0
dte−iωt−δtB (q, t)
]
=
1
2i
[∫ ∞
0
dteiωt−δtB (q, t)−
∫ 0
−∞
dteiωt+δtB (q,−t)
]
=
1
2i
[∫ ∞
0
dteiωt−δtB (q, t) +
∫ 0
−∞
dteiωt+δtB (q, t)
]
=
1
2i
∫ ∞
−∞
dteiωt−δ|t|B (q, t)
=
1
2i
∫ ∞
−∞
dteiωt−δ|t|
1
2i
[
e−iωLOtF (q, t)− eiωLOtF ∗ (q, t)]
= −1
4
∫ ∞
−∞
dteiωt−δ|t|
[
e−iωLOtF (q, t)− eiωLOtF (q,−t)] .
We can show that, as far as
∣∣∣ψ(0)el 〉 is the ground state, the integral ∫∞−∞ dteiωt−δ|t|F (q,−t)
for positive ω is equal to zero. Let
{∣∣∣ψ(n)el 〉} is the total basis set of the eigenfunctions of
the Hamiltonian H˜e. Using these functions we expand F (q, t):
F (q, t) =
∑
n
〈
ψ
(0)
el
∣∣∣e it~ H˜eρqe− it~ H˜e∣∣∣ψ(n)el 〉〈ψ(n)el |ρ−q|ψ(0)el 〉
=
∑
n
∣∣∣〈ψ(n)el |ρ−q|ψ(0)el 〉∣∣∣2 e it~ (E˜0−E˜n),
∫ ∞
−∞
dteiωt−δ|t|F (q,−t) =
∑
n
∣∣∣〈ψ(n)el |ρ−q|ψ(0)el 〉∣∣∣2
∫ ∞
−∞
dteiωt+
i
~
(E˜n−E˜0)t−δ|t|
=
∑
n
∣∣∣〈ψ(n)el |ρ−q|ψ(0)el 〉∣∣∣2 2πδ
(
ω +
E˜n − E˜0
~
)
= 0,
because for ω > 0, ω + E˜n−E˜0
~
is never equal to zero.
So, rewriting expression (5.39) with the dynamic structure factor of the electron (or hole)
gas results in:
Reσ3D (ω) =
1
6V ~ω3
e2
m2b
∑
q
q2 |Vq|2
∫ ∞
−∞
dtei(ω−ωLO)t−δ|t|F (q, t) ,
Reσ2D (ω) =
1
4A~ω3
e2
m2b
∑
q
q2 |Vq|2
∫ ∞
−∞
dtei(ω−ωLO)t−δ|t|F (q, t) ,
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and we obtain
Re σ3D(ω) =
n0
3~ω3
e2
m2b
∑
q
q2|Vq|2S(q, ω − ωLO), (5.48a)
Re σ2D(ω) =
n0
2~ω3
e2
m2b
∑
q
q2|Vq|2S(q, ω − ωLO), (5.48b)
where
n0 =

 N/V in 3D,N/A in 2D
is the density of charge carriers.
For an isotropic medium, the dynamic structure factor does not depend on the direction
of q, so that S(q, ω) = S(q, ω), where q = |q|. Let us simplify the expression (5.48a) using
explicitly the amplitudes of the Fro¨hlich electron-phonon interaction. The modulus squared
of the Fro¨hlich electron-phonon interaction amplitude is given by
|Vq|2 =


(~ωLO)
2
q2
4πα
V
(
~
2mbωLO
)1/2
in 3D
(~ωLO)
2
q
2πα
A
(
~
2mbωLO
)1/2
in 2D,
(5.49)
where α is the (dimensionless) Fro¨hlich coupling constant determining the coupling strength
between the charge carriers and the longitudinal optical phonons [85, 86]. In 3D and 2D,
respectively, the sums over q is transformed to the integrals as follows:
3D:
∑
q
. . . =
V
(2π)3
∫
dq . . .
2D:
∑
q
. . . =
A
(2π)2
∫
dq . . .
⇓
Re σ3D(ω) =
n0
3~ω3
e2
m2b
V
(2π)3
∫
dqq2
∣∣∣∣∣~ωLOiq
(
4πα
V
)1/2(
~
2mbωLO
)1/4∣∣∣∣∣
2
S(q, ω − ωLO)
⇓
Re σ3D(ω) =
n0e
2
m2b
2α
3π
~ω2LO
ω3
(
~
2mbωLO
)1/2 ∫ ∞
0
q2S(q, ω − ωLO)dq. (5.51)
In the same way, we transform Re σ2D(ω):
Reσ2D(ω) =
n0e
2
m2b
α
2
~ω2LO
ω3
(
~
2mbωLO
)1/2 ∫ ∞
0
q2S(q, ω − ωLO)dq.
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Using the Feynman units (~ = 1, mb = 1, ωLO = 1), Re σ(ω) is
Re σ3D(ω) = n0e
2
√
2α
3π
1
ω3
∫ ∞
0
q2S(q, ω − 1)dq, (5.52)
Re σ2D(ω) = n0e
2 α
2
√
2
1
ω3
∫ ∞
0
q2S(q, ω − 1)dq. (5.53)
From these expressions, it is clear that the scaling relation
Reσ2D(ω, α) = Re σ3D(ω,
3π
4
α) (5.54)
which holds for the one-polaron case introduced in ref. [85, 86], is also valid for the many-
polaron case if the corresponding 2D or 3D dynamic structure factor is used.
1. Calculation of the dynamic structure factor using the retarded Green’s functions
The dynamic structure factor S (q, ω) is expressed through the two-point correlation
function by Eq. (5.43). The correlation function F (q, ω) can be found using the retarded
Green’s function of the density operators
GR (q, t) = −iΘ (t)
〈
ψ
(0)
el
∣∣∣[e it~ H˜0ρqe− it~ H˜0 , ρ−q]∣∣∣ψ(0)el 〉 , (5.55)
where Θ (t) is the step function. Let us consider the more general case of a finite temperature,
GR (q, t) = −iΘ (t)
〈[
e
it
~
H˜0ρqe
− it
~
H˜0 , ρ−q
]〉
, (5.56)
where the average is
〈. . .〉 ≡
Tr
(
e−βH˜0 . . .
)
Tr
(
e−βH˜0
) , β = 1
kBT
. (5.57)
The Fourier image GR (q, ω) of the retarded Green’s function GR (q, t) is
GR (q, ω) =
∫ ∞
−∞
GR (q, t) eiωtdt
= −i
∫ ∞
0
〈[
e
it
~
H˜0ρqe
− it
~
H˜0, ρ−q
]〉
eiωtdt
= −i
∫ ∞
0
(〈
e
it
~
H˜0ρqe
− it
~
H˜0ρ−q
〉
−
〈
ρ−qe
it
~
H˜0ρqe
− it
~
H˜0
〉)
eiωtdt
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The imaginary part of GR (q, ω) then is
ImGR (q, ω) = −Re
∫ ∞
0
(〈
e
it
~
H˜0ρqe
− it
~
H˜0ρ−q
〉
−
〈
ρ−qe
it
~
H˜0ρqe
− it
~
H˜0
〉)
eiωtdt
= −1
2
∫ ∞
0
(〈
e
it
~
H˜0ρqe
− it
~
H˜0ρ−q
〉
−
〈
ρ−qe
it
~
H˜0ρqe
− it
~
H˜0
〉)
eiωtdt
− 1
2
∫ ∞
0
(〈
ρqe
it
~
H˜0ρ−qe
− it
~
H˜0
〉
−
〈
e
it
~
H˜0ρ−qe
− it
~
H˜0ρq
〉)
e−iωtdt
= −1
2
∫ ∞
−∞
〈
e
it
~
H˜0ρqe
− it
~
H˜0ρ−q
〉
eiωtdt+
1
2
∫ ∞
−∞
〈
ρ−qe
it
~
H˜0ρqe
− it
~
H˜0
〉
eiωtdt.
In the second integral here, we replace t by (t′ + i~β):
∫ ∞
−∞
Tr
(
e−βH˜0ρ−qe
it
~
H˜0ρqe
− it
~
H˜0
)
Tr
(
e−βH˜0
) eiωtdt
=
∫ ∞−i~β
−∞−i~β
Tr
(
e−βH˜0ρ−qe
it′
~
H˜0−βH˜0ρqe−
it′
~
H˜0+βH˜0
)
Tr
(
e−βH˜0
) eiω(t′+i~β)dt′
= e−β~ω
∫ ∞−i~β
−∞−i~β
Tr
(
e
it′
~
H˜0−βH˜0ρqe−
it′
~
H˜0ρ−q
)
Tr
(
e−βH˜0
) eiωt′dt′.
As far as the integral over t converges (i. e.,
〈
e
it
~
H˜0ρqe
− it
~
H˜0ρ−q
〉
tends to zero at |t| → ∞),
we can shift the integration contour to the real axis, what gives us the result
∫ ∞
−∞
Tr
(
e−βH˜0ρ−qe
it
~
H˜0ρqe
− it
~
H˜0
)
Tr
(
e−βH˜0
) eiωtdt
= e−β~ω
∫ ∞
−∞
Tr
(
e
it
~
H˜0−βH˜0ρqe−
it
~
H˜0ρ−q
)
Tr
(
e−βH˜0
) eiωtdt,
m∫ ∞
−∞
〈
ρ−qe
it
~
H˜0ρqe
− it
~
H˜0
〉
eiωtdt
= e−β~ω
∫ ∞
−∞
〈
e
it
~
H˜0ρqe
− it
~
H˜0ρ−q
〉
eiωtdt.
Herefrom, we find that
ImGR (q, ω) = −1
2
(
1− e−β~ω) ∫ ∞
−∞
〈
e
it
~
H˜0ρqe
− it
~
H˜0ρ−q
〉
eiωtdt
⇓
ImGR (q, ω) = −1
2
(
1− e−β~ω)F (q, ω) .
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So, the equation follows from the analytical properties of the Green’s functions:
F (q, ω) = −2 ImG
R (q, ω)
1− e−β~ω . (5.58)
The formula (5.58) is related to arbitrary temperatures. In the zero-temperature limit
(β →∞), the factor (1− e−β~ω)−1 (5.58) turns into the Heavicide step function Θ (ω), what
leads to the formula
F (q, ω)|T=0 = −2Θ (ω) Im GR (q, ω)
∣∣
T=0
(5.59)
⇓
S (q, ω)|T=0 = −
1
N
Θ (ω) Im GR (q, ω)
∣∣
T=0
(5.60)
The retarded Green function is related to the dielectric function of the electron gas by the
following equation:
GR (q, ω) =
1
vq
[
1
ε (q, ω)
− 1
]
. (5.61)
Within the random phase approximation (RPA), following [72], the expression for GR (q, ω)
is
GR (q,ω) = [1− vqP (q, ω)]−1 ~P (q, ω) , (5.62)
where the polarization function P (q, ω) is (see, e. g., p. 434 of [72])
P (q, ω) =
1
~
∑
k,σ
fk+q,σ − fk,σ
ω − ~k2
2mb
+ ~(k+q)
2
2mb
+ iδ
, δ → +0 (5.63)
with the Fermi distribution function of electrons fk,σ.
For a finite temperature, the explicit analytic expression for the imaginary part of the
structure factor P3D (q, ω) is obtained (see [72]),
ImP3D (q, ω) =
V m2b
2π~4βq
ln
1 + exp
{
β
[
µ− E(+) (q, ω)]}
1 + exp {β [µ− E(−) (q, ω)]} ,
E(±) (q, ω) ≡
(
~ω ± ~2q2
2mb
)2
4~
2q2
2mb
, (5.64)
with the chemical potential µ. The real part of the structure factor is obtained using the
Kramers-Kronig dispersion relation:
ReP (q, ω) =
1
π
∫ ∞
−∞
P
(
1
ω′ − ω
)
ImP (q, ω′) dω′. (5.65)
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Analytical expressions for both real and imaginary parts of P (q, ω) can be written down
for the zero temperature (see [72]),
ReP3D (q, ω) = − V mb
4π2~2q


[
k2F − m
2
b
~2q2
(
ω − ~q2
2mb
)2]
ln
∣∣∣∣∣ω−
~q2
2mb
− ~kF q
mb
ω− ~q2
2mb
+
~kF q
mb
∣∣∣∣∣
+
[
k2F − m
2
b
~2q2
(
ω + ~q
2
2mb
)2]
ln
∣∣∣∣∣ω+
~q2
2mb
+
~kF q
mb
ω+ ~q
2
2mb
− ~kF q
mb
∣∣∣∣∣
+2kF q


,
ImP3D (q, ω) = − Vmb
4π~2q


[
k2F − m
2
b
~2q2
(
ω − ~q2
2mb
)2]
Θ
(
k2F − m
2
b
~2q2
(
ω − ~q2
2mb
)2)
−
[
k2F − m
2
b
~2q2
(
ω + ~q
2
2mb
)2]
Θ
(
k2F − m
2
b
~2q2
(
ω + ~q
2
2mb
)2)

 ,
(5.66)
where kF = (3π
2N/V )
1/3
is the Fermi wave number.
After substituting into Eq. (5.58) the retarded Green’s function (5.62) in terms of the
polarization function we arrive at the formula
F (q, ω) = − 2~
1− e−β~ω Im
P (q, ω)
1− vqP (q, ω)
⇓
S (q, ω) = − ~
N (1− e−β~ω)
ImP (q,ω)
[1− vqReP (q, ω)]2 + [vq ImP (q, ω)]2
, (5.67)
S (q, ω)|T=0 = −
~
N
Θ (ω)
ImP (q,ω)
[1− vqReP (q, ω)]2 + [vq ImP (q, ω)]2
. (5.68)
With this dynamic structure factor, the optical conductivity (5.52) (in the Feynman units)
takes the form
Reσ3D(ω) = −e2
√
2α
3πV
1
ω3
Θ (ω − 1)
×
∫ ∞
0
ImP3D (q,ω − 1)
[1− vq ReP3D (q, ω − 1)]2 + [vq ImP3D (q, ω − 1)]2
q2dq. (5.69)
Correspondingly, in the 2D case we obtain the expression
Reσ2D(ω) = −e2 α
2
√
2V
1
ω3
Θ (ω − 1)
×
∫ ∞
0
ImP2D (q,ω − 1)
[1− vq ReP2D (q, ω − 1)]2 + [vq ImP2D (q, ω − 1)]2
q2dq. (5.70)
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2. Plasmon-phonon contribution
The RPA dynamic structure factor for the electron (or hole) system can be separated in
two parts, one related to continuum excitations of the electrons (or holes) Scont, and one
related to the undamped plasmon branch:
SRPA(q, ω) = Apl(q)δ (ω − ωpl (q)) + Scont(q, ω), (5.71)
where ωpl (q) is the wave number dependent plasmon frequency and Apl is the strength of
the undamped plasmon branch.
In Eqs. (5.69), (5.70), the contribution of the continuum excitations corresponds to the
region (q, ω) where ImP (q,ω) 6= 0. The contribution related to the undamped plasmons is
provided by a region of (q,ω) , where the equations
 ImP (q,ω) = 01− vq ReP (q, ω) = 0 . (5.72)
are fulfilled simultaneously. Using (5.61), we find that Eqs. (5.73) are equivalent to
Im
1
ε (q, ω)
= 0, Re
1
ε (q, ω)
= 0. (5.73)
In the region where ImP (q,ω) = 0, the expression ImP (q,ω)
[1−vq ReP (q,ω)]2+[vq ImP (q,ω)]2 is propor-
tional to the delta function, which gives a finite contribution to the memory function after
the integration over q:
ImP (q,ω)
[1− vq ReP (q, ω)]2 + [vq ImP (q, ω)]2
∣∣∣∣∣
ImP (q,ω)=0
=
1
πvq
δ (1− vq ReP (q, ω)) . (5.74)
Using Eq. (5.74), the coefficients Apl(q) in Eq. (5.71) can be expressed in terms of the
polarization function P (q, ω) as follows:
ImP (q,ω)
[1− vq ReP (q, ω)]2 + [vq ImP (q, ω)]2
∣∣∣∣∣
ImP (q,ω)=0
=
1
πv2q
∣∣ ∂
∂ω
ReP (q, ω)
∣∣
∣∣∣∣∣
ω=ωpl(q)
δ (ω − ωpl (q))
⇓
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Apl (q) =
1
πv2q
∣∣ ∂
∂ω
ReP (q, ω)
∣∣
∣∣∣∣∣
ω=ωpl(q)
. (5.75)
The contribution derived from the undamped plasmon branch Apl(q)δ (ω − ωpl (q)) is
denoted in Ref. [53] as the ‘plasmon-phonon’ contribution. The physical process related to
this contribution is the emission of both a phonon and a plasmon in the scattering process.
E. Comparison to the infrared spectrum of Nd2−xCexCuO2−y
Calvani and collaborators have performed doping-dependent measurements of the infrared
absorption spectra of the high-Tc material Nd2−xCexCuO2−y (NCCO). The region of the
spectrum examined by these authors (50-10000 cm−1) is very rich in absorption features:
they observe is a “Drude-like” component at the lowest frequencies, and a set of sharp
absorption peaks related to phonons and infrared active modes (up to about 1000 cm−1)
possibly associated to small (Holstein) polarons. Three distinct absorption bands can be
distinguished: the ‘d -band’ (around 1000 cm−1), the Mid-Infrared band (MIR, around 5000
cm−1) and the Charge-Transfer band (around 104 cm−1). Of all these features, the d -
band and, at a higher temperatures, the Drude-like component have (hypothetically) been
associated with large polaron optical absorption [92].
For the lowest levels of Ce doping, the d -band can be most clearly distinguished from
the other features. The experimental optical absorption spectrum (up to 3000 cm−1) of
Nd2CuO2−δ (δ < 0.004), obtained by Calvani and co-workers [92], is shown in Fig. 12
(shaded area) together with the theoretical curve obtained by the present method (full,
bold curve) and, for reference, the one-polaron optical absorption result (dotted curve). At
lower frequencies (600-1000 cm−1) a marked difference between the single polaron optical
absorption and the many-polaron result is manifest. The experimental d -band can be clearly
identified, rising in intensity at about 600 cm−1, peaking around 1000 cm−1, and then
decreasing in intensity above that frequency. At a density of n0 = 1.5×1017 cm−3, we found
a remarkable agreement between our theoretical predictions and the experimental curve.
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FIG. 12: The infrared absorption of Nd2CuO2−δ (δ < 0.004) is shown as a function of frequency,
up to 3000 cm−1. The experimental results of Calvani and co-workers [92] is represented by the
thin black curve and by the shaded area. The so-called ‘d-band’ rises in intensity around 600 cm−1
and increases in intensity up to a maximum around 1000 cm−1. The dotted curve shows the single
polaron result. The full black curve represents the theoretical results obtained in the present work
for the interacting many-polaron gas with n0 = 1.5× 1017 cm−3, α = 2.1 and mb = 0.5 me. (From
Ref. [53].)
F. Experimental data on the optical absorption in manganites: interpretation in
terms of a many-polaron response
In Refs. [93, 94], the experimental results on the optical spectroscopy of La2/3Sr1/3MnO3
(LSMO) and La2/3Ca1/3MnO3 (LCMO) thin films in the mid-infrared frequency region are
presented. The optical conductivity spectra of LCMO films are interpreted in [93, 94] in
terms of the optical response of small polarons, while the optical conductivity spectra of
LSMO films are explained using the large-polaron picture (see Fig. 13).
The real part of the optical conductivity Re σ (ω) is expressed in Ref. [94] by the formula
Re σ(ω) = αnp
2
3
e2
m2
(~ω0)
2
π~ω3
√
~
2mω0
∫ ∞
0
q2S(H)(q, ω − ω0)dq, (5.76a)
where α is the electron-phonon coupling constant, np is the polaron density, m is the electron
band mass, ω0 is the LO-phonon frequency, and S
(H)(q, ω) is the dynamic structure factor,
126
FIG. 13: Comparison of the low-temperature MIR optical conductivity to σ (ω) from various model
calculations: the solid line refers to the weak-coupling approach of Tempere and Devreese [53]
modified for an on-site Hubbard interaction, the dashed line is the result of the phenomenological
approach for self-trapped large polarons by Emin [95], the dotted curve is the weak-coupling single-
polaron result [71]. (From Ref. [93].)
determined in Ref. [94] through the dielectric function of an electron gas ε (q, ω):
S(H)(q, ω) =
~
np
q2
4πe2
Im
[
− 1
ε (q, ω)
]
. (5.77)
In Ref. [53], the other definition for the dynamic structure factor is used, which is equivalent
to that given by (5.77) (see Ref. [72]) with the factor N (the number of electrons)
S(TD)(q, ω) =
1
2
+∞∫
−∞
〈ϕel |ρq (t) ρ−q (0)|ϕel〉 eiωtdt = NS(H)(q, ω). (5.78)
Here, ϕel denotes the ground state of the electron subsystem (without the electron-phonon
interaction), ρq =
∑N
j=1 e
iq·rj is the Fourier component of the electron density.
In Ref. [53], the dynamic structure factor is calculated within the random-phase ap-
proximation (RPA) taking into account the Coulomb interaction between electrons with the
Fourier component of the Coulomb potential
vq =
4πe2
q2ε∞
, (5.79)
where ε∞ is the high-frequency dielectric constant of the crystal. In Refs. [93, 94], the dy-
namic structure factor is calculated taking into account the local Hubbard electron-electron
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interaction instead of the Coulomb interaction. The local Hubbard interaction is used in
the small-polaron formalism and describes the potential energy of two electrons on one and
the same site (see, e. g., Refs. [96, 97]). In its simplest form the Hubbard interaction is (see
Eq. (1) of Ref. [96])
VH = U
∑
i
ni↑ni↓, (5.80)
where U is the coupling constant of the Hubbard interaction, ni↑ is the electron occupation
number for the i-th site.
In Refs. [93, 94], there are no details of the calculation using the interaction term (5.80).
The following procedure can be supposed. The transition from the summation over the
lattice sites to the integral over the crystal volume V is performed taking into account the
normalization condition
N↑(↓) =
∑
i
ni↑(↓) =
∫
V
n˜↑(↓) (r) dr,
where the density n˜↑(↓) (r) is to be determined through ni↑(↓). As far as the lattice cell volume
Ω0 ≪ V , the integral
∫
V
n↑(↓) (r) dr can be written as the sum over the lattice sites:∫
V
n↑(↓) (r) dr = Ω0
∑
i
n˜↑(↓) (ri) ,
where {ri} are the vectors of the lattice. Therefore, from the equality
∑
i
ni↑(↓) = Ω0
∑
i
n˜↑(↓) (ri)
we find that
ni↑(↓) = n˜↑(↓) (ri) .
The potential (5.80) is then transformed from the sum over sites to the integral:
VH =
U
Ω0
∑
i
ni↑ni↓Ω0 =
∫
V
UΩ0δ (r− r′) n˜↑ (r) n˜↓ (r′) drdr′. (5.81)
Consequently, in the continuum approach the Hubbard model is described by the δ-like
interparticle potential UΩ0δ (r− r′).
This development of the approach [53] performed in Refs. [93, 94] seems to be con-
tradictory by the following reason. For a many-polaron system, both the electron-phonon
and electron-electron interactions are provided by the electrostatic potentials. Therefore,
it would be consistent to consider them both within one and the same approach. Namely,
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the Coulomb electron-electron interaction with the potential (5.79) is relevant for large and
small polarons with the Fro¨hlich electron-phonon interaction, while the Hubbard electron-
electron interaction is relevant for small Holstein polarons. Nevertheless, as recognized in
Ref. [93], this model “reproduces the observed shape of the polaron peak quite convincingly”
and provides a better agreement with the experiment [93, 94] than the phenomenological
approach [95] and the one-polaron theory [71].
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VI. INTERACTING POLARONS IN A QUANTUM DOT
A. The partition function and the free energy of a many-polaron system
We consider a system of N electrons with mutual Coulomb repulsion and interacting
with the lattice vibrations following Ref. [98]. The system is assumed to be confined by
a parabolic potential characterized by the frequency parameter Ω0. The total number of
electrons is represented as N =
∑
σ Nσ, where Nσ is the number of electrons with the
spin projection σ = ±1/2. The electron 3D (2D) coordinates are denoted by xj,σ with
j = 1, · · · , Nσ. The bulk phonons (characterized by 3D wave vectors k and frequencies ωk)
are described by the complex coordinates Qk, which possess the property [43]
Q∗k = Q−k. (6.1)
The full set of the electron and phonon coordinates are denoted by x¯ ≡{xj,σ} and Q¯ ≡ {Qk} .
Throughout the present treatment, the Euclidean time variable τ = it is used, where t is
the real time variable. In this representation the Lagrangian of the system is
L
(
˙¯x, ˙¯Q; x¯, Q¯
)
= Le
(
˙¯x, x¯
)− VC (x¯)− Ub (x¯) + Lph ( ˙¯Q, Q¯)+ Le−ph (x¯, Q¯) , (6.2)
where Le
(
˙¯x, x¯
)
is the Lagrangian of an electron with band mass mb in a quantum dot:
Le
(
˙¯x, x¯
)
= −
∑
σ=±1/2
Nσ∑
j=1
mb
2
(
x˙2j,σ + Ω
2
0x
2
j,σ
)
, x˙ ≡dx
dτ
, (6.3)
Ω0 is the confinement frequency, Vb (x¯) is the potential of a background charge (supposed to
be static and uniformly distributed with the charge density enb in a sphere of a radius R),
Ub (x¯) =
∑
σ
N∑
j=1
Vb (rj,σ) , r ≡ |x| , (6.4)
Vb (r) = −4πe
2nb
3ε0
[
Θ (r < R)
3R2 − r2
2
+ Θ (R ≤ r) R
3
r
]
, (6.5)
where ε0 is the static dielectric constant of a crystal, VC (x¯) is the potential energy of
the electron-electron Coulomb repulsion in the medium with the high-frequency dielectric
constant ε∞:
VC (x¯) =
∑
σ,σ′=±1/2
Nσ∑
j=1
Nσ′∑
l=1
e2
2ε∞
(j,σ)6=(l,σ′)
1
|xj,σ − xl,σ′ | , (6.6)
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Lph
(
˙¯Q, ˙¯Q∗; Q¯, Q¯∗
)
is the Lagrangian of free phonons:
Lph
(
˙¯Q, Q¯
)
= −1
2
∑
k
(Q˙∗kQ˙k + ω
2
kQ
∗
kQk), Q˙≡
dQ
dτ
. (6.7)
Further, Le−ph
(
x¯, Q¯, Q¯∗
)
is the Lagrangian of the electron-phonon interaction:
Le−ph
(
x¯, Q¯
)
= −
∑
k
(
2ωk
~
)1/2
VkQ−kρk, (6.8)
where ρk is the Fourier transform of the electron density operator:
ρk =
∑
σ=±1/2
Nσ∑
j=1
eik·xj,σ . (6.9)
Vk is the amplitude of the electron-phonon interaction. Here, we consider electrons inter-
acting with the long-wavelength longitudinal optical (LO) phonons with a dispersionless
frequency ωk = ωLO, for which the amplitude Vk is [26]
Vk =
~ωLO
q
(
2
√
2πα
V
)1/2(
~
mbωLO
)1/4
, (6.10)
where α is the electron-phonon coupling constant and V is the volume of the crystal.
We consider a canonical ensemble, where the numbers Nσ are fixed. The partition func-
tion Z ({Nσ} , β) of the system can be expressed as a path integral over the electron and
phonon coordinates:
Z ({Nσ} , β) =
∑
P
(−1)ξP
N1/2!N−1/2!
∫
dx¯
∫ P x¯
x¯
Dx¯ (τ)
∫
dQ¯
∫ Q¯
Q¯
DQ¯ (τ) e−S[x¯(τ),Q¯(τ)], (6.11)
where S
[
x¯ (τ) , Q¯ (τ)
]
is the “action” functional:
S
[
x¯ (τ) , Q¯ (τ)
]
= −1
~
∫
~β
0
L
(
˙¯x, ˙¯Q; x¯, Q¯
)
dτ. (6.12)
The parameter β ≡ 1/ (kBT ) is inversely proportional to the temperature T . In order to
take the Fermi-Dirac statistics into account, the integral over the electron paths {x¯ (τ)}
in Eq. (6.11) contains a sum over all permutations P of the electrons with the same spin
projection, and ξP denotes the parity of a permutation P .
The action functional (6.12) is quadratic in the phonon coordinates Q¯. Therefore, the path
integral over the phonon variables in Z ({Nσ} , β) can be calculated analytically following
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Ref. [43]. Let us describe this path integration in detail. First, we introduce the real
phonon coordinates through the real and imaginary parts of the complex phonon coordinates
Q′k ≡ ReQk, Q′′k ≡ ImQk. According to the symmetry property (6.1), they obey the
equalities
Q′−k = Q
′
k, Q
′′
−k = −Q′′k. (6.13)
qk ≡


√
2Q′k, kx ≥ 0,√
2Q′′k, kx < 0.
(6.14)
In this representation, the sum over phonon coordinates
∑
k |Qk|2 is transformed in the
following way using the symmetry property (6.13):
∑
k
|Qk|2 =
∑
k
[
(Q′k)
2
+ (Q′′k)
2
]
= 2
∑
k
(kx≥0)
(Q′k)
2
+ 2
∑
k
(kx<0)
(Q′′k)
2
=
∑
k
(kx≥0)
q2k +
∑
k
(kx<0)
q2k =
∑
k
q2k.
Therefore, the phonon Lagrangian (6.7) with the real phonon coordinates is
Lph = −1
2
∑
k
(q˙2k + ω
2
kq
2
k). (6.15)
The Lagrangian of the electron-phonon interaction (6.8) with the real phonon coordinates
is transformed in the following way using (6.13):
Le−ph = −
∑
k
(
2ωk
~
)1/2
Vkρk (Q
′
k − iQ′′k)
= −
∑
k
(kx≥0)
(
2ωk
~
)1/2
(Vkρk + V−kρ−k)Q′k
+ i
∑
k
(kx<0)
(
2ωk
~
)1/2
(Vkρk − V−kρ−k)Q′′k.
Let us introduce the real forces:
γk ≡


1√
2
(
2ωk
~
)1/2
(Vkρk + V−kρ−k) , kx ≥ 0,
1
i
√
2
(
2ωk
~
)1/2
(Vkρk − V−kρ−k) , kx > 0.
(6.16)
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This gives us the Lagrangian of the electron-phonon interaction in terms of the real forces
and real phonon coordinates:
Le−ph = −
∑
k
γkqk. (6.17)
So, the sum of the Lagrangians of phonons and of the electron-phonon interaction is ex-
pressed through ordinary real oscillator variables:
Lph + Le−ph = −1
2
∑
k
(q˙2k + ω
2
kq
2
k + γkqk). (6.18)
The path integration for each phonon mode with the coordinate qk is performed indepen-
dently as described in Sec. 2 of Ref. [43] and gives the result
∫ ∞
−∞
dqk
∫ qk
qk
Dqk (τ) exp
[
−1
~
∫
~β
0
dτ
1
2
(q˙2k + ω
2
kq
2
k + γkqk)
]
=
1
2 sinh
(
β~ωk
2
)
× exp
{
1
4~
∫
~β
0
dτ
∫
~β
0
dτ ′
cosh [ωk (|τ − τ ′| − ~β/2)]
ωk sinh (β~ωk/2)
γk (τ) γk (τ
′) ,
}
where the exponential is the influence functional of a driven oscillator { [43], Eq. (3.43)}.
Therefore, the path integral over all phonon modes is
∫
d {qk}
∫ {qk}
{qk}
D {qk (τ)} exp
[
−1
~
∫
~β
0
dτ
∑
k
1
2
(q˙2k + ω
2
kq
2
k + γkqk)
]
=
(∏
k
1
2 sinh
(
β~ωk
2
)
)
× exp
{
1
4~
∫
~β
0
dτ
∫
~β
0
dτ ′
∑
k
cosh [ωk (|τ − τ ′| − ~β/2)]
ωk sinh (β~ωk/2)
γk (τ) γk (τ
′) .
}
Here, the product
∏
k . . . is the partition function of free phonons, and the exponential is
the influence functional of the phonon subsystem on the electron subsystem. This influence
functional results from the above described elimination of the phonon coordinates and is
usually written down as e−Φ, where Φ is
Φ = − 1
4~
∫
~β
0
dτ
∫
~β
0
dτ ′
∑
k
cosh [ωk (|τ − τ ′| − ~β/2)]
ωk sinh (β~ωk/2)
γk (τ) γk (τ
′) . (6.19)
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The sum over the phonon wave vectors k can be simplified as follows:
∑
k
cosh [ωk (|τ − τ ′| − ~β/2)]
ωk sinh (β~ωk/2)
γk (τ) γk (τ
′)
=
1
~
∑
k
(kx≥0)
cosh [ωk (|τ − τ ′| − ~β/2)]
sinh (β~ωk/2)
× [Vkρk (τ) + V−kρ−k (τ)] [Vkρk (τ ′) + V−kρ−k (τ ′)]
− 1
~
∑
k
(kx<0)
cosh [ωk (|τ − τ ′| − ~β/2)]
sinh (β~ωk/2)
× [Vkρk (τ)− V−kρ−k (τ)] [Vkρk (τ ′)− V−kρ−k (τ ′)]
=
2
~
∑
k
(kx≥0)
cosh [ωk (|τ − τ ′| − ~β/2)]
sinh (β~ωk/2)
VkV−k
× [ρk (τ) ρ−k (τ ′) + ρ−k (τ) ρk (τ ′)]
=
2
~
∑
k
cosh [ωk (|τ − τ ′| − ~β/2)]
sinh (β~ωk/2)
|Vk|2 ρk (τ) ρ−k (τ ′) .
Herefrom, we find that
Φ = −
∑
k
|Vk|2
2~2
∫
~β
0
dτ
∫
~β
0
dτ ′
cosh
[
ωk
(|τ − τ ′| − ~β
2
)]
sinh
(
β~ωk
2
) ρk (τ) ρ−k (τ ′) . (6.20)
As a result, the partition function of the electron-phonon system (6.11) factorizes into a
product
Z ({Nσ} , β) = Zp ({Nσ} , β)
∏
k
1
2 sinh (β~ωk/2)
(6.21)
of the partition function of free phonons with a partition function Zp ({Nσ} , β) of interacting
polarons, which is a path integral over the electron coordinates only:
Zp ({Nσ} , β) =
∑
P
(−1)ξP
N1/2!N−1/2!
∫
dx¯
∫ P x¯
x¯
Dx¯ (τ) e−Sp[x¯(τ)]. (6.22)
The functional
Sp [x¯ (τ)] = −1
~
∫
~β
0
[
Le
(
˙¯x (τ) , x¯ (τ)
)− VC (x¯ (τ))] dτ + Φ [x¯ (τ)] (6.23)
describes the phonon-induced retarded interaction between the electrons, including the re-
tarded self-interaction of each electron.
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Using (6.3) and (6.6) we write down Sp [x¯ (τ)] explicitly:
Sp [x¯ (τ)] =
1
~
∫
~β
0

∑
σ
Nσ∑
j=1
mb
2
(
x˙2j,σ + Ω
2
0x
2
j,σ
)
+
∑
σ,σ′
Nσ∑
j=1
Nσ′∑
l=1
(j,σ)6=(l,σ′)
e2
2ε∞ |xj,σ − xl,σ′|

 dτ
−
∑
q
|Vq|2
2~2
~β∫
0
dτ
~β∫
0
dτ ′
cosh [ωLO (|τ − τ ′| − ~β/2)]
sinh (β~ωLO/2)
ρq (τ) ρ−q (τ ′) . (6.24)
The free energy of a system of interacting polarons Fp ({Nσ} , β) is related to their par-
tition function (6.22) by the equation:
Fp ({Nσ} , β) = − 1
β
lnZp ({Nσ} , β) . (6.25)
At present no method is known to calculate the non-gaussian path integral (6.22) analyt-
ically. For distinguishable particles, the Jensen-Feynman variational principle [43] provides
a convenient approximation technique. It yields a lower bound to the partition function,
and hence an upper bound to the free energy.
It can be shown [99] that the path-integral approach to the many-body problem for a
fixed number of identical particles can be formulated as a Feynman-Kac functional on a
state space for N indistinguishable particles, by imposing an ordering on the configuration
space and by the introduction of a set of boundary conditions at the boundaries of this state
space. The resulting variational inequality for identical particles takes the same form as the
Jensen-Feynman variational principle:
Fp 6 Fvar, (6.26)
Fvar = F0 +
1
β
〈Sp − S0〉S0 , (6.27)
where S0 is a model action with the corresponding free energy F0. The angular brackets
mean a weighted average over the paths
〈(•)〉S0 =
∑
P
(−1)ξP
N1/2!N−1/2!
∫
dx¯
∫ P x¯
x¯
Dx¯ (τ) (•) e−S0[x¯(τ)]∑
P
(−1)ξP
N1/2!N−1/2!
∫
dx¯
∫ P x¯
x¯
Dx¯ (τ) e−S0[x¯(τ)]
. (6.28)
In the zero-temperature limit, the polaron ground-state energy
E0p = lim
β→∞
Fp (6.29)
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obeys the inequality following from (6.26) with (6.27):
E0p 6 Evar
with
Evar = E
0
0 + lim
β→∞
(
1
β
〈Sp − S0〉S0
)
, (6.30)
E00 = lim
β→∞
F0. (6.31)
B. Model system
We consider a model system consisting of N electrons with coordinates x¯ ≡{xj,σ} and
Nf fictitious particles with coordinates y¯ ≡{yj} in a harmonic confinement potential with
elastic interparticle interactions as studied in Refs. [98, 100]. The Lagrangian of this model
system takes the form
LM
(
˙¯x, ˙¯y; x¯, y¯
)
= −mb
2
∑
σ
Nσ∑
j=1
(
x˙2j,σ + Ω
2x2j,σ
)
+
mbω
2
4
∑
σ,σ′
Nσ∑
j=1
Nσ′∑
l=1
(xj,σ − xl,σ′)2
− mf
2
Nf∑
j=1
(
y˙2j + Ω
2
fy
2
j
)− k
2
∑
σ
Nσ∑
j=1
Nf∑
l=1
(xj,σ − yl)2 . (6.32)
The frequencies Ω, ω, Ωf , the mass of a fictitious particle mf , and the force constant k
are variational parameters. Clearly, this Lagrangian is symmetric with respect to electron
permutations. Performing the path integral over the coordinates of the fictitious particles
in the same way as described above for phonons, the partition function Z0 ({Nσ} , β) of the
model system of interacting polarons becomes a path integral over the electron coordinates:
Z0 ({Nσ} , β) =
∑
P
(−1)ξP
N1/2!N−1/2!
∫
dx¯
∫ P x¯
x¯
Dx¯ (τ) e−S0[x¯(τ)], (6.33)
with the action functional S0 [x¯ (τ)] given by
S0 [x¯ (τ)] =
1
~
∫
~β
0
∑
σ
Nσ∑
j=1
mb
2
[
x˙2j,σ (τ) + Ω
2x2j,σ (τ)
]
dτ
− 1
~
∫
~β
0
∑
σ,σ′
Nσ∑
j=1
Nσ′∑
l=1
mbω
2
4
[xj,σ (τ)− xl,σ′ (τ)]2 dτ
− k
2N2Nf
4mf~Ωf
~β∫
0
dτ
~β∫
0
dτ ′
cosh [Ωf (|τ − τ ′| − ~β/2)]
sinh (β~Ωf/2)
X (τ) ·X (τ ′) , (6.34)
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where X is the center-of-mass coordinate of the electrons,
X =
1
N
∑
σ
Nσ∑
j=1
xj,σ. (6.35)
1. Analytical calculation of the model partition function
The partition function Z0 ({Nσ} , β) [Eq. (6.33)] for the model system of interacting
polarons can be expressed in terms of the partition function ZM ({Nσ} , Nf , β) of the model
system of interacting electrons and fictitious particles with the Lagrangian LM [Eq. (6.32)]
as follows:
Z0 ({Nσ} , β) = ZM ({Nσ} , Nf , β)
Zf (Nf , wf , β)
, (6.36)
where Zf (Nf , wf , β) is the partition function of fictitious particles,
Zf (Nf , β) =
1(
2 sinh 1
2
β~wf
)DNf , (6.37)
with the frequency
wf =
√
Ω2f + kN/mf (6.38)
and D=3(2) for 3D(2D) systems. The partition function ZM ({Nσ} , Nf , β) is the path
integral for both the electrons and the fictitious particles:
ZM ({Nσ} , Nf , β) =
∑
P
(−1)ξP
N1/2!N−1/2!∫
dx¯
∫ P x¯
x¯
Dx¯ (τ)
∫
dy¯
∫ y¯
y¯
Dy¯ (τ) e−SM [x¯(τ),y¯(τ)] (6.39)
with the “action” functional
SM [x¯ (τ) , y¯ (τ)] = −1
~
∫
~β
0
LM
(
˙¯x, ˙¯y; x¯, y¯
)
dτ, (6.40)
where the Lagrangian is given by Eq. (6.32).
Let us consider an auxiliary “ghost” subsystem with the Lagrangian
Lg
(
X˙g, Y˙g,Xg,Yg
)
= −mbN
2
(
X˙2g + w
2X2g
)
− mfNf
2
(
Y˙2g + w
2
fY
2
g
)
(6.41)
with two frequencies w and wf , where w is given by
w =
√
Ω2 −Nω2 + kNf/mb. (6.42)
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The partition function Zg of this subsystem
Zg =
∫
dXg
∫
dYg
Xg∫
Xg
DXg (τ)
Yg∫
Yg
DYg (τ) exp {−Sg [Xg (τ) ,Yg (τ)]} , (6.43)
with the “action” functional
Sg [Xg (τ) ,Yg (τ)] = −1
~
~β∫
0
Lg
(
X˙g,Xg, Y˙g,Yg
)
dτ (6.44)
is calculated in the standard way, because its Lagrangian (6.41) has a simple oscillator form.
Consequently, the partition function Zg is
Zg =
1[
2 sinh
(
β~w
2
)]D 1[
2 sinh
(
β~wf
2
)]D . (6.45)
The product ZgZM of the two partition functions Zg and ZM ({Nσ} , Nf , β) is a path
integral in the state space of N electrons, Nf fictitious particles and two “ghost” particles
with the coordinate vectors Xg and Yg. The Lagrangian L˜M of this system is a sum of LM
and Lg,
L˜M
(
˙¯x, ˙¯y, X˙g, Y˙g; x¯, y¯,Xg,Yg
)
≡ LM
(
˙¯x, ˙¯y; x¯, y¯
)
+ Lg
(
X˙g, Y˙g,Xg,Yg
)
. (6.46)
The “ghost” subsystem is introduced because the center-of-mass coordinates in L˜M can be
explicitly separated much more transparently than in LM . This separation is realized by the
linear transformation of coordinates,
 xj,σ = x
′
j,σ +X−Xg,
yjσ = y
′
jσ +Y −Yg,
(6.47)
whereX andY are the center-of-mass coordinate vectors of the electrons and of the fictitious
particles, correspondingly:
X =
1
N
∑
σ
Nσ∑
j=1
xj,σ, Y =
1
Nf
Nf∑
j=1
yj . (6.48)
Before the transformation (6.47), the independent variables are
(
x¯, y¯,Xg,Yg
)
, with the
center-of-mass coordinates X and Y determined by Eq. (6.48). When applying the trans-
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formation (6.47) to the centers of mass (6.48), we find that
X =
1
N
∑
σ
Nσ∑
j=1
(
x′j,σ +X−Xg
)
=
1
N
∑
σ
Nσ∑
j=1
x′j,σ +X−Xg, (6.49)
Y=
1
Nf
Nf∑
j=1
(
y′jσ +Y −Yg
)
=
1
Nf
Nf∑
j=1
y′jσ +Y −Yg. (6.50)
As seen from Eqs. (6.49), (6.50), after the transformation (6.47) the independent variables
are (x¯′, y¯′,X,Y) , while the coordinates (Xg,Yg) obey the equations
Xg=
1
N
∑
σ
Nσ∑
j=1
x′j,σ, Yg=
1
Nf
Nf∑
j=1
y′j . (6.51)
In order to find the explicit form of the Lagrangian (6.46) after the transformation (6.47),
we use the following relations for the quadratic sums of coordinates:
∑
σ
Nσ∑
j=1
x2j,σ =
∑
σ
Nσ∑
j=1
(
x′j,σ
)2
+N
(
X2 −X2g
)
,
Nf∑
j=1
y2j =
Nf∑
j=1
(
y′j
)2
+Nf
(
Y2 −Y2g
)
,
∑
σ,σ′
Nσ∑
j=1
Nσ′∑
l=1
(xj,σ − xl,σ′)2 = 2N
∑
σ
Nσ∑
j=1
(
x′j,σ
)2 − 2N2fX2g,
Nf∑
j=1
Nf∑
l=1
(yj − yl)2 = 2Nf
Nf∑
j=1
(
y′j
)2 − 2N2fY2g ,
∑
σ
Nσ∑
j=1
Nf∑
l=1
(xj,σ − yl)2 = Nf
∑
σ
Nσ∑
j=1
(
x′j,σ
)2
+N
Nf∑
j=1
(
y′j
)2
+
NNf
(
X2 +Y2 − 2X ·Y −X2g −Y2g
)
. (6.52)
The substitution of Eq. (6.48) into Eq. (6.46) then results in the following 3 terms:
L˜M
(
˙¯x
′
, ˙¯y
′
, X˙, Y˙; x¯
′
, y¯′,X,Y
)
= Lw
(
˙¯x
′
, x¯′
)
+ Lwf
(
˙¯y
′
, y¯′
)
+ LC
(
X˙,X; Y˙,Y
)
, (6.53)
where Lw
(
˙¯x
′
, x¯′
)
and Lwf
(
˙¯y
′
, y¯′
)
are Lagrangians of non-interacting identical oscillators
with the frequencies w and wf , respectively,
Lw
(
˙¯x
′
, x¯′
)
= −mb
2
∑
σ=±1/2
Nσ∑
j=1
[(
x˙′j,σ
)2
+ w2
(
x′j,σ
)2]
, (6.54)
Lwf
(
˙¯y
′
, y¯′
)
= −mf
2
Nf∑
j=1
[(
y˙′j,σ
)2
+ w2f
(
y′j,σ
)2]
. (6.55)
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The Lagrangian LC
(
X˙,X; Y˙,Y
)
describes the combined motion of the centers-of-mass of
the electrons and of the fictitious particles,
LC
(
X˙,X; Y˙,Y
)
= −mbN
2
(
X˙2 + Ω˜2X2
)
− mfNf
2
(
Y˙2 + w2fY
2
)
+ kNNfX ·Y, (6.56)
with
Ω˜ =
√
Ω2 + kNf/mb. (6.57)
The Lagrangian (6.56) is reduced to a diagonal quadratic form in the coordinates and
the velocities by a unitary transformation for two interacting oscillators using the following
replacement of variables:
X =
1√
mbN
(a1r+ a2R) ,
Y =
1√
mfNf
(−a2r+ a1R) (6.58)
with the coefficients
a1 =
[
1 + χ
2
]1/2
, a2 =
[
1− χ
2
]1/2
, (6.59)
χ ≡ Ω˜
2 − Ω˜2f[(
Ω˜2 − Ω˜2f
)2
+ 4γ2
]1/2 , γ ≡ k
√
NNf
mbmf
. (6.60)
The eigenfrequencies of the center-of-mass subsystem are then given by the expression

Ω1 =
√√√√1
2
[
Ω˜2 + Ω˜2f +
√(
Ω˜2 − Ω˜2f
)2
+ 4γ2
]
,
Ω2 =
√√√√1
2
[
Ω˜2 + Ω˜2f −
√(
Ω˜2 − Ω˜2f
)2
+ 4γ2
]
.
(6.61)
As a result, four independent frequencies Ω1, Ω2, w and wf appear in the problem. Three of
them (Ω1, Ω2, w) are the eigenfrequencies of the model system. Ω1 is the frequency of the
relative motion of the center of mass of the electrons with respect to the center of mass of
the fictitious particles; Ω2 is the frequency related to the center of mass of the model system
as a whole; w is the frequency of the relative motion of the electrons with respect to their
center of mass. The parameter wf is an analog of the second variational parameter w of the
one-polaron Feynman model. Further, the Lagrangian (6.56) takes the form
LC = −1
2
(
r˙2 + Ω21r
2
)− 1
2
(
R˙2 + Ω22R
2
)
, (6.62)
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leading to the partition function corresponding to the combined motion of the centers-of-
mass of the electrons and of the fictitious particles
ZC =
1[
2 sinh
(
β~Ω1
2
)]D 1[
2 sinh
(
β~Ω2
2
)]D . (6.63)
Taking into account Eqs. (6.45) and (6.63), we obtain finally the partition function of
the model system for interacting polarons
Z0 ({Nσ} , β) =

sinh
(
β~w
2
)
sinh
(
β~wf
2
)
sinh
(
β~Ω1
2
)
sinh
(
β~Ω2
2
)


D
Z˜F ({Nσ} , w, β) . (6.64)
Here
Z˜F ({Nσ} , w, β) = ZF
(
N1/2, w, β
)
ZF
(
N−1/2, w, β
)
(6.65)
is the partition function of N = N1/2+N−1/2 non-interacting fermions in a parabolic confine-
ment potential with the frequency w. The analytical expressions for the partition function
of Nσ spin-polarized fermions ZF (Nσ, w, β) were derived in Ref. [101].
C. Variational functional
In order to obtain an upper bound to the free energy Evar , we substitute the model action
functional (6.34) into the right-hand side of the variational inequality (6.26) and consider
the limit β →∞:
Evar ({Nσ})
= EF ({Nσ} , w) + mb
2
(
Ω20 − Ω2 +Nω2
)〈 N∑
j=1
x2j (0)
〉
S0
− mbω
2N2
2
〈
X2 (0)
〉
S0
+ 〈Ub (x¯)〉S0 +
∑
q 6=0
2πe2
V ε∞q2
[G (q, 0| {Nσ} , β →∞)−N ]
+ lim
β→∞
k2N2Nf
4mfβ~Ωf
~β∫
0
dτ
~β∫
0
dτ ′
cosh [Ωf (|τ − τ ′| − ~β/2)]
sinh (β~Ωf/2)
〈X (τ) ·X (τ ′)〉S0
− lim
β→∞
∑
q
|Vq|2
2~2β
~β∫
0
dτ
~β∫
0
dτ ′
cosh [ωLO (|τ − τ ′| − ~β/2)]
sinh (β~ωLO/2)
G (q, τ − τ ′| {Nσ} , β) . (6.66)
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Here, EF (N,w) is the energy of N non-interacting fermions in a parabolic confinement
potential with the confinement frequency w,
EF ({Nσ} , w) = ~w
∑
σ=±1/2
{
Lσ−1∑
n=0
(
n+
3
2
)
g (n)
+ (Nσ −NLσ)
(
Lσ +
3
2
)}
, (6.67)
where σ is the spin of an electron, Lσ is the lower partly filled or empty level for Nσ electrons
with the spin projection σ. The first term in the curly brackets of Eq. (6.94) (the upper
line) is the number of electrons at fully filled energy levels, while the second term (square
brackets) is the number of electrons at the next upper level (which can be empty or filled
partially). The energy levels of a 3D oscillator are degenerate, so that
g (n) =
1
2
(n+ 1) (n+ 2) (6.68)
is the degeneracy of the n-th energy level. The parameter
NLσ =
1
6
Lσ (Lσ + 1) (Lσ + 2) (6.69)
is the number of electrons at all fully filled levels. The summation in Eq. (6.67) is performed
explicitly, what gives us the result
EF ({Nσ} , w) = ~w
∑
σ
[
1
8
Lσ (Lσ + 1)
2 (Lσ + 2) + (Nσ −NLσ)
(
Lσ +
3
2
)]
. (6.70)
In Eq. (6.66), G (q, τ − τ ′| {Nσ} , β) is the two-point correlation function for the electron
density operators:
G (q, τ | {Nσ} , β) = 〈ρq (τ) ρ−q (0)〉S0 . (6.71)
The averages 〈X (τ) ·X (τ ′)〉S0 are calculated using the generating function method:
〈Xk (τ)Xk (τ ′)〉S0 = −
∂2
∂ξk∂ηk
〈exp [i (ξ ·X (τ) + η ·X (τ ′))]〉S0
∣∣∣∣ξ=0,
η=0
, (6.72)
=⇒ 〈X (τ) ·X (τ ′)〉S0 =
3~
2mN
2∑
i=1
a2i cosh [Ωi (|τ − σ| − ~β/2)]
Ωi sinh (~βΩi/2)
. (6.73)
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Substituting this expression into Eq. (6.66) and performing integrations over τ and σ ana-
lytically, we obtain the result
k2N2Nf
4mfβ~Ωf
~β∫
0
dτ
~β∫
0
dτ ′
cosh [Ωf (|τ − τ ′| − ~β/2)]
sinh (β~Ωf/2)
〈X (τ) ·X (τ ′)〉S0
=
3~γ
4
2∑
i=1
a2i
Ω2f − Ω2i
[
coth (βΩi/2)
Ωi
− coth (βΩf/2)
Ωf
]
, (6.74)
and in the zero-temperature limit we have
lim
β→∞
k2N2Nf
4mfβ~Ωf
~β∫
0
dτ
~β∫
0
dτ ′
cosh [Ωf (|τ − τ ′| − ~β/2)]
sinh (β~Ωf/2)
〈X (τ) ·X (τ ′)〉S0
=
3~γ
4
2∑
i=1
a2i
Ω2f − Ω2i
(
1
Ωi
− 1
Ωf
)
. (6.75)
The average
〈
N∑
j=1
x2j
〉
S0
is transformed, using the described above operations with the
“ghost” subsystem,
xj = x
′
j +X−Xg, (6.76)
and taking into account the first of equations (6.52)
N∑
j=1
x2j =
N∑
j=1
(
x′j
)2
+N
(
X2 −X2g
)
. (6.77)
Consequently, averaging the left-hand side of Eq. (6.77) on the model action functional S0,
one obtains 〈
N∑
j=1
x2j
〉
S0
=
〈
N∑
j=1
x2j
〉
SM
=
〈
N∑
j=1
x2j
〉
SM+Sg
=
〈
N∑
j=1
x2j
〉
Sw
+N
(〈
X2
〉
SC
− 〈X2g〉Sg
)
. (6.78)
The term
〈
N∑
j=1
x2j
〉
Sw
is expressed using the virial theorem through the ground-state energy
EF (N,w) of N independent 3D fermion oscillators with the frequency w and with the mass
mb, 〈
N∑
j=1
x2j
〉
Sw
=
EF (N,w)
mbw2
= − 1
mbw2
∂
∂λ
lnZI (N) , (6.79)
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Two other terms in Eq. (6.78) are [cf. Eq. (6.73)]:
〈
X2
〉
SC
=
3~
2mbN
2∑
i=1
a2i coth (βΩi/2)
Ωi
,
〈
X2g
〉
Sg
=
3~
2mbN
coth (βw/2)
w
. (6.80)
So, we obtain 〈
N∑
j=1
x2j
〉
S0
=
EF ({Nσ} , w)
mbw2
+
3~
2mb
(
2∑
i=1
a2i
Ωi
− 1
w
)
. (6.81)
The averaging of the background-charge potential gives us the result
〈Ub (x¯)〉S0 =
3
√
2αη
π (1− η)
∑
σ
∞∑
n=0
f1 (n, σ|β,Nσ)|β→∞
n∑
k=0
(−1)k
k!
(
n + 2
n− k
)(
1
2w
)k
×
{
Γ
(
k − 1
2
)
Ak−1/2
[
1F1
(
k − 1
2
;
1
2
;−R
2
4A
)
− 1F1
(
k − 1
2
;
3
2
;−R
2
4A
)]}
, (6.82)
η ≡ ε∞/ε0, A ≡ ~
4mbN
(
2∑
i=1
a2i
Ωi
+
N − 1
w
)
,
where f1 (n, σ|β,Nσ) is the one-particle distribution function of fermions (the distribution
functions are considered in more details in the next subsection).
Collecting all terms together, we arrive at the variational functional
Evar (Ω1,Ω2, w,Ωf) = ~
{
Ω20 + w
2
2w2
[
E˜ (w,N)
~
− 3
2
w
]
+
3
2
(Ω1 + Ω2 − Ωf)
+
3
4
(
Ω20 − Ω21 − Ω22 + Ω2f
) 2∑
i=1
a2i
Ωi
+
3γ2
4Ωf
2∑
i=1
a2i
Ωi (Ωi + Ωf)
}
+ 〈Ub (x¯)〉S0 + EC + Ee−ph, (6.83)
where EC and Ee−ph are the Coulomb and polaron contributions, respectively:
EC =
e2
4π2ε∞
∫
dq
1
q2
[
G (q, 0| {Nσ} , β)|β→∞ −N
]
, (6.84)
Ee−ph = −
√
2α
4π2~
∫
dq
1
q2
∞∫
0
dτ exp (−ωLOτ) G (q, τ | {Nσ} , β)|β→∞ . (6.85)
The correlation function (6.71) is calculated analytically in the next subsection. With
this correlation function, the variational ground-state energy is calculated and minimized
numerically.
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D. Two-point correlation functions
The two-point correlation function (6.71) is represented as the following path integral:
G (q, τ | {Nσ} , β) = 1
Z0 ({Nσ} , β)
∑
P
(−1)ξP
N1/2!N−1/2!
×
∫
dx¯
∫ P x¯
x¯
Dx¯ (τ) e−S0[x¯(τ)]ρq (τ) ρ−q (0) . (6.86)
We observe that G (q, τ | {Nσ} , β) can be rewritten as an average within the model “action”
SM [x¯ (τ) , y¯ (τ)] of interacting electrons and fictitious particles:
G (q, τ | {Nσ} , β) = 1
ZM ({Nσ} , Nf , β)
∑
P
(−1)ξP
N1/2!N−1/2!
×
∫
dx¯
∫ P x¯
x¯
Dx¯ (τ)
∫
dy¯
∫ y¯
y¯
Dy¯ (τ) e−SM [x¯(τ),y¯(τ)]
× ρq (τ) ρ−q (0) . (6.87)
Indeed, one readily derives that the elimination of the fictitious particles in (6.87) leads
to (6.86). The representation (6.87) allows one to calculate the correlation function
G (q, τ | {Nσ} , β) in a much simpler way than through Eq. (6.86), using the separation
of the coordinates of the centers of mass of the electrons and of the fictitious particles. This
separation is performed for the two-point correlation function (6.87) by the same method as
it has been done for the partition function (6.39). As a result, one obtains
G (q, τ | {Nσ} , β) = g˜ (q, τ | {Nσ} , β)
〈exp [iq· (X (τ)−X (σ))]〉SC
〈exp [iq· (Xg (τ)−Xg (σ))]〉Sg
, (6.88)
where g˜ (q, τ | {Nσ} , β) is the time-dependent correlation function of N non-interacting elec-
trons in a parabolic confinement potential with the frequency w,
g˜ (q, τ | {Nσ} , β) = 〈ρq (τ) ρ−q (0)〉Sw . (6.89)
The action functional Sw [x¯τ ] is related to the Lagrangian Lw
(
˙¯x, x¯
)
[Eq. (6.54)]
Sw [x¯τ ] =
1
~
~β∫
0
Lw
(
˙¯x, x¯
)
dτ. (6.90)
The averages in (6.88) are calculated using Feynman’s method of generating functions
[43]. Namely, according to [43], the average
G [f (τ)] ≡
〈
exp

 i~
β∫
0
f (τ) xτ dτ


〉
Sω
, (6.91)
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where Sω is the action functional of a one-dimensional harmonic oscillator with the frequency
ω and with the mass m, results in
G [f (τ)] = exp

− 14m~ω
β∫
0
dτ
β∫
0
dσ
cosh [ω (|τ − σ| − β/2)]
sinh (βω/2)
f (τ) f (σ)

 . (6.92)
The diagonalization procedure for the Lagrangian LC (6.56) allows us to represent that
Lagrangian as a sum of Lagrangians of independent harmonic oscillators, what gives the
following explicit expressions for averages in Eq. (6.88):
〈exp [iq· (X (τ)−X (σ))]〉SC
= exp

− ~q
2
Nmb

 2∑
i=1
a2i
sinh
(
Ωi|τ−σ|
2
)
sinh
(
Ωi(~β−|τ−σ|)
2
)
Ωi sinh
(
β~Ωi
2
)



 ,
〈exp [iq· (Xg (τ)−Xg (σ))]〉Sg
= exp

− ~q2
Nmb
sinh
(
w|τ−σ|
2
)
sinh
(
w(~β−|τ−σ|)
2
)
w sinh
(
β~w
2
)

 .
1. The correlation function g˜ (q, τ | {Nσ} , β)
As seen from the formula (6.89), g˜ (q, τ | {Nσ} , β) is the time-dependent correlation func-
tion of N non-interacting fermions in a parabolic confinement potential with the frequency
w. Let us consider first of all a system of N identical spin-polarized oscillators with the
Lagrangian
L =
m
2
N∑
j=1
(
x˙2j − ω2x2j
)
. (6.93)
The corresponding Hamiltonian is
Hˆ =
N∑
j=1
(
pˆ2j
2m
+
mω2xˆ2j
2
)
, (6.94)
Hˆ =
N∑
j=1
hˆj , hˆ ≡ pˆ
2
2m
+
mω2xˆ2
2
. (6.95)
A set of eigenfunctions of the one-particle Hamiltonian hˆ is determined as follows:
hˆψn (x) = εnψn (x) , (6.96)
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where
n ≡ (n1, n2, n3) , n ≡ n1 + n2 + n3,
εn = εn = ~ω
(
n +
3
2
)
, ψn (x) = ϕn1 (x1)ϕn2 (x2)ϕn3 (x3) , (6.97)
ϕn (x) is the n-th eigenfunction of a one-dimensional oscillator with the frequency ω.
The Hamiltonian (6.94) can be written down in terms of the annihilation (aˆn) and creation
(aˆ+n ) operators:
Hˆ =
∑
n
εnaˆ
+
n aˆn =
∑
n
εnNˆn, Nˆn ≡ aˆ+n aˆn. (6.98)
The many-particle quantum states in the representation of “occupation numbers” are
written down as |. . . Nn . . . 〉 , where Nn is the number of particles in the n-th one-particle
quantum state. The states |. . . Nn . . . 〉 are defined as the eigenstates of the operator of the
number of particles in the n-th state Nˆn:
Nˆn |. . . Nn . . . 〉 = Nn |. . . Nn . . . 〉 . (6.99)
Let us determine a set of quantum states with a finite total number of particles∑
n
Nn = N (6.100)
as follows:
|. . . Nn . . . 〉|∑
nNn=N
≡ ∣∣ΨN,{Nn}〉 . (6.101)
Further on, we use the basis set of quantum states (6.101) for the derivation of the partition
function, of the density function and of the two-point correlation function.
Partition function
The density matrix of the canonical Hibbs ensemble is
ρˆ = exp
(
−βHˆ
)
, β ≡ 1
kBT
.
The partition function of this ensemble is the trace of the density matrix on the set of
quantum states (6.101):
ZI (β|N) =
∑
{Nn}
〈
ΨN,{Nn}
∣∣∣exp (−βHˆ)∣∣∣ΨN,{Nn}〉
=

∑
{Nn}
exp
(
−β
∑
n
εnNn
)

∑
nNn=N
. (6.102)
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This expression can be written down also in the form
ZI (β|N) =
∑
{Nn}
exp
(
−β
∑
n
εnNn
)
δN,
∑
nNn
, (6.103)
where
δj,k =

 1, j = k0, j 6= k
is the delta symbol.
Let us introduce the generating function for the partition function in the same way as in
Ref. [101]:
Ξ (β, u) =
∞∑
N=0
uNZI (β|N) =
∞∑
N=0
uN
∑
{Nn}
exp
(
−β
∑
n
εnNn
)
δN,∑nNn
=
∑
{Nn}
exp
(
−β
∑
n
εnNn
) ∞∑
N=0
u
∑
nNnδN,
∑
nNn
=
∑
{Nn}
exp
(
−β
∑
n
εnNn
)
u
∑
nNn =⇒
Ξ (β, u) =
∏
n
{∑
Nn
[u exp (−βεn)]Nn
}
. (6.104)
Fermions
For fermions, the number Nn can take only values Nn = 0 and Nn = 1. Hence, for
fermions (denoted by the index F ), we obtain:
ΞF (β, u) =
∏
n
[1 + u exp (−βεn)] .
Since the n-th level of a 3D oscillator is degenerate with the degeneracy
g (n) =
(n+ 1) (n+ 2)
2
,
we find that the generating function ΞF (β, u) is given by
ΞF (β, u) =
∞∏
n=0
[1 + u exp (−βεn)]g(n) . (6.105)
Bosons
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For bosons (denoted by the index B), Nn = 0, 1, . . . ,∞. The summations over {Nn} in
Eq. (6.104) gives:
ΞB (β, u) =
∞∏
n=0
[
1
1− u exp (−βεn)
]g(n)
. (6.106)
The results (6.104) and (6.106) prove (for the partition function) the equivalence of the
path-integral approach for identical particles [101] and of the second-quantization method.
Integral representation
Let us use the Fourier representation for the delta symbol:
δN,
∑
nNn
=
1
2π
2π∫
0
exp
[
i
(∑
n
Nn −N
)
(θ − iζ)
]
dθ, (6.107)
where ζ is an arbitrary constant. Substituting Eq. (6.107) into Eq. (6.103) we obtain
ZI (β|N) =
∑
{Nn}
exp
(
−β
∑
n
εnNn
)
1
2π
2π∫
0
exp
[
i
(∑
n
Nn −N
)
(θ − iζ)
]
dθ
=
1
2π
2π∫
0
dθ exp [−iN (θ − iζ)]
∑
{Nn}
exp
(
−β
∑
n
εnNn + i
∑
n
Nn (θ − iζ)
)
=
1
2π
2π∫
0
dθ exp (−iNθ −Nζ) Ξ (β, eiθ+ζ) =⇒
ZI (β|N) = 1
2π
2π∫
0
dθ exp
[
ln Ξ
(
β, eiθ+ζ
)−Nζ − iNθ] . (6.108)
The partition function for a finite number of particles can be obtained from the generation
function also by the inversion formula [102]
ZI (β|N) = 1
2πi
∮
Ξ (β, z)
zN+1
dz (6.109)
=
1
2π
∫ 2π
0
e[lnΞ(β,ue
iθ)−N lnu]e−iNθdθ. (6.110)
Let us denote in Eq. (6.108):
ζ ≡ ln u. (6.111)
In these notations, Eqs. (6.108) and (6.110) are identical. For the numerical calculation, it
is more convenient to choose in Eq. (6.107) the interval of the integration over θ as [−π, π]
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instead of [0, 2π] , what gives:
ZI (β|N) = 1
2π
π∫
−π
ΦN (θ) dθ, (6.112)
with the function
ΦN (θ) = exp
[
ln Ξ
(
β, ueiθ
)−N ln u− iNθ] . (6.113)
The aforesaid method of derivation of the partition function [Eqs. (6.107) to (6.108)]
is heuristically useful, because it allows a simple generalization to spin-mixed systems with
various polarization distributions.
The two-point density-density correlation function in the operator formalism is
g˜ (q, τ | {Nσ} , β) = 〈ρˆq (τ) ρˆ−q (0)〉 , (6.114)
where ρˆq (t) is the density operator in the Heisenberg representation:
ρˆq (τ) = exp
(τ
~
Hˆ
)
ρq exp
(
−τ
~
Hˆ
)
. (6.115)
In the “second-quantization” representation, ρˆq (t) is
ρˆq (τ) =
∑
n,n′
(
eiq·xˆ
)
nn′
aˆ+n (τ) aˆn′ (τ)
=
∑
n,n′
(
eiq·xˆ
)
nn′
aˆ+n aˆn′ exp
[τ
~
(εn − εn′)
]
. (6.116)
After substituting Eq. (6.116) into (6.114), we find that
g˜ (q, τ | {Nσ} , β) =
∑
n,n′
∑
m,m′
(
eiq·xˆ
)
nn′
(
e−iq·xˆ
)
mm′
exp
[τ
~
(εn − εn′)
] 〈
aˆ+n aˆn′ aˆ
+
maˆm′
〉
.
(6.117)
The operator aˆ+n aˆn′ aˆ
+
maˆm′ has non-zero diagonal matrix elements in the basis of quantum
states
∣∣ΨN,{Nn}〉 only in the cases
 n = n
′
m = m′
or

 n =m
′
m = n′
. (6.118)
Hence, the average
〈
aˆ+n aˆn′ aˆ
+
maˆm′
〉
=
1
ZI (β|N)
∑
{Nn}
〈
ΨN,{Nn}
∣∣∣exp(−βHˆ) aˆ+n aˆn′ aˆ+maˆm′∣∣∣ΨN,{Nn}〉 (6.119)
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is not equal to zero only when the condition (6.118) is fulfilled. This allows us to write down
the average (6.119) as〈
aˆ+n aˆn′ aˆ
+
maˆm′
〉
= δn′nδm′m (1− δmn)
〈
aˆ+n aˆnaˆ
+
maˆm
〉
+ δm′nδn′m (1− δmn)
〈
aˆ+n aˆmaˆ
+
maˆn
〉
+ δn′nδm′mδmn
〈
aˆ+n aˆnaˆ
+
n aˆn
〉
= δn′nδm′m (1− δmn)
〈
NˆnNˆm
〉
+ δm′nδn′m (1− δmn)
(〈
Nˆn
〉
−
〈
NˆnNˆm
〉)
+ δn′nδm′mδmnN¯n
= δn′nδm′m
〈
NˆnNˆm
〉
+ δm′nδn′m
〈
Nˆn
(
1− Nˆm
)〉
. (6.120)
Here, the notation is used for the average occupation number N¯n:〈
Nˆn
〉
=
1
ZI (β|N)
∑
{Nn}
〈
ΨN,{Nn}
∣∣∣exp(−βHˆ) Nˆn∣∣∣ΨN,{Nn}〉 . (6.121)
ZI (β|N) =
∑
{Nn}
〈
ΨN,{Nn}
∣∣∣exp (−βHˆ)∣∣∣ΨN,{Nn}〉
=

∑
{Nn}
exp
(
−β
∑
n
εnNn
)
∑
nNn=N
. (6.122)
In the same way as Eq. (6.102), the average (6.121) can be written down in the form
〈
Nˆn
〉
=
1
ZI (β|N)

∑
{Nn′}
Nn exp
(
−β
∑
n′
εn′Nn′
)
∑
n′ Nn′=N
.
〈
Nˆn
〉
= − 1
βZI (β|N)
δZI (β|N)
δεn
,
〈
Nˆn
〉
=
1
2πZI (β|N)
π∫
−π
ΦN (θ)
exp (βεn − ζ − iθ) + 1dθ. (6.123)
Since εn = εn,
〈
Nˆn
〉
depends only on n.
Using Eq. (6.111), we can write N¯n as〈
Nˆn
〉
=
1
2πZI (β|N)
π∫
−π
ΦN (θ)
1
u
exp (βεn − iθ) + 1dθ
=
1
2πZI (β|N)
π∫
−π
exp
[
ln Ξ
(
β, ueiθ
)−N ln u− iNθ]
1
u
exp (βεn − iθ) + 1 dθ
=
1
2πZI (β|N)
π∫
−π
Ξ
(
β, ueiθ
)
uN−1
exp [−iθ (N − 1)− βεn]
1 + u exp (iθ − βεn) dθ. (6.124)
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The averages
〈
NˆnNˆm
〉
for m 6= n can be also expressed in terms of the integral repre-
sentation:
〈
NˆnNˆm
〉∣∣∣
m 6=n
=
1
ZI (β|N)
∑
{Nn}
〈
ΨN,{Nn}
∣∣∣exp (−βHˆ) NˆnNˆm∣∣∣ΨN,{Nn}〉
∣∣∣∣∣∣
m 6=n
=
1
ZI (β|N)

∑
{Nn′}
NnNm exp
(
−β
∑
n′
εn′Nn′
)
∑
n′ Nn′=N, m 6=n
=
1
ZI (β|N)β2
δ2ZI (β|N)
δεmδεn
=
1
ZI (β|N)β2
δ2
δεmδεn

 1
2π
2π∫
0
dθ exp
[
ln Ξ
(
β, eiθ+ζ
)−Nζ − iNθ]

 ⇒
We obtain the integral representation for the average of the product of operators NˆnNˆm for
m 6= n:
〈
NˆnNˆm
〉∣∣∣
m 6=n
=
1
2πZI (N)
π∫
−π
ΦN (θ)
[exp (βεn − ζ − iθ) + 1] [exp (βεm − ζ − iθ) + 1]dθ. (6.125)
Let us introduce the notation
f (ε, θ) ≡ 1
exp (βε− ζ − iθ) + 1 , (6.126)
which formally coincides with the Fermi distribution function of the energy ε with the
“chemical potential” (ζ + iθ) /β. Using this notation, the averages (6.123) and (6.125) can
be written down in the form
〈
Nˆn
〉
=
1
2πZI (β|N)
π∫
−π
f (εn, θ)ΦN (θ) dθ, (6.127)
〈
NˆnNˆm
〉∣∣∣
m 6=n
=
1
2πZI (N)
π∫
−π
f (εn, θ) f (εm, θ)ΦN (θ) dθ. (6.128)
We can develop the aforesaid procedure for the average of a product of any number of
operators Nˆn1Nˆn2 . . . NˆnK , where all quantum numbers n1,n2, . . . ,nK are different. The
result is:
〈
Nˆn1Nˆn2 . . . NˆnK
〉∣∣∣
nj 6=nl
=
1
2πZI (N)
π∫
−π
f (εn1 , θ) f (εn2, θ) . . . f (εnK , θ)ΦN (θ) dθ. (6.129)
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It should be emphasized, that all expressions above [including Eq. (6.129)] are derived for
a canonical Hibbs ensemble (i. e., for a fixed number of particles) and for both closed-shell
and open-shell systems.
Let us substitute the average (6.120) into the correlation function g˜ (q, τ | {Nσ} , β):
g˜ (q, τ | {Nσ} , β) =
∑
n,n′
∑
m,m′
(
eiq·xˆ
)
nn′
(
e−iq·xˆ
)
mm′
exp
[τ
~
(εn − εn′)
]
×
(
δn′nδm′m
〈
NˆnNˆm
〉
+ δm′nδn′m
〈
Nˆn
(
1− Nˆm
)〉)
=⇒
g˜ (q, τ | {Nσ} , β) =
∑
n,m
(
eiq·xˆ
)
nn
(
e−iq·xˆ
)
mm
〈
NˆnNˆm
〉
+
∑
n,m
∣∣(eiq·xˆ)
nm
∣∣2 exp [τ
~
(εn − εm)
]〈
Nˆn
(
1− Nˆm
)〉
. (6.130)
The matrix elements
(
eiq·xˆ
)
nm
has the following form
(
eiq·xˆ
)
nm
=
〈
m1
∣∣eiq1xˆ1∣∣n1〉 〈m2 ∣∣eiq2xˆ2∣∣n2〉 〈m3 ∣∣eiq3xˆ3∣∣n3〉 ,
where
〈
m
∣∣eiqxˆ∣∣n〉 is the matrix element of a one-dimensional oscillator with the frequency
w:
〈
m
∣∣eiqxˆ∣∣n〉 = exp(−γ2
2
)
(iγ)n>−n<
√
n<!
n>!
L(n>−n<)n<
(
γ2
)
,
 n> ≡ max (n,m) ;n< ≡ min (n,m) , (6.131)
γ ≡ q
√
~
2mw
, |n〉 are the quantum states of the one-dimensional oscillator with the frequency
w, L
(α)
n (z) is the generalized Laguerre polynomial.
System with mixed spins
The correlation functions for a system with mixed spins can be explicitly derived by the
generalization of Eqs. (6.112) and (6.129) to the case of the particles with the non-zero spin.
We use the fact, that the derivation of Eqs. (6.112) and (6.129), performed in this section,
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does not depend on the concrete form of the energy spectrum εn. Hence, in the formulae,
derived above, the replacement should be made:
|n〉 → |n, σ〉 , Nˆn → Nˆn,σ = a+n,σan,σ, (6.132)
where σ is the electron spin projection. Consequently, the matrix elements
(
eiq·xˆ
)
mn
are
replaced by (
eiq·xˆ
)
mn
→ 〈m, σ ∣∣eiq·xˆ∣∣n, σ′〉 = δσσ′ (eiq·xˆ)mn . (6.133)
Taking into account Eqs. (6.132) and (6.133), the two-point correlation function (6.130)
becomes
g˜ (q, τ | {Nσ} , β) =
∑
n,m
∑
σ1,σ2
(
eiq·xˆ
)
nn
(
e−iq·xˆ
)
mm
〈
Nˆn,σ1Nˆm,σ2
〉
+
∑
n,m
∑
σ
∣∣(eiq·xˆ)
nm
∣∣2 exp [τ
~
(εn − εm)
]〈
Nˆn,σ
(
1− Nˆm,σ
)〉
. (6.134)
The averages
〈
Nˆn,σ
〉
and
〈
Nˆn,σ1Nˆm,σ2
〉
are, respectively, one-particle and two-particle
distribution functions, 〈
Nˆn,σ
〉
≡ f1 (n, σ|Nσ, β) , (6.135)〈
Nˆn,σNˆn′,σ′
〉
≡ f2 (n, σ;n′, σ′| {Nσ} , β) . (6.136)
The one-electron distribution function f1 (n, σ|Nσ, β) is the average number of electrons with
the spin projection σ at the n-th energy level, while the two-electron distribution function
f2 (n, σ;n
′, σ′| {Nσ} , β) is the average product of the numbers of electrons with the spin
projections σ and σ′ at the levels n and n′. These functions are expressed through the
following integrals [see (6.127), (6.128)]:
f1 (n, σ|Nσ, β) = 1
2πZF (Nσ, w, β)
π∫
−π
f (εn, θ) Φ (θ, β,Nσ) dθ, (6.137)
f2 (n, σ;n
′, σ′| {Nσ} , β) =


1
2πZF (Nσ ,w,β)
π∫
−π
f (εn, θ) f (εn′, θ) Φ (θ, β,Nσ) dθ, if σ
′ = σ;
f1 (n, σ|Nσ, β) f1 (n, σ′|Nσ′ , β) , if σ′ 6= σ
(6.138)
with the notations
Φ (θ, β,Nσ) = exp
[ ∞∑
n=0
ln
(
1 + eiθ+ξ−βεn
)−Nσ (ξ + iθ)
]
, (6.139)
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f (ε, θ) ≡ 1
exp (βε− ξ − iθ) + 1 . (6.140)
The function f (ε, θ) formally coincides with the Fermi-Dirac distribution function of the
energy ε with the “chemical potential” (ξ + iθ) /β.
Here we consider the zero-temperature limit, for which the integrals (6.137) and (6.138)
can be calculated analytically. The result for the one-electron distribution function is
f1 (n, σ|β,Nσ)|β→∞ =


1, n < Lσ;
0, n > Lσ;
Nσ−NLσ
gLσ
, n = Lσ.
(6.141)
According to (6.141), Lσ is the number of the lowest open shell, and
gn =


1
2
(n + 1) (n+ 2) (3D) ,
n+ 1 (2D) .
is the degeneracy of the n-th shell. NLσ is the number of electrons in all the closed shells
with the spin projection σ,
NLσ ≡
Lσ−1∑
n=0
gn =


1
6
Lσ (Lσ + 1) (Lσ + 2) (3D) ,
1
2
Lσ (Lσ + 1) (2D) .
(6.142)
The two-electron distribution function f2 (n, σ;n
′, σ′| {Nσ} , β) at T = 0 takes the form
f2 (n, σ;n
′, σ′|β, {Nσ})|β→∞
=


f1 (n, σ|β,Nσ)|β→∞ f1 (n′, σ′|β,Nσ′)|β→∞ , n 6= n′ or σ 6= σ′
1, σ = σ′ and n = n′ < Lσ;
0, σ = σ′ and n = n′ > Lσ;
Nσ−NLσ
gLσ
Nσ−NLσ−1
gLσ−1 , σ = σ
′ and n = n′ = Lσ.
(6.143)
In summary, we have obtained the following expression for g˜ (q, τ | {Nσ} , β):
g˜ (q, τ | {Nσ} , β) =
∑
n,σ,n′,σ′
(
eiq·x
)
nn
(
e−iq·x
)
n′n′
f2 (n, σ;n
′, σ′| {Nσ} , β)
+
∑
n,n′,σ
∣∣(eiq·x)
nn′
∣∣2 exp [τ
~
(εn − εn′)
]
× [f1 (n, σ| {Nσ} , β)− f2 (n, σ;n′, σ| {Nσ} , β)] . (6.144)
This formula is valid for both closed and open shells. The correlation functions derived in
this subsection are used both for the calculation of the ground-state energy and, a shown
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below, for the calculation of the optical conductivity of an N -polaron system in a quantum
dot.
E. Many-polaron ground state in a quantum dot: extrapolation to the homoge-
neous limit and comparison to the results for a polaron gas in bulk [90]
The correlation function given by Eq. (6.144) can be subdivided as
g˜ (q, τ | {Nσ} , β) = g˜1 (q, τ | {Nσ} , β) + g˜2 (q, τ | {Nσ} , β) , (6.145)
with
g˜1 (q, τ | {Nσ} , β) ≡
∑
n,n′,σ
∣∣(eiq·x)
nn′
∣∣2 exp [τ
~
(εn − εn′)
]
× [f1 (n, σ| {Nσ} , β)− f2 (n, σ;n′, σ| {Nσ} , β)] , (6.146)
g˜2 (q, τ | {Nσ} , β) ≡
∑
n,σ,n′,σ′
(
eiq·x
)
nn
(
e−iq·x
)
n′n′
f2 (n, σ;n
′, σ′| {Nσ} , β) . (6.147)
In accordance with the subdivision (6.145) of the correlation function, we subdivide the
Coulomb and polaron contributions:
EC = E
(1)
C + E
(2)
C , (6.148)
Ee−ph = E
(1)
e−ph + E
(2)
e−ph. (6.149)
We have numerically checked whether the polaron contribution per particle E
(1)
e−ph/N
tends to a finite value at N → ∞. In Figs. 14 and 15, we have plotted the polaron
contributions E
(1)
e−ph/N as a function of N for a quantum dot in ZnO and in a polar medium
with α = 5, η = 0.3, respectively. 6 As seen from Fig. 14, the polaron contribution E
(1)
e−ph/N
in ZnO as a function of N oscillates taking expressed maxima for N corresponding to the
closed shells N = 2, 8, 20, 40, . . .. There exist kinks of E
(1)
e−ph/N at N corresponding to the
half-filled shells, but these kinks are extremely small. In the case of the medium with α = 5,
η = 0.3, for r∗s = 20 (what corresponds to the density n0 ≈ 1.14× 1018 cm−3), the polaron
6Since, as discussed above, for a single polaron only the whole polaron contribution Ee−ph = E
(1)
e−ph +E
(2)
e−ph
has a physical meaning, the plots for E
(1)
e−ph in Figs. 3 and 4 start fromN = 2. The total polaron contribution
Ee−ph for N = 1 is plotted below, in Fig. 9.
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contribution E
(1)
e−ph/N oscillates taking maximal values at the numbers of fermions, which
correspond to the closed shells for a spin-polarized system with parallel spins.
In Figs. 14 and 15, the dashed curves are the envelopes for local maxima (closed shells)
and local minima of E
(1)
e−ph/N.We see that when these envelopes are extrapolated to larger
number of fermions, the distance between the envelopes decreases. Therefore, the magnitude
of the variations of E
(1)
e−ph/N related to the shell filling diminishes with increasing N , and
it is safe to suppose that in the limit of large N, the envelopes tend to one and the same
value. That value corresponds to the homogeneous (“bulk”) limit limN→∞
(
E
(1)
e−ph/N
)
.
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FIG. 14: Polaron contribution E
(1)
e−ph/N as a function of N for a ZnO quantum dot.The material
parameters for ZnO are taken from Ref. [91]. The value r∗s = 2 corresponds to n0 = 4.34 × 1019
cm−2. Inset: the total spin as a function of N .
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FIG. 15: Polaron contribution E
(1)
e−ph/N as a function of N for a quantum dot of a polar medium
with α = 5, η = 0.3. The value r∗s = 20 corresponds to n0 = 1.14 × 1018 cm−3. Inset: the total
spin as a function of N .
In Fig. 16, we compare the polaron contribution E
(1)
e−ph/N calculated within our varia-
tional path-integral method for different numbers of fermions with the polaron contribution
to the ground-state energy per particle for a polaron gas in bulk, calculated (i) in Ref. [103]
within an intermediate-coupling approach (the thin solid curve), (ii) in Ref. [104], using a
variational approach developed first in Ref. [91]. As seen from this figure, our all-coupling
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variational method provides lower values for the polaron contribution than those obtained
in Refs. [103, 104]. The difference between the polaron contribution calculated within our
method and that of Ref. [103] is smaller at low densities and increases in magnitude with
increasing density. The difference between the polaron contribution calculated within our
method and that of Ref. [104] very slightly depends on the density. The result of Ref. [104]
becomes closer to our result only at high densities.
FIG. 16: Polaron contribution to the polaron ground-state energy per particle E
(1)
e−ph in an N -
polaron quantum dot as a function of the effective density. The parameters are taken for ZnO (see
Ref. [91]): α = 0.849, ε0 = 8.15, ε∞ = 4.0, ~ωLO = 73.27 meV, mb = 0.24me, where me is the
electron mass in the vacuum. This polaron contribution is compared with the polaron contribution
to the ground-state energy of a polaron gas in bulk calculated in Refs. [103, 104].
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F. Optical conductivity
In Ref. [98] we have extended the memory-function approach to a system of arbitrary-
coupling interacting polarons confined to a parabolic confinement potential. The optical
conductivity relates the current J (t) per electron to a time-dependent uniform electric field
E (t) in the framework of linear response theory. Further on, the Fourier components of the
electric field are denoted by E (ω) :
E (t) =
1
2π
∫ ∞
−∞
E (ω) e−iωtdω, (6.150)
and the similar denotations are used for other time-dependent quantities. The electric
current per electron J (t) is related to the mean electron coordinate response R (t) by
J (t) = −edR (t)
dt
, (6.151)
and hence
J (ω) = ieωR (ω) . (6.152)
Within the linear-response theory, both the electric current and the coordinate response are
proportional to E (ω):
J (ω) = σ (ω)E (ω) , R (ω) =
σ (ω)
ieω
E (ω) , (6.153)
where σ (ω) is the conductivity per electron. Because we treat an isotropic electron-phonon
system, σ (ω) is a scalar function. It is determined from the time evolution of the center-of-
mass coordinate:
R (t) ≡ 1
N
〈〈
N∑
j=1
xj (t)
〉〉
S
. (6.154)
The symbol 〈〈(•)〉〉S denotes an average in the real-time representation for a system with
action functional S:
〈〈(•)〉〉S ≡
∫
dx¯
∫
dx¯0
∫
dx¯′0
x¯∫
x¯0
Dx¯ (t)
x¯∫
x¯′0
Dx¯′ (t) e
i
~
S[x¯(t),x¯′(t)] (•)
〈
x¯0 |ρˆ (t0)| x¯′0
〉∣∣∣
t0→−∞
,
(6.155)
where
〈
x¯0 |ρˆ (t0)| x¯′0
〉
is the density matrix before the onset of the electric field in the infinite
past (t0 → −∞). The corresponding action functional is
S [x¯ (t) , x¯′ (t)] =
t∫
−∞
[
Le
(
˙¯x (t) , x¯ (t) , t
)− Le ( ˙¯x′ (t) , x¯′ (t) , t)] dt′ − i~Φ [x¯ (t) , x¯′ (t)] ,
(6.156)
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where Le
(
˙¯x, x¯, t
)
is the Lagrangian of N interacting electrons in a time-dependent uniform
electric field E (t)
Le
(
˙¯x, x¯, t
)
=
∑
σ
Nσ∑
j=1
(
mbx˙
2
j,σ
2
− mbΩ
2
0x
2
j,σ
2
− exj,σ · E (t)
)
−
∑
σ,σ′
Nσ∑
j=1
Nσ′∑
l=1
(j,σ) 6=(l,σ′)
e2
2ε∞ |xj,σ − xl,σ′| .
(6.157)
The influence phase of the phonons
Φ [x¯ (s) , x¯′ (s)] = −
∑
q
|Vq|2
~2
t∫
−∞
ds
s∫
−∞
ds′
[
ρq (s)− ρ′q (s)
]
×
[
T ∗ωq (s− s′) ρq (s′)− Tωq (s− s′) ρ′q (s′)
]
(6.158)
describes both a retarded interaction between different electrons and a retarded self-
interaction of each electron due to the elimination of the phonon coordinates. This functional
contains the free-phonon Green’s function:
Tω (t) =
eiωt
1− e−β~ω +
e−iωt
eβ~ω − 1 . (6.159)
The equation of motion for R (t) is
mb
d2R (t)
dt2
+mbΩ
2
0R (t) + eE (t) = Fph (t) , (6.160)
where Fph (t) is the average force due to the electron-phonon interaction,
Fph (t) = −Re
∑
q
2 |Vq|2 q
N~
t∫
−∞
ds T ∗ωLO (t− s) 〈〈ρq (t) ρ−q (s)〉〉S . (6.161)
The two-point correlation function 〈〈ρq (t) ρ−q (s)〉〉S should be calculated from Eq. (6.155)
using the exact action (6.156), but like for the free energy above, this path integral cannot
be calculated analytically. Instead, we perform an approximate calculation, replacing the
two-point correlation function in Eq. (6.161) by 〈〈ρq (t) ρ−q (s)〉〉S0 , where S0 [x¯ (t) , x¯′ (t)]
is the action functional with the optimal values of the variational parameters for the model
system considered in the previous section in the presence of the electric field E (t). The
functional S0 [x¯ (t) , x¯
′ (t)] is quadratic and describes a system of coupled harmonic oscillators
in the uniform electric field E (t). This field enters the term −eE (t) ·∑σ∑Nσj=1 xj,σ in the
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Lagrangian, which only affects the center-of-mass coordinate. Hence, a shift of variables to
the frame of reference with the origin at the center of mass
 xn (t) = x˜n (t) +R (t) ,x′n (t) = x˜′n (t) +R (t) , (6.162)
results in
〈〈ρq (t) ρ−q (s)〉〉S0 = 〈〈ρq (t) ρ−q (s)〉〉S0
∣∣
E=0
eiq·[R(t)−R(s)]. (6.163)
This result (6.163) is valid for any quadratic model action S0.
The applicability of the parabolic approximation is confirmed by the fact that a self-
induced polaronic potential, created by the polarization cloud around an electron, is rather
well described by a parabolic potential whose parameters are determined by a variational
method. For weak coupling, our variational method is at least of the same accuracy as the
perturbation theory, which results from our approach at a special choice of the variational
parameters. For strong coupling, an interplay of the electron-phonon interaction and the
Coulomb correlations within a confinement potential can lead to the assemblage of polarons
in multi-polaron systems. Our choice of the model variational system is reasonable because
of this trend, apparently occurring in a many-polaron system with arbitrary N for a finite
confinement strength.
The correlation function 〈ρq (t) ρ−q (s)〉S0
∣∣
E=0
corresponds to the model system in the ab-
sence of an electric field. For t > s, this function is related to the imaginary-time correlation
function G (q, τ | {Nσ} , β) , described in the previous section:
〈〈ρq (t) ρ−q (s)〉〉S0
∣∣
E=0,t>s
= G (q, i (t− s) | {Nσ} , β) . (6.164)
Using the transformation (6.162) and the relation (6.164), we obtain from Eq. (6.161)
Fph (t) = −Re
∑
q
2 |Vq|2 q
N~
t∫
−∞
T ∗ωLO (t− s) eiq·[R(t)−R(s)]G (q, i (t− s) | {Nσ} , β) ds. (6.165)
Within the linear-response theory, we expand the function eiq·[R(t)−R(s)] in Eq. (6.165)
as a Taylor series in [R (t)−R (s)] up to the first-order term. The zeroth-order term gives
no contribution into Fph (t) due to the symmetry of |Vq|2 and of fq (t− s) with respect to
the inversion q→ −q. In this approach, the Cartesian coordinates of the force (j = 1, 2, 3)
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become
(Fph (t))j =
3∑
k=1
∑
q
2 |Vq|2 qjqk
N~
t∫
−∞
[Rk (t)−Rk (s)]
× Im [T ∗ωLO (t− s)G (q, i (t− s) | {Nσ} , β)] ds. (6.166)
Further on, we perform the Fourier expansion:
R (t) =
1
2π
∫ ∞
−∞
R (ω) e−iωtdω. (6.167)
In Eq. (6.166), we make the replacement
τ ≡ t− s, =⇒ s = t− τ,
what gives
(Fph (t))j =
3∑
k=1
∑
q
2 |Vq|2 qjqk
N~
∞∫
0
dτ [Rk (t)− Rk (t− τ)] Im
[
T ∗ωLO (τ)G (q, it| {Nσ} , β)
]
=
3∑
k=1
∑
q
2 |Vq|2 qjqk
N~
1
2π
∫ ∞
−∞
dωRk (ω) e
−iωt
∞∫
0
dτ
(
1− eiωτ) Im [T ∗ωLO (τ) fq (τ)]
=
1
2π
∫ ∞
−∞
dωFj (ω) e
−iωt,
where the Fourier component of the force is
(Fph (ω))j =
3∑
k=1
∑
q
2 |Vq|2 qjqk
N~
∞∫
0
dt
(
1− eiωt) Im [T ∗ωLO (τ)G (q, it| {Nσ} , β)]Rk (ω) .
(6.168)
The expression (6.168) can be written down as
(Fph (ω))j = −mb
3∑
k=1
χjk (ω)Rk (ω) , (6.169)
where χjk (ω) are components of the tensor
χjk (ω) =
∑
q
2 |Vq|2 qjqk
N~mb
∞∫
0
dt
(
eiωt − 1) Im [T ∗ωLO (t)G (q, it| {Nσ} , β)] . (6.170)
In the abstract tensor form, Eq. (6.169) is
F (ω) = −←→χ (ω)R (ω) . (6.171)
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In particular, for the isotropic electron-phonon interaction and in the absence of the magnetic
field, the tensor ←→χ (ω) is proportional to the unity tensor I,
←→χ (ω) = χ (ω) I, (6.172)
where χ (ω) is the scalar memory function:
χ (ω) =
∑
q
2 |Vq|2 q2
3N~mb
∞∫
0
dt
(
eiωt − 1) Im [T ∗ωLO (t)G (q, it| {Nσ} , β)] . (6.173)
Let us perform the Fourier transformation of the equation of motion (6.160):
mb
(
Ω20 − ω2
)
R (ω) + eE (ω) = Fph (ω) . (6.174)
With Eq. (6.171), this equation takes the form
mb
(
Ω20 − ω2
)
R (ω) + eE (ω) = −mb←→χ (ω)R (ω)
⇓
mb
[
ω2 − Ω20 −←→χ (ω)
]
R (ω) = eE (ω) . (6.175)
Comparing Eqs. (6.153) and (6.175) between each other, we find that
mb
[
ω2 − Ω20 −←→χ (ω)
] σ (ω)
ieω
E (ω) = eE (ω) ,
so that
σ (ω) =
ie2ω
mb
[
ω2 − Ω20 −←→χ (ω)
]−1
.
In the case when Eq. (6.172) is valid, we obtain the conductivity in the scalar form
σ (ω) =
ie2ω
mb [ω2 − Ω20 − χ (ω)]
.
The real part of the conductivity is
Re σ (ω) = Re
ie2ω [(ω2 − Ω20)− Reχ (ω) + i Imχ (ω)]
mb
{
[(ω2 − Ω20)− Reχ (ω)]2 + [Imχ (ω)]2
}
= −e
2ω
mb
Imχ (ω)
[(ω2 − Ω20)− Reχ (ω)]2 + [Imχ (ω)]2
.
In summary, the optical conductivity can be expressed in terms of the memory function
χ (ω) (cf. Ref. [50]),
Re σ (ω) = − e
2
mb
ω Imχ (ω)
[ω2 − Ω20 − Reχ (ω)]2 + [Imχ (ω)]2
, (6.176)
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where χ (ω) is given by
χ (ω) =
∑
q
2 |Vq|2 q2
3N~mb
∞∫
0
dt
(
eiωt − 1) Im [T ∗ωLO (t)G (q, it| {Nσ} , β)] . (6.177)
It is worth noting that the optical conductivity (6.176) differs from that for a translationally
invariant polaron system both by the explicit form of χ (ω) and by the presence of the term
Ω20 in the denominator. For α→ 0, the optical conductivity tends to a δ-like peak at ω = Ω0,
lim
α→0
Re σ (ω) =
πe2
2mb
δ (ω − Ω0) . (6.178)
For a translationally invariant system Ω0 → 0, and this weak-coupling expression (6.178)
reproduces the “central peak” of the polaron optical conductivity [82].
The further simplification of the memory function (6.177) is performed in the following
way. With the Fro¨hlich amplitudes of the electron-phonon interaction, we transform the
summation over q to the integral and use the Feynman units (~ = 1, ωLO = 1, mb = 1), in
which |Vq|2 = 2
√
2πα
q2V
. We also use the fact that in an isotropic crystal, G (q, it| {Nσ} , β) =
G (q, it| {Nσ} , β). As a result, we find
χ (ω) =
V
(2π)3
∫ ∞
0
4πq2dq
2q2
3N
2
√
2πα
q2V
×
∞∫
0
dt
(
eiωt − 1) Im [T ∗ωLO (t)G (q, it| {Nσ} , β)]
=
2
√
2α
3πN
∫ ∞
0
q2dq
∞∫
0
dt
(
eiωt − 1) Im [T ∗ωLO (t)G (q, it| {Nσ} , β)] .
In the zero-temperature case, T ∗ωLO (t)→ e−it, and we arrive at the expression
χ (ω) =
2
√
2α
3πN
∫ ∞
0
q2dq
∞∫
0
dt
(
eiωt − 1) Im [e−itG (q, it| {Nσ} , β)] . (6.179)
Substituting the two-point correlation function G (q, it| {Nσ} , β) with the one-electron
(6.141) and the two-electron (6.143) distribution functions into the memory function (6.179)
and expanding G (q, it| {Nσ} , β) in powers of e−iwt, e−iΩ1t and e−iΩ2t, the integrations over q
and t in Eq. (6.179) are performed analytically. The similar transformations are performed
also in the 2D case. As a result, the memory function (6.177) is represented in the unified
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form for 3D and 2D interacting polarons:
χ (ω) = lim
ε→+0
2α
3πN
(
3π
4
)3−D (ωLO
A
)3/2
×
∞∑
p1=0
∞∑
p2=0
∞∑
p3=0
(−1)p3
p1!p2!p3!
(
a21
NΩ1A
)p1 ( a22
NΩ2A
)p2 ( 1
NwA
)p3
×
{[ ∞∑
m=0
∞∑
n=0
∑
σ
[f1 (n, σ| {Nσ} , β)− f2 (n, σ;m, σ| {Nσ} , β)]|β→∞
×

 1ω−ωLO−[p1Ω1+p2Ω2+(p3−m+n)w]+iε − 1ω+ωLO+p1Ω1+p2Ω2+(p3−m+n)w+iε
+P
(
2
ωLO+p1Ω1+p2Ω2+(p3−m+n)w
)


×
m∑
l=0
n∑
k=n−m+l
(−1)n−m+l+k Γ (p1 + p2 + p3 + k + l + 32)
k!l!
(
1
wA
)l+k
×
(
n+D − 1
n− k
)(
2k
k − l − n+m
)]
+



 1ω−ωLO−(p1Ω1+p2Ω2+p3w)+iε − 1ω+ωLO+p1Ω1+p2Ω2+p3w+iε
+P
(
2
ωLO+p1Ω1+p2Ω2+p3w
)


×
∞∑
m=0
∞∑
n=0
∑
σ,σ′
f2 (n, σ;m, σ
′| {Nσ} , β)|β→∞
×
n∑
k=0
m∑
l=0
(−1)k+l Γ (p1 + p2 + p3 + k + l + 32)
k!l!
(
1
wA
)k+l
×
(
n+D − 1
n− k
)(
m+D − 1
m− l
)]}
, (6.180)
where D = 2, 3 is the dimensionality of the space, P denotes the principal value, A is defined
as A ≡ [∑2i=1 a2i /Ωi + (N − 1) /w] /N , Ω1,Ω2, and w are the eigenfrequencies of the model
system, a1 and a2 are the coefficients of the canonical transformation which diagonalizes the
model Lagrangian (6.32).
1. Selected results: the manifestations of the shell filling in optical conductivity
The shell filling schemes for an N -polaron system in a quantum dot can manifest them-
selves in the spectra of the optical conductivity. In Fig. 17, optical conductivity spectra for
N = 20 polarons are presented for a quantum dot with the parameters of CdSe: α = 0.46,
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η = 0.656 [7] and with different values of the confinement energy ~Ω0.
7 In this case,
the spin-polarized ground state changes to the ground state satisfying Hund’s rule with
increasing ~Ω0 in the interval 0.0421H
∗ < ~Ω0 < 0.0422H∗.
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FIG. 17: Optical conductivity spectra of N = 20 interacting polarons in CdSe quantum dots with
α = 0.46, η = 0.656 for different confinement energies close to the transition from a spin-polarized
ground state to a ground state obeying Hund’s rule. Inset : the first frequency moment 〈ω〉 of the
optical conductivity as a function of the confinement energy. (From Ref. [98].)
In the inset to Fig. 17, the first frequency moment of the optical conductivity
〈ω〉 ≡
∫∞
0
ωReσ (ω) dω∫∞
0
Re σ (ω) dω
, (6.181)
as a function of ~Ω0 shows a discontinuity, at the value of the confinement energy corre-
sponding to the change of the shell filling schemes from the spin-polarized ground state to
the ground state obeying Hund’s rule. This discontinuity might be observable in optical
measurements.
7For the numerical calculations, we use effective atomic units, where ~, the electron band mass mb and
e/
√
ε∞ have the numerical value of 1. This means that the unit of length is the effective Bohr radius
a∗B = ~
2ε∞/
(
mbe
2
)
, while the unit of energy is the effective Hartree H∗ = mbe
4/
(
~
2ε2
∞
)
.
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The shell structure for a system of interacting polarons in a quantum dot is clearly
revealed when analyzing the addition energy and the first frequency moment of the optical
conductivity in parallel. In Fig 18, we show both the function
Θ (N) ≡ 〈ω〉|N+1 − 2 〈ω〉|N + 〈ω〉|N−1 , (6.182)
and the addition energy
∆ (N) = E0 (N + 1)− 2E0 (N) + E0 (N − 1) . (6.183)
for interacting polarons in a 3D CdSe quantum dot.
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FIG. 18: The function Θ (N) and the addition energy ∆ (N) for systems of interacting polarons in
CdSe quantum dots with α = 0.46, η = 0.656 for ~Ω0 = 0.1H
∗. (From Ref. [98].)
As seen from Fig 18, distinct peaks appear in Θ (N) and ∆ (N) at the “magic numbers”
corresponding to closed-shell configurations at N = 8, 20 and to half-filled-shell configura-
tions at N = 5, 14. We see that each of the peaks of Θ (N) corresponds to a peak of the
addition energy. The filling patterns for a many-polaron system in a quantum dot can be
therefore determined from the analysis of the first moment of the optical absorption for
different numbers of polarons.
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VII. VARIATIONAL PATH-INTEGRAL TREATMENT OF A TRANSLATION
INVARIANT N-POLARON SYSTEM
A. The many-polaron system
In the present section, the ground-state properties of a translation invariant N -polaron
system are theoretically studied in the framework of the variational path-integral method
for identical particles, using a further development [105] of the model introduced in Refs.
[98, 100, 106].
In order to describe a many-polaron system, we start from the translation invariant N -
polaron Hamiltonian
H =
N∑
j=1
p2j
2m
+
1
2
N∑
j=1
N∑
l=1, 6=j
e2
ǫ∞ |rj−rl| +
∑
k
~ωLOa
†
kak+
(
N∑
j=1
∑
k
Vkake
ik·rj +H.c.
)
, (7.1)
where m is the band mass, e is the electron charge, ωLO is the longitudinal optical (LO)
phonon frequency, and Vk are the amplitudes of the Fro¨hlich electron-LO-phonon interaction
Vk = i
~ωLO
k
(
4πα
V
)1/2(
~
2mωLO
)1/4
, α =
e2
2~ωLO
(
2mωLO
~
)1/2(
1
ǫ∞
− 1
ǫ0
)
, (7.2)
with the electron-phonon coupling constant α > 0, the high-frequency dielectric constant
ǫ∞ > 0 and the static dielectric constant ǫ0 > 0, and consequently
e2
ǫ∞
> ~
(
2~ωLO
m
)1/2
α⇐⇒ α
√
2 <
(
H∗
~ωLO
)1/2
≡ U. (7.3)
In the expression (7.3), H∗ is the effective Hartree
H∗ =
e2
ǫ∞a∗B
, a∗B =
~
2
me2/ǫ∞
(7.4)
where a∗B is the effective Bohr radius. The partition function of the system can be expressed
as a path integral over all electron and phonon coordinates. The path integral over the
phonon variables can be calculated analytically [43]. Feynman’s phonon elimination tech-
nique for this system is well known and leads to the partition function, which is a path
integral over the electron coordinates only:
Z =
(∏
k
e
1
2
β~ωLO
2 sinh 1
2
β~ωLO
)∮
eSDr¯ (7.5)
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where r¯ = {r1, · · · , rN} denotes the set of electron coordinates, and
∮ Dr¯ denotes the path
integral over all the electron coordinates, integrated over equal initial and final points, i.e.
∮
eSDr¯ ≡
∫
dr¯
∫ r¯(β)=r¯
r¯(0)=r¯
eSDr¯ (τ) .
Throughout this paper, imaginary time variables are used. The effective action for the
N -polaron system is retarded and given by
S = −
∫ β
0
(
m
2
N∑
j=1
(
drj (τ)
dτ
)2
+
1
2
N∑
j=1
N∑
l=1, 6=j
e2
ǫ∞ |rj (τ)−rl (τ)|
)
dτ
+
1
2
∫ β
0
∫ β
0
N∑
j,l=1
∑
k
|Vk|2 eik·(rj(τ)−rl(σ))
cosh ~ωLO
(
1
2
β − |τ − σ|)
sinh 1
2
β~ωLO
dσdτ. (7.6)
Note that the electrons are fermions. Therefore the path integral for the electrons with par-
allel spin has to be interpreted as the required antisymmetric projection of the propagators
for distinguishable particles.
We below use units in which ~ = 1, m = 1, and ωLO = 1. The units of distance and
energy are thus the effective polaron radius [~/ (mωLO)]
1/2 and the LO-phonon energy ~ωLO.
B. Variational principle
For distinguishable particles, it is well known that the Jensen-Feynman inequality [43]
provides a lower bound on the partition function Z (and consequently an upper bound on
the free energy F )
Z =
∮
eSDr¯ =
(∮
eS0Dr¯
)〈
eS−S0
〉
0
≥
(∮
eS0Dr¯
)
e〈S−S0〉0 with 〈A〉0 ≡
∮
A (¯r) eS0Dr¯∮
eS0Dr¯ ,
(7.7)
e−βF ≥ e−βF0e〈S−S0〉0 =⇒ F ≤ F0 − 〈S − S0〉0
β
(7.8)
for a system with real action S and a real trial action S0.The many-body extension (Ref. [99,
107]) of the Jensen-Feynman inequality, requires that the potentials are symmetric with
respect to all particle permutations, and that the exact propagator as well as the model
propagator are defined on the same state space. Within this interpretation we consider the
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following generalization of Feynman’s trial action
S0 = −
∫ β
0
(
1
2
N∑
j=1
(
drj (τ)
dτ
)2
+
ω2 + w2 − v2
4N
N∑
j,l=1
(rj (τ)−rl (τ))2
)
dτ
− w
8
v2 − w2
N
N∑
j,l=1
∫ β
0
∫ β
0
(rj (τ)− rl (σ))2
coshw
(
1
2
β − |τ − σ|)
sinh 1
2
βw
dσdτ (7.9)
with the variational frequency parameters v, w, ω.
Using the explicit forms of the exact (7.6) and the trial (7.9) actions, the variational
inequality (7.8) takes the form
F (β|N↑, N↓) ≤ F0 (β|N↑, N↓) + U
2β
∫ β
0
〈
N∑
j,l=1, 6=j
1
|rj(τ)− rl(τ)|
〉
0
dτ
− ω
2 + w2 − v2
4Nβ
∫ β
0
〈
N∑
j,l=1
(rj (τ)−rl (τ))2
〉
0
dτ
− w
8
v2 − w2
Nβ
∫ β
0
∫ β
0
〈
N∑
j,l=1
(rj (τ)− rl (σ))2
〉
0
coshw
(
1
2
β − |τ − σ|)
sinh 1
2
βw
dσdτ
− 1
2β
∫ β
0
∫ β
0
∑
k
|Vk|2
〈
N∑
j,l=1
eik·(rj(τ)−rl(σ))
〉
0
coshωLO
(
1
2
β − |τ − σ|)
sinh 1
2
βωLO
dσdτ.
(7.10)
In the zero-temperature limit (β → ∞), we arrive at the following upper bound for the
ground-state energy E0 (N↑, N↓) of a translation invariant N -polaron system
E0 (N↑, N↓) ≤ Evar (N↑, N↓|v, w, ω) ,
with
Evar (N↑, N↓|v, w, ω) = 3
4
(v − w)2
v
− 3
4
ω +
1
2
EF (N↓) +
1
2
EF (N↓)
+ EC‖ (N↑) + EC‖ (N↓) + EC↑↓ (N↑, N↓)
+ Eα‖ (N↑) + Eα‖ (N↓) + Eα↑↓ (N↑, N↓) , (7.11)
where EF (N) is the energy of N spin-polarized fermions confined to a parabolic poten-
tial with the confinement frequency ω, EC‖
(
N↑(↓)
)
is the Coulomb energy of the electrons
with parallel spins, EC↑↓ (N↑, N↓) is the Coulomb energy of the electrons with opposite
spins, Eα‖
(
N↑(↓)
)
is the electron-phonon energy of the electrons with parallel spins, and
Eα↑↓ (N↑, N↓) is the electron-phonon energy of the electrons with opposite spins.
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C. Results
Here, we discuss some results of the numerical minimization of Evar (N↑, N↓|v, w, ω) with
respect to the three variational parameters v, w, and ω. The Fro¨hlich constant α and the
Coulomb parameter
α0 ≡ U√
2
≡ α
1− η with
1
η
=
ε0
ε∞
(7.12)
characterize the strength of the electron-phonon and of the Coulomb interaction, obeying
the physical condition α ≥ α0 [see (7.3)]. The optimal values of the variational parameters
v,w,and ω are denoted vop,wop,and ωop, respectively. The optimal value of the total spin
was always determined by choosing the combination (N↑, N↓) for fixed N = N↑ +N↓which
corresponds to the lowest value E0 (N) of the variational functional
E0 (N) ≡ min
N↑
Evar (N↑, N −N↑|vop, wop, ωop) . (7.13)
FIG. 19: The “phase diagrams” of a translation invariant N -polaron system. The grey area is
the non-physical region, for which α > α0. The stability region for each number of electrons is
determined by the equation αc < α < α0. (From Ref. [105].)
In Fig. 19, the “phase diagrams” analogous to the bipolaron “phase diagram” of Ref.
[108] are plotted for an N -polaron system in bulk with N = 2, 3, 5, and 10. The area where
α0 ≤ α is the non-physical region. For α > α0, each sector between a curve corresponding
172
to a well defined N and the line indicating α0 = α shows the stability region where ωop 6= 0,
while the white area corresponds to the regime with ωop = 0. When comparing the stability
region for N = 2 from Fig. 19 with the bipolaron “phase diagram” of Ref. [108], the
stability region in the present work starts from the value αc ≈ 4.1 (instead of αc ≈ 6.9 in
Ref. [108]). The width of the stability region within the present model is also larger than
the width of the stability region within the model of Ref. [108]. Also, the absolute values
of the ground-state energy of a two-polaron system given by the present model are smaller
than those given by the approach of Ref. [108].
The difference between the numerical results of the present work and of Ref. [108] is
due to the following distinction between the used model systems. The model system of Ref.
[108] consists of two electrons interacting with two fictitious particles and with each other
through quadratic interactions. But the trial Hamiltonian given by Eq. (6) of Ref. [108] is
not symmetric with respect to the permutation of the electrons. It is only symmetric under
the permutation of the pairs “electron + fictitious particle”. As a consequence, this trial
system is only applicable if the electrons are distinguishable, i.e. have opposite spin. In
contrast to the model of Ref. [108], the model used in the present paper is described by the
trial action (9), which is fully symmetric with respect to the permutations of the electrons,
as is required to describe identical particles.
The “phase diagrams” for N > 2 demonstrate the existence of stable multipolaron states
(see Ref. [109]). As distinct from Ref. [109], here the ground state of an N -polaron system
is investigated supposing that the electrons are fermions. As seen from Fig. 20, for N > 2,
the stability region for a multipolaron state is narrower than the stability region for N = 2,
and its width decreases with increasing N .
A consequence of the Fermi statistics is the dependence of the polaron characteristics
and of the total spin of an N -polaron system on the parameters (α, α0,N). In Fig. 20, we
present the ground-state energy per particle, the confinement frequency ωop and the total
spin S as a function of the coupling constant α for α0/α = 1.05 and for a different numbers
of polarons. The ground-state energy turns out to be a continuous function of α, while
ωopand S reveal jumps. For N = 2 (the case of a bipolaron), we see from Fig. 20 that the
ground state has a total spin S = 0 for all values of α, i. e., the ground state of a bipolaron
is a singlet. This result is in agreement with earlier investigations on the large-bipolaron
problem (see, e. g., [110]).
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FIG. 20: The ground-state energy per particle (a), the optimal value ωop of the confinement
frequency (b), and the total spin (c) of a translation invariant N -polaron system as a function of
the coupling strength α for α0/α = 0.5. The vertical dashed lines in the panel c indicate the critical
values αc separating the regimes of α > αc, where the multipolaron ground state with ωop 6= 0
exists, and α < αc, where ωop = 0. (From Ref. [105].)
In summary, using the extension of the Jensen-Feynman variational principle to the
systems of identical particles, we have derived a rigorous upper bound for the free energy of
a translation invariant system of N interacting polarons. The developed approach is valid
for an arbitrary coupling strength. The resulting ground-state energy is obtained taking
into account the Fermi statistics of electrons.
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VIII. RIPPLONIC POLARONS IN MULTIELECTRON BUBBLES
A. Ripplon-phonon modes of a MEB
Spherical shells of charged particles appear in a variety of physical systems, such as
fullerenes, metallic nanoshells, charged droplets and neutron stars. A particularly interesting
physical realization of the spherical electron gas is found in multielectron bubbles (MEBs)
in liquid helium-4. These MEBs are 0.1 µm – 100 µm sized cavities inside liquid helium,
that contain helium vapor at vapor pressure and a nanometer-thick electron layer anchored
to the surface of the bubble [112]. They exist as a result of equilibrium between the surface
tension of liquid helium and the Coulomb repulsion of the electrons [113]. Recently proposed
experimental schemes to stabilize MEBs [114] have stimulated theoretical investigation of
their properties.
We describe the dynamical modes of an MEB by considering the motion of the helium
surface (“ripplons”) and the vibrational modes of the electrons together. In particular, we
analyze the case when the ripplopolarons form a Wigner lattice [111].
First, we derive the Lagrangian of interacting ripplons and phonons within a continuum
approach. The shape of the surface of a bubble is described by the function R (θ, ϕ) =
Rb + u (θ, ϕ) , where u (θ, ϕ) is the deformation of the surface from a sphere with radius
Rb. The deformation can be expanded in a series of spherical harmonics Ylm (θ, ϕ) with
amplitudes Qlm,
u (θ, ϕ) =
∞∑
l=1
l∑
m=−l
QlmYlm (θ, ϕ) . (8.1)
We suppose that the amplitudes are small in such a way that
√
l (l + 1) |Qlm| ≪ Rb.
The ripplon contribution (Tr) to the kinetic energy of an MEB, and the contributions
to the potential energy due to the surface tension (Uσ) and due to the pressure (UV) were
described in Ref. [115]:
Tr =
ρ
2
R3b
∞∑
l=1
l∑
m=−l
1
l + 1
∣∣∣Q˙lm∣∣∣2 ,
Uσ = 4πσR
2
b +
σ
2
∞∑
l=1
l∑
m=−l
(l2 + l + 2) |Qlm|2 ,
UV =
4π
3
pR3b + pRb
∞∑
l=1
l∑
m=−l
|Qlm|2 .
(8.2)
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Here ρ ≈ 145 kg/m3 is the density of liquid helium, σ ≈ 3.6 × 10−4 J/m2 is its surface
tension, and p is the difference of pressures outside and inside the bubble.
Expanding the surface electron density n (θ, ϕ) in a series of spherical harmonics with
amplitudes nlm,
n (θ, ϕ) =
∞∑
l=0
l∑
m=−l
nlmYlm (θ, ϕ) , (8.3)
the kinetic energy of the motion of electrons can be written as
Tp =
1
2
∞∑
l=1
l∑
m=−l
4πmeR
6
b
l(l + 1)N
|n˙lm|2 , (8.4)
whereme is the bare electron mass andN is the number of electrons. Finally, the electrostatic
energy (UC) of the deformed MEB with a non-uniform surface electron density (8.3) is
calculated using the Maxwell equations and the electrostatic boundary conditions at the
surface. The result is:
UC =
e2N2
2εRb
+ 2πe2R3b
∞∑
l=1
l∑
m=−l
|nlm|2
l + ε (l + 1)
− e
2N2
8πεR3b
∞∑
l=1
l∑
m=−l
l2 − ε (l + 1)
l + ε (l + 1)
|Qlm|2
− e2N
∞∑
l=1
l∑
m=−l
l + 1
l + ε (l + 1)
nlmQ
∗
lm, (8.5)
with the dielectric constant of liquid helium ε ≈ 1.0572. The last term in Eq. (8.5) describes
the ripplon-phonon mixing. Only ripplon and phonon modes which have the same angular
momentum couple to each other. After the diagonalization of the Lagrangian of this ripplon-
phonon system, we arrive at the eigenfrequencies:
Ω1,2 (l) =
{
1
2
[
ω2p (l) + ω
2
r (l)
±
√[
ω2p (l)− ω2r (l)
]2
+ 4γ2 (l)
]}1/2
, (8.6)
where ωr (l) is the bare ripplon frequency,
ωr (l) =
{
l + 1
ρR3b
[
σ
(
l2 + l + 2
)
− e
2N2
4πεR3b
l2 − ε (l + 1)
l + ε (l + 1)
+ 2pRb
]}1/2
, (8.7)
176
while ωp (l) is the bare phonon frequency,
ωp (l) =
(
e2N
meR3b
l (l + 1)
l + ε (l + 1)
)1/2
, (8.8)
and γ (l) describes the ripplon-phonon coupling:
γ (l) =
e2N
R3b
(
Nl
4πmeρR
3
b
)1/2
(l + 1)2
l + ε (l + 1)
. (8.9)
B. Electron-ripplon interaction in the MEB
The interaction energy between the ripplons and the electrons in the multielectron bubble
can be derived from the following considerations: (i) the distance between the layer electrons
and the helium surface is fixed (the electrons find themselves confined to an effectively 2D
surface anchored to the helium surface) and (ii) the electrons are subjected to a force field,
arising from the electric field of the other electrons. For a spherical bubble, this electric field
lies along the radial direction and equals
E = − Ne
2R2b
er. (8.10)
A bubble shape oscillation will displace the layer of electrons anchored to the surface. The
interaction energy which arises from this, equals the displacement of the electrons times the
force eE acting on them. Thus, we get for the interaction Hamiltonian
Hˆint =
∑
j
e|E| × u(Ωˆj). (8.11)
Here u(Ω) is the radial displacement of the surface in the direction given by the spherical
angle Ω; and Ωˆj is the (angular) position operator for electron j. The displacement can be
rewritten using (8.1) and we find
Hˆint =
∑
j
e|E|
∑
ℓ,m
QˆℓmYℓm(Ωˆj). (8.12)
Using the relation
Qˆℓ,m = (−1)(m−|m|)/2
√
~(ℓ+1)
2ρR3bωℓ
(aˆℓ,m + aˆ
+
ℓ,−m), (8.13)
the interaction Hamiltonian can be written in the suggestive form
Hˆint =
∑
ℓ,m
∑
j
Mℓ,mYℓ,m(Ωˆj)(aˆℓ,m + aˆ
+
ℓ,−m), (8.14)
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with the electron-ripplon coupling amplitude for a MEB given by
Mℓ,m = (−1)(m−|m|)/2Ne
2
2R2b
√
~(ℓ+ 1)
2ρR3bωℓ
(8.15)
C. Locally flat approximation
Substituting Mℓ,m into (8.14), we get
Hˆint =
∑
ℓ,m
∑
j
Ne2
2R2b
√
~(ℓ+ 1)
2ρR3bωℓ
(8.16)
×
[
(−1)(m−|m|)/2Yℓ,m(Ωˆj)
Rb
]
(aˆℓ,m + aˆ
+
ℓ,−m).
In this expression, we consider the limit of a bubble so large that the surface becomes flat
on all length scales of interest. Hence we let Rb → ∞ but keep ℓ/Rb = q a constant. This
means we have to let ℓ→∞ as well. In this limit,
lim
ℓ→∞
Yℓ,0(θ) =
iℓ
π
√
sin θ
sin[(ℓ+ 1/2)θ + π/4], (8.17)
and Yℓ,0(θ) varies locally as a plane wave with wave vector q = ℓ/Rb. The wave function
Yℓ,m(Ωˆj)/Rb is furthermore normalized with respect to integration over the surface (with
total area 4πR2b). Thus, we get in the locally flat approximation
Hˆint =
∑
q
∑
j
Ne2
2R2b
√
~q
2ρω(q)
eiq.ˆrj(aˆq + aˆ
+
−q), (8.18)
or
Hˆint =
∑
q
∑
j
Mqe
iq.ˆrj(aˆq + aˆ
+
−q),
Mq = e|E|
√
~q
2ρω(q)
. (8.19)
This corresponds in the limit of large bubbles to the interaction Hamiltonian expected for a
flat surface.
D. Ripplopolaron in a Wigner lattice: the mean-field approach
In their treatment of the electron Wigner lattice embedded in a polarizable medium such
as a semiconductors or an ionic solid, Fratini and Que´merais [116] described the effect of
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the electrons on a particular electron through a mean-field lattice potential. The (classical)
lattice potential Vlat is obtained by approximating all the electrons acting on one particular
electron by a homogenous charge density in which a hole is punched out; this hole is centered
in the lattice point of the particular electron under investigation and has a radius given by
the lattice distance d.
Within this particular mean-field approximation, the lattice potential can be calculated
from classical electrostatics and we find that for a 2D electron gas it can be expressed in
terms of the elliptic functions of first and second kind, E (x) and K (x),
Vlat (r) = − 2e
2
πd2
{
|d− r|E
[
− 4rd
(d− r)2
]
+ (d+ r) sgn (d− r)K
[
− 4rd
(d− r)2
]}
. (8.20)
Here, r is the position vector measured from the lattice position. We can expand this
potential around the origin to find the small-amplitude oscillation frequency of the electron
lattice:
lim
r≪d
Vlat (r) = −2e
2
d
+
1
2
meω
2
latr
2 +O (r4) , (8.21)
with the confinement frequency
ωlat =
√
e2
med3
. (8.22)
In the mean-field approximation, the Hamiltonian for a ripplopolaron in a lattice on a locally
flat helium surface is given by
Hˆ =
pˆ2
2me
+ Vlat (rˆ) +
∑
q
~ω(q)aˆ+q aˆq
+
∑
q
Mqe
−iq.r (aˆq + aˆ+−q) , (8.23)
where rˆ is the electron position operator.
Now that the lattice potential has been introduced, we can move on and include effects
of the bubble geometry. If we restrict our treatment to the case of large bubbles (with
N > 105 electrons), then both the ripplopolaron radius and the inter-electron distance d are
much smaller than the radius of the bubble Rb. This gives us ground to use the locally flat
approximation using the auxiliary model of a ripplonic polaron in a planar system described
by (8.23), but with a modified ripplon dispersion relation and an modified pressing field.
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We find for the modified ripplon dispersion relation in the MEB:
ω(q) =
√
σ
ρ
q3 +
p
ρRb
q, (8.24)
where Rb is the equilibrium bubble radius which depends on the pressure and the number of
electrons. The bubble radius is found by balancing the surface tension and the pressure with
the Coulomb repulsion. The modified electron-ripplon interaction amplitude in an MEB is
given by
Mq = e|E|
√
~q
2ρω(q)
. (8.25)
The effective electric pressing field pushing the electrons against the helium surface and
determining the strength of the electron-ripplon interaction is
E = − Ne
2R2b
er. (8.26)
E. Ripplopolaron Wigner lattice at finite temperature
To study the ripplopolaron Wigner lattice at finite temperature and for any value of the
electron-ripplon coupling, we use the variational path-integral approach [43]. This varia-
tional principle distinguishes itself from Rayleigh-Ritz variation in that it uses a trial action
functional Strial instead of a trial wave function.
The action functional of the system described by Hamiltonian (8.23), becomes, after
elimination of the ripplon degrees of freedom,
S = −1
~
~β∫
0
dτ
{me
2
r˙2(τ) + Vlat[r(τ)]
}
+
∑
q
|Mq|2
×
~β∫
0
dτ
~β∫
0
dσGω(q)(τ − σ)eiq·[r(τ)−r(σ)], (8.27)
with
Gν(τ − σ) = cosh[ν(|τ − σ| − ~β/2)]
sinh(β~ν/2)
. (8.28)
In preparation of its customary use in the Jensen-Feynman inequality, the action functional
(8.27) is written in imaginary time t = iτ with β = 1/(kBT ) where T is the temperature.
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We introduce a quadratic trial action of the form
Strial = −1
~
~β∫
0
dτ
[
me
2
r˙2(τ) +
meΩ
2
2
r2(τ)
]
− Mw
2
4~
~β∫
0
dτ
~β∫
0
dσGw(τ − σ)r(τ) · r(σ). (8.29)
whereM,w, and Ω are the variationally adjustable parameters. This trial action corresponds
to the Lagrangian
L0 = me
2
r˙2 +
M
2
R˙2 − κ
2
r2 − K
2
(r−R)2, (8.30)
from which the degrees of freedom associated with R have been integrated out. This La-
grangian can be interpreted as describing an electron with mass me at position r, coupled
through a spring with spring constant κ to its lattice site, and to which a fictitious mass M
at position R has been attached with another spring, with spring constant K. The relation
between the spring constants in (8.30) and the variational parameters w,Ω is given by
w =
√
K/me, (8.31)
Ω =
√
(κ+K)/me. (8.32)
Based on the trial action Strial, Feynman’s variational method allows one to obtain an
upper bound for the free energy F of the system (at temperature T ) described by the action
functional S by minimizing the following function:
F = F0 − 1
β
〈S − Strial〉 , (8.33)
with respect to the variational parameters of the trial action. In this expression, F0 is the
free energy of the trial system characterized by the Lagrangian L0, β = 1/(kbT ) is the
inverse temperature, and the expectation value 〈S − Strial〉 is to be taken with respect to
the ground state of this trial system. The evaluation of expression (8.33) is straightforward
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though lengthy. We find
F =
2
β
ln
[
2 sinh
(
β~Ω1
2
)]
+
2
β
ln
[
2 sinh
(
β~Ω2
2
)]
− 2
β
ln
[
2 sinh
(
β~w
2
)]
− ~
2
2∑
i=1
a2iΩi coth
(
β~Ωi
2
)
−
√
πe2
D
e−d
2/(2D)
[
I0
(
d2
2D
)
+ I1
(
d2
2D
)]
(8.34)
− 1
2π~β
∫ ∞
1/Rb
dqq|Mq|2
∫
~β/2
0
dτ
cosh[ω(q)(τ − ~β/2)]
sinh[β~ω(q)/2]
× exp
[
− ~q2
2me
2∑
j=1
a2j
cosh(~Ωjβ/2)−cosh[~Ωj(τ−β/2)]
Ωj sinh(~Ωjβ/2)
]
.
In this expression, I0 and I1 are Bessel functions of imaginary argument, and
D =
~
me
2∑
j=1
a2j
Ωj
coth (~Ωjβ/2) , (8.35)
a1 =
√
Ω21 − w2
Ω21 − Ω22
; a2 =
√
w2 − Ω22
Ω21 − Ω22
. (8.36)
Finally, Ω1 and Ω2 are the eigenfrequencies of the trial system, given by
Ω21,2 =
1
2
[
Ω2 + w2 ±
√
(Ω2 − w2)2 + 4K/(Mme)
]
. (8.37)
Optimal values of the variational parameters are determined by the numerical minimization
of the variational functional F as given by expression (8.34).
F. Melting of the ripplopolaron Wigner lattice
The Lindemann melting criterion [117] states in general that a crystal lattice of objects
(be it atoms, molecules, electrons, or ripplopolarons) will melt when the average motion
of the objects around their lattice site is larger than a critical fraction δ0 of the lattice
parameter d. It would be a strenuous task to calculate from first principles the exact value
of the critical fraction δ0, but for the particular case of electrons on a helium surface, we can
make use of an experimental determination. Grimes and Adams [118] found that the Wigner
lattice melts when Γ = 137±15, where Γ is the ratio of potential energy to the kinetic energy
per electron. At temperature T the average kinetic energy in a lattice potential Vlat is
Ekin =
~ωlat
2
coth
(
~ωlat
2kBT
)
, (8.38)
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and the average distance that an electron moves out of the lattice site is determined by
〈
r2
〉
=
~
meωlat
coth
(
~ωlat
2kBT
)
=
2Ekin
meω2lat
. (8.39)
From this we find that for the melting transition in Grimes and Adams’ experiment [118],
the critical fraction equals δ0 ≈ 0.13. This estimate is in agreement with previous (empirical)
estimates yielding δ0 ≈ 0.1 [119], and we shall use it in the rest of this section.
Within the approach of Fratini and Que´merais [116], the Wigner lattice of (rip-
plo)polarons melts when at least one of the two following Lindemann criteria are met:
δr =
√〈R2cms〉
d
> δ0, (8.40)
δρ =
√〈ρ2〉
d
> δ0. (8.41)
where ρ andRcms are, respectively, the relative coordinate and the center of mass coordinate
of the model system (8.30): if r is the electron coordinate and R is the position coordinate
of the fictitious ripplon mass M , this is
Rcms =
mer+MR
me +M
; ρ = r−R. (8.42)
The appearance of two Lindemann criteria takes into account the composite nature of (rip-
plo)polarons. As follows from the physical sense of the coordinates ρ and Rcms, the first
criterion (8.40) is related to the melting of the ripplopolaron Wigner lattice towards a rip-
plopolaron liquid, where the ripplopolarons move as a whole, the electron together with
its dimple. The second criterion (8.41) is related to the dissociation of ripplopolarons: the
electrons shed their dimple.
The path-integral variational formalism allows us to calculate the expectation values
〈R2cms〉 and 〈ρ2〉 with respect to the ground state of the variationally optimal model system.
We find
〈
R2cms
〉
=
~w4
me [w2(Ω21 + Ω
2
2)− Ω21Ω22] (Ω21 − Ω22)
× [Ω42(Ω21 − w2) coth(~Ω1β/2)/Ω1
+Ω41(w
2 − Ω22) coth(~Ω2β/2)/Ω2
]
, (8.43)
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〈
ρ2
〉
=
~
me (Ω21 − Ω22) (Ω21 − w2) (w2 − Ω22)
× [Ω31(w2 − Ω22) coth (~Ω1β/2)
+Ω32(Ω
2
1 − w2) coth(~Ω2β/2)
]
. (8.44)
Numerical calculation shows that for ripplopolarons in an MEB the inequality Ω1 ≫ w is
fulfilled (w/Ω1 ≈ 10−3 to 10−2) so that the strong-coupling regime is realized. Owing to this
inequality, we find from Eqs. (8.43),(8.44) that
〈
R2cms
〉≪ 〈ρ2〉 . (8.45)
So, the destruction of the ripplopolaron Wigner lattice in an MEB occurs through the
dissociation of ripplopolarons, since the second criterion (8.41) will be fulfilled before the
first (8.40). The results for the melting of the ripplopolaron Wigner lattice are summarized
in the phase diagram shown in Fig. 21.
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FIG. 21: The phase diagram for the spherical 2D layer of electrons in the MEB. Above a critical
pressure, a ripplopolaron solid (a Wigner lattice of electrons with dimples in the helium surface
underneath them) is formed. Below the critical pressure, the ripplopolaron solid melts into an
electron liquid through dissociation of ripplopolarons. (From Ref. [111].)
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For every value of N , pressure p and temperature T in an experimentally accessible
range, this figure shows whether the ripplopolaron Wigner lattice is present (points above
the surface) or molten (points below the surface). Below a critical pressure (on the order
of 104 Pa) the ripplopolaron solid will melt into an electron liquid. This critical pressure
is nearly independent of the number of electrons (except for the smallest bubbles) and is
weakly temperature dependent, up to the helium critical temperature 5.2 K. This can be
understood since the typical lattice potential well in which the ripplopolaron resides has
frequencies of the order of THz or larger, which correspond to ∼ 10 K.
The new phase that we predict, the ripplopolaron Wigner lattice, will not be present for
electrons on a flat helium surface. At the values of the pressing field necessary to obtain a
strong enough electron-ripplon coupling, the flat helium surface is no longer stable against
long-wavelength deformations [120]. Multielectron bubbles, with their different ripplon dis-
persion and the presence of stabilizing factors such as the energy barrier against fissioning
[121], allow for much larger electric fields pressing the electrons against the helium surface.
The regime of N , p, T parameters suitable for the creation of a ripplopolaron Wigner lattice
lies within the regime that would be achievable in recently proposed experiments aimed at
stabilizing multielectron bubbles [114]. The ripplopolaron Wigner lattice and its melting
transition might be detected by spectroscopic techniques [118, 122] probing for example the
transverse phonon modes of the lattice [123].
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Appendix A: Optical conductivity of a strong-coupling Fro¨hlich polaron [S. N.
Klimin and J. T. Devreese, Phys. Rev. B 89, 035201 (2014)]
1. Introduction
The optical conductivity of the Fro¨hlich polaron model attracted attention for years
[125]. In the regime of weak coupling, the optical absorption of a polaron was calculated
using different methods, e. g., Green’s function method [71], the Low-Lee-Pines formalism
[73, 80], perturbation expansion of the current-current correlation function [126]. The strong-
coupling polaron optical conductivity was calculated taking into account one-phonon [49]
and two-phonon [75] transitions from the polaron ground state to the polaron relaxed excited
state (RES). In fact the present work finalizes the project started in Ref. [49]. Using the
path integral response formalism, the impedance function of an all-coupling polaron was
calculated by FHIP [47] on the basis of the Feynman polaron model [43]. Developing further
the FHIP approach, the optical conductivity was calculated in the path-integral formalism
at zero temperature [50] and at finite temperatures [76]. In Ref. [127], the extension of
the method of Ref. [50] accounting for the polaron damping (for the polaron coupling
constant α . 8) and the asymptotic strong-coupling approach using the Franck-Condon
(FC) picture for the optical conductivity (for α & 8) have given reasonable results for the
polaron optical conductivity at all values of α. The concept of the RES and FC polaron states
played a key role in the understanding of the mechanism of the polaron optical conductivity
[7, 41, 49, 50, 75, 76].
Recently, the Diagrammatic Quantum Monte Carlo (DQMC) numerical method has been
developed [30, 79], which provides accurate results for the polaron characteristics in all
coupling regimes. The analytic treatment [50] was intended to be valid at all coupling
strengths. However, it is established in [7, 50, 75] that the linewidth of the obtained spectra
[50] is unreliable for α ' 7. Nevertheless, the position of the peak attributed to RES in
Ref. [50] is close to the maximum of the polaron optical conductivity band calculated using
DQMC up to very large values of α (see Fig. 1).
An extension of the path-integral approach [50] performed in Ref. [127] gives a good
agreement with DQMC for weak and intermediate coupling strengths. In the strong-coupling
limit, in Ref. [127] the adiabatic strong-coupling expansion was applied. That expansion,
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however, is not exact in the strong-coupling limit because of a parabolic approximation [35]
for the adiabatic potential.
In the present work, the strong-coupling approach of Ref. [127] is extended in order to
obtain the polaron optical conductivity which is asymptotically exact in the strong-coupling
limit. We develop the multiphonon strong-coupling expansion using numerically accurate
in the strong-coupling limit polaron energies and wave functions and accounting for non-
adiabaticity.
2. Optical conductivity
We consider the electron-phonon system with the Hamiltonian written down in the Feyn-
man units (~ = 1, the carrier band mass mb = 1, and the LO-phonon frequency ωLO = 1)
H =
p2
2
+
∑
q
(
b+q bq +
1
2
)
+
1√
V
∑
q
√
2
√
2πα
q
(
bq + b
+
−q
)
eiq·r. (A1)
where r,p represent the position and momentum of an electron, b+q , bq denote the creation
and annihilation operators for longitudinal optical (LO) phonons with wave vector q, and Vq
describes the amplitude of the interaction between the electrons and the phonons. For the
Fro¨hlich electron-phonon interaction, the amplitude of the electron – LO-phonon interaction
is
Vq =
1√
V
√
2
√
2πα
q
(A2)
with the crystal volume V , and the electron-phonon coupling constant α.
The polaron optical conductivity describes the response of the system with the Hamil-
tonian (5.2) to an applied electromagnetic field (along the z-axis) with frequency ω. This
optical response is expressed using the Kubo formula with a dipole-dipole correlation func-
tion:
Re σ (ω) =
n0ω
2
(
1− e−βω) ∫ ∞
−∞
eiωt 〈dz (t) dz〉 dt, (A3)
where d = −e0r is the electric dipole moment, e0 is the unit charge, β = 1kBT , n0 is the
electron density. In the zero-temperature limit, the optical conductivity (A3) measured in
units of e20 becomes
Re σ (ω) =
ω
2
∫ ∞
−∞
eiωtfzz (t) dt, (A4)
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with the correlation function
fzz (t) ≡ 〈z (t) z (0)〉 =
〈
Ψ0
∣∣eitHze−itHz∣∣Ψ0〉 , (A5)
where |Ψ0〉 is the ground-state wave function of the electron-phonon system.
Within the strong-coupling approach, the ground-state wave function is chosen as the
product of a trial wave function of an electron
∣∣∣ψ(e)0 〉 and of a trial wave function of a
phonon subsystem |Φph〉:
|Ψ0〉 =
∣∣∣ψ(e)0 〉 |Φph〉 . (A6)
The phonon trial wave function is written as the strong-coupling unitary transformation
applied to the phonon vacuum
|Φph〉 = U |0ph〉 . (A7)
with the unitary operator
U = e
∑
q(fqbq−f∗qb+q ), (A8)
and the variational parameters {fq}. The transformed Hamiltonian H˜ ≡ U−1HU takes the
form
H˜ = H˜0 +W (A9)
with the terms
H˜0 =
p2
2
+
∑
q
|fq|2 + Va (r) +
∑
q
(
b+q bq +
1
2
)
, (A10)
W =
∑
q
(
Wqbq +W
∗
qb
+
q
)
. (A11)
Here, Wq are the amplitudes of the renormalized electron-phonon interaction
Wq =
√
2
√
2πα
q
√
V
(
eiq·r − ρq
)
, (A12)
where ρq is the expectation value of the operator e
iq·r with the trial electron wave function∣∣∣ψ(e)0 〉:
ρq =
〈
ψ
(e)
0
∣∣eiq·r∣∣ψ(e)0 〉 , (A13)
and Va (r) is the self-consistent potential energy for the electron,
Va (r) = −
∑
q
4
√
2πα
q2V
ρ−qeiq·r. (A14)
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Averaging the Hamiltonian (A9) with the phonon vacuum |0〉 and with the trial electron
wave function |ψ0〉, we arrive at the following variational expression for the ground-state
energy
E0 = 〈Ψ0 |H|Ψ0〉 =
〈
ψ0
∣∣∣∣p22
∣∣∣∣ψ0
〉
+
∑
q
|fq|2
−
∑
q
(
Vqf
∗
qρq + V
∗
q fqρ−q
)
, (A15)
After minimization of the polaron ground-state energy (A15), the parameters fq acquire
their optimal values
fq = Vqρq. (A16)
The ground-state energy with {fq} given by Eq. (A16) takes the form
E0 =
〈
ψ0
∣∣∣∣p22
∣∣∣∣ψ0
〉
−
∑
q
|Vq|2 |ρq|2 . (A17)
With the strong-coupling Ansatz (A6) for the polaron ground-state wave function and
after the application of the unitary transformation (A8), the correlation function (A5) takes
the form
fzz (t) =
〈
0ph
∣∣∣〈ψ0 ∣∣∣eitH˜ze−itH˜z∣∣∣ψ0〉∣∣∣ 0ph〉 . (A18)
This correlation function can be expanded using a complete orthogonal set of intermediate
states |j〉 and the completeness property:
∑
j
|j〉 〈j| = 1. (A19)
In the present work, we use the intermediate basis of the Franck-Condon (FC) states. The FC
states correspond to the equilibrium phonon configuration for the ground state. Thus the FC
wave functions are the exact eigenstates of the Hamiltonian H˜0. Further on, the FC wave
functions are written in the spherical-wave representation as |ψn,l,m〉 = Rn,l (r) Yl,m (θ, ϕ)
where Rn,l (r) are the radial wave functions, and Yl,m (θ, ϕ) are the spherical harmonics, l
is the quantum number of the angular momentum, m is the z-projection of the angular
momentum, and n is the radial quantum number8. The energy levels for the eigenstates of
the Hamiltonian H˜0 are denoted En,l.
8In this classification, the ground-state wave function is |ψ0,0,0〉 ≡ |ψ0〉.
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Using (A19) with that complete and orthogonal basis , we transform (A18) to the ex-
pression
fzz (t) =
∑
n,l,m,
n′,l′,m′,
n′′,l′′,m′′
〈ψn,l,m |z|ψn′′,l′′,m′′〉 〈ψn′,l′,m′ |z|ψ0〉
×
〈
0ph
∣∣∣〈ψ0 ∣∣∣eitH˜ ∣∣∣ψn,l,m〉〈ψn′′,l′′,m′′ ∣∣∣e−itH˜∣∣∣ψn′,l′,m′〉∣∣∣ 0ph〉 . (A20)
So far, the only approximation made in (A20) is the strong-coupling Ansatz for the
polaron ground-state wave function. However, in order to obtain a numerically tractable
expression for the polaron optical conductivity, an additional approximation valid in the
strong-coupling limit must be applied to the matrix elements of the evolution operator e−itH˜
with the Hamiltonian of the electron-phonon system H˜ given by formula (A9). According
to Ref. [128], in the strong-coupling limit, the matrix elements of the Hamiltonian of the
electron-phonon system between states corresponding to different energy levels are of order
of magnitude α−4. Therefore in the strong-coupling regime these matrix elements can be
neglected; this is called the adiabatic or the Born-Oppenheimer (BO) approximation [128],
because of its strict analogy with the Born-Oppenheimer adiabatic approximation in the
theory of molecules and crystals ([129], p. 171). Consequently, in the further treatment we
neglect the matrix elements
〈
ψn,l,m
∣∣∣e−itH˜ ∣∣∣ψn′,l′,m′〉 for the FC states with different energies,
En,l 6= En′,l′. The same scheme was used in the theory of the multi-phonon optical processes
for bound electrons interacting with phonons [23, 130].
Strictly speaking, the summation over the excited polaron states in Eq. (A20) must
involve the transitions to both the discrete and continuous parts of the polaron spectrum.
A transition to the states of the continuous spectrum means that the electron leaves the
polaron potential well. Therefore these transitions can be attributed to the “polaron dis-
sociation”. The transitions to the continuous spectrum are definitely beyond the adiabatic
approximation. As shown in Ref. [23], the transition probability to the states of the continu-
ous spectrum is very small compared with the transition probability between the ground and
the first excited state (which belongs to the discrete part of the polaron energy spectrum).
We neglect here the contribution to the polaron optical conductivity due to the transitions
to the continuous spectrum.
The matrix elements neglected within the adiabatic approximation correspond to the
transitions between FC states with different energies due to the electron-phonon interac-
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tion. Hence these transitions can be called non-adiabatic. The adiabatic approximation is
related to the matrix elements of the evolution operator e−itH˜ . On the contrary, the ma-
trix elements of the transitions between different FC states for the electric dipole moment
are, in general, not equal to zero. Moreover, these transitions can be accompanied by the
emission of phonons. The electron FC wave functions constitute a complete orthogonal set.
However, the corresponding phonon wave functions can be non-orthogonal because of a dif-
ferent shift of phonon coordinates for different electron states. This makes multi-phonon
transitions possible [130]. It is important to note that in our treatment we neglect only
the non-adiabatic transitions between the electron states with different energies. On the
contrary, the transitions within one and the same degenerate level can be non-adiabatic.
This internal non-adiabaticity (i. e., the non-adiabaticity of the transitions within one and
the same degenerate level) is taken into account in the subsequent treatment.
It is useful to stress the difference between the strong-coupling Ansatz and the adiabatic
approximation. The strong-coupling Ansatz consists of the choice of the trial variational
ground state wave function for the electron-phonon system in the factorized form (A6). The
adiabatic approximation means neglecting the matrix elements of the evolution operator
between internal polaron states with different energies. These two approximations are not
the same, but they both are valid in the strong-coupling regime and consistent with each
other.
The correlation function (A20) is transformed in the following way. The exponents eitH˜
and e−itH˜ are disentangled:
e−itH˜ = e−itH˜0Texp
(
−i
∫ t
0
dsW (s)
)
, (A21)
eitH˜ = eitH˜0Texp
(
i
∫ t
0
dsW (−s)
)
(A22)
where W (s) is the renormalized electron-phonon interaction Hamiltonian W in the interac-
tion representation,
W (s) ≡ eisH˜0We−isH˜0. (A23)
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This gives us the result
fzz (t) =
∑
n,l,m,
n′,l′,m′,
n′′,l′′,m′′
〈ψn,l,m |z|ψn′′,l′′,m′′〉 〈ψn′,l′,m′ |z|ψ0〉 eit(E0−En′′,l′′)
×
〈
0ph
∣∣∣∣
〈
ψ0
∣∣∣∣Texp
(
i
∫ t
0
dsW (−s)
)∣∣∣∣ψn,l,m
〉
×
〈
ψn′′,l′′,m′′
∣∣∣∣Texp
(
−i
∫ t
0
dsW (s)
)∣∣∣∣ψn′,l′,m′
〉∣∣∣∣ 0ph
〉
. (A24)
Within the adiabatic approximation, the optical conductivity is simplified. The full
details of the derivation are described in the Appendix A. First, using the selection rules for
the dipole matrix elements, the spherical symmetry of the Hamiltonian H˜ and the adiabatic
approximation, the correlation function (A24) is reduced to the form
fzz (t) =
∑
n
Dne
−iΩn,0t
×
〈
ψn,1,0
∣∣∣∣
〈
0ph
∣∣∣∣Texp
[
−i
∫ t
0
dsW (s)
]∣∣∣∣ 0ph
〉∣∣∣∣ψn,1,0
〉
(A25)
where Ωn,0 is the FC transition frequency
Ωn,0 ≡ En,1 − E0, (A26)
and Dn is the squared modulus of the dipole transition matrix element
Dn = |〈ψ0 |z|ψn,1,0〉|2 . (A27)
Within the adiabatic approximation, the partial (with the electron wave functions) aver-
aging of the operator T-exponent in (A25) can be exactly performed (see details in Appendix
A). As a result, the optical conductivity is transformed to the expression
Re σ (ω) =
ω
6
∑
n
Dn
∫ ∞
−∞
ei(ω−Ωn,0)t
×
〈
0ph
∣∣∣∣Tr
(
Texp
[
−i
∫ t
0
dsW(n) (s)
])∣∣∣∣ 0ph
〉
dt. (A28)
The T-exponent in (A28) contains the finite-dimensional matrix W(n) (s) depending on the
phonon coordinates: (
W
(n)
k,l,m
)
m1,m2
= 〈ψn,1,m1 |Wk,l,m|ψn,1,m2〉 (A29)
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where Wk,l,m are the amplitudes of the electron-phonon interaction in the basis of spherical
wave functions.
Because the kinetic energy of the phonons is of order α−4 compared to the leading term
of the Hamiltonian [128], we neglect this kinetic energy in the present work, because the
treatment is related to the strong-coupling regime. As a result, Qk,l,m commute with the
Hamiltonian H˜0, so that in (A28), W
(n) (s) = W(n). Furthermore, in a finite-dimensional
basis {|ψn,l,m〉} for a given level (n, l), all eigenvalues of the Hamiltonian H˜0 are the same.
Therefore the T-exponent entering (A28) in that finite-dimensional basis turns into a usual
exponent. As a result, the strong-coupling polaron optical conductivity (A28) takes the
form
Re σ (ω) =
ω
6
∑
n
Dn
∫ ∞
−∞
ei(ω−Ωn,0)t
〈
0ph
∣∣Tr exp (−iW(n)t)∣∣ 0ph〉 dt. (A30)
The matrix interaction Hamiltonian (A29) depends on the phonon coordinates, and the
matrices W
(n)
k,l,m with different m for one and the same degenerate energy level do not com-
mute with each other. According to the Jahn – Teller theorem [131], for a degenerate level
there does not exist a unitary transformation which simultaneously diagonalizes all matrices
W
(n)
k,l,m in a basis that does not depend on the phonon coordinates. The manifestations of
that theorem are attributed to the Jahn – Teller effect. Therefore, because we neglect the
non-commutation of the matrices W
(n)
k,l,m, the Jahn – Teller effect is omitted.
In fact, neglecting the Jahn – Teller effect is not necessary. The averaging in Eq. (A30)
is performed exactly using the effective phonon modes similarly to Ref. [133] (see the details
in Appendix B). As a result, we arrive at the following expression for the strong-coupling
polaron optical conductivity
Reσ (ω) =
ω
3π2
∑
n
Dn
a
(n)
0
∫ ∞
−∞
dx0
∫ ∞
−∞
dx1
∫ ∞
−∞
dx2
∫ ∞
−∞
dy1
∫ ∞
−∞
dy2
×
3∑
j=1
exp


−1
2

x20 +
∑
m=1,2
(
x2m + y
2
m
)
+
(
ω − Ωn,0 − a
(n)
2
2
√
5π
λj (Q2)
)2
(
a
(n)
0
)2




. (A31)
Here, λj (Q2) are the eigenvalues for the matrix interaction Hamiltonian, which are explicitly
determined in the Appendix B by the formula (A74). The coefficients a
(n)
0 and a
(n)
2 are given
by (A65) and (A66), respectively. The polaron optical conductivity given by the expression
(A31), is in fact an envelope of the multiphonon polaron optical conductivity band with
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the correlation function (A28) provided by the phonon-assisted transitions from the polaron
ground state to the polaron RES. This result is consistent with Ref. [49], where the same
paradigm of the phonon-assisted transitions to the polaron RES was exploited, but the
calculation was limited to the one-phonon transition.
In order to reveal the significance of the Jahn – Teller effect for the polaron, we alterna-
tively calculate
〈
0ph
∣∣Tr exp (−iW(n)t)∣∣ 0ph〉 neglecting the non-commutation of the matrices
W
(n)
k,l,m, as described in the Appendix B. 2. The resulting expression for the polaron optical
conductivity is much simpler than formula (A31) and is similar to the expression (3) of Ref.
[127]:
Re σ (ω) = ω
∑
n
√
π
2ω
(n)
s
Dn exp
(
−(ω − Ωn,0)
2
2ω
(n)
s
)
, (A32)
with the parameter (often called the Huang-Rhys factor)
ω(n)s =
1
2
(
a
(n)
0
)2
+
1
4π
(
a
(n)
2
)2
. (A33)
The strong-coupling electron energies and wave functions in Eq. (A28) can be calculated
using different approximations. For example, within the Landau-Pekar (LP) approximation
[35], the trial wave function |ψ0〉 is chosen as the ground state of a 3D oscillator. Within
the Pekar approximation [23], |ψ0〉 is chosen in the form
|ψ0 (r)〉 = Ce−ar
(
1 + ar + br2
)
(A34)
with the variational parameters a and b. Finally, the trial ground state wave function can be
determined numerically exactly following Miyake [40] (see also [132], Chap. 5.22). Within
the LP approximation, formula (A32) reproduces the polaron optical conductivity obtained
in Ref. [127].
In the LP approximation, the matrix elements 〈ψ0 |z|ψn,1,0〉 are different from zero only
for n = 1, i. e. only for the 1s → 2p transition. Beyond the LP approximation, also
the transitions to other excited states are allowed because of the nonparabolicity of the
self-consistent potential Va (r). The use of exact strong-coupling wave functions, instead of
the LP wave functions, may significantly influence the optical conductivity. In the present
treatment we use the numerically exact electron energies and wave functions of both ground
and first excited states according to Ref. [40]. The FC transition energies Ωn,0 to leading
order of the strong-coupling approximation are determined according to (A26). In order to
195
account for the corrections of the FC energy with accuracy up to α0, we add to Ωn,0 the
correction ∆ΩFC ≈ −3.8 from Ref. [127]. Because we use the numerically accurate strong-
coupling wave functions and energies corresponding to Miyake [40], the formula (A24) is
asymptotically exact in the strong-coupling limit, at least in its leading term in powers of
α−2.
3. Results and discussion
In Figs. 2 to 3, we have plotted the polaron optical conductivity spectra calculated for
different values of the coupling constant α. The optical conductivity spectra calculated
within the present strong-coupling approach taking into account the Jahn – Teller effect are
shown by the solid curves. The optical conductivity derived neglecting the Jahn – Teller
effect is shown by the dashed curves. It is worth mentioning that there is little difference
in the optical conductivity spectra between those calculated with and without the Jahn
– Teller effect. The optical conductivity obtained in Ref. [127] with the Landau-Pekar
(LP) adiabatic approximation is plotted with dash-dotted curves. The full dots show the
numerical Diagrammatic Quantum Monte Carlo (DQMC) data [79, 127]. The FC transition
frequency for the transition to the first excited FC state Ω1,0 ≡ ΩFC and the RES transition
frequency ΩRES are explicitly indicated in the figures.
The polaron optical conductivity spectra calculated within the present strong-coupling
approach are shifted to lower frequencies with respect to the optical conductivity spectra
calculated within the LP approximation of Ref. [127]. This shift is due to the use of the
numerically accurate strong coupling energy levels and wave functions of the internal polaron
states, and of the numerically accurate self-consistent adiabatic polaron potential.
According to the selection rules for the matrix elements of the electron-phonon interac-
tion, there is a contribution to the polaron optical conductivity from the phonon modes
with angular momentum l = 0 (s-phonons) and with angular momentum l = 2 (d-phonons).
The s-phonons are fully symmetric, therefore they do not contribute to the Jahn – Teller
effect, while the d-phonons are active in the Jahn – Teller effect. The contribution of the
d-phonons to the optical conductivity spectra is not small compared to the contribution of
the s-phonons. However, the distinction between the optical conductivity spectra calculated
with and without the Jahn – Teller effect is relatively small.
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For α = 8 and α = 8.5, the maxima of the polaron optical conductivity spectra, calculated
within the present strong-coupling approach are positioned to the low frequency side of the
maxima of those calculated using the DQMC method. The agreement between our strong-
coupling polaron optical conductivity spectra and the numerical DQMC data improves with
increasing alpha. This is in accordance with the fact that the present strong-coupling ap-
proach for the polaron optical conductivity is asymptotically exact in the strong-coupling
limit.
The total polaron optical conductivity must satisfy the sum rule [82]∫ ∞
0
Re σ (ω)dω =
π
2
. (A35)
In the weak- and intermediate-coupling regimes at T = 0, there are two contributions to the
left-hand side of that sum rule: (1) the contribution from the polaron optical conductivity
for ω > ωLO and (2) the contribution from the “central peak” at ω = 0, which is proportional
to the inverse polaron mass [82]. In the asymptotic strong-coupling regime, the inverse to
the polaron mass is of order α−4, and hence the contribution from the “central peak” to the
polaron optical conductivity is beyond the accuracy of the present approximation (where we
keep the terms ∝ α−2 and ∝ α0).
As discussed above, in the present work the transitions from the ground state to the states
of the continuous part of the polaron energy spectrum are neglected. Therefore the integral
over the frequency [the left-hand side of (A35)] for the optical conductivity calculated within
the present strong-coupling approximation can be (relatively slightly) smaller than π/2. The
relative contribution of the transitions to the continuous part of the polaron spectrum, ∆c,
can be therefore estimated as
∆c ≡ 1− 2
π
∫ ∞
0
Re σ (ω) dω, (A36)
where the right-hand side is obtained by a numerical integration of Re σ (ω) calculated
within the present strong-coupling approach. This numeric estimation shows that for α > 8,
∆c < 0.01. Moreover, with increasing α, the relative contribution of the transitions to
the continuous part of the polaron spectrum falls down. This confirms the accuracy of the
present strong-coupling approach.
In Refs. [95, 134], the optical conductivity of a strong-coupling polaron was calculated
assuming that in the strong-coupling regime the polaron optical response is provided mainly
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by the transitions to the continuous part of the spectrum (these transitions are called there
“the polaron dissociation”). This concept is in contradiction both with the early estimation
by Pekar [23] discussed above and with the very small weight of those transitions shown in
Fig. 4. The approach of Ref. [95] in fact takes into account only a small part of the strong-
coupling polaron optical conductivity – namely, the high-frequency “tail” of the optical
conductivity spectrum.
When comparing the polaron optical conductivity spectra calculated in the present work
with the DQMC data [79, 127], we can see that the present approach, with respect to
DQMC, underestimates the high-frequency part of the polaron optical conductivity. This
difference, however, gradually diminishes with increasing α, in accordance with the fact that
the present method is an asymptotic strong-coupling approximation.
Because the optical conductivity spectra calculated in the present strong-coupling ap-
proximation using the expressions (A31) and (A32) represent the envelopes of the RES peak
with the multi-phonon satellites, the separate peeks are not explicitly seen in those spectra.
The FC and RES peaks are indicated in the figures by the arrows. The FC transition fre-
quency Ω1,0 in the strong-coupling case is positioned close to the maximum of the polaron
optical conductivity band (both calculated within the present approach and within DQMC).
The RES transition frequency is positioned one ωLO below the onset of the LO-sidebands.
Note that the strong-coupling polaron optical conductivity derived in Refs. [135] contains
only the zero-phonon (RES) line and no phonon satellites at all. In contrast, in the present
calculation, the maximum of the polaron optical conductivity spectrum shifts to higher fre-
quencies with increasing α, so that the multiphonon processes invoking large number of
phonons become more and more important, in accordance with predictions of Refs. [49, 50].
It is worth noting the following important point: the maximum of the polaron optical
conductivity band can be hardly interpreted as a broadened transition to an FC state on the
following reasons. Formula (A28) describes a set of multi-phonon peaks. In the simplifying
approximation which neglects the Jahn – Teller effect (see Ref. [127]), those peaks are
positioned at the frequencies ω = Ω˜n,0 + k, where k is the number of emitted phonons and
is the frequency of the zero-phonon line. The frequencies Ω˜n,0 do not coincide with the FC
transition frequencies but are determined by
Ω˜n,0 = Ωn,0 − ω(n)s , (A37)
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where the Huang-Rhys factor ω
(n)
s describes the energy shift due to lattice relaxation. The
physical meaning of the parameters ω
(n)
s obviously implies that the peaks at ω = Ω˜n,0 + k
should be attributed to transitions to the RES with emission of k phonons. So, the so-called
“FC transition” is realized as the envelope of a series of phonon sidebands of the polaron
RES but not as a transition to the FC state. The account of the Jahn-Teller effects in
general makes the multiphonon peak series non-equidistant, but it changes nothing in the
concept of the internal polaron states which is discussed above.
4. Conclusions
We have derived the polaron optical conductivity which is asymptotically exact in the
strong-coupling limit. The strong-coupling polaron optical conductivity band is provided
by the multiphonon transitions from the polaron ground state to the polaron RES and
has the maximum positioned close to the FC transition frequency. With increasing the
electron-phonon coupling constant α, the polaron optical conductivity band shape gradually
tends to that provided by the Diagrammatic Quantum Monte Carlo (DQMC) method. This
agreement demonstrates the importance of the multiphonon processes for the polaron optical
conductivity in the strong-coupling regime.
The obtained polaron optical conductivity with a high accuracy satisfies the sum rule [82],
what gives us an evidence of the fact that in the strong-coupling regime the dominating
contribution to the polaron optical conductivity is due to the transitions to the internal
polaron states, while the contribution due to the transitions to the continuum states is
negligibly small.
Accurate numerical results, obtained using DQMC method [79], – modulo the linewidths
for sufficiently large α – and the analytically exact in the strong-coupling limit polaron
optical conductivity of the present work, as well as the analytical approximation of Ref.
[127] confirm the essence of the mechanism for the optical absorption of Fro¨hlich polarons,
which were proposed in Refs. [7, 50].
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5. Appendix 1. Correlation function
The dipole-dipole correlation function fzz (t) given by (A24) is further simplified within
the adiabatic approximation and using the selection rules for the dipole transition matrix
elements and the symmetry properties of the polaron Hamiltonian. First, according to the
selection rules, the matrix element 〈ψ0 |z|ψn,l,m〉 is
〈ψn′,l′,m′ |z|ψ0〉 = δl′,1δm′,0 〈ψn′,1,0 |z|ψ0〉 (A38)
Second, the interaction Hamiltonian W (and hence, also the evolution operator
which involves W ) is a scalar of the rotation symmetry group. The matrix elements
〈ψn,l,m |W (s)|ψn,l′,m′〉 for l 6= l′ and m 6= m′ are then exactly equal to zero. Therefore,
in the adiabatic approximation and due to the symmetry of the Hamiltonian H˜ , we obtain
the relations 〈
ψ0
∣∣∣∣Texp
(
i
∫ t
0
dsW (−s)
)∣∣∣∣ψn,l,m
〉
≈ δn,0δl,0δm,0
〈
ψ0
∣∣∣∣Texp
(
−i
∫ t
0
dsW (s)
)∣∣∣∣ψ0
〉
, (A39)
〈
ψn′′,l′′,m′′
∣∣∣∣Texp
(
−i
∫ t
0
dsW (s)
)∣∣∣∣ψn′,l′,m′
〉
≈ δn′′,n′δl′′,l′
〈
ψn′,l′,m′
∣∣∣∣Texp
(
−i
∫ t
0
dsW (s)
)∣∣∣∣ψn′,l′,m′
〉
. (A40)
Furthermore, because the ground state ψ0 is non-degenerate, we find that〈
ψ0
∣∣∣∣Texp
(
−i
∫ t
0
dsW (s)
)∣∣∣∣ψ0
〉
≈ 1,
because within the adiabatic approximation, for any n ≥ 1 the averages 〈ψ0 |W n|ψ0〉 = 0.
The correlation function (A24) using (A38) to (A40) takes the form
fzz (t) =
∑
n
Dne
−iΩn,0t
×
〈
ψn,1,0
∣∣∣∣
〈
0ph
∣∣∣∣Texp
[
−i
∫ t
0
dsW (s)
]∣∣∣∣ 0ph
〉∣∣∣∣ψn,1,0
〉
(A41)
with the squared matrix elements of the dipole transitions
Dn ≡ |〈ψn,1,0 |z|ψ0〉|2 = 1
3
(∫ ∞
0
Rn,1 (r)R0,0 (r) r
3dr
)2
, (A42)
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and the FC transition frequencies
Ωn,0 ≡ En,1 − E0. (A43)
Further on, the interaction Hamiltonian is expressed in terms of the complex phonon coor-
dinates Qk:
W =
√
2
∑
k
WkQk, Qk =
bk + b
+
−k√
2
(A44)
Here, we use the spherical-wave basis for phonon modes:
ϕk,l,m (r) ≡ (−1)
m−|m|
2 φk,l (r) Yl,m (θ, ϕ) , (A45)
where the radial part of the basis function is expressed through the spherical Bessel function
jl (kr):
φk,l (r) =
(
2
R
)1/2
k jl (kr) , R =
(
3V
4π
)1/3
. (A46)
The factor (−1)m−|m|2 is chosen in order to fulfil the symmetry property
ϕ∗k,l,m (r) = ϕk,l,−m (r) .
In the spherical-wave basis, the interaction Hamiltonian is
W =
√
2
∑
k,l,m
Wk,l,mQk,l,m, (A47)
with the complex phonon coordinates
Qk,l,m =
bk,l,m + b
+
k,l,−m√
2
(A48)
and with the interaction amplitudes
Wk,l,m =
√
2
√
2πα
k
(ϕk,l,m (r)− ρk,l,m) , ρk,l,m ≡ 〈ψ0 |ϕk,l,m|ψ0〉 . (A49)
The dipole-dipole correlation function (A41) is then
fzz (t) =
∑
n
Dne
−iΩn,0t
×
〈
ψn,1,0
∣∣∣∣∣
〈
0ph
∣∣∣∣∣Texp
[
−i
√
2
∫ t
0
ds
∑
k,l,m
Wk,l,m (s)Qk,l,m (s)
]∣∣∣∣∣ 0ph
〉∣∣∣∣∣ψn,1,0
〉
. (A50)
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The operators Wk,l,m (s) in (A50) are equivalent to the (2l + 1)-dimensional matrices W
(n)
k,l,m
determined in the basis of the level (n, l). The matrix elements of these matrices are
(
W
(n)
k,l,m
)
m1,m2
= 〈ψn,1,m1 |Wk,l,m|ψn,1,m2〉 . (A51)
In these notations, fzz (t) given by (A50) can be written down as
fzz (t) =
∑
n
Dne
−iΩn,0t
〈
0ph
∣∣∣∣∣
(
Texp
[
−i
∫ t
0
dsW(n) (s)
])
0,0
∣∣∣∣∣ 0ph
〉
. (A52)
where W(n) is the matrix electron-phonon interaction Hamiltonian expressed through the
phonon complex coordinates in the spherical-wave representation as follows:
W
(n) =
√
2
∑
k,l,m
W
(n)
k,l,mQk,l,m. (A53)
Here, W
(n)
k,l,m is a (3× 3) matrix in a basis of a level (n, l)l=1 of the Hamiltonian H˜0.
BecauseW(n) is a scalar of the rotation group, we can replace the diagonal matrix element
of the T-exponent in (A52) with the trace in the aforesaid-finite-dimensional basis. As a
result, we obtain for the polaron optical conductivity (A4) with (A52) the expression
Re σ (ω) =
ω
6
∑
n
Dn
∫ ∞
−∞
ei(ω−Ωn,0)t
×
〈
0ph
∣∣∣∣Tr
(
Texp
[
−i
∫ t
0
dsW(n) (s)
])∣∣∣∣ 0ph
〉
dt. (A54)
6. Appendix 2. Effective phonon modes
In order to perform the averaging in Eq. (A30) analytically, we introduce the effective
phonon modes Q0,0 and Q2,m similarly to Ref. [133]. The Hamiltonian W
(n) in terms of
these effective phonon modes is expressed as
W
(n) =
√
2
∑
l,m
W˜
(n)
l,mQl,m (A55)
where the matrices W˜
(n)
l,m (depending on the vibration coordinates Ql,m) are explicitly given
by the expressions (cf. Ref. [133]),
W
(n) = a
(n)
0 IQ0,0 + a
(n)
2
2∑
m=−2
BmQ2,m (A56)
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with the matrices Bj
B0 =
1
2
√
5π


−1 0 0
0 2 0
0 0 −1

 , (A57)
B1 = B
+
−1 =
1
2
√
3
5π


0 0 0
−1 0 0
0 1 0

 , (A58)
B2 = B
+
−2 =
√
3
10π


0 0 0
0 0 0
−1 0 0

 . (A59)
The coefficients a
(n)
0 and a
(n)
2 in Eq. (A56) are
a
(n)
0 =
(√
2α
∑
k
1
k2
[
〈φk,0〉n,1 − 〈φk,0〉0,0
]2)1/2
, (A60)
a
(n)
2 =
(
4
√
2πα
∑
k
1
k2
〈φk,2〉2n,1
)1/2
. (A61)
Here φk,l is the radial part of the basis function expressed through the spherical Bessel
function jl (kr):
φk,l (r) =
(
2
R
)1/2
k jl (kr) , R =
(
3V
4π
)1/3
, (A62)
V is the volume of the crystal, and 〈f (r)〉n,l is the average
〈f (r)〉n,l =
∫ ∞
0
f (r)R2n,l (r) r
2dr. (A63)
The normalization of the phonon wave functions corresponds to the condition∫ R
0
φk,l (r)φk′,l (r) r
2dr = δk,k′. (A64)
After the straightforward calculation using (A64), we express the coefficients a
(n)
0 and a
(n)
2
through the integrals with the radial wave functions:
a
(n)
0 =
(
2
√
2α
∫ ∞
0
dr
∫ r
0
dr′ r (r′)2
[
R2n,1 (r)− R20,0 (r)
] [
R2n,1 (r
′)−R20,0 (r′)
])1/2
, (A65)
a
(n)
2 =
(
8
√
2πα
5
∫ ∞
0
dr
∫ r
0
dr′
(r′)4
r
R2n,1 (r)R
2
n,1 (r
′)
)1/2
. (A66)
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a. Exact averaging
Let us substitute the matrix interaction Hamiltonian (A56) to the dipole-dipole correla-
tion function (A30), what gives us the result
fzz (t) =
1
3
∑
n
Dne
−iΩn,0t
〈
0ph
∣∣∣∣∣exp
(
−ita(n)0 Q0
)
Tr exp
(
−it a
(n)
2
2
√
5π
V (Q2)
)∣∣∣∣∣ 0ph
〉
. (A67)
Here, we use the matrix depending on the phonon coordinates,
V (Q2) ≡ 2
√
5π
2∑
m=−2
BmQ2m, (A68)
whose explicit form is
V (Q2) =


−Q2,0 −
√
3Q2,−1 −
√
6Q2,−2
−√3Q2,1 2Q2,0
√
3Q2,−1
−√6Q2,2
√
3Q2,1 −Q2,0

 . (A69)
The matrix V (Q2) is analytically diagonalized. The equation for the eigenvectors |χ (Q2)〉
and eigenvalues λ (Q2) of V (Q2) is
V (Q2) |χ (Q2)〉 = λ (Q2) |χ (Q2)〉 . (A70)
The eigenvalues are found from the equation
det (V (Q2)− λ (Q2) I) = 0. (A71)
We make the transformation to the real phonon coordinates,
Q2,0 ≡ x0,
Q2,m ≡ xm + iym√
2
, Q2,−m = Q∗2,m =
xm − iym√
2
.
Five variables x0, x1, x2, y1, y2 are the independent real phonon coordinates. The l.h.s. of
Eq. (A71) is expressed in terms of these coordinates as
det (V (Q2)− λ (Q2) I) = −λ3 + 3pλ+ 2q (A72)
with the coefficients
p = x20 + x
2
1 + x
2
2 + y
2
1 + y
2
2,
q = x30 +
3
2
x0
(
x21 + y
2
1
)
+
3
√
3
2
x2
(
x21 − y21
)− 3x0 (x22 + y22)+ 3√3x1y1y2.
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So, we have the cubic equation for λ:
λ3 − 3pλ− 2q = 0. (A73)
Because the matrix V (Q2) is Hermitian, all its eigenvalues are real. Therefore,
|q|
p3/2
≤ 1
(otherwise, sin (3ϕ) is not real). Herefrom, we have three explicit eigenvalues:
λ1 (Q2) = 2
√
p sin
[
π
3
+
1
3
arcsin
(
q
p3/2
)]
,
λ2 (Q2) = −2√p sin
[
1
3
arcsin
(
q
p3/2
)]
,
λ3 (Q2) = −2√p sin
[
π
3
− 1
3
arcsin
(
q
p3/2
)]
. (A74)
The trace in (A67) is invariant with respect to the choice of the basis. Consequently,
after the diagonalization fzz (t) takes the form
fzz (t) =
1
3
∑
n
Dne
−iΩn,0t
3∑
j=1
〈
0ph
∣∣∣∣∣exp
(
−it
[
a
(n)
0 Q0 +
a
(n)
2
2
√
5π
λj (Q2)
])∣∣∣∣∣ 0ph
〉
. (A75)
After inserting fzz (t) given by (A75) into (A4), the integration over time gives the delta
function multiplied by 2π, and we arrive at the result
Re σ (ω) =
πω
3
∑
n
Dn
3∑
j=1
〈
0ph
∣∣∣∣∣δ
(
ω − Ωn,0 − a(n)0 Q0 −
a
(n)
2
2
√
5π
λj (Q2)
)∣∣∣∣∣ 0ph
〉
. (A76)
The ground-state wave function for the effective phonon modes is
|0ph〉 ≡ Φ0 (Q) = Φ(0)0 (Q0)Φ(2)0 (Q2) . (A77)
Φ
(0)
0 (Q0) is the one-oscillator ground-state wave function:
Φ
(0)
0 (Q0) = π
−1/4 exp
(
−Q
2
0
2
)
. (A78)
The ground-state wave function of phonons with l = 2 is:
Φ
(2)
0 (Q2) = π
−5/4 exp
[
−1
2
(
x20 +
∑
m=1,2
(
x2m + y
2
m
))]
. (A79)
The phonon ground-state wave function (A77) is then
Φ0 (Q) =
1
π3/2
exp
[
−1
2
(
x20 +
∑
m=1,2
(
x2m + y
2
m
)
+Q20
)]
. (A80)
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With these phonon wave functions, Eq. (A76) results in the following expression for the
polaron optical conductivity
Reσ (ω) =
ω
3π2
∑
n
Dn
a
(n)
0
∫ ∞
−∞
dx0
∫ ∞
−∞
dx1
∫ ∞
−∞
dx2
∫ ∞
−∞
dy1
∫ ∞
−∞
dy2
×
3∑
j=1
exp


−1
2

x20 +
∑
m=1,2
(
x2m + y
2
m
)
+
(
ω − Ωn,0 − a
(n)
2
2
√
5π
λj (Q2)
)2
(
a
(n)
0
)2




. (A81)
b. Averaging neglecting the Jahn-Teller effect
In order to perform the phonon averaging explicitly, we disentangle the exponent
exp
(
−it√2∑l,m W˜(n)l,mQl,m) as follows.
exp
(
−it
√
2
∑
l,m
W˜
(n)
l,mQl,m
)
= exp
(
−it
∑
l,m
W˜
(n)
l,−mb
+
l,m
)
× Texp
(
−i
∫ t
0
ds
∑
l,m
e
is
∑
l′,m′ W˜
(n)
l′,−m′
b+
l′,m′W˜
(n)
l,mbl,me
−is∑l′,m′ W˜(n)l′,−m′b+l′,m′
)
. (A82)
Neglecting non-commutation of matrices W˜
(n)
l,m we find that∑
l,m
e
is
∑
l′,m′ W˜
(n)
l′,−m′
b+
l′,m′W˜
(n)
l,mbl,me
−is∑l′,m′ W˜(n)l′,−m′b+l′,m′
=
∑
l,m
W˜
(n)
l,mbl,m − is
∑
l,m
W˜
(n)
l,−mW˜
(n)
l,m. (A83)
The sum
∑
l,m W˜
(n)
l,−mW˜
(n)
l,m in the basis (l, m) for a definite n is proportional to the unity
matrix. Therefore, exp
(
−it√2∑l,m W˜(n)l,mQl,m) is
e−it
√
2
∑
l,m W˜
(n)
l,mQl,m
= e−it
∑
l,m W˜
(n)
l,−mb
+
l,me−it
∑
l,m W˜
(n)
l,mbl,m− t
2
2
∑
l,m W˜
(n)
l,−mW˜
(n)
l,m , (A84)
that gives us the result〈
0ph
∣∣∣e−it√2∑l,m W˜(n)l,mQl,m∣∣∣ 0ph〉 = e− t22 ∑l,m W˜(n)l,−mW˜(n)l,m . (A85)
Using the explicit formulae for the matrices W˜
(n)
l,m , the matrix sum takes the form∑
l,m
W˜
(n)
l,−mW˜
(n)
l,m = ω
(n)
s I (A86)
206
with the parameter
ω(n)s =
1
2
(
a
(n)
0
)2
+
1
4π
(
a
(n)
2
)2
. (A87)
Using (A86), the optical conductivity (A30) is transformed to the expression
Re σ (ω) = ω
∑
n
√
π
2Sn
Dn exp
(
−(ω − Ωn,0)
2
2Sn
)
. (A88)
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Frequency of the main peak in the optical conductivity spectra calculated within the
model of Ref. [50] (red dots) and the main-peak energy extracted from the DQMC data
[79, 127] (black squares).
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The strong-coupling polaron optical conductivity calculated within the rigorous
strong-coupling approach of the present work (black solid curves), within the present
approach but neglecting the dynamic Jahn-Teller effect (red dashed curves), within the
adiabatic approximation of Ref. [127] (blue dot-dashed curves), and the numerical
Diagrammatic Monte Carlo data (full dots) for α = 8 and 8.5.
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Fig. 3
The strong-coupling polaron optical conductivity calculated within the rigorous
strong-coupling approach of the present work (black solid curves), within the present
approach but neglecting the dynamic Jahn-Teller effect (red dashed curves), within the
adiabatic approximation of Ref. [127] (blue dot-dashed curves), and the numerical
Diagrammatic Monte Carlo data (full dots) for α = 9, 13 and 15.
210
Fig. 4
8 10 12 14
0.000
0.004
0.008
0.012
∆ c
α
Relative contribution of the transitions to the continuum polaron states to the zeroth
frequency moment of the strong-coupling polaron optical conductivity as a function of the
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Appendix B: Feynman’s path-integral polaron treatment approached using time-
ordered operator calculus [S. N. Klimin and J. T. Devreese, Solid State Communi-
cations 151, 144 (2011)]
Several studies have been devoted to the search of a Hamiltonian formalism equivalent to
Feynman’s path integral approximation to polaron theory. Bogolubov [138] reproduced the
Feynman result for the polaron free energy [43] using time-ordering T-products . Yamazaki
[139] introduced two kinds of auxiliary vector fields to derive Feynman’s ground state polaron
energy expression with the operator technique, however he found no proof of the variational
nature of this result. Cataudella et al. [140] formally re-obtained Feynman’s polaron ground-
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state energy expression by introducing additional degrees of freedom, but again their result
could not be proved to constitute an upper bound for the polaron ground state energy.
The study of the excited polaron states is of interest i. a. for its application to the polaron
response properties. In [47] a path-integral based response-formalism was introduced that
was applied to derive polaron optical absorption spectra in [7]. The results for the polaron
response obtained in [7] were re-derived with a Hamiltonian technique (Mori- formalism) in
[76].
To the best of our knowledge, no explicit description of the polaron excited states has
been derived within the “all coupling-“ Feynman approach. Only for the limiting cases
of weak and strong coupling approximations (and for a 1D-model system) such excitation
spectra were derived [39, 41, 125].
In principle, the spectrum of the polaron excited states can be derived indirectly – using
a Laplace transform of the finite-temperature partition function. However, it is not clear
how to realize this program in practice.
The polaron excitation spectrum is interesting by itself. E.g. the existence and the nature
of “relaxed excited states”, “Franck-Condon states”, “scattering states” is understood from
the mathematical structure of corresponding eigenstates.
In the present letter we first present a re-derivation of the original Feynman variational
path integral polaron model [43] for the ground state, using a Hamiltonian formalism, and
we do provide a proof of the upper bound nature of the obtained ground state energy.
Furthermore, using Feynman’s (Hamiltonian-) time-ordered operator calculus (and an ad
hoc unitary transformation) we obtain explicitly – and for the first time – the excited polaron
states that correspond to the Feynman polaron model.
The novelty of the present approach consists (a) in the direct calculation of the energies
and the lifetimes of the excited polaron states (within a Hamiltonian all-coupling approach
– developed in this work – equivalent to the Feynman path integral polaron model) and
(b) in the extension of the Feynman variational technique to non-parabolic trial potentials.
Although the time-ordered operator calculus is formally equivalent to the path-integral for-
malism, it is not obvious how to directly calculate the excited polaron states using path
integrals.
The present work, formulated with the (Hamiltonian) time ordered operator calculus,
thus provides an (equivalent) tool complementary with respect to the Feynman path integral
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approach to the polaron, to study the polaron problem. Additionally we directly study the
excited polaron states.
Consider an electron-phonon system with the Fro¨hlich Hamiltonian
H =
p2
2
+Hph +He−ph, (B1)
Hph =
∑
q
(
a+q aq +
1
2
)
, (B2)
He−ph =
1√
V
∑
q
√
2
√
2πα
q
(
aq + a
+
−q
)
eiq·r. (B3)
Here, the Feynman units are used: ~ = 1, the band mass mb = 1, the LO-phonon frequency
ωLO = 1.
The polaron partition function after exact averaging over phonon states is
Zpol = Tr
[
T exp
(
−
∫ β
0
p2τ
2
dτ + Φˆ [rτ ]
)]
, (B4)
where β = 1
kBT
. The “influence phase” of the phonons Φˆ [rτ ] in the the time-ordered operator
calculus has the same form as in the path-integral representation. The polaron free energy
is determined as
Fpol = − 1
β
lnZpol. (B5)
The trial Hamiltonian describes the electron interacting with a fictitious particle of the
mass mf through an attractive potential Vf :
Htr =
p2
2
+
p2f
2mf
+ Vf (r− rf) . (B6)
The trial potential Vf is, in general, non-parabolic. The parabolic potential with frequency
parameter w corresponds to the Feynman polaron model.
Consider the “extended” partition function of the electron-phonon system
Zext = ZfZpol (B7)
where Zf is the partition function of a fictitious particle,
Zf ≡ Tr
[
T exp
(
−
∫ β
0
dτHf,τ
)]
, (B8)
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with Hamiltonian
Hf =
p2f
2mf
+ Vf (rf) . (B9)
The polaron free energy is expressed as the difference
Fpol = Fext − Ff , (B10)
where Ff is the free energy of the fictitious particle confined to the potential V (rf). The free
energies Fext and Ff are determined similarly to (B5), with corresponding partition functions.
In the zero-temperature limit, the free energies Fpol, Fext and Ff become, respectively, the
ground-state energies E0pol, E
0
ext and E
0
f .
The key element of the present approach is the unitary transformation
U = e−ipf ·r. (B11)
Application of this canonical transformation results in the transformed “extended” Hamil-
tonian H ′ext = UHextU
−1,
H ′ext =
(p+ pf )
2
2
+
p2f
2mf
+ Vf (rf − r)
+Hph +He−ph. (B12)
This Hamiltonian can be represented as a sum of an unperturbed Hamiltonian
H0 ≡ Htr +Hph (B13)
and an interaction term
V ≡ 1
2
p2f + p · pf +He−ph. (B14)
Further we use the variational principle for the ground-state energy in terms of the time-
ordered operators following Ref. [141]. The exact ground state |0〉 of the system with
the Hamiltonian (B12) can be written in the interaction representation starting from the
unperturbed ground state |−∞〉:
|0〉 = U (∞,−∞) |−∞〉 (B15)
where U (∞,−∞) is the time-evolution operator,
U (t2, t1) = T exp
(
−i
∫ t2
t1
e−δ|t|eiH0tV e−iH0t
)
. (B16)
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Here, δ → +0 and T denotes time ordering.
In the exact expectation value for the ground state energy E0ext ≡ 〈0 |H ′ext| 0〉, the phonons
are eliminated using the time ordered-operator calculus as in Ref. [141]. The average of the
interaction term becomes then
〈0 |He−ph| 0〉
= −i
√
2πα
V
∫ ∞
−∞
dte−i|t|−δ|t|
×
∑
q
1
q2
〈∞ ∣∣T [U (∞,−∞) eiq·[r(t)−r(0)]]∣∣−∞〉 . (B17)
This means that the polaron ground state energy is exactly described using a retarded
potential in the interaction representation, cf. Eq. (2.16) of Ref. [141].
The ground state energy satisfies the Ritz variational principle with a trial state. Choosing
the trial state as the ground state of the Hamiltonian (B13), the variational principle can
be written as [141]
E0ext ≤ E0tr
+ 〈∞ |T {Utr (∞,−∞) [H ′ext (0)−H0 (0)]}| −∞〉 , (B18)
where Utr (∞,−∞) is the time-evolution operator corresponding to the trial Hamiltonian
(B6).
The exact polaron ground state energy is denoted here as E0 (k), where k is the polaron
translation momentum. We find an upper bound for E0 (k) substituting (B17) in (B18)
and using the exact wave functions and energy levels of the trial Hamiltonian. The trial
Hamiltonian (B6) can be rewritten in terms of the coordinates (R,ρ) and momenta (P, ~π)
of the center-of-mass and relative (internal) motions of the trial system with the masses
M = 1 +mf and µ = mf/ (1 +mf ) using the frequency v = wM . The energy spectrum of
the trial system is the sum of the translation- and oscillation contributions,
Ek,n =
k2
2M
+ εn, εn = v
(
n +
3
2
)
. (B19)
The eigenfunctions of the Hamiltonian (B6) are products of translational- and oscillatory
wave functions:
ψk;l,n,m (R,ρ) =
1√
V
eik·Rϕl,n,m (ρ) , (B20)
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where ϕl,n,m (ρ) is the 3D harmonic-oscillator wave function with a given angular momentum.
The result is
E0 (k) ≤ E (0,0)p (k) , (B21)
E (0,0)p (k) =
3
4
(v − w)2
v
+
1
2
(
1− 1
(1 +mf )
2
)
k2 −
√
2α
4π2
∫
dq
q2
×
∑
k′,l′,n′,m′
|〈ψk;0,0,0 |eiq·r|ψk′;l′,n′,m′〉|2
1
2(mf+1)
(
(k′)2 − k2)+ vn′ + 1 , (B22)
where v > w are the Feynman variational frequencies. The functional (B22) can be reduced
to the known Feynman result for the polaron ground-state energy. In the r.h.s. of (B22 at
the polaron momentum k = 0, we introduce the integral over the Euclidean time:
1
(k′)2
2(mf+1)
+ vn′ + 1
=
∫ ∞
0
e
−
(
(k′)2
2(mf+1)
+vn′+1
)
τ
dτ. (B23)
After this, the summations and integrations in (B25) are performed analytically, and we
arrive at the Feynman variational expression for the polaron ground-state energy:
E0 (k)
∣∣
k=0
≤ 3
4
(v − w)2
v
− αv√
π
∫ ∞
0
e−τ√
w2τ + v
2−w2
v
(1− e−vτ )
dτ. (B24)
The electron-phonon contribution in (B22) is structurally similar to the second-order
perturbation correction to the polaron ground-state energy due to the electron-phonon in-
teraction (using states of the Feynman model ψk;l,n,m as the zero-order approximation).
Therefore we can estimate the energies of the excited polaron states when averaging the
difference between exact and unperturbed Hamiltonians in (B18) with an excited trial state.
We then arrive at the following extension for the r.h.s. of (B22):
E (l,n)p (k) =
v2 + w2
2v
(
n+
3
2
)
− 3
2
w
+
1
2
(
1− 1
(1 +mf )
2
)
k2 −
√
2α
4π2
∫
dq
q2
×
∑
k′,l′,n′,m′
|〈ψk;l,n,m |eiq·r|ψk′;l′,n′,m′〉|2
1
2(mf+1)
(
(k′)2 − k2)+ v (n′ − n) + 1 . (B25)
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In the same approach, we obtain the inverse lifetimes for the excited states of the polaron:
Γl,n (k) =
√
2α
4π
∑
k′,l′,n′,m′
∫
dq
1
q2
× ∣∣〈ψk;l,n,m ∣∣eiq·r∣∣ψk′;l′,n′,m′〉∣∣2
× δ
(
q2
2 (mf + 1)
+ v (n′ − n) + 1
)
. (B26)
The broadening of the excited polaron “non-scattering” states must be taken into account
for an analytical study of the polaron optical conductivity.
Using the above expressions, we determine the transition energies for the transitions
between the ground and the first excited state ~Ω0→1exc ≡ E(1exc)p − E(0)p . Let us first
consider the transition energies in which E
(1exc)
p are calculated using optimal values of the
parameters of the Feynman model obtained from the minimization of the variational ground-
state energy E
(0)
p . This method formally leads to the Franck-Condon (FC) excited states,
with the “frozen” phonon configuration corresponding to the ground state of the polaron.
Note that the existence of Franck-Condon states as eigenstates of the Fro¨hlich polaron
Hamiltonian has not been proved: Ref [41] suggests their non-existence as eigenstates for
a simplified polaron model. Nevertheless the Franck-Condon concept can be significant,
e. g. for approximate treatments using a basis of Franck-Condon states, as indicative for
the frequency of the maxima of phonon-sidebands, etc.
Fig. 1. Franck-Condon transition energies as a function of the coupling constant
compared to the lowest-energy peak position of the polaron optical conductivity from Ref.
[7] and the maximum of the polaron optical conductivity band from Ref. [79].
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In Fig. 1, the FC transition energies calculated with the approach introduced in the
present work for polaron momentum k = 0 are plotted as a function of the coupling constant
α. They are compared with the peak energies of the polaron optical conductivity calculated
using the diagrammatic Monte Carlo method (DQMC) [79, 127] and with the peak energies
attributed to polaron “relaxed excited states” (RES) in Ref. [7] (“DSG”). The DQMC and
DSG main-peak energies are close to each other in the whole range of the coupling strength.
In the range 4 / α / 10, the present result for the transition energy is close to the DQMC
and the DSG peak energies. Furthermore, in this range of α, the non-monotonous behavior
of the curvature is remarkably the same for the DQMC and DSG peak energies and for the
present result.
There is a remarkable agreement between the peaks attributed to the RES in Ref. [7],
the peak positions obtained within the strong-coupling approach, Eq. (3) of Ref. [127], and
the positions of the maximum of the optical conductivity band calculated in Ref. [79] using
DQMC. It is reasonable that the three aforesaid peaks must be interpreted in one and the
same way. In order to clarify this, we can refer to Ref. [79]. In the strong-coupling regime,
the dominant broad peak of the polaron optical conductivity spectrum can be considered
as a “Franck-Condon sideband” of the “groundstate to RES-transition”, even if this latter
transition can have a negligible oscillator strength (see also [49]). The optical conductivity
spectra of Ref. [127] in the strong-coupling approximation have been calculated taking
into account the polaronic shift of the energy levels. The polaronic shift in Ref. [127] has
been calculated with the Franck-Condon wave functions (i. e., with the strong-coupling
wave functions corresponding to the “frozen” lattice configuration for the ground state).
Note that the exact excitation spectrum of the Fro¨hlich-Hamiltonian might be devoid of
Franck-Condon eigenstates, cf. Ref. [41]). It should be remarked that the maxima of the
FC-sideband structures of Ref. [7] are positioned at the frequency Ω = v, i. e., at the
transition frequency for the model system without the polaron shift.
The Franck-Condon peak energies calculated in the present work also take into account
the polaron shift. As follows from the above analysis, in the strong-coupling limit they must
correspond to the Franck-Condon peak energies of the strong-coupling expansion of Ref.
[127]. The agreement of the position of the maxima of these peaks with those attributed to
transitions to the RES in Ref. [7] shows that in the strong-coupling range of α, the latter
should be associated to the Franck-Condon sidebands rather than to the RES.
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Another approach, in which the parameters of the first excited state are determined self-
consistently (Ref. [49]), was used i. a. to calculate (in the strong-coupling case) the (lowest)
energy level of the relaxed excited state (RES). The transitions from the polaron ground
state to the RES correspond to a zero-phonon peak in the optical conductivity.
For the study of the energies of excited states of the polaron, a variational approach
requires special care, because the excited states of the polaron are not stable. A variational
approach, strictly speaking, is only valid for excited states when the variational wave function
of the excited state is orthogonal to the exact ground-state wave function.
For the estimation of the energy of the first RES with our present formalism, we deter-
mine a minimum of the expression (B25) in a physically reasonable range of the variational
parameters. In order to determine that range, we refer to Ref. [142], where the energy of
the polaron RES is calculated variationally within the Green’s function formalism.
The expression for the RES energy in Ref. [142] contains the electron-phonon contribution
corresponding to the second-order perturbation formula. It differs, however, from the weak-
coupling second-order perturbation expression by the choice of the unperturbed states: in
Ref.[142] those are variational states rather than free-electron states. There exists some
analogy between our approach and that of Ref. [142]. The latter, however, does not take
into account the translation invariance of the polaron problem.
In Ref. [142], the energy of the polaron RES is calculated variationally. The unperturbed
wave function of the RES is chosen orthogonal (due to symmetry) to the unperturbed ground
state wave function. In the present approach, this orthogonality is also exactly satisfied
because of symmetry.
The expressions for the polaron RES energy of Ref. [142] contain singularities, which
occur when the energies of the unperturbed ground state and that of the first excited states
are in resonant with the LO-phonon energy. These singularities are related to the instability
of the excited polaron with respect to the emission of LO-phonons. Using the same reasoning
as in Ref. [142] we search for a local minimum of the polaron RES energy in the range
where the confinement frequency v of the Feynman model satisfies the inequality v > 1.
The instability of the excited polaron state is then avoided.
The resulting numerical values of the transition energy to the first RES as a function of
α are shown in Fig. 2. They are compared with the numerical-DQMC peak energies of the
polaron optical conductivity band [79, 127], with the FC transition energies obtained in the
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present work, and with the leading term of the strong-coupling approximation for the RES
transition energy from Ref. [49].
Fig. 2. The transition energy for the transition from the polaron ground state to the first
RES(solid black curve) and to the first excited FC state (dashed red curve) as a function of
α obtained in the present work, compared with the maximum of the polaron optical
conductivity band from numerical DQMC (black squares, Ref. [79]). The dashed-dot green
curve: the strong-coupling result for this transition energy as given in Ref. [49].
For α . 2.5, there exists no minimum of E(1exc)p in the range v > 1. We can interpret
this result as a manifestation of the fact that for decreasing coupling strength, the RES
is suppressed at sufficiently weak coupling. We see that for sufficiently small α (α . 6),
the RES transition energies show good agreement with the DQMC peak energies, what
confirms the concept of RES developed in Refs. [7, 49]. For higher coupling strengths, the
DQMC data appear to be closer to the FC (rather than to RES) transition energies. This
result can be an indication of the fact that with increasing α, the mechanism of the polaron
optical absorption changes its nature as suggested in Ref. [127], from a regime with dynamic
lattice relaxation (for which the RES are relevant) at weak and intermediate coupling to the
Franck-Condon (“LO-phonon sidebands”-) regime at strong coupling.
In summary, we have re-formulated the Feynman all-coupling path integral method for
the polaron problem within a Hamiltonian formalism using time-ordered operator calculus.
This reformulation allows us to describe not only the free energy and the ground state, but
also to directly determine – for the first time – the excited polaron states that correspond
to the Feynman all-coupling polaron model. A variational procedure for the polaron RES
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energy has been developed, within the formalism presented in this work, which provides
results i.a. in agreement with the strong-coupling limit of Ref. [49]. The present treatment
offers the prospect of further elucidation of the nature of the polaron resonances (“relaxed
excited states” versus “Franck-Condon sidebands” [127]) at intermediate coupling.
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Appendix C: Many-body large polaron optical conductivity in SrTi1−xNbxO3 [J. T.
Devreese, S. N. Klimin, J. L. M. van Mechelen, and D. van der Marel, Phys. Rev.
B 81, 125119 (2010)]
1. Introduction
The infrared optical absorption of perovskite-type materials, in particular, of copper
oxide based high-Tc superconductors and of the manganites has been the subject of intensive
investigations [1–10]. Insulating SrTiO3 has a perovskite structure and manifests a metal–
insulator transition at room temperature around a doping of 0.002% La or Nb per unit cell
[11]. At low doping concentrations, between 0.003% and 3%, strontium titanate reveals a
superconducting phase transition [12] below 0.7 K. Various optical experiments [11, 13–17]
show a mid-infrared band in the normal state optical conductivity of doped SrTiO3 which
is often explained by polaronic behavior. In the recently observed optical conductivity
spectra of Ref. [15], shown in Fig. 1, there is a broad mid-infrared optical conductivity band
starting at a photon energy of ~Ω ∼ 100 meV, which is within the range of the LO-phonon
energies of SrTi1−xNbxO3. The peaks/shoulders of the experimental optical conductivity
band at ~Ω ∼ 200 to 400 meV resemble the peaks provided by the mixed plasmon-phonon
excitations as described in Ref. [18]. Based on the experimental data, the authors deduce
a coupling constant 3 < α < 4 and conclude the mid-infrared peaks to originate from large
polaron formation. The high and narrow peaks positioned at the lower frequencies with
respect to the mid-infrared band are attributed in Ref. [15] to the optical absorption of the
TO-phonons.
There are different types of polaron states in solids. In the effective mass approximation
for the electron placed in a continuum polarizable medium, a so-called large or continuum
polaron can exist. Large polaron wave functions and the corresponding lattice distortions
spread over many lattice sites. Due to the finite phonon frequencies the ion polarizations can
follow the polaron motion if the motion is sufficiently slow. Hence, large polarons with a low
kinetic energy propagate through the lattice as free electrons but with an enhanced effective
mass. When the polaron binding energy is larger than the half bandwidth of the electron
band, all states in the Bloch bands are ‘dressed’ by phonons. In this strong-coupling regime,
the finite electron bandwidth becomes important, so the continuum approximation cannot be
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FIG. 22: Optical conductivity of SrTi1−xNbxO3 for 0.1% (grey curves), 0.2% (blue curves), 0.9%
(green curves) and 2% (pink curves) at 300 K (panel a) and 7 K (panel b). For clarity, the
mid-infrared conductivities of x = 0.1% and 0.2% are magnified by a factor 4. (From Ref. [15].)
applied. In this case the carriers are described as “small” or discrete (lattice) polarons that
can hop between different states localized at lattice sites. A key distinction between large
and small polarons is then the radius of the polaron state. For large polarons, that radius
substantially exceeds the lattice constant, while for small polarons it is comparable to the
lattice constant. A review of the properties of large and small polarons can be found, e. g.,
in Refs. [19, 20]. In the theory of “mixed” polarons [21–24] the states of the electron-phonon
system are composed of a mixture of large and small polaron states.
Polaron states are formed due to the electron-phonon interaction, which is different in
the cases of large and small polarons. For a large polaron, the electron-phonon interaction
is provided by a macroscopic (continuum) polarization of the lattice. This interaction is
characterized by the coupling constant α introduced by Fro¨hlich [25],
α =
1
2
(
1
ε∞
− 1
ε0
)
e2
~ωL
(
2mbωL
~
)1/2
, (C1)
where ε∞ and ε0 are, respectively, the high-frequency and the static dielectric constants, e
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is the electron charge, ωL is the longitudinal optical (LO) phonon frequency in the Brillouin
zone centre, and mb is the band electron (or hole) mass. The large-polaron coupling con-
stant is thus expressed through macroscopic observable parameters of a polarizable medium.
On the contrary, the electron-phonon interaction for a small polaron is described through
microscopic parameters.
The nature of the polaron states in SrTi1−xNbxO3 is not yet clear. Previous optical
measurements on strontium titanate were interpreted in terms of small polarons [24, 26].
However, that assumption contradicts the interpretation of transport measurements [27],
which rather support the large-polaron picture. Also the heat capacity measurements [28],
provide effective masses similar to those of large polarons. In Ref. [13], the experimental
results of Ref. [16] on the temperature-dependent plasma frequencies in SrTi1−xNbxO3 were
interpreted within the theory of mixed polarons [21–24]. Thermoelectric power measure-
ments [27] have shown that the density-of-states masses increase with increasing temper-
ature, which can be explained by a theory of mixed polarons [21]. It has been supposed
[14] that the polaron optical conductivity in SrTi1−xNbxO3 is probably provided by mixed
polarons. A possible coexistence of large and small mass polarons has been suggested in
Ref. [29]. In Ref. [30], coexistence of small and large polarons in the same solid is invoked
to interpret experimental data on the optical absorption in oxides.
The key question is to determine the type of polarons that provide the mechanism of the
polaron optical conductivity in SrTi1−xNbxO3. The optical response of large polarons in
various approximations was studied, e. g., in Refs. [31–34]. The same problem for the small
polaron was investigated in [26, 35]. In the large-polaron theory, the optical absorption is
provided by transitions (with 0, 1, . . . phonon emission) between different continuum electron
states. In the small-polaron theory, the optical absorption occurs when the self-trapped
carrier is induced to transfer from its localized state to a localized state at an adjacent
site, with emission of phonons. Because of the different physical mechanisms involved, the
optical conductivity spectra of large and small polarons are different from each other. In
the large-polaron theory the polaron optical conductivity behaves at high frequencies Ω as
a power function
(∝ Ω−5/2). In the small-polaron theory, the polaron optical conductivity
at high frequencies decreases much faster than for large polarons: as a Gaussian exponent.
Therefore the analysis of optical measurements can shed some light on the aforesaid question
on the type of polarons responsible for the optical conductivity in SrTi1−xNbxO3.
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The polaron optical conductivity band of SrTi1−xNbxO3 occupies the mid-infrared range
of the photon energies ~Ω . 1 eV, and the threshold for interband electron-hole transitions
lies at the band gap energy, which is around 3.3 eV in SrTi1−xNbxO3 [15]. Therefore inter-
band transitions do not interfere with the polaron optical conductivity. Other mechanisms
of electron intraband scattering (for example, electron-phonon interaction with acoustic
phonons and/or electron or hole transitions from impurity centers) may be manifested to-
gether with the polaron mechanism in the energy range ~Ω . 1 eV. The treatment of those
mechanisms is, however, beyond the scope of the present investigation.
We can make some preliminary suggestions concerning the dominating mechanism of the
mid-infrared optical conductivity in the Nb doped strontium titanate. The low-frequency
edge of the mid-infrared band in SrTi1−xNbxO3 at a low temperature (T = 7 K) lies in
the range of the LO-phonon energies obtained in [16]. The maximum of the mid-infrared
band lies relatively close to this low-frequency edge (the difference in frequency between
the low-frequency edge and the maximum of the mid-infrared band is comparable to the
LO-phonon frequencies in SrTi1−xNbxO3). This behavior is characteristic of large-polaron
optical conductivity rather than of small-polaron optical conductivity. Indeed, the maximum
of the small polaron optical conductivity band is expected to be shifted to considerably
higher frequencies with respect to the low-frequency edge of the polaron optical conductivity
band (see, e.g., Ref. [35]). Also, at sufficiently high frequencies, the experimental mid-
infrared band from Ref. [15] decreases with increasing Ω rather slowly, which is characteristic
for large-polaron optical conductivity rather than for small-polaron optical conductivity.
We therefore can suggest that the large-polaron picture is the most appropriate for the
interpretation of the mid-infrared band of SrTi1−xNbxO3 observed in Ref. [15].
In order to interpret the mid-infrared band of the experimental optical conductivity
spectra of SrTi1−xNbxO3 [15] in terms of polarons, we calculate the large-polaron optical
conductivity spectra for SrTi1−xNbxO3 using the model for the optical conductivity of a
large-polaron gas developed in Ref. [18], adapted to take into account multiple LO-phonon
branches [36]. The degeneracy and the anisotropy of the conduction band in SrTi1−xNbxO3
are taken into account.
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2. Optical conductivity of a gas of large polarons
The optical absorption spectra of SrTi1−xNbxO3 are sensitive to the doping level [15].
Therefore a many-polaron description is in order. In our context, “many-polaron descrip-
tion” means an account of many-electron effects on the optical conductivity of a polaron gas.
These effects include the influence of the electron-electron Coulomb interaction (which leads
to screening effects) and of the Fermi statistics of the polaron gas on the optical conductivity
spectra. In the low-density limit, those many-body effects are not important, and the optical
conductivity of a polaron gas is well described by the optical conductivity of a single polaron
multiplied by the electron density. The scope of the present study embraces a wide range of
electron densities for which the single-polaron approach is, in general, insufficient. As shown
below, even at the lowest electron density involved in the experiment [15], the shape and
magnitude of the optical conductivity spectrum is strongly affected by many-body effects.
We wish to compare the experiments of Ref. [15], in particular the observed mid-infrared
band, to the theoretical optical conductivity of a gas of large polarons. For that purpose we
use the many-body large polaron approach of Refs. [18, 36], which takes into account the
electron-electron interaction and the Fermi statistics of polarons.
Refs. [18, 36] are limited to the study of weak-coupling polarons. Up to α ≈ 3, which
includes the case of SrTi1−xNbxO3, the weak coupling approximation can be expected to
describe the main characteristics of the many-polaron optical response (see, e.g., Refs. [18–
20]). In Ref. [36] a generalization of Ref. [18] is presented that takes into account the
electron-phonon interaction with multiple LO-phonon branches as they exist, e. g., in com-
plex oxides. For a single polaron, effects related to multiple LO-phonon branches were
investigated in Ref. [38]. The starting point for the treatment of a many-polaron system is
the Fro¨hlich Hamiltonian
H =
∑
k
∑
σ=±1/2
~
2k2
2mb
c+k,σck,σ +
∑
q
n∑
j=1
~ωL,ja
+
q,jaq,j + Ue−e
+
1√
V
∑
q
n∑
j=1

Vq,jaq,j∑
k
∑
σ=±1/2
c+k+q,σck,σ + h.c.

 , (C2)
where c+k,σ (ck,σ) are the creation (annihilation) operators for an electron with momentum
k and with the spin z-projection σ, a+q,j (aq,j) are the creation (annihilation) operators for
a phonon of the j-th branch with the momentum q, ωL,j are the LO-phonon frequencies
226
(approximated here as non-dispersive), and V is the volume of the crystal. The polaron
interaction amplitude Vq,j is [38]
Vq,j =
~ωL,j
q
(
4παj
V
)1/2(
~
2mbωL,j
)1/4
, (C3)
where αj is a dimensionless partial coupling constant characterizing the interaction between
an electron and the j-th LO-phonon branch. The electron-electron interaction is described
by the Coulomb potential energy
Ue−e =
1
2
∑
q 6=0
4πe2
ε∞q2
∑
k,k′,σ,σ′
c+k+q,σc
+
k′−q,σ′ck′,σ′ck,σ. (C4)
Optical phonons in SrTiO3 show a considerable dispersion (see, e. g., Ref. [39] and
references therein). The effect of the phonon dispersion is a broadening of features of the
polaron optical conductivity band. The magnitude of the broadening is characterized by
the dispersion parameter ∆ω of the optical phonons, that contribute to the integrals over
q entering the polaron optical conductivity. In a polar crystal with a single LO-phonon
branch, that range of convergence is approximately q0 = (mbωLO/~)
1/2. For SrTiO3, taking
ωLO = max {ωL,j}, we obtain q0 ≈ 1.02 × 109m−1. The boundary of the Brillouin zone
π/a0 in SrTiO3 (where the lattice constant a0 ≈ 0.3905 nm) is at 8×109m−1. Therefore the
integration domain for the relevant integrals is one order smaller than the size of the Brillouin
zone. In the region 0 < q < q0, the dispersion parameter of the LO-phonon frequencies, ∆ω,
is a few percent of ωL,j. Consequently, ∆ω is very small compared with the characteristic
width of the polaron band. Therefore, in the present treatment, we apply the approximation
of non-dispersive phonons.
For a description of a polarizable medium with n optical-phonon branches, we use the
model dielectric function [40, 41]
ε (ω) = ε∞
n∏
j=1
(
ω2 − ω2L,j
ω2 − ω2T,j
)
, (C5)
whose zeros (poles) correspond to the LO(TO) phonon frequencies ωL,j (ωT,j). This dielectric
function is the result of the straightforward extension of the Born-Huang approach [42] to the
case where more than one optical-phonon branch exists in a polar crystal. The Born-Huang
approach and its extension [40] generate expressions for the macroscopic polarization induced
by the polar vibrations, and for the corresponding electrostatic potential. This electrostatic
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potential is a basis element of the Hamiltonian of the electron-phonon interaction. In Ref.
[40], the Hamiltonian of the electron-phonon interaction has been explicitly derived with the
amplitudes
Vqj =
1√
V
e
iq

 4π~
∂ε(ω)
∂ω
∣∣∣
ω=ωL,j


1/2
. (C6)
Using Eqs. (C3) and (C6) with the dielectric function (C5), we arrive at the following set
of linear equations for the coupling constants αj (j = 1, . . . , n):
n∑
k=1
~ω3L,k
(
~
2mbωL,k
)1/2
αk
ω2L,k − ω2T,j
=
e2
2ε∞
. (C7)
Knowledge of the band mass, of the electronic dielectric constant ε∞ and of the LO- and TO-
phonon frequencies is sufficient to determine the coupling constants αj taking into account
mixing between different optical-phonon branches. In the particular case of a single LO-
phonon branch, Eq. (C7) is reduced to (C1).
In order to describe the optical conductivity of a polaron gas, we refer to the work [44],
where the Mori-Zwanzig projection operator technique has been used to rederive the path-
integral result of Ref. [43] and the impedance of Ref. [31]. We repeat the derivations of
Ref. [44] with the replacement of single-electron functions by their many-electron analogs.
For example, eiq·r in the Hamiltonian of the electron-phonon interaction is replaced by the
Fourier component of the electron density for an N -electron system,
ρ (q) ≡
N∑
s=1
eiq·rs =
∑
k,σ
c+k+q,σck,σ. (C8)
As a result, we arrive at a formula which is structurally similar to the single-polaron optical
conductivity [31, 44],
σ (Ω) =
e2n0
mb
i
Ω− χ (Ω) /Ω , (C9)
where n0 = N/V is the carrier density, and χ (Ω) is the memory function. The same many-
electron derivation as in the present work, to the best of our knowledge, was first performed
for the polaron gas in 2D in Ref. [45] in the weak electron-phonon coupling limit.
In Refs. [31, 44] the single-polaron memory function was calculated starting from the
all-coupling Feynman variational principle [46]. For a many-polaron system, an effective all-
coupling extension of that variational principle has not been worked out yet. In the present
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treatment, we restrict ourselves to the weak-coupling approximation for the electron-phonon
interaction to derive the memory function. In this approximation, the memory function
χ (Ω) is similar to that of Ref. [45], with two distinctions: (1) the electron gas in the present
treatment is three-dimensional, (2) several LO phonon branches are taken into account. The
resulting form of the memory function is
χ (Ω) =
4
3~mbn0V
∑
q,j
q2 |Vq,j|2
∫ ∞
0
dt
(
eiΩt − 1)
× Im
[
cos [ωL,j (t+ i~β/2)]
sinh (β~ωL,j/2)
S (q, t)
]
, (C10)
where β = 1/ (kBT ). The dynamical structure factor S (q, t) is proportional to the two-point
correlation function (cf. Ref. [18]),
S (q, t) ≡ 1
2
〈
N∑
i,j=1
eiq·[rj(t)−rk(0)]
〉
=
1
2
〈ρ (q,t) ρ (−q, 0)〉 . (C11)
To obtain χ (Ω) to order α it is sufficient to perform the averaging in the correlation function
(C11) using the Hamiltonian (C2) without the electron-phonon interaction and keeping the
electron-electron interaction term Ue−e.
We calculate the dynamical structure factor (C11) extending the method [18] to nonzero
temperatures. In Ref. [18], the key advantage of the many-polaron variational approach [47]
is exploited: the fact that the many-body effects are entirely contained in the dynamical
structure factor S (q, t). The structure factor can be calculated using various approxima-
tions. Terms of order of |Vq,j|2 are automatically taken into account in the memory function
(C10). Consequently, up to order α for σ (Ω), it is sufficient to calculate S (q, t) without
the electron-phonon coupling. In Ref. [18], S (q, t) was calculated within two different
approximations: (i) the Hartree-Fock approximation, (ii) the random-phase approximation
(RPA). As shown in Ref. [18], the RPA dynamical structure factor, contrary to the Hartree-
Fock approximation, takes into account the effects both of the Fermi statistics and of the
electron-electron interaction on the many-polaron optical-absorption spectra.
The dynamical structure factor is expressed through the density-density Green’s functions
defined as
G (q,Ω) ≡ −i
∫ ∞
0
eiΩt 〈ρ (q,t) ρ (−q, 0)〉 dt, (C12)
GR (q,Ω) ≡ −i
∫ ∞
0
eiΩt 〈[ρ (q,t) , ρ (−q, 0)]〉 dt. (C13)
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In terms of G (q,Ω) and GR (q,Ω), the memory function (C10) takes the form:
χ (Ω) =
∑
j
αj~ω
2
L,j
6π2Nmb
(
~
2mbωL,j
)1/2
×
∫
dq {G (q,Ω− ωL,j) + G∗ (q,−Ω− ωL,j)− G (q,−ωL,j)− G∗ (q,−ωL,j)
+
1
eβ~ωL,j − 1
[
GR (q,Ω− ωL,j) +
(
GR (q,−Ω− ωL,j)
)∗
−GR (q,−ωL,j)−
(
GR (q,−ωL,j)
)∗]}
. (C14)
Taking into account the Coulomb electron-electron interaction within RPA, the retarded
Green’s function GR (q,Ω) is given by
GR (q,Ω) =
~V P (1) (q,Ω)
1− 4πe2
ε∞q2
P (1) (q,Ω)
, (C15)
where P (1) (q,Ω) is the polarization function of the free electron gas, see, e.g., [48]
P (1) (q,Ω) =
1
V
∑
k,σ
fk+q,σ − fk,σ
~Ω + ~
2(k+q)2
2mb
− ~2k2
2mb
+ iδ
, δ → +0 (C16)
with the electron average occupation numbers fk,σ. The function G (q,Ω) is obtained from
GR (q,Ω) using the exact analytical relation
(
1− e−β~Ω) ImG (q,Ω) = ImGR (q,Ω) (C17)
and the Kramers-Kronig dispersion relations for G (q,Ω).
The above expressions are written for an isotropic conduction band. However, the con-
duction band of SrTi1−xNbxO3 is strongly anisotropic and triply degenerate. The electrons
are doped in three bands: dxy, dyz and dxz, which all have their minima at k = 0. Each of
these bands has light masses along two direction (x and y for dxy, etc.) and a heavy mass
along the third direction. While each electron has a strongly anisotropic mass, the electronic
transport remains isotropic due to the fact that 2 light masses and 1 heavy mass contribute
along each crystallographic axis.
The anisotropy of the electronic effective mass of the conduction band can be approxi-
mately taken into account in the following way. We use the averaged inverse band mass
1
m¯b
=
1
3
(
1
mx
+
1
my
+
1
mz
)
(C18)
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and the density-of-states band mass
mD = (mxmymz)
1/3 . (C19)
The mass mD appears in the prefactor of the linear term of the specific heat. Comparing the
mass mD obtained from the experimental specific heat [28, 49] with the mass m¯b obtained
using optical spectral weights [15] reveals the mass ratio of the heavy and light bands to be
about 27. The expression (C18) replaces the bare mass mb in the optical conductivity (C9)
and in the memory function (C14). The polarization function of the free electron gas (C16) is
calculated with the density-of-states mass mD instead of mb. The band degeneracy is taken
into account through the degeneracy factor which is equal to 3, both in the polarization
function and in the normalization equation for the chemical potential. The reduction of the
polaron optical conductivity band due to screening with band degeneracy turns out to be
less significant than without band degeneracy.
a. Theory and experiment
b. Material parameters
Several experimental parameters characterizing SrTi1−xNbxO3 are necessary for the cal-
culation of the large-polaron optical conductivity (see, e.g., Refs. [14, 16]): the LO- and
TO-phonon frequencies, the electron band mass, and the electronic dielectric constant ε∞.
The electronic dielectric constant can be obtained using reflectivity spectra of
SrTi1−xNbxO3. At T = 10 K, the reflectivity of SrTi1−xNbxO3 is R ≈ 0.16 for Ω ≈ 5000
cm−1. The electronic dielectric constant can be approximated using the expression
R (Ω) =
∣∣∣∣∣
√
ε (Ω)− 1√
ε (Ω) + 1
∣∣∣∣∣
2
(C20)
and assuming that Ω = 5000 cm−1 is a sufficiently high frequency to characterize the elec-
tronic response. From (C20) it follows that for SrTi1−xNbxO3, ε∞ ≈ 5.44.
In order to determine the optical-phonon frequencies, we use the experimental data from
available sources [15, 16]. In Ref. [15], three infrared active phonon modes are observed at
room temperature: at 11.0 meV, 21.8 meV and 67.6 meV. With decreasing temperature,
the lowest-frequency infrared-active phonon mode shows a strong red shift upon cooling,
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and saturates at about 2.3 meV at 7 K. Those infrared-active phonon modes are associ-
ated with the polar TO-phonons. The TO-phonon frequencies determined in Ref. [16] for
SrTi1−xNbxO3 with x = 0.9% at T = 300 K are 100 cm−1, 175 cm−1 and 550 cm−1. The
corresponding TO-phonon energies are 12.4 meV, 21.7 meV and 68.2 meV.
Refs. [15] and [16] are used as sources for phonon parameters. In Ref. [16], the TO-
phonon frequencies are calculated on the basis of reflectivity measurements using a model
dielectric function to fit experimental data. In Ref. [15], the TO-phonon frequencies are
obtained from an analysis of both reflectivity and transmission spectra, using inversion of
the Fresnel equations of reflection and transmission coefficients and the Kramers-Kronig
transformation of the reflectivity spectra. The TO-phonon energies reported in Refs. [15]
and [16] are in close agreement. This confirms the reliability of both experimental data
sources [15, 16]. The values of the TO-phonon frequencies used in our calculation are taken
from the experiment [15] because they are directly related to the samples of SrTi1−xNbxO3
for which the comparison of theory and experiment is made in the present work.
The TO phonon frequencies from Ref. [15] can be used when they are complemented
with corresponding LO phonon frequencies. However, Ref. [15] does not contain data of the
LO-phonon frequencies. In the present calculation we use the LO phonon frequencies from
Ref. [16].
The averaged band mass (C18) is taken to be m¯b = 0.81me (where me is the electron
mass in vacuum) according to experimental data from Ref. [50]. Using the ratio of the heavy
mass (mz) to the light mass (mx = my), mz/mx = 27, we find the density-of states band
mass mD ≈ 1.65me.
The TO- and LO- phonon frequencies and the resulting partial coupling constants calcu-
lated using the mass m¯b are presented in Table 1.
The effective coupling constant in Table 1 is determined following Ref. [38], as a sum of
partial coupling constants αj ,
αeff ≡
∑
j
αj (C21)
The result αeff ∼ 2 shows that the electron-phonon coupling strength in SrTi1−xNbxO3 lies
in the intermediate to weak coupling range, and the conditions for small polaron formation
are not fulfilled. This analysis indicates that the large-polaron picture – rather than the
small-polaron description is suitable for the interpretation of the mid-infrared band of the
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TABLE III: Optical-phonon frequencies and partial coupling constants of doped strontium titanate
x x = 0.1% x = 0.1% x = 0.2% x = 0.2% x = 0.9% x = 0.9% x = 2% x = 2%
T T = 7 K T = 300 K T = 7 K T = 300 K T = 7 K T = 300 K T = 7 K T = 300 K
~ωT,1 (meV) 2.27 11.5 2.63 11.5 6.01 12.1 8.51 13.0
~ωL,1 (meV) 21.2 21.2 21.2 21.2 21.2 21.2 21.2 21.2
α1 0.021 0.013 0.021 0.013 0.017 0.013 0.017 0.013
~ωT,2 (meV) 21.2 21.8 21.2 21.8 21.2 21.8 21.2 21.8
~ωL,2 (meV) 58.4 58.4 58.4 58.4 58.4 58.4 58.4 58.4
α2 0.457 0.414 0.457 0.414 0.452 0.414 0.447 0.409
~ωT,3 (meV) 67.6 67.1 67.6 67.1 67.6 67.1 67.6 67.1
~ωL,3 (meV) 98.7 98.7 98.7 98.7 98.7 98.7 98.7 98.7
α3 1.582 1.582 1.582 1.580 1.576 1.578 1.570 1.574
αeff 2.06 2.01 2.06 2.01 2.05 2.01 2.03 2.01
optical conductivity of SrTi1−xNbxO3.
We use the actual electron densities for the samples studied in Ref. [15] based on the
unit cell volume (59.5 cubic angstrom) and the chemical composition (x is the doping level).
These carrier densities (see Table 2) are confirmed by measurements of the Hall constants.
TABLE IV: Electron densities of SrTi1−xNbxO3
x (%) n0 (cm
−3)
0.1 1.7 × 1019
0.2 3.4 × 1019
0.9 1.5 × 1020
2.0 3.4 × 1020
3. Optical conductivity spectra
We calculate the large-polaron optical conductivity spectra for SrTi1−xNbxO3 using the
approach of Ref. [18] as adapted in Ref. [36] to take into account multiple LO-phonon
branches. We also include in the numerical calculation the TO-phonon contribution to the
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optical conductivity, described by an oscillatory-like model dielectric function (see, e.g., Ref.
[16]):
Re σTO (Ω) =
∑
j
σ0,j
γ2j
(Ω− ωT,j)2 + γ2j
, (C22)
where the weight coefficients σ0,j and the damping parameters γj for each j-th TO-phonon
branch are extracted from the experimental optical conductivity spectra of Ref. [15]. The
polaron-and the TO-phonon optical responses are treated as independent of each other.
Consequently the polaron-(C9) and TO-phonon (C22) contributions enter the optical con-
ductivity additively.
Following the procedure described above using the material parameters discussed above,
we obtain the theoretical large-polaron optical conductivity spectra of SrTi1−xNbxO3 shown
in Fig. 2 and Fig. 3 at 7 K and 300 K, respectively. In each graph also the experimental
optical conductivity spectra of Ref. [15] are shown. It should be emphasized that in the
present calculation, there is no fitting of material constants for the polaron contribution to
Re σ (Ω). Even the magnitude of the optical conductivity, which is often arbitrarily scaled in
the literature, follows from first principles.
At 7 K, the calculated optical conductivity based on the Fro¨hlich model and extended for
a gas of large polarons as described in the present paper, shows convincing agreement with
the behavior of the experimental optical conductivity for the high energy part of the spectra,
i.e., ~Ω ' 300 meV. The experimental polaron optical conductivity of SrTi1−xNbxO3 falls
down at high frequencies following the power law (derived in the present work and typical
for large polarons) rather than as a Gaussian exponent that would follow from the small-
polaron theory. At lower photon energies ~Ω / 200 meV, the experiment shows distinct
peaks that are not explained within the polaron theory. They can be due to other scattering
mechanisms as discussed below.
The minor deviations between theoretical and experimental Re σ (Ω) in the frequency
range ~Ω ' 300 meV may be attributed to the difference between the actual electron
densities and the densities calculated on the basis of the unit cell volume and the chemical
composition. However, we prefer not to fit of the density.
The optical conductivity calculated for a single large-polaron absorption [31] predicts an
intensity 3-4 times larger than the experimental data for the lowest doping level x = 0.1%,
and therefore cannot explain those data. For higher dopings, the overestimation of the
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FIG. 23: The many-large-polaron optical conductivity compared with the experiment [15] at T = 7
K. The doping level is x = 0.1% (a), 0.2% (b), 0.9% (c) and 2%(d).
magnitude of the optical conductivity within the single-polaron theory is even larger than
for x = 0.1%. Therefore the many-polaron approach, used in the present work, is essential.
At 300 K, in Fig. 3 (a, b ,d), the agreement between theory and experiment is qualita-
tive. Both experimental and theoretical spectra show a maximum at the room-temperature
optical conductivity spectra in the range ~Ω ∼ 250 meV. For the doping level x = 0.9%
the calculated optical conductivity spectrum underestimates the experimental data, as also
observed at 7 K.
Many-body effects considerably influence the optical conductivity spectra of a polaron
gas. First, features related to the emission of a plasmon together with a LO phonon [18]
are manifested in the optical conductivity spectra of the many-polaron gas at T = 7 K
as separate peaks whose positions shift to higher energies with increasing doping level. At
room temperature, those peaks are strongly broadened and smoothened, and only a broad
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plasmon feature is apparent. Second, the mid-infrared optical conductivity (per particle)
in SrTi1−xNbxO3 is decreasing at higher doping levels due to the screening of the polar
interactions, which is accounted for in the present approach in which S (q, t) is based on
RPA. The effect of screening can be illustrated by the fact that for n0 ∼ 1020 cm−3, the many-
polaron optical conductivity per particle is reduced by about an order of magnitude compared
to the single-polaron optical conductivity. The reduction in intensity of the polaron optical
conductivity band can be interpreted as a decrease of the overall electron-phonon coupling
strength due to many-body effects. Correspondingly, at high doping levels, the polaron mass
m∗, determined by the sum rule introduced in Ref. [51]
πe2n0
2m∗
+
∫ ∞
ωL
Re (Ω) dΩ =
πe2n0
2m¯b
(C23)
is reduced, compared to the single-polaron effective mass. As shown in Refs. [18, 52], the
sum rule [51] remains valid for an interacting polaron gas.
The large-polaron theory of the optical absorption based on Ref. [18] explains without
any fitting parameters the main characteristics and trends of the observed spectra of Ref.
[15] in SrTi1−xNbxO3, including doping- and temperature dependence. Nevertheless, some
features of the experimental spectra remain to be explained. In particular, at T = 7 K,
the pronounced peak at ~Ω ∼ 130 meV in the experimental optical conductivity is not
accounted for by the present theoretical analysis. In the theoretical spectra, peaks of much
smaller intensity appear at about the same frequency. In the large-polaron theory, those
peaks are provided by the interaction between electrons and the LO-phonon branch with
energy ~ωL,2 ≈ 58.4 meV, accompanied by the emission of a plasmon as described in Ref.
[18].
The intensity of the experimentally observed absorption peak at ~Ω ∼ 130 meV is con-
siderably higher than described by the large-polaron theory. In the low density limit, the
experimental optical data more rapidly approach the single polaron limit [31] than the the-
oretical predictions based on Eq. (C10). This absorption peak at ~Ω ∼ 130 meV may be
provided by other mechanisms, not controlled in the present study. E. g., electron-phonon
interaction with low-frequency non-polar (e. g., acoustic) phonons may contribute to the
optical conductivity. The squared modulus |Vq|2 , which characterizes the coupling strength,
for the deformation electron-phonon interaction is |Vq|2 ∝ q [53], while for the Fro¨hlich
interaction, |Vq|2 ∝ q−2. Consequently, for the deformation electron-phonon interaction,
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FIG. 24: The many-large-polaron optical conductivity compared with the experiment [15] at T =
300 K. The doping level is x = 0.1% (a), 0.2% (b), 0.9% (c) and 2% (d).
the short-wavelength phonons may provide non-negligible contributions to the optical con-
ductivity. Also, at sufficiently large q, Umklapp scattering processes with acoustic phonons
can play a role. The treatment of contributions due to acoustic phonons (and other mech-
anisms) is the subject of the future work. Another possible explanation of the absorption
peak at ~Ω ∼ 130 meV is weakened screening in the corresponding energy range due to
dynamical-exchange [54].
4. Conclusions
Many-polaron optical conductivity spectra, calculated (based on Ref. [18]) within the
large-polaron picture without adjustment of material constants, explain essential character-
istics of the experimental optical conductivity [15]. The intensities of the calculated many-
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polaron optical conductivity spectra and the intensities of the experimental mid-infrared
bands of the optical conductivity spectra of SrTi1−xNbxO3 (from Ref. [15]) are comparable
for all considered values of the doping parameter. The doping dependence of the intensity
of the mid-infrared band in the theoretical large-polaron spectra is similar to that of the ex-
perimental data of Ref. [15]. In the high-frequency range, the theoretical absorption curves
describe well the experimental data (especially at low temperature). A remarkable difference
between the present theoretical approach and experiment is manifested on the low frequency
side of the mid-infrared range, where the experimental optical conductivity shows a sharp
and pronounced peak for ~Ω ∼ 130 meV at 7 K. Although the theoretical curve also shows a
feature around the same frequency, its intensity is clearly underestimated. This peak in the
absorption spectrum at ~Ω ∼ 130 meV remains to be explained. The value of the effective
electron-phonon coupling constant obtained in the present work (αeff ≈ 2) corresponds to
the intermediate coupling strength of the large-polaron theory.
The alternative small-polaron and mixed-polaron models for the optical conductivity
require several fitting parameters. Furthermore, we find that the mixed-polaron model
would need a major adjustment of the overall intensity in order to fit experimental spectra.
Contrary to the case of the large polaron, the small-polaron parameters cannot be ex-
tracted from experimental data. Moreover, the small-polaron model, for any realistic choice
of parameters, shows a frequency dependence in the high-frequency range which is different
from that of the experimental optical conductivity. Both the experimental and the theo-
retical large-polaron optical conductivity decrease as a power function at high frequencies,
while the small-polaron optical conductivity falls down exponentially for sufficiently high Ω.
In summary, the many-body large-polaron model based on the Fro¨hlich interaction ac-
counts for the essential characteristics (except – interestingly – for the intensity of a promi-
nent peak at ~Ω ∼ 130 meV, that constitutes an interesting challenge for theory) of the
experimental mid-infrared optical conductivity band in SrTi1−xNbxO3 without any adjust-
ment of material parameters. The large-polaron model gives then a convincing interpretation
of the experimentally observed mid-infrared band of SrTi1−xNbxO3.
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Appendix D: Notes on the polaron mobility
J. T. Devreese and S. N. Klimin
Here, we are focused on some important issues related to the polaron mobility. First, we
discuss the polaron mobility in the weak-coupling regime on the basis of Ref. [143]. Several
theoretical methods have been applied to study the transport properties of the Fro¨hlich
polaron. The polaron mobility was calculated using various approaches: the calculation of
the scattering amplitude [64], the kinetic equation [65], the Green’s function technique, the
Kubo formula [63, 66], the path-integral formalism [47, 48, 150].
A challenging difficulty is that, even for weak coupling and in the ohmic regime, there
is a remarkable difference in the mobility as obtained via a relaxation-time approximation
[62–65, 144], and as obtained via the path-integral formalism, worked out by Thornber and
Feynman [48], and which is based on the Feynman polaron model [43].
At weak coupling and small electric field, the relaxation time result for the mobility
[66] seems more reliable than the Thornber-Feynman result. This might be partly due
to the deviation of the electron velocity distribution from a drifted Maxwellian as shown
analytically [145] from the Boltzmann equation at weak electron-phonon coupling and low
temperature in the steady state regime.
Because the Boltzmann equation is valid at weak electron-phonon coupling, and because
of its intuitively transparent structure, this equation is an important tool to study transport
properties of polarons for weak coupling. In Ref. [143], its solution is discussed in the ohmic
regime and for the steady state. The mobility in the zero temperature limit from Ref. [143]
is given by:
µ|T→0 →
e
2α
N¯−1, (D1)
where N¯ is the average number of phonons. This is equivalent to the result from the
relaxation-time approximation [65], which therefore holds in the zero-temperature limit.
An analytical solution of the Boltzmann equation at T = 0 was obtained in Ref. [146].
In Fig. 25, the mobility of a polaron in the weak-coupling regime, calculated using the
exact solution of the Boltzmann equation [146] is calculated for InSb at T = 77 K and
compared to the mobility from Ref. [48]. For weak electric fields the result of Ref. [146]
is quite close to that of the polaron theory with a relaxation time but differs by the factor
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3
2
kBT
~ω0
1
2.5
from [48]. These results seem to confirm the validity of a relaxation time approach
for the electric field E → 0 (at least for InSb at 77 K). Nevertheless, as pointed out in
[147], a system of non-interacting polarons is not ergodic and this point should be examined
carefully before definite conclusions can be drawn when E → 0. In Ref. [148], arbitrary
temperature and electric field are considered, and an exact recursion relation is obtained for
the time-dependent expansion coefficients of the electron distribution function in terms of
Legendre polynomials.
FIG. 25: Mobility of weak-coupling polarons, obtained from the exact solution of the Boltzmann
equation [146] (solid line) and from [48] (dashed line). (After Ref. [147].)
The DC mobility of a polaron in the strong-coupling regime was investigated by Volovik
et al. [149]. They showed that the interaction Hamiltonian corresponding to scattering
of a phonon by a polaron can be separated in the strong-coupling limit with the aid of
the transformations of Bogoliubov and Tyablikov in conjunction with the LLP canonical
transformation. In the leading order in powers of the inverse coupling constant α−1, the
principal role in the scattering is played by two-phonon processes. In the system of units
with ~ = 1, the following result for the strong-coupling polaron mobility has been obtained:
µ =
γ
mωLOα2
T
ω0
eω0/T , (D2)
with a numerical temperature-independent coefficient γ ∼ 1.
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The “3
2
kBT” problem reveals a key distinction between the polaron mobility obtained in
Refs. [47, 48, 150] and the other approaches. Also the other problem is worth discussing.
The results of the approaches [63, 65, 66] are in agreement with each other. Therefore
during a long time they were recognized well-established. Several works appeared in which
the polaron mobility at low temperatures differs from the Kadanoff result by the numerical
factor 3, e. g., Refs. [151, 152]. However, they have not yet attract a proper attention.
In the work by V. F. Los [151], the polaron mobility was calculated on the basis of Kubo’s
formula using a Green’s superoperator technique. As stated in Ref. [151], the relaxation-
time approximation [65] does not take into account the change in the electron velocity in all
the electron-phonon scattering processes allowed by the energy and momentum conservation
laws. The polaron mobility obtained in Ref. [151] gives the correct temperature dependence
of the polaron mobility but exceeds the expression obtained by Kadanoff exactly by a factor
3.
Recently, this “factor 3” has been again confirmed using a rigorous derivation. An ap-
proach to the polaron mobility has been proposed by F. Brosens and D. Sels [153], based
on the dynamics of the Wigner distribution function, using the kinetic equations derived in
Refs. [154, 155].
In the paper [153], the mobility of the Fro¨hlich polaron is calculated within approach,
based on the dynamics of the Wigner distribution function. The approach proposed by the
authors is based on a path integral description of the Wigner distribution function. The
time evolution of the electron distribution function f (p, t) in the electron-phonon system
under an external time-dependent uniform electric field E (t) is governed by the generalized
kinetic equation(
∂
∂t
+ eE (t) · d
dp
)
f (p, t)
=
∑
k
2 |γ (k)|2
~2
∫∫∫
dt′dx′dp′Θ (t′ ≤ t) f (p′, t′)
×



 (nB (ωk) + 1) cos (k · (x− x′) + ωk (t− t′))
+nB (ωk) cos (k · (x− x′)− ωk (t− t′))


× (K0 (x,p− ~k2 , t|x′,p′ + ~k2 , t′)−K0 (x,p+ ~k2 , t|x′,p′ + ~k2 , t′))

 (D3)
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with the propagator
K0 (x,p, t|x′,p′, t′) = δ
(
p− p′ −
∫ t
t′
eE (σ) dσ
)
× δ
(
x− x′ − p
′
m
(t− t′)−
∫ t
t′
eE (σ)
m
(t− σ) dσ
)
. (D4)
Here, ωk is the phonon frequency, γ (k) is the amplitude of the electron-phonon interaction,
and nB (ωk) is the free-phonon distribution function,
nB (ωk) =
1
eβ~ωk − 1 . (D5)
The key result of Ref. [153] is the mobility of a weak-coupling polaron given by formula
(IV.4):
σDC =
3e2
2αmωLO
eβ~ωLO . (D6)
This expression differs by the factor 3 from the result by Kadanoff and Osaka [63, 65, 66].
Also the critical re-derivation of the polaron optical conductivity on the basis of the Feynman
polaron model results in the optical conductivity
σDC =
3e2
2αm∗ωLO
eβ~ωLO (D7)
that differs by the factor 2~ωLO
kBT
from the FHIP polaron mobility.
V. F. Los derived the polaron mobility [151] on the basis of the Kubo formula and the
Bogoliubov technique of an exact elimination of the phonon operators. The mobility was
obtained in Ref. [151] both in the weak-coupling approximation and using the Feynman
polaron model. The weak-coupling expression given in Ref. [151] by formula (18) is the
same as (D3), i. e. three times larger than the Kadanoff polaron mobility.
The polaron mobility obtained in Ref. [151] using the Feynman polaron model, formula
(36),
µF =
3e
2α
eβ
emf/v
(mf + 1)
3/2
(D8)
differs from (D7). However, the factor 3 with respect to the Kadanoff result is definitely
present in (D8).
The key distinction between the derivation of the polaron mobility in Refs. [151, 153],
on the one hand, and in Refs. [63, 65, 66] is the relaxation-time approximation (RTA)
(see Ref. [60]). The RTA consists in disregarding the contribution of the so called “re-
population term” (using terminology of Ref. [60]) in the kinetic equation. RTA is used
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in Refs. [63, 65, 66]. On the contrary, in Refs. [151, 153] there is no relaxation-time
approximation. In Ref. [151], the parameter attributed to the relaxation time appears in a
natural way quite rigorously. Moreover, in Ref. [153], the relaxation time does not appear
at all.
The difference of the results by Los from the theory by Kadanoff and Osaka appears
already at an intermediate stage. Los derived the evolution equation for the correlation
function velocity-velocity 〈vν (0) vµ (τ)〉 [formula (9)], with the kernel function
Γν (p) = 2π
∑
k
|Vk|2
(
1− vν (p− k)
vν (p)
)
× {(1 +Nk) δ (T (p)− T (p− k)− ωk) +Nkδ (T (p)− T (p− k) + ωk)} (D9)
(the notations are in Ref. [151]).
The factor [1− vν (p− k) /vν (p)] in the kernel function is an essential difference between
the theory by Los and the theory by Osaka/Kadanoff. Without this factor, as checked in
Ref. [151], the theory by Los would give the same result as the Kadanoff theory. This factor
describes the change in the electron velocity in the electron-phonon scattering processes
allowed by the energy and momentum conservation laws. It is important to note that in
relaxation times of the kinetic equations corresponding to elastic scattering mechanisms (e.
g., impurity scattering) or approximately elastic mechanisms (e. g., acoustic phonons), the
factor (1− v′ν/vν) is always present. In those kinetic equations, the second (subtracted)
part, v′ν/vν , comes from the aforesaid “re-population” term. This “re-population” term was
neglected in Refs. [63, 65, 66]. It appears that the “re-population” term is in fact non-
negligible. The analogous reasoning is developed in Ref. [153], where the “re-population”
contribution to the kinetic equation is taken into account. It is shown in Ref. [153] that the
neglect of the re-population term in the kinetic equation is an unwarranted approximation,
because it violates the particle number conservation. The conclusions of Refs. [151, 153] are
contrary to the assumption made in Refs. [63, 65, 66], where that term is neglected.
In Ref. [151], the expression (D9) for Γν (p) arises here from the rigorous microscopic
treatment. It is important to note that such a relaxation time was introduced phenomenolog-
ically in 1939 in [156], but in subsequent studies the expression without the factor describing
the change in the velocity was obtained.
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In Ref. [156], the relaxation time has been phenomenologically defined by:
1
τ
= −
∑
q
(
∆k
k
)
x
φq (k) (D10)
where φq (k) is the probability per unit time that an electron with the wave number k
makes a collision with a lattice wave of wave number q, and ∆k is the average change of the
x-component of the wave number kx on each collision.
The factor
−
(
∆k
k
)
x
=
kx − k′x
kx
= 1− k
′
x
kx
entering (D10) has exactly the same meaning as the factor
(
1− vν(p−k)
vν(p)
)
which appears in
the work by Los [151] and ensures the particle number conservation. Without this factor,
the formula
1
τ
=
∑
q
Wq (k) (D11)
gives the result of Refs. [63, 65, 66]. With this factor, the derivation reproduced in Ref.
[158] gives the same relaxation time and mobility as in Ref. [151].
In the paper by B. I. Davydov and I. M. Shmushkevich [157], the derivation of the
mean free path and the electron mobility in ionic crystal is performed using the parameters
of the medium which are not immediately measurable. Later, Born and Huang in their
Dynamical Theory of Crystal Lattices [129] introduced the description of optical phonons
and the electron-LO phonon interaction using only observable parameters, such as high-
frequency and static dielectric constants. At present, these notations are of common use.
In the monograph by A. Anselm [158], the theory by Davydov and Shmushkevich has been
reproduced using these contemporary notations. The physics of the approach by Davydov
and Shmushkevich is described in Ref. [158] in the following way.
“At low temperatures the scattering is inelastic, and, therefore, general the relaxation
time cannot be introduced with the aid of Boltzmann equation ... However, as was demon-
strated by B. I. Davydov and I. M. Shmushkevich in 1940, in the low-temperature case
as well the relaxation time can be introduced, provided a correct calculation procedure is
followed.
Qualitatively this can be explained as follows. At low temperatures, when kBT ≪ ~ω0
the absolute majority of the electrons are able only to absorb the phonons. Such absorption
of a phonon results in the electron going over to the energy interval from ~ω0 to 2~ω0. Such
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an electron will immediately emit a phonon, because the ratio of the emission probability
to the absorption probability is equal, according to (6.1), to Nq+1
Nq
≈ exp
(
~ω0
kBT
)
≫ 1. The
variation of the electron energy in the result of such an absorption and an almost immediate
emission of a phonon will be very small (only at the expense of the ω0 vs q dependence),
but the variation of wave vector will be substantial. This makes it possible to regard the
electron scattering in a definite sense as elastic and to introduce the relaxation time.”
Remarkably, the phenomenological definition (D10) coincides with the Davydov-
Shmushkevich formula for the inverse relaxation time. The resulting low-temperature relax-
ation time within the approach by Davydov and Shmushkevich is given by:
τ =
3
√
2
2
~
2ε∗
e2m
1/2
b (~ω0)
1/2
exp
(
~ω0
kBT
)
. (D12)
with ε∗ defined through the high-frequency and static dielectric constants:
1
ε∗
=
1
ε∞
− 1
ε0
. (D13)
The mobility is expressed through the relaxation time in the standard way:
µ =
e
mb
τ. (D14)
Hence the mobility is:
µ =
3
√
2
2
~
2ε∗
em
3/2
b (~ω0)
1/2
exp
(
~ω0
kBT
)
. (D15)
Using the Fro¨hlich coupling constant α,
α =
1
2ε∗
e2
~ω0
(
2mbω0
~
)1/2
, (D16)
the mobility is transformed to the expression
µ =
3e
2mbαω0
exp
(
~ω0
kBT
)
. (D17)
This result is three times larger than the mobility obtained by many authors, e. g., Kadanoff.
In the recent paper [159], the alternative representation has been found for the optical
conductivity described by the Kubo formula. The treatment is based on the expression for
the optical conductivity:
σ (z) =
i
zV
[
Π (z)− e2Γ] (z = Ω+ iδ, δ → +0) (D18)
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where V is the system volume, e is the electronic charge, Π (z) is the current-current corre-
lation function,
Π (z) = −i
∫ ∞
0
dt eizt 〈[J (t) , J (0)]〉 (D19)
and the coefficient Γ is determined through the correlation function in the Euclidean time:
e2Γ = −
∫ β
0
dτ 〈J (τ) J (0)〉 , β = 1
kBT
. (D20)
Here, the current operator is
J = −evx = − e
mb
px. (D21)
In the known expressions for the Kubo formula, Γ is given by explicit constants:
e2Γ = − e
2
mb
(D22)
for a single electron with the band mass mb (see, e. g., Ref. [50]).
In the memory-function representation, the polaron optical conductivity is given by for-
mula (7) of Ref. [159]:
σ (z) = − i
V
e2Γ
z + iM (z)
. (D23)
with the memory function M (z). The equivalence relation (D22) is important for the sum
rule [82] due to the following reasons. On the one hand, it is easily checked by hand that
the expression (5.77) explicitly satisfies the sum rule given by formula (6) of Ref. [159]:∫ ∞
−∞
Re σ (Ω + iδ) dΩ = −πe
2Γ
V
. (D24)
On the other hand, the polaron optical conductivity must satisfy the f -sum rule [82]:∫ ∞
−∞
Re σ (Ω + iδ) dΩ =
1
V
πe2
mb
. (D25)
Thus the relation (D22) ensures the fulfilment of the f -sum rule for the polaron optical con-
ductivity. When using exact polaron states, the integral in (D20) gives analytically e2/mb.
However, any approximation for the polaron states may violate (D22) and consequently
violate the f -sum rule.
The DC mobility of a Fro¨hlich polaron is obtained in Ref. [159] in the weak-coupling
regime at low temperatures as µ = 10
3
µFHIP , i.e., the mobility differs by a numerical factor
10/3 from the result of FHIP [47] and by 5kBT/ (~ω0) from the value obtained by Kadanoff.
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Accounting for the above discussion, the fulfilment of the f -sum rule within the theory [159]
and, consequently, the DC mobility need further verification.
In summary, the most reliable results for the mobility of a Fro¨hlich polaron are obtained
in Refs. [151, 153]. It is proven in those works that the “re-population” term in the kinetic
equation cannot be neglected, that leads to a significant change of the polaron mobility.
Consequently, the results obtained in Refs. [151, 153] bring an important correction to the
theory of the polaron response.
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Appendix E: All-coupling polaron optical response: analytic approaches beyond
the adiabatic approximation [S. N. Klimin, J. Tempere, and J. T. Devreese, Phys.
Rev. B 94, 125206 (2016)]
1. Introduction
The polaron, first proposed as a physical concept by L. D. Landau [1]9 in the context
of electrons in polar crystals, has become a generic notion describing a particle interacting
with a quantized bosonic field. The polaron problem has consequently been used for a long
time as a testing ground for various analytic and numerical methods with applications in
quantum statistical physics and quantum field theory. In condensed matter physics, the
polaron effect coming from the electron-phonon interaction is a necessary ingredient in the
description of the DC mobility and the optical response in polar crystals (see Ref. [2]).
Polaronic effects are manifest in many interesting systems, such as magnetic polarons [3],
polarons in semiconducting polymers [4], and complex oxides [5, 6] which are described in
terms of the small-polaron theory [7]. Large-polaron theory has recently been stimulated by
the possibility to study polaronic effects using highly tunable quantum gases: the physics of
an impurity immersed in an atomic Bose-Einstein condensate [8] can be modeled on the basis
of a Fro¨hlich Hamiltonian. Another recent development in large-polaron physics stems from
the experimental advances in the determination of the band structure of highly polar oxides
[9], relevant for superconductivity, where the optical response of complex oxides explicitly
shows the large-polaron features [10, 11].
Diagrammatic Quantum Monte Carlo (DQMC) methods have been applied in recent
years to numerically calculate the ground state energy and the optical conductivity of the
Fro¨hlich polaron [12, 13]. Advances in computational techniques such as DQMC inspired
renewed study of the key problem in polaron theory – an analytic description of the polaron
response. For the small-polaron optical conductivity, the all-coupling analytic theory has
been successfully developed [14] showing good agreement with the numeric results of the
DQMC. However, the optical response problem for a large polaron is not yet completely
solved analytically. It should be noted that we call here “analytic” methods which in fact
9The bibliography to this Appendix is in a separate list.
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can require massive computations (e. g., the Feynman variational method and the methods
used in the present work) in order to distinguish between them and the purely numerical
methods, such as DQMC.
Asymptotically exact analytic solutions for the polaron optical conductivity have been
obtained in the limits of weak [15–17] and strong coupling [18, 19]. A first proposal for an all-
coupling approximation for the polaron optical conductivity has been formulated in Ref. [20]
(below referred to as DSG), further developing the Feynman-Hellwarth-Iddings-Platzman
theory [21] (FHIP) and using the Feynman variational approach [22]. However, in Ref.
[20], it was already demonstrated that FHIP is inconsistent at large α with the Heisenberg
uncertainty relations. This inconsistency is revealed in Ref. [20] through extremely narrow
peaks of the optical conductivity at large α . Nevertheless, the peak positions for the polaron
optical conductivity as obtained in Ref. [20] have been confirmed with high accuracy [19] by
the DQMC calculation [13]. This inspired further attempts to develop analytical methods
for the polaron optical response, especially at intermediate and strong coupling. Among
these analytic methods, an extension of the DSG method has been proposed in Ref. [18]
introducing an extended memory function formalism with a relaxation time determined from
the additional sum rule for the polaron optical conductivity. Alternatively, for the strong
coupling regime, the strong coupling expansion (SCE) based on the Franck-Condon scheme
for multiphonon optical conductivity has been developed in Refs. [18, 19].
In the limit of small α , the optical conductivity derived within the memory-function for-
malism (both DSG and extended methods [18, 20]) analytically tends to the asymptotically
exact perturbation results of Refs. [15–17]. As seen from the comparison of the memory-
function polaron optical conductivity with numerically accurate DQMC data [13, 18], they
agree well to each other for α / 4 (for DSG) and for α / 6 (the extended memory-function
formalism). As written above, the conclusion that the memory-function formalism based
on the Feynman polaron model failed at large α due to inconsistency with the Heisenberg
uncertainty relations was already formulated in Ref. [20].
The alternative method, strong-coupling expansion of Refs. [18, 19], is based on the
adiabatic approximation for electron-phonon states which is asymptotically exact in the
strong-coupling limit. In summary, the memory-function formalism is well-substantiated for
small and intermediate values of α , and the strong coupling expansion adequately describes
the opposite limit of large α . Consequently, the extended memory-function formalism
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and the strong coupling expansion are complementary to each other. The quantitative
comparison of these two methods with each other and with DQMC performed in Ref. [18]
shows that they only qualitatively agree with each other and with the DQMC data in the
range of intermediate coupling strengths (6 / α / 10 ). On the one hand, the memory
function formalism explicitly disagrees with DQMC at large α . On the other hand, the
strong-coupling expansion only qualitatively reproduces the shape of the optical conductivity
and fails at intermediate α [18, 19].
The main aim of the work [Phys. Rev. B 94, 125206 (2016)] is to extend both the memory
function formalism and the strong coupling expansion in order to bridge the gap that remains
between their regions of validity, such that the combination of both methods allows to find
analytical results in agreement with the numeric DQMC results at all coupling. In the
present work, as in Ref. [19], the T = 0 case is considered. We have added the following
new elements in the theory which lead to an overlapping of the areas of applicability for two
aforesaid analytic methods. For weak and intermediate coupling strengths, an extension of
the Feynman variational principle and the memory-function method for a polaron with a non-
quadratic trial action has been developed. As distinct from the memory function formalism
of Ref. [18], we do not use additional sum rules and relaxation times, and perform the
calculation ab initio. For intermediate and strong coupling strengths, the strong coupling
expansion of Ref. [19] is extended beyond the adiabatic approximation in the following way.
In the strong-coupling approximation for polaron optical conductivity [18, 19], the matrix
elements for the electron-phonon interaction between electron states with different energies
are neglected. This is consistent with the adiabatic approximation, as described below in
detail. The similar approach is well recognized in the theory of multiphonon transitions
in deep centers [23, 24]. In the present work, also transitions between different excited
polaron states due to the electron-phonon interaction are taken into account. Because these
transitions are beyond the adiabatic approximation, they are referred to as “non-adiabatic
transitions”. The incorporation of non-adiabatic transitions in the treatment leads to a
substantial expansion of the range of validity for the strong-coupling expansion towards
smaller α and to an overall improvement of its agreement with DQMC.
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2. Analytic methods for the polaron optical conductivity
a. Memory function formalism with a non-parabolic trial action
To generalize the memory function formalism, we start by extending Feynman’s varia-
tional approach to translation invariant non-Gaussian trial actions. The electron-phonon
system is described by the Fro¨hlich Hamiltonian, using the Feynman units with ~ = 1, the
LO-phonon frequency ωLO = 1 , and the band mass mb = 1 ,
Hˆ =
pˆ2
2
+
∑
q
(
aˆ+q aˆq +
1
2
)
+
1√
V
∑
q
√
2
√
2πα
q
(
aˆq + aˆ
+
−q
)
eiq·ˆr, (E1)
where rˆ is the position operator of the electron, pˆ is its momentum operator; aˆ†q and aˆq are,
respectively, the creation and annihilation operators for longitudinal optical (LO) phonons of
wave vector q . The electron-phonon coupling strength is described by the Fro¨hlich coupling
constant α . As this Hamiltonian is quadratic in the phonon degrees of freedom, they can be
integrated out analytically in the path-integral approach. The remaining electron degree of
freedom is described via an action functional where the effects of electron-phonon interaction
are contained in an influence phase Φ[re(τ)] [22]:
S[re(τ)] =
1
2
β∫
0
r˙2e(τ)dτ − Φ[re(τ)]. (E2)
Here re(τ) is the path of the electron, expressed in imaginary time so as to obtain the
euclidean action, and β = 1/(kBT ) with T the temperature. The influence phase corre-
sponding to (E1) depends on the difference in electron position at different times, resulting
in a retarded action functional. In the path-integral formalism, thermodynamic potentials
(such as the free energy) are calculated via the partition sum, which in turn is written as
a sum over all possible paths re(τ) of the electron that start and end in the same point,
weighted by the exponent of the action.
Feynman’s original variational method considers a quadratic trial action
Squad [re(τ), rf (τ)] where the phonon degrees of freedom are replaced a a fictitious
particle with coordinate rf(τ), interacting with the electron through a harmonic potential.
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Feynman restricted his trial action to a quadratic action, since only for case one can
calculate the influence phase analytically.
Using the Feynman variational approach with the Gaussian trial action, excellent results
are obtained for the polaron ground-state energy, free energy, and the effective mass. More-
over, this approach has been effectively used to derive the DSG all-coupling theory for the
polaron optical conductivity, Ref. [20]. However, as mentioned in the introduction, the DSG
and DQMC results contradict to each other in the range of large α . The most probable
source of this contradiction is the Gaussian form of the trial action used in the DSG theory.
Indeed, the model system contains only a single frequency, leading to unphysically sharp
peaks in the spectrum, subject to thermal broadening only [25, 26]. Extensions to the for-
malism [18] have tried to overcome this problem by including an ad-hoc broadening of the
energy level, chosen in such as way as to comply with the sum rules. A remarkable success in
the problem of the polaron optical response has been achieved in the recent work [27], where
the all-coupling polaron optical conductivity is calculated using the general quadratic trial
action instead of the Feynman model with a single fictitious particle. The resulting optical
conductivity is in good agreement with DQMC results [13] in the weak- and intermediate-
coupling regimes and is qualitatively in line with DQMC even at extremely strong coupling,
resolving the issue of the linewidth in the FHIP approach. However, there is a quantitative
difference between the results of [27] and DQMC in the strong-coupling regime, which is
overcome in the present work.
In the literature, there are attempts to re-formulate the Feynman variational approach
avoiding retarded trial actions. For example, Cataudella et al. [28] introduce an extended
action which contains the coordinates of the electron, the fictitious particle, and the phonons.
This action, however, is not exactly equivalent to the action of the electron-phonon system,
and hence the results obtained in [28] need verification. In Ref. [29], we introduced an
extended action/Hamiltonian for an electron-phonon system and reformulated the Feynman
variational method in the Hamiltonian representation. This method leads to the same result
as the Feynman variational approach. However the method of Ref. [29] reproduces the strong
coupling limit for the polaron energy only when using a Gaussian trial action.
In the current work, we propose to extend the Feynman variational approach to trial
systems with non-parabolic interactions between an electron and a fictitious particle. The
difficulty with using non-gaussian trial actions is that the path integrals with the influ-
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ence phase can only be computed analytically for quadratic action functionals. However,
quantum-statistical expectation values (such as the one in the Jensen-Feynman inequality)
can be calculated for non-quadratic model systems by other means, in particular if the spec-
trum of eigenvalues and eigenfunctions can be found. So, what we propose is to focus on
keeping the influence phase for a quadratic model system in the expressions, while at the
same time allowing for non-Gaussian potentials for the expectation values.
The present variational method uses the following identical transfornation as a starting
point. Let us equivalently rewrite the partition function of the true electron-phonon system
Z =
∫
Dree−S[re(τ)] (E3)
as the extended path integral
Z = 1Zf
∫
Dre exp {Φ[re(τ)]− Φquad[re(τ)]}
×
∫
Drf exp

−
β∫
0
[
mr˙2e
2
+
mf r˙
2
f
2
+ Uquad (rf − re)
]
dτ

 (E4)
with the partition function Zf for a fictitious particle with the mass mf in a harmonic po-
tential Uquad (rf ) = m
2
fω
2r2f/2 . Indeed, performing the path integration for the fictitious
particle cancels Φquad [re (τ)] as well as the factor Zf , and leaves the kinetic energy contri-
bution, restoring the action function of the true electron-phonon system. Hence (E3) and
(E4) are equivalent. The usefulness of the above transformation lies in the fact that (E4)
can be interpreted as an expectation value with respect to the model system. To the best
of our knowledge, this identity transformation was not yet used in the polaron problem.
In order to demonstrate the effectiveness of the transformation (E4), consider a non-
quadratic variational trial action
Svar [re(τ), rf (τ)] =
β∫
0
[
mr˙2e
2
+
mf r˙
2
f
2
+ U (rf − re)
]
dτ (E5)
with a general potential U . We can rewrite (E4) to the partition function:
Z = ZvarZf 〈exp {Φ[re(τ)]− Φquad[re(τ)]
−∫ β
0
[Uquad (rf − re)− U (rf − re)] dτ
}〉
var
, (E6)
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where Zvar is the partition function for a trial system with the action Svar . With Zvar/Zf =
e−βFvar and using the Jensen-Feynman variational inequality, we arrive at:
F 6 Fvar +
1
β
〈Φquad[re(τ)]− Φ[re(τ)]〉var
+ 〈Uquad (rf − re)− U (rf − re)〉var (E7)
When U = Uquad , this restores the original Jensen-Feynman variational principle for the
polaron [22].
Introducing a non-quadratic potential leads to two changes. First, there is an additional
term corresponding to the expectation value of the difference between the chosen variational
potential and the quadratic one. Second, the expectation values are to be calculated with
respect to the chosen variational potential U rather than with respect to the quadratic
potential. Thus the variational inequality (E7) is a non-trivial extension of the Feynman –
Jensen inequality.
It is important for the calculations that Svar is translation invariant but non-retarded
action, so that all expressions in the variational functional (E7) have the same form in
both representations – path integral and standard quantum mechanics. Apart from the
parameters appearing in the trial action Svar , the inequality (E7) still contains as variational
parameters mf and ω , inherited from the “auxiliary” quadratic action Squad and appearing
in Φquad and Uquad (rf − re) .
A physically reasonable choice of the trial interaction potential U (ρ) with ρ = |rf − r|
is no longer restricting to a single frequency oscillator. According to Refs. [23, 30], the
self-consistent potential for an electron induced by the lattice polarization is parabolic near
the bottom and Coulomb-like at large distances. Therefore, for the calculation of the optical
conductivity, we choose a trial potential in the piecewise form, stitching together a parabolic
and a Coulomb-like potential,
U (ρ) =

 −U0 +
1
2
µv2ρ2, ρ ≤ r0,
−α0
ρ
, ρ > r0,
(E8)
with the variational parameters: the reduced mass µ = mmf/ (m+mf ) , the bottom energy
U0 , the confinement frequency v , and the parameter α0 characterizing the Coulomb-like
potential. The number of independent variational parameters is reduced, because we impose
the boundary conditions for U (ρ) to be continuous and smooth at ρ = r0 . This leads to
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the following relations:
U0 =
3
2
µv2r20, α0 = µv
2r30. (E9)
Thus the independent parameters for the present model are µ, ω, v, r0 .
In Table V, we represent optimal variational parameters for several values of α correspond-
ing to the spectra of the optical conductivity calculated below within the memory-function
formalism. The frequency v is the analog of the first variational frequency parameter v of
the Feynman model, and ω has some simliarity with the second one, w . Fig. 26 shows
the trial potential corresponding to these parameters. As can be seen from the figure, the
potential becomes gradually deeper when α increases. Also the radius r0 separating the
parabolic and Coulomb-like fits for U (r) decreases with an increasing coupling strength.
TABLE V: Parameters used for the calculation of the polaron optical conductivity within the
memory function formalism
α µ ω v r0
1 0.1035 3.139 3.882 2.499
3 0.3080 5.570 7.860 1.018
5.25 0.5255 5.189 8.885 0.733
6.5 0.6209 4.938 9.483 0.653
Because of using an auxilary parabolic potential, the extended Jensen-Feynman inequality
(E7), despite having more variational parameters, does not lead in general to a lower polaron
free energy than the original Feynman result, except in the extremely strong coupling regime,
where the present variational functional analytically tends (for T = 0) to the exact strong
coupling limit obtained by Miyake [30]. However, its advantage with respect to the original
Feynman treatment is in calculating the optical conductivity. The spectrum of internal states
of the model system with the chosen potential necessarily consists of an infinite number non-
equidistant energy levels with the energies En < 0 (counted from the potential energy at
the infinity distance from the polaron) and a continuum of energies E > 0 . Accounting for
transitions between all these levels, one must expect a significant broadening of the peak
absorption.
The polaron optical conductivity is calculated following the scheme of Ref. [31], where the
memory-function expression for the polaron optical conductivity is derived using the Mori-
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Zwanzig projection operator formalism [32]. We repeat the derivation up to formula (17)
of Ref. [31], which is still formally exact. In the subsequent approximation, we extend the
approach of Ref. [31], considering the density-density correlation function
〈
eiq·r(t)e−iq·r(0)
〉
var
where averaging is performed with the non-quadratic trial action/Hamiltonian. Note that
these derivations in Ref. [31] and in the present work do not utilize the weak-coupling
condition. As a result, the polaron optical conductivity takes the form,
σ (Ω) =
e2n0
mb
i
Ω− χ (Ω) /Ω , (E10)
where n0 = N/V is the carrier density. The memory function in the non-quadratic setting
is given by
χ (Ω) =
2
3~mb
∫
dq
(2π)3
q2 |Vq|2
∫ ∞
0
dt e−δt
(
eiΩt − 1)
× Im
[
cos [ω0 (t + i~β/2)]
sinh (β~ω0/2)
〈
eiq·r(t)e−iq·r(0)
〉
var
]
, (E11)
where δ → +0 , r (t) and r (0) are electron coordinate vectors in the Heisenberg represen-
tation with the Hamiltonian of the trial system, ω0 is the LO phonon frequency, and the
correlation function
〈
eiq·r(t)e−iq·r(0)
〉
var
is calculated with the quantum states of the trial
Hamiltonian corresponding to Svar . In the quadratic setting, χ (Ω) /Ω exactly reproduces
the function Σ (Ω) of Ref. [31]. Further on, we consider the case T = 0 and apply the
formula following from (E11),
χ (Ω) =
1
3π2~mb
lim
δ→0+
∫ ∞
0
dq |Vq|2 q4
∞∫
0
dt e−δt
(
eiΩt − 1)
× Im (e−iω0t 〈eiq·r(t)e−iq·r(0)〉
var
)
. (E12)
Rather than computing the correlation function
〈
eiq·r(t)e−iq·r(0)
〉
var
as a path integral,
we choose to evaluate it in the equivalent Hamiltonian formalism. In this Hamiltonian
framework, (E12) is written as a sum over the eigenstates of the trial Hamiltonian for the
electron and the fictitious particle interacting through the potential U ,
Hˆvar =
pˆ2
2
+
pˆ2f
2mf
+ U (rˆf − rˆ) . (E13)
The quantum numbers for the Hamiltonian Hˆvar are the momentum k , the quanta
l, mrelated to to angular momentum, and a nodal quantum number n for the relative mo-
tion wavefunction. The quantum numbers l, n determine the energy εl,n associated with
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the relative motion between electron and fictitious particle (including both the discrete and
continuous parts of the energy spectrum). The eigenunctions |ψk;l,n,m〉 of the trial Hamilto-
nian (E13) are factorized as a product of a plane wave for the center-of-mass motion (with
center-of-mass coordinate R ) and a wave function for the relative motion |ϕl,n,m〉 (with the
coordinate vector ρ of the relative motion),
|ψk;l,n,m〉 = 1√
V
eik·R |ϕl,n,m〉 , (E14)
|ϕl,n,m〉 = Rl,n (ρ) Yl,m (θ, ϕ) . (E15)
The density-density correlation function at T = 0 is therefore the average with the ground
state of the trial system, which can be expanded in the basis of eigenfunctions |ψk;l,n,m〉 :
〈
eiq·r(t)e−iq·r(0)
〉
var
=
〈
ψ0;0,0,0
∣∣∣e i~ Hˆvarteiq·re− i~ Hˆvarte−iq·r∣∣∣ψ0;0,0,0〉
=
∑
k;l,n,m
e
i t
~
(
ε0,0−εl,n− ~
2k2
2M
) ∣∣〈ψ0;0,0,0 ∣∣eiq·r∣∣ψk;l,n,m〉∣∣2 , (E16)
where M = 1 + mf is the total mass of the trial system. Further on, the Feynman units
are used, where ~ = 1 , ω0 = 1 , and the band mass mb = 1 . In these units, the squared
modulus |Vq|2 is:
|Vq|2 = 2
√
2πα
q2
.
When substituting (E16) into the memory function, we arrive at the result,
χ (Ω) =
2
√
2α
3π
∫ ∞
0
dq q2
∑
k;l,n,m
∣∣〈ψ0;0,0,0 ∣∣eiq·r∣∣ψk;l,n,m〉∣∣2
×
∞∫
0
dte−δt
(
eiΩt − 1) Im(e−it(εl,n−ε0,0+ k22M+1)) . (E17)
Using analytic summations as described in Appendix 1 and the integration over time, the
memory function takes the form
χ (Ω) =
√
2α
3π
∫ ∞
0
dq q2
∑
l,n
(2l + 1)S2q (0, 0 |l| l, n)
×
(
1
Ω− Ωq,l,n + iδ −
1
Ω + Ωq,l,n + iδ
+
2
Ωq,l,n
)
. (E18)
(δ → +0)
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with the transition frequency for transitions between the ground and excited states of the
trial system accompanied by an emission of a phonon:
Ωq,l,n ≡ q
2
2M
+ εl,n − ε0,0 + 1, (E19)
and the matrix element with radial wave functions for the trial system Sq (l, n |l′′| l′, n′)
determined by (E51).
The limiting transition δ → +0 in (E18) is performed analytically using the relation
limδ→+0 (x+ iδ)
−1 = P/x−iπδ (x) , where P/x is the Cauchy principal value and δ (x) is the
delta function. This separates explicitly the real and imaginary parts of the memory function
and eliminates the integration over q for the imaginary part. The obtained expressions
are used then for the numerical calculation of the polaron optical conductivity within the
extended memory function formalism.
b. Non-adiabatic strong coupling expansion
Next, we describe the strong coupling approach and its extension beyond the adiabatic ap-
proximation, denoted below as the non-adiabatic SCE. Here, the goal is to take non-adiabatic
transitions between different excited levels of a polaron into account in the formalism. The
notations in this subsection are the same as in Ref. [19]. The polaron optical conductivity
in the strong coupling regime is represented by the Kubo formula,
Reσ (Ω) =
Ω
2
∫ ∞
−∞
eiΩtfzz (t) dt, (E20)
with the dipole-dipole correlation function
fzz (t) =
∑
n,l,m,
∑
n′,l′,m′,
∑
n′′,l′′,m′′
〈ψn,l,m |zˆ|ψn′′,l′′,m′′〉 〈ψn′,l′,m′ |zˆ|ψ0〉
×
〈
0ph
∣∣∣〈ψ0 ∣∣∣eitHˆ′∣∣∣ψn,l,m〉〈ψn′′,l′′,m′′ ∣∣∣e−itHˆ′∣∣∣ψn′,l′,m′〉∣∣∣ 0ph〉 . (E21)
where |ψn,l,m〉 are the polaron states as obtained within the strong coupling ansatz in Ref.
[19]. The transformed Hamiltonian Hˆ ′ of the electron-phonon system after the strong cou-
pling unitary transformation [19] takes the form
Hˆ ′ = Hˆ ′0 + Wˆ (E22)
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with the terms
Hˆ ′0 =
pˆ2
2
+
∑
q
|fq|2 + Va (rˆ) +
∑
q
(
bˆ+q bˆq +
1
2
)
, (E23)
Wˆ =
∑
q
(
wˆqbˆq + wˆ
∗
qbˆ
+
q
)
. (E24)
Here, wq are the amplitudes of the renormalized electron-phonon interaction
wˆq =
√
2
√
2πα
q
√
V
(
eiq·ˆr − ρq,0
)
, (E25)
where ρq,0 is the expectation value of the operator e
iq·ˆr with the trial electron wave function
|ψ0〉:
ρq,0 =
〈
ψ0
∣∣eiq·ˆr∣∣ψ0〉 , (E26)
and Va (rˆ) is the self-consistent potential energy for the electron,
Va (ˆr) = −
∑
q
4
√
2πα
q2V
ρ−q,0e
iq·ˆr. (E27)
The eigenstates of the Hamiltonian Hˆ ′0 are the products of the electron wave functions and
those of the phonon vacuum |ψn,l,m〉 |0ph〉 . The dipole-dipole correlation function fzz (t)
given by (E21) is simplified within the adiabatic approximation for the ground state and us-
ing the selection rules for the dipole transition matrix elements and the symmetry properties
of the polaron Hamiltonian, as in Ref. [19]. The correlation function, using the interaction
representation takes the form,
fzz (t) =
∑
n′,n
〈ψ0 |zˆ|ψn,1,0〉 〈ψn′,1,0 |zˆ|ψ0〉 e−iΩn,0t
×
〈
ψn,1,0
∣∣∣∣
〈
0ph
∣∣∣∣Texp
[
−i
∫ t
0
dsWˆ (s)
]∣∣∣∣ 0ph
〉∣∣∣∣ψn′,1,0
〉
(E28)
with the Franck-Condon transition frequency
Ωn,0 ≡ εn,1 − ε1,0,
and the interaction Hamiltonian in the interaction representation,
Wˆ (s) = eiHˆ
′sWˆe−iHˆ
′s.
As found in early works on the strong-coupling Fro¨hlich polaron (see, for review, Refs. [23,
33]), the energy differences between different excited FC states for a strong coupling polaron
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are much smaller than the energy difference between the ground and lowest excited FC
state. For the illustration, the self-consistent potential for the electron in the strong-coupling
approximation Va (r) given by (E27) and energy levels for an electron in this potential have
been plotted for a polaron in the strong-coupling regime in Fig. 27. In the strong-coupling
limit, the scaling invariance appears for energies, which are proportional to α2 , and for the
length scale, which decreases in the strong-coupling regime as α−1 . Therefore for sufficiently
strong couplings, the energy diagrams plotted in units (E/α2, αr) extremely slightly depend
on α , tending to an α -independent picture when α→∞ . Thus we restricted the strong-
coupling energy diagrams to one chosen α , e. g., here α = 15 . As can be seen from the figure,
the difference ε1,1 − ε1,0 is indeed large with respect to differences between excited levels.
Therefore we keep here the adiabatic approximation for the ground state and, consequently,
for the transition between the ground and excited states. On the contrary, the adiabatic
approximation for the transitions between different excited states is not applied in (E28),
as distinct from the calculation in Ref. [19].
The matrix elements for the dipole transitions from the ground state to other excited
states than |ψ1,1,0〉 (i. e., 〈ψ0 |z|ψn,1,0〉 with n 6= 1 ) have small relative oscillator strengths
with respect to 〈ψ0 |z|ψ1,1,0〉 (of order ∼ 10−2 ). Therefore further on we consider the next-
to-leading order nonadiabatic corrections for the contribution to (E28) with n = n′ = 1
and the adiabatic expression for the contribution with other (n, n′) . In other words, for
n = n′ = 1 , the treatment will account for non-adiabatic effects, while for other n, n′ 6= 1 ,
we apply the adiabatic approximation to (E28). Consequently, the terms with n′ 6= n, which
are beyond this adiabatic approximation, are neglected in the next expression,
fzz (t) =
∑
n
|〈ψ0 |zˆ|ψn,1,0〉|2 e−iΩn,0t
×
〈
ψn,1,0
∣∣∣∣
〈
0ph
∣∣∣∣Texp
[
−i
∫ t
0
dsWˆ (s)
]∣∣∣∣ 0ph
〉∣∣∣∣ψn,1,0
〉
, (E29)
where T is the time-ordering symbol. The exact averaging over the phonon variables is
performed by the disentangling of the evolution operator (in analogy with [34]). As a result,
we obtain the formula
fzz (t) =
∑
n
|〈ψ0 |z|ψn,1,0〉|2 e−iΩn,0t
〈
ψn,1,0
∣∣∣Te exp (Φˆ)∣∣∣ψn,1,0〉 (E30)
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with the “influence phase” (assuming ~ = 1 and ω0 = 1 )
Φˆ = −
∫ t
0
ds
∫ s
0
ds′e−i(s−s
′)
∑
q
wˆq (s) wˆ
+
q (s
′) , (E31)
and Te the time-ordering symbol with respect to the electron degrees of freedom. The
correlation function (E30) is the basis expression for the further treatment.
The next approximation is the restriction to the leading-order semi-invariant expansion:
〈
ψn,1,0
∣∣∣Te exp(Φˆ)∣∣∣ψn,1,0〉 ≈ exp〈ψn,1,0 ∣∣∣Te (Φˆ)∣∣∣ψn,1,0〉 . (E32)
As shown in Ref. [19], this approximation accounts of the static Jahn-Teller effect, and it
works well, because the dynamic Jahn-Teller effect appears to be very small. The influence
phase is invariant under spatial rotations so that
〈
ψn,1,0
∣∣∣Te (Φˆ)∣∣∣ψn,1,0〉 = 〈ψn,1,1 ∣∣∣Te (Φˆ)∣∣∣ψn,1,1〉 = 〈ψn,1,−1 ∣∣∣Te (Φˆ)∣∣∣ψn,1,−1〉 .
Hence the correlation function (E30) can be simplified to
fzz (t) =
∑
n
|〈ψ0 |zˆ|ψn,1,0〉|2
× exp
(
−iΩn,0t− 1
3
∑
q
∑
n′,l′,m′,m
|〈ψn,1,m |wˆq|ψn′,l′,m′〉|2 1− iωn′,l′;n,1t− e
−iωn′,l′;n,1t
ω2n′,l′;n,1
)
.
(E33)
with the notation
ωn′,l′;n,1 ≡ 1 + εn′,l′ − εn,1. (E34)
In our previous treatments of the strong coupling polaron optical conductivity, we ne-
glected the matrix elements for wˆq between the electron energy levels with different energies,
that corresponds to the adiabatic approximation.
As described above, the correlation function (E28) goes beyond this approximation, tak-
ing into account the transitions between different excited states but still assuming that the
adiabatic approximation holds for the transitions between the ground and excited states.
The physical picture beyond this approximation consists in the fact that the ground state is
far below other states. Therefore, to be consistent with the above reasoning, we can keep in
(E33) the matrix elements 〈ψn,1,m |wˆq|ψn′,l′,m′〉 only with the excited states, neglecting those
matrix elements which contain the ground state. To summarize, we keep here the adiabatic
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approximation for the ground state and, consequently, for the transition between the ground
and excited states. On the contrary, the adiabatic approximation for the transitions between
different excited states is not assumed in (E28) and (E33), as distinct from the calculation
in Ref. [19].
Introducing parameters related to the extension of the Huang-Rhys factor used in Ref.
[19]:
Sn′,l;n,1 ≡ 1
3ω2n′,l;n,1
∑
q
∑
m′,m
|〈ψn,1,m |wˆq|ψn′,l,m′〉|2 , (E35)
the correlation function is rewritten as follows:
fzz (t) =
∑
n
|〈ψ0 |z|ψn,1,0〉|2 exp
[
−iΩn,0t−
∑
n′,l
Sn′,l;n,1
(
1− iωn′,l;n,1t− e−iωn′,l;n,1t
)]
.
(E36)
The states |ψn′,l,m′〉 can be subdivided to two groups: (1) the states |ψ1,1,m′〉 with the energy
level ε1,1 , (2) the higher energy states with (n
′, l) 6= (1, 1) . The first group of states were
already taken into account in our previous treatments and in Ref. [19]. Taking into account
the second group of states provides the step beyond the adiabatic approximation – this is the
focus of the present treatment. We denote the parameters corresponding to the adiabatic
approximation by
Sn ≡ Sn,1;n,1 ≡ 1
3
∑
q
∑
m′,m
|〈ψn,1,m |wˆq|ψn,1,m′〉|2 . (E37)
Correspondingly, the correlation function (E36) is rewritten as
fzz (t) =
∑
n
|〈ψ0 |z|ψn,1,0〉|2
× exp

−iΩn,0t− Sn (1− it− e−it)− ∑
(n′,l)6=(n,1)
Sn′,l;n,1
(
1− iωn′,l;n,1t− e−iωn′,l;n,1t
) .
(E38)
When performing the Taylor expansion of this correlation function in powers of Sn and
Sn′,l;n,1 and substituting it into (E20), the spectrum of the optical conductivity will give us a
set of δ -like peaks, similarly to formula (2) of Ref. [18], which is a Poissonian distribution.
For sufficiently large coupling strengths, it is relevant to consider an envelope of this distri-
bution, which is obtained in the following way. In the strong coupling regime, the phonon
frequency is small with respect to the Franck-Condon frequency Ω1,0 , which increases as
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Ω1,0 ∝ α2 at large α . Therefore at a strong coupling, the range of convergence for the
integral over time in (E20) is of order t ∝ 1/Ω1,0 ≪ 1 . Consequently, at large α we can
expand the factor (1− it− e−it) in powers of t up to the second order,
1− it− e−it = 1
2
t2 +O
(
t3
)
. (E39)
In the particular case when non-adiabatic terms are not taken into account, the expansion
(E39) provides a Gaussian envelope of the optical conductivity spectrum obtained in [18, 19].
The other factor,
(
1− iωn′,l;n,1t− e−iωn′,l;n,1t
)
, should not be expanded in the same way,
because the frequencies ωn′,l;n,1 (n
′, l) 6= (1, 1) also increase in the strong coupling limit as
α2 . Therefore we keep the non-adiabatic contribition as is, without expansion. As a result,
in the strong coupling regime we arrive at the correlation function:
fzz (t) =
∑
n
|〈ψ0 |z|ψn,1,0〉|2
× exp

−δSn − iΩ˜n,0t− 1
2
Snt
2 +
∑
(n′,l)6=(n,1)
Sn′,l;n,1e
−iωn′,l;n,1t

 . (E40)
with the parameters:
δSn ≡
∑
(n′,l)6=(1,1)
Sn′,l;n,1, (E41)
δΩn ≡
∑
(n′,l)6=(1,1)
Sn′,l;n,1ωn′,l;n,1, (E42)
Ω˜n,0 ≡ Ωn,0 − δΩn. (E43)
The parameter δSn plays a role of the Debye-Waller factor and ensures the fulfilment of the f
-sum rule for the optical conductivity. The parameter δΩn is the shift of the Franck-Condon
frequency to a lower value due to phonon-assisted transitions to higher energy states. The
exponent can be expanded, yielding a description in terms of multiphonon processes:
exp

 ∑
(n′,l)6=(n,1)
Sn′,l;n,1e
−iωn′,l;n,1t

 = ∑
{pn′,l≥0}

 ∏
(n′,l)6=(n,1)
S
pn′,l;n,1
n′,l;n,1
pn′,l;n,1!

 e−i∑n′,l pn′,l;n,1ωn′,l;n,1t,
(E44)
where the sum
∑
{pn′,l} is performed over all combinations {pn′,l ≥ 0} .
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With the expansion (E44), the polaron optical conductivity takes the form:
Re σ (Ω) = Ω
∑
n
|〈ψ0 |z|ψn,1,0〉|2 e−δSn
√
π
2Sn
×
∑
{pn′,l;n,1≥0}

 ∏
(n′,l)6=(n,1)
S
pn′,l;n,1
n′,l;n,1
pn′,l;n,1!

 exp

−
(
Ω˜n,0 +
∑
n′,l pn′,l;n,1ωn′,l;n,1 − Ω
)2
2Sn

 .
(E45)
In formula (E45), the term where all pn′,l;n,1 = 0 corresponds to the adiabatic approximation
and exactly reproduces the result of Ref. [19]. The other terms represent the non-adiabatic
contributions to Re σ (Ω) , and are correction terms to the previously found results.
3. Results and discussions
The polaron optical conductivity derived in the above section is in line with the physical
understanding of the underlying processes for the polaron optical response, achieved in
early works [20, 35] and summarized in Ref. [36]. It is based on the concept of the polaron
excitations of three types:
• Relaxed Excited States (RES) [35] for which the lattice polarization is adapted to the
electronic distribution;
• Franck-Condon states (FC) where the lattice polarization is “frozen”, adapted to the
polaron ground state;
• Scattering states characterized by the presence of real phonons along with the polaron.
These polaron excitations are schematically shown in Fig. 28. The polaron RES can
be formed when the electron-phonon coupling is strong enough, for α ' 4.5 . At weak
coupling, the polaron optical response at zero temperature is due to transitions from the
polaron ground state to scattering states. In other words, the optical absorption spectrum
of a weak-coupling polaron is determined by the absorption of radiation energy, which is
re-emitted in the form of LO phonons. At stronger couplings, the concept of the polaron
relaxed excited states first introduced in Ref. [35] becomes of key importance. In the
range of sufficiently large α when the polaron RES are formed, the absorption of light by a
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polaron occurs through transitions from the ground state to RES which can be accompanied
by the emission of different numbers n ≥ 0 of free phonons. These transitions contribute
to the shape of a multiphonon optical absorption spectrum. At very large coupling, lattice
relaxation processes become to slow and the Franck-Condon states determine the optical
response.
We analyze polaron optical conductivity spectra both with the memory function formal-
ism and with the strong-coupling expansion, and compare these to the DQMC numerical
data [13]. Within the framework of formalisms based on the memory function (MF), we
compare the following theories:
• The original DSG method of Ref. [20], where the expectation value in E17 is calculated
with respect to a gaussian trial action. This will be denoted by MF-1 in the figures.
• The extended MF formalism of [18], where an ad-hoc broadening with a strength
determined from sum rules is included in (E10). This will be denoted by MF-2.
• The current non-quadratic MF formalism, based on the extension of the Jensen-
Feynman inequality introduced in this paper, denoted by MF-new.
Among the strong-coupling expansions (SCE), we distinguish:
• The strong-coupling result in the adiabatic approximation, as obtained in Ref. [18].
This will be denoted here by SCE-1.
• The adiabatic appoximation of Ref. [19], which uses more accurate trial polaron states.
This will be denoted by SCE-2.
• The current non-adiabatic strong coupling expansion, denoted by SCE-new.
The subsequent figures show the results for increasing α . In Figure 29, the optical
conductivity is shown for small coupling, α = 1, and for α = 3, α = 5.25 which correspond
to the dynamic regime where the RES starts to play a role. In this regime, analytic solutions
are provided by the various memory function formalisms listed above, and we compare them
to DQMC numeric data [13]. At weak coupling (α = 1 , panel (a)) , all the approaches based
on the memory function give results in agreement with DQMC. For α = 3 (panel (b)), the
current method gives a better fit to the DQMC result that the other two methods. For a
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stronger coupling, α = 5.25(panel (c)) the MF-2 approach substantially improves the original
result MF-1, but the optical conductivity spectrum calculated within the new non-quadratic
MF formalism lies closer to the DQMC data than either of the other two.
Fig. 30 demonstrates the behavior of the polaron optical conductivity spectra in the
intermediate coupling regime, for α = 6.5 and α = 7 . In this regime, the existing memory
function approaches (MF-1,MF-2) as well as the existing strong coupling expansions (SCE-
1,SCE-2) do not provide satisfactory results. The new memory function approach and the
new strong coupling expansion are in much better agreement with the DQMC data.
This range of coupling parameters is where one would want to cross over from using
a memory function based approach to a strong coupling expansion. Whereas the existing
methods do not allow to bridge this gap at intermediate coupling, the extensions that we
have proposed here are suited to implement such a cross-over. The present memory-function
approach with the non-parabolic trial action leads to a relatively small extension of the
range of α where the polaron optical conductivity compares well with the DQMC data,
namely from α ≈ 4.5 to α ≈ 6.5 . For α / 6.5 , the memory-function approach with the
non-parabolic trial action provides a better agreement with DQMC than all other known
approximations. Remarkably, the optical conductivity spectra as given by the non-quadratic
MF formalism and the non-adiabatic SCE are both in better agreement with the Monte
Carlo data than any of the preceding analytical methods. For α = 6.5 , the polaron optical
conductivity calculated within non-quadratic MF formalism and the non-adiabatic SCE lie
rather close to each other. We can conclude therefore that the ranges of validity of those two
approximations overlap, despite the fact that these approximations are based on different
assumptions.
The maximum of the optical conductivity spectrum provided by the non-quadratic MF
formalism for α = 6.5 is positioned at slightly higher frequency than that for the maximum
of the optical conductivity obtained in the strong coupling approximation with non-adiabatic
corrections. They lie remarkably close to two features of the DQMC optical conductivity
spectrum: the higher-frequency peak, which is the maximum of the spectrum, and the lower-
frequency shoulder. The similar comparative behavior of the memory-function and strong
coupling results was noticed in Ref. [18], where it was suggested that these two features in
the DQMC spectra can correspond physically to the dynamic (RES) and the Franck-Condon
contributions. The present results are in line with that physical picture.
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In Fig. 30 (b), the arrows indicate the FC transition frequency for the transition to
the first excited FC state Ω1,0 ≡ ΩFC and the RES transition frequency ΩRES for a strong
coupling polaron as calculated in Ref. [35]. We can see that both the shape and the
position of the maximum of the optical conductivity band obtained within the adiabatic
approximation in Refs. [18, 19] are rather far from those for the DQMC data. Taking into
account non-adiabatic transitions drastically improves the agreement of the strong coupling
approximation with DQMC, even for α = 7 , which, strictly speaking, is not yet the strong
coupling regime. The value α = 7 can be rather estimated as an intermediate coupling.
However, even at this intermediate coupling strength, the results of present approach lie
much closer to the DQMC data than those obtained within all other aforesaid analytic
methods. Also a substantial improvement of the agreement between the strong coupling
expansion and DQMC is clearly expressed in Fig. 31, where the polaron optical conductivity
spectra are shown for the strong coupling regime for α = 8 to α = 9 . For strong couplings,
the non-adiabatic SCE accurately reproduces both the peak position and the overall shape
of the DQMC spectra. Finally, we see that the results of the non-adiabatic SCE remain
accurate also in the extremely strong coupling regime, as shown in Fig. 32.
4. Conclusions
In the present work, we have modified two basic analytic methods for the polaron optical
conductivity in order to extend their ranges of applicability for the electron-phonon coupling
constant in such a way that these ranges overlap. The memory function formalism using a
trial action for a model two-particle system has been extended to work with non-quadratic
interaction potentials in the model system. This method combines the translation invari-
ance of the trial system, which is one of the main advantages of the Feynman variational
approach, with a more realistic interaction between the electron and the fictitious particle.
This extension leads to a substantial improvement of the polaron optical conductivity for
small and intermediate coupling strengths with respect to the preceding known versions of
the memory function approach.
The other method is the strong-coupling expansion, and we have extended it beyond the
Franck-Condon adiabatic approximation by taking into account non-adiabatic transitions
between different excited polaron states. As a result, the modified non-adiabatic strong-
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coupling expansion appears now to be in good agreement with the numerical DQMC data
in a wide range of α from intermediate coupling strength to the strong coupling limit. For
the intermediate coupling value α = 6.5 , the two methods that we propose, i.e. the non-
quadratic MF formalism and the non-adiabatic SCE, result in optical conductivity spectra
which are remarkably close to each other and to the DQMC results. Thus, both methods
can be combined to provide all-coupling, accurate analytic results for the polaron optical
absorption.
For larger α the agreement between the results of the non-adiabatic SCE and DQMC
becomes gradually better. At very strong coupling, even the preceding adiabatic SCE [19] is
already sufficiently good, so that the improvement due to the non-adiabatic transitions, e.
g., for α = 15 , is relatively small. However, for a slightly weaker coupling, e. g., for α = 9 ,
we can observe a drastically improved agreement with DQMC for the present non-adiabatic
SCE as compared to the adiabatic approximation. We can conclude that at present, the
strong coupling approximation taking into account non-adiabatic contributions provides the
best agreement with the DQMC results for α ' 6.5 with respect to all other known analytic
approaches for the polaron optical conductivity. We find that the non-adiabatic transitions
lead to a substantial change of the spectral shape with respect to the optical conductivity
derived within the adiabatic approximation. The non-adiabatic effects are non-negligible in
the whole range of the coupling strength, at least for α ≤ 15 , available for DQMC.
As discussed in Ref. [33], at strong coupling the distances between different polaron
energy levels rise as ∝ α2 , and hence the matrix elements of the electron-phonon interaction
diminish. Thus the small parameter in the strong-coupling approximation for a polaron
is 1/α . The contribution to the optical conductivity taking into account non-adiabatic
transitions represent in fact the next-to-leading order correction in powers of this small
parameter. Consequently, this correction is more significant at weaker couplings, and is
relatively small at strong coupling. The comparison of the calculated optical conductivity
with DQMC confirms this prediction.
In summary, extending the MF and SCE formalisms leads to an overlapping of the areas
of α where these two analytic methods are applicable. These analytic methods have been
verified, appearing to be in good agreement with numeric DQMC data at all α available for
DQMC. We therefore possess the analytic description of the polaron optical response which
embraces the whole range of the coupling strength.
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Appendix 1: Analytic summations
The matrix element in (E17) is a particular case of the product of two matrix elements:
〈
ψk;l,n,m
∣∣eiq·r∣∣ψk′;l′,n′,m′〉 = 1
V
〈
e−ikR
∣∣eiq·R∣∣ eik′R〉〈ϕl,n,m ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉 , (E46)
where µ is the reduced mass of the trial system. The first matrix element is
1
V
〈
e−ikR
∣∣eiq·R∣∣ eik′R〉 = δk′,k−q. (E47)
This eliminates the integration over the final electron momentum k′ and reduces the memory
function to the expression
χ (Ω) =
2
√
2α
3π
∫ ∞
0
dq q2
∑
l′,n′,m′
∣∣〈ϕ0,0,0 ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2
×
∞∫
0
dte−δt
(
eiΩt − 1) Im
(
e
−it
(
q2
2M
+εl′,n′−ε0,0+1
))
. (E48)
For a more general expression |〈ϕl,n,m |eiµq·ρ|ϕl′,n′,m′〉|2 , the summation over m and m′ is
performed explicitly:
∑
m,m′
∣∣〈ϕl,n,m ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2
=
(2l + 1) (2l′ + 1)
2
∫ ∞
0
ρ2dρ
∫ ∞
0
(ρ′)2 dρ′Rl,n (ρ)Rl′,n′ (ρ)Rl,n (ρ′)Rl′,n′ (ρ′)
×
∫ 2π
0
sin (µq |ρ− ρ′|)
µq |ρ− ρ′| Pl (cos θ)Pl′ (cos θ) sin θdθ. (E49)
The modulus |ρ− ρ′| is expressed as
|ρ− ρ′| =
√
ρ2 + (ρ′)2 − 2ρρ′ cos θ. (E50)
Hence we can use the expansion of sin(µq|ρ−ρ
′|)
µq|ρ−ρ′| through the Legendre polynomials Pl (z) and
spherical Bessel functions jl (z) :
sin (µq |ρ− ρ′|)
µq |ρ− ρ′| =
∞∑
l′′=0
(2l′′ + 1) jl′′ (µqρ) jl′′ (µqρ′)Pl′′ (cos θ) .
The integral of the product of three Legendre polynomials is expressed through the 3j
-symbol: ∫ 2π
0
Pl′′ (cos θ)Pl (cos θ)Pl′ (cos θ) sin θdθ = 2

 l l′ l′′
0 0 0


2
.
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Therefore we find that
∑
m,m′
∣∣〈ϕl,n,m ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2 = ∞∑
l′′=0
(2l + 1) (2l′ + 1) (2l′′ + 1)
×

 l l′ l′′
0 0 0


2
S2q (l, n |l′′| l′, n′) ,
where Sq (l, n |l′′| l′, n′) is the matrix element with radial wave functions for the trial system,
Sq (l, n |l′′| l′, n′) ≡
∫ ∞
0
Rl,n (ρ)Rl′,n′ (ρ) jl′′ (µqρ) ρ2dρ. (E51)
For l = 0 the result of the summation over intermediate states is reduced to the formula
∑
m′
∣∣〈ϕ0,n,0 ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2 = (2l′ + 1)S2q (0, 0 |l′| l′, n′) , (E52)
which is used in our calculations.
Figure 33 shows radial wave functions Rl,n (ρ) entering the matrix elements. The wave
functions are plotted for several lowest values of the quantum numbers l, n . The figure
corresponds to the intermediate-coupling regime with α = 5.25 . These radial wave functions
represent analytically exact solutions of the Schro¨dinger equation for a particle with the
reduced mass µ in the trial potential U (ρ) given by (E8).
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FIG. 26: Trial potential U (ρ) calculated for parameters of the polaron model listed in Table V.
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FIG. 27: Self-consistent potential Va (r) determined by (E27) and energy levels for a polaron in
the strong-coupling regime at α = 15.
277
FIG. 28: Structure of the energy spectrum of a polaron at strong coupling.
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FIG. 29: Polaron optical conductivity calculated for α = 1 (a), α = 3 (b) and α = 5.25 (c) within
the present non-quadratic MF formalism (denoted in the figure as MF-new), compared with the
polaron optical conductivity calculated within the extended memory-function formalism (MF-2) of
Ref. [18], the results of the memory-function approach using the Feynman parabolic trial action
[20] (MF-1), and the diagrammatic quantum Monte Carlo (DQMC) [13, 18].
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FIG. 30: Polaron optical conductivity calculated for α = 6.5 (a) and α = 7 (b) using different
analytic approaches: the non-quadratic MF formalism (MF-new), the extended memory-function
formalism of Ref. [18] (MF-2), the memory-function approach with the Feynman parabolic trial
action [20] (MF-1), the non-adiabatic strong-coupling expansion (denoted at the figure as SCE-
new), the adiabatic strong-coupling expansions of Refs. [18, 19] (SCE-1 and SCE-2). The results
are compared to DQMC data of Refs. [13, 18].
280
0 3 6 9 12 15 18
0.0
0.1
0.2
0.3
Ω/ω0
ΩFC
ΩRES
α = 9
 SCE-new
 SCE-2
 SCE-1
 DQMC
c
R
e 
σ
(ω
) [
in
 
u
n
its
 
n
0e
2 /(
m
bω
LO
)]
0 3 6 9 12 15 18
0.0
0.1
0.2
0.3
0.4
ΩRES
ΩFC α = 8.5
 SCE-new
 SCE-2
 SCE-1
 DQMC
b
R
e 
σ
(ω
) [
in
 
u
n
its
 
n
0e
2 /(
m
bω
LO
)]
Ω/ω0
0 3 6 9 12 15 18
0.0
0.1
0.2
0.3
0.4
Ω/ω0
ΩRES
α = 8
 SCE-new
 SCE-2
 SCE-1
 DQMC
a
R
e 
σ
(ω
) [
in
 
u
n
its
 
n
0e
2 /(
m
bω
LO
)] ΩFC
FIG. 31: Polaron optical conductivity calculated for α = 8 (a), α = 8.5 (b) and α = 9 (c) within
several analytic strong coupling approaches and compared to DQMC data of Refs. [13, 18]. The
notations are the same as in Fig. 30.
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FIG. 32: Polaron optical conductivity in the extremely strong coupling regime, for α = 13 (a) and
α = 15 (b). The notations are the same as in Fig. 30.
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Appendix F: Diagrammatic Monte Carlo study of the Fro¨hlich polaron dispersion
in 2D and 3D [T. Hahn, S. N. Klimin, J. Tempere, J. T. Devreese, and C. Franchini,
Phys. Rev. B 97, 134305 (2018)]
1. Introduction
Ever since the emergence of polaron theory in the 1930s [1] 10, the concept of polarons
has been applied to a wide variety of physical systems in which a particle is coupled to
its environment, e.g. spin or magnetic polarons [2], exciton polarons [3], BEC-impurity
polarons [4], ripplonic polaron [5] etc. The polaron problem in its original form considers a
single electron in a polar crystal interacting with the surrounding lattice. Due to Coulomb
forces, the electron distorts the ions in its neighbourhood, which creates a polarization that
follows the electron as it moves through the crystal. This generated polarization acts back on
the electron and so renormalizes electronic properties. The resulting quasiparticle consisting
of the electron surrounded by the distorted lattice was termed a “polaron”. Nowadays (cf.
the review by Alexandrov and Devreese [6]) a more quantum mechanical picture of a polaron
is used in which the electron dresses itself with a cloud of phonons.
Polarons may be classified according to the strength of the electron-phonon coupling
(weak/strong) and the extension of the lattice distortion around the electron (small/large) [6,
7]. Weak-coupling polarons dress themselves with only a small number of phonons N¯ ≪ 1
leading to a slightly enhanced effective mass compared to the “bare” electron (m∗−m)≪ m.
Strong-coupling polarons have more phonons in the cloud N¯ ≫ 1 and a much larger effective
mass m∗/m ≫ 1. By N¯ we denote the average number of phonons in the cloud, m∗ is the
effective mass of the polaron and m the mass of the ”bare” electron without coupling.
Furthermore, a polaron is called a small polaron when the lattice distortion induced by the
electron is of the same size as the lattice constant and a large polaron when the distortion
extends over several lattice sites. Typically, the description of small polarons requires the
treatment of short-range electron-phonon interaction and an explicit account of the lattice
periodicity. Instead, the theory of large polarons assumes long-range forces and relies on the
continuum approximation.
10The bibliography to this section is in a separate list.
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Studies of polarons are historically conducted in the framework of quantum field theory
using effective quantum Hamiltonians [8, 9]. More recently, first principles methods based
on density functional theory turned out to provide an accurate microscopic description of
both large and small polarons [10, 11]. The most famous model Hamiltonians go back to
the 1950s to Fro¨hlich [8] and Holstein [9]. Both contain a term for a free particle He, a
free phonon field Hph and for the particle-phonon interaction He-ph. While the Holstein
Hamiltonian models small polarons, the Fro¨hlich Hamiltonian, which is the focus of the
present study, describes large polarons and is given as
H = He +Hph +He-ph, (F1)
He =
∑
k
k2
2
a†kak, (F2)
Hph =
∑
q
b†qbq, (F3)
He-ph =
∑
k,q
[
Vd(q)b
†
qa
†
k−qak + V
†
d (q)bqa
†
k+qaq
]
. (F4)
Here ak and bq are destruction operators for a particle with wave vector k and a phonon
with wave vector q, respectively. Vd(q) is the coupling function for a system in d dimensions
and takes the form
V3(q) = i
(
2
√
2πα
A
) 1
2
1
q
(F5)
in 3 dimensions and
V2(q) = i
(√
2πα
A
) 1
2
1√
q
(F6)
in 2 dimensions [12]. In Eq. F5 and F6, A is the d-dimensional volume of the system and
α is the coupling constant which is material dependent and determines the strength of the
electron-phonon interaction. Typical values for real materials are in the range 0 < α < 5 [13].
Units are chosen such that energy is measured in units of ~ω0 and length in units of
√
~/mω0
which leads to ~ = ω0 = m = 1. In deriving and solving the Fro¨hlich Hamiltonian, it is a
common practice to assume certain approximations: (i) the energy dispersion for the electron
is parabolic with a band mass m, (ii) the phonon frequency ω(q) = ω0 is dispersionless and
constant, (iii) the interaction is only between the electron and long-wavelength optical,
longitudinal phonons and (iv) the spatial extension of the polaron is larger than the lattice
constant. In this paper, we exclusively focus on the Fro¨hlich model and we study the polaron
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dispersion law, i.e. the dependence of the ground-state energy E0(k, α) on the modulus of
the total polaron momentum k = |k|.
A large body of work [6] exists on solving the Fro¨hlich Hamiltonian, and most of it
concerns the energy of the polaron at rest, E0(0, α). Yet, so far no exact analytic solution
was found. The most successful approach to calculate E0(0, α) is Feynman’s path integral
formalism [14, 15], a variational treatment that provides a very accurate upper bound for
the polaron ground state energy for all coupling strengths as well as approximate values
for the polaron effective mass. Early work on the behavior of the dispersion curve [16, 17]
allowed to conclude that the energy-momentum relation starts off quadratically at low k
(thus allowing to define a polaron mass) but bends over when approaching the continuum
edge Ec(α) = E0(0, α)+~ω0. Later it was found that in 3D the dispersion hits the continuum
edge whereas for 2D it approaches it asymptotically, and upper and lower bounds for the
dispersion were obtained [18–20]. These bounds, as well as some analytically known limits,
constitute good benchmarks for any theory of the polaron dispersion.
More recently, the Diagrammatic Monte Carlo method (DMC) was developed and applied
to the 3-dimensional Fro¨hlich polaron [21, 22]. It makes use of diagrammatic expansions
of Green’s functions and a Metropolis sampling algorithm to perform a random walk in
the space of all Feynman diagrams. The DMC not only allows for the calculation of the
ground state energies but as well as the polaron dispersion curves, Z-factors (quasiparticle
weights) and phonon statistics. However, the DMC results [21, 22] were criticized [19, 20]:
the reported results disagree with the analytically known second order coefficient in α for
the polaron ground state energy, as well as the large-α expansion coefficient.
The aim of the present paper is the application of our newly implemented DMC code
to the solution of the Fro¨hlich Hamiltonian in both the 3-dimensional (3D) and the 2-
dimensional (2D) case. To our knowledge, there do not exist any DMC results for the
2D Fro¨hlich polaron in the literature. We find that the present DMC results, both in 2D
and 3D, agree with the analytically known limits, thus refuting the critique of the DMC
method formulated in [19, 20]. In addition, we compare the obtained dispersion relations
with analytic upper and lower bounds (where available) and a fitting function [20].
The structure of the paper is as follows. The DMC program is based on the seminal
works of Prokof’ev [21] and Mishchenko [22], and is described in Sec. F 2. The numerical
outcome is presented and discussed in Sec. F 3. We first benchmark our results for the 3D
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case with the reference data of Prokof’ev et al. [21] and Mishchenko et al. [22] as well as
with results obtained from Feynman’s path integral approach [15]. Furthermore, we show
ground state energies E0(0, α), polaron dispersions E0(k, α) and effective masses m∗(α) for
the 2D Fro¨hlich polaron and compare them to various scaling relations derived by Peeters
and Devreese [23]. We also provide values for the exactly known weak- and strong coupling
coefficients. Finally, conclusive remarks are drawn in Sec. F 4.
2. Theory and Methodology
In this section, we introduce the concepts of many-body Green’s functions, diagrammatic
expansions and corresponding Feynman diagrams as well as the basic concepts of the Dia-
grammatic Monte Carlo method. Necessary computational details of our code are also given
in this section.
a. Green’s functions and Feynman diagrams
To solve the Fro¨hlich Hamiltonian from Eq. F1 for the lowest energy eigenvalues, we
make use of the Green’s function formalism from many-body physics. In particular, we
are interested in the one-electron-N -phonon Green’s function in the momentum (k, q˜i) -
imaginary time (τ) representation at zero-temperature, where we assume τ > 0:
G(N)(k, τ, {q˜i}) =〈0|bq˜N (τ) . . . bq˜1(τ)ak1(τ)
a†k1(0)b
†
q˜1
(0) . . . b†q˜N (0)|0〉.
(F7)
The ket | 0〉 in Eq. F7 is the electron and phonon vacuum state [24] and the operators are
in the Heisenberg picture ak(τ) = e
τHake
−τH . The total or polaron wave vector is given by
k = k1 +
∑
i q˜i and is a conserved quantity [8].
By adding a complete set of polaron eigenstates | β(k)〉 to Eq. F7, with H | β(k)〉 =
Eβ(k) | β(k)〉 and H | 0〉 = Ev | 0〉 = 0, the Green’s function becomes
G(N)(k, τ, {q˜i}) =
∑
β
|〈β(k)|a†k1b†q˜1 . . . b†q˜N |0〉|2e−(Eβ(k)−Ev)τ
=
∑
β
Z
(N)
β (k, {q˜i}) e−Eβ(k)τ . (F8)
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The Z
(N)
β -factor measures the squared overlap between the polaron eigenstate | β(k)〉 and
a state with one free electron and N free phonons. If τ → ∞, Eq. F8 shows that the term
which contains the state with the lowest energy eigenvalue E0(k) is the dominant one in the
sum. Therefore it is possible to retrieve E0(k) and the corresponding Z
(N)
0 (k, {q˜i})-factor
for given k and {q˜i} values from the asymptotic behaviour of the Green’s function at long
imaginary-times:
G(N)(k, τ →∞, {q˜i}) = Z(N)0 (k, {q˜i}) e−E0(k)τ . (F9)
To calculate G(N), we expand the Green’s function in a perturbation series [25]. Formally,
this leads to an expression of the form
G(N)(k, τ, {q˜i}) =
∞∑
n=0
∑
ξn
∫
· · ·
∫
Dn,ξn (k, τ, {q˜i};x) dx, (F10)
where n labels the order of the perturbation expansion, ξn indexes different terms of the same
order and x = (τ1, . . . , τn,q1, . . . ,qk) is a vector of integration variables (times of interaction
vertices and internal phonon wave vectors). Note the difference between external phonon
wave vectors {q˜i} appearing in the definition of G(N) and internal phonon wave vectors {qi}
over which is integrated. The integrands Dn,ξn are given as a product of free electron Green’s
functions G0(k, τi−τj), free phonon Green’s functionsW0(q, τi−τj) and squared interaction
vertices |Vd(q)|2. With the following simple rules it is possible to map all Dn,ξn functions to
Feynman diagrams:
G0(k, τi − τj) = e−k2/2(τi−τj), (F11)
W0(q, τi − τj) = e−ω0(τi−τj), (F12)
|Vd(q)|2 = (d− 1)
√
2πα
Aqd−1
. (F13)
This allows us to write the Green’s function as an infinite series over Feynman diagrams.
Odd orders in the perturbation series evaluate to zero because phonon operators appear
linear in the interaction term of the Hamiltonian (Eq. F4). A typical diagram is presented
in Fig. 34. It shows a 8th-order diagram of G(2)(k, τ, q˜1, q˜2). All diagrams of G
(N) have N
external phonon propagators attached to the diagram end. The rules from Eq. F11 - F13
can be used to translate a diagram back into its functional form. Integration has to be
performed over all internal phonon wave vectors {qi} and over all times {τi} so that their
chronological order is maintained, e.g. 0 < τ1 < τ2 < · · · < τ8 < τ in Fig. 34. The total wave
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vector k is always conserved at interaction vertices. For example, the electron propagator
between τ1 and τ2 in Fig. 34 must have the wave vector k2 = k1 + q˜1 so that k = k2 + q˜2.
FIG. 34: 8th-order diagram for G(2)(k, τ, q˜1, q˜2). Note that diagrams in the expansion of G
(2)
have two phonon propagators attached to the diagram end. The total polaron wave vector k =
k1 + q˜1 + q˜2 is conserved at the vertices.
Expressing the Green’s function in terms of Feynman diagrams doesn’t solve the problem.
It merely is a way to rewrite the expansion in a more accessible way. It is still necessary to
sum the infinite series of integrals from Eq. F10.
b. Diagrammatic Monte Carlo
In Ref. [21, 22, 26] it was shown how to use the DMC method to numerically calculate a
function Q({y}) which is given in a diagrammatic expansion of the form
Q({y}) =
∞∑
n=0
∑
ξn
∫
· · ·
∫
Dn,ξn({y}; x1, . . . , xn) dx1 . . . dxn. (F14)
The overall idea behind the DMC method is to interpret Q({y}) as a distribution function
for the external variables {y} [21]. It then uses a Markov chain Monte Carlo (MCMC)
procedure to simulate Q({y}) by generating diagrams stochastically. This is achieved with a
Metropolis-Hastings update scheme to accept or reject new diagrams in which the numerical
values of Dn,ξn serve as statistical weights. The function Q({y}) is obtained by collecting
statistics for the external variables {y}, e.g. in the form of a histogram. At the heart of
the DMC algorithm are updates that allow the Markov chain to explore the whole space
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of Feynman diagrams, i.e. the Markov chain has to be ergodic. It is therefore necessary to
implement updates which change the order n, the topology ξn, external variables {y} and
internal variables xi. Details on basic updating procedures and acceptance probabilities can
be found in the Refs. [21, 22, 26, 27].
FIG. 35: General workflow of the DMC algorithm. The algorithm returns the histogram of the
function Q({y}).
A general workflow of a DMC application is sketched in Fig. 35. Necessary require-
ments are a diagrammatic expansion of Q({y}), updates {U1, . . . , Uk} and probabilities
{p(U1), . . . , p(Uk)} with which the updates are chosen. The current diagram in each step is
denoted by Dcur and characterized by its parameters values z = ({y}; x1, . . . , xn, n, ξn). The
proposed diagram is called Dnew with new parameters z′ = ({y′}; x′1, . . . , x′n′, n′, ξ′n′). At the
beginning, an initial diagram D(0), e.g. a free electron propagator, is defined and the grid
for the histogram is generated. During each Monte Carlo step an update Ui gets selected
with probability p(Ui). The update Ui proposes a new diagram Dnew by changing one or
more of the current parameters of z to z′. Then a Metropolis-Hastings accept/reject step is
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performed with the following acceptance ratio (detailed balance is assumed)
R =
p(U †i )DnewP (z′ → z)
p(Ui)DcurP (z→ z′) , (F15)
where p(U †i ) is the probability of selecting the inverse update U
†
i of Ui and P (z→ z′) is an
arbitrary probability density from which the new parameters z′ are chosen. If R ≥ r, where r
is a uniform random number, Dnew is accepted otherwise rejected. Finally, the histogram at
position {y} is updated. These steps are repeated until convergence is achieved. Normalizing
the resulting histogram leads to an estimation for Q({y}).
c. DMC for the Fro¨hlich polaron
With the general procedure of the DMC algorithm at hand, it is fairly easy to apply it
to the Fro¨hlich polaron. Comparing Eq. F10 with F14 leads to the following identifications:
(i) Q↔ G(N)
(ii) {y} ↔ {k, τ, {q˜i}}
(iii) {x1, . . . , xn} ↔ {τ1, . . . , τn,q1, . . . ,qk}
The most straightforward way to obtain the lowest energy eigenvalues E0(k, α) of the
Fro¨hlich Hamiltonian for a given k and α with the DMC method is to simulate G(0)(k, τ)
and fit an exponential function to its long imaginary time behaviour, as can be seen in
Eq. F9. This was done in the original paper by Prokof’ev [21].
Mishchenko et al. [22] provided some improvements to this method. They simulated all
G(N)(k, τ, {q˜i}) up to some maximum value N < Nmax in a single run. It allowed them to
introduce direct Monte Carlo estimators for the energy, effective mass, group velocity and
Z-factors and to obtain results up to α = 20.
In the present paper, we follow the approach by Mishchenko using estimators for the
energy eest(D) and inverse effective polaron massmest(D) making the curve fitting procedure
obsolete. A detailed exposition of the workflow can be found in Fig. 36. Values for the
coupling constant α and the polaron wave vector k are defined as inputs before the simulation
starts. The parameter µ is used as part of a guiding function of the form eµτ to improve
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the sampling in τ -space. In practice this means that each diagram is multiplied by eµτ or
simply by changing the value of the free electron Green’s function to
G0(k, τi − τj , µ) = e−(k2/2−µ)(τi−τj). (F16)
For our calculations, we set µ slightly smaller than the true ground state energy, as recom-
mended in Ref. [21]. We also have specified maximum values for the diagram length τmax,
the order nmax and for the number of phonon propagators attached to the diagram end
Nmax. The value τmin is used as a cut off, in the sense that we only accumulate estimators
if the current diagram length τ is greater than τmin. In our case, τmax = 50 and τmin = 5.
Values for nmax and Nmax are dependent on the coupling strength α, τmax and µ and should
be chosen sufficiently higher than the average diagram order and average number of external
phonons per diagram. The most important ingredients are the updates Ui. We implemented
updates for adding and removing internal as well as external phonon propagators, changing
the diagram length τ , stretching the diagram as a whole, shifting a single vertex in imagi-
nary time and swapping the phonon propagators of two adjacent vertices. All these updates
and a derivation of the estimators are explained in detail in Ref. [22]. We only changed the
arbitrary proposal probability distribution P (z→ z′) for some of the updates (see Eq. F15).
Updates are addressed with the same probability p(Ui) = p(Uj).
The basic concept is the same as in the general DMC algorithm, except that we accumu-
late estimators instead of a histogram (cf. Fig. 35 and 36). We start from an initial diagram
D(0). The accumulators for the energy EMC0 and inverse effective mass mMC∗ as well as the
counter c, for the number of diagrams with τ > τmin, are set to zero. In the main loop,
an update Ui is chosen with probability p(Ui) and a new diagram Dnew is proposed. It is
accepted with probability min{1, R}. After the accept/reject step, we check if the current
diagram length is greater than τmin. If τ > τmin, c is increased by 1 and the energy and
inverse effective mass estimator for the current diagram Dcur are accumulated. The effective
mass is calculated near k = 0 using the quadratic approximation:
m∗(α) =
[
∂2E0(k, α)
∂k2
]−1
k=0
. (F17)
The loop is repeated until the energy and inverse effective mass estimates have converged.
The final estimates are obtained by dividing the accumulators by c.
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FIG. 36: Detailed workflow of the DMC algorithm as it was used in this paper. The algorithm
returns estimates for the lowest eigenenergy E0(k, α) and the inverse of the effective polaron mass
1/m∗(α) for given k and α values.
In Fig. 37, we reproduced some of the results from Ref. [22] to verify the correctness
of our code. The top graph shows the polaron ground state energy and the bottom graph
shows the logarithm of the effective mass as a function of α. Our data are in very good
agreement with Mishchenko’s data which lets us assume that our code gives reliable DMC
results. The figure also displays results obtained with Feynman’s variational treatment [15].
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FIG. 37: Comparison of our results (circles) with previous DMC results by Mishchenko [22] (con-
tinuous lines) and with results obtained with Feynman’s approach [15] (dashed lines). The top
graph shows the polaron ground state energy E0(0, α) and the bottom graph the logarithm of the
polaron effective mass logm∗(α) as a function of α.
3. Results and discussion
In this section, we provide a more extensive discussion of the DMC results for the Fro¨hlich
polaron in 3D and 2D. We show and discuss polaron ground state energies, effective polaron
masses and polaron dispersions for different coupling strengths and prove that DMC correctly
accounts for the 3D→2D scaling relations. All energies are given in units of ~ω0 and lengths
in units of
√
~/mω0.
a. Polaron ground state energy and effective mass
We first focus on our results for the polaron ground state energy E0(0, α) (Fig. 38), i.e. the
minimum of the polaron energy band, and for the effective polaron mass m∗(α) (Fig. 39) as
a function of α for 3D and 2D systems. Both cases are compared to Feynman’s approach [15]
and with available DMC results in 3D [22] (Fig. 37). The corresponding numerical values
are written in Table VI (3D) and Table VII (2D).
Feynman results in 2D have been obtained from the 3D results via scaling relations [23,
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FIG. 38: Polaron energy E0(0, α) as a function of the coupling constant α. The modulus of the
total wave vector is k = 0. Results from the Feynman approach are shown as dashed lines. DMC
results for 3D systems are depicted as squares and for 2D as circles. ∆E0 is the difference between
Feynman and DMC results. The inset shows the scaling ratio RE(α) = E
2D
0 (0, α)/E
3D
0 (0, 3piα/4)
between our 2D and 3D DMC results.
28, 29]. These scaling relations are exact for the Feynman polaron energy and Feynman
polaron mass:
E2D0 (0, α) =
2
3
E3D0 (0, 3πα/4) , (F18)
m2D∗ (α)
m2D
=
m3D∗ (3πα/4)
m3D
. (F19)
For α = 0 the polaron does not form and therefore E0 = 0 and m∗(0) = m. As expected,
with increasing electron-phonon coupling the polaron energy E0(0, α) decreases and the
effective mass increases as a consequence of the progressive localization of the polaron band.
This effect is stronger in 2D than in 3D and explains the steeper curves in 2D.
Overall, our DMC data agree very well with the Feynman results in the entire range of
coupling strength, in particular for what concerns the polaron energy (Fig. 38). The only
sizeable deviation is observed for the effective mass in the intermediate coupling regime,
for which Feynman’s approach gives considerably higher values than the DMC (Fig. 39).
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FIG. 39: Logarithm of the polaron effective mass m∗(α) as a function of the coupling con-
stant α. Results from the Feynman approach are shown as dashed lines. DMC results for
3D systems are depicted as squares and for 2D as circles. The inset shows the scaling ratio
Rm∗(α) = m
2D∗ (α)/m3D∗ (3piα/4) between our 2D and 3D DMC results.
Both the DMC results and the variational results obey the scaling laws (F18) and (F19).
This can be seen in the insets of Figs. 38 and 39 where we show the ratios RE(α) =
E2D0 (0, α)/E
3D
0 (0, 3πα/4) and Rm∗(α) = m
2D
∗ (α)/m
3D
∗ (3πα/4) between our DMC results
in 2D and 3D. However, the uncertainty in the Monte Carlo calculations of m2D∗ for α > 2
worsens the stability of the scaling relation of the effective mass at large α. The reason for
this low performance is that the effective mass estimator actually calculates the inverse of the
effective mass rather than the effective mass itself [22]. Since the polaron mass grows very
fast with increasing coupling, its inverse becomes very small, which unavoidably worsens the
accuracy of the results.
To test the accuracy of our calculations, we have also retrieved values for the exactly
known weak-coupling coefficients q1 and q2
E0(0, α) = −q1α− q2α2 +O(α3) (F20)
and the strong-coupling coefficient γ
lim
α→∞
E0(0, α)/α
2 = −γ. (F21)
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TABLE VI: Ground state energies E0(0, α) and effective masses m∗(α) in 3D from the DMC and
Feynman method [15]. Values in brackets stand for the uncertainty in the DMC simulation, e.g
−1.01662(47) has a sample standard error of 4.7× 10−4.
α E0 DMC E0 Feynman m∗ DMC m∗ Feynman
1 -1.01662(47) -1.0130308 1.19396(2) 1.1955147
2 -2.06957(84) -2.0553559 1.46166(7) 1.4718919
3 -3.16829(136) -3.1333335 1.85047(13) 1.8889540
4 -4.32490(211) -4.2564809 2.45196(57) 2.5793104
5 -5.55297(296) -5.4401445 3.47194(180) 3.8856197
6 -6.86647(287) -6.7108710 5.41952(625) 6.8383564
7 -8.31039(309) -8.1126875 9.7130(268) 14.394070
8 -9.92206(606) -9.6953709 20.55(14) 31.569255
9 -11.72535(701) -11.485786 46.90(78) 62.751527
10 -13.7820(136) -13.490437 98.8(3.3) 111.81603
11 -16.0660(127) -15.709808 158.2(4.6) 183.12497
12 -18.5943(240) -18.143395 270.1(20.0) 281.62189
13 -21.2434(249) -20.790681 / 412.78190
14 -24.1151(369) -23.651278 / 582.58390
15 -27.2629(359) -26.724904 / 797.49838
The exact [19, 28] and DMC values for these coefficients, listed in Table VIII, are in very
good agreement. However, a word of caution is needed here: the coefficients are obtained
with a simple curve fitting procedure and the final numerical values are highly sensitive to
the range of α values included in the fitting process. We have computed q1 and q2 using
α < 0.85 and α < 0.2, in 3D and 2D respectively, whereas for γ we have included values in
the range 9 ≤ α < 18 (3D) and 4 ≤ α < 9 (2D).
Gerlach, Kalina and Smondyrev [19] correctly point out that the (3D) second order
perturbative result q2 = 0.0126 obtained by Mishchenko using DMC [22] deviates from
Ro¨seler’s [30] exact result q2 = 0.01592..., but we surmise that they incorrectly concluded
that the DMC results E0(0,α) are incompatible with Ro¨seler’s results. Here, we resolve this
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TABLE VII: Ground state energies E0(0, α) and effective masses m∗(α) in 2D from the DMC and
Feynman method [15]. Values in brackets stand for the uncertainty in the DMC simulation, e.g
−1.64348(23) has a sample standard error of 2.3× 10−4.
α E0 DQMC E0 Feynman m∗ DQMC m∗ Feynman
1 -1.64348(23) -1.62321 1.57437(8) 1.59966
2 -3.48333(62) -3.39482 3.01609(21) 3.40982
3 -5.66337(46) -5.47667 8.94191(730) 15.2085
4 -8.45543(149) -8.20738 52.108(341) 81.1684
5 -12.08288(610) -11.7281 229.3(7.8) 257.452
6 -16.5403(269) -16.0402 601.9(46.0) 609.244
7 -21.7231(566) -21.1408 / /
8 -27.1346(802) -27.0283 / /
9 -34.4669(370) -33.7021 / /
10 -40.4139(379) -41.1602 / /
TABLE VIII: Exactly known (exact) vs. calculated (calc.) expansion coefficients of E0(0, α) for
the weak- and strong coupling limit. The coefficients were obtained using different ranges of α in
2D and 3D. In 2D, we have included α < 0.2 for computing q1 and q2 and 4 ≤ α < 9 for γ. The
corresponding 3D ranges are α < 0.85 (q1 and q2) and 9 ≤ α < 18 (γ).
q1 exact q1 calc. q2 exact q2 calc. γ exact γ calc.
3D 1.0 0.9999 ± 3.8×10−4 0.01592 0.01588 ± 9.1×10−4 0.1085 0.10805 ± 7.7×10−4
2D 1.5708 1.57084 ± 1.7×10−4 0.06397 0.06483 ± 2.8×10−3 0.4047 0.40236 ± 3.8×10−3
issue by providing the calculated DMC values explicitly, showing that there is no discrepancy.
Both for the 3D and the 2D case, it can be seen in Table VIII that the DMC technique yields
accurate estimates for q2, as well as for the other analytically known expansion coefficients
q1 and γ.
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FIG. 40: Polaron energy E0(k, α)−E0(0, α) as a function of the modulus of the total wave vector
k in 3D (left, for coupling constants α = 1.0, 2.0 and 3.0) and 2D (right, α = 0.5, 1.0 and 1.5). The
continuum edge is shown at Ec(k) = 1.
b. Polaron dispersion
In Fig. 40, we display some dispersion curves in 3D and 2D for selected values of α.
The results have been shifted so that the ground state energy at k = 0 is E0(0, α) = 0.
This makes a comparison between different α values easier. As expected, E0(k, α) increases
monotonically as a function of k and becomes more flat with increasing coupling. This
reflects the tendency to form more localized bands as the electron-phonon coupling strength
becomes stronger, an effect that is more intense in the more-localized 2D limit, where the
dispersion curves bend over more sharply. Clearly, this behavior correlates with the polaron
effective mass since it is defined as the inverse of the curvature of the energy band at k = 0
(see Fig. 39).
For large k, the energy curve approaches the so called ”continuum edge” Ec(α) defined
as the energy value:
Ec(α) = E0(0, α) + ~ω0 = E0(0, α) + 1, (F22)
i.e. the energy value which is one phonon excitation quantum or unity (in our units) above
the ground state energy. An important difference between the 3D and 2D case is that in
3D the dispersion curve crosses the continuum edge at a finite critical wave vector length
kc(α). Instead, in 2D, it has been proven that this edge constitutes an asymptote and is
approximated from below as k →∞ [18–20].
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FIG. 41: Polaron energy E0(k, α) in 3D (left) and 2D (right) as a function of the modulus of the
total wave vector k for coupling constant α = 0.068 (top row) and α = 0.5 (bottom row). Lower
and upper bounds, and a fitting function to the dispersion are taken from Ref. [20].
For small α, there exist rigorous upper and lower bounds for the polaron dispersion [20]
that restrict this dispersion to a narrow domain. In the top row of Fig. 41, the DMC results
are shown together with these bounds for α = 0.068, the value of the coupling strength for
GaAs. Our results lie in between the bounds, close to the upper bound, both in 3D (upper
left panel of Fig. 41) and 2D (upper right panel). The strict lower bound only exists for
small values of the coupling strength: α = 0.5 already lies outside the range where this lower
bound can be found.
Gerlach and Smondyrev [20] propose a fitting function for the dispersion. This fit is based
on a re-scaling of the upper bound formula, to obtain the correct gap between bottom of
the band and the continuum edge, while maintaining the effective mass. As shown in the
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TABLE IX: Critical wave vectors kc(α) for coupling constants α = 0.068, α = 0.5 and α = 1.0.
Listed are results from our DMC calculations, from Eq. F23 which is valid up to first order in α,
as well as from the fitting function from Ref. [20].
α = 0.068 α = 0.5 α = 1.0
DMC, this work 1.440 1.615 1.833
Result to order α, Eq. (F23) 1.442 1.616 1.818
Gerlach and Smondyrev, Ref. [20] 1.442 1.570 1.697
lower left panel of Fig. 41, the DMC results for the 3D case for α = 0.5 lie below both the
variational upper bound and the Gerlach-Smondyrev dispersion. The same conclusion can
be drawn for the 2D case, shown in the lower right panel of Fig. 41.
We now focus on the 3D case, in which the dispersion reaches the continuum edge at a
given kc. Up to lowest order in α,
kc(α) =
√
2 +
(π
2
− 1
) α√
2
+O(α2). (F23)
In Table IX, we compare for several α values the critical wavenumber obtained (i) with DMC,
(ii) with the first order approximation, Eq. F23, and (iii) using the Gerlach-Smondyrev
dispersion. At small coupling strength α = 0.068, all three approaches yield the same
result. However, as α is increased slightly (remaining in the regime where the lowest order
approximation can be expected to be valid), the result obtained from the Gerlach-Smondyrev
dispersion drops below the value found by the other two approaches. The value of kc in the
Gerlach-Smondyrev approach is 3% resp. 8% smaller than the DMC result for α = 0.5 and
1.
Previously [20], this discrepancy was blamed on the fact that the DMC method sup-
posedly failed to reproduce even the known q2 parameter (the coefficient of α
2), whereas
the fitting function is claimed to be good up to order α3. However, as we have shown in
the previous subsection, this explanation cannot hold since contrary to what was believed
earlier, the DMC does reproduce the q2 value with high accuracy. The Gerlach-Smondyrev
dispersion is not the result of variational minimization, nor is it a rigorous lower bound:
rather it is an ad hoc proposal that rescales the best variational upper bound to give the
correct known limits. Keeping in mind that the DMC calculation takes many phonons into
account (i.e. goes well beyond order α in the diagrams), we can conclude that the DMC
results indicate that this fitting procedure is not appropriate for α ≥ 0.5.
4. Summary and Conclusion
The Diagrammatic Monte Carlo is a powerful method which has proven to work in many
applications for many different systems [31–36]. For this paper, we have implemented a
DMC code based on the Refs. [21, 22] and applied it to the solution of the large polaron
Fro¨hlich Hamiltonian in 3D and 2D. We benchmarked our code with existing DMC results
for the 3D case to verify its correctness and then computed polaron ground state energies,
effective polaron masses and polaron dispersion curves in 2D and 3D.
In summary, our data confirm that the effect of electron-phonon coupling is enhanced in
2D compared to 3D, and this is reflected in all computed physical quantities. Concerning
the ground state energies, the DMC results are in very good agreement with those obtained
by Feynman’s approach [15] and we have demonstrated that they obey the scaling relations
between 3D and 2D [23]. The reliability of the DMC procedure is further corroborated by
the calculations of the coefficients used for the weak- and strong-coupling regime, which
are almost identical to the exactly known values. This refutes a claim [19] that the DMC
technique is not able to correctly obtain the q2 coefficients. Regarding the effective polaron
mass, the DMC performance becomes slightly less satisfactory at stronger coupling. This
inaccuracy should be traced back to the numerical errors involved in the calculation of the
inverse of the effective mass. Alternative definitions of the polaron effective mass have been
proposed in literature, which could be possibly tested in future work to assess and compare
the performance of DMC and path-integrals approaches [37, 38].
One of the most interesting outcomes of the present study are the polaron dispersion
curves. The DMC calculations reproduce very well the different behaviour seen in 2D and
3D: in 2D the energy curve approaches the continuum edge asymptotically from below,
whereas in 3D it reaches the continuum edge at a finite critical kc. For small α (=0.068,
a realistic value for a material like GaAs), the DMC dispersion as well as the kc are in
very good agreement with the known lower and upper limits derived from the variational
approach of Gerlach and Smondyrev [20]. For larger α (α= 0.5, 1.0), the DMC data agree
well with the first order expansion results, but deviate from the values based on a proposed
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fitting function for the dispersion. While the DMC technique cannot validate the fitting
procedure proposed by Gerlach and Smondyrev for α ≥ 0.5, it does suggest that up to
α ≈ 1 the first order expansion result of Eq. F23 already provides an accurate estimate of
kc.
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Appendix G: Selected publications on polarons in high-rating journals (Nature,
Science, Physical Review Letters – 2005-2018)
1. Method for Analyzing Second-Order Phase Transitions: Application to the Ferromag-
netic Transition of a Polaronic System, J. A. Souza, Yi-Kuo Yu, J. J. Neumeier, H.
Terashita, and R. F. Jardim, Phys. Rev. Lett. 94, 207209 (2005).
Abstract
A new method for analyzing second-order phase transitions is presented and applied to the
polaronic system La0.7Ca0.3MnO3. It utilizes heat capacity and thermal expansion data si-
multaneously to correctly predict the critical temperature’s pressure dependence. Analysis
of the critical phenomena reveals second-order behavior and an unusually large heat capacity
exponent.
2. Validity of the Franck-Condon Principle in the Optical Spectroscopy: Optical Conduc-
tivity of the Fro¨hlich Polaron, G. De Filippis, V. Cataudella, A. S. Mishchenko, C. A.
Perroni, and J. T. Devreese, Phys. Rev. Lett. 96, 136405 (2006).
Abstract
The optical absorption of the Fro¨hlich polaron model is obtained by an approximation-free
diagrammatic Monte Carlo method and compared with two new approximate approaches
that treat lattice relaxation effects in different ways. We show that: (i) a strong coupling
expansion, based on the Franck-Condon principle, well describes the optical conductivity for
large coupling strengths (α > 10); (ii) a memory function formalism with phonon broad-
ened levels reproduces the optical response for weak coupling strengths (α < 6) taking the
dynamic lattice relaxation into account. In the coupling regime 6 < α < 10, the opti-
cal conductivity is a rapidly changing superposition of both Franck-Condon and dynamic
contributions.
3. Remanent Zero Field Spin Splitting of Self-Assembled Quantum Dots in a Paramag-
netic Host, C. Gould, A. Slobodskyy, D. Supp, T. Slobodskyy, P. Grabs, P. Hawrylak,
F. Qu, G. Schmidt, and L. W. Molenkamp, Phys. Rev. Lett. 97, 017202 (2006).
4. Quantum Transport of Slow Charge Carriers in Quasicrystals and Correlated Systems,
Guy Trambly de Laissardie`re, Jean-Pierre Julien, and Didier Mayou, Phys. Rev. Lett.
97, 026601 (2006).
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Abstract
We show that the semiclassical model of conduction breaks down if the mean free path of
charge carriers is smaller than a typical extension of their wave function. This situation is
realized for sufficiently slow charge carriers and leads to a transition from a metalliclike to an
insulatinglike regime when scattering by defects increases. This explains the unconventional
conduction properties of quasicrystals and related alloys. The conduction properties of some
heavy fermions or polaronic systems, where charge carriers are also slow, present a deep
analogy.
5. Occurrence of Intersubband Polaronic Repellons in a Two-Dimensional Electron Gas,
Stefan Butscher and Andreas Knorr, Phys. Rev. Lett. 97, 197401 (2006).
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dimensional bath of interacting bosons. We focus on the impurity breathing mode, which
is found to be well described by a single oscillation frequency and a damping rate. If the
impurity is very weakly coupled to the bath, a Luttinger-liquid description is valid and
the impurity suffers an Abraham-Lorentz radiation-reaction friction. For a large portion
of the explored parameter space, the TDMRG results fall well beyond the Luttinger-liquid
paradigm.
26. Measurement of Coherent Polarons in the Strongly Coupled Antiferromagnetically Or-
dered Iron-Chalcogenide Fe1.02Te using Angle-Resolved Photoemission Spectroscopy, Z.
K. Liu, R.-H. He, D. H. Lu, M. Yi, Y. L. Chen, M. Hashimoto, R. G. Moore, S.-K.
Mo, E. A. Nowadnick, J. Hu, T. J. Liu, Z. Q. Mao, T. P. Devereaux, Z. Hussain, and
Z.-X. Shen, Phys. Rev. Lett. 110, 037003 (2013)
27. Decoherence of a Single-Ion Qubit Immersed in a Spin-Polarized Atomic Bath, L.
Ratschbacher, C. Sias, L. Carcagni, J. M. Silver, C. Zipkes, and M. Ko¨hl, Phys. Rev.
Lett. 110, 160402 (2013)
28. Tunable Polaronic Conduction in Anatase TiO2, S. Moser, L. Moreschini, J. Jac´imovic´,
O. S. Bariˇsic´, H. Berger, A. Magrez, Y. J. Chang, K. S. Kim, A. Bostwick, E. Roten-
berg, L. Forro´, and M. Grioni, Phys. Rev. Lett. 110, 196403 (2013)
309
29. Investigating Polaron Transitions with Polar Molecules, Felipe Herrera, Kirk W. Madi-
son, Roman V. Krems, and Mona Berciu, Phys. Rev. Lett. 110, 223002 (2013)
Abstract
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propose a scheme to measure the polaron dispersion using stimulated Raman spectroscopy.
30. Electronic Instability in a Zero-Gap Semiconductor: The Charge-Density Wave in
(TaSe4)2, C. Tournier-Colletta, L. Moreschini, G. Aute`s, S. Moser, A. Crepaldi, H.
Berger, A. L. Walter, K. S. Kim, A. Bostwick, P. Monceau, E. Rotenberg, O. V.
Yazyev, and M. Grioni, Phys. Rev. Lett. 110, 236401 (2013).
31. Itinerant Ferromagnetism in a Polarized Two-Component Fermi Gas, Pietro Massig-
nan, Zhenhua Yu, and Georg M. Bruun, Phys. Rev. Lett. 110, 230401 (2013).
32. Suppression of the Hanle Effect in Organic Spintronic Devices, Z. G. Yu, Phys. Rev.
Lett. 111, 016601 (2013).
33. Energy and Contact of the One-Dimensional Fermi Polaron at Zero and Finite Tem-
perature, E. V. H. Doggen and J. J. Kinnunen, Phys. Rev. Lett. 111, 025302 (2013).
34. Measurement of the Femtosecond Optical Absorption of LaAlO3/SrTiO3 Heterostruc-
tures: Evidence for an Extremely Slow Electron Relaxation at the Interface, Yasuhiro
Yamada, Hiroki K. Sato, Yasuyuki Hikita, Harold Y. Hwang, and Yoshihiko Kane-
mitsu, Phys. Rev. Lett. 111, 047403 (2013)
Abstract
The photocarrier relaxation dynamics of an n-type LaAlO3/SrTiO3 heterointerface is in-
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high orders. Using the Holstein model on a square lattice as a prototypical example, we
demonstrate that our method is capable of providing accurate results in the thermodynamic
limit in all regimes from a renormalized Fermi liquid to a single polaron, across the nona-
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vestigated, within the Su-Schrieffer-Heeger model, by combining an exact diagonalization
technique, Monte Carlo approaches, and a maximum entropy method. The temperature-
dependent mobility data measured in single crystals of rubrene are successfully reproduced:
a crossover from super-to subdiffusive motion occurs in the range 150 < T < 200K, where
the mean free path becomes of the order of the lattice parameter and strong memory effects
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several distinct regimes in the λ − Tplane including a band conduction region, incoherent
metallic region, an activated hopping region, and a high-temperature saturation region. We
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we show that electron-plasmon interactions lead to the emergence of plasmonic polaron bands
in the band structures of common semiconductors. Using silicon and group IV transition-
metal dichalcogenide monolayers (AX(2) with A = Mo, W and X = S, Se) as prototypical
examples, we demonstrate that these new bands are a general feature of systems charac-
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dispersion relations of these plasmonic structures closely follow the standard valence bands,
although they appear broadened and blueshifted by the plasmon energy. Based on our re-
sults, we identify general criteria for observing plasmonic polaron bands in the angle-resolved
photoelectron spectra of solids.
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Massive gravity is holographically dual to “realistic” materials with momentum relaxation.
The dual graviton potential encodes the phonon dynamics, and it allows for a much broader
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materials that exhibit an interaction-driven metal-insulator transition. The transition re-
lates to the formation of polarons – phonon-electron quasibound states that dominate the
conductivities, shifting the spectral weight above a mass gap. We characterize the polaron
gap, width, and dispersion.
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tic x-ray spectroscopy (RIXS) at the Ti L-3 edge. We find that the formation of the polaron
cloud involves a single 95 meV phonon along the c axis, in addition to the 108 meV ab-plane
mode previously identified by photoemission. The coupling strength to both modes is the
same within error bars, and it is unaffected by the carrier density. These data establish
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We propose that impurities in a Bose-Einstein condensate which is coupled to a transversely
laser-pumped multimode cavity form an experimentally accessible and analytically tractable
model system for the study of impurities solvated in correlated liquids and the breakdown of
linear-response theory. As the strength of the coupling constant between the impurity and
the Bose-Einstein condensate is increased, which is possible through Feshbach resonance
methods, the impurity passes from a large to a small polaron state, and then to an impurity-
soliton state. This last transition marks the breakdown of linear-response theory.
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We develop a systematic perturbation theory for the quasiparticle properties of a single
impurity immersed in a Bose-Einstein condensate. Analytical results are derived for the
impurity energy, effective mass, and residue to third order in the impurity-boson scattering
length. The energy is shown to depend logarithmically on the scattering length to third order,
whereas the residue and the effective mass are given by analytical power series. When the
boson-boson scattering length equals the boson-impurity scattering length, the energy has the
same structure as that of a weakly interacting Bose gas, including terms of the Lee-Huang-
Yang and fourth order logarithmic form. Our results, which cannot be obtained within
the canonical Frohlich model of an impurity interacting with phonons, provide valuable
benchmarks for many-body theories and for experiments.
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When an impurity interacts with a bath of phonons it forms a polaron. For increasing interac-
tion strengths the mass of the polaron increases and it can become self-trapped. For impurity
atoms inside an atomic Bose-Einstein condensate (BEC) the nature of this transition is not
understood. While Feynman’s variational approach to the Fro¨hlich model predicts a sharp
transition for light impurities, renormalization group studies always predict an extended
intermediate-coupling region characterized by large phonon correlations. To investigate this
intricate regime and to test polaron physics beyond the validity of the Fro¨hlich model we
suggest a versatile experimental setup that allows us to tune both the mass of the impu-
rity and its interactions with the BEC. The impurity is realized as a dark-state polariton
(DSP) inside a quasi-two-dimensional BEC. We show that its interactions with the Bogoli-
ubov phonons lead to photonic polarons, described by the Bogoliubov-Fro¨hlich Hamiltonian,
and make theoretical predictions using an extension of a recently introduced renormalization
group approach to Fro¨hlich polarons.
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Abstract
The problem of an impurity particle moving through a bosonic medium plays a fundamen-
tal role in physics. However, the canonical scenario of a mobile impurity immersed in a
Bose-Einstein condensate (BEC) has not yet been realized. Here, we use radio frequency
spectroscopy of ultracold bosonic 39K atoms to experimentally demonstrate the existence
of a well-defined quasiparticle state of an impurity interacting with a BEC. We measure
the energy of the impurity both for attractive and repulsive interactions, and find excellent
agreement with theories that incorporate three-body correlations, both in the weak-coupling
limits and across unitarity. The spectral response consists of a well-defined quasiparticle
peak at weak coupling, while for increasing interaction strength, the spectrum is strongly
broadened and becomes dominated by the many-body continuum of excited states. Cru-
cially, no significant effects of three-body decay are observed. Our results open up exciting
prospects for studying mobile impurities in a bosonic environment and strongly interacting
Bose systems in general.
62. Bose Polarons in the Strongly Interacting Regime, Ming-Guang Hu, Michael J. Van
de Graaff, Dhruv Kedar, John P. Corson, Eric A. Cornell, and Deborah S. Jin, Phys.
Rev. Lett. 117, 055301 (2016).
Abstract
When an impurity is immersed in a Bose-Einstein condensate, impurity-boson interactions
are expected to dress the impurity into a quasiparticle, the Bose polaron. We superimpose
an ultracold atomic gas of 87Rb with a much lower density gas of fermionic 40K impurities.
Through the use of a Feshbach resonance and radio-frequency spectroscopy, we characterize
the energy, spectral width, and lifetime of the resultant polaron on both the attractive and
the repulsive branches in the strongly interacting regime. The width of the polaron in the
attractive branch is narrow compared to its binding energy, even as the two-body scattering
length diverges.
63. Quantum Dynamics of Ultracold Bose Polarons, Yulia E. Shchadilova, Richard
Schmidt, Fabian Grusdt, and Eugene Demler, Phys. Rev. Lett. 117, 113002 (2016).
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We analyze the dynamics of Bose polarons in the vicinity of a Feshbach resonance between the
impurity and host atoms. We compute the radio-frequency absorption spectra for the case
when the initial state of the impurity is noninteracting and the final state is strongly inter-
acting with the host atoms. We compare results of different theoretical approaches including
a single excitation expansion, a self-consistent T-matrix method, and a time-dependent co-
herent state approach. Our analysis reveals sharp spectral features arising from metastable
states with several Bogoliubov excitations bound to the impurity atom. This surprising re-
sult of the interplay of many-body and few-body Efimov type bound state physics can only
be obtained by going beyond the commonly used Fro¨hlich model and including quasiparticle
scattering processes. Close to the resonance we find that strong fluctuations lead to a broad,
incoherent absorption spectrum where no quasiparticle peak can be assigned.
64. Engineering Polarons at a Metal Oxide Surface, C.M. Yim, M.B. Watkins, M. J. Wolf,
C. L. Pang, K. Hermansson, and G. Thornton, Phys. Rev. Lett. 117, 116402 (2016).
Abstract
Polarons in metal oxides are important in processes such as catalysis, high temperature
superconductivity, and dielectric breakdown in nanoscale electronics. Here, we study the be-
havior of electron small polarons associated with oxygen vacancies at rutile TiO2(110), using
a combination of low temperature scanning tunneling microscopy (STM), density functional
theory, and classical molecular dynamics calculations. We find that the electrons are sym-
metrically distributed around isolated vacancies at 78 K, but as the temperature is reduced,
their distributions become increasingly asymmetric, confirming their polaronic nature. By
manipulating isolated vacancies with the STM tip, we show that particular configurations of
polarons are preferred for given locations of the vacancies, which we ascribe to small residual
electric fields in the surface. We also form a series of vacancy complexes and manipulate
the Ti ions surrounding them, both of which change the associated electronic distributions.
Thus, we demonstrate that the configurations of polarons can be engineered, paving the way
for the construction of conductive pathways relevant to resistive switching devices.
65. Lightwave-driven quasiparticle collisions on a subcycle timescale, F.Langer, M. Hohen-
leutner, C. P. Schmid et al., Nature 533, 225 (2016).
66. Screening in crystalline liquids protects energetic carriers in hybrid perovskites, H. Zhu,
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67. Magnon Polarons in the Spin Seebeck Effect. By: Kikkawa, Takashi; Shen, Ka; Flebus,
Benedetta et al., Phys. Rev. Lett. 117, 207203 (2016).
68. Interplay of Site and Bond Electron-Phonon Coupling in One Dimension. By: Ho-
henadler, Martin, Phys. Rev. Lett. 117, 206404 (2016).
Abstract
The interplay of bond and charge correlations is studied in a one-dimensional model with
both Holstein and Su-Schrieffer-Heeger (SSH) couplings to quantum phonons. The problem
is solved exactly by quantum Monte Carlo simulations. If one of the couplings dominates, the
ground state is a Peierls insulator with long-range bond or charge order. At weak coupling,
the results suggest a spin-gapped and repulsive metallic phase arising from the competing
order parameters and lattice fluctuations. Such a phase is absent from the pure SSH model
even for quantum phonons. At strong coupling, evidence for a continuous transition between
the two Peierls states is presented.
69. Repulsive Fermi Polarons in a Resonant Mixture of Ultracold Li-6 Atoms. By: Scazza,
F.; Valtolina, G.; Massignan, P.; et al., Phys. Rev. Lett. 118, 083602 (2017).
Abstract
We employ radio-frequency spectroscopy to investigate a polarized spin mixture of ultracold
Li-6 atoms close to a broad Feshbach scattering resonance. Focusing on the regime of strong
repulsive interactions, we observe well-defined coherent quasiparticles even for unitarity-
limited interactions. We characterize the many-body system by extracting the key properties
of repulsive Fermi polarons: the energy E+, the effective mass m∗, the residue Z, and the
decay rate Γ. Above a critical interaction, E+is found to exceed the Fermi energy of the
bath, while m∗diverges and even turns negative, thereby indicating that the repulsive Fermi
liquid state becomes energetically and thermodynamically unstable.
70. Fermi polaron-polaritons in charge-tunable atomically thin semiconductors. By: Si-
dler, Meinrad; Back, Patrick; Cotlet, Ovidiu; et al., Nature Physics 13, 255 (2017).
Abstract
The dynamics of a mobile quantum impurity in a degenerate Fermi system is a fundamental
problem in many-body physics. The interest in this field has been renewed due to recent
ground-breaking experiments with ultracold Fermi gases(1-5). Optical creation of an exciton
or a polariton in a two-dimensional electron systemembeddedin a microcavity constitutes a
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new frontier for this field due to an interplay between cavity coupling favouring ultralow-
mass polariton formation(6) and exciton-electron interactions leading to polaron or trion
formation(7,8). Here, we present cavity spectroscopy of gatetunable monolayer MoSe2 (ref.
9) exhibiting strongly bound trion and polaron resonances, as well as non-perturbative cou-
pling to a single microcavity mode(10,11). As the electron density is increased, the oscillator
strength determined from the polariton splitting is gradually transferred from the higher-
energy repulsive exciton-polaron resonance to the lower-energy attractive exciton-polaron
state. Simultaneous observation of polariton formation in both attractive and repulsive
branches indicates a new regime of polaron physics where the polariton impurity mass can
be much smaller than that of the electrons. Our findings shed new light on optical response
of semiconductors in the presence of free carriers by identifying the Fermi polaron nature of
excitonic resonances and constitute a first step in investigation of a new class of degenerate
Bose-Fermi mixtures(12,13).
71. Stationary Phonon Squeezing by Optical Polaron Excitation. By: Papenkort, T.; Axt,
V. M.; Kuhn, T., Phys. Rev. Lett. 118, 097401 (2017).
Abstract
We demonstrate that a stationary squeezed phonon state can be prepared by a pulsed op-
tical excitation of a semiconductor quantum well. Unlike previously discussed scenarios for
generating squeezed phonons, the corresponding uncertainties become stationary after the
excitation and do not oscillate in time. The effect is caused by two-phonon correlations within
the excited polaron. We demonstrate by quantum kinetic simulations and by a perturbation
analysis that the energetically lowest polaron state comprises two-phonon correlations which,
after the pulse, result in an uncertainty of the lattice momentum that is continuously lower
than in the ground state of the semiconductor. The simulations show the dynamics of the
polaron formation process and the resulting time-dependent lattice uncertainties.
72. Homogeneous Atomic Fermi Gases. By: Mukherjee, Biswaroop; Yan, Zhenjie; Patel,
Parth B.; et al., Phys. Rev. Lett. 118, 123401 (2017).
Abstract
We report on the creation of homogeneous Fermi gases of ultracold atoms in a uniform po-
tential. In the momentum distribution of a spin-polarized gas, we observe the emergence of
the Fermi surface and the saturated occupation of one particle per momentum state: the
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striking consequence of Pauli blocking in momentum space for a degenerate gas. Cooling a
spin-balanced Fermi gas at unitarity, we create homogeneous superfluids and observe spa-
tially uniform pair condensates. For thermodynamic measurements, we introduce a hybrid
potential that is harmonic in one dimension and uniform in the other two. The spatially
resolved compressibility reveals the superfluid transition in a spin-balanced Fermi gas, sat-
uration in a fully polarized Fermi gas, and strong attraction in the polaronic regime of a
partially polarized Fermi gas.
73. Evidence for a Nematic Phase in La1.75Sr0.25NiO4. By: Zhong, Ruidan; Winn, Barry
L.; Gu, Genda; et al., Phys. Rev. Lett. 118, 177601 (2017).|
Abstract
Determining the nature of electronic states in doped Mott insulators remains a challenging
task. In the case of tetragonal La2−xSrxNiO4, the occurrence of diagonal charge and spin
stripe order in the ground state is now well established. In contrast, the nature of the
high-temperature ”disordered” state from which the stripe order develops has long been a
subject of controversy, with considerable speculation regarding a polaronic liquid. Following
the recent detection of dynamic charge stripes, we use neutron scattering measurements on
an x = 0.25crystal to demonstrate that the dispersion of the charge-stripe excitations is
anisotropic. This observation provides compelling evidence for the presence of electronic
nematic order.
74. Visualizing the Efimov Correlation in Bose Polarons. By: Sun, Mingyuan; Zhai, Hui;
Cui, Xiaoling, Phys. Rev. Lett. 119, 013401 (2017).
75. Momentum-Resolved View of Electron-Phonon Coupling in Multilayer WSe2. By:
Waldecker, L.; Bertoni, R.; Huebener, H.; et al., Phys. Rev. Lett. 119, 036803
(2017).
Abstract
We investigate the interactions of photoexcited carriers with lattice vibrations in thin films
of the layered transition metal dichalcogenide (TMDC) WSe2. Employing femtosecond elec-
tron diffraction with monocrystalline samples and first-principles density functional theory
calculations, we obtain a momentum-resolved picture of the energy transfer from excited
electrons to phonons. The measured momentum-dependent phonon population dynamics
are compared to first-principles calculations of the phonon linewidth and can be rationalized
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in terms of electronic phase-space arguments. The relaxation of excited states in the conduc-
tion band is dominated by intervalley scattering between Sigma valleys and the emission of
zone boundary phonons. Transiently, the momentum-dependent electron-phonon coupling
leads to a nonthermal phonon distribution, which, on longer time scales, relaxes to a ther-
mal distribution via electron-phonon and phonon-phonon collisions. Our results constitute
a basis for monitoring and predicting out of equilibrium electrical and thermal transport
properties for nanoscale applications of TMDCs.
76. Ultrafast Excited-State Dynamics of V3O5 as a Signature of a Photoinduced Insulator-
Metal Phase Transition. By: Kumar, Nardeep; Rua, Armando; Lu, Junqiang; et al.,
Phys. Rev. Lett. 119, (2017).
Abstract
The ultrafast elastic light scattering technique is applied to reveal the strong nonlinearity of
V3O5 associated with a photoinduced insulator-metal phase transition. Observation of time-
domain relaxation dynamics suggests several stages of structural transition. We discuss the
nonequilibrium processes in V3O5 in terms of photoinduced melting of a polaronic Wigner
crystal, coalescence of V-O octahedra, and photogeneration of acoustical phonons in the low-
T and high-T phases of V3O5. A molecular dynamics computation supports experimentally
observed stages of V3O5 relaxation dynamics.
77. Correlation of Fe-Based Superconductivity and Electron-Phonon Coupling in an
FeAs/Oxide Heterostructure. By: Choi, Seokhwan; Johnston, Steven; Jang, Won-
Jun; et al., Phys. Rev. Lett. 119, 107003 (2017).
Abstract
Interfacial phonons between iron-based superconductors (FeSCs) and perovskite substrates
have received considerable attention due to the possibility of enhancing preexisting super-
conductivity. Using scanning tunneling spectroscopy, we studied the correlation between
superconductivity and e-ph interaction with interfacial phonons in an iron-based supercon-
ductor Sr2VO3FeAs (T-c approximate to 33 K) made of alternating FeSC and oxide layers.
The quasiparticle interference measurement over regions with systematically different aver-
age superconducting gaps due to the e-ph coupling locally modulated by O vacancies in the
VO2 layer, and supporting self-consistent momentum-dependent Eliashberg calculations pro-
vide a unique real-space evidence of the forward-scattering interfacial phonon contribution
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to the total superconducting pairing.
78. Theory of Thermal Relaxation of Electrons in Semiconductors.
By: Sadasivam, Sridhar; Chan, Maria K. Y.; Darancet, Pierre, Phys. Rev. Lett. 119,
136602 (2017).
Abstract
We compute the transient dynamics of phonons in contact with high energy “hot” charge car-
riers in 12 polar and nonpolar semiconductors, using a first-principles Boltzmann transport
framework. For most materials, we find that the decay in electronic temperature departs sig-
nificantly from a single-exponential model at times ranging from 1 to 15 ps after electronic ex-
citation, a phenomenon concomitant with the appearance of nonthermal vibrational modes.
We demonstrate that these effects result from slow thermalization within the phonon sub-
system, caused by the large heterogeneity in the time scales of electron-phonon and phonon-
phonon interactions in these materials. We propose a generalized two-temperature model
accounting for phonon thermalization as a limiting step of electron-phonon thermalization,
which captures the full thermal relaxation of hot electrons and holes in semiconductors. A
direct consequence of our findings is that, for semiconductors, information about the spec-
tral distribution of electron-phonon and phonon-phonon coupling can be extracted from the
multiexponential behavior of the electronic temperature.
79. Charged Polaron Polaritons in an Organic Semiconductor Microcavity.
By: Cheng, Chiao-Yu; Dhanker, Rijul; Gray, Christopher L. et al., Phys. Rev. Lett.
120, 017402 (2018).
Abstract
We report strong coupling between light and polaron optical excitations in a doped organic
semiconductor microcavity at room temperature. Codepositing MoO3 and the hole transport
material 4, 4’-cyclohexylidenebis[N, N-bis(4-methylphenyl) benzenamine] introduces a large
hole density with a narrow linewidth optical transition centered at 1.8 eV and an absorption
coefficient exceeding 104 cm−1. Coupling this transition to a Fabry-Perot cavity mode yields
upper and lower polaron polariton branches that are clearly resolved in angle-dependent
reflectivity with a vacuum Rabi splitting ~Ω (R) > 0.3 eV. This result establishes a path to
electrically control polaritons in organic semiconductors and may lead to increased polariton-
polariton Coulombic interactions that lower the threshold for nonlinear phenomena such as
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polariton condensation and lasing.
80. Polaron Polaritons in the Integer and Fractional Quantum Hall Regimes.
By: Ravets, Sylvain; Knuppel, Patrick; Faelt, Stefan, et al., Phys. Rev. Lett. 120,
057401 (2018).
Abstract
Elementary quasiparticles in a two-dimensional electron system can be described as ex-
citon polarons since electron-exciton interactions ensures dressing of excitons by Fermi-sea
electron-hole pair excitations. A relevant open question is the modification of this description
when the electrons occupy flat bands and electron-electron interactions become prominent.
Here, we perform cavity spectroscopy of a two-dimensional electron system in the strong
coupling regime, where polariton resonances carry signatures of strongly correlated quan-
tum Hall phases. By measuring the evolution of the polariton splitting under an external
magnetic field, we demonstrate the modification of polaron dressing that we associate with
filling factor dependent electron-exciton interactions.
81. Bose Polarons at Finite Temperature and Strong Coupling.
By: Guenther, Nils-Eric; Massignan, Pietro; Lewenstein, Maciej, et al., Phys. Rev.
Lett. 120, 050405 (2018).
Abstract
A mobile impurity coupled to a weakly interacting Bose gas, a Bose polaron, displays several
interesting effects. While a single attractive quasiparticle is known to exist at zero temper-
ature, we show here that the spectrum splits into two quasiparticles at finite temperatures
for sufficiently strong impurity-boson interaction. The ground state quasiparticle has mini-
mum energy at Tc, the critical temperature for Bose-Einstein condensation, and it becomes
overdamped when T ≫ Tc. The quasiparticle with higher energy instead exists only below
Tc, since it is a strong mixture of the impurity with thermally excited collective Bogoliubov
modes. This phenomenology is not restricted to ultracold gases, but should occur whenever
a mobile impurity is coupled to a medium featuring a gapless bosonic mode with a large
population for finite temperature.
82. Creation of Rydberg Polarons in a Bose Gas.
By: Camargo, F.; Schmidt, R.; Whalen, J. D., et al., Phys. Rev. Lett. 120, 083401
(2018).
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Abstract
We report spectroscopic observation of Rydberg polarons in an atomic Bose gas. Polarons
are created by excitation of Rydberg atoms as impurities in a strontium Bose-Einstein con-
densate. They are distinguished from previously studied polarons by macroscopic occupation
of bound molecular states that arise from scattering of the weakly bound Rydberg electron
from ground-state atoms. The absence of a p-wave resonance in the low-energy electron-
atom scattering in Sr introduces a universal behavior in the Rydberg spectral line shape
and in scaling of the spectral width (narrowing) with the Rydberg principal quantum num-
ber, n. Spectral features are described with a functional determinant approach (FDA) that
solves an extended Frohlich Hamiltonian for a mobile impurity in a Bose gas. Excited states
of polyatomic Rydberg molecules (trimers, tetrameters, and pentamers) are experimentally
resolved and accurately reproduced with a FDA.
83. Bipolarons in a Bose-Einstein Condensate.
By: Camacho-Guardian, A.; Ardila, L. A. Pena; Pohl, T.; et al., Phys. Rev. Lett.
121, 013401 (2018).
Abstract
Mobile impurities in a Bose-Einstein condensate form quasiparticles called polarons. Here,
we show that two such polarons can bind to form a bound bipolaron state. Its emergence is
caused by an induced nonlocal interaction mediated by density oscillations in the condensate,
and we derive using field theory an effective Schrodinger equation describing this for an
arbitrarily strong impurity-boson interaction. We furthermore compare with quantumMonte
Carlo simulations finding remarkable agreement, which underlines the predictive power of
the developed theory. It is found that bipolaron formation typically requires strong impurity
interactions beyond the validity of more commonly used weak-coupling approaches that lead
to local Yukawa-type interactions. We predict that the bipolarons are observable in present
experiments, and we describe a procedure to probe their properties.
84. Carrier Lifetimes and Polaronic Mass Enhancement in the Hybrid Halide Perovskite
CH 3NH 3PbI 3 from Multiphonon Frohlich Coupling.
By: Schlipf, Martin; Ponce, Samuel; Giustino, Feliciano, Phys. Rev. Lett. 121,
086402 (2018).
Abstract
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We elucidate the nature of the electron-phonon interaction in the archetypal hybrid per-
ovskite CH3NH3PbI3 using ab initio many-body calculations and an exactly solvable model.
We demonstrate that electrons and holes near the band edges primarily interact with three
distinct groups of longitudinal-optical vibrations, in order of importance: the stretching of
the Pb-I bond, the bending of the Pb-I-Pb bonds, and the libration of the organic cations.
These polar phonons induce ultrafast intraband carrier relaxation over timescales of 6-30 fs
and yield polaron effective masses 28% heavier than the bare band masses. These findings al-
low us to rationalize previous experimental observations and provide a key to understanding
carrier dynamics in halide perovskites.
85. Electron-Phonon Systems on a Universal Quantum Computer.
By: Macridin, Alexandru; Spentzouris, Panagiotis; Amundson, James; et al., Phys.
Rev. Lett. 121, 110504 (2018).
Abstract
We present an algorithm that extends existing quantum algorithms for simulating fermion
systems in quantum chemistry and condensed matter physics to include bosons in general
and phonons in particular. We introduce a qubit representation for the low-energy subspace
of phonons which allows an efficient simulation of the evolution operator of the electron-
phonon systems. As a consequence of the Nyquist-Shannon sampling theorem, the phonons
are represented with exponential accuracy on a discretized Hilbert space with a size that
increases linearly with the cutoff of the maximum phonon number. The additional number
of qubits required by the presence of phonons scales linearly with the size of the system.
The additional circuit depth is constant for systems with finite-range electron-phonon and
phonon-phonon interactions and linear for long-range electron-phonon interactions. Our
algorithm for a Holstein polaron problem was implemented on an Atos quantum learning
machine quantum simulator employing the quantum phase estimation method. The energy
and the phonon number distribution of the polaron state agree with exact diagonalization
results for weak, intermediate, and strong electron-phonon coupling regimes.
86. Longitudinal Optical Phonons Modified by Organic Molecular Cation Motions in
Organic-Inorganic Hybrid Perovskites.
By: Nagai, Masaya; Tomioka, Takuya; Ashida, Masaaki; et al., Phys. Rev. Lett. 121,
145506 (2018).
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Abstract
We performed tcrahcrtz time-domain spectroscopy for methylammonium (MA) lead halide
perovskite single crystals and characterized the longitudinal optical (LO) phonons directly.
We found that the effective LO phonon wave number does not change in the wide tempera-
ture range between 10 and 300 K. However, the coupling between MA cation modes and the
LO phonon mode derived from lead halide cages induces a mode splitting at low tempera-
tures and a damping of the LO phonon mode at high temperatures. These results influence
the interpretation of electron-LO phonon interactions in perovskite semiconductors, as well
as the interpretations of mobility, carrier diffusion, and polaron formation.
87. Diagrammatic Monte Carlo Approach to Angular Momentum in Quantum Many-
Particle Systems.
By: Bighin, G.; Tscherbul, T., V; Lemeshko, M., Phys. Rev. Lett. 121, 165301
(2018).
Abstract
We introduce a diagrammatic Monte Carlo approach to angular momentum properties of
quantum many particle systems possessing a macroscopic number of degrees of freedom.
The treatment is based on a diagrammatic expansion that merges the usual Feynman di-
agrams with the angular momentum diagrams known from atomic and nuclear structure
theory, thereby incorporating the non-Abelian algebra inherent to quantum rotations. Our
approach is applicable at arbitrary coupling, is free of systematic errors and of finite-size
effects, and naturally provides access to the impurity Green function. We exemplify the
technique by obtaining an all-coupling solution of the angulon model; however, the method
is quite general and can bc applied to a broad variety of systems in which particles exchange
quantum angular momentum with their many-body environment.
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