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Introduction
The major aim of this paper is to examine the empirical relations between economic growth and a broad group of political instability factors including corruption, government instability, internal and external conflicts, religious and ethnic tensions, democratic accountability and bureaucracy quality. Moreover, one of the main objectives of our paper is to explore the effects of serious problems such as political instability and corruption on economic growth for Organisation for Economic Co-operation and Development (OECD) countries during the period 1984-2012. Thus, most of the countries in our sample are developed countries of the world.
The main contribution and distinctive characteristic of this article is to focus not only on the relationship between political stability and economic growth, but also on the relations between some specific categories of political instability and economic growth. It is generally accepted that corruption is an element of political instability as well. In this paper, we employ system GMM estimator for linear dynamic panel data models in order to overcome a potential endogeneity problem.
The relationship between political instability and economic growth has been an issue of concern for long. Political instability is one of the conventional themes of the modern political economy theory. Modern theory of political economy suggests that political stability plays a significant role in economic growth of a country. Thus, an unstable political system could seriously hinder economic growth. Within the theoretical framework of modern political economy, a government is considered to be inefficient if policy objectives vary over a short period of time. Thus, coalition governments are a serious threat and to be more prone to the political stability. Moreover, modern political economy theory emphasizes that political instability also affects the level of economic growth in the country as the rates of economic growth are correlated with persistent policies of government and how government perform these policies (Barro, 2013) .
On the other hand, corruption is a widespread phenomenon in several countries around the world, which are regarded by economists as seriously harmful to economic growth (Aisen & Veiga, 2011) . The majority of academic research reveals that corruption impedes economic growth, creates political instability, weakens the state's capacity to tax, undermines spending programs, increases the cost and lowers the quality of public investment (IMF, 2016) . Some economists consider that corruption can also have distributional consequences. Corruption increases income inequality and poverty through lower economic growth, biased tax systems favoring the rich, and lower social spending (Gupta, Davoodi & Alonso-Terme, 2002) . However, some researchers suggest that the impact of corruption on economic growth is related with factors such as the country's legal and institutional framework, quality of governance and political regime. Thus, in some highly regulated countries, corruption can compensate for red tape and institutional weaknesses and overcome the government failure in the economy (Campos, Dimova & Saleh, 2010) . Since there is a large consensus that corruption hinders economic growth and increases socio-economic inequalities, international organizations such as the World Bank and OECD emphasize that corruption is among the greatest obstacles to economic and social development (OECD, 2013) .
The remaining part of this paper is organized as follows. Section 2 presents a brief literature review. Section 3 provides information about the data, empirical model, and empirical methodology. Section 4 contains empirical results. Section 5 includes a summary and concluding remarks. Alesina, Ozler, Roubini, & Swagel (1992) define political instability narrowly as the tendency of the change in cabinet either by constitutional or unconstitutional means. One of the most important theoretical arguments behind the idea that political instability is a serious obstacle for economic growth is that the uncertainty associated with an unstable political environment may have a negative impact on investment decisions and therefore on the rate of economic growth. Political instability raises uncertainty and risk-averse economic agents may hold back their economic initiatives or may exit the economy, by investing abroad (Alesina et al. 1992: 4) . Furthermore, foreign investors prefer to invest in countries with less policy uncertainty and less risk about property rights.
Brief Literature Review
On the other hand, it is argued that an unstable political environment may shorten policy authorities' horizons leading to sub-optimal short-term macroeconomic policies (Aisen & Veiga, 2011: 3) . Political instability may also cause "a more frequent switch of policies, creating volatility and thus, negatively affecting macroeconomic performance" (Aisen & Vega 2011: 3) . Some new political economy models suggest that political instability creates economic inefficiencies. The main idea behind these models is that if a government is uncertain about its survival, it concentrates on suboptimal economic policies in order to worsen the economic environment inherited by its successor (Alesina et al., 1992: 4) . On the other hand, a related line of research emphasizes rent-seeking activities to explain the negative relationship between political instability and economic growth (Angelopoulos & Economides; 2008) . Angelopoulos & Economides (2008 : 1375 predict that uncertainty about remaining in power leads to increased fiscal expenditures, which in turn distorts incentives by direct individuals away from productive work to rent-seeking activities; the distorted incentives hinder economic growth. Moreover, weak governments are likely to be more sensitive to the demands of pressure groups and therefore rent-seeking activities may have a more direct influence on the decisions of policy-makers. However, an alternative view on this issue is that economic agents may consider frequent government changes favorably if the current party in power is incompetent and/or corrupt and the voters view its potential successors as an improvement (Alesina et al., 1992) . Analyzing political instabilityeconomic growth nexus in dictatorships, Overland, Simons, & Michael Spaga (2005) argue that dictators with better survival chances tend to support especially rapid economic development to further increase their longevity in power.
There is an ample amount of empirical literature documenting that political instability affects the economic growth negatively in several countries across time. In their classical paper, Alesina et al. (1992) show that economic growth is lower in countries with a high propensity of government collapse in a panel of 113 countries from the period 1950-1982. Recent papers by Aisen & Veiga (2011) and Jong-a-Pin (2009) provide evidence showing that there exists a negative relationship between political instability and economic growth. It should be noted that the empirical findings of Jong-a-Pin (2009) are relatively weak and that only the instability of the political regime has a robust and significant negative impact on economic growth. On the other hand, Campos & Nugent (2002) found no statistically significant long-run relationship between political instability and growth in a sample of 98 developing countries. Employing panel data set covering 19 developing countries for the period 1986 -2003 , Gür & Akbulut (2012 find that political instability has a positive and statistically significant effect on economic growth in developing countries. They also present evidence that the estimated country specific effects on economic growth are positive for most of the Asian countries and negative for the Latin American countries. Using Johansen's cointegration analysis, Arslan (2011) provide evidence that there is a long-run relationship between gross domestic product (GDP) and political instability in Turkey for the period 1987-2007. This paper also aims to investigate empirical relationship between corruption and economic growth by employing the data for OECD countries in the period 1984-2012. Corruption may not influence economic growth (and the level of output) directly, but operates through various channels (OECD, 2013) . Corruption may discourage private investment by reducing its profitability or by raising political instability (Alesina et al., 1992) . Similarly, corruption tends to lower FDI flows by diminishing its profitability (Javorcik & Wei, 2009 ).
Since corruption leads to a decrease in tax revenues, it constrains the ability of governments to provide sufficient level of public services for private sector development. Corruption may divert resources from human capital formation (health and education) and more productive investments to less productive activities, lowering the growth potential of countries (OECD, 2013) . Furthermore, Emerson (2006) provides evidence that corruption negatively affects effective competition, identified as a significant determinant of productivity and innovation. By imposing various restrictions on competition to maintain the privileges of established firms or by weakening anti-trust regulations, corruption can undermine effective competition and thus technological progress in many cases (OECD, 2010) .
However, some authors argue that it possible for corruption to be beneficial for economic growth (Huntington, 2006; Méon & Laurent Weill, 2010) . Proponents of this view suggest that when a government created widespread and inefficient regulations, then corruption may improve the efficiency of the system and thus contribute to economic growth by overcoming these regulations (Ahmad, Ullah, & Arfeen, 2012) . On the other hand, the so-called East Asian paradox challenges the prevailing argument and empirical evidence that corruption deters investment and reduces the rate of economic growth. Various authors have attempted to explain the high corruption but rapid economic growth puzzle in a number of fairly successful East Asian economies (Larsson, 2006; Ugur & Dasgupta,2011) .
While the majority of empirical literature in the field has consistently provided evidence that corruption negatively affects economic growth, the empirical evidence for beneficial effects of corruption on economic growth is rather limited. Employing cross-section-analysis, Pellegrini & Gerlagh (2004) find that corruption negatively affects economic growth. Using meta-regression techniques, Campos et al. (2010) conclude that the cross-country macro-econometric evidence provides much greater support for the negative relationship between corruption and economic growth than that for the greasing hypothesis. Applying meta-analysis to evaluate a total of 115 empirical studies, Ugur & Dasgupta (2011) find that corruption adversely affects economic growth in low income countries as well as in higher income countries.
Employing Panel Bounds Test Analysis (PARDL), Erkal, Akıncı & Yılmaz (2014) provide evidence that there is co-integration relationship between corruption and economic growth for OECD and EU countries for the period of 1995-2012. Their empirical findings also indicate that the impact of corruption on economic growth is negative and statistically significant in the long run.
One of the aims of this article is to estimate the empirical relationship between (internal and external) conflict and economic growth. Internal and external conflicts can seriously disrupt growth by destroying physical and human capital. Political conflicts lead to a significant increase in the defense expenditures which constrains spending on human capital (education and health). In addition, increased defense expenditures can crowd out domestic investments which can augment the growth potential of the economy (Gaibulloev & Sandler, 2009 ). Furthermore, nearby conflicts can hinder growth by damaging supply lines, bringing about refugee inflows, provoking border clashes, and enhancing defense spending (Gaibulloev & Sandler, 2009 ). On the other hand, some authors argue that governments of politically unstable or violent countries are more inclined to rent-seeking, and thus pursue suboptimal taxation policies (Persson & Tabellini, 2000) . Consequently, these types of countries will confront higher levels of debt burden and government spending. Conflict which encourages rent-seeking weakens property rights and the rule of law, implying a poor economic performance for the economy. Similarly, uncertainty about property rights and political instability created by conflict can distort investment and saving incentives (Polachek & Sevastianova, 2010: 7) .
Our article also explores the impact of ethnic and religious tensions on economic growth. The literature reveals that conflict caused by ethnic polarization can negatively influence investment and encourage rent-seeking behavior that increases government spending (Tavares & Wacziarg, 2001) . One strand of the literature suggests that ethnic diversity (or the lack of social cohesion) can destabilize social institutions which in turn may retard economic development (Keefer & Knack, 2002) . Gören (2014) finds that a high level of ethnic diversity implies a lower level of economic growth. However, most of empirical studies show that religious polarization has no impact on economic development.
In this article we also attempt to test the relationship between bureaucracy quality and economic growth. Acemoğlu, Johnson, & Robinson (2004) argue that differences in institutions fundamentally explain the differences in economic development. Relying on the ideas of new institutional economics, a growing literature emphasizes that institutional quality and good governance matters to economic growth (Kaufmann, Kraay, & Zoido-Lobaton 1999) .
As regards the relationship between democracy and economic growth, the general conclusion of the econometric evidence is that the net impact of democracy on GDP growth is negative or null (Gerring, Bond, Barndt, & Moreno, 2005) . A large theoretical literature stresses negative effects of democracy on economic growth. Alesina & Rodrik (1994) emphasize the negative impact of democratic redistribution, while Olson (1982) argues that interest group politics in democracy can cause economic stagnation. According to alternative view, democracy can also have positive effects on economic growth by limiting the power of kleptocratic dictators, lessening social conflict or hindering monopolistic gains of politically powerful groups (Acemoglu, Naidu, Restrepo, & Robinson, 2014) .
Data, Empirical Model, and Empirical Methodology
In this paper we employ annual data of 29 OECD countries for the period 1984-2012. Data used in this paper are obtained from various sources. Regarding the data set for political instability and corruption, they are obtained from Political Risk Services-International Country Risk Guide (PRS-ICRG). The OECD countries in the sample are Australia, Austria, Belgium, Canada, Denmark, Finland, Iceland, Ireland, Japan, Luxemburg, Netherlands, New Zealand, Norway, Sweden, Switzerland, United Kingdom, United States, Chile, France, Greece, Hungary, Italy, Poland, Portugal, Spain, Mexico, Israel, South Korea, and Turkey. The political risk index is based on 100 points and political stability ratings range from a high of 100 (highest political stability) to a low of 0 (lowest political stability). Although corruption measure of PRS group takes financial corruption into account, it is more concerned with actual or potential corruption in the form of excessive patronage, nepotism, job reservations, 'favor-for-favors', secret party funding, and suspiciously close ties between politics and business. On the other hand, according to PRS group, the most common form of corruption met directly by business is financial corruption in the form of demands for special payments and bribes connected with import and export licenses, exchange controls, tax assessments, police protection, or loans. The value of corruption index ranges from 0 to 6, with 0 showing the highest level and 6 indicating the lowest level. In a similar fashion to Kutan, Douglas & Judge (2009) , we reversed the scale of corruption index so that high levels of this index would represent high corruption. We also reversed the scale of internal and external conflict, ethnic and religious tensions, democratic accountability, and bureaucracy quality.
The components of political stability (POL) presented in PRS Group data are government stability (GSTA), internal conflict (INT), external conflict (EXT), corruption (COR), ethnic and religious tensions (ET/RE), democratic accountability (DEM) and bureaucracy quality (BUR). In this paper, the dependent variable is the real GDP growth rate (GRO). Our empirical model includes a set of control variables that affect economic growth. The set of independent variables includes investment (percent of GDP) (INV), human capital proxied by secondary school enrollment rate (HC), inflation rate (INF), trade openness (OPEN), unemployment rate (UN), and population growth rate (POP). The data set regarding independent variables are sourced from International Financial Statistics (IFS).
Investment (or capital accumulation) is one of the most important determinants of economic growth and a positive coefficient is expected. Inflation rate is included in the model as an explanatory variable in order to account for the effects of macroeconomic stability on economic growth. A negative coefficient is expected for inflation as high inflation negatively affects long run economic growth. Openness to trade is added to the model as a proxy reflecting the effect of international factors on economic activity. Since the standard trade theory assumes that international trade foster economic development, a positive coefficient for trade openness is expected. Finally, the empirical model includes population growth rate as an independent variable as an input (or factor) to production. Since modern standard growth theory predicts that greater population growth ceteris paribus leads to lower real GDP per capita growth, a negative coefficient is expected for population growth rate. As endogenous growth theory suggests that human capital fosters economic growth, we expect that the coefficient of human capital is positive.
We use panel data analysis to investigate the effects of political instability and corruption on economic growth for a panel of OECD countries. Panel data analysis is conducted through the system-GMM estimation. Some authors emphasized the potential problem of endogeneity resulting from the fact that causality in the relationship between economic growth and independent variables such as political instability and corruption can run in both directions (Alesina et al., 1992) . To deal with this, we apply the GMM estimator which overcomes the problem of endogeneity. Furthermore, the system-GMM estimator developed by Arellano & Bover (1995) and Blundell & Bond (1998) deals with the problems associated with the difference-GMM estimator, increasing efficiency. This paper employs the GMM estimators developed for dynamic models of panel data that were introduced by Arellano and Bover (1995) , and Blundell and Bond (1998) . Consider the following empirical model for economic growth:
where yit is the natural logarithm of the GDP per capita growth of country i, Xit represents the set of control variables that affect economic growth in natural logarithm (i.e., economic determinants of economic growth), PIi,t stands for the components of political stability; , , and   are the parameters and vectors of parameters to be estimated; i, and t, are country-specific and periodic specific effects respectively, and it is the error term. Considering  = 1 + , equation (1) can written as follows:
The estimation of this dynamic model by using OLS gives rise to biased estimates, a problem called "dynamic panel bias". The reason for this econometric problem is that yi,t-1 would be correlated with the error term (it ). We can remove the country-specific effect (i) and thus eliminate a potential source of bias by first-differencing equation (2):
Since components of political stability are likely to be correlated with each other, we estimated the following models separately.
However, the use of GMM estimator is required to correct the following problems: (i) the potential endogeneity of the independent variables, and (ii) new error term is correlated with the lagged dependent variable. The difference-GMM estimator developed by Arellano and Bond (1991) for linear dynamic panel data models solves this problem by instrumenting the differenced predetermined and endogenous variables with their available lags in levels.
A major problem with this difference-GMM estimator, as Blundell and Bond (1998) show, is that lagged levels of the explanatory variables are weak instruments for the regression equation in differences. To decrease the potential biases and imprecision resulting from this difference estimator, Arellano and Bover (1995) and Blundell and Bond (1998) provide a new estimator (i.e. system-GMM estimator) that combines in a system the regression in differences with the original equation in levels.
Empirical Results
Before proceeding to system-GMM estimation of the model, we attempted to conduct the tests of panel unit roots on the variables. Ignoring cross-sectional dependence in panel data leads to serious size distortions and power loss. In that case, standard first generation unit root tests cannot be employed. The second generation of unit root tests such as CADF and CIPS are proposed to deal with the cross-sectional dependence. Thus, testing for cross-sectional dependence is important in fitting panel-data models. When T (the panel's time dimension) > N (the cross-sectional dimension), the use of Lagrange multiplier (LM) test, developed by Breusch and Pagan (1980) , is appropriate. On the other hand, when T < N, the LM test statistic owns no desirable statistical properties in that it exhibits substantial size distortions. A statistical procedure designed to test for cross-sectional dependence in this type of panels (T < N) is Pesaran's (2004) The results of CDLM tests for cross-sectional dependence are presented in Table 1 . According to CDLM2 test results in Table 1 , p-values are statistically significant for all the variables. Since T = N (=29) in our paper, it is appropriate to focus especially on CDLM2 test results. On the other hand, the results of CDLM and CDLM1 tests generally confirm those of CDLM2 test with a few exceptions (i.e., the absence of cross section dependence is rejected in most of the cases). Thus, empirical results reveal that the hypothesis of crosssectional dependence cannot be rejected by the data. The CADF and CIPS tests can be used in order to analyze the unit root characteristics of the series in the presence of cross section dependence. Pesaran (2007) suggests an alternative unit root test (CADF) in which the standard ADF regressions are augmented with the cross-section averages of lagged levels and firstdifferences of the individual series. In this procedure, standard panel unit root tests can be based on the simple averages of the individual cross sectionally augmented ADF statistics (denoted by CADF), or suitable transformations of the associated rejection probabilities. He also considers a cross-sectional augmented IPS (CIPS) test, which is a simple average of the individual CADF-tests. CADF tests apply unit root test for every individual country that forms the panel whereas the CIPS test applies the unit root test for the entire panel combining the countries. The CADF and CIPS test results for the series are presented at Tables 2a-2b. Since all the Panel CIPS statistics are statistically significant (with the exception of HC (human capital proxied by secondary school enrollment rate), we can conclude that the series in our panel data contain no unit root except for HC variable. , and c indicate the statistical significance at the 1, 5 and 10% levels of significance, respectively; (2) The number of lags was set to 2; (3) Panel unit root test regressions include a constant and trend. The main results of the system-GMM estimation of the relationship between economic growth and political stability are presented in Table 3 . Since yit (= ln Yit -ln Yit-1) is mathematically (and approximately) equal to real GDP growth, we employed real GDP growth as dependent variable. We used two period lagged values of independent variables as instruments in the first-difference equations and their once lagged firstdifferences in levels equation in all system-GMM estimations.
It is clear from Table 3 that the coefficient of political stability variable is positive and statistically significant at the 1.5 percent level of significance. Thus, the hypothesis that political stability positively affects economic growth is strongly supported by the system-GMM estimation results for the data of OECD countries. Arellano and Bover (1995) and Blundell and Bond (1998) On the other hand, Table 4 presents the results associated with the empirical relationship between economic growth and corruption. According to the results reported in Table 4 , the coefficient of corruption is negative as expected and statistically significant at the 1 percent level. The sign of coefficient associated with corruption variable conforms to the theoretical expectation that corruption has a deleterious effect on economic growth. Thus, system-GMM estimation results presented in Table 4 provide empirically strong support for the hypothesis that corruption negatively affects economic growth for a panel of OECD countries.
This article also investigates the effects of some political instability components on economic growth for a panel of OECD countries. The results of the system-GMM estimation of the relationship between economic growth and political instability components are reported in Table 5 . Table 1 .
Although the system-GMM estimation results in Table 5 reveal that the signs of all coefficients associated with political instability components conform to theoretical expectations, some of them are insignificant at the conventional levels. The seventh row of the first column in the Table 5 indicates that government stability, a narrow measure of political stability, has a positive and statistically significant impact on economic growth. The coefficient of government stability variable is statistically significant at the 1 % level. Thus, our empirical results provide strong evidence regarding the negative effect of government instability on the rate of economic growth. The coefficients of variables representing internal and external conflict are negative and statistically significant (at the 1 % level), implying that rising internal and external conflict leads to a decline in the rate of economic growth. According to the classification of PRS group, the subcomponents of internal conflict are: civil war/coup threat, terrorism/political violence, civil disorder. On the other hand, the subcomponents of external conflict include: war, cross-border conflict, and foreign pressures. The results demonstrate that the coefficient of ethnic and religious tensions is negative as expected, but it is statistically insignificant. The results in Table 5 indicate that the coefficient of democratic accountability is positive, but statistically insignificant. Thus, the results of system-GMM estimation provide no evidence in favor of the hypothesis that democracy contributes to faster economic growth for a panel of OECD countries. As regards bureaucracy quality, we find that it is statistically insignificant and has a theoretically unexpected negative sign. On the other hand, we present fixed-effects regression results in Table 6 in order to check for the robustness of the panel system-GMM estimations. The fixed-effects regression results in Table 6 are generally consistent with the estimation results of the system-GMM. However, the fixed-effects regression results show that the coefficient associated with democracy is positive and statistically significant, whereas it is insignificant according to the results of system-GMM estimation. Moreover, the coefficient of bureaucracy quality is statistically significant at the 10 % level in fixed-effects estimation, but it has a negative sign in contrast with the theoretical expectations.
With regard to control variables that affect economic growth, most of the results conform to the predictions of economic theory with some exceptions. The coefficient of population is negative as expected and statistically significant in all cases. According to our results, investment has a positive impact on economic growth and statistically significant in most of the cases. While the coefficient of inflation rate variable is positive and statistically insignificant in all model specifications in the system-GMM results, it is negative and statistically significant in a single case in the fixed-effects regression results. On the other hand, the coefficient of human capital variable is statistically insignificant in most of the model specifications in the system-GMM estimation results. On the contrary to the predictions of conventional trade theory, the coefficient of trade openness variable is negative, but insignificant, in most of the cases.
Conclusion
The fundamental contribution of this paper is to investigate the links between a variety of political instability factors and economic growth by applying advanced panel data estimation techniques. Furthermore, this paper re-examines the impact of political instability and corruption on economic growth by using a panel of OECD countries. Employing a sample comprised of relatively advanced countries of the world (with a few exceptions), we find that political instability are negatively associated with economic growth. Moreover, this article provides strong evidence in favor of the hypothesis that corruption adversely affects rates of economic growth in OECD countries. Thus, these results confirm the conclusions of most of the previous empirical research cited in section 2 of this paper.
This article presents strong evidence in favor of the view that internal and external conflicts are obstacles for rapid economic growth, confirming the findings of previous empirical studies mentioned in section 2. Although panel fixed-effects results portrayed in this paper provide empirical support in favor of the view that democracy is beneficial for economic growth at the 5 percent of statistical significance, this estimation result is not robust as the system-GMM indicates a statistically insignificant relationship. As regards ethnic and religious tensions and bureaucracy quality, the results of system-GMM estimation reveal that they do not have a statistically significant impact on economic growth rates of OECD countries.
The overall empirical results presented in this paper suggest that political instability has a significant negative effect on economic growth and governments should take corrective measures to bring political stability. Moreover, strong and systematic implementation of the various elements of the anticorruption agenda is necessary to address the impact of corruption on long run economic growth. Dealing with bribery and building transparent and accountable public institutions will help enhance investment, competition and government efficiency. On the other hand, an anti-corruption campaign should mainly concentrate on the reforms of civil service, judiciary system, tax and customs departments. Moreover, recruiting and promoting civil servants on a merit basis, and paying them a salary competitive to private sector alternatives enhances the efficiency and ethical values of the government bureaucracy.
On the other hand, diminishing internal and external conflicts is a prerequisite to political stability, which, in turn, is the prerequisite for carrying out pro-growth policies. The presence of conflict limits the policies governments can exert to bolster growth. The standard approach to tackle internal conflict is to use the police forces to establish law and order in the country. As an alternative, the government authorities may choose to implement egalitarian economic policies in order to deal with the distributional or political factors that led to the conflict. Furthermore, initiatives for peace agreements and regional cooperation efforts can help tackle the political conflicts.
