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Abstract
This paper proposes, for wave propagating in a globally perturbed half plane with a
perfectly conducting step-like surface, a sharp Sommerfeld radiation condition (SRC)
for the first time, an analytic formula of the far-field pattern, and a high-accuracy nu-
merical solver. We adopt the Wiener-Hopf method to compute the Green function for
a cracked half plane, a background for the perturbed half plane. We rigorously show
that the Green function asymptotically satisfies a universal-direction SRC (uSRC)
and radiates purely outgoing at infinity. This helps to propose an implicit transpar-
ent boundary condition for the scattered wave, by either a cylindrical incident wave
due to a line source or a plane incident wave. Then, a well-posedness theory is estab-
lished via an associated variational formulation. The theory reveals that the scattered
wave, post-subtracting a known wave field, satisfies the same uSRC so that its far-field
pattern is accessible theoretically. For a plane-wave incidence, asymptotic analysis
shows that merely subtracting reflected plane waves, due to non-uniform heights of the
step-like surface at infinity, from the scattered wave in respective regions produces
a discontinuous wave satisfying the uSRC as well. Numerically, we adopt a previ-
ously developed perfectly-matched-layer (PML) boundary-integral-equation method
to solve the problem. Numerical results demonstrate that the PML truncation error
decays exponentially fast as thickness or absorbing power of the PML increases, of
which the convergence relies heavily on the Green function exponentially decaying in
the PML.
1 Introduction
Wave propagating in inhomogeneous media has numerous applications in both scientific
and engineering areas [11, 13]. This paper mathematically analyzes wave scattering in a
globally perturbed two-dimensional (2D) half-space with a perfectly conducting step-like
surface. Specifically, the scattering problem is setup as follows. Let an incident wave uinc
be specified in an unbounded domain Ω ⊂ R2. As illustrated in Figure 1(a), the scattering
surface ∂Ω, i.e., the boundary of Ω, is piecewise Lipschitz and is from locally perturbing
a step-function curve
∂Ωh = {(x1, 0) : x1 ≤ 0} ∪ {(0, x2) : −h < x2 < 0} ∪ {(x1,−h) : x1 ≥ 0},
the boundary of Ωh, where h denotes the height of the step. Moreover, we suppose ∂Ω
satisfies the following geometrical condition (c.f. [8])
(x1, x2) ∈ Ω⇒ (x1, x2 + a) ∈ Ω, ∀a ≥ 0.
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Figure 1: (a): A schematic of the scattering problem; the scattering surface ∂Ω is a
local perturbation of the surface ∂Ωh indicated by dashed lines. (b): A reference model,
where the dot in red indicates the location of a point source x∗; Ωb can be regarded as a
background domain for the scattering problem in (a). All solid lines representing perfectly
conducting surfaces such that utot = 0 there.
The total wavefield utot, the sum of incident wave uinc and the resulting scattered wave
usc, solves
∆utot + k2utot = 0, on Ω, (1)
eq:gov:tot1
utot = 0, on ∂Ω, (2)
eq:gov:tot2
where the Laplace operator ∆ = ∂2x1 + ∂
2
x2 , k =
2pi
λ denotes the wavenumber and λ
is the wavelength, and zero Dirichlet boundary condition is imposed on boundary ∂Ω.
Physically, utot could represent the longitudinal component of an electric field due to
a perfectly conducting (PEC) surface ∂Ω, or a sound wave due to a sound-soft surface
∂Ω. Mathematically, a fundamental question is how to prove the well-posedness of the
problem.
To answer this question, a “proper” radiation condition of utot at infinity should be
posed first. On one hand, the proposed radiation condition must be physically reliable for
characterizing wave propagation in the medium; on the other hand, it should be helpful
in designing an accurate and efficient numerical solver. In the past decades, existing
literature have proposed, in general, three types of radiation conditions responsible for
the well-posedness of wave scattering by such a rough surface.
The first one is the angular spectrum representation (ASR) condition [14, 1], a.k.a the
upward propagation radiation condition (UPRC) [33, 34]. This UPRC condition requires
that the scattered wave usc contain no downgoing waves in its Fourier-integral represen-
tation by plane waves, and has been successfully used for establishing the well-posedness
of scattering problems for more general rough surfaces [8, 9, 10], certainly including the
scattering surface ∂Ω. The second one is the modal radiation condition (MRC) [5, 7, 6],
which is quite suitable for analyzing wave scattering by rectangular interfaces at infinity,
e.g. ∂Ωh. The propagation domain can be decomposed into a finite number of rectangular
regions, and waves satisfying MRC can be expanded as the sum of outgoing eigenmodes
in any exterior rectangular region; existing numerical mode matching methods [3, 23, 22]
are highly related to the MRC condition. Probably, the most attractive one is the well-
known Sommerfeld radiation condition (SRC) pioneered by Sommerfeld [30]. Roughly
speaking, a wave satisfying SRC propagates purely outgoing at infinity so that SRC is the
strongest condition among the aforementioned three conditions. Thanks to this impor-
tant feature, SRC and its derivatives have been considerably used for well posing various
wave propagation problems [19, 29, 1]. Its advantage is threefold. Firstly, by use of a
known background Green function, SRC helps to give an exterior Green’s representation
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formula, which in turn determines an exact transparent boundary condition (TBC) to
terminate the unbounded domain. Secondly, the exterior Green’s representation formula
together with the far-field pattern of the background Green function, directly determines
the far-field pattern of any outgoing wave, which plays an important role in both direct
and inverse problems [13]. Thirdly, from a numerical point of view, the outgoing behavior
makes absorbing boundary conditions, such as perfectly matched layer (PML) [2, 12],
applicable to numerically truncate the unbounded domain such that standard numerical
methods, such as finite element method [26] or boundary integral equation (BIE) method
[21, 16], could then apply. Bonnet-Bendhia et al. [4] have recently proposed a half-space
matching method to solve scattering problems in infinite media, discretizing the Fourier-
integral representation of an outgoing wave along lines enclosing scatters, which have close
relations with the UPRC and SRC conditions.
For a cylindrical-wave incidence due to a line source, our previous work [16] has shown
that for a general rough surface, the scattered wave usc directly satisfies the integral form
of SRC, a weakened SRC (wSRC); we also show that if a horizontal stripe is removed
from the scattering domain, then usc satisfies the classic SRC, a pointwise but stronger
condition, in the remaining half plane. But for a plane-wave incidence, no SRC condition
has been imposed for wave scattered by the unbounded curve ∂Ω, until recently the
author and Hu in [20] proved that the scattered wave usc piecewisely satisfies wSRC
at infinity. Due to the absence of a background Green function, the wSRC condition
couldn’t strictly characterize the radiation behavior of usc at infinity, and hence the far
field pattern of usc is unclear; moreover, we couldn’t explain why the PML truncation
used there should produce a physically correct solution. Motivated by this, this paper
makes use of the Green function of a special background domain, to rigorously derive for
the scattered wave usc, a sharper SRC condition, a closed form of its far field pattern,
and a high-accuracy numerical solver.
Instead of regarding Ωh in Figure 1(a) as the background, we choose the cracked half-
plane Ωb, as illustrated in Figure 1(b). As inspired by [25, 32], the Green function G
for such a background could be analytically computed based on the well-known Wiener-
Hopf technique [27, 15]. We point out that Ωh is not a suitable background since the
vertical segment of ∂Ωh makes Fourier transforming x1-variable impossible. We rigorously
analyze asymptotic behavior and far-field pattern of the Green function G at infinity,
showing that it satisfies a universal-direction SRC (uSRC) stronger than that in [20, 16]
in the sense that G satisfies the classic SRC condition uniformly along all directions
in the full region Ωb, with no restrictions on the satisfied region. Based on this, we
propose, for either a cylindrical incident wave due to a line source or a plane incident
wave, an implicit TBC (ITBC) to terminate the unbounded domain Ω such that a well-
posedness theory is established via an associated variational formulation. The theory
reveals that the scattered wave, post-subtracting a known wave field, satisfies the same
uSRC, so that its far-field pattern is accessible theoretically. For a plane-wave incidence,
asymptotic analysis shows that merely subtracting reflected plane waves, due to non-
uniform heights of the step-like surface at infinity, from the scattered wave in respectively
affected regions, as was done in the previous paper [20], produces a radiating wave, though
discontinuous, satisfies the uSRC as well. Numerically, we adopt a previously developed
PML-based BIE method [21] to solve the problem. Numerical results demonstrate that the
truncation error due to PML decays exponentially fast as thickness or absorbing power of
the PML increases, of which the convergence relies heavily on the outgoing Green function
G decaying exponentially in the PML.
The rest of this paper is organized as follows. In section 2, we derive present a closed-
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form of the Green function for the background Ωb derived by the Wiener-Hopf technique
and analyze its asymptotic behavior at infinity. In section 3, we propose for usc the uSRC
condition, introduce the ITBC condition, pose for the scattering problem a variational
formulation, and establish the well-posedness theory. We present the PML-BIE method
to numerically solve the scattering problem and briefly analyze the property of Green
function in the PML in section 4, and draw our conclusion finally.
1.1 Some notations
We shall adopt the notations of Sobolev spaces described in [24]. For a generic bounded
Lipschitz domain B with boundary ∂B, let H1(B) and H1/2(∂B) be standard domain and
boundary Sobolev spaces equipped with norms || · ||H1(B) and || · ||H1/2(∂B), and H˜−1(B) =
H1(B)∗ and H−1/2(∂B) = H1/2(∂B)∗ be the associated dual spaces, respectively. We
shall use (·, ·)B to denote the standard inner product in L2(B), and < ·, · >B to denote
the duality pairing between two dual spaces on B, etc.. Let C∞comp(B) be the space of
smooth functions with compact support in B. Let γ : H1(B)→ H1/2(∂B) be the bounded
trace operator. We introduce Sobolev spaces on partial boundaries of B. Let ∂B1 ( ∂B
be Lipschitz, then
H1/2(∂B1) = {u : u = U |∂B, U ∈ H1/2(∂B)},
H˜1/2(∂B1) = {U ∈ H1/2(∂B) : suppU ⊂ ∂B1}.
Thus, H˜−1/2(∂B1) = H1/2(∂B1)∗ and H−1/2(∂B1) = H˜1/2(∂B1)∗ are the dual spaces.
We shall need the following bounded extension operator E : H−1/2(∂B1) → H−1/2(∂B)
such that Eφ|∂B1 = φ for any φ ∈ H−1/2(∂B1) and then E∗ denotes the adjoint bounded
operator E∗ : H1/2(∂B) → H˜1/2(∂B1). It can be seen that E∗ restricted on H˜1/2(∂B)
becomes identical.
For R > 0, let DR denotes the disk of radius R centered at origin. For the unbounded
domain Ω, let H1loc(Ω) be the space of elements in H
1(Ω ∩DR) for any R > 0.
2 The Green function of a cracked half-plane
We consider the following auxiliary problem
∆G(x;x∗) + k2G(x;x∗) = −δ(x− x∗), on Ωb, (3)eq:model
G = 0, on Γh ∪ Γ−, (4)eq:model:bc
where Ωb = R+2 ∪Wh ∪ Γ+, Wh = {(x1, x2) : −h < x2 < 0}, Γ+ = {(x1, 0) : x1 > 0},
a PEC surface Γh = {(x1,−h) : x1 ∈ R} and a PEC crack Γ− = {(x1, 0) : x1 < 0},
x = (x1, x2) and the source point x
∗ = (x∗1, x∗2), as illustrated in Figure 1(b). By the
Wiener-Hopf method, [25, 32] have computed the Green function G excited by source x∗
in the waveguide Wh. Following the same approach closely, we first give the closed-form
of G for any x∗ ∈ Ωb in this section, and shall briefly present the Wiener-Hopf method
in Appendix for the sake of completeness. Next, we rigorously analyze the asymptotic
behavior of G at infinity, which, as we shall see, accounts for the asymptotic behavior of
utot of problem (1) and (2).
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2.1 Closed-form of G
We distinguish three cases: x∗ ∈ R2+, Γ+ or Wh. For x∗ ∈ R2+ with x∗2 > 0, the Green
function G takes the following form
G(x;x∗) =
{
G1(x;x
∗) +Gin(x;x∗), x ∈ R+2 ,
G2(x;x
∗), x ∈Wh, (5)
eq:G:1
In the above, the incident wave Gin(x;x∗) = Φk(x;x∗)−Φk(x;x∗im), where x∗im = (x∗1,−x∗2)
is the image point of x∗ about x2 = 0, Φk denotes the free-space Green’s function of
wavenumber k, i.e.,
Φk(x;x∗) :=
i
4
H
(1)
0 (k|x− x∗|) =
i
4pi
∫ +∞
−∞
e−iξ(x−x∗1)+iµ|x2−x∗2|
µ
dξ,
and µ =
√
k2 − ξ2 and throughout this paper, the branch cut of √· is chosen as the
negative real axis to make its real part non-negative. The two scattered waves G1 and
G2 are
G1(x;x
∗) =
1
2pi
∫
L
fˆ+(ξ;x∗)e−iξx1+iµx2dξ, (6)
eq:sol:G1
G2(x;x
∗) =
1
2pi
∫
L
fˆ+(ξ;x∗)
e−iµx2 − eiµ(x2+2h)
1− e2iµh e
−iξx1dξ. (7)
eq:sol:G2
Here, L denotes a smooth path from −∞ + 0i to +∞ − 0i in the complex plane of ξ,
passing through the origin O, slightly above the negative real axis in quadrant C−+ and
slightly below the positive real axis in quadrant C+− such that 1−e2iµh is strictly nonzero
on L; if e2ikh = 1, then we could redefine L by slightly moving L leftward. For any ξ ∈ L,
fˆ+(ξ;x∗) =
H+(ξ;x∗)K+(ξ)
2i
√
k + ξ
=
eiµx
∗
2(1− e2iµh)
2iµ
eiξx
∗
1 − H
−(ξ;x∗)(1− e2iµh)
2i
√
k + ξK−(ξ)
(8)
eq:+t-
K±(ξ) =
√
1− e2iµ(ξ)h exp
{
± 1
2pii
p.v.
∫
L
Log(1− e2iµ(t)h)
t− ξ dt
}
, (9)
eq:K+-:onL
H±(ξ;x∗) =
eiξx
∗
1+iµx
∗
2K−(ξ)
2
√
k − ξ ±
1
2pii
p.v.
∫
L
eitx
∗
1+iµ(t)x
∗
2K−(t)√
k − t(t− ξ) dt, (10)
eq:H+-:onL
where p.v. indicates that the integral is a principal value integral, and the second equality
in (8) is based on the following two decompositions on L,
1− e2iµh = K+(ξ)K−(ξ), (11)eq:decomp:1
eiξx
∗
1+iµx
∗
2√
k − ξ K
−(ξ) = H+(ξ;x∗) +H−(ξ;x∗). (12)
eq:decomp:2
For x∗ ∈ Γ+ such that x∗2 = 0 and x∗1 > 0, we regard G(x; (x∗1, 0)) as the limit of
G(x; (x∗1, x∗2)) as x∗2 → 0+. In doing so, G remains invariant except that H± should be
redefined as follows,
H±(ξ; (x∗1, 0)) =
1
2
eiξx
∗
1(K−(ξ)− 1)√
k − ξ ±
1
2pii
p.v.
∫
L
eitx
∗
1(K−(t)− 1)√
k − t(t− ξ) dt+
{
eiξx
∗
1√
k−ξ ,
0;
(13)
eq:H0pm:L
see equation (67) in Appendix A for details.
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Finally, for x∗ ∈ Wh such that −h < x∗2 < 0, the associated Green function G is
defined as
G(x;x∗) =
{
G1(x;x
∗), x ∈ R+2 ,
G2(x;x
∗) +Gin(x;x∗), x ∈Wh, (14)
eq:G:2
where
Gin(x;x∗) =
∫
L
[
eiµ|x2−x∗2| − eiµ(x2−x∗2)
−4ipiµ +
(eiµ(2h+x
∗
2) − e−iµx∗2)(e−iµx2 − eiµx2)
−4ipi(1− e2iµh)µ
]
e−iξ(x1−x
∗
1)dξ
and G1 and G2 remain the same form as before, but with H
± redefined as, for ξ ∈ L,
H±(ξ;x∗) =
eiξx
∗
1(eiµ(2h+x
∗
2) − e−iµx∗2)K−(ξ)
2(e2iµh − 1)√k − ξ ± p.v.
∫
L
K−(t)eitx∗1(eiµ(t)(2h+x∗2) − e−iµ(t)x∗2)
2ipi(e2iµ(t)h − 1)√k − t(t− ξ) dt.
(15)
eq:H+-:onL2
It can be seen that H± in (15) and (10) have the same form of limit (13) as x∗2 → 0.
2.2 Radiation behavior of G at infinity
We are concerned with the radiation behavior and far-field pattern of the Green function
G. We consider x2 ≥ 0 first.
Lemma 2.1. Let x = (r cosα, r sinα) ∈ ∂Dr for r > 0 and α = [0, pi]. The function G
satisfies the following finiteness condition
G(x;x∗) =
eikr√
r
(2pii)−1/2fˆ+(−k cosα;x∗)k sinα+O(r−3/2), as r →∞,
uniformly for α ∈ [0, pi], and
∂τ(x)G(x;x
∗) = O(r−3/2), as r →∞, (16)eq:tan:G1
uniformly for α ∈ [0, pi], where τ(x) = (− sinα, cosα) denotes the tangential vector along
∂Dr. Moreover, G(x;x
∗) satisfies the Sommerfeld radiation condition
(∂r − ik)G(x;x∗) = O(r−3/2), as r →∞, (17)eq:src:G
uniformly for α ∈ [0, pi].
Proof. Without loss of generality, we assume x∗2 > 0. As Gin(x;x∗) = O(r−3/2) as r →∞,
we require analyzing G1 only. We distinguish three cases:
(1). α ∈ [34pi, pi] so that x1 < 0, then by Cauchy’s theorem and by Lemma A.1, we get
G1(x;x
∗) =
1
2pi
∫
+∞i→0→k
H+(ξ;x∗)K+(ξ)
2i
√
k + ξ
e−iξx1+iµx2dξ
+
1
2pi
∫
k→0→+∞i
H+(ξ;x∗)K+(ξ)
2i
√
k + ξ
e−iξx1−iµx2dξ. (18)
eq:G1:x1-
Let p(ξ) = 12pi fˆ
+(ξ;x∗) and q±(ξ;α) = −k cosαξ ± k sinαµ(ξ). Integration by parts,∫ +∞i
0
p(ξ)eirq
±(ξ;α)dξ =
(
p(ξ)
irq±′(ξ;α)
)′
|ξ=0 e
irq±(0;α)
irq±′(0;α)
− p(0)e
irq±(0;α)
irq±′(0;α)
6
+∫ +∞i
0
((
p(ξ)
irq±′(ξ;α)
)′ 1
irq±′(ξ;α)
)′
eirq
±(ξ;α)dξ,
so that ∣∣∣∣∫ +∞i
0
p(ξ)eirq
±(ξ;α)dξ − p(0)e
±irk sinα
irk cosα
∣∣∣∣ ≤ Cr−2,
where C is independent of α. Next, let χ be a smooth function on R that has a small
compact support near 0 and equals 1 near 0, and we have∫ k
0
p(ξ)eirq
+(ξ;α)dξ +
∫ 0
k
p(ξ)eirq
−(ξ;α)dξ
=
∫ pi
0
p(k sinφ)k cosφeirk sin(α−φ)χ(φ− (α− pi/2))dφ
+
∫ pi
0
p(k sinφ)k cosφeirk sin(α−φ)(1− χ(φ− (α− pi/2)))dφ =: I1(α) + I2(α).
By the method of stationary phase [31, p.334, Prop. 3], we get
|I1(α)− r−1/2(2pi/i)1/2p(−k cosα)k sinαeirk| ≤ Cr−3/2.
On the other hand, integration by parts gives∣∣∣∣I2(α)− [p(0)ke−irk sinα−irk cosα − p(0)keirk sinα−irk cosα
]∣∣∣∣ ≤ Cr−2.
Combining all the above facts, we get∣∣∣G1(x;x∗)− r−1/2(2pi/i)1/2p(−k cosα)k sinαeirk∣∣∣ = O(r−3/2),
uniformly for α ∈ [3pi4 , pi]. Similarly, one gets (16) and the Sommerfeld radiation condition
(17) uniformly for α ∈ [3pi4 , pi].
(2). The second case is α ∈ (pi4 , 3pi4 ) so that | cosα| ≤
√
2/2 ≤ sinα and x2 ≥
√
2r/2.
By (8), Cauchy’s theorem and by Lemma A.1, we get
G1(x;x
∗) =
1
2pi
∫ +∞
−∞
fˆ+(ξ;x∗)e−riξ cosα+iµr sinαdξ.
Setting p(ξ) = 12pi fˆ
+(ξ;x∗), and q(ξ) = −ξ cosα+ µ sinα, we get∫ −k
−∞
p(ξ)eirq(ξ)dξ =
∫ +∞
0
p(−
√
k2 + t2)eir
√
k2+t2 cosα−tr sinα t√
k2 + t2
dt.
As before, integration by parts gives | ∫ −k−∞ p(ξ)eirq(ξ)dξ| ≤ Cr−2. Similarly, | ∫ +∞k p(ξ)eirq(ξ)dξ| ≤
Cr−2.
Since ∫ k
−k
p(ξ)eirq(ξ)dξ =
∫ pi/2
−pi/2
p(k sinφ)eir sin(α−φ) cosφdφ,
the method of stationary phase again gives
|
∫ k
−k
p(ξ)eirq(ξ)dξ − r−1/2(2pi/i)1/2p(−k cosα)k sinαeirk| ≤ Cr−3/2.
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Combining all the above facts, we get∣∣∣G1(x;x∗)− r−1/2(2pi/i)1/2p(−k cosα)k sinαeirk∣∣∣ ≤ Cr−3/2.
Similarly, one gets (16) and the Sommerfeld radiation condition (17) uniformly for α ∈
(pi4 ,
3pi
4 ).
(3). The last case is α ∈ [0, pi4 ] so that x1 > 0. By Lemma A.1 and by Cauchy’s
theorem, we could rewrite G1(x;x
∗) as
G1(x;x
∗) =
1
2pi
∫
−∞i→0→−k
fˆ+c (ξ;x
∗)e−iξx1−iµx2dξ +
1
2pi
∫
−k→0→−∞i
fˆ+(ξ;x∗)e−iξx1+iµx2dξ,
(19)
eq:G1:x1+
where since branch cut has been crossed, we have defined
fˆ+c (ξ;x
∗) =
e−iµx∗2(1− e−2iµh)
−2iµ e
iξx∗1 +
H−(ξ;x∗)(1− e−2iµh)
2i
√
k + ξK−(ξ)
.
Then, as in case (1), we get∣∣∣G1(x;x∗)− r−1/2(2pii)−1/2fˆ+(−k cosα;x∗)k sinαeikr∣∣∣ ≤ Cr−3/2,
(16) and the Sommerfeld radiation condition (17) uniformly for α ∈ [0, pi4 ].
The lemma follows from combining the above three cases.
As for x2 ∈ [−h, 0], we need to distinguish two situations: x1 > 0 and x1 < 0. The
following lemma reveals the asymptotic behavior of G for x outside the semi-waveguide,
i.e., x1 > 0 and x2 ∈ [−h, 0].
Lemma 2.2. For x1 > 0, the Green function G(x;x
∗) in Wh satisfies the following
Sommerfeld radiation condition
(∂x1 − ik)G(x;x∗) = O(x−3/21 ), as x1 → +∞,
uniformly for x2 ∈ [−h, 0]. Moreover, G satisfies the following finiteness condition
G(x;x∗) =
eikx1√
x1
O(x−11 ), as x1 → +∞,
uniformly for x2 ∈ [−h, 0].
Proof. We consider case x∗2 > 0 only. For x1 > 0, we could use Cauchy’s theorem to
rewrite G = G2 in (7) by (8) as follows,
G(x;x∗) = Φk(x′;x∗)− Φk(x;x∗)−
∫
−k→0→−∞i
e−iξx1H−(ξ)(cos(µx2)− cos(µ(x2 + 2h)))
2piiK−(ξ)
√
k + ξ
dξ,
where x′ = (x1,−x2 − 2h). The results then follow from similar arguments in the proof
of Lemma 2.1 and from the method of stationary phase as in [31, p.334, Prop. 3].
When x1 < 0, G contains propagating eigensolutions {φm = e−iξmx1 sin(µmx2)}Mm=1,
with M chosen as the largest integer such that µm =
mpi
h ∈ [0, k] and ξm =
√
k2 − µ2m ≥ 0
for all m = 1, · · ·M , as was done in [32]. In fact, G satisfies the MRC condition [5, 7, 6]
in Wh as x1 → −∞, as shown below.
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Lemma 2.3. For x1 < 0, the Green function G(x;x
∗) in Wh can be expanded as
G(x;x∗) =
M∑
m=1
cm(x
∗)φm(x) +Gdec(x;x∗), (20)
eq:exp:G
where the first term represents the guided part with known Fourier coefficients cm(x
∗), and
the second term Gdec represents the super-algebraically decaying part satisfying Gdec(x;x∗) =
O(|x1|−N ), as x1 → −∞, uniformly for x2 ∈ [−h, 0], for any integer N > 0.
Proof. We prove case x∗2 > 0 only. For x1 < 0, we could use residual theorem to rewrite
G = G2 in (7) by (8) as follows:
G(x;x∗) =
M∑
m=1
cm(x
∗)φm(x) +
1
2pi
∫ +∞+δ0i
−∞+δ0i
fˆ+(ξ;x∗)
e−iµx2 − eiµ(x2+2h)
1− e2iµh e
−iξx1dξ
where cm(x
∗) = µmihξm fˆ
+(ξm;x
∗) for 1 ≤ m ≤M − 1,
cM (x
∗) =

µM
ihξM
fˆ+(ξM ;x
∗) ξM > 0,
d
dξ
(
fˆ+(ξ;x∗) sin(µx2)e−iµhξ2
i sin(µh)
)∣∣∣
ξ=0
ξM = 0,
and the positive constant δ0 is chosen such that 1− e2iµh 6= 0 for all ξ ∈ (0, δ0); we note
that the Green function in [32] is invalid when ξM = 0 since it corresponds to a pole of
order 2, but not 1. The results then follow immediately.
3 Sommerfeld radiation condition and wellposedness
3.1 Radiating solution and Far-field pattern
Throughout this section, let Ω+R = Ω\DR and Ω−R = Ω ∩DR be the exterior and interior
region separated by ∂DR, respectively where we recall DR is the disk of radius R > 0
centered at the origin. Let ΓR = ∂DR ∩ Ω be the open arc of ∂DR, ΓextR = ∂Ω+R\ΓR and
ΓintR = ∂Ω
−
R\ΓR be the exterior and interior part of ∂Ω separated by the arc ΓR. We first
give the definition of a radiating solution as follows.
Definition 3.1. A solution u of the problem (1) and (2) is called radiating if for some R >
0, u ∈ C2(Ω+R) satisfies the following universal-direction Sommerfeld radiation condition
(uSRC): for x = (r cosα, r sinα) ∈ Ω+R ∩ R2+,
(∂r − ik)u(x) = O(r−3/2), as r →∞, (21)eq:src:1
uniformly for all α ∈ [0, pi], and for x = (x1, x2) ∈ Ω+R ∩Wh,
(∂x1 − ik)u(x) = O(x−3/21 ), as x1 → +∞, (22)
eq:src:2
uniformly for all x2 ∈ [−h, 0].
In comparison to the SRC conditions proposed in [20, 16], we don’t require supx∈Ω+R |x|
1/2|u(x)| <
+∞, but we shall see below that this condition is automatically satisfied. Clearly, G is
radiating and satisfies the uSRC. Moreover, any radiating solution satisfies the following
Green’s representation formula.
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Theorem 3.1. Then any radiating solution u vanishing on ∂Ω satisfies
u(x) =
∫
ΓR
[
u(x′)∂ν′G(x;x′)− ∂ν′u(x′)G(x;x′)
]
ds(x′), for x ∈ Ω+R. (23)
eq:greenformula
Proof. The proof is analogous to the proof of Theorem 2.5 in [13]. It can be shown from
the proof that ∫
∂B(0,r)∩Ω+R
|u(x)|2ds(x) = O(1), r →∞,
which has been proposed explicitly as part of a radiation condition in [20, 16].
Based on the Green’s formula (23) and the far-field pattern of G, we get the finiteness
condition and far-field pattern of a radiating wave u.
Lemma 3.1. Suppose u denotes a radiating solution vanishing on ∂Ω. For x = (r cosα, r sinα) ∈
Ω ∩ R+2 with α ∈ [0, pi], u has the asymptotic behavior of an outgoing wave
u(x) =
eikr√
r
[
u∞(xˆ) +O(1
r
)
]
, r →∞, (24)eq:u
uniformly for xˆ = (cosα, sinα) and any α ∈ [0, pi]. Here, u∞(xˆ) denotes the half-plane
far-field pattern of u satisfying
u∞(xˆ) = (2pii)−1/2k sinα
∫
ΓR
[
u(x′)∂ν′ fˆ+(−k cosα;x′)− ∂ν′u(x′)fˆ+(−k cosα;x′)
]
ds(x′).
(25)
eq:farfield
If x = (x1, x2) ∈ Ω ∩Wh, then any radiating solution u satisfies
u(x) =
eikx1√
x1
O( 1
x1
), x1 → +∞,
uniformly for all x2 ∈ [−h, 0]; i.e., the far-pattern along x1-direction is 0.
3.2 Implicit transparent boundary condition
We now derive an implicit transparent boundary condition (ITBC) on ΓR for any radiating
solution u ∈ C2(Ω+R) vanishing on ∂Ω. Before proceeding, we first introduce the following
four integral operators on the open arc ΓR,
[Sφ](x) = 2
∫
ΓR
G(x; y)φ(y)ds(y), [Kφ](x) = 2p.v.
∫
ΓR
∂ν(y)G(x; y)φ(y)ds(y),
[K′φ](x) = 2p.v.
∫
ΓR
∂ν(x)G(x; y)φ(y)ds(y), [T φ](x) = 2f.p.
∫
ΓR
∂2ν(x)ν(y)G(x; y)φ(y)ds(y),
where f.p. indicates the finite part integral. SinceG(x; y)−Φ(x; y) ∈ C∞(Ω+R), they satisfy
according to [24, Thm. 7.1] the following classic mapping properties S : C∞comp(ΓR) →
C∞0 (ΓR), K : C∞comp(ΓR) → C∞0 (ΓR), K′ : C∞comp(ΓR) → C∞(ΓR), and T : C∞comp(ΓR) →
C∞(ΓR). Here, the subscript 0 indicates that the function vanishes at the endpoints of
ΓR since ∂ν(y)G(x; y) = G(x; y) = 0, for any x ∈ ΓextR and any y ∈ ΓR. First, we extend
the mapping definitions of the four integral operators in standard Sobolev spaces.
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Lemma 3.2. We can uniquely extend the operator S as a bounded operator from H−1/2(ΓR)→
H˜1/2(ΓR), the operator K as a compact (and certainly bounded) operator from H˜1/2(ΓR)→
H˜1/2(ΓR), the operator K′ as a compact operator H−1/2(ΓR)→ H−1/2(ΓR), and the oper-
ator T as a bounded operator H˜1/2(ΓR)→ H−1/2(ΓR). Moreover, we have the decompo-
sition S = Sp + Lp such that Sp : H−1/2(ΓR)→ H˜1/2(ΓR) is positive and bounded below,
i.e., for some constant c > 0,
Re(< Spφ, φ >ΓR) ≥ c||φ||2H−1/2(ΓR),
for any φ ∈ H−1/2(ΓR), and Lp : H−1/2(ΓR)→ H˜1/2(ΓR) is compact.
Proof. Let SR : H−1/2(∂Ω−R) → H1/2(∂Ω−R) be the free-space single-layer operator [24,
Thm. 7.1]
[SRφ](x) = 2
∫
∂Ω−R
Φk(x; y)φ(y)ds(y).
According to [24, Thm. 7.6], we can decompose SR = SR,p + LR such that for any
φ ∈ H−1/2(∂Ω−R),
Re(< SR,pφ, φ >∂Ω−R) ≥ c||φ||H−1/2(∂Ω−R),
and LR is compact.
Let G2(x; y) = G(x; y)−Φ(x; y) ∈ C∞(Ω ∩ Ωh) for any y ∈ ΓR. We notice that G2 may
not be well-defined in domain Ω since Ω may not be a subset of Ωh. However, we could
extend G2 to R2 to make itself at least C2(R2) [24, Thm. A.4]. The associated single-layer
potential with kernel G2 then defines a compact operator S2 : H−1/2(∂Ω−R)→ H1/2(∂Ω−R).
Now, we define for any x ∈ ∂Ω−R and any φ ∈ C∞comp(ΓR) that
[Sφ](x) := [χRS2(χREφ)](x) + [χRSR(χREφ)](x)
= {[χRS2(χREφ)](x) + [χRLR(χREφ)](x)}+ [χRSR,p(χREφ)](x), (26)eq:ext:cS
where we recall that E : H−1/2(ΓR) → H−1/2(∂Ω−R) is the bounded extension operator
such that (Eφ)|ΓR = φ, χR ∈ C∞comp(R2) is chosen such that χR(x) = 1 for all x ∈ ΓR and
has a support in a sufficiently small neighborhood of ΓR. One easily verifies that [Sφ](x)
remains as before for x ∈ ΓR, but becomes zero elsewhere on ΓintR . Thus,
||Sφ||
H˜−1/2(ΓR)
≤ C(||S2||+ ||SR||)||E|| · ||φ||H−1/2(ΓR).
Since C∞comp(ΓR) is dense in H−1/2(ΓR), S defined in (26) can be uniquely extended as a
bounded operator from H−1/2(ΓR) to H˜1/2(ΓR). Now, define for any φ ∈ H−1/2(Γ−R),
Lpφ = E∗χRS2(χREφ) + E∗χRLR(χREφ), Spφ = E∗χRSR,p(χREφ),
where E∗ : H1/2(∂Ω−R) → H˜1/2(ΓR) is the ajoint operator of E. Since for any φ, ψ ∈
C∞comp(ΓR),
< E∗Sφ, ψ >ΓR=< Sφ,Eψ >∂Ω−R=< Sφ,Eψ|ΓR >ΓR= (Sφ, ψ)ΓR =< Sφ, ψ >ΓR ,
we have S = E∗S = Lp + Sp. Thus,
Re(< Spφ, φ >ΓR) = Re(< SR,pχREφ, χREφ >∂Ω−R) ≥ c||χREφ||H−1/2(∂Ω−R) ≥ c||φ||H−1/2(ΓR),
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where the last inequality is due to (χREφ)|ΓR = φ. The compactness of Lp follows imme-
diately from the compactness of S2 and LR. Similarly, we define for any φ ∈ H˜1/2(ΓR)
that
Kφ = χRK2φ+ χRKRφ = E∗χRK2φ+ E∗χRKRφ,
where K2 and KR are double-layer operators of smooth kernel ∂ν(y)G2(x; y) and the free-
space double-layer kernel ∂ν(y)Φ(x; y) over the smooth boundary ∂B(0, R), respectively.
It is clear that Kφ ∈ C∞0 (ΓR) remains the same when φ ∈ C∞comp(ΓR). The compactness
of K then follows immediately from the compactness of K2 and KR. The operator K′ is
compact since it is the dual operator of K. The boundedness of T is similar to prove.
In previous work [16, 20, 1], the direct boundary integral equation u − Ku = −S∂νu
for wave field u and its normal derivative ∂νu was adopted as the TBC condition. A
potential difficulty is that one should carefully choose the open arc ΓR to ensure −k2
is not a resonant frequency of the Laplace equation for the interior domain Ω−R. To
resolve this issue, we shall propose an indirect version of TBC condition in the following.
As inspired in [13, 17], we introduce an auxiliary density function φ ∈ H−1/2(ΓR) to
represent u in Ω+R as
u(x) =
∫
ΓR
[
G(x; y)φ(y) + iη∂ν(y)G(x; y)(E
∗[S20Eφ](y))
]
ds(y) ∈ H1loc(Ω+R), (27)
eq:rep
for some positive constant η, where S0 : H−1/2(∂DR) → H1/2(∂DR) is the modified
single-layer potential operator of two-dimensional Laplace equation as introduced in [17,
p. 134&169]. By the standard jump conditions and by Lemma 3.2, we can verify that on
ΓR,
2γu = Sφ+ iηK(E∗S20Eφ) + iηE∗S20Eφ ∈ H˜1/2(ΓR), (28)
eq:tbc:1
2∂νu = K′φ− φ+ iηT (E∗S20Eφ) ∈ H−1/2(ΓR), (29)
eq:tbc:2
for any φ ∈ H−1/2(ΓR). The two equations (28) and (29) linking u and ∂νu on ΓR together
via an unknown density function φ is called the implicit TBC (ITBC) condition in the
following.
We are in the position to propose sharper radiation conditions and prove the well-
posedness for the scattering problem by each of the following two incident waves: (1)
cylindrical incident wave; (2) plane incident wave.
3.3 cylindrical incident wave
Suppose uinc(x) = i4H
(1)
0 (k|x − x∗|) with x∗ ∈ Ω. As inspired by [20, 16], we directly
enforce utot the uSRC condition (21) and (22), and obtain the following boundary value
problem: Find the radiating wave utot = uinc + usc with usc ∈ H1loc(Ω) ∩ C2(Ω+R), such
that utot solves (1), with −δ(x− x∗) in place of the r.h.s, and (2). In fact, utot represents
the Green function for scattering surface ∂Ω excited by source x∗.
Let u˜inc = (1−χ0)uinc ∈ H1loc(Ω) where χ0 ∈ C∞comp(R2) satisfies χ0 = 1 in a sufficiently
small neighborhood of the source x∗ and has a sufficiently small support; note that uinc /∈
H1loc(Ω). Thus, for u = u
sc + u˜inc ∈ H1loc(Ω) which is exactly utot in Ω+R for some R > 0
and hence radiating at infinity. Let H1int(Ω
−
R) = {u ∈ H1(Ω−R) : u = 0 on ΓintR }, and
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V = H1int(Ω
−
R)×H−1/2(ΓR) equipped with the natural product norm. Consequently, we
seek (u, φ) ∈ V such that, in a distributional sense,
∆u+ k2u = f, on Ω−R, (30)
eq:u1:1
γu = 0, on ΓintR , (31)
eq:u2:1
(u, φ) satisfies ITBC (28) and (29) on ΓR. (32)
eq:u3:1
Here we note that f = ∆u˜inc + k2u˜inc ∈ H˜−1(Ω−R) since ∆u˜inc + k2u˜inc = 0 on Ω\Ω−R, and
γu ∈ H˜1/2(ΓR) due to (31).
Thus, an equivalent variational formulation can be posed as: Let V = H1int(Ω
−
R) ×
H−1/2(ΓR), and a : V × V → C be the following bounded sesquilinear form,
a((u, φ), (v, ψ)) :=(∇u,∇v)Ω−R − k
2(u, v)Ω−R
− 1
2
< K′φ− φ+ iηT (E∗S20Eφ), γv >ΓR
+ < [Sφ+ iηK(E∗S20Eφ) + iηE∗S20Eφ]/4− γu/2, ψ >ΓR . (33)
Find (u, φ) ∈ V such that for any (v, ψ) ∈ V ,
(P1) : a((u, φ), (v, ψ)) =< f, v >Ω−R
. (34)
We have the following well-posedness result.
Theorem 3.2. For any incident cylindrical wave uinc(x) = i4H
(1)
0 (k|x−x∗|) with x∗ ∈ Ω
and any k > 0, there exists a unique radiating solution utot = usc+uinc with usc ∈ H1loc(Ω).
Proof. According to the definition and Lemma 3.2, we can decompose a = a1 + a2 where
a1((u, φ), (v, ψ)) =(∇u,∇v)Ω−R − k
2(u, v)Ω−R
+ < φ, γv >ΓR /2− < γu, ψ >ΓR /2
+ < Spφ, ψ >ΓR /4+ < iηE∗S20Eφ,ψ >ΓR /4, (35)
a2((u, φ), (v, ψ)) =− < K′φ+ iηT (E∗S20Eφ), γv >ΓR /2+ < Lpφ+ iηK(E∗S20Eφ), ψ >ΓR /4.
(36)
According to Lemma 3.2, a1 is coercive on V as
Re(a1((u, φ), (u, φ))) ≥ ||u||2H1(Ω−R) − C||u||
2
L2(Ω−R)
+ c||φ||2
H−1/2(ΓR)
,
and the bounded linear operator associated with a2 is compact. Consequently, a is Fred-
holm of index zero [24, Thm. 2.34]. Next, we prove the uniqueness. Suppose there exists
(u, φ) ∈ V such that
a((u, φ), (v, ψ)) = 0, ∀(v, ψ) ∈ V.
Then, (u, φ) ∈ V solves the problem (30-32) in Ω−R with 0 in place of f . However, we can
directly extend u to Ω+R by (27), and denote the wave field by u
+. The jump conditions
and the ITBC condition (28) and (29) imply that γu+ = γu and ∂νu
+ = ∂νu on ΓR, so
that
u˜ =
{
u+, on Ω+R,
u, on Ω−R,
in H1loc(Ω) solves the homogeneous scattering problem (1) and (2) and is radiating at
infinity. Since the uSRC condition automatically satisfies the UPRC/ASR condition, we
get u˜ = 0 on Ω according to the uniqueness result in [8, Thm. 4.1].
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Now we show φ = 0 as well. To this purpose, we use (27) to define a solution
u− ∈ H1loc(Ω−b ), where Ω−b = Ωb\Ω+R and we recall that Ωb is the background domain used
before. Then, the jump condition and u+ = 0 in Ω
+
R gives
u− = −iηE∗S20Eφ ∈ H˜1/2(ΓR), ∂νu− = φ ∈ H−1/2(ΓR).
On the other hand, from the representation (27) and the expansion (20) of the Green
function G, u−(x) admits the following unique expansion
u−(x) =
M∑
m=1
uˆ−,mφm(x) + udec(x),
in the waveguide Wh for x1 < 0 and x2 ∈ (−h, 0) with Fourier coefficients uˆ−,m and
udec(x) = O(|x1|−N ) for any N ≥ 0, such that for any H > 0, in the domain WH bounded
by Γh, ΓR, the horizontal axis, and the vertical line VH = {(−H, y) : 0 < y < h}, we have
by Green’s identity and the expansion of u−, and the orthogonality of {φm}Mm=1 along
VH , that
(∇u−,∇u−)WH − k2(u−, u−)WH = < ∂νu−, u− >ΓR∪VH
=iη||S0Eφ||L2(∂DR) +
hi
2
M∑
m=1
ξm|uˆm|2 +O(H−N ).
Considering the imaginary part of the above and letting H → ∞, we get S0Eφ = 0 in
the L2(∂DR) so that Eφ = 0 in H
−1/2(∂DR) due to the bijectivity of S0 [17, p. 169].
Consequently, φ = Eφ|ΓR = 0 in H−1/2(ΓR), and the proof is concluded since (f, v)Ω−R
defines a bounded linear operator in V ∗.
3.4 Plane incident wave
Now let uinc(x) = eik(cos θx1−sin θx2), where θ ∈ (0, pi) denotes the angle between the
incident direction and the positive horizontal axis. Unlike the previous case, we could no
longer enforce utot the uSRC condition as it contains uinc and two reflected plane waves
of different phases,
uref− (x) = −eik(cos θx1+sin θx2), and uref+ (x) = −e2k sin θheik(cos θx1+sin θx2),
due to the two horizontal parts of ∂Ω of different heights at negative and positive infinity,
respectively.
Let Lθ = {(t cos θ, t sin θ) : t > 0} and let Ω∓b,θ = {x = (x1, x2) ∈ Ωb : ∓(x2 cos θ −
x1 sin θ) > 0} be the two sub-domains of Ωb on the left and right of Lθ, respectively. In
the following, we show that utot, after subtracting a background solution in Ωb, satisfies
the uSRC condition (21) and (22), i.e., it is radiating.
Lemma 3.3. The following function
utotb (x) = u
inc(x) +
∫
Lθ
∂ν(y)G(x; y)(u
ref
+ (y)− uref− (y))ds(y) + uref∓ (x), x ∈ Ω∓b,θ, (37)
eq:def:backplane
can be continuously extended to be C∞(Ωb), and vanishes on ∂Ωh, where ray and ν(y) is
the normal vector along ray Lθ towards domain Ω
+
b,θ.
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Proof. Notice that the integral in (37) is related to a double-layer potential function and
its integrand decays of rate |y|−3/2 as |y| → ∞ due to Lemma 2.1, as ν(y) in fact is
the tangential vector of a unit circle. Thus, for any x∗ ∈ Lθ, by the standard jumping
conditions, utot can be extended to be continuous across Lθ since
lim
x→x∗,±
utotb (x) = u
inc + p.v.
∫
Lθ
∂ν(y)G(x
∗; y)(uref+ (y)− uref− (y))ds(y) +
1
2
(uref+ (y) + u
ref
− (y)),
and its normal derivative is continuous across Lθ since
lim
h→0±
∂ν(x∗)u
tot
b (x
∗ + hν(x∗)) = ∂ν(x∗)uinc(x∗) + f.p.∂ν(x∗)
∫
Lθ
∂ν(y)G(x
∗; y)(uref+ (y)− uref− (y))ds(y),
where we notice that ∂ν(x∗)u
ref(x∗) = 0. The C∞−smoothness at any point x∗ ∈ Lθ then
follows immediately from applying Green’s representation formula in a neighborhood of
x∗.
Thus, we can pose the following boundary value problem: Find utot ∈ H1loc(Ω) ∩
C2(Ω+R) for some R > 0, that solves (1) and (2), such that u
tot − utotb is radiating. Since
utot − utotb vanishes on ΓextR , the ITBC condition (28) and (29) can still be applied to
obtain a boundary value problem for u = utot in Ω−R, in the distributional sense,
∆u+ k2u = 0, on Ω−R, (38)
eq:u1:2
γu = 0, on Γint, (39)
eq:u2:2
2γu = Sφ+ iηK(E∗S20Eφ) + iηE∗S20Eφ+ 2γutotb , (40)
eq:u3:2
2∂νu = K′φ− φ+ iηT (E∗S20Eφ) + 2∂νutotb . (41)
eq:u4:2
Similar to Problem (P1), we can pose an equivalent variational formulation as follows:
Find (u, φ) ∈ V , such that, for any (v, ψ) ∈ V ,
(P2) : a((u, φ), (v, ψ)) =< ∂νu
tot
b , γv >ΓR + < γu
tot
b , ψ >ΓR /2. (42)
We have the following well-posedness result.
Theorem 3.3. For any k > 0 and any incident plane wave uinc = eik(cos θx1−sin θx2) with
θ ∈ (0, pi), there exists a unique solution utot ∈ H1loc(Ω) such that utot − utotb radiates at
infinity.
Proof. The proof follows from that the r.h.s of (P2) defines a bounded functional in
V ∗.
In practice, it is extremely expensive to evaluate utotb . Nevertheless, we have pointed
out in [20] that by merely extracting the plane waves uinc + uref± in Ω ∩ Ω±b,θ from utot,
respectively, we get
ud =
{
utot − uinc − uref− , Ω ∩ Ω−b,θ,
utot − uinc − uref+ , Ω ∩ Ω+b,θ,
(43)
eq:def:u_d
piecewisely satisfying an integral form of SRC condition. In fact, the following lemma
indicates that ud, though discontinuous across Lθ, satisfies the stronger uSRC condition
(21) and (22).
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Theorem 3.4. For any incident wave uinc(x) = eik(cos θx1−sin θx2) with incident angle
θ ∈ (0, pi), ud defined in (43) radiates in Ω ∩ Ω±b,θ as follows: if x2 ≥ 0, so that x =
(r cosα, r sinα) with α ∈ [0, pi], then we have,
∂rud(x)− ikud(x) = O(r−3/2), as r →∞, (44)eq:asym:ud
uniformly for α ∈ [0, pi]; if x = (x1, x2) for x2 ∈ [−h, 0], then we have
∂x1ud(x)− ikud(x) = O(x−3/21 ), as x1 → +∞, (45)
eq:asym:ud2
uniformly for x2 ∈ [−h, 0].
Proof. Suppose x = (r cosα, sinα) ∈ R2+ for α ∈ [0, pi] first. Let xˆ = (cosα, sinα) and
xˆ′ = (cos θ, sin θ) so that ν ′ = (sin θ,− cos θ). By Lemma 3.3 and Theorem 3.3, it is
sufficient to prove that
utotb (x)− uinc(x)− uref± (x) = (1− 2e2i sin θh)
∫
Lθ
∂ν(x′)G(x;x
′)eikx
′·(cos θ,sin θ)ds(x′),
satisfies (44) and (45), as utotb − utot is radiating. As x′ = r′xˆ′ ∈ Lθ, we can decompose
the above integral as∫ ∞
0
∂ν(x′)G(x;x
′)eikr
′
dr′ =
∫ ∞
0
∂ν(x′)G1(x;x
′)eikr
′
dr′ +
∫ ∞
0
∂ν(x′)Φk(x;x
′)eikr
′
dr′
+
∫ +∞
0
∂ν(x′)(−Φk(x;x′im))eikr
′
dr′ := I1(x) + I2(x) + I3(x),
(46)
eq:def:I123
where x′im = (x
′,−y′) is the imaging point of x′ = (x′, y′) about y = 0. We consider I1
first. By (6), we get
I1(x) =
1
2pi
∫ +∞
0
∫
L
∂ν(x′)fˆ
+(ξ;x′)e−iξr cosα+iµr sinαdξeikr
′
dr′.
As indicated in the proof of Lemma 2.1, we can deform L to a proper path L˜ so that
L˜ ∩ L = ∅ and that L˜ contains a small neighborhood of the single stationary point
ξ = −k cosα on the real axis. Then, one could use the same asymptotic analysis as in
the proof of Lemma 2.1 for the large argument r′ of fˆ+ in (8) to prove, for any ξ ∈ L˜,
∂ν(x′)fˆ
+(ξ;x′) is smooth of ξ and decays of order O(r′−3/2) as r′ → ∞. Exchanging
the order of integration and using the same asymptotic analysis again but for the large
argument r in I1, we get ∂rI1(x)− ikI1(x) = O(r−3/2), as r →∞, uniformly for α ∈ [0, pi].
The most troublesome term is I2 with logarithmically singular kernel. Observing that
∂r = ∂xˆ = [(xˆ · xˆ′)xˆ′ + (xˆ · ν ′)ν ′] · ∇x,
and ∇xΦk(x;x′) = −∇x′Φk(x;x′), we get
(∂r − ik) I2(x) =−
∫ +∞
0
[
∂ν′∂r′Φk(x;x
′)(xˆ · x′) + ∂2ν′2Φk(x;x′)(xˆ · ν ′) + ik∂ν′Φk(x;x′)
]
eikr
′
dr′.
Since for x 6= x′, ∂2ν′2Φk = −∂2r′2Φk − k2Φk, integration by parts gives
∂rI2(x)− ikI2(x) = ∂τ(x)Φk(x; 0) + ikΦk(x; 0)(xˆ · ν ′) + ik(xˆ · xˆ′ − 1)I2(x),
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where τ(x) = (sin(α),− cos(α)). Thus,
I2(x) =
ik
4
∫ ∞
0
e−ik|x−x
′|H(1)1 (k|x− x′|)
r < xˆ, ν ′ >
|x− x′| e
ik(r′+|x−x′|)dr′
=
ik
4
∫ ∞
1
e−ikrf(t)H(1)1 (krf(t))
r < xˆ, ν ′ >
t− < xˆ, xˆ′ >e
ikrtdt,
where we have introduced a new variable t = (r′ + |x − x′|)/r with t ≥ 1 and have used
the following identities.
r′ =
rt2 − r
2t− 2 cos(θ − α) , f(t) =
t2 − 2t cos(θ − α) + 1
2t− 2 cos(θ − α) ,
|x− x′| = rf(t), dr
′
dt
=
rf(t)
t− cos(θ − α) > 0.
For any x 6= 0 [28], ∣∣∣∣∣e−ixH(1)1 (x)− e−i3pi/4
√
2
pix
(1 +
3i
8x
)
∣∣∣∣∣ ≤ Cx−5/2,
for some constant C > 0. Integration by parts,
I12 (x) :=
ik
4
∫ ∞
1
e−i3pi/4
√
2
pikrf(t)
(1 +
3i
8krf(t)
)
r sin(θ − α)
t− cos(θ − α)e
ikrtdt
=− e
−i3pi/4
4
√
2
pikr
(1 +
3i
8kr
)
sin(θ − α)
1− cos(θ − α)e
ikr
− sin(θ − α)
4
e−i3pi/4
√
2
pikr
∫ ∞
1
(
f(t)−1/2 +
3if(t)−3/2
8kr(t− cos(θ − α))
)′
eikrtdt.
By routine calculations,∫ ∞
1
(f(t)−1/2)′eikrtdt =
eikr cos(θ−α)√
2| sin(θ − α)1/2|
∫ +∞
1−cos(θ−α)
| sin(θ−α|)
(t2 − 1)eikrt| sin(θ−α)|
t1/2(t2 + 1)3/2
dt.
Integration by parts,∣∣∣∣∫ ∞
1
(f(t)−1/2)′eikrtdt
∣∣∣∣ ≤C| sin(θ − α)|−2r−1
+ | sin(θ − α)|−3/2r−1
∫ +∞
1−cos(θ−α)
| sin(θ−α|)
∣∣∣∣∣
(
t2 − 1
t1/2(t2 + 1)3/2
)′∣∣∣∣∣ dt
≤C| sin(θ − α)|−2r−1,
for constant C independent of α and r. Next,∣∣∣∣∣
∫ ∞
1
(
f(t)−3/2
t− cos(θ − α)
)′
eikrtdt
∣∣∣∣∣
=
∣∣∣∣∣ 2eikr cos(θ−α)| sin(θ − α)|5/2
∫ +∞
1−cos(θ−α)
| sin(θ−α|)
[
t−1/2
2(t2 + 1)3/2
− 4t
3/2
3(t2 + 1)5/2
]
eikr| sin(θ−α)|tdt
∣∣∣∣∣
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≤C| sin(θ − α)|−5/2
so that one gets
I12 (x) = −
e−i3pi/4
4
√
2
pikr
sin(θ − α)
1− cos(θ − α)e
ikr +O(r−3/2 sin−3/2(θ − α)).
On the other hand,
|I2(x)− I12 (x)| ≤ C
∫ ∞
1
(krf(t))−5/2
r| sin(θ − α)|
t− cos(θ − α)dt
= Cr−3/2| sin(θ − α)|−3/2
∫ +∞
1−cos(θ−α)
| sin(θ−α|)
t3/2
(t2 + 1)5/2
dt ≤ Cr−3/2| sin(θ − α)|−3/2.
Consequently, from the fact that
∂τ(x)Φk(x; 0) = O(r−3/2), Φk(x; 0) =
i
4
√
2
pikr
ei(kr−pi/4) +O(r−3/2),
and from the estimates for I12 (x) and I2(x)− I12 (x) above, we get ∂rI2− ikI2 = O(r−3/2),
as r → ∞, uniformly for all α ∈ [0, pi]. As for I3, since the kernel function is smooth
everywhere, routine calculations, analogous to but much simpler than that of I2, give
∂rI3 − ikI3 = O(r−3/2), as r →∞, uniformly for all α ∈ [0, pi], which concludes the proof
for y > 0. The case when y ∈ [−h, 0] is much easier to prove; we omit the details.
Remark 3.1. From the proof, one obtains the following asymptotic behavior of I2 in (46):
For x = (r cosα, r sinα) with α ∈ [0, pi]
I2(x) =
eikr√
r
[
−e−i3pi/4 sin(θ − α)
4(1− cos(θ − α))
√
2
pik
+O
(
sin(α− θ)−3/2
r
)]
, as r →∞,
so that the far-field pattern of I2(x) is finite only when the observation angle α is away
from the reflective angle θ, and approaches ∞ as α → θ; roughly speaking, I2 and hence
ud(x), though still satisfying the uSRC condition (21) and (22), don’t have a far-field
pattern uniformly for α ∈ [0, pi] unless a small neighborhood of θ is removed.
4 Numerical experiments
As the background Green function G is quite expensive to evaluate, the ITBC developed
in this paper will not be used to numerically truncate the unbounded domain Ω. Instead,
we shall truncate Ω by the well-known perfectly matched layer (PML) [2, 12].
4.1 The PML-BIE method
Mathematically, PML corresponds to complexified transformations of the axial variables,
i.e.,
x˜j = xj + i
∫ xj
0
σj(t)dt, (47)
eq:pml:trans
where the absorbing function σj(t) ≥ 0 is strictly positive only in the interval |xj | > Lj/2,
known as the PML layer, for j = 1, 2. In [20], a numerical mode matching method
was developed for ∂Ω restricted to involving rectangular interfaces only. Here, we shall
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adopt the high-accuracy PML-BIE method developed in [21], since it allows more general
scattering surfaces. In the following we shall consider plane incidences only; the case for
cylindrical incidences can be formulated similarly but more easily.
As illustrated before, the unknown radiating wave u = utot − utotb seems to be more
suitable to compute in practice since it decays exponentially in the PML. However, it
requires calculating the time-consuming background solution utotb . Following our previ-
ous work [20], we choose to compute the discontinuous and radiating wave ud in (43)
(c.f. Remark 3.1) as only simple plane waves are subtracted from utot. However, a pseu-
dointerface, i.e., ray Lθ, arises naturally due to the following jumping conditions across
Lθ
u+d (x)− u−d (x) = u−ref(x)− u+ref(x), (48)
eq:cond:ud:1
∂νu
+
d (x) = ∂νu
−
d (x), (49)
eq:cond:ud:2
where ν = (sin θ,− cos θ) is the unit normal vector to Lθ pointing rightward, and the
superscript ± indicates the sided-limit taken from ±∞ on the x1-axis.
We summarize the basic idea of the PML-BIE method [21] here. The associated PML
configuration for scattering surface ∂Ωh is shown in Figure 2. Let ΩPML = Ω∩ (−L1/2−
Figure 2: Configuration of the PML. The segment L˜θ is parallel to reflective direction
for incident angle θ. The truncated domain ΩPML is split into Ω
±
PML by L˜θ, while the
truncated surface ΓPML is split into Γ
±
PML.
D1, L1/2 +D1)× (−L2/2−D2, L2/2 +D2) be the truncated domain for PML thickness
Dj in xj-direction, Ω
±
PML be the two sub-domains of ΩPML separated by L˜θ = Lθ ∩ΩPML,
ΓPML = ∂Ω ∩ ΩPML be the truncated surface and Γ±PML be the two sub-surfaces of ΓPML
separated by L˜θ. Then, with the coordinate transformations (47), u˜d(x1, x2) := ud(x˜1, x˜2)
satisfies
∇ · (A∇u˜d) + k2Ju˜d = 0, on Ω±PML, (50)
eq:gov:tud
u˜d = 0, on ∂ΩPML\ΓPML, (51)eq:bc:tud
with the following interface conditions on Γ±PML and across L˜θ,
u˜d(x1, x2) = u
inc(x˜1, x˜2) + u
ref
± (x˜1, x˜2), on Γ
±
PML, (52)
eq:cond:tud:pml:1
u˜+d (x1, x2)− u˜−d (x1, x2) = u−ref(x˜1, x˜2)− u+ref(x˜1, x˜2), on L˜θ, (53)
eq:cond:tud:pml:2
∂νcu
+
d (x1, x2)− ∂νcu−d (x1, x2) = ∂νcu−ref(x˜1, x˜2)− ∂νcu+ref(x˜1, x˜2), on L˜θ. (54)
eq:cond:tud:pml:3
In the above, A(x1, x2) = diag{(1 + σ2(x2)i)/(1 + σ1(x1)i), (1 + σ1(x1)i)/(1 + σ2(x2)i)},
νc = AT ν is the co-normal vector and ∂νc = ∇ · νc. Note that, the continuity of ∂νud
across Lθ in (49) breaks down after the PML transformation, i.e., ∂νcu
−
ref 6= ∂νcu+ref in
general in (54).
As Φ˜k(x; y) = Φk(x˜; y˜) is the fundamental solution of (50) (c.f. [18, Thm. 2.8]), we
could use Φ˜ to build up boundary integral equations for u˜d and ∂νc u˜d on the boundary of
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Ω±PML (cf. [21, Eq. (29)]). Adopting the high-order discretization procedure in [21, Sec.
4], the BIEs, together with the boundary condition (51) on ∂ΩPML\ΓPML and the interface
conditions (52-54), can be discretized by a square linear system for the unknowns of ∂νc u˜d
on grid points of Γ±PML∩L˜θ and u˜d on grid points of L˜θ. Finally, the Green’s representation
theorem [21, Eq. (27)] can be used to compute u˜d in Ω
±
PML so that ud and hence u
tot
become available in the physical domain of ΩPML, i.e., (−L1/2, L1/2) × (−L2/2, L2/2).
We refer readers to [21] for more details of the PML-BIE method.
4.2 Results
We here carry out three experiments to show the exponential convergence of numerical
solutions. In all three examples, we choose the following parameters: λ = 1 so that
k = 2pi, the incident angle θ = pi3 , L1 = L2 = 5 and D1 = D2 = D. We adopt the
following PML absorbing function (cf. [21, Eq. (20)])
σj(xj) =

2Sf81
f81+f
8
2
, Lj/2 ≤ x1 ≤ Lj/2 +D,
S, x1 > Lj/2 +D,
σj(−x1), x1 ≤ −Lj/2,
(55)
eq:sigmaj
where
f1 =
(
1
2
− 1
8
)
x¯3j +
x¯j
8
+
1
2
, f2 = 1− f1, x¯j = xj − (Lj/2 +D)
D
,
and S > 0 determines the magnitude of σj so that it can be used to adjust the absorbing
strength for PML absorbing an outgoing wave [12]. We adopt the discretization scheme
of six-order of accuracy as illustrated in [21]. To ensure that the discretization error is
sufficiently small so that the truncation error due to PML becomes dominant, we use 500
grid points on each smooth segment of L˜θ ∪ Γ±PML. To quantify the truncation error, we
regard the numerical solution for D = 2 and S = 2 as our reference solution utotref , and
compute the following relative error
Erel =
||utot − utotref ||∞
||utotref ||∞
,
as D and S vary, where utotref denotes the vector of u
tot
ref at grid points on the physical part
of L˜θ, etc..
Example 1. The first example has been studied in [20] where we directly use ∂Ωh as
the scattering surface. Real part of the reference solution of utot is plotted in Figure 3(a),
which is indistinguishable with Figure 4.1(a) in [20]. We show the convergence curves
for S = 2 and D varying from 0.1 to 1.9, and for D = 2 and S varying from 0.1 to 1.9
in Figure 3 (b) and (c), respectively. We observe that in logarithmic scales, Erel decays
exponentially as D or S increases until discretization/round-off error dominates; at least
12 significant digits are obtained by the proposed method.
Example 2. In this example, Γ consists of two rays and two quarter circles of radius 1/2.
Real part of the reference solution of utot is plotted in Figure 4(a). We show the conver-
gence curves for S = 2 and D varying from 0.1 to 1.9, and for D = 2 and S varying from
0.1 to 1.9 in Figure 4 (b) and (c), respectively. We observe that in logarithmic scales, Erel
decays exponentially as D or S increases until discretization/round-off error dominates;
at least 12 significant digits are obtained by the proposed method. In comparison with
Figure 3 (a), utot in Figure 4 (a) mainly differs near the two semicircles.
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Figure 3: Example 1: (a): real part of the total field utot; (b): convergence curve of
relative error against PML thickness D; (c) convergence curve of relative error against
PML absorbing constant S. The dashed lines in (a) indicates the scattering surface ∂Ω.
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Figure 4: Example 2: (a): real part of the total field utot; (b): convergence curve of
relative error against PML thickness D; (c) convergence curve of relative error against
PML absorbing constant S. The dashed lines in (a) indicates the scattering surface ∂Ω.
Example 3. The last example has the same scattering surface ∂Ωh but with a drop-
shaped penetrable object of wavenumber kobj = 2k above ∂Ωh, as shown in Figure 5(a).
With a penetrable object, one sees that the corresponding variational formulation is only
(a)
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(c)
0 0.5 1 1.5 2
S
10 -14
10 -12
10 -10
10 -8
10 -6
10 -4
10 -2
Figure 5: Example 3: (a): real part of the total field utot; (b): convergence curve of
relative error against PML thickness D; (c) convergence curve of relative error against
PML absorbing constant S. The dashed lines in (a) indicates the penetrable object and
the scattering surface Γ.
a compact perturbation to the problem (P2), so that the scattering problem still has
a unique solution except for a countable set of wavenumber k. Assuming that k = 2pi
doesn’t lie in this set, we directly use the PML-BIE method to numerically solve the
scattering problem. Real part of the reference solution of utot is plotted in Figure 5(a).
We show the convergence curves for S = 2 and D varying from 0.1 to 1.9, and for D = 2
and S varying from 0.1 to 1.9 in Figure 5 (b) and (c), respectively; at least 12 significant
digits are obtained by the proposed method.
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4.3 Green function G in the PML and exponential convergence
We remark that though the background Green function G is of no significant interest from
numerical perspectives, it is the purely outgoing behavior of G in Ω that makes PML a
perfect approach to truncate the unbounded domain Ω, since the PML truncation error
decaying exponentially to 0, as illustrated by the previous three numerical examples. To
conclude this section, we give a numerical evidence to support this argument and shall
defer a rigorous error analysis in a subsequent paper. Suppose x∗ is above the horizontal
axis, when x = (x1, x2) is in the PML, we could analytically extend G1(x;x
∗) by
G1(x˜;x
∗) =
{
1
2pi
∫
−∞→0→−∞i fˆ
+(ξ;x∗)e−iξx˜1+iµx˜2dξ, x1 > 0,
1
2pi
∫
+∞i→0→+∞ fˆ
+(ξ;x∗)e−iξx˜1+iµx˜2dξ, x1 < 0.
(56)
eq:G1+
where x˜ = (x˜1, x˜2). We could verify numerically that G1(x˜;x
∗) exponentially decays to
0 as x1, x2 → ∞, as illustrated in Figure 6, where we take k = 2pi1.1 , h = 1, x∗ = (0, 0.4),
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Figure 6: G1 for k =
2pi
1.1 , h = 1, source point x
∗ = (0, 0.4) and x = (x1, 0) with x1 ∈
(0, 2.5): (a) real part; (b) imaginary part. Solid lines represent numerical solution by
the PML-BIE method; Diamonds (’’) represent numerical solution of G1(x;x∗) by (19);
Circle (’◦’) dashed lines represent numerical solution of G1(x˜;x∗) in the PML by (56).
The vertical dashed lines indicate the entrance of PML.
x2 = 0 and x˜1 = x1 + 3i(x1 − 1.5) for x1 > 1.5. In Figure 6, we use the PML-BIE
method to compute G1((x1, 0);x
∗) for x1 ∈ [0, 2.5], and directly use the integral function
in MATLAB 2019a to compute K± in (64), H± in (65), and hence G1 in the physical
domain by (19) and in the PML by (56). We could see from Figure 6 that numerical
solution of PML-BIE method coincides with that of Wiener-Hopf method to some extent,
and that G1 decays exponentially to 0 in the PML. A theoretical proof of G1 and G2
decaying exponentially to 0 in the PML will be presented in a future work. Thus, the
Green’s formula (23) implies that any radiating solution u must decay to 0 exponentially
in the PML. Consequently, a PML truncation in terms of posing zero Dirichlet boundary
condition on the boundary of [−L1/2−D1, L1/2 +D1]× [−L2/2−D2, L2/2 +D2] with
thickness parameters D1 and D2 is expected to cause a truncation error exponentially
decaying to 0 as Dj increases, so that the PML-truncated solution must be a physically
correct solution!
5 Conclusion
This paper has proposed, for wave propagating in a globally perturbed half plane with
a perfectly conducting step-like surface, the sharper uSRC condition (21) and (22), a
closed form of its far-field pattern, and a high-accuracy numerical solver, based on the
Green function of a cracked half plane. By showing that the Green function asymptot-
ically satisfies the uSRC, we established a well-posedness theory for either a cylindrical
22
incident wave due to a line source or a plane incident wave, via an associated variational
formulation through the ITBC (28) and (29) terminating the unbounded domain. The
theory reveals that the scattered wave, post-subtracting a known wave field, inherits the
asymptotic behavior of the background Green function, satisfying the same uSRC. For
a plane-wave incidence, subtracting reflected plane waves, due to non-uniform heights of
the step-like surface at infinity, from the scattered wave in respective regions produces a
discontinuous but outgoing wave satisfying the uSRC. Numerically, we adopted a previ-
ously developed PML-BIE method to solve the problem, demonstrating from numerical
results that the truncation error due to PML decays exponentially fast as thickness or
absorbing power of the PML increases, of which the convergence relies heavily on the
outgoing Green function G decaying exponentially in the PML.
A Wiener-Hopf method
In the appendix, we shall derive for G(x;x∗) when x∗2 ≥ 0; the case when x∗2 ∈ (−h, 0)
can be analyzed similarly. We consider solving x∗2 > 0 first; the Green function of source
on Γ+ is the limit as x∗2 → 0+, as will be seen in the following.
The scattered field G1 and G2 defined in (5) solve the homogeneous Helmholtz equa-
tion in its domain of definition and satisfy zero Dirichlet condition on Γ− and Γ− ∪ Γh,
respectively. Furthermore, G1 and G2 satisfy the following interface conditions across Γ
+,
i.e., for x1 > 0 and x2 = 0,
G1 −G2 = 0, (57)eq:bc:int1
∂x2G1 − ∂x2G2 = g(x1;x∗) := −∂x2Gin((x1, 0);x∗). (58)
eq:bc:int2
Let f(x1;x
∗) = G1((x1, 0);x∗) for x1 > 0 with the unknown f(x1;x∗) to be determined.
In region R+2 , we get from Fourier transforming G1 w.r.t x1,
Gˆ1(x2; ξ, x
∗) :=
∫ +∞
−∞
G1(x;x
∗)eiξx1dx1 = fˆ+(ξ;x∗)eiµx2 , (59)
eq:hG1
where fˆ+(ξ;x∗) =
∫ +∞
0 f(x1;x
∗)eiξx1dx1, so that
Gˆ′1(0; ξ, x
∗) = iµfˆ+(ξ;x∗). (60)
eq:hG1p
Similarly, we get the one-dimensional Fourier transform of Gˆ2 along x1
Gˆ2(x2; ξ, x
∗) :=
∫ +∞
−∞
G2(x;x
∗)eiξx1dx1 =
fˆ+(ξ;x∗)
1− e2iµh
(
e−iµx2 − eiµ(x2+2h)
)
,
so that
Gˆ′2(0; ξ, x
∗) = −iµ1 + e
2iµh
1− e2iµh fˆ
+(ξ;x∗). (61)
eq:hG2p
Now denote for j = 1, 2,
Gˆj,+(x2; ξ, x
∗) =
∫ +∞
0
Gj(x;x
∗)eiξx1dx1, and Gˆj,−(x2; ξ, x∗) =
∫ 0
−∞
Gj(x;x
∗)eiξx1dx1.
We get from (58), (60) and (61) the following Wiener-Hopf equation,
eix
∗
1ξ+iµx
∗
2 + [Gˆ′1,−(0; ξ, x
∗)− Gˆ′2,−(0; ξ, x∗)− g−(ξ;x∗)] =
2iµ
1− e2iµh fˆ
+(ξ;x∗). (62)
eq:gov:5
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where gˆ−(ξ;x∗) =
∫ 0
−∞ g(x1;x
∗)eiξx1dx1. According to (11) and (12), we get
H−(ξ;x∗)+[Gˆ′1,−(0; ξ, x
∗)−Gˆ′2,−(0; ξ, x∗)−g−(ξ;x∗)]
K−(ξ)√
k − ξ =
2i
√
k + ξ
K+(ξ)
fˆ+(ξ;x∗)−H+(ξ;x∗).
(63)
eq:wh
In the above, K± and H± defined in equations (9) and (10) can be holomorphically
extended to C±, the two complex regions above and below L, respectively, via
K±(ξ) = exp
{
± 1
2pii
∫
L
Log(1− e2iµ(t)h)
t− ξ dt
}
, for ξ ∈ C± (64)eq:def:K+-
H±(ξ;x∗) =± 1
2pii
∫
L
eitx
∗
1+iµ(t)x
∗
2K−(t)√
k − t(t− ξ) dt, for ξ ∈ C
±. (65)
eq:def:H+-
According to [15, p. 33-38] and Sokhotski-Plemelj Theorem [17, Thm. 7.8], one could
obtain the following properties of K± and H±:
(i) K±(ξ) is holomorphic in C± and is C∞-smooth in C±. For sufficiently large |ξ|
with ξ ∈ C±, the m-th derivative of K±(ξ) satisfies
|(K±(ξ))(m) − 1| ≤ Cm(|ξ|−η), (66)eq:asym:Kpm
for any positive constant η ∈ (0, 1) and for any integer m ≥ 0, where Cm is independent
of ξ.
(ii) When x∗2 > 0, H± is holomorphic in C± and is C∞-smooth in C±. For sufficiently
large |ξ| with ξ ∈ C±, the m-th derivative of H±(ξ), |(H±(ξ;x∗))(m)| ≤ Cm|ξ|−η, for any
positive constant η ∈ (0, 1) and for any integer m ≥ 0, where Cm is independent of ξ.
(iii) When x∗ ∈ Γ+ so that x∗2 = 0, Property (ii) for H± doesn’t hold since for
t ∈ L, eitx
∗
1K−(t)√
k−t is not Holder continuous at infinity so that H
±(ξ;x∗) as |ξ| =∞ may be
undefined [15]. However, based on the asymptotic behavior of K−(ξ)− 1 at infinity, one
verifies that, by residual theorem, defines the following function
H±(ξ; (x∗1, 0)) = lim
x∗2→0+
H±(ξ;x∗) = ± 1
2pii
(∫
L
eitx
∗
1(K−(t)− 1)√
k − t(t− ξ) dt+
∫
L
eitx
∗
1√
k − t(t− ξ)dt
)
=± 1
2pii
∫
L
eitx
∗
1(K−(t)− 1)√
k − t(t− ξ) dt+
{
eiξx
∗
1√
k−ξ if ξ ∈ C+,
0 if ξ ∈ C−.
(67)
eq:def:H0pm
As ξ approach L from C±, (13) holds, making H± again a C∞-smooth function in C±,
so that for sufficiently large |ξ|, |(H±(ξ; (x∗1, 0)))(m)| ≤ Cm|ξ|−η, for any positive constant
η ∈ (0, 1/2) and for any integer m ≥ 0, where Cm is independent of ξ.
Suppose both sides of (63) vanish at |ξ| = ∞ for ξ ∈ C±. According to Liouville’s
theorem, we must have both sides are zero such that (8) holds, for ξ ∈ L. Finally, from
the properties of K± and H± and Morera’s theorem, we get properties of fˆ+(ξ;x∗) in the
following lemma.
Lemma A.1. The holomorphic function fˆ+(ξ;x∗) defined in C+ can be extended as a
holomorphic function in C\((−∞,−k]) and a continuous function in C+− ∪ C−+. For
sufficiently large |ξ| with ξ ∈ R, we have |fˆ+(ξ;x∗)| = O(|ξ|−1/2−η), where the exponent
η belongs to (0, 1) when x∗2 > 0 and to (0,
1
2) when x
∗
2 = 0.
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