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We build a multiple Hilbert-type integral inequality with the symmetric kernel K(x, y)
and involving an integral operator T . For this objective, we introduce a norm ‖ x‖ nα (x ∈
Rn+), two pairs of conjugate exponents (p,q) and (r,s), and two parameters. As applica-
tions, the equivalent form, the reverse forms, and some particular inequalities are given.
We also prove that the constant factors in the new inequalities are all the best possible.
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1. Introduction, notations, and lemmas
If p > 1, 1/p+ 1/q = 1, f (x),g(x)≥ 0, f ∈ Lp(0,∞), g ∈ Lq(0,∞), 0 < (∫∞0 f p(x)dx)1/p <
















where the constant factor π/sin(π/p) is the best possible. Equation (1.1) is the famous
Hardy-Hilbert’s inequality proved by Hardy-Riesz [1] in 1925.
By introducing the norms ‖ f ‖p, ‖g‖q, and an integral operator T : Lp(0,∞)→ Lp(0,
∞), Yang [2] rewrite (1.1) as
(T f ,g) <
π
sin(π/p)
‖ f ‖p‖g‖q, (1.2)
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where (T f ,g) is the formal inner product of T f and g. For f ∈ Lp(0,∞) (or g ∈ Lq(0,
∞)), the integral operator T is defined by (T f )(y) := ∫∞0 ( f (x)/(x+ y))dx (or (Tg)(x) :=∫∞
0 (g(y)/(x+ y))dy) and ‖ f ‖p := {
∫∞
0 | f (x)|pdx}1/p, ‖g‖q := {
∫∞
0 |g(y)|q dy}1/q, then















Inequality (1.2) posts the relationship of Hilbert inequality and the integral operator
T . Recently, inequality (1.1) has been extended by [3–6] by using the way of weight func-
tion and introducing some parameters. A reverse Hilbert-Pachpatte’s inequality was first
proved by Zhao in [7]. Yang and Zhong [8–10] gave some reverse inequalities concerning
some extensions of Hardy-Hilbert’s inequality (1.1).
Because of the requirement of higher-dimensional harmonic analysis and higher-
dimensional operator theory, multiple Hardy-Hilbert integral inequalities have been
studied by some mathematicians (see [11–15]).
Ourmajor objective of this paper is to build a multiple Hilbert-type integral inequality
with the symmetric kernel K(x, y) and involving an integral operator T . In order to fulfil
the aim, we introduce the norm ‖x‖nα (x ∈Rn+), two pairs of conjugate exponents (p,q),
(r,s), and two parameters α, λ. As applications, the equivalent form, the reverse forms,
and some particular inequalities are given. We also prove that the constant factors in the
new inequalities are all the best possible.
For these purposes, we introduce the following notations.
If p > 1, 1/p+1/q = 1, r > 1, 1/r +1/s= 1, α > 0, λ > 0, and n∈ Z+, we set
Rn+ :=
{
x = (x1, . . . ,xn
)









If f (x) and ω(x) > 0 are measurable in Rn+, define the norm of f with the weight
function ω(x) as










If 0 < ‖ f ‖p,ω <∞, it is marked by f ∈ Lpω(Rn+) (for 0 < p < 1 or q < 0, we still use (1.5)
with this formal mark in the following).
Suppose that K(x, y) is a measurable and symmetric function satisfying K(x, y) =
K(y,x) > 0 (for all (x, y)∈Rn+×Rn+). For f ,g ≥ 0, define an integral operator T as
(T f )(y) :=
∫
Rn+
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Then we have the formal inner product as
(T f ,g)= (Tg, f )=
∫∫
Rn+
K(x, y) f (x)g(y)dxdy. (1.8)


























where ε > 0 in (1.10) and (1.11) are small enough.
Lemma 1.1 (cf. [16]). Assume that p > 0, 1/p + 1/q = 1, F,G ≥ 0, and F ∈ Lp(E), G ∈
Lq(E). We have the following Ho¨lder’s inequalities:
























where equality holds if and only if there exists nonnegative real numbers A and B (A2 +B2 =
0) such that AFp(t)= BGq(t) a.e. in E.




























where Γ(·) is the Gamma function.
By (1.14), it is easy to obtain following result.
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and (1.15) holds. The lemma is proved. 
By (1.14) and (1.15), we still have the following lemma.



































ε ·αn−1Γ(n/α) . (1.18)










xα1 + ···+ xαn
)−(n+ε)/α

























Hence (1.18) is valid. The lemma is 
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2. Main results
Theorem 2.1. Suppose that p > 1, 1/p + 1/q = 1, r > 1, 1/r + 1/s = 1, α,λ > 0, n ∈ Z+,
f ,g ≥ 0, K(x, y) is a measurable and symmetric function, ω(x) = ‖x‖p(n−λ/r)−nα , (y) =
‖y‖q(n−λ/s)−nα , h(y)= ‖y‖pλ/s−nα , and the integral operator T is defined by (1.6) (or (1.7)). If
Cα,λ,n(s,x)= Cα,λ,n(s)= Cα,λ,n(r), (2.1)
Cα,λ,n(q,s,ε,x)= Cα,λ,n(s) + o(1)
(
ε −→ 0+) (2.2)
are all constants independent of x, and
C˜ =O(1)(ε −→ 0+), (2.3)
where Cα,λ,n(s,x), Cα,λ,n(q,s,ε,x) and C˜ are defined by (1.9), (1.10), and (1.11), respectively.
We have the following:




K(x, y) f (x)g(y)dxdy < Cα,λ,n(s)‖ f ‖p,ω‖g‖q,; (2.4)
(2) if f ∈ Lpω(Rn+), then T f ∈ Lph(Rn+) and










< Cα,λ,n(s)‖ f ‖p,ω, (2.5)
where the same constant factor Cα,λ,n(s) in (2.4) and (2.5) is the best possible. Inequalities
(2.4) and (2.5) are equivalent.








































By (1.9), (2.1), and notations (1.5), (1.8), it follows
(T f ,g)≤ Cα,λ,n(s)‖ f ‖p,ω‖g‖q,. (2.7)
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If (2.6) takes the form of equality, then by Lemma 1.1, there exist real numbers A and








gq(y), a.e. in Rn+×Rn+. (2.8)
It follows that there exists a constant E, such that
A‖x‖p(n−λ/r)α f p(x)= B‖y‖q(n−λ/s)α gq(y)= E, a.e. in Rn+×Rn+. (2.9)
Without lose of generality, suppose that A = 0. We have
‖x‖p(n−λ/r)−nα f p(x)= E
A‖x‖nα
, a.e. in Rn+, (2.10)
which contradicts the fact that f ∈ Lpω(Rn+). Hence, (2.6) takes the form of strict inequal-
ity; so does (2.7). Then we obtain (2.4).
Suppose there exists a number 0 < C ≤ Cα,λ,n(s), such that (2.4) is still valid if we re-





‖x‖−(n−λ/r)−ε/pα , x ∈ {‖x‖α > 1
}∩Rn+,






‖y‖−(n−λ/s)−ε/qα , y ∈ {‖y‖α > 1
}∩Rn+,


















‖x‖−n−εα dx = C
Γn(1/α)
ε ·αn−1Γ(n/α) (by (1.18)).
(2.12)






























In view of (2.12) and (2.13), we have [Cα,λ,n(s) + o(1)](1+ o˜(1)) < C, and then Cα,λ,n(s)≤
C (ε→ 0+). Hence the constant factor C = Cα,λ,n(s) is the best possible.
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(2) Setting g(y) = ‖y‖pλ/s−nα (
∫
Rn+ K(x, y) f (x)dx)
p−1 (y ∈ Rn+), then we have g(y) ≥ 0.
Using the notation (1.5), by Ho¨lder’s inequality (1.12) (as (2.6)) and (2.1), we have










K(x, y) f (x)dx
)p
dy = (T f ,g)≤ Cα,λ,n(s)‖ f ‖p,ω‖g‖q,,
(2.14)
which is equivalent to
‖T f ‖pp,h = ‖g‖qq, ≤ Cpα,λ,n(s)‖ f ‖pp,ω. (2.15)
In view of f ∈ Lpω(Rn+), it follows that g ∈ Lq(Rn+) and T f ∈ Lph(Rn+). Using the result of
(2.4), we can find that inequality (2.14) takes the strict form; so does (2.15). Hence we
obtain (2.5).
On the other hand, if inequality (2.5) holds, then by using the Ho¨lder’s inequality
































By (2.5), we have (2.4). It follows that (2.5) is equivalent to (2.4). If the constant factor
Cα,λ,n(s) in (2.5) is not the best possible, then by (2.16), we can get a contradiction that
the constant factor Cα,λ,n(s) in (2.4) is not the best possible. The theorem is proved. 
Theorem 2.2. Let 0 < p < 1 (q < 0), 1/p + 1/q = 1, r > 1, 1/r + 1/s = 1, α,λ > 0, and
n∈ Z+. Assume that f ,g ≥ 0, K(x, y), ω(x), (y), h(y) are all defined as in Theorem 2.1,
setting φ(x)= ‖x‖qλ/r−nα , the integral operator T is defined by (1.6) (or (1.7)), and the weight
functions Cα,λ,n(s,x) and Cα,λ,n(q,s,ε,x) satisfy (2.1) and (2.2). Then we have the following:




K(x, y) f (x)g(y)dxdy > Cα,λ,n(s)‖ f ‖p,ω‖g‖q,; (2.17)
(2) if f ∈ Lpω(Rn+), then










> Cα,λ,n(s)‖ f ‖p,ω; (2.18)
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where the constant factors Cα,λ,n(s) and C
q
α,λ,n(s) are the best possible. Inequalities (2.18) and
(2.19) are all equivalent to inequality (2.17).
Proof. (1) Since 0 < p < 1 (q < 0), we can use the reverse Ho¨lder’s inequality (1.13). Using








































By (1.9), (2.1), and notation (1.5), we have
(T f ,g)≥ Cα,λ,n(s)‖ f ‖p,ω‖g‖q,. (2.21)
If (2.20) takes the form of equality, then by using the conclusions of (2.8)–(2.10), we still
can get a result which contradicts the condition of f ∈ Lpω(Rn+) (or g ∈ Lq(Rn+)). It means
that (2.20) takes the form of strict inequality; so does (2.21). The form (2.17) is valid.
If there exists a positive number C ≥ Cα,λ,n(s), such that (2.17) is still valid if we replace
































K(x, y)‖x‖λ/r+ε/qα ‖y‖−(n−λ/s)−ε/qα dy
]
dx
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In view of (2.22) and (2.23), we find C < Cα,λ,n(s) + o(1), and then C ≤ Cα,λ,n(s) (ε→ 0+).
Hence the constant C = Cα,λ,n(s) is the best possible.
(2) Setting g(y) = ‖y‖pλ/s−nα (
∫
Rn+ K(x, y) f (x)dx)
p−1 (y ∈ Rn+), it follows g(y) ≥ 0. By
Notation (1.5) and in view of (2.21), we have










K(x, y) f (x)dx
)p
dy = (T f ,g)≥ Cα,λ,n(s)‖ f ‖p,ω‖g‖q,,
(2.24)
‖T f ‖pp,h = ‖g‖qq, ≥ Cpα,λ,n(s)‖ f ‖pp,ω. (2.25)
If ‖T f ‖pp,h = ‖g‖qq, =∞, by f ∈ Lpω(Rn+), (2.25) takes the form of strict inequality. (2.18)
holds. If T f ∈ Lph(Rn+) (g ∈ Lq(Rn+)), this tells us that the condition of (2.17) is satisfied,
then by using (2.17), it follows that both (2.24) and (2.25) keep the strict forms and (2.18)
holds.




























By (2.18), we have (2.17). This means that (2.18) is equivalent to (2.17).
(3) Firstly, setting f (x) = ‖x‖qλ/r−nα (
∫
Rn+ K(x, y)g(y)dy)
q−1 (x ∈ Rn+), then it follows
f (x)≥ 0. Using the notation (1.5) and in view of (1.9), (2.1), and (2.20), we have












dy = (Tg, f )≥ Cα,λ,n(s)‖ f ‖p,ω‖g‖q,.
(2.27)
It follows
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This follows that Tg ∈ Lqφ(Rn+), f ∈ Lpω(Rn+). And by (2.17), we find that (2.27)–(2.29) are
strict inequalities. Thus inequality (2.19) holds.
































by (2.19) and q < 0, it follows that (2.17) holds, and (2.19) is equivalent to (2.17).
If the constant factor Cα,λ,n(s) (or C
q
α,λ,n(s)) in (2.18) (or in (2.19)) is not the best
possible, then by (2.26) (or (2.30)), we can get a contradiction that the constant factor
Cα,λ,n(s) in (2.17) is not the best possible. The theorem is proved. 
3. Applications to some particular cases
Corollary 3.1. Let p > 0, 1/p + 1/q = 1, r > 1, 1/r + 1/s = 1, α > 0, 0 < λ < 1, n ∈ Z+,
ω(x)= ‖x‖p(n−λ/r)−nα , (y)= ‖y‖q(n−λ/s)−nα , and f ,g ≥ 0. Then








dxdy < Cα,λ,n(s)‖ f ‖p,ω‖g‖q, ; (3.1)















α,λ,n(s)‖ f ‖pp,ω; (3.2)








dxdy > Cα,λ,n(s)‖ f ‖p,ω‖g‖q, ; (3.3)















α,λ,n(s)‖ f ‖pp,ω; (3.4)
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where the constant factors Cα,λ,n(s) = (Γn(1/α)/αn−1Γ(n/α))[B(λ/s,1− λ) + B(λ/r,1− λ)]
(B(·,·) is the Beta function) and Cpα,λ,n(s), Cqα,λ,n(s) are the best possible. Inequality (3.2) is
equivalent to (3.1); inequalities (3.4) and (3.5) are all equivalent to (3.3).
Proof. Setting K(x, y) = 1/(|‖x‖α−‖y‖α|λ), it is a measurable function, satisfying K(x,
y)= K(y,x) > 0 (for all (x, y)∈Rn+×Rn+). In view of Theorems 2.1 and 2.2, just need to
prove that conditions (2.1)–(2.3) are all satisfied.




















































(1− v)λ dv. (3.7)
















In view of (3.7), (3.8), and 0 < λ < 1, it follows Cα,λ,n(q,s,x) = Cα,λ,n(s) =
Cα,λ,n(r)= (Γn(1/α)/αn−1Γ(n/α))[B(λ/s,1− λ) +B(λ/r,1− λ)], and condition (2.1) is sat-
isfied.
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It follows that condition (2.2) is satisfied.
Note. When 0 < p < 1 (q < 0), setting 0 < ε <−qλ/r, the constant Cα,λ,n(q,s,ε,x) satisfies
(2.2) as well.
(c) If p > 1, by (1.11), (1.14), and (1.17), respectively, setting t = u1/α and v = t/‖x‖α,
for 0 < ε < qλ/s and 0 < λ < 1, we have































































It follows that C˜ satisfies (2.3).
In view of (3.7)–(3.11), by Theorems 2.1 and 2.2, Corollary 3.1 is proved. 
Corollary 3.2. Suppose that p > 0, 1/p + 1/q = 1, r > 1, 1/r + 1/s = 1, α,λ > 0, n ∈ Z+,
ω(x)= ‖x‖p(n−λ/r)−nα , (y)= ‖y‖q(n−λ/s)−nα , and f ,g ≥ 0. Then







f (x)g(y)dxdy < Cα,λ,n(s)‖ f ‖p,ω‖g‖q,; (3.12)
W. Zhong and B. Yang 13















α,λ,n(s)‖ f ‖pp,ω; (3.13)







f (x)g(y)dxdy > Cα,λ,n(s)‖ f ‖p,ω‖g‖q, ; (3.14)















α,λ,n(s)‖ f ‖pp,ω; (3.15)





















α,λ,n(s) are all the best possible. Inequality (3.13) is equivalent to
(3.12); inequalities (3.15) and (3.16) are all equivalent to (3.14).
Proof. Setting K(x, y) = ln(‖y‖α/‖x‖α)/(‖y‖λε −‖x‖λα), it is a measurable function, sat-
isfying K(x, y) = K(y,x) > 0. As in Corollary 3.1, we just need to prove that conditions
(2.1)–(2.3) are all satisfied. Setting t = u1/α and v = (t/‖x‖α)λ, respectively, we can find
the results in the following.








































It follows Cα,λ,n(q,s,x)= Cα,λ,n(s)= (Γn(1/α)/λ2αn−1Γ(n/α))B2(1/s,1/r) satisfies (2.1).
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It follows that (2.2) is valid.
Note. When 0 < p < 1 (q < 0), setting 0 < ε <−qλ/r, the constant Cα,λ,n (q,s,ε,x) satisfies
(2.2) as well.
(c) If p > 1, then for 0 < ε < qλ/s, by (1.11), (1.14), and (1.17), we have











































































It is obvious that C˜ is a bounded quantity and satisfies (2.3).
In view of (3.17)–(3.19), by Theorems 2.1 and 2.2, Corollary 3.2 is proved. 
Similarly, by setting K(x, y) = 1/(‖x‖λα +‖y‖λα) and K(x, y) = 1/(Max{‖x‖α,‖y‖α})λ,
respectively, we have Corollaries 3.3 and 3.4 in the following. In order to compress the
length of the paper, the proof for Corollaries 3.3 and 3.4 are here omitted.
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Corollary 3.3. Suppose that p > 0, 1/p + 1/q = 1, r > 1, 1/r + 1/s = 1, α,λ > 0, n ∈ Z+,
ω(x)= ‖x‖p(n−λ/r)−nα , (y)= ‖y‖q(n−λ/s)−nα , and f ,g ≥ 0. Then





dxdy < Cα,λ,n(s)‖ f ‖p,ω‖g‖q, ; (3.20)












α,λ,n(s)‖ f ‖pp,ω; (3.21)





dxdy > Cα,λ,n(s)‖ f ‖p,ω‖g‖q, ; (3.22)












α,λ,n(s)‖ f ‖pp,ω; (3.23)


















α,λ,n(s) are all the best possible. Inequality (3.21) is equivalent to
(3.20); inequalities (3.23) and (3.24) are all equivalent to (3.22).
Corollary 3.4. Suppose that p > 0, 1/p + 1/q = 1, r > 1, 1/r + 1/s = 1, α,λ > 0, n ∈ Z+,
ω(x)= ‖x‖p(n−λ/r)−nα , (y)= ‖y‖q(n−λ/s)−nα , and f ,g ≥ 0. Then







})λ dxdy < Cα,λ,n(s)‖ f ‖p,ω‖g‖q, ; (3.25)














α,λ,n(s)‖ f ‖p,ω; (3.26)







})λ dxdy > Cα,λ,n(s)‖ f ‖p,ω‖g‖q, ; (3.27)
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α,λ,n(s)‖ f ‖pp,ω; (3.28)















where the constant factors Cα,λ,n(s)= srΓn(1/α)/λαn−1Γ(n/α) and Cpα,λ,n(s), Cqα,λ,n(s) are all
the best possible. Inequality (3.26) is equivalent to (3.25); inequalities (3.28) and (3.29) are
all equivalent to (3.27).
Remark 3.5. For n= 1, the inequalities in Corollaries 3.1–3.4 reduce to the correspondent
inequalities in the 2-dimensional space.
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