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Tato diplomová práce se zabývá rozpoznáváním rukou psaných znaků v reálném čase. Po-
pisuje způsoby, kterými jsou zpracovávány vstupní data a klasifikační metody, které se pro
rozpoznávání používají. Zvláště se zaměřuje na skryté Markovovy modely. Zabývá se také
hodnocením úspěšnosti rozpoznávání, a to na základě provedených experimentů. V rámci
této diplomové práce byla také vytvořena alternativní klávesnice pro systém MeeGo. U vy-
tvořeného systému so podařilo dosáhnout úspěšnosti nad 96%.
Abstract
This diploma thesis deals with handwriting recognition in real-time. It describes the ways
how the intput data are processed. It is also focused on the classification methods, which
are used for the recognition. It especially describes hidden Markov models. It also present
the evaluation of the success of the recognition based on implemented experiments. The
alternative keyboard for MeeGo system was created for this thesis as well. The established
system achieved the success above 96%.
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Mobilní technologie jsou jedním z nejrychleji rostoucích odvětví informačních technologií.
V roce 1997 připadlo přibližně 20 mobilních telefonů na 100 obyvatel 1. V současnosti máme
nekteři i několik mobilů. Dnešní mobilní telefony již nejsou určeny pouze k telefonování.
Obsahují výkoný hardware a pro jejich ovládání se používají operační systémy. Telefony
jsou dnes vybaveny dotykovými displeji, pomocí kterých se ovládají. To nám dovoluje roz-
poznávat text, který uživatel napíše na dispej a převézt ho do počítačové podoby.
Rozpoznávání rukou psaného textu se stalo populárním právě příchodem dotykových
mobilních zařízení. Zpočátku velké nadšení pro komunikaci počítače (mobilního telefonu)
pomocí psaného textu s postupem času odeznělo. Částečně kvůli tomu, že psaní na kláves-
nici v dotykovém zařízení je rychlejší než psaní textu rukou. Principy rozpoznávání rukou
psaného textu jsou však používány pro rozpoznávání gest, která jsou naopak často využí-
vána a jejich používání značně zjednodušuje a urychluje práci na mobilních zařízeních.
Rozpoznávání rukou psaného textu je schopnost počítače (mobilního zařízení) přijímat
a srozumitelně interpretovat ručně psaný vstup ze zdrojů, jako jsou například papírové
dokumenty, fotografie, dotykové displeje a jiná vstupní zařízení. Funkce rozpoznávání textu
především znamená převedení napsaných znaků do počítačové podoby. Nicméně kompletní
rozpoznávací systém kromě tohoto převodu také provádí úpravu vstupních dat, segmentaci
textu na jednotlivá písmena a vyhledávání nejpravděpodobnějších slov, která by mohla být
napsána.
Rozpoznávání textu lze rozdělit do dvou velkých skupin a to na on-line a off-line roz-
poznávání. Off-line rozpoznávání je podmnožinou optického rozpoznávání textu (Optical
Character Recognition - OCR), které se zabývá rozpoznáváním textu statického. Může to
být například skenovaný nebo vyfotografovaný text. Problematika optického rozpoznávání
textu, který je strojově vytištěn je v dnešní době již považována za vyřešenou. Existuje
nepřeberné množství komerčního softwaru pro OCR a jejich úspěšnost se pohybuje okolo
99%. To ovšem neznamená, že rozpoznávání takovéhoto textu je bezproblémové. Musí se
vypořádat s řadou překážek, jako mohou být například šum v datech, různé osvětlení ske-
novaného textu, odlišné fonty písma, mnoho rozdílných řezů písma a množství dalších pro-
blémů, které se mohou při optickém rozpoznávání vyskytnout. Off-line rozpoznávání se také
používá na rukou psaný text. Systémy založené na off-line získaných datech ale nedosahují
takové úspěšnosti jako on-line systémy.




jsou získávány odlišně, než data pro OCR a jsou schopna poskytnout informaci o dynamice
psaní. Jelikož se naprostá většina rukou psaného textu rozpoznává již během psaní, lze
použít tuto informaci k vylepšení úspěšnosti. I když jsme schopni získat při on-line rozpo-
znávání více informací o textu, úspěšnosti rozpoznávacích systému nedosahují na úspěšnosti
systémů OCR. Jedná se o to, že každý člověk má různý styl psaní a dokonce ani jeden člo-
věk nenapíše pokaždé to stejné písmeno přesně stejně. Oproti tomu počítač vždy vytiskne
písmo ve stejném fontu stejně. Vzniká tak velká diverzita ve vstupních datech. Díky této
rozdílnosti dat je potom těžší data klasifikovat.
Ve 2. kapitole jsou obecně popsány principy rozpoznávání rukou psaného textu. Rozpo-
znávání rukou psaného textu je zde rozděleno na off-line a on-line přístup. Systém vytvořený
v rámci diplomové práce je postaven právě na on-line způsobu rozpoznávání a dále se již
diplomová práce výhradně soustředí na on-line způsob rozpoznávání.
Kapitola 3 se věnuje úpravě vstupu. V první části se zabývá redukcí šumu ve vstupních
datech. Dále vysvětluje principy normalizace a segmentace dat. Jsou zde vyjmenovány
příznaky, které lze z napsaného textu získat a které se používají pro klasifikaci. V poslední
části poukazuje na problémy, se kterými se musí klasifikační jádro systému vypořádat.
Na začátku kapitoly 4 jsou obecně popsány metody, které se pro klasifikaci rukou psa-
ného textu používají. Dále se pak kapitola zabývá skrytými Markovovými modely, které byly
použity ve vytvořeném systému. Kapitola popisuje skryté Markovovy modely a algoritmy
používané pro jejich trénování a evaluaci dat.
Kapitola 5 popisuje implementaci systému pro rozpoznávání rukou psaného textu. Zvláště
se zaměřuje na problémy, na které jsem narazil při tvoření knihovny skrytých Markovových
modelů a na implementaci klávesnice, kterou jsem vytvořil pro systém MeeGo.
Kapitola 6 se pak zaměřuje na popis testů rozpoznávacího systému, které byly provedeny
za účelem optimálního nastavení systému tak, aby byla úspěšnost rozpoznávání co nejvyšší.
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Kapitola 2
Přístupy k rozpoznávání rukou
psaného textu
Kapitola obsahuje krátký úvod do klasifikace rukou psaného textu. V první části popisuje
proces, kterým prochází data určená ke klasifikaci [14]. Ukazuje, co se provádí s daty po
jejich pořízení. Tato část se zabývá postupem, který je relevantní pro diplomovou práci.
Další část kapitoly se zabývá popisem on-line přístupu k datům [11, 19]. Vysvětluje
pojem on-line rozpoznávání a popisuje vzhled dat získaných on-line způsoby.
V poslední části se zaměřuje na vysvětlení off-line způsobu rozpoznávání rukou psaného
textu [11, 19]. Popisuje data získaná off-line a přístup k takto získaným datům.
2.1 Průběh klasifikace psaného textu
Na obrázku 2.1 je znázorněn postup, který probíhá pří on-line rozpoznávání rukou psaného
textu. Uživatelem napsaný text nejprve prochází tzv. předzpracováním (úpravou vstupních
dat). Polohovací zařízení převádí informaci o tahu ruky do posloupnosti po sobě jdoucích
souřadnic x a y.
Dalším článkem ve zpracování vstupu je odstranění nežádoucí redundantní informace.
Ve vstupu se mohou objevovat nahodilé body vlivem chyby snímání pohybu. Mohou to být
zákmity v tahu ruky zapříčiněné například třesem ruky a další nežádoucí jevy, které by
pouze zhoršili úspěšnost klasifikace.
Na modul odstraňující nežádoucí jevy pak navazuje část, která upravený vstup dále
normalizuje (tzn. převede do jednotné velikosti a upraví také například zkosení napsaného
textu).
Po normalizaci následuje segmentace. Tato operace je jednou z velice důležitých, jelikož
rozpoznávání po větších částech by vedlo ke značně složitým modelům. Pokud by totiž
modely obsahovaly informace o celých větách nebo slovech, byly by značně složité. Těchto
modelů by také bylo obrovské množství v závislosti na slovníku daného jazyka. Segmentace
proto rozdělí text na jednotlivé znaky, čímž se počet modelů redukuje pouze na velikost
abecedy daného jazyka.
Aby bylo možné přiřadit vstupní data do skupin s jednotlivými znaky, je nutné z těchto
dat získat informaci, která je od sebe odlišuje. Tuto část provádí modul pro extrakci pří-
znaků. Příznaky charakterizují vstup a je třeba tyto příznaky volit tak, aby tato data



























Obrázek 2.1: Postup při rozpoznávání rukou psaného textu.
Po extrahování vhodných příznaků pak již můžeme data poslat do trénovacího algo-
ritmu. Tento algoritmus nám vytvoří podle anotované sady písmen modely reprezentující
jednotlivé znaky. Po dokončení trénování tedy máme k dispozici pravděpodobnostní modely,
které můžeme použít ke klasifikaci nových, neznámých vstupních dat. Trénování modelů
musí proběhnout před započetím klasifikace, jelikož klasifikátor pracuje s natrénovanými
modely.
Při klasifikaci musí vstupní znak (souřadnice jeho tahů) projít stejnými algoritmy pro
předzpracování jako trénovací data. Klasifikátor porovná vstupní písmeno se všemi natré-
novanými modely a rozhodne, kterému z modelů vstupní písmeno nejvíce odpovídá. Znak
reprezentující tento model pak pošle na výstup jako část rozpoznaného textu.
2.2 On-line přístup k rozpoznávání textu
On-line rozpoznávání rukou psaného textu znamená, že počítač rozpoznává text během
psaní. Jinak lze také On-line rozpoznávání nazvat jako real-time nebo dynamické rozpozná-
vání. V závislosti na rozpoznávací technice a rychlosti počítače pak rozpoznávání zaostává
za psaním textu. On-line rozpoznávací systém musím být dostatečné rychlý, aby držel krok
s uživatelem, který píše. Průměrná rychlost psaní je 1,5 - 2,5 znaků za sekundu pro Anglic-
kou abecedu [19]. Proto by měl systém být schopen rozpoznat alespoň 2 znaky za sekundu.
On-line rozpoznávání pak také pracuje s odlišnými daty než Off-line rozpoznávání. Vstupní
data jsou souřadnicemi polohy pera při psaní. Časový odstup záleží na rychlosti snímání
polohy pera (prstu) zařízením.
Dalším rozdílem může být on-line a off-line pořizování dat pro rozpoznávací systém.
Obrázek 2.2 znázorňuje rozdíl mezi off-line a on-line získanými daty. On-line pořizování
dat (obrázek 2.2 vpravo) znamená, že jsou data pořizována během psaní textu uživatelem.
Data mohou být pořízena například z dotykového displeje, tabletu, nebo také z tabule
s polohovacím zařízením. Z takto pořízených dat lze získat kromě informace o tvaru písmene
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Obrázek 2.2: Ukázka rozdílu mezi on-line a off-line daty. Obrázek převzat z [11].
i informaci o dynamice textu (více v kapitole 3.4). Ať jsou data pořízena on-line či off-line,
pokud je uchováme, můžeme je později znovu použít pro rozpoznávání (nebo trénování).
Ačkoliv jsou on-line data ve většině aplikací pořizována a zpracovávána ihned, existují
aplikace, ve kterých se rozpoznávání provádí později. Pak nemusí příliš záležet na rychlosti
a rozpoznávání může být potom preciznější.
Výhodou on-line získaných dat je, že obsahují časovou nebo dynamickou informaci o psa-
ném textu. Tato informace se skládá z několika tahů, pořadí těchto tahů, směru psaní
každého tahu a rychlosti psaní každého tahu. Za tah považujeme cestu pera (prstu) od
jeho doteku podložky po jeho zvednutí z podložky. Naprostá většina snímačů pohybu pera
(ruky) předává reprezentaci pohybu jako sled po sobě jdoucích souřadnic, z nichž lze ale
všechny popsané informace vypočítat. Časová informace přidává ke vstupům informace,
které mohou vést ke zlepšení úspěšnosti rozpoznávání.
2.3 Off-line přístup k rozpoznávání textu
Na obrázku 2.2 vlevo je vidět ukázka statických off-line dat. Tato data mohou být vstupem
například ze skeneru. Z těchto dat lze získat pouze informace o tvaru znaků. Off-line poři-
zování dat znamená, že jsou data získána až po tom, co uživatel dokončil psaní. Na rozdíl
od on-line vstupních dat si off-line úprava vstupních dat vystačí i s neúplnými informacemi
o písmenu, aby mohla získat relevantní obrysy, nebo skelet písmene.
Off-line rozpoznávání pracuje se vstupem až po dokončení psaní. Vstupem takovéhoto
rozpoznávače pak je statický obraz vzorů. Off-line rozpoznávání textu je také podmnožinou
optického rozpoznávání znaků (Optical Character Recognition - OCR). Přesto, že jsou
OCR systémy nejvhodnější a nejčastěji používané pro rozpoznávání strojového textu, lze je
použít i pro rozpoznávání rukou psaného textu [19]. Na rozdíl od on-line systémů mohou




Předzpracování se provádí před spuštěním algoritmu pro rozpoznávání vzorů. Vstupem
předzpracování jsou nijak neupravovaná data ze vstupu. Jeho výstupem je pak sada pří-
znaků, které charakterizují a popisují vstupní text.
Kapitola v první části popisuje první úpravu vstupu, což je redukce nežádoucích dat [19].
Věnuje se zde operacím, které se zabývají eliminací nežádoucích vlastností textu. Následuje
vysvětlení, jak pracuje segmentace upraveného textu na jednotlivé znaky [19]. V další části
se věnuje normalizaci textu [4, 15], což znamená úpravy sklonu textu, změna velikosti a také
úprava směru psaní. Dále se zaměřuje na extrakci příznaků z upravených dat [8, 20, 14].
V poslední části se kapitola zabývá popisem vlastností [16], která mají data, která jsou
připravena pro klasifikaci a problémy, se kterými se klasifikace u těchto dat musí vypořádat.
3.1 Redukce šumu
Před jakýmkoliv zpracováním vstupu je nutné tento vstup upravit tak, aby se redukovaly
nadbytečné informace, které jsou ve vstupu obsaženy, a naopak, aby byly zachovány in-
formace nutné ke klasifikaci. Již bylo vytvořeno mnoho technik pro redukci redundantní
informace v datech. Mnoho z nich má základ ve zpracování signálu, jelikož vstup z poloho-
vacího zařízení je vstupní signál, podobně jako například zvukový vstup z mikrofonu. Šum
ve vstupu má původ v limitující přesnosti polohovacího zařízení, digitalizaci, třesu lidské
ruky a v nepřesnostech indikace dotyku pera (prstu) [19].
Na obrázku 3.1 je ukázka toho, jak postupnou alpikací některých z následujících metod
lze dosáhnout odstranění redundantních a nepotřebných informací ve vstupu. První obrázek
vlevo ukazuje, jak může vypadat vstupní vektor. Je to posloupnost souřadnic polohy pera
Vstupní vektor Odstranění 
divokých bodů
Odháčkování Vyhlazení Filtrování
Obrázek 3.1: Příklad postupné redukce šumu na vstupních datech písmena A. Obrázek
převzat z [19].
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v postupujícím čase. Na obrázku je také vidět, že vstupní vektor obsahuje i body, které
s písmenem A nesouvisí. Pokud bychom tyto body neodstranili, pak by se klasifikátor mohl
natrénovat právě na tyto body. To proto, že v těchto bodech vznikají veliké variance, na
kterých je založena extrakce příznaků. Extrahovaly by se tak špatné příznaky nedefinující
tvar písmena a klasifikátor by pak nedosahoval uspokojivé úspěšnosti.
Na obrázku 3.1 úplně vlevo je zobrazen vstup, který může přijít z polohovacího zařízení.
Tato data nejsou nijak upravena a proto mohou obsahovat velké množství nežádoucího
šumu. Proto jsou na vstupu postupně prováděny algoritmy sloužící k odstranění tohoto
šumu tak, aby konečný výstup popisoval pouze důležité změny tvaru písmene, které jsou
pro klasifikaci důležité.
Na druhém obrázku zleva je vidět vstupní písmeno po korekci
”
divokých bodů“. Tato ko-
rekce odstraňuje nebo eliminuje občasné nežádoucí body. Tyto body mohou být zapříčiněny
hardwarovými problémy (určení chybné polohy pera), nebo se mohou objevit například
u napojení jednotlivých linií na sebe. Mohou to také být nechtěné dotyky displeje při psaní
interpunkce nebo ostatních písmen textu.
Uprostřed obrázku je pak ukázka vstupního vektoru po odstranění háčků. Tato úprava
se provádí pro eliminaci zákmitů, které se objevují na začátcích tahů a na jejich ukončeních.
Tyto háčky mají svůj původ v třesavém pohybu ruky, když se pero (prst) začne dotýkat
podložky. Uživatel ještě nezapočal tah, ale polohovací zařízení již snímá pohyb. Podobně
je tomu i při ukončení tahu.
Další část obrázku představuje vyhlazení vstupního signálu, které se provádí průměro-
váním bodu s jeho sousedy. Většinou se používají k průměrování pouze předcházející body
vstupní posloupnosti [19]. Vyhlazení eliminuje zákmity v tahu, které mohou být způsobeny
třesem ruky, nebo nesprávným způsobem vzorkování polohy. To může být způsobeno na-
příklad používáním příliš velké části prstu u odporových displejů - poloha je pak snímána
různě podle místa s větším tlakem.
Poslední část obrázku pak ukazuje konečný výsledek po provedeném filtrování. Filtro-
vání, někdy nazývané jako
”
zřeďování“, eliminuje duplikované body a redukuje počet bodů.
Způsob filtrování může být závislý na použité klasifikační technice. Některé techniky za-
jišťují minimální vzdálenost mezi po sobě jdoucími body. Tyto přístupy produkují body,
které jsou rozmístěny v rovnoměrných vzdálenostech. Pokud je tah příliš rychlý, body jsou
hodně vzdáleny od sebe a tyto techniky pak mezi vzdálené body vkládají interpolací další
body. Jiné filtrační techniky jsou založeny na požadavku minimální změny směru tahu po
sobě jdoucích bodů. Tyto techniky produkují více bodů v regionech s velkými změnami
směru. Vyhlazení a filtrování může být obsaženo v jediné operaci nad daty.
Další operací, která již není na obrázku ukázána je redukce teček na body. Tato operace
redukuje malé zákmity, které nejsou tahem, na osamocené body. Tyto body pak představují
interpunkci v textu.
Některé tahy mohou být přerušeny vlivem chvilkového nadzvednutí pera (prstu) z pod-
ložky. Pokud je přerušení mezi tahy v porovnáním s velikostí písmene velice malé, provádí
se navazování tahů na sebe. Při blízkých zvednutích a opětovných položeních pera můžeme
předpokládat, že se nejedná o nový tah, nýbrž malou chybu při psaní souvislého tahu.
3.2 Normalizace
Důležitým krokem v předzpracování je kromě odstranění nežádoucích dat také normalizace.
Typické rozdíly v textu jsou velikost, naklonění textu a rotace. Tyto variace mohou podá-






Nalezené vodících čáry Úprava rotace textu Normalizace velikosti Úprava zkosení
Obrázek 3.2: Normalizace textu pomocí vodících čar. Obrázek převzat z [15].
rozpoznávání textu. Normalizace upravuje písmo do jednotné podoby a tím tyto variace
utlumuje.
Pro normalizaci je důležitý výpočet vodících čar [4, 15]. Jejich znázornění je vidět na
obrázku 3.2. Technika vodících čar jako ukazatelů toku textu se používá i u off-line tech-
nik rozpoznávání rukou psaného textu. Vodící čáry jsou užitečné z mnoha důvodům, jako
například normalizování velikosti, korekce rotace, nebo také pro výpočet příznaků z textu.
Nejčastěji se používají dvě hlavní vodící čáry [4]:
• Baseline (Základní čára) - Odpovídá základní čáře pro psaní. Na této linii jsou písmena
napsána.





Je ovšem možné vypočítat i další linie charakterizující tok textu [15]. Například:
• Bottom line (Spodní čára) - Tato linie ohraničuje poslení spodní text. Probíhá skrze





• Top line (Horní čára) - Tato linie leží na vrcholech velkých písmen a malých písmen





Normalizování rotace Ukázka výsledku této operace je znázorněna jako druhá zleva na
obrázku 3.2. Rotací textu se myslí jeho
”
šikmé psaní“. Ovšem rotace ve smyslu vodících čar
je také rotace těchto čar vůči sobě. Proto normalizace rotace textu upravuje směr textu a
zároveň upravuje i velikost písmen, jelikož se vodící čáry k sobě přibližují (od sebe oddalují).
Normalizování velikosti Základním cílem tohoto předzpracování je aby stejná písm-
mena měla přibližně stejnou velikost pro každé napsané slovo. Tohoto docílíme, pokud ka-
ždé slovo transformujeme na danou velikost základního textu (text mezi základní a hlavní
čarou). Tato transformace je možná díky přiřazením některých bodů v tazích textu k jed-
notlivým vodícím čarám. Po narovnání vodících čar se pak tyto body přetransformují a
podle nich i ostatní body tahu. Výsledek operace je znázorněn na obrázku 3.2.
Normalizování sklonu Pro normalizování rozdílného sklonu slov je třeba provést řez
jednotlivými slovy s ohledem na jejich sklon. Sklon je určen histogramem vytvořených ze
všech úhlů mezi úsečkami spojujícími dva body tahu a horizontálním směrem. Tyto úhly
musí být ještě váhovány podle vzdálenosti těchto bodů. Pak pouze jednoduché nalezení
maxima v histogramu určuje sklon textu ve slově. Podle tohoto úhlu se pak všechny úhly
v tazích změní. Ukázka je vidět na poslední části obrázku 3.2.
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Obrázek 3.3: Ukázka rozdílných textů, které potřebují jiný přístup k jejich segmentaci.
Obrázek převzat z [19].
3.3 Segmentace
Segmentací se myslí izolace rozličných psaných jednotek jako jsou znaky nebo slova, která
předchází jejich rozpoznávání. Mnoho písmen může být v psaném textu napsáno jedním
tahem naráz. Pak je třeba použít pro rozdělení znaků od sebe nějakou rozpoznávací heu-
ristiku. Takováto segmentace vyžadující nějaké rozpoznávání se nazývá vnitřní segmentace.
Existuje také segmentace vnější. Ta se od vnitřní segmentace odlišuje tím, že pro rozdělení
písmen od sebe se nepoužívá žádný rozpoznávací systém, ale rozdělení písmen je jen na uži-
vateli, který text píše. Externí segmentace je tudíž jednodušší pro výpočet (žádný výpočet
neprobíhá), díky tomu je práce rozpoznávacího systému svižnější a rozpoznávací systém má
jednodušší práci.
Na obrázku 3.3 jsou pak vidět možné varianty textu, které potřebují rozdílný systém pro
segmentaci. Na prvním a druhém řádku je vidět ukázka boxové segmentace [19]. Znaky jsou
zde napsány v předdefinovaných boxech tak, že každý box obsahuje jeden znak. Uživatel tak
udělá segmentaci tím, že píše znaky do boxů. Navíc toto
”
boxování“ umožňuje zachycovat i
tah mezi boxy (obrázek druhý řádek), takže psaní textu je plynulé. Takováto segmentace je
velice spolehlivá. Navíc tento přístup dovoluje změnu znaku v boxu i po napsání textu. Na
třetím řádku je zobrazen text, který je selektivně oddělen mezerami. Segmentace takového
textu je stále jednoduchá. Naproti tomu souvislý text zobrazený na čtvrtém řádku již
vyžaduje klasifikátor či jinou heuristiku pro rozdělení znaků od sebe.
3.4 Extrakce příznaků
Pro rozpoznávání tvarů bychom mohli vstupní data hned předat klasifikátoru. Úspěšnost
takto koncipovaného klasifikačního systému ale nebude velká. Je výhodné si data předpři-
pravit a získat z těchto vstupních dat informace relevantní pro klasifikaci. Naopak některé
informace ze vstupních dat mohou být redundantní a nemusí mít vliv na úspěšnost roz-
poznávání. Dále bude vysvětleno několik základním příznaků, které jsou relevantní k mé
diplomové práci a které lze použít pro klasifikaci rukou psaného písma [8]. Většinu z těchto









x(t), y(t) x(t+1), y(t+1)
x(t+2), y(t+2)
a) směr psaní b) zakřivení
β
Obrázek 3.4: Ukázka extrahovaných příznaků směru psaní a zakřivení tahu. Obrázek pře-
vzat z [8].
Přítlak pera
Tento příznak indikuje dotyk pera na psací podložku. Tento binární příznak nám říká, zda
se pero dotýká podložky v daném čase t. Je nutno podotknout, že tato informace záleží
na zařízení, ze kterého data získáváme. Systémy, které neustále monitorují polohu pera
mohou tuto informaci poskytnout. Jistě je vidět, že data pořízená z takovéhoto zařízení
nám umožňují rozpoznávat i části volných tahů.
Systémy založené na tlakocitlivé, nebo kapacitní vrstvě nám nejsou schopny tuto infor-
maci dát, jelikož snímají polohu pera (prstu) pouze, když se dotýká podložky.
Souřadnice bodů trajektorie
Pro rozpoznávání lze použít čisté souřadnice bodů, které jsou získány z polohovacího zaří-
zení. Tyto souřadnice by měly být normalizované na jednotnou velikost.
Rychlost psaní
Rychlost psaní je příznak udávající délky čárových segmentů tahu. Čím je rychlost psaní
větší, tím bude delší i čára nakreslená mezi dvěma vzorkovanými body.
Směr psaní
Úhel směru psaní je zobrazen na obrázku 3.4 vlevo. Lokální směr psaní v bodě (x(t), y(t))








kde ∆s(t),∆x(t) a ∆y(t) jsou definovány následovně
∆s(t) =
√
∆x2(t) + ∆y2(t), (3.2)
∆x(t) = x(t− 1)− x(t+ 1),







Obrázek 3.5: Znázornění okolí bodu (x(t), y(t)). Obrázek převzat z [8].
Zakřivení
Zakřivení je znázorněno na obrázku 3.4 vpravo. Toto zakřivení v bodě (x(t), y(t)) je repre-
zentováno kosinem a sinem úhlu definovaného následující sekvencí bodů:
(x(t− 2), y(t− 2)), (x(t), y(t)), (x(t+ 2), y(t+ 2)) (3.3)
Přesně vzato tento signál nereprezentuje zakřivení, ale signál úhlové rozdílnosti. Zakři-
vení by bylo 1r , kde r je poloměr kružnice, která se dotýká a částečně přiléhá na křivku.
Kosinus a sinus může být vypočítán pomocí hodnot z 3.1
cosβ(t) = (cosα(t− 1) · cosα(t+ 1)) + (sinα(t− 1) · sinα(t+ 1)), (3.4)
sinβ(t) = (cosα(t− 1) · sinα(t+ 1))− (sinα(t− 1) · cosα(t+ 1))
Vzhled trajektorie





Kde A(t) charakterizuje poměr výšky se šířkou ohraničujícího rámečku obsahujícího
předchozí a následující bod bodu (x(t), y(t)).
Kudrnatost
Kudrnatost C(t) je příznak, který popisuje odchylky od přímé linie v okolí bodu (x(t), y(t)).








kde L(t) označuje délku trajektorie v okolí bodu (x(t), y(t)), tj. sumu délek všech čá-









Obrázek 3.6: Znázornění získávání příznaků o vysokých a nízkých bodech v okolí bodu
(x(t), y(t)). Obrázek převzat z [8].
a ∆y jsou šířka a výška ohraničujícího rámečku, který obsahuje všechny body okolí bodu
(x(t), y(t)). V souladu s touto definicí jsou hodnoty kudrnatosti v rozsahu [−1;N − 3].
Většinou jsou ale tyto hodnoty větší než 1.
Linearita
Průměr čtverečních vzdáleností di (obrázek 3.5) mezi body okolí bodu (x(t), y(t)) a přímé










Naklonění rovné linie spojující první a poslední bod okolí bodu (x(t), y(t)) je definován jako
kosinus jeho úhlu α. Tento úhel je zobrazen na obrázku 3.5.
Vysoké a nízké body
Tyto dva příznaky patří do skupiny příznaků, které lze získat z off-line dat. Jde o počet
bodů nad základní textovou linií (vysoké body) a pod základní textovou linií (nízké body)
v daném čase t. Jejich výpočet je znázorněn na obrázku 3.6. Pro tyto příznaky se vybírají
pouze body, které spadají do lokálního regionu definovaného x-ovými souřadnicemi bodu
(x(t), y(t)), který je na obrázku zvýrazněn červeně, jejichž x-ové souřadnice x splňují x(t)−
d < x < x(t) + d, mohou být považovány za vysoké, nebo nízké body v čase t. Navíc
musí mít body minimální vzdálenost b od obou vodících linií aby mohly být zařazeny mezi
vysoké nebo nízké body. To zajistí, že i špatně spočítané vodící čáry budou mít minimální
vliv na počítání těchto příznaků. Oba příznaky jsou jednoduchým součtem těchto bodů,
z nichž ještě každý je váhován vzdáleností od horní vodící linie (vysoké body) nebo od
spodní základní linie (nízké body). Na obrázku 3.6 jsou zjištěné vysoké body zvýrazněny
zelenou barvou. Základní myšlenkou, proč přidat tyto příznaky, je oddělit speciální znaky






Obrázek 3.7: Ukázka tvorby kontextových map. Obrázek převzat z [4].
Kontextové mapy
Kontextová mapa je off-line šedotónový obrázek B = b(i, j) okolí bodu (x(t), y(t)), kde
b(i, j)je počet bodů trajektorie spadajících do pixelu (i, j). Kontextová mapa je konkrétně
obrázek s nízkým rozlišením s pixelem ve středu reprezentujícím bod (x(t), y(t)). Rozměry
kontextové mapy jsou závislé na celkové výšce slova. Postup získávání kontextových map
ze znázorněn na obrázku 3.7. Algoritmus pro tvorbu kontextové mapy pracuje s obrazovou
informací o textu, ze které sejme okolí vyšetřovaného bodu a toto okolí podvzorkuje na
požadované rozlišení (například okolí 9x9 převede na vektor příznaků 3x3). Tento vektor
tak obsahuje informaci o okolních bodech vyšetřovaného bodu. Tyto okolní body leží v tra-
jektorii, ale nemusí se objevit ve výčtu souřadnic tahů, jelikož tah může být příliš rychlý a
tyto body již nepadnou do okolí bodu.
3.5 Charakteristiky klasifikovaných dat
Systémy pro rozpoznávání tvarů musí počítat s jedním z velkých problémů rozpoznávání.
Musí se vypořádat s proměnlivostí dat (příznakových vektorů), které do těchto systémů
vstupují. Rozdílnost dat nejvíce pochází ze čtyř rozdílných faktorů [16]: geometrická roz-
dílnost tvarů, alografická rozdílnost, neuro-biomechanický šum a rozdílnost posloupnosti
psaní.
Geometrická rozdílnost
První kategorie variancí vstupního signálu rukou psaného textu se týká afinních transfor-
mací, které pisatel vkládá do psaného textu. Příklady takovýchto transformací lze vidět na
obrázku 3.8(a). Posunutí, jiná velikost, střih psaní a rotace mohou být různé u každého
pisatele. Tyto transformace mají také rozdílnou velikost u různých pisatelů.
Pro odstranění afinně geometrických transformací můžeme navrhnout mnoho metod,
které nám pomohou zmírnit, nebo odstranit specifickou geometrickou vadu ve vstupním
psaném textu.
Někdy je výhodné použít afinní normalizaci lokálně, v posunujícím se okně (
”
sliding
window“). Pak ji nazýváme lokálně afinní transformací.
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Obrázek 3.8: Čtyři problémy znesnadňující klasifikaci. (a) Afinní transformace, (b) Alogra-
fická rozdílnost, (c) Neuro-biomechanická rozdílnost (d) Rozdíly v pořadí psaní. Obrázek
převzat z [16].
Jako příklad lze uvézt úpravu střihu textu pomocí sklonu textu. Sklon spočítáme ze vstup-
ního textu a pomocí variance mezi vypočítaným sklonem a standardním sklonem lze vstup
upravit do standardního střihu.
Alografická rozdílnost
Alografická rozdílnost souvisí s tím, jak každý pisatel individuálně píše znaky abecedy
(obrázek 3.8(b) ). Dala by se definovat jako počet znaků, které používá populace pisatelů
pro daný znak v abecedě jazyka, který používá.
Tuto rozdílnost ovlivňuje mnoho faktorů a existuje velká rozdílnost mezi znaky psanými
různými pisateli. Tato rozdílnost je dána například rozdílnou národností pisatelů, jejich
věkem, nebo také tím, že se různí pisatelé naučili rozdílné techniky psaní.
Alografická rozdílnost je největším problémem při rozpoznávání rukou psaného textu.
Mnoho rozpoznávacích technik se tento problém snaží vyřešit masivním trénováním růz-
ných vzorů, jako v případě vícevrstvých neuronových sítí, nebo Skrytých Markovových
modelech. Tento přístup ale naráží na problém, kdy dochází ke generalizaci tvarů písmen
a tím ke ztrátě informací potřebných pro klasifikaci.
Neuro-biomechanický šum
Třetí zdroj problému pro automatické rozpoznávání psaného textu pochází z neuropsy-
chologických a biomechanických limitů lidského aparátu pro psaní. Psací aparát má vliv
na celkovou kvalitu psaného písma a tím také velký vliv na úspěšnost rozpoznávání. Příklad
zhoršené kvality psaného písma tímto způsobem je vidět na obrázku 3.8(c).
Například zrychlení psaní textu znamená také větší nároky na sílu potřebnou k udržení
křivek tahu tak, aby odpovídaly psanému písmu. Pokud tuto sílu pisatel nevyvine, psaný
text se stává plynulejším a vytrácejí se i některé charakteristické křivky písma. To potom
vede k horším výsledkům při klasifikaci těchto písmen.
Rozdílnost posloupnosti
Tento problém odpovídá rozdílnosti pořadí, ve kterém lze znaky textu napsat (příklad na
obrázku 3.8(d) ). Typické jsou úpravy dělané po dokončení psaní, dodatečná interpunkce,
a jiné. Problémem jsou také pravopisné chyby, které vycházejí z limitace pisatelovi znalosti
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pravopisu. Patří sem také patří problémy související s
”
klouzáním“ pera po podložce. Řa-
díme sem vynechávky v psaní a naopak i tahy navíc, které mají svůj původ v motorice
psaní.
Rozdílnost posloupností více ovlivňuje on-line rozpoznávání než off-line rozpoznávání.
Lze ji také řešit postupnou kombinací možností psaní tahů písmene po sobě. Tím ale
narůstá složitost rozpoznávání. Například velké písmeno E může být napsáno pomocí čtyř
tahů. Každý z těchto tahů může být započat na dvou koncích. To nám dává 24! · 4 = 384
možností, jak toto písmeno pomocí čtyř tahů napsat. Naštěstí lidé při psaní nepoužívají




Pokud jsou vstupní data připravena, máme po zpracování dat sadu příznaků, díky kterým
od sebe můžeme znaky odlišit. Na řadu tak přicházejí systémy, díky kterým můžeme tyto
písmena od sebe odlišit a klasifikovat do správných skupin.
Kapitola se v první části zabývá seznámením s nejčastěji používanými technikami klasifi-
kace pro rozpoznávání rukou psaného textu [11]. Pojednává o Dynamickém borcení času [10],
neuronových sítích [7, 17] a skrytých Markovových modelech. Jelikož je navržená aplikace
založena na skrytých Markovových modelech [1, 2], kapitola se v další části zaměřuje právě
na jejich principy [12].
4.1 Metody pro klasifikaci
Abychom se vyrovnali s problémy, které jsme definovali v předchozí kapitole, je vhodné kom-
binovat mnoho rozpoznávacích metod pro vytvoření efektivního systému. Takto navržený
systém musí být také trénován na velké mezinárodní databázi vzorů.
Aby bylo možné navrhnout takový systém, je vhodné vzít v úvahu některé obory: pale-
ografii, psací nástroje, biomechaniku, ale také neuropsychologii, lingvistiku a jiné.
Postupně bylo vyvinuto mnoho metod pro rozpoznávání rukou psaného textu. Většina
z nich se také používá při klasifikaci jiných dat, nejen pro data reprezentující text, například
pro rozpoznávání gest, tvarů v obraze, rozpoznávání řeči, a mnoha dalších.
Pro rozpoznávání rukou psaného textu se nejvíce používají dvě rozdílné rodiny klasifi-
kátorů [11]:
1. formálně strukturní metody a metody založené na pravidlech - Jsou založené
na předpokladu, že tvar znaku lze popsat abstraktními tvary. Je ovšem nutné zanedbat
některé nevýrazné změny v tahu, které se vytvoří například biomechanickou chybou.
Metody založené na pravidlech byly navrženy již v 60-tých letech. Základem těchto
metod jsou složitá, robustní a spolehlivá pravidla. Pokud jsou znaky těmito pravidly
vhodně popsány, mají tyto přístupy zajímavé vlastnosti. Jejich největšími výhodami
je, že nepotřebují velké množství trénovacích dat a velké množství příznaků pro popis
písmene.
2. statistické klasifikační metody - U tohoto přístupu jsou znaky popsané stejným
množstvím příznaků, které je od sebe odlišují. Do této skupiny lze řadit neuronové
sítě či Markovovy modely.
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Dynamické borcení času
Dynamické borcení času (Dynamic Time Warping - DTW) je algoritmus porovnávající
vzdálenosti dvou posloupností, které mohou být rozdílné v čase nebo rychlosti [10]. Napří-
klad podobnost mezi příznaky dvou písmen bude zaznamenána i když první písmeno bylo
psáno pomalu a druhé rychle, nebo i v případě, že změny rychlostí se projevovaly i během
psaní jednoho písmene. Každá data, která mohou být převedena do lineární podoby, mohou
být také analyzována pomocí DTW.
DTW je metoda, která umožňuje počítači najít optimální vztah mezi dvěma danými
posloupnostmi s určitými omezeními. Posloupnosti jsou
”
natahovány“ nelineárně v časové
dimenzi pro určení jejich nezávislé podobnosti daných nelineárních rozdílností v časové
dimenzi. Tato metoda porovnávání je většinou používána v kontextu Skrytých Markovových
modelů.
Neuronové sítě
Modely umělých neuronové sítí, nebo jednoduše
”
Neuronové sítě“ dosahují velice dobrých
výsledků díky hustému propojení jednoduchých výpočetních prvků modelu. Umělé neuro-
nové sítě jsou založeny na lidském chápání biologického nervového systému [7]. Neuronové
sítě mají velký potenciál v rozpoznávání vzorů z obrázků a jiných klasifikačních problémech,
kde jsou vyžadovány paralelní a vysoce náročné výpočty. I když mají modely založené na
neuronových sítích velkou rozpoznávací sílu, jsou stále velice vzdálené od schopností lid-
ských nervových sítí.
Naprostá většina neuronových sítí je založena na kombinaci elementárních článků (neu-
ronů). Ke každému neuronu (perceptronu) je připojeno množství vstupů, ze kterých je neu-
ron schopen generovat jeden výstup. S každým vstupem neuronu je spojena váha. Výstup
neuronu se pak počítá jako funkce těchto váhovaných vstupů. Tato funkce může generovat
diskrétní nebo spojité výstupy neuronu. Vstup neuronu můžeme popsat rovnicí 4.1, kde jsou
vstupy označeny v1, v2, v3, . . ., a váhy w1, w2, w3, . . . . Kompletní vstup neuronu (bázová





kde Θ je práh spojený s neuronem. S neuronem je také spojena aktivační (přenosová) funkce
f(x), která produkuje výstup. Tento výstup může být diskrétní, např.
f(x) =
{
0 if x ≤ 0







Síť neuronů je tvořena množstvím jednotlivých perceptronů navázaných na sebe (výstup
neuronu bude vstupem pro jiný neuron). Takováto síť napodobuje propojení mnoha jed-
noduchých neuronů v lidském mozku. Podobně jako spojení mezi neurony můžeme do sítě
zavést několik vnějších vstupů a z ní vyvést také několik výstupů. To, co leží mezi vstupy
a výstupy, je potom specifikováno právě sítí. Může to být obrovské množství složitě spoje-
ných neuronů, nebo to také může být jeden neuron, který rozhoduje o výstupech. Naprostá
většina používaných sítí je tvořena několika vrstvami perceptronů, které jsou mezi sebou
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Obrázek 4.1: Markovův model s šesti stavy (4 stavy jsou vysílací), se znázorněnými přecho-
dovými pravděpodobnostmi a se znázorněnou pozorovanou sekvencí generovanou modelem.
Obrázek převzat z [21]
propojeny systémem každý s každým. Podle topologie můžeme sítě rozdělit na přímé (neu-
rony jsou spojeny za sebou) a rekurentní (neurony mohou být spojeny s předcházejícími).
Vstupní data do sítě označujeme jako vstupní vektor, výstupní data jako výstupní vektor.
Při trénování je využita zpětná vazba. Na vstup dáme trénovací vzorek a síť vygeneruje
výsledek podle aktuálního nastavení. Tento výsledek porovnáme s požadovaným výsledkem
a určíme chybu. Pak přenastavíme váhy, či hodnoty prahů neuronů tak, abychom snížili
hodnotu chyby. Toto opakujeme dokud nebude vypočítaná chyba menší než minimální
povolená (námi stanoveno).
Při trénování bez učitele nesledujeme výstupy. Síti předáváme sady vstupů a síť si je
sama snaží rozdělit do tříd.
Mezi způsoby učení patří Hebbův zákon z roku 1949. Vychází z představy trénování
neuronů v mozku, že při učení se posilují vazby mezi neurony, které byly aktivovány. Pokud
je k dispozici vstup x, hodnota y udávající, do které třídy vstup patří, a hodnota váhy w
daného vstupu, lze vypočítat novou hodnotu váhy. V (umělých) neuronech by se dalo toto
pravidlo pro více vstupů formulovat jako
wi+1 = wi + yi xi (4.4)
Nová hodnota váhy je tak vypočítána pomocí předešlé váhy a vstupu, o němž víme, do
které třídy má být zařazen.
Skryté Markovovy modely
Skryté Markovovy modely mohou být chápány jako určitý příklad stavového prostoru na
obrázku 4.1, ve kterém jsou skryté proměnné diskrétní. Pokud budeme zkoumat jednotlivé
časové stavy modelu, uvidíme, že jejich výstup odpovídá modelům se složenými pravděpo-
dobnostními distribucemi. Tyto pravděpodobnosti určují s jakou pravděpodobností můžeme
z daného stavu generovat určitý výstup.
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Na Markovovy modely lze pohlížet jako na rozšíření modelů založených na složených
pravděpodobnostních distribucích, kde se vstupní pozorování nebere náhodně, ale závisí na
předchozích vstupech.
Jedna z největších výhod skrytých Markovových modelů je jejich schopnost zachytit
určitý stupeň invariance v lokálních deformacích (roztahování a smršťování) časové osy [1].
Pro pochopení si lze představit, jakým způsobem lze napsat například číslici
”
2“ při on-
line psaní. Typicky se tato číslice skládá ze dvou rozdílných sekcí spojených ve vrcholu.
První část začíná vlevo nahoře, pokračuje obloukem a končí vlevo dole vrcholem nebo
smyčkou. Druhá část pak na ni navazuje ve vrcholu nebo smyčce a více či méně rovně
končí vpravo dole. Vlivem rozdílných stylů psaní tohoto písmene pak mají za následek
rozdílné poměry délek těchto dvou částí, proto se pak také liší pozice vrcholu nebo smyčky
ve vstupní sekvenci. Rozdíly v těchto variacích pak můžou Markovovy modely absorbovat
díky možnosti přejít do stejného nebo následujícího stavu. Je důležité si také uvědomit, že
pokud bude písmeno napsáno v opačném pořadí (začátek bude vpravo dole a konec vlevo
nahoře), bude pravděpodobnost této vstupní sekvence pro model extrémně malá.
Kromě on-line rozpoznávání rukou psaného textu se skryté Markovovy modely s úspě-
chem používají například také při rozpoznávání řeči [21] a při analýze biologických sekvencí
jako jsou proteiny nebo DNA [2].
Jelikož jsem se ve své diplomové práci zabýval rozpoznáváním textu pomocí Skrytých
Markovových modelů a zároveň jsem tento model implementoval, je tomuto klasifikačnímu
nástroji vhodného pro klasifikaci sekvenčních dat věnována samostatná podkapitola.
4.2 Skryté Markovovy modely
Základní teorie Markovových modelů (Hidden Markovs models - HMM) poprvé teoreticky
popsal Andrey Markov v roce 1906. Tyto modely tedy nesou jeho jméno - Markovovy mo-
dely. Velkého rozšíření a používání pro rozpoznávání se ale dočkaly až v sedmdesátých
letech minulého století. Dnes se používá mnoho různých druhů skrytých Markovových mo-
delů. Používají se u mnoha klasifikačních úloh, což poukazuje na jejich obecnost a relativní
jednoduchost. Popisují pravděpodobnostní distribuci mezi potencionálně nekonečným poč-
tem sekvencí. Například při rozpoznávání řeči se pozoruje sekvence jednotlivých hlásek
(fonémů), při rozpoznávání rukou psaného textu se pozoruje sekvence získaných příznaků
(pozice, rychlost, směr kreslení, . . .). Tuto sekvenci rozpoznává systém založený na Mar-
kovových modelech. Jeho výstupem je číslo udávající pravděpodobnost, se kterou vstupní
sekvence odpovídá natrénovanému modelu.
Jméno
”
Skryté Markovovy modely“ vzniklo z faktu, že sekvence stavů Markovova mo-
delu nelze přímo při průchodu modelem pozorovat. Každý stav Markovova modelu ale
s danou pravděpodobností generuje výstup. Sekvenci výstupů modelů pak ale pozorovat
můžeme. Znázornění lze vidět na obrázku 4.2.
Příklad jednoduchého skrytého Markovova modelu, který modeluje sekvenci dvou znaků
(a, b), je vidět na obrázku 4.2. Tento jednoduchý HMM může být vhodný model pro pro-
blém, ve kterém uvažujeme sekvenci začínající jedním symbolem (například a) a pak se
změní na jiný symbol (například b). HMM se skládá ze dvou stavů spojených přechody. Ka-
ždý stav vysílá pravděpodobnost, se kterou tvoří (nebo porovnává) nové symboly. Nyní je
vhodné uvažovat o HMM jako o modelu vytvářejícím sekvenci symbolů. Začínáme v počá-
tečním stavu. Vybereme si nový stav s určitou přechodovou pravděpodobností (buď zůsta-
neme ve stavu 1 s přechodovou pravděpodobností t1,1, nebo přejdeme do stavu 2 s přecho-
dovou pravděpodobností t1,2). Pak můžeme generovat výstupy s pravděpodobností specifi-
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kované aktuálním stavem (například si vybereme a s pravděpodobností p1(a)). Opakujeme
přecházení mezi stavy (vysílání pravděpodobností) dokud nedosáhneme koncového stavu.
Na konci tohoto procesu máme skrytou sekvenci stavů, kterou nepozorujeme a sekvenci
symbolů, která nás zajímá.
Definice
Markovův model bychom mohli popsat jako diskrétní stavový model se stochastickým pře-
chodovým procesem [12]. Tento model se může nacházet v různých stavech mezi kterými
přechází pomocí diskrétních kroků. Diskrétní krok znamená přímý přechod z jednoho stavu
do jiného. Změny stavů v systému se nazývají přechody a pravděpodobnosti spojené s růz-
nými změnami stavů se nazývají přechodové pravděpodobnosti.
Diskrétní Markovův model si můžeme představit jako sadu N odlišných stavů (q1, q2,
q3, . . ., qN ) jak je znázorněno na obrázku 4.1. Není nutné důsledně definovat stav modelu,
stačí předpokládat, že uvnitř stavu má signál měřitelné, rozlišovací vlastnosti.
V jednotlivých intervalech (nemusí být vázány na čas) systém přejde do jiného stavu
(může se vrátit do stejného) podle sady pravděpodobností, které jsou spojeny s tímto sta-
vem. Do nového stavu se model dostane na základě distribuční přechodové pravděpodob-
nosti P , která závisí na předchozím stavu (stavech). Jednotlivé okamžiky, ve kterých se
mění stavy označíme jako t = 1, 2, 3, ... a aktuální stav v čase t jako qt. Úplný pravděpo-
dobnostní popis systému by vyžadoval specifikaci aktuálního stavu stejně jako všech jeho
předcházejících stavů.
P [qt = qi|qt−1 = qj , qt−2 = qk, ...] = P [qt = qi|qt−1 = qj ] (4.5)
Mimoto můžeme požadovat procesy, ve kterých je pravá strana v 4.5 nezávislá na čase.
Po provedení přechodu, je z aktuálního stavu generován pozorovaný výstupní symbol
podle pravděpodobnostní distribuce, která je spojena s tímto stavem. Tato výstupní prav-
děpodobnost je stejná bez ohledu na to jak a kdy se do stavu vstoupilo. Tudíž model o N
stavech má také N výstupních pravděpodobnostních rozložení.
Nyní lze formálně definovat notaci modelu pro diskrétní Skrytý Markovův model. Pís-
menem T se značí délka pozorované sekvence. Většinou je délka sekvence vázaná na čas a
její části jsou definované po časových úsecích. Ale sekvence nemusí být explicitně spojená
s časem, avšak by měla dodržovat pravidla posloupnosti, tj. pozorované vzorky by měli být
uspořádány po sobě, tak jak byly přijaty. Počet stavů modelu značíme N . Jde o počet všech
stavů v modelu. Do skrytého Markovova modelu se většinou přidává počáteční a koncový
stav, jak je vidět na obrázku 4.1. Písmenem M pak značíme počet pozorovaných symbolů.
Jde o velikost abecedy, kterou je model schopen přijímat (nebo generovat). Množina stavů
modelu q1, q2, . . . , qN se značí Q. Do množiny se započítávají i oba koncové stavy. Pís-
menem O je označena diskrétní sada možných pozorovaných symbolů (vstupní abeceda)
o1, o2, . . . , oM . Jednotlivé symboly mohou být také složeny z více hodnot (například vek-
tor příznaků extrahovaných z textu). Přechodové pravděpodobnosti mezi stavy se značí
A = aij , 0 ≤ i, j ≤ N , kde aij definuje přechodovou pravděpodobnost mezi dvěma stavy i a
j - aij = P (qj v čase t+ 1|qi v čase t). Tyto koeficienty přechodových pravděpodobností
pak musí splňovat:
aij ≥ 0 ,
N∑
j=1
aij = 1 (4.6)
Písmenem B = bj(k) se značí pravděpodobnostní distribuce pozorovaného symbolu










ukrytá sekvence stavů, π 
pozorovaná sekvence symbolů, x
t1,1 t1,2 t2,end   p1(a)  p1(b)  p2(a) P(x, π | HMM)
Obrázek 4.2: Znázornění přechodů ve skrytém Markovově modelu. Obrázek převzat z [2]
pravděpodobnosti, se kterou může být daný symbol pozorován (generován) ze stavu j.
A Nakonec pi = pii značíme počáteční vysílací pravděpodobnost ve stavu i - P (qi v čase t =
1).
Pro přehlednost se používá kompaktní notace pro skrytý Markovův model (HMM)λ =
(A,B, pi) [12].
Předtím, než bude probrána problematika trénování HMM je nutné přesně definovat
výstupní funkci pro stavy. Pro pravděpodobnostní rozložení výstupních funkcí skrytých
Markovových modelů se nejčastěji používají kombinace gaussovského rozložení [21].
Pokud do stavu j v čase t přichází vektor hodnot (např. příznakový vektor), lze jej roz-
dělit do S nezávislých datových toků ost. pak lze výstupní pravděpodobnost pozorovaného












kdeMs je počet komponent pro datový tok s, cjsm je váham-té komponenty aN (·;µ,Σ)
je vícerozměrná Gaussova funkce s vektorem středních hodnot µ a kovarianční maticí Σ.
Pravděpodobnost takové Gaussovy funkce pro daný vektor lze pak spočítat pomocí





kde n je dimensionalita o.
Trénování
Největším problémem při používání HMM je získat způsob, jakým určit parametry modelu
λ = (A,B, pi), aby byla maximalizována pravděpodobnost pozorované sekvence generované
modelem P (O|λ). Neexistuje žádná známá cesta analytického řešení modelu, která maxima-
lizuje pravděpodobnost pozorované sekvence. Pokud předáme jakoukoliv konečnou sekvenci
pozorování jako trénovacích dat, tak ve skutečnosti neexistuje žádný optimální způsob jak
odhadnout parametry modelu. Nicméně je možné zvolit λ = (A,B, pi) takové, že lokálně
maximalizuje P (O|λ) použitím iterativní procedury, jako je Baum-Welchova metoda (nebo
ekvivalentní EM (Expectation-Maximizaton) metoda).
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Na počátku Baum-Welchovy reestimace parametrů modelu je nutné parametry modelu
”
zhruba“ odhadnout. Tyto počáteční parametry nejsou pro trénování modelu příliš důležité,
tzn. nemusí být složitě počítány, aby co nejlépe odpovídaly požadovaným parametrům.
Základním problémem je odhadnout střední hodnoty a odchylky výstupní pravděpo-








Kdybychom měli pouze jediný stav j v HMM, vypočítali bychom tyto parametry jed-













(ot − µj)(ot − µj)′ (4.11)
Ve skutečnosti ale máme více stavů, které postihují různé délky vstupní posloupnosti.
Vzorce 4.10 a 4.11 ale můžeme použít pro jednoduchou inicializaci modelu. Nejdříve roz-
dělíme vstupní posloupnost na tolik částí, kolik je stavů modelu a potom tyto části zprůměru-
jeme podle 4.10 a 4.11. Tím dostaneme přibližné hodnoty stavů, které nám budou lépe
konvergovat při iterativním učení (Baum-Welch).
Úplná pravděpodobnost dané pozorované sekvence je založena na výpočtu součtu všech
možných stavových posloupností, které mohou generovat danou výstupní sekvenci. Každý
pozorovaný vektor ot tak přispívá k výpočtu parametrů modelu maximalizujících celkovou
pravděpodobnost vysílání pozorované sekvence. Namísto přiřazení každého pozorovaného
vektoru konkrétnímu stavu, je každý pozorovaný vektor ke každému stavu v poměru prav-
děpodobnosti bytí v tomto stavu, kde byl vektor pozorován. Pokud Lj(t) označuje prav-




























Součty ve jmenovatelích zajišťují normalizaci.
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Rovnice 4.12 a 4.13 jsou Baum-Welchovy reestimační formule pro výpočet středních
hodnot a kovariančních matic HMM. Rovnice 4.14 slouží k výpočtu nových přechodových
pravděpodobností. Abychom ale mohli vypočítat nové odhady středních hodnot, odchylek
a přechodů, je nutné vypočítat pravděpodobnosti bytí v daném stavu a daném čase Lj(t)
(state occupation function). Tuto pravděpodobnost lze bypočítát pomocí Forward-Backward
(dopředný-zpětný) algoritmu.
Dopředná pravděpodobnost αj(t) pro nějaký model M s N stavy bude definována jako
αj(t) = P (o1,o2, . . . ,ot, x(t) = j|M) (4.15)
To znamená, že αj(t) je spojení pravděpodobností prvních t vektorů a pravděpodobnosti
bytí ve stavu j v čase t.
Algoritmus pro výpočet dopředné pravděpodobnosti je založen na faktu, že pravděpo-
dobnost bytí ve stavu j v čase t a vidění pozorování ot může být odvozena součtem všech
dopředných pravděpodobností předcházejících stavů i váhovaných přechodovými pravděpo-
dobnostmi aij vedoucími do současného stavu.
Algoritmus pro výpočet dopředných pravděpodobností:
1. Inicializace
α1(1) = 1 (4.16)








bj(ot) 2 < t < T, 1 < j < N (4.18)
3. Ukončení




Je třeba také doplnit, že z definice αj(t):
P (O|M) = αN (T ) (4.20)
Takže počítání dopředné pravděpodobnosti také vede k získání celkové pravděpodob-
nosti generování sekvence modelem P (O|M). Tato pravděpodobnost se také nazývá Baum-
Welchova pravděpodobnost.
Zpětná pravděpodobnost βj(t) je definována jako
βj(t) = P (ot+1, . . . ,oT |x(t) = j,M) (4.21)
Algoritmus pro výpočet zpětné pravděpodobnosti:
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1. Inicializace











Pokud již jsou spočítány zpětné a dopředné pravděpodobnosti, lze vypočítat pravděpo-
dobnost Lj(t) (state occupation function). Z definice,
αj(t)βj(t) = P (O, x(t) = j|M) (4.25)
Pak
Lj(t) = P (x(t) = j|O,M) (4.26)
=





Nyní již máme definováno vše potřebné k Baum-Welchově reestimaci. Algoritmus pro
trénování pak vypadá následovně:
1. Pro každý parametrický vektor alokuj místo pro součty čitatelů a jmenovatelů z rov-
nic 4.12 a 4.13. Toto místo nazvěme
”
akumulátory“
2. Spočítej dopředné a zpětné pravděpodobnosti pro všechny stavy j v časech t.
3. Pro každý stav j a čas t, použij pravděpodobnost Lj(t) a aktuální pozorovaný vektor
ot pro úpravu akumulátorů pro tento stav.
4. Pomocí finálních akumulátorů vypočítej nové hodnoty parametrů modelu.
5. Pokud je rozdíl P = P (O|M) a předchozí P (O|M) velmi malý, pak zatav iteraci.
Jinak pokračuj v reestimaci.
Tento algoritmus ale pracuje pouze s jedním vstupním (pozorovaným) vektorem. Obecně




Předchozí část vyřešila problém, jak HMM natrénovat na vstupní sadu vzorů. Nyní ale je
třeba vyřešit také problém, kdy již máme natrénované modely, vstupní vektor a chceme
zjistit, který model tomuto vstupnímu vektoru odpovídá. K tomu abychom to mohli roz-
hodnout, potřebujeme vědět pravděpodobnost s jakou model odpovídá vstupní sekvenci.
V předchozí části jsme definovali celkovou pravděpodobnost generování vstupní sek-
vence modelem, tzv. Baum-Welchovu pravděpodobnost. Tuto pravděpodobnost získáme
spočítáním dopředné, nebo zpětné pravděpodobnosti a pomocí ní bychom pak mohli klasi-
fikovat vstupní vektory do tříd reprezentovaných modely. Ovšem v praxi se tento přístup
příliš nepoužívá [12], protože tato pravděpodobnost zahrnuje všechny možnosti průchodu
modelem. Pro nejlepší výsledek ale potřebujeme získat jen ten nejlepší průchod. Pro získání
pravděpodobnosti se proto používá Viterbiho algoritmus.
Viterbiho algoritmus vychází z počítání dopředné pravděpodobnosti. Ale místo součtu
pravděpodobností všech předchůdců vybírá viterbiho algoritmus největší pravděpodobnost
z těchto předchůdců. Pro daný model M , mějme φj(t) představující maximální pravdě-
podobnost pozorované vstupní sekvence o1 . . . ot a bytí ve stavu j v čase t. Viterbiho
algoritmus pak vypadá následovně:
1. Inicializace
φ1(1) = 1 (4.27)





3. Ukončení - získání maximální pravděpodobnosti Pˆ (O|M)




Základní Markovovy modely, spolu se standardními algoritmy pro maximalizaci pravděpo-
dobností, jsou pozměňovány do mnoha podob podle potřeb pro jednotlivé aplikace těchto
modelů. Zde zmíním několik nejdůležitějších variant skrytých Markovových modelů [1].
Jedním z problémů základních Markovových modelů je jejich špatné postihování korelací
(vztahů) dat vzdálených hodně od sebe, jelikož jsou tato data přijímána skrytým Marko-
vovým řetězcem prvního řádu. Postihnutí vzdálenějších korelací lze provézt v podstatě při-
dáním přechodů mezi vzdálenějšími stavy. Získáme tím skryté Markovovy modely vyšších
řádů, což znamená, že jejich stavy jsou propojeny i se vzdálenějšími, než jen se sousedními.
Na obrázku 4.1 je znázorněn skrytý Markovův model druhého řádu. Spojení mezi soused-
ními stavy je vytvořeno pomocí přechodových pravděpodobností ai,i+1 , 1 ≤ i < N . A díky
přechodovým pravděpodobnostem a24 a a35 je tento skrytý Markovův model modelem 2.
řádu. Pravděpodobnost bytí ve stavu již pak není závislá pouze na těsně předcházejícím
stavu, ale i na předchozím. Tudíž tento model lépe postihuje vztahy mezi vzdálenějšími
daty.
Dalším příkladem varianty skrytých Markovových modelů mohou být vstupně - vý-
stupní skryté Markovovy modely, ve kterých mám sekvenci pozorovaných proměnných
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o1,o2, . . . ,oN a navíc výstupní proměnné x1,x2, . . . ,xN , jejichž hodnoty také ovli-
vňují rozložení skrytých proměnných nebo výstupních proměnných nebo obou. Tato vari-
anta vylepšuje HMM na straně učení s učitelem, jelikož lze porovnávat výstupní hodnoty
s očekávanými a dle toho pak upravovat proměnné modelu.
Jinou variantou HMM mohou být zastupitelské skryté Markovovy modely - factorial
hidden Markov models [3], ve kterých je více nezávislých Markovových řetězců se skrytými
proměnnými. Distribuce pozorované proměnné v daném čase je pak závislá na stavech všech
odpovídajících skrytých proměnných ve stejném časovém kroku. Motivací pro používáni
zastupitelských HMM může být jejich jednoduchá reprezentace. Řekněme, že v daný časový
úsek přijmeme 10-ti bitový vzorek. Standardní HMM bude potřebovat K = 210 = 1024
skrytých stavů. Na rozdíl od toho může mít zastupitelský HMM pouze 10 binárních skrytých





V rámci diplomové práce byla vytvořena varianta klávesnice pro platformu MeeGo, pomocí
které lze psát do aplikace rukou psaný text. Tato aplikace je plně funkční a použitelná
v mobilních zařízeních. Jako klasifikační jádro klávesnice jsem vytvořil knihovnu skrytých
Markovových modelů.
Na začátku kapitoly jsou stručně popsány technologie, které jsem použil pro tvorbu
aplikace. Další část se zabývá největším problémem při implementaci, a to skrytými Mar-
kovovými modely. Zvláště se zaměřuje na použití logaritmických pravděpodobností v mo-
delech [9]. Tento přístup se ukázal jako velice přehledný, avšak díky složitosti modelů bylo
obtížné tento přístup implementovat.
V poslední části se kapitola zabývá návrhem klávesnice. A to jak jejím grafickým ná-
vrhem a popisem zamýšleného ovládání klávesnice, tak popisem zpracování vstupu a ná-
sledného rozpoznání písmen. Také se zmiňuje o problému integrace klávesnice do systému,
kvůli němuž jsem nakonec nemohl svoji aplikaci publikovat.
5.1 Použité technologie
Vývoj aplikací pro platformu MeeGo probíhá v jazyce C++ a vývojového prostředí Qt. Pro
tvorbu grafického uživatelského prostředí se používá speciální jazyk QML [13].
Pro rozpoznávání vzoru v mé aplikaci jsem vytvořil knihovnu skrytých Markovových
modelů. Knihovna obsahuje algoritmy pro trénování a dekódování popsané v kapitole 4.2.
Knihovna je vytvořena jednoduchým způsobem, ale je plně funkční.
Jelikož je aplikace variantou interní klávesnice systému, nebylo možné využít všechny
výhody vývoje, které poskytuje vývojové prostředí pro platformu MeeGo.
5.2 Implementace skrytých Markovových modelů
Jako klasifikační jádro mé aplikace jsem zvolil skryté Markovovy modely (kapitola 4.2).
Pro rozpoznávání on-line rukou psaného textu jsou vhodné především pro jejich schop-
nost pracovat se sekvenčními daty. Jelikož vstupem je posloupnost příznaků získaných z po
sobě jdoucích tahů, lze na tato data s výhodou využít skryté Markovovy modely. Vytvořená
knihovna skrytých Markovových modelů se skládá ze dvou tříd (třída Model a Classifier).
Třídy jsou zobrazeny na obrázku 5.1. Třída Model slouží k uchování informace o jednot-
livých modelech a obsahuje algoritmy pro trénování těchto modelů a pro zjištění pravdě-
podobnosti generování posloupnosti modelem. Třída Classifier obsahuje seznam modelů
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Obrázek 5.1: Diagram tříd rozpoznávače.
písmen abecedy a pomocí nich klasifikuje nakreslená písmena.
Zavedení logaritmické pravděpodobnosti
Algoritmy pro trénování modelu (i pro evaluaci) používají gaussovský pravděpodobnostní
model. Při průběhu algoritmu zjišťují pravděpodobnosti příznaků pro jednotlivé modely.
Vetšinou ale díky datům, která jsou odlišná, vznikají velice malé pravděpodobnosti. Při
provádění algoritmu se tyto pravděpodobnosti násobí (blíže v kapitole 4.2). Díky těmto
násobením jsou hodnoty pravděpodobností extrémně malé. Zde narážíme na problém, kdy
hodnoty již nejdou uložit jako hodnoty s plovoucí řádovou čárkou v počítači. Tyto nízké
hodnoty pak vystupují jako nuly a výpočty nad skrytými Markovovými modely se tak
stávají numericky nestabilními.
Proto bylo nutné pozměnit výpočty tak, aby čísla, která se pro výpočty používají, mohla
být reprezentována čísly v počítači. Pro řešení tohoto problému existují dva možné přístupy
k výpočtům nad skrytými Markovovými modely [9, 12].
První možností je použití škálování měřítka podmíněných pravděpodobností pomocí
přesně zvolených škálovacích koeficientů [12]. Tyto škálovací koeficienty je nutné zvolit tak,
aby zajišťovaly velikost podmíněných pravděpodobností vstupních vektorů spadajících do
rozmezí hodnot, které je možno s dobrou přesností uložit na počítači. Nevýhodou tohoto
přístupu ale je vetší nepřehlednost výsledného kódu aplikace. To potom s sebou přináší
problémy pro pochopení a ladění.
Kvůli těmto nevýhodám použití škálování jsem se rozhodl pro druhou variantu řešení
problému s extrémně malými podmíněnými pravděpodobnostmi. Touto druhou variantou
je použití logaritmu podmíněné pravděpodobnosti [9]. Logaritmus čísla, které je jen těžko
možné uložit na počítači, nám poskytuje již čísla v rozmezí přesnosti počítače (podobně jako
škálování). Oproti škálování je jeho velkou výhodou, že pracujeme pořád se stejnými čísly,
pouze v jiném měřítku a tato čísla není třeba upravovat (jako u škálování). Oproti škálování
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také odpadá redefinování Baum-Welchovy trénovací metody a Viterbiho evaluační metody,
které by musely provádět výpočty s ohledem na škálovací faktory pravděpodobností.
Funkce pro logaritmické výpočty
Abychom mohli provádět algoritmy skrytých Markovových modelu pomocí logaritmických
pravděpodobností, musíme definovat čtyři základní funkce pro počítání s logaritmy. Tyto
funkce musí kromě standardních operací s logaritmy i správně zacházet s nulou při lo-
garitmování, jelikož pravděpodobnost může být také nulová. Tyto funkce budou použity




Not a Number“ (NaN). V mnoha implementacích pomocí plovoucí
řádové čárky je logaritmus nuly reprezentován číslem
”
NaN“. Proto bude nutné zavést hod-
notu pro logaritmus nuly. V [9] bylo použito speciální hodnota pro reprezentaci logaritmu
nuly. Já jsem ve své implementaci využil toho, že plovoucí řádová čárka umí reprezentovat
číslo nekonečno. Proto jsem pro tuto hodnotu použil hodnotu −inf (−∞).
Rozšířená exponenciální funkce Algoritmus 1 ukazuje chování rozšířené exponenciální
funkce. Tato funkce se chová stejně jako normální exponenciální funkce s jedinou výjimkou,
a to s počítáním s logaritmem nuly.
Algorithm 1 Počítání rozšířené exponenciální funkce extended exp(x)
[9]





Rozšířený logaritmus V algoritmu 2 je znázorněn průběh výpočtu rozšířeného loga-
ritmu. Tento algoritmus spočítá pro všechny vstupy vyjma nuly přirozený logaritmus. Pro
nulu na vstupu vrací speciální hodnotu.
Algorithm 2 Počítání rozšířeného logaritmu extended ln(x)
if x = 0 then
return −inf





Sčítání logaritmů Provedení funkce pro sčítání logaritmů je ukázáno v algoritmu 3. Vy-
tvoření této funkce již není tak triviální jako dva předchozí příklady. Je třeba si uvědomit,
že při provádění algoritmů nad skrytými Markovovými modely provádíme součty podmí-
něných pravděpodobností (například v 4.18). Ovšem pokud tento výpočet převedeme do
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logaritmického měřítka, zjistíme, potřebujeme provést součet logaritmů, který nelze pro-
vést. Tento součet logaritmů můžeme oklikou definovat podle 5.1. Je důležité vědět velikost
logaritmů sčítanců, protože numerická stabilita tohoto výpočtu je závislá na malých hod-
notách exponenciálního výrazu v ln(1 + eln(y)−ln(x)). Malé hodnoty mohou být zajištěny,
pokud vždy odečteme větší hodnotu od menší, takže rozdíl logaritmů bude vždy záporný.
Například mějme dvě čísla e60 a e−10. Přirozený logaritmus těchto čísel je 60 a −10
a součet logaritmů čísel může být spočítán jako ln(e60) + ln(1 + e−70), nebo také jako
ln(e−10) + ln(1 + e70). V prvním případě je velikost čísla e−70 velmi malá a může být
reprezentována jako nula, což dovoluje přesnost v plovoucí řádové čárce. Naopak ve druhém
případě může být číslo e70 posouzeno jako hodnota inf (hodnota, která nelze zobrazit
v plovoucí přesnosti) a tím přeteče a znehodnotí se celý výpočet. Když počítáme logaritmus
součtu dvou čísel, které mají velice rozdílnou velikost, pak může správné použití dělat rozdíl
mezi použitelným výsledkem a chybou z přetečení hodnoty.
Algorithm 3 Sčítání logaritmů logSum(extended ln(x), extended ln(y))
if extended ln(x) = −inf ∨ extended ln(y) = −inf then






if extended ln(x) > extended ln(y) then
return extended ln(x) + extended ln(1 + exp(extended ln(y)− extended ln(x)))
else
return extended ln(y) + extended ln(1 + exp(extended ln(x)− extended ln(y)))
end if
end if












= ln(x) + ln(x+ y)− ln(x)
= ln(x+ y)
Algorithm 4 Násobení logaritmů pravděpodobností logProduct(extended ln(x),
extended ln(y))
if extended ln(x) = −inf ∨ extended ln(y) = −inf then
return −inf
else











Obrázek 5.2: Klient-server architektura vstupního systému Meego. Obrázek převzat z [18]
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Obrázek 5.3: Schéma zpracování vstupních dat.
Násobení logaritmů V algoritmu 4 je znázorněn postup při násobení dvou logaritmů.
Zde je třeba si pouze dávat pozor na ošetření stavu, kdy jeden ze vstupních prvků bude
logaritmem nuly. Tato funkce je použita v místech algoritmů, kde se násobí pravděpodob-
nosti spolu navzájem. Po převodu do logaritmického měřítka je pak tento součin nahrazen
součtem logaritmů pravděpodobností. V místech, kde bylo nutné provádět dělení pravdě-
podobností (například u normalizace hodnot) pak není třeba implementovat novou funkci.
Stačí provést odečtení logaritmu pomocí této funkce.
5.3 Implementace virtuální klávesnice
Pomocí klávesnice systému MeeGo jsou prováděny textové vstupy pro všechny aplikace.
Každá aplikace má svůj vlastní vstupní kontext (typ písma, jazyk, . . .). Klávesnice je mezi
aplikacemi sdílena, jak je znázorněno na obrázku 5.2.
Architektura vstupu textu je postavena na klient-server bázi. Virtuální klávesnice pak
je plugin pro vstup textu do serveru. Tento server pak předává text právě běžící aplikaci.
Díky tomu, že klávesnice je pouze pluginem komunikujícím se serverem, lze mezi sebou
tyto pluginy měnit a tím měnit vstupní klávesnici. Komunikace se serverem ale musí být
zachována stejná. Problém nastal ale pravě v registraci nové klávesnice. Při zjišťování,
jak klávesnici přidat do systému jsem našel pouze postup registrace klávesnice pomocí
nástroje gconftool-2. Tento způsob se zprvu jevil jako plnohodnotné zavedení klávesnice
do systému. Registrace pomocí tohoto nástroje ale přepíše plugin nastavené klávesnice,
tudíž se nelze na původní klávesnici vrátit.


















Obrázek 5.4: Návrh grafického uživatelského rozhraní klávesnice a ukázka zobrazení kláves-
nice v mobilním zařízení.
znaku uživatelem je tento znak normalizován. Jednotná velikost znaků je dána obálkou
definovanou aplikací. Velikost boxu je 68×100 pixelů, tudíž každý bod tahu znaku má x-ové
souřadnice 0-68 a y-nové 0-100. Po normalizaci jsou souřadnice vstupních tahů převedeny
na body. Jelikož je tah definován počátečním a koncovým bodem, opakuje se koncový bod
jednoho tahu jako počáteční bod následujícího tahu. Tato informace je tedy redundantní a
lze ji vypustit. Zůstane tak pouze žádaná informace o souřadnicích tahů. Po převedení tahů
na body se provádí extrakce příznaků, která vypočítá vzdálenosti bodů, úhly směrů, rychlost
psaní, a jiné. Výstupem je příznakový vektor s těmito informacemi. Příznakový vektor se
pak porovná se všemi modely písmen. Model, kterému příznakový vektor nejvíce odpovídá
pak reprezentuje rozpoznané písmeno. Klávesnice ještě zobrazí i další možné varianty (další
modely v pořadí). Rozpoznané písmeno je pak odesláno do aplikace.
Implementace GUI
Grafické uživatelské rozhraní klávesnice by mělo být jednoduché a intuitivní, aby se nemusel
uživatel dlouze seznamovat s ovládáním. Navíc bylo třeba mít na vědomí, že ovládací prvky
klávesnice nemohou být příliš malé, aby bylo možné ovládat klávesnici prstem. Návrh gra-
fického uživatelského rozhraní je znázorněn na obrázku 5.4. Ve spodní části je vidět ukázka
systémové klávesnice a vpravo systém s implementovanou klávesnicí (pouze ilustrativní).
Horní část pak popisuje vzhled a ovládací prvky klávesnice. Hlavní částí programu jsou
”
boxy“, kam je možné psát písmena (text), která mají být rozpoznána. Pro jednoduchost
jsem se rozhodl, že by se rozpoznávání znaků mělo provádět na základě časového limitu,
který uběhne od konce psaní v daném boxu. Rozpoznaný znak by pak měl být vepsán
namísto nakresleného znaku, jak je znázorněno na obrázku. Tlačítka se šipkami na krajích
klávesnice by měla sloužit pro listování v napsaném textu. Je nutné také uživateli umožnit
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mazat již napsaný text a vkládat nový řádek. Pro tento účel budou sloužit tlačítka v horních
rozích klávesnice. Pod rozpoznaným písmenem by pak měly být zobrazeny i další varianty
rozpoznaných písmen, která by mohla být s velkou pravděpodobností napsaným znakem.
Pokud by uživatel klikl na jednu z variant, rozpoznané písmeno by se přepsalo požadovaným.
Klávesnice také musí uživateli dovolit vložit libovolný znak. Toto by mělo být provedeno
pomocí tlačítka vlevo dole. Pokud by uživatel stiskl toto tlačítko, ukázala by se mu nabídka
znaků. Po vybrání jednoho znaku by se nabídka odstranila a vybraný znak by pak uživatel
mohl vložit na libovolné místo v textu. Tímto způsobem by také mohl uživatel zadávat
znaky, které se klávesnici nepodařilo rozpoznat. Po dokončení psaní je nutné také napsaný
text odeslat do aplikace. K tomuto účelu by mělo sloužit tlačítko vpravo dole. Po jeho
stisknutí by se text odeslal do aplikace a vstupní boxy by se vymazaly pro nové psaní.
Při zvoleném způsobu vstupu textu by bylo velice výhodné použít pro ovládání klá-
vesnice i gesta. Gesta obecně jsou vítaným doplňkem grafického uživatelského rozhraní,
jelikož urychlují ovládání klávesnice a není třeba jim vyhrazovat speciální prostor na rozdíl
například od tlačítek. V návrhu klávesnice bylo na toto myšleno a některé ovládací prvky
klávesnice by měly být provedeny pomocí gest. Smazání písmene by se mělo provést ver-
tikálním tahem přes celý box. Toto gesto připomíná přeškrtnutí písmena a tudíž by mělo
být jednoduché jej používat. Změna velikosti písmene v boxu by pak měla být provedena
pomocí jednoduchého klepnutí do boxu.
Podle těchto návrhů byla také aplikace klávesnice vytvořena. Podařilo se zrealizovat
všechny ovládací prvky definované v této sekci. Ukázku vytvořené klávesnice lze vidět v pří-
loze A. Ovládání této aplikace je znázorněno v příloze B.
Program pro trénování
Jako součást této diplomové práce jsem vytvořil také konzolovou aplikaci pro trénování a
testování modelů. Tuto aplikaci jsem použil pro natrénování modelů na různých datech a




Tato kapitola se zabývá vyhodnocením úspěšnosti klasifikace rukou psaních písmen pomocí
skrytých Markovových modelů. Úvodem představuje confusion matrix pomocí které jsem
celé vyhodnocení úspěšnosti prováděl. Na tuto část navazuje popisem datové sady, která
byla pro trénování a klasifikaci použita. Zde také poukazuje na problém, který je zapříčiněn
různým stylem psaní písmen a ukazuje řešení, které jsem použil v diplomové práci. V da-
lší části se zabývá úspěšností klasifikace v závislosti na zvolených příznacích. Dále se pak
zaměřuje na test nastavení složitosti modelů. Poslední část této kapitoly je pak věnována
možným pokračováním práce jak na vylepšení úspěšnosti klasifikace, tak na vylepšení vy-
tvořené klávesnice.
6.1 Confusion matrix
Vyhodnocení úspěšnosti jsem prováděl pomocí confusion matrix [5] (lze přeložit jako matice
úspěšností). Tabulka 6.1 představuje ukázku části confusion matrix (jeden z reálných vý-
stupů klasifikátoru). Řádek této matice udává, které písmeno jsem poslal do rozpoznávače a
sloupec říká, které písmeno jsem rozpoznal. Na diagonálu se zobrazují úspěšně rozpoznané
znaky (
”
true positives“). V každém sloupci pod diagonálou se kumulují písmena, která byla
nesprávně rozpoznána za písmeno ve sloupci (
”
false positives“). V každém řádku vpravo
od diagonály jsou případy, ve kterých bylo písmeno nesprávně rozpoznáno jako jiné (
”
false
negatives“). Zbytek tabulky, bez řádku a sloupce pro zvolené písmeno, ukazuje na případy
ostatních písmen správně neklasifikovaných jako toto zvolené písmeno (
”
true negatives“).
Celkovou úspěšnost vyhodnocování jsem pak vypočítal jako průměr hodnot úspěšně rozpo-
znaných písmen (hodnoty na diagonále).
6.2 Datová sada
Díky charakteru rozpoznávače v diplomové práci nebylo možné použít datové sady písmen
určené k rozpoznávání, jako je například databáze MNIST [6]. Tato databáze obsahuje
obrazová data napsaných písmen (off-line data). Jelikož jsem ale pro klasifikaci potřeboval
dynamická data, bylo nutné datovou sadu vytvořit.
Při vytváření datové sady byl brán ohled na to, že písmena může každý člověk psát
jinak. Písmena proto byla kreslena různými způsoby tak, aby vytvořená sada představovala
co nejlépe obecný tvar jednotlivých písmen. Díky obecnému tvaru pak jsou modely obecné




Výsledné rozpoznané znaky 















ru R 95,71 0 0 0 0 0 0 0
S 0 100 0 0 0 0 0 0
T 0 0 94,29 0 0 0 0 0
U 0 0 0 74,29 7,14 0 0 0
V 0 0 0 22,86 70 0 0 0
W 0 0 0 0 0 94,29 0 0
X 1,43 0 0 0 0 0 97,14 1,43
Y 0 0 1,43 0 0 0 0 92,86
Tabulka 6.1: Ukázka confusion matrix. Hodnoty v tabulce jsou v procentech.
List3
Stránka 1



























Obrázek 6.1: Logaritmické pravděpodobnosti vstupů odpovídajících inicializačnímu modelu
pro písmeno R.
zvýšení úspěšnosti bylo nutné nakreslenou sadu vizuálně projít a ručně smazat ta písmena,
která neodpovídala tvarem své hodnotě, či byla jinak znehodnocena (například přeškrtnuté
písmeno, čárka navíc, aj.). Původní velikost datové sady byla mezi 200 - 220 znaky pro jedno
písmeno. Po této vizuální redukci dat pak velikost této sady klesla na 170 - 200 znaků.
Při tvoření datové sady byl také brán ohled na to, že jedno písmeno může být napsáno
různými způsoby. Písmeno může být například napsáno jedním tahem nebo více tahy a
také tahy písmena mohou být kresleny v jiném pořadí, aj. Jistou nevýhodou skrytých Mar-
kovových modelů je, že pokud budou trénovány na takovýchto datech, které budou mít
různé směry tahů, nebudou příliš přesné. Pokud například model trénujeme na písmenu
napsaném jedním tahem pořád podobně, model se tomuto tahu pěkně přizpůsobí. Pokud
se ale v datech objeví toto písmeno napsané podobným tahem, ale v opačném směru nebo
písmeno napsané jinými tahy, parametry modelu se hodně změní. Ukázka takto špatně na-
trénovaného modelu je vidět na obrázku 6.3 nahoře (obrázek bude popsán níže). Tím pádem
nebude model odpovídat přesně ani jednomu typu napsaného písmene a při rozpoznávání
nebude dávat dobré výsledky.
Abych eliminoval tuto nepřesnost rozhodl jsem se provést automatické dělení modelů
na základě jejich rozdílnosti. Tyto modely jsem chtěl dělit vytvořením modelu pro první
vstupní písmeno a jeho natrénováním. Poté bych zvolil práh pravděpodobnosti, který by
určoval, že písmeno již neodpovídá modelu. Následně bych provedl evaluaci pro zbývající
vstupy a získal bych tak ke každému vstupu pravděpodobnost, se kterou vstup odpovídá
modelu. Pomocí zvoleného prahu bych pak mohl rozdělit trénovací datovou sadu do více



























Obrázek 6.2: Logaritmické pravděpodobnosti vstupů odpovídajících inicializačnímu modelu
pro písmeno T.
Na obrázku 6.1 jsou znázorněny logaritmické pravděpodobnosti pro písmeno R, které
by nebylo tímto automatickým postupem správně rozděleno. Jako proti příklad jsou na ob-
rázku 6.2 znázorněny logaritmické pravděpodobnosti pro písmeno T, které bylo možné jako
jediné písmeno z abecedy rozdělit do více modelů. Pro přehlednost je zde vyneseno pouze
prvních 50 trénovacích vzorů. Čísla v x-ové ose znamenají pořadí vstupních trénovacích
dat. Každé číslo představuje jedno trénovací písmeno. Na y-nové ose je pak zobrazena loga-
ritmická pravděpodobnost pro jednotlivá trénovací znaky. Červeně vyznačená linie ukazuje








kde N je počet vstupních vzorů, P je pravděpodobnost, kterou vstupní vzor i odpovídá
modelu natrénovaném na prvním vzoru M(0). Konstanta µ posunuje práh výše, aby nebyly
rozděleny vzory, které odpovídají modelu prvního vzoru.
Jak je patrné z obrázku 6.1, pro písmeno R byla všechna data podobná, tudíž se toto
písmeno nerozdělilo do více modelů. Podobně vypadala i ostatní písmena abecedy. Pouze
vstupní data pro písmeno T bylo možné od sebe spolehlivě rozdělit. Obrázek 6.2 ukazuje
jak určité vzory písmene T neodpovídaly modelu prvního vzoru. To znamená, že byla
napsána jinak (jiné tahy, jiné pořadí tahů, . . . ). Proto bylo vhodné od sebe tyto data
oddělit a trénovat pomocí nich dva různé modely pro jedno písmeno T. Na obrázku 6.3
jsou zobrazeny různé modely písmena T. Aby bylo možné modely vizualizovat jsou tyto
modely trénované na dvou příznacích (souřadnice bodů tahů - 2D příznakový vektor). Šipky
znázorňují přechody mezi stavy skrytého Markovova modelu a barevně je vyznačená hustota
pravděpodobnosti (ve 2D - pro souřadnice) pro jednotlivé stavy. V horní části je zobrazen
model písmena T, který byl natrénován pomocí všech vstupních vzorů. Jak je vidět, model
je hodně
”
roztažený“ aby pokryl rozdílné tahy. Úspěšnost rozpoznávání modelu je vidět na
horním řádku v tabulce 6.4. Tabulka ukazuje v kolika procentech se klasifikace podařila a
procentuální podíl neúspěchu pro ostatní písmena. Po rozdělení modelu na dva se úspěšnost
rozpoznávání výrazně zlepšila (tabulka 6.4 spodní řádek). Dva modely dole na obrázku 6.3
jsou modely natrénované na rozdělených vzorech. Je vidět, že posloupnost stavů odpovídá
směru psaní písmene a oba modely popisují stejné písmeno T.
6.3 Volba příznaků
Správné zvolení příznaků je klíčové pro úspěšné klasifikování. Na obrázku 6.5 je znázorněna
úspěšnost různých kombinací příznaků, které jsem extrahoval ze vstupních dat. Příznaky
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Obrázek 6.3: Vizualizace modelů písmena T.
List1
Stránka 1
E K P T
jeden model T 5,7% 2,9% 48,6% 41,4%
dva modely T 1,4% 0,0% 4,3% 94,3%
Obrázek 6.4: Ukázka zlepšení úspěšnosti po rozdělení modelu pro písmeno T.
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se kterými jsem pracoval:
1. x-ová souřadnice bodu v tahu
2. y-ová souřadnice bodu v tahu
3. Posun v ose x - rychlost psaní ve směru osy x
4. Posun v ose y - rychlost psaní ve směru osy y
5. Vzhled trajektorie A(t) vypočítaný pomocí vztahu 3.5
6. Kosinus úhlu směru psaní cosα(t) vypočítány pomocí vzorce 3.1
7. Sinus úhlu směru psaní sinα(t) vypočítány pomocí vzorce 3.1
8. Linearita okolí bodu Ln(t) zjištěná ze vzorce 3.7
9. Zrychlení psaní v bodě
List2
Stránka 1
Souřadnice bodů, rychlost psaní
Souřadnice bodů
Souřadnice bodů, směr psaní
Souřadnice bodů, vzhled trajektorie
Souřadnice bodů, rychlost psaní, vzhled 
trajektorie
Souřadnice bodů, rychlost psaní, směr 
psaní
Souřadnice bodů, rychlost psaní, směr 
psaní, vzhled trajektorie, linearita
Rychlost psaní, vzhled trajektorie, směr 
psaní, linearita
Souřadnice bodů, rychlost psaní, 
zrychlení


























Obrázek 6.5: Ukázka úspěšnosti klasifikace pro různě zvolené kombinace příznaků.
Poslední příznak (zrychlení) byl pouze pokusem. Byl vypočítán jako rozdíl rychlostí
v jednotlivých směrech. Ovšem ukázalo se, že tento příznak nepopisuje písmeno naprosto
správně. Jak je vidět na sloupci 9 (vyznačen fialovou barvou), přidání tohoto příznaku vedlo
ke znatelnému zhoršení rozpoznávání. Proto jsem již tento příznak dále nepoužíval.
Světle zelený sloupec číslo 8 představuje klasifikaci založenou na příznacích bez sou-
řadnic bodů tahů. Jak je vidět, tato klasifikace také nebyla příliš uspokojivá. Poloha bodů
hraje významnou roli v klasifikaci znaků. Tato varianta příznakového vektoru bez souřad-
nic ukazuje, že pro dosažení dobré úspěšnosti je nezbytné tento příznak použít. Na druhou
stranu je celkem zajímavé, že tato klasifikace dosáhla úspěšnosti okolo 85%. To znamená,
že i popis písmene jinak, než jeho vzhledem dává také dobrou informaci o tomto písmenu
































Obrázek 6.6: Úspěšnost klasifikace pro různé počty stavů modelů.
Různé kombinace příznaků trochu vylepšily úspěšnost u nějakých písmen, ale u jiných
zase úspěšnost mírně klesla, z toho důvodu je pak úspěšnost v ostatních sloupcích grafu
víceméně podobná.
Nejlepšího výsledku celkové úspěšnosti rozpoznávání jsem dosáhl při extrakci pouze čtyř
příznaků a to: x-ová souřadnice bodu, y-ová souřadnice bodu, rychlost psaní ve směru osy x.
rychlost psaní ve směru osy y. Za použití těchto příznaků pro klasifikaci byla dosažena cel-
ková úspěšnost nad 96%. Z tohoto důvodu jsou také tyto příznaky použity pro rozpoznávání
v klávesnici.
6.4 Počet stavů modelů
Pro optimalizaci bylo nutné také zjistit, jaké nastavení modelů bude nejlépe vyhovovat
pro klasifikaci. Pro tento případ jsem vytvořil sadu automatických testů, které postupně
natrénovaly modely s daným počtem stavů. Po natrénování pak testy provedli vyhodnocení
klasifikace nad testovanými daty. Výsledek je znázorněn v grafu na obrázku 6.6.
V grafu je vidět, že nejlépe dopadla klasifikace pro modely se sedmi stavy, kde úspěšnost
vzrostla nad 96%. V grafu si lze také všimnout, že klasifikace dává rozumnou úspěšnost i
pro nízký počet stavů, jako jsou tři nebo čtyři vysílací stavy. Tyto modely se díky své nižší
složitosti rychle trénují, což by mohl být důvod je použít v on-line klasifikaci pro trénování
na mobilním zařízení, aby byla odezva rychlejší.
6.5 Možná vylepšení
Pro zvýšení úspěšnosti klasifikace by bylo možné zkusit extrahovat z dat ještě další příznaky
(například příznaky definující okolí bodu, nebo off-line příznaky). Tyto příznaky by ale bylo
nutné vyhodnotit a zjistit, zda úspěšnost vylepší. Jak jsem popsal výše, nejlépe dopadla
klasifikace pro pouze 4 příznaky. Pro více příznaků se již dále nezlepšovala, spíše mírně
snížila.
Úspěšnost klasifikace by také mohlo vylepšit on-line trénování. To znamená, že by byly
modely trénovány i při psaní písmen v klávesnici. Toto trénování by se provádělo vždy,
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když by bylo písmeno špatně klasifikováno a uživatel by musel explicitně vložit nebo zvolit
písmeno, které napsaný tvar vyjadřuje.
Vylepšením by také bylo vyhledávání ve slovníku jako postproces po klasifikaci. Při
psaní by se uživateli nabízely nalezené varianty ve slovníku. Toto vylepšení by zpříjemnilo
a urychlylo psaní pomocí vytvořené klávesnice.
Dalším stupněm na tvorbě klávesnice by mělo být její nasazení do systému. Současná
aplikace se sice nainstaluje do systému a umožňuje práci, ale znemožní tak výběr jiných
klávesnic. Pokud by se toto podařilo, nic by již nebránilo publikaci aplikace v Ovi store,
kde by byla dostupná uživatelům mobilních telefonů se systémem MeeGo.
Klávesnice by také měla být vylepšena po grafické stránce. Jak lze vidět v příloze A





Cílem této diplomové práce bylo prostudovat problematiku rozpoznávání rukou psaného
textu, navrhnout a implementovat nástroj pro rozpoznávání rukou psaného textu a vy-
hodnotit úspěšnost rozpoznávání. Tento úkol se podařilo splnit. Vytvořený systém dokáže
rozpoznat text napsaný velkými písmeny anglické abecedy s úspěšností 96%. Podařilo se
také vytvořit alternativní klávesnici pro systém MeeGo, která je založena na rozpoznávání
rukou psaných znaků.
Implementace skrytých Markovových modelů s sebou nesla mnohá úskalí. Avšak všechny
překážky byly překonány a podařilo se mi vytvořit velice jednoduchou knihovnu pro práci
se skrytými Markovovými modely. Tato knihovna není optimalizována, tudíž je pro větší
klasifikační úlohy vhodnější použít jiné knihovny pro práci s těmito modely (například HTK
toolkit [21]). Tato knihovna je ale svou jednoduchostí vhodná pro pochopení algoritmů,
které se používají pro skryté Markovovy modely.
Klávesnice, kterou jsem vytvořil, bych chtěl publikovat na internetu volně ke stažení
uživatelům systému MeeGo. Bude nutné tudíž doladit její začlenění do systému.
Úvod do problematiky rozpoznávání rukou psaného textu je uveden v kapitole 2. Zde
jsou popsány dva odlišné přístupy k rozpoznávání rukou psaného textu a to on-line a off-line
způsob rozpoznávání. Kapitola definuje postup zpracování psaného textu a jeho klasifikace.
Zpracování vstupních dat z polohovacího zařízení je popsán v kapitole 3. Zde je popsaný
postup, kterým je nutné vstupní data upravit tak, aby byla úspěšnost klasifikace co nejvyšší.
Také je zde popsáno několik příznaků, které lze z písma extrahovat a které byly pro moji
práci relevantní.
Pro rozpoznávání se používá více klasifikačních technik. Kapitola 4 popisuje obecně
některé metody často používané. Speciálně se pak zaměřuje na skryré Markovovy modely
a algoritmy, které se používají pro trénování a evaluaci dat těchto modelů.
Popis implementace vytvořeného klasifikátoru a klávesnice je popsán v kapitole 5. Tato
kapitola popisuje také problémy, se kterými jsem se při implementaci setkal.
V poslední 6. kapitole jsou pak popsány testy prováděné na klasifikátoru za účelem jeho
optimalizace pro zvýšení úspěšnosti rozpoznávání. Také jsou zde diskutovány návrhy na
možná vylepšení a pokračování další práce. V příloze C jsou uvedeny dvě confusion matix
pro dvě odlišná nastavení modelů.
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Obrázek A.1: Vytvořená náhrada virtuální klávesnice




Na obrázku B.1 je zobrazen jedvoduchý návod ovládání programu pro psaní textu.




Tabulka C.1 představuje confusion matrix pro rozpoznávání přo zvolených příznacích sou-
řadnic x a y tahu. U této varianty není model T rozdělen na dva, tudíž lze vidět jeho nízkou
úspěšnost.
V tabulce C.2 jsou zobrazeny úspěšnosti pro variantu rozpoznávání, která dopadla nej-


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Obrázek C.2: Confusion matrix pro 4 přínaky a dva modely písmena T.
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