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ABSTRACT A ﬂexible Numerical Matrices Method (NMM) for nonlinear system identiﬁcation has been developed based on a
description of the dynamics of the system in terms of kinetic complexes. A set of related methods are presented that include
increasing amounts of prior information about the reaction network structure, resulting in increased accuracy of the reconstructed
rate constants. The NMM is based on an analytical least squares solution for a set of linear equations to determine the rate
parameters. In the absence of prior information, all possible unimolecular and bimolecular reactions among the species in the
system are considered, and the elements of a general kinetic matrix are determined. Inclusion of prior information is facilitated by
formulation of the kinetic matrix in terms of a stoichiometry matrix or a more general set of representation matrices. A method for
determination of the stoichiometry matrix beginning only with time-dependent concentration data is presented. In addition, we
demonstrate that singularities that arise from linear dependencies among the species can be avoided by inclusion of data collected
from a number of different initial states. The NMM provides a ﬂexible set of tools for analysis of complex kinetic data, in particular
for analysis of chemical and biochemical reaction networks.
INTRODUCTION
An extensive theoretical framework has been developed for
analysis of nonlinear dynamic systems, in particular, for the
case of chemical reaction kinetics (1). A variety of theoret-
ical and computational approaches for studying complex
reaction networks have been developed and described (1–3).
Most recently, advances in genomics have made the under-
standing of the complex biochemical reaction networks of
metabolism, gene regulation, and cell function an active area
of investigation (4,5). Many of these approaches make ex-
tensive use of a stoichiometry matrix that describes the set of
reactions present in the system. Analysis of the null spaces
and the span of a stoichiometry matrix provides extensive infor-
mation about the system, including steady-state solutions,
elementary ﬂux modes, and conservation of mass relations
(4,6–9). For cases where the stoichiometry matrix is not
known, correlation methods have been applied to deduce the
structure of a reaction network from time-dependent data for
the chemical species (10–12). A complete understanding of
metabolic networks will require methods to determine the net-
work structure, the resulting steady states and ﬂuxes for the
network, and the transient response of a system away from
the steady state.
In this work, the theoretical basis for a set of numerical
tools is developed to practically address two important
problems encountered in analysis of biochemical reaction
networks. The approach is conceptually distinct from previ-
ous work based on the properties of the stoichiometry matrix
or correlation methods (4–12). Here, we present an approach
that both solves the reaction identiﬁcation problem, and pro-
vides a least squares analysis to determine the values of the
rate constants that best ﬁt a given reaction structure to the
time-dependent data. The tools presented here represent a
powerful ‘‘bottom-up’’ approach to determine reaction net-
work structure and to quantitatively analyze reaction net-
work dynamics.
The reaction identiﬁcation problem
Experimentally observed rates and concentrations can be
used to identify the underlying nature of the chemical
reactions present. Solving the identiﬁcation problem in-
volves ﬁnding the elementary reaction steps and kinetics that
give rise to the observed data without any prior knowledge
of the reaction chemistry. The basis of most of the modern
methods of system identiﬁcation was developed during the
period 1950–1970. These methods have been successfully
used to obtain the rate constants for nontrivial chemical re-
action systems with several species.
A set of time-dependent data for the concentrations of the
species can be represented as Xj(ti), where the index i runs
from 1 to nt, which is the number of time points, and the
index j runs from 1 to ns, which is the number of species. In
addition, for each species and time point, there is a matrix of
observed rates dXj(ti)/dt with the same indices. In practice,
the rates may be either directly observed, or calculated from
the observed concentration data, Xj(ti). A set of np chemical
reactions is generally described by Cauchy equations in the
form:
dXjðtiÞ
dt
¼ +
np
p¼1
kp fpjðX1ðtiÞ;X2ðtiÞ . . .XnsðtiÞÞ; (1)
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where the kp are the rate constants, and the fpj are the em-
pirical functions that contain information about structure
of the chemical reaction, for each reaction p. A number of
approaches have been developed to solve sets of equations
such as Eq. 1 for the rate constants, including empirical
optimization (13–16), direct integral methods (13,17–22),
and the Prony method for quasilinear systems (23).
A direct differential approach has been developed (24–31)
to obtain rate constants from observed rates of change of the
species using a least squares criterion:
f ¼ +
ni
i¼1
+
ns
j¼1
dXjðtiÞ
dt
 
obs
 dXjðtiÞ
dt
 
calc
 2
; (2)
where the observed value of the derivatives is obtained from
directly or by numerical differentiation of observed value of
concentrations and the calculated value of derivatives is ob-
tained from Eq. 1. Differentiation of Eq. 2 with respect to each
rate parameter kp, gives a system of linear equations that can
be directly solved for the rate constants kp.
Chemical reaction network theory
A general formalism for chemical reaction network theory
(32,33) has been developed based on the idea of reaction
complexes, which are the combinations of species that are
reaction products and reactants. Each species is represented by
a unit vector xˆi, linear combinations of species that are products
or reactants are represented by complex vectors yˆj, and reac-
tions are represented by differences between two complex
vectors as vectors rˆq, as outlined in Appendix I in the Supple-
mentary Material. Any network of chemical reactions can be
described as a set of reaction vectors that constitute a stoichio-
metry matrix. The dynamics of a network of species can be
described using the stoichiometry matrix, and the properties of
the stoichiometry matrix can be analyzed to identify steady
states and steady-state ﬂuxes for the reaction network (6).
Despite the extensive developments in nonlinear system
identiﬁcation and chemical reaction network theory, there
has been no strong connection made between these two
important areas. In this article, we make such a theoretical
connection by formulating the Numerical Matrices Method
(NMM) for nonlinear system identiﬁcation in terms of the
formalism of reaction complexes, and presenting a general
method for de novo determination of the stoichiometry
matrix. First, the previously developed method for nonlinear
system identiﬁcation (34,35) has been formulated as the
Kinetic Matrix Method (KMM) using the formalism of
kinetic complexes that provides a key connection to the other
matrix representations of the kinetic equations. Second, a
variant of the KMM is described that incorporates varying
degrees of prior information as the Representation Matrix
Method (RMM), which result in increased accuracy of the
determined rate constants. Third, the Stoichiometry Matrix
Method (SMM) is presented as a general method for
determination of rate constants where the reaction network
structure is known. Fourth, a method for breaking the
holonomic conditions arising from linear dependence among
species is presented, which is essential for general applica-
tion of the Numerical Matrices Method to large complex
reaction networks. Finally, a general method is presented for
construction of a stoichiometry matrix with the Numerical
Matrices Method, using only concentration data as a starting
point, without any prior knowledge of the reaction network
structure. The approach outlined here provides a general and
powerful set of analytical tools that will have a wide variety
of applications in analysis of chemical reaction dynamics
and metabolic networks.
RESULTS
The Numerical Matrices Method for nonlinear
system identiﬁcation
The direct integral, direct differential, and empirical optimiza-
tion methods are not generally suitable for the task of in-
vestigating chemical reaction cascades with strong nonlinear
dynamics, a large number of species, and unknown structure of
the underlying chemical reactions. A direct differential method
using a linearly quadratic kinetic model has been recently
developed that can be used to solve the identiﬁcation problem
for thesemoredemanding systems (34,35).Herewe extend this
approach to a more general set of related matrix methods that
constitute a ﬂexible and powerful set of tools for the quan-
titative analysis of nonlinear dynamic systems.
The linearly quadratic kinetic model
Considering a set of ns chemical species, there are a number
of elementary reactions that might occur among them, in-
cluding unimolecular, bimolecular, and higher order reac-
tions, as well as mass ﬂow in and out of the system. The vast
majority of chemical and biochemical reactions can be re-
presented as cascades of uni- and bimolecular reactions. If
the unusual cases of trimolecular and higher order reactions
are neglected, a general mathematical expression for the time
dependence of a particular species j is given by:
dXjðtiÞ
dt
 
calc
¼ +
ns
p¼0
+
p
q¼0
ajpqXpðtiÞXqðtiÞ; (3)
where the rate of change is described as a linear sum of
ﬂux terms, which are the rate parameters, ajpq, times the
appropriate concentrations of species p and q. To conve-
niently describe the kinetics for unimolecular reactions or
mass ﬂow in this quadratic expression, a ﬁctitious species,
X0, is introduced whose concentration is held constant. In
this way, kinetics that depend linearly on a single species can
be accounted for. It should be noted that the complete set of
rate constants describing the kinetics should contain all of the
combinations of indices p and q, but that Eq. 3 contains the
additional index j. For the purpose of system identiﬁcation, it
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is necessary to treat each of the species j individually, as
described below. The linearly quadratic form of Eq. 3 is very
general for common reactions and avoids the ambiguity in
speciﬁcation of the arbitrary functions fpjðX1ðtiÞ;X2ðtiÞ . . .
XnsðtiÞÞ in Eq. 1.
Matrix formalisms for chemical reaction dynamics
The vector formalism from chemical reaction network theory
provides useful and compact expressions for chemical reac-
tion kinetics, and provides strong connections between
different representations of the kinetics. As described in
Appendices I and II in the Supplementary Material, the reac-
tion dynamics from Eqs. 1 and 3 can be equivalently ex-
pressed in the following three forms:
dXˆ
dt
¼ A˜  XˆY˜ Kinetic matrix (4)
dXˆ
dt
¼ +
np
p¼1
kpG˜p  XˆY˜ Representationmatrix (5)
dXˆ
dt
¼ R˜  diagðKˆÞ  XˆY˜ Stoichiometrymatrix; (6)
where Xˆ is the vector of species, A˜ is a generalized kinetic
matrix, G˜p is a set of representation matrices, R˜ is a
stoichiometry matrix formed from the set of reaction vectors,
Kˆ is a vector containing the rate constants kp, and Y˜ is a matrix
formed from the set of complex vectors. The exponentiation
of the species vector by the complex matrix, Xˆ
Y˜
, is a compact
expression for the vector of kinetic complexes Fˆ, as described
in Appendices I and III in the Supplementary Material.
The kinetic matrix A˜ is most useful in the absence of any
knowledge about the reaction structure, the representation
matrices G˜p are useful when there is partial information
about the reaction structure or rates, while the stoichiometry
matrix R˜ is useful when the complete structure of the
reaction network is known. Each of these representations
offers advantages for analysis of reaction network kinetics in
particular situation, and this set of dynamic equations serves
as the basis for the Numerical Matrices Method.
The Kinetic Matrix Method
The dynamics of a cascade of uni- and bimolecular reactions
is expressed in matrix form in Eq. 4, where A˜ is a general
kinetic matrix containing the elements ajpq, and Y˜ is the matrix
of complexes. Because of the inclusion of the ﬁctitious species
X0 in the linearly quadratic model, there are ns 1 1 species,
and nk ¼ (ns 1 2)(ns 1 1)/2 possible rate constants, each of
which corresponds to all possible reaction among the ns
species. The dimensions of matrices A˜, and Y˜ are ns rows, one
for each species, and nk columns, one for each kinetic
complex.
The agreement of the observed data and model data cal-
culated with Eq. 4 is quantitated by the least squares dis-
crepancy in analogy to Eq. 2. Differentiation of Eq. 2 with
respect to each of the elements Aij gives a linear system of nk
equations for the aˆj (row j of matrix A˜) as described in
Appendix II in the Supplementary Material. The observed
rates in Eq. 2 are calculated from the concentration data
using ﬁnite differences as described in Appendix II in the
Supplementary Material. The set of equations can be solved
by deﬁning the elements of matrix B˜ and vector cˆj:
B˜  aˆj ¼ cˆj
B˜ ¼ bkl ¼ +
nt
i¼1
ðXˆðtiÞÞyˆkðXˆðtiÞÞyˆl
cˆj ¼ cjk ¼ +
nt
i¼1
dXjðtiÞ
dt
 
obs
ðXˆðtiÞÞyˆk : (7)
The desired vector of rates aˆj is obtained by inversion of
matrix B˜. It is necessary to solve this system of equations for
each of the ns species j separately to ensure the condition of
B˜. The results of this analysis are estimates for the rate
constants for each of the possible quadratic combinations of
species involved in all possible reactions that affect the
concentration of species j. Solving for each aˆj in turn allows
for the construction of the kinetic matrix A˜, which we term
the Kinetic Matrix Method for nonlinear system identiﬁca-
tion. Many of the Aij are zero, and the nonzero values give
information about which of these many possible reactions
are occurring. The elements of B˜ and cˆj are completely
deﬁned in terms of the concentration time-series data, the
rates that must be obtained by differentiation of the con-
centration data, and the complex matrix Y˜.
The Representation Matrix Method
An alternative approach to reducing the number of parameters
to be determined from the data is to decompose the kinetic
matrix A˜ into the product of a set of representation matrix G˜p
and a vector of nonzero parameters kˆ ¼ kp that are to be
determined. The representation matrices contain information
about the complexes that are present in the dynamics. In this
case, the dynamics takes the formof Eq. 5, andminimizing the
least squares discrepancy function in Eq. 2 leads to the
formulas similar to Eq. 7 for the vector of parameters kˆ¼ kp:
B˜ ¼ bpq ¼ +
nt
i¼1
G˜p XˆðtiÞ
 Yˆ T  G˜q XˆðtiÞ Yˆ
cˆ ¼ cq ¼ +
nt
i¼1
dXˆðtiÞ
dt
 obs !T
 G˜q XˆðtiÞ
 Y˜
kˆ ¼ B˜1  cˆ: (8)
The Stoichiometry Matrix Method
For the case of the dynamics in terms of the stoichiometry
matrix in Eq. 6, the discrepancy function in Eq. 2 is
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differentiated with respect to each of the elements of Kˆ,
giving a system of linear equations in direct analogy to Eq. 7.
The sparse nature of the stoichiometry matrix makes it
numerically tractable to treat all ns species simultaneously,
and the sum over all species j is retained in analogy to Eq. 2.
This linear system of equations can be readily solved for
Kˆ by deﬁning the elements of matrix B˜ and vector cˆ:
B˜ðR˜Þ ¼ bpq ¼ +
nt
i¼1
+
ns
j¼1
Rjp XˆðtiÞ
 yˆp
Rjq XˆðtiÞ
 yˆq
cˆðR˜Þ ¼ cp ¼ +
nt
i¼1
+
ns
j¼1
dXjðtiÞ
dt
 
obs
RjpðXˆðtiÞÞyˆp
Kˆ ¼ B˜1  cˆ: (9)
An important difference in Eq. 9 compared to Eq 7 is that
the matrix elements are determined by summing over all ns
species. The stoichiometry matrix effectively matches the
various complexes to the appropriate rate constants accord-
ing to the reaction scheme, and ensures the good condition of
B˜. In this way, the set of rate constants that best describes the
observed data is obtained in a closed form.
For all three matrix representations, the elements of
B˜ and cˆ are deﬁned in terms of the concentration data, the
rates that must be obtained from the concentration data, and
the complex matrix Y˜. These three matrix methods constitute
the basic tools of the Numerical Matrices Method. Analysis
of reaction kinetics and reaction structure is based on
calculation of the Numerical Matrices Method described
below.
Application of the Kinetic Matrix Method
In the case of a de novo nonlinear system identiﬁcation
problem, where there is no prior knowledge of the reaction
dynamics, the NMM is implemented using the generalized
kinetic matrix A˜ and the dynamics are expressed in Eq. 4,
which we term the Kinetic Matrix Method. As an example of
applying the KMM, consider the parametric nonlinear
oscillator system described by the following set of differen-
tial equations:
dX1
dt
¼ k1X2
dX2
dt
¼ k2X11 k3X2  k4X2X3
dX3
dt
¼ k5X21  k6X3: (10)
A synthetic data set with N¼ 1000 points was constructed
by numerical integration of Eq. 10, using initial concentra-
tions X1(0)¼ 0; X2(0)¼ 0.25; X3(0)¼ 0.0625, the target rate
values k10 ¼ k20 ¼ k30 ¼ k40 ¼ k50 ¼ k60 ¼ 1, and
introducing noise at a level of 1%, shown in Fig. 1.
All possible reactions among the ns species are consid-
ered, and the complete set of complex vectors is considered
including the ﬁctitious species X0. For a system of ns species,
there are nk ¼ (ns 1 1)(ns 1 2)/2 possible combinations of
two species p and q. The set of nk possible complex vectors
yˆk that describe all possible kinetic processes can be as-
sembled into the complete complex matrix Y˜:
Y˜ ¼ ½yˆ1; yˆ2 . . . yˆnk
yˆk ¼ xˆp1 xˆq: (11)
The construction of the complete matrix of complexes and
the standard mapping between indices ðp; qÞ4k is given in
Appendix III in the Supplementary Material. For the case of
three species (ns ¼ 3) the matrix Y˜ is a 3 3 10 matrix:
Y˜ ¼ ½y1; y2; y3; y4; y5; y6; y7; y8; y9; y10
¼
0 1 0 0 2 1 1 0 0 0
0 0 1 0 0 1 0 2 1 0
0 0 0 1 0 0 1 0 1 2
2
64
3
75; (12)
which produces vector of complexes Fˆ:
Fˆ ¼ XˆY˜ ¼
Yns
j¼1
X
yjk
j
¼ 1 X1 X2 X3 X21 X1X2 X1X3 X22 X2X3 X23
 	T
:
(13)
These complexes represent all possible unimolecular and
bimolecular reactions that can occur among the ns species,
and includes a constant term that allows for mass to be added
to or taken away from the system.
The elements of the set of aˆj are determined using the
formulas in Eq. 7 for each of the three species j, giving a
set of three solutions that can be assembled into the
kinetic matrix A˜ that represents the dynamics of the system
in Eq. 4:
FIGURE 1 Data set for a nonlinear oscillator. The set of differential
equations in Eq. 10 was numerically integrated using rate constant values
and initial conditions given in the text, and 1% random noise was added
to the data.
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The elements of A˜ are all nonzero due to the effects of
noise on the reconstruction, however, the bold elements
that correspond to the processes in the dynamics are all sig-
niﬁcantly above the noise ﬂoor. A signiﬁcant nonzero value
for Ajp indicates that the dynamics of species j depends on
complex p. Element A13 indicates that the dynamics of X1
depend on complex y3, which can be seen from inspection of
Y˜ is X2, which is in turn due to the term k1X2 in Eq. 10.
Element A35 indicates that the dynamics of X3 depend on
complex y5, which can be seen from inspection of Y˜ is X21,
which is due to the term k5 X
2
1 in Eq. 10. There are six
signiﬁcant values in A˜: A13, A22, A23, A29, A34, and A35 each
of which directly corresponds to one of the ﬂux terms in Eq.
10. Thus, the Kinetic Matrix Method in terms of the com-
plexes formalism successfully extracts the structure of the
dynamics of the system from the time-dependent data.
The accuracy of the reconstruction can be determined
from the relative deviation of the np ﬁtted nonzero rates to
the input rates Ds averaged over S ¼ 40 noise realizations:
Ds ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
np
+
np
p¼1
k
s
p  k0 p
 2
=k
2
0p
s
D ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
S
+
S
s¼1
ðDsÞ2
s
: (15)
For small numbers of time points (N # 50), D is on
the order of 10%, and there is rapid decrease that plateaus at
D , 1% for N . 500.
If an entire column p of the reconstructed matrix A˜ is null,
this indicates that complex p does not contribute to the
observed dynamics. Thus, the minimal reduced set of
complexes required to reconstruct the data can be identiﬁed
by inspection of A˜. The accuracy of determination of the rate
constants for the system can be improved by subsequently
neglecting the complexes that are not present in the
dynamics. The complex yˆm is neglected if "j 2 ½0; ns that
fulﬁls the condition:
jAjmj, ej; (16)
where ej is a threshold that must be empirically determined.
The reduced matrix of complexes Y˜ for the system of Eq. 10
can be simply obtained from the matrix A˜:
Y˜ ¼ ½yˆ2; yˆ3; yˆ4; yˆ5; yˆ9 ¼
1 0 0 2 0
0 1 0 0 1
0 0 1 0 1
2
4
3
5: (17)
Having constructed the reduced matrix Y˜, it is now
straightforward to solve again for the set of rate constant
assembled into the reduced kinetic matrix A˜, using Eq. 7:
A˜¼
aˆ1
aˆ2
aˆ3
2
64
3
75
¼
0:0009 1:0026 0:0001 0:0001 0:0000
0:9984 0:9990 0:0010 0:0004 0:9950
0:0009 0:0062 0:9876 0:9999 0:0012
2
64
3
75:
(18)
Using these reduced matrices reduces the number of pos-
sible kinetic complexes that must be identiﬁed from the data
from 10 to 5, and reduces the number of kinetic parameters
from 30 to 15. There is a reduction in the root mean square
(rms) error (D) of the target rate constants by a factor of at
least 2 using the reduced KMM compared to the full KMM,
as shown in Fig. 2. It should be noted that if there is prior
information about the nature of the complexes present in the
dynamics, this information can be used to directly construct
the reduced matrix of complexes.
Application of the Representation Matrix Method
Describing the kinetics in terms of a set of representation
matrices provides a general and ﬂexible way of including
FIGURE 2 Comparison of the accuracy of three variants of the Numerical
Matrices Method applied to the nonlinear oscillator data set.
A˜¼
aˆ1
aˆ2
aˆ3
2
4
3
5¼ 0:0002 0:0009 1:0026 0:0005 0:0006 0:0029 0:0012 0:0005 0:0027 0:00070:0006 0:9844 0:9990 0:0000 0:0001 0:0019 0:0011 0:0005 0:9978 0:0013
0:0026 0:0009 0:0062 0:9876 0:9887 0:0124 0:0004 0:0109 0:0013 0:0020
2
4
3
5:
(14)
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prior information about the structure of the dynamics. In
addition, the representation matrices allow description of
nonlinear dynamic systems that do not correspond to
chemical reaction networks. For the system in Eq. 10, there
are a total of six kinetic terms operative, and the complex
matrix Y˜ takes the form in Eq. 17, but the kinetic equations
cannot be described with a standard stoichiometry matrix.
However, we can use the Representation Matrix Method to
determine the rate constants from the time-series data. If all
of the rates are nonequal, k1 6¼ k2 6¼ k3 6¼ k4 6¼ k5 6¼ k6, the
set of the representation matrices G˜p in Eq. 5 is given by:
G˜1 ¼
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
2
64
3
75 G˜2 ¼
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
2
64
3
75
G˜3 ¼
0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
2
64
3
75 G˜4 ¼
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
2
64
3
75
G˜5 ¼
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
2
64
3
75 G˜6 ¼
0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
2
64
3
75:
(19)
The values for the rate constants kp are determined using
Eqs. 8 and 19, and the deviation from the data is calculated
using Eq. 15. The RMM includes prior information about the
reaction structure, which results in a decrease in the number
of parameters to be determined, compared to the KMM, and
provides an additional increase in the accuracy of determi-
nation of the rates, as shown in Fig. 2.
Application of the Stochiometry Matrix Method
The Stoichiometry Matrix Method can be applied to a large
class of problems involving chemical reactions. The struc-
ture of the chemical reaction network and the relationship
among the chemical species is given by the stoichiometry
matrix, and the dynamical equations are given by Eq. 6. This
work was in part motivated by the need to analyze complex
kinetic data for assembly of the 30S ribosomal subunit,
which is responsible for decoding the mRNA during protein
synthesis in bacteria. The 30S subunit is composed of 20
small proteins and a large 16S rRNA that form a large
globular structure with a dense RNA interior decorated by
the ribosomal proteins (36,37). It is possible to reconstitute
30S subunits from puriﬁed components in vitro, which led to
an assembly map involving a complex series of parallel and
sequential protein binding events (38). Recently, quantitative
kinetic data for the binding rates of 30S proteins has been
collected using an isotope pulse chase method (39). There is
currently no straightforward method to analyze this complex
kinetic data to determine the mechanism of assembly and to
extract rate constants for the binding reactions.
As a model system to demonstrate the application of the
Stoichiometry Matrix Method to assembly of a ribonucle-
oprotein complex, we consider three RNA binding proteins,
A, B, and C, that bind to an RNA, R, to form a quartenary
complex RABC. We specify that A and B can bind to the
RNA independently, but that binding of C requires prior
binding of A (i.e., there is no RC complex), and that no
protein-protein complexes are formed among A, B, or C, as
shown in Fig. 3.
There are 14 rate constants associated with these seven
reactions (seven forward and seven reverse), and nine dif-
ferent species. The species vector Xˆ is given by:
Xˆ ¼ ½X1 X2 X3 X4 X5 X6 X7 X8 X9 T
¼ ½ ½A ½B ½C ½R ½RA ½RAB ½RABC ½RB ½RBCT:
(20)
For the reaction scheme shown in Fig. 3, the stoichiometry
matrix R˜, and complex matrix Y˜ are given by:
FIGURE 3 Hypothetical assembly mechanism of a quar-
ternary complex between an RNA R, and three proteins
(A,B,C). Proteins A and B can bind independently to R, but
binding of protein C requires prior binding of protein B.
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To demonstrate the application of the SMM, a synthetic
data set was constructed by numerical integration of Eq. 6,
using the following values for the rate constants Kˆ0 and ini-
tial concentrations Xˆð0Þ:
Kˆ0 ¼ ½0:01 :001 :02 :05 :1 :005 :002 :1 :61:3 :3:051:0 :02 T
Xˆð0Þ ¼ ½1:0 1:0 1:0 1:0 0 0 0 0 0 T:
(22)
Noise was introduced into the data set at a level of s ¼
0.001 and the data are shown in Fig. 4. Application of Eq. 9
gives values for the set of rate parameters from the model
data set shown in Fig. 4. The estimation of the rate constants
for the synthetic data using Eq. 9 is shown as the solution
vector Kˆ:
which closely matches the initial values used to generate the
data, in Eq. 22.
The SMM procedure was repeated for synthetic data sets
with different numbers of time points, and for comparison,
reconstructions were also performed using the full KMM and
the reduced KMM. The accuracy of the reconstructions were
quantiﬁed as the root mean square deviation of the
reconstructed rate constants (Kˆ) from the target rate
constants Kˆ0, in Eq. 22. A plot of the rms error D for the
three methods as a function of the number of time points is
shown in Fig. 5. Inclusion of the stoichiometry matrix
improves the accuracy of the reconstructed rates for data sets
of all size.
Breaking holonomic constraints in the KMM by
using multiple initial states
Considering the case where no information about the
structure of the reaction network is known a priori, we
seek to reconstruct the reaction pathways and determine the
rate constants given data from the time dependence of the
concentrations of the various species. Data from a real
experiment such as that shown in Fig. 4 would be collected
after initiating assembly of the RNA-protein complex by
mixing equimolar amounts of R, A, B, and C. Using an
appropriate measurement method, we would observe the
presence of ﬁve new RNA-protein complexes, X5, X6, X7,
X8, and X9, whose identity is not known, a priori. We assume
for this exercise that we can identify the four input molecules
R, A, B, and C using the measurement method.
R˜ ¼
1 0 1 0 1 0 0 1 1 1 0 0 0 0
0 1 0 0 0 1 0 0 0 0 1 1 0 0
0 0 0 1 0 0 1 0 0 0 0 0 1 1
1 0 0 0 0 1 0 1 0 0 1 0 0 0
1 1 0 0 0 0 0 1 0 0 0 1 0 0
0 1 1 1 0 0 0 0 1 0 0 1 1 0
0 0 0 1 1 0 0 0 0 1 0 0 1 0
0 0 1 0 0 1 1 0 1 0 1 0 0 1
0 0 0 0 1 0 1 0 0 1 0 0 0 1
2
66666666666666664
3
77777777777777775
Y˜ ¼
0 0 0 0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1 0 0 1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 1 0 0
0 1 1 0 0 0 0 0 0 0 0 0 1 0
0 0 0 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 1 0 0 0 0 1
0 0 0 0 0 0 1 0 0 1 0 0 0 0
2
66666666666666664
3
77777777777777775
: (21)
Kˆ ¼ ½ 0:0100 0:0010 0:0198 0:0499 0:0998 0:0051 0:0021 . . .
0:1002 0:5994 1:2963 0:3000 0:0503 0:9996 0:0201 T; (23)
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There are several classes of mechanisms that might be
operative for assembly of the ﬁnal particle RABC. There
might be a required sequential order to binding, there might
be completely independent binding of the three proteins in
any order, or, as is the case for the mechanism in Eq. 59,
a combination of the two. Here we demonstrate the appli-
cation of the KMM to this model system to determine the
mechanism and extract the rate constants. Determining the
mechanism allows the stoichiometry matrix to be constructed
from the kinetic matrix A˜.
In principle, the KMM can be directly applied as described
above for the nonlinear oscillator example. However, in
practice, the matrix B˜ becomes singular using data in Fig. 4
due to linear dependencies among the concentration data for
the system of Fig. 3. The linear dependencies arise from
conservation of mass in the system of reactions:
These holonomic constraints are a property of the stoichi-
ometry matrix that describes the reaction network. Analysis of
the left and right null spaces and range of the stoichiometry
matrix can be used to derive the steady-state ﬂuxes and
equilibrium points, and in particular, the conservation of mass
relations that are the holonomic constraints on the dynamics of
the network. For the purpose of applying the KMM, the
structure of the stoichiometrymatrix is not known, and thus the
nature of the holonomic constraints cannot be known, a priori.
To apply the KMM, it is necessary to break the holonomic
conditions arising from the conservation of the quantities
Atotal;Btotal;Ctotal;Rtotal that make the numerical matrix B˜
singular. One strategy to break the holonomic conditions is
to collect the time-series data beginning with a sufﬁcient
number of different initial concentrations to increase the rank
of B˜ and to avoid its singularity. For the model system of
Fig. 3, it is sufﬁcient to use 16 different time series, using
the initial concentrations:
Xˆ
Tð1;0Þ ¼ ½1 1 1:1 1 0 0 0 0 0 
Xˆ
Tð2;0Þ ¼ ½1 1 1 1:5 0 0 0 0 0 
Xˆ
Tð3;0Þ ¼ ½1 1 1:5 1 0 0 0 0 0 
Xˆ
Tð4;0Þ ¼ ½1 1 1:5 1:5 0 0 0 0 0 
Xˆ
Tð5;0Þ ¼ ½1 1:5 1 1 0 0 0 0 0 
Xˆ
Tð6;0Þ ¼ ½1 1:5 1 1:5 0 0 0 0 0 
Xˆ
Tð7;0Þ ¼ ½1 1:5 1:5 1 0 0 0 0 0 
Xˆ
Tð8;0Þ ¼ ½1 1:5 1:5 1:5 0 0 0 0 0 
Xˆ
Tð9;0Þ ¼ ½1:5 1 1 1 0 0 0 0 0 
Xˆ
Tð10;0Þ ¼ ½1:5 1 1 1:5 0 0 0 0 0 
Xˆ
Tð11;0Þ ¼ ½1:5 1 1:5 1 0 0 0 0 0 
Xˆ
Tð12;0Þ ¼ ½2:5 1 1:5 1:5 0 0 0 0 0 
Xˆ
Tð13;0Þ ¼ ½1:5 1:5 1 1 0 0 0 0 0 
Xˆ
Tð14;0Þ ¼ ½1:5 1:7 1 1:5 0 0 0 0 0 
Xˆ
Tð15;0Þ ¼ ½1:5 1:5 1:5 1 0 0 0 0 0 
Xˆ
Tð16;0Þ ¼ ½1:5 1:5 1:5 1:4 0 0 0 0 0 ; (25)
where Xˆ
Tðm; 0Þ is the initial set of concentrations used to
generate the time series Xjðm; tiÞ using KˆT from Eq. 22, and
m is the index for the time series that runs from 1 to nm ¼ 16
data sets. Noise was introduced into the data with standard
deviations s Xj tið Þ
  ¼ 0:0013jXj tið Þj.
From this set of 16 synthetic data sets, the Kinetic Matrix
Method of Eq. 7 can be applied to identify the complexes
responsible for the kinetics and to extract the rate constants.
The kinetic matrix for this system is derived from the ns ¼ 9
species, and the nk ¼ 55 canonical complexes yk given by
Eq. 11, resulting in the 9 3 55 matrix A˜ ¼ Ajk ¼ aˆj. In
addition, the formulas for B˜ and cˆj in Eq. 7 must be modiﬁed
to include summation over the nm data sets recorded at
different initial concentrations:
FIGURE 4 Model kinetic data set for assembly of the RABC quarternary
complex. Data were generated by numerical integration of Eq. 6 using the
matrices in Eq. 21 and the rate constants and initial concentrations in Eq. 22.
½A1 ½RA1 ½RAB1 ½RABC ¼ X11X51X61X7 ¼ Atotal
½B1 ½RAB1 ½RABC1 ½RB1 ½RBC ¼ X21X61X71X81X9 ¼ Btotal
½C1 ½RABC1 ½RBC ¼ X31X71X9 ¼ Ctotal
½R1 ½RA1 ½RAB1 ½RABC1 ½RB1 ½RBC ¼ X41X51X61X71X81X9 ¼ Rtotal: (24)
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B˜¼ bkl ¼ +
nm
m¼1
+
nt
i¼1
ðXˆðm; tiÞÞyˆkðXˆðm; tiÞÞyˆl
cˆj ¼ cjk ¼ +
nm
m¼1
+
nt
i¼1
dXjðm; tiÞ
dt
 
obs
ðXˆðm; tiÞÞyˆk : (26)
Most of the elements Ajk of the kinetic matrix A˜ obtained
from Eq. 26 are close to zero, but some Ajk that correspond to
the k0 i are close to the initial value used to generate the data.
The quality of reconstruction of the reaction system of Fig. 3
can be estimated from the deviation of reconstructed value of
ki from initial k0 i, using Eq. 15, where np ¼ 14 is the total
number of nonzero rate constants. The value of D as function
of number of time points used for the reconstruction is shown
in Fig. 5.
The full kinetic matrix A˜ is too large to be conveniently
shown, but columns k ¼ 19. . . .23 of matrix A˜ are shown to
illustrate the essential features of the reconstructed matrix:
k ¼ 19 20 21 22 23
A˜ ¼
aˆ1
aˆ2
aˆ3
aˆ4
aˆ5
aˆ6
aˆ7
aˆ8
aˆ9
2
66666666666666664
3
77777777777777775
¼
. . . 1:0896 0:0007 0:0018 0:0008 0:0028 . . .
. . . 0:1613 0:0234 0:0043 0:3008 0:0387 . . .
. . . 0:1419 0:0086 0:0016 0:0006 0:0002 . . .
. . . 0:0337 0:0098 0:0000 0:3034 0:0006 . . .
. . . 0:0393 0:0001 0:0000 0:0001 0:0499 . . .
. . . 0:0563 0:0002 0:0003 0:0001 0:0500 . . .
. . . 0:7218 0:0034 0:0002 0:0004 0:0017 . . .
. . . 0:0120 0:0000 0:0004 0:3004 0:0003 . . .
. . . 0:9461 0:0023 0:0000 0:0004 0:0015 . . .
2
66666666666666664
3
77777777777777775
; (27)
k ¼ 6 7 8 9 10 14 18 19 22 23 31 33
Y˜ ¼
0 0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 1 0 0 1 0 0 0
1 0 0 0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 1 0 0 0 0 1
0 0 0 0 1 0 0 1 0 0 0 0
2
66666666666666664
3
77777777777777775
ð28Þ
k¼ 6 7 8 9 10 14 18 19 22 23 31 33
A˜¼
aˆ1
aˆ2
aˆ3
aˆ4
aˆ5
aˆ6
aˆ7
aˆ8
aˆ9
2
66666666666666664
3
77777777777777775
¼
0:0101 0:0198 0:1008 0:0009 0:0001 0:1009 0:5929 1:3036 0:0003 0:0003 0:0100 0:0003
0:0000 0:0005 0:0011 0:0044 0:0000 0:0004 0:0168 0:0039 0:3035 0:0479 0:0286 0:0028
0:0000 0:0001 0:0492 0:0000 0:0020 0:0002 0:0034 0:0123 0:0004 0:0000 1:0039 0:0196
0:0100 0:0001 0:0007 0:0047 0:0000 0:0999 0:0041 0:0040 0:3010 0:0006 0:0080 0:0008
0:0100 0:0010 0:0002 0:0001 0:0000 0:1000 0:0000 0:0027 0:0000 0:0500 0:0005 0:0001
0:0000 0:0210 0:0491 0:0005 0:0000 0:0000 0:5989 0:0096 0:0001 0:0497 0:9964 0:0003
0:0000 0:0002 0:1475 0:0014 0:0001 0:0001 0:0004 1:2678 0:0002 0:0001 0:9994 0:0003
0:0000 0:0199 0:0004 0:0051 0:0020 0:0000 0:5976 0:0078 0:3001 0:0001 0:0038 0:0198
0:0000 0:0001 0:0990 0:0007 0:0020 0:0000 0:0007 1:2866 0:0000 0:0001 0:0006 0:0198
2
66666666666666664
3
77777777777777775
:
where k is the canonical number of complex that is
determined using Eq. 4. It is helpful to immediately construct
the reduced complex matrix by inspection of the matrix A˜,
and the reduced matrices Y˜ and A˜ are given by:
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At this point, the details of the mechanism for assembly
become clear by examining the structure of these two
matrices. First, all of the irrelevant possible reactions, such as
dimerization of proteins and formation of heterodimeric
protein-protein complexes have been eliminated from con-
sideration. Importantly, there is no complex that corresponds
to the forward or reverse reaction R1 C,-. RC. However,
there are two elementary reactions that correspond to the
complexes R1A ¼ yˆ14 and R1B ¼ yˆ22, which indicates that
either A or B can bind independently to R. Inspection of
columns 1 and 6 of A˜ reveal that the dynamics of X5 also
depends on yˆ14, which clearly identiﬁes X5 as the RNA-
protein complex RA. Similarly, complex yˆ22 also affects the
dynamics of X8, identifying it as the RNA-protein complex
RB. Complex yˆ7 identiﬁes X6 as RAB, complex yˆ10 iden-
tiﬁes X9 as RBC, and complex yˆ19 identiﬁes X7 as RABC. It
can also be seen from the structure of A˜, that both forward
and reverse reactions are occurring in the dynamics. A great
deal of the mechanism is clear from the reconstruction,
however there are some ambiguities evident from column 3
of A˜. Application of Eq. 7 to the reduced matrix of com-
plexes gives rise to the reconstructed reduced kinetic matrix
A˜. The accuracy of the reconstruction of the rates is signiﬁ-
cantly improved using the reduced KMM, as shown in Fig. 5.
Reconstruction of the stoichiometry matrix
In the previous sections we have described the application of
the KMM to identify the processes inherent in kinetic data,
and to extract the rate constants for the processes. In the case
of a dynamical system that corresponds to a chemical
reaction network, we have shown that application of the
stoichiometry matrix, as in the SMM, further improves
the accuracy of the rate reconstructions. A complete and
powerful synthesis of these two approaches would involve
application of the KMM to identify the dynamics present,
and use of this information to construct de novo a
stoichiometry matrix that describes the reactions present in
the system.
One of the difﬁculties encountered in construction of a
stoichiometry matrix from the kinetic matrix A˜ is apparent in
column 2 of Eq. 28. It would appear that an apparent reaction
of the form:
A1B1RA1RB
/
)
RAB; (29)
is taking place, but it is clear that such a complex reaction is a
composite of two separate elementary reactions that both
give the same product, RAB. It is necessary to describe
several of the properties of networks of unimolecular and
biomolecular reactions to develop an algorithm to resolve
kinetic ambiguities in the structure of a kinetic matrix.
Consider one of the elementary chemical reaction steps
from Fig. 3:
RB1A!k9 RAB: (30)
The reaction in Eq. 30 is represented by a reaction vector
rˆ9 ¼ yˆ18  yˆ7, which is a bimolecular reaction where RAB is
the only possible product of the reaction of A and RB, and we
deﬁne this as a ‘‘univariant’’ reaction. More speciﬁcally,
there is only one possible product complex, yˆ18, arising from
reactant complex yˆ7. In contrast, for the dissociation of
RABC, there are two possible products:
RABC!k4 RAB1C
RABC!k5 RBC1A; (31)
and we deﬁne this as a ‘‘bivariant’’, or more generally a
‘‘multivariant’’ reaction. There are two possible product com-
plexes that can be formed from the same reactant complex.
The observed rate of dissociation of RABC is determined by
the composite rate constant:
k
obs ¼ k41k5; (32)
as outlined in Appendix IV in the Supplementary Material.
The composite reactions contained in the matrix A˜ due to the
presence of bivariant reactions must be decomposed into
their elementary reactions.
With these considerations in mind, we can devise a
method for reconstruction of the stochiometry matrix
R˜ ¼ Rjk from the primary set of dynamical data XjðtiÞ. The
ﬁrst step is to use the KMM to obtain a model of the chemical
system in terms of the kinetic matrix A˜ and a complete set of
complexes Y˜. As described above, matrices A˜ and Y˜ will
both have dimensions of 9 3 55. Second, the reduced set of
complexes is formed by elimination of the null columns of
A˜, and the reduced dimension of matrices A˜ and Y˜ will be
9 3 12. The third step is to use the Representation Matrix
Method for extraction of nonzero rates from the reduced
kinetic matrix A˜, which are then organized into a vector of
rates Kˆ ¼ kp. The kinetic matrix A˜ can be equivalently
FIGURE 5 Comparison of the accuracy of three variants of the Numerical
Matrices Method applied to the quarternary ribonucleoprotein complex.
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expressed in terms of a set of representation matrices, given
by Eq. 5. Each of the resulting representation matrices G˜p
will have only one nonzero element, as in Eq. 19. Fourth,
since the form of the dynamical equations using the set of
representation matrices is signiﬁcantly different from the
form using the stochiometry matrix, as in Eq. 6, and it is
necessary to generate an intermediate ‘‘collapsed’’ kinetic
matrix W˜. If the dynamics of the system corresponds to a set
of univariant chemical reactions, matrix W˜ will be identical
to the stoichiometry matrix R˜. However, in general, there are
differences between W˜and R˜ in columns that correspond
to the multivariant reactions. Inspection of W˜ allows the
identiﬁcation of the multivariant reactions.
A ﬁnal step in construction of the stoichiometry matrix R˜
from the collapsed matrix W˜ is necessary. Each column of
W˜ may correspond to a true reaction vector for a univariant
reaction, or it may correspond to a reactant complex vector
for a multivariant reaction. The formal mapping of indices to
convert the kinetic matrix A˜ into the set of representation
matrices G˜p and vector of rates kˆ ¼ kp, the construction of
the collapsed matrix W˜, and the decomposition of the multi-
variant columns of W˜ into reaction vectors is detailed in
Appendix V in the SupplementaryMaterial. Finally, the newly
constructed stoichiometry matrix R˜ can be used in the SMM to
further improve the accuracy of the rate constants for the
dynamical system. The outlined procedure provides a robust
method for determinationof the structure of a chemical reaction
network beginning only with the time series data XjðtiÞ.
DISCUSSION
The numerical matrices method for nonlinear
system identiﬁcation
We have developed and implemented several variant
methods of nonlinear system identiﬁcation and determina-
tion of rate constants for cascades of chemical reactions. All
of these methods describe the chemical kinetics in a similar
manner using various numerical matrices: the matrix of
complexes Y˜, the kinetic matrix A˜, the stochiometry matrix
R˜, the vector of rates Kˆ, and the set of representation
matrices G˜p. However, these methods differ from each other
in the amount of prior information about the reaction system
that is used in the determination. Inclusion of prior information
q ¼ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
k ¼ 6 7 7 7 8 8 8 9 10 14 18 19 22 23 31 33
W˜ ¼
1 0 1 0 0 1 0 0 0 1 1 1 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 1 1 0 0
0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 1
1 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0
1 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0
0 0 0 1 1 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0
0 0 1 0 0 0 0 1 1 0 1 0 1 0 0 1
0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 1
2
66666666666666664
3
77777777777777775
k ¼ 6 7 7 7 8 8 8 9 10 14 18 19 22 23 31 33
Y˜
W ¼
0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0
2
66666666666666664
3
77777777777777775
Kˆ
T
0 ¼ ½ :01 :001 :02 :0210 :0492 :1 :1475 :0048 :002 :1 :6 1:29 :3 :05 1: :02  (33)
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increases the accuracy of the reconstruction, in large part due
to the decrease in the number of unknown parameters that
must be determined.
The most basic method is the Kinetic Matrix Method,
which uses an arbitrary kinetic matrix A˜and the complete set
of complexes Y˜ to describe all possible unimolecular and
bimolecular reactions among the species present. No prior
information is included about the structure of the reaction
network, the input being the identity of the chemical species
and the time dependence of their concentrations. The KMM
identiﬁes which reactions are taking place, and provides
estimates for the rate constants for the reactions. Although
the KMM is robust, it can be seen from Figs. 2 and 5 that
there is a signiﬁcant error in the rates that are determined.
If the nature of the reactions are known or have been
determined using the KMM, or if some possible reactions
can be excluded a priori, it is possible to form a reduced
matrix of complexes, which provides increased accuracy of
the determined rates using the KMM. In addition, prior
information about the structure of the reaction network is
included by construction of the reduced matrix of complexes
Y˜ to reﬂect only the complexes that are present. As can be
seen in Figs. 2 and 5, the reduced KMM provides a signiﬁ-
cant increase in the accuracy of the determined rates compared
to the full KMM, which is presumably due to elimination of
rate parameters for complexes that are irrelevant to the dy-
namics of the system.
If the complete structure of the reaction network is known,
the dynamics can be represented using the stoichiometry
matrix formalism, which effectively pairs up the reactant and
product complexes appropriate for each reaction in the
system. The stoichiometry matrix R˜ contains information
about the structure of the reaction network, whereas the rate
constants are contained in a vector Kˆ. This method requires
determination of the fewest parameters from the data, and
consequently provides the most accurate determination of
the rate constants, as can be seen in Fig. 5.
A particularly signiﬁcant part of the NMM is the
Representation Matrix Method. The RMM is the most
generalized and universal of the methods, and can work with
different levels of prior information, and the KMM and
the SMM can be considered as speciﬁc implementations of
the RMM, where the level of prior information included
in the reconstruction is determined by the choice of the set of
representation matrices G˜p. In the complete absence of prior
information, the KMM can be fully and equivalently repre-
sented and implemented by choosing the set of representa-
tion matrices G˜
A
p such that:
dXˆ
dt
¼ A˜  XˆY˜ ¼ +
np
p¼1
k
A
p G˜
A
p  Xˆ
Y˜
: (34)
When the full structure of the reaction network is known,
the SMM can be similarly represented by the choice of re-
presentation matrices G˜
R
p such that:
dXˆ
dt
¼ ðR˜ diagðKˆÞÞ  XˆY˜ ¼ +
np
p¼1
k
R
p G˜
R
p  Xˆ
Y˜
: (35)
In addition, the RMM is particularly applicable when
some of the rates of reactions are exactly known and others
remain to be determined. In this most general form, the dy-
namics of the system is given by:
dXˆ
dt
¼ +
np
p¼1
ðkpG˜p1Q˜Þ  XˆY˜; (36)
where the matrix Q˜ contains the information about known
rate parameters (35).
Determination of reaction network structure
For a given reaction mechanism, it is straightforward to
construct the set of differential equations that describe the
dynamics of the reaction network, as shown in the top part of
Fig. 6. Given initial conditions and values for the rate
constants it is also straightforward to either analytically or
numerically integrate the system of differential equations to
provide the time-dependent concentrations of the species in
the network. The NMM described here provides a general
method for the reverse process, where the time dependence
of the species alone is sufﬁcient to determine the reaction
structure, as shown in the lower part of Fig. 6. From the time
dependence of the species and the corresponding rates, the
KMM is applied to determine the basic reaction structure and
provide initial estimates for rate constants in the general
kinetic matrix A˜. In some cases it is possible to deduce the
stoichiometrymatrix R˜ directly from A˜, but in particular for the
case where there are multivariant reactions present in the
system, additional steps are required.We have outlined general
procedure for generating R˜ from A˜ for a chemical reaction
network via a set of intermediate representation matrices G˜p
and an intermediate collapsed matrix W˜. Thus, beginning only
with the time dependence of the species, the structure of the
reaction network can be determined using the NMM.
Comparison to correlation metric construction
There are some strong analogies between the NMM and
the previously developed correlation metric construction
(CMC) method (10–12). For both methods, reaction path-
ways can be identiﬁed from concentration measurements of
the species, and a type of correlation matrix is used for the
analysis. In addition, the stochastic modulation of the inputs
in the CMC is similar in spirit to the use of multiple initial
states in NMM. Both the NMM and CMC have the common
limitation that data for all species must be considered.
There are signiﬁcant differences between the NMM and
CMC as well, and the NMM has several advantages. First, an
important part of NMM is that values for rate parameters are
determined, but no such values are produced by CMC, which
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is limited to identiﬁcation of the reaction structure. Second,
NMM is based on correlations between kinetic complexes
such as ðXpðtÞXqðtÞÞ and ðXrðtÞXsðtÞÞ, which are analyzed
using linear algebra and statistical methods. In contrast, the
CMC is based on analysis of a time-lagged two-species cor-
relation function between ðXiðtÞ  XiÞ and ðXjðt1tÞ  XjÞ
that is interpreted using a heuristic algorithm. Finally, there
is no way to include prior information about reaction
structure using the CMC, which is a strength of the NMM.
Domain of applicability
To apply the methods in the NMM, it is necessary to collect
time-series data on all of the species present, and data sets
with many time points are required. One advantage of the
NMM is that no information is required about the initial
conditions. Data collected beginning at any arbitrary time
t . 0 is sufﬁcient, and there are no boundary conditions
imposed for determination of the rate constants. The only
requirement is that signiﬁcant changes in the concentrations
occur in the data sets, with respect to the noise. The
Numerical Matrices Method can be carried out using not
only direct differential methods, but also the direct integral or
empirical optimization methods described above. The
primary application for these alternative implementations
would be when the number of time points is small. For a
large number of time points, the condition number of the
matrix B˜ is much better for the direct differential method,
which is particularly important when the number of param-
eters to be determined is large.
The linearly quadratic model used here for the kinetics is
generally applicable tomost chemical reaction networks. How-
ever, this choice is not imperative, and other more complex
models for the kinetics can be usedwithin the framework of the
NMM. In addition, the NMM can be generalized to important
cases with nonlinear dependence on parameters, such as the
case of Michaelis-Menten enzyme kinetics. A more general-
ized nonlinear kinetic model of the form:
dXjðtiÞ
dt
¼
+
ns
p¼0
+
p
q¼0
ajpqXpðtiÞXqðtiÞ
fj1 +
ns
p¼0
+
p
q¼0
gjpqXpðtiÞXqðtiÞ
; (37)
contains strong nonlinearity of parameters fj; gjpq. In analogy
to Eqs. 2 and 50 in Appendix II in the Supplementary
Material, the least squares criterion:
Fðajpq;gjpq; fjÞ ¼+
nt
i¼1
+
ns
j¼0
fj1 +
ns
p¼0
+
p
q¼0
gjpqXpðtiÞXqðtiÞ
 !"
3
dXjðtiÞ
dt
 
obs
+
ns
p¼0
+
p
q¼0
ajpqXpðtiÞXqðtiÞ
#2
; (38)
can be used to solve the reaction identiﬁcation problem for
the nonlinear parameters using a tractable system of linear
equations for all of the parameters in Eq. 37, including the
nonlinear parameters fj; gjpq.
Multiple initial states
Application of the NMM is complicated by linear depen-
dencies among the species in the time-dependent data. In the
absence of knowledge about the reaction network structure
or the stoichiometry matrix, the linear system of equations
for the rate constants becomes singular. However, recording
data sets with multiple initial states where the concentrations
of the various species are changed in combination results in a
numerically tractable problem. The choice of the number and
the nature of the initial states will depend on the nature of
the kinetics present, which cannot be known a priori for an
unknown reaction structure. This consideration offers an im-
portant guiding principle for designing experiments to deter-
mine rate constants in complex kinetic systems, and it will be
generally necessary to collect data using a range of concen-
trations of all of the initial species present.
FIGURE 6 Overview of the Numerical Matrices Method to nonlinear system identiﬁcation. Given a reaction mechanism, it is straightforward to construct
a set of differential equations that can be numerically integrated to give time dependence of the species. The NMM formally carries out the reverse of this
process in a series of steps involving kinetic matrices.
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CONCLUSION
The matrix methods described here are based on a very
general kinetic framework that is applicable to a wide variety
of dynamic systems, particularly chemical and biochemical
reaction networks. An important and simplifying principle is
that most chemical reactions can be represented by a linearly
quadratic kinetic equation, making it possible to enumerate
all possible uni- and bimolecular reactions. For all of the
above methods, the description of the dynamics is based on
the matrix of complexes Y˜ that correspond to these reactions.
An important feature of the approach is that rate constants for
these reactions can be obtained by solving a linear system of
equations with a least squares solution to the observed data in
closed form. The various methods can be readily combined
with each other and can be applied in succession as the
understanding of the dynamics increases. The individual
matrix methods constitute important parts of a universal
approach to the task of the system identiﬁcation that we term
the Numerical Matrices Method.
The NMM provides an opportunity to use a continuously
changing amount of prior information for system identiﬁca-
tion and rate constant determination. This in turn provides
the possibility of developing iterative methods for identiﬁ-
cation of large chemical and biochemical reaction networks.
Information that is obtained in early steps can be subse-
quently included to iteratively improve the description of the
dynamics. A complete implementation of such an iterative
procedure will include analysis of errors at each stage to
guide the reconstruction of the reaction network. Here we
have described the essential elements of the NMM that will
provide the basis for further development of such powerful
tools for analysis of kinetic data and for system identiﬁcation.
SUPPLEMENTARY MATERIAL
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