We present a detailed examination of the variational principle for metric general relativity as applied to a "quasilocal" spacetime region M (that is, a region that is both spatially and temporally bounded). Our analysis relies on the Hamiltonian formulation of general relativity, and thereby assumes a foliation of M into spacelike hypersurfaces Σ. We allow for near complete generality in the choice of foliation. Using a field-theoretic generalization of Hamilton-Jacobi theory, we define the quasilocal stress-energy-momentum of the gravitational field by varying the action with respect to the metric on the boundary ∂M. The gravitational stress-energy-momentum is defined for a two-surface B spanned by a spacelike hypersurface in spacetime. We examine the behavior of the gravitational stress-energy-momentum under boosts of the spanning hypersurface. The boost relations are derived from the geometrical and invariance properties of the gravitational action and Hamiltonian.
I. INTRODUCTION
Beginning with the earliest days of general relativity and continuing to the present, relativists have actively sought to define gravitational stress-energy-momentum (sem) from a variational principle. The motivation to do so is readily apparent. sem, and energy in particular, plays a central role in most branches of physics. In this paper we discuss a relatively new approach (see for example 1 Refs. ) to the problem, which we refer to here as the canonical quasilocal formalism (cqf). The cqf is based upon a field-theoretic generalization of Hamilton-Jacobi theory. We present many results new to the cqf and, in the process, recover the recent results from Refs. [12, 18] .
Over the last thirty years, research has yielded a more-or-less satisfactory understanding of total energy-momentum for asymptotically flat spacetimes and asymptotically anti-de Sitter spacetimes. However, as no physical system is ever truly isolated, these asymptotic conditions-however useful-are ultimately unphysical, theoretical idealizations. In any case, practical numerical calculations are always restricted to a spatially finite region. For this reason and others (see the next paragraph), recent efforts have turned to the issue of defining sem quasilocally, that is to say, associating gravitational sem with spatially bounded regions.
As we will see, the cqf naturally leads to a definition of gravitational sem that is quasilocal. We are motivated primarily by the desire to obtain physically meaningful and useful energy-like quantities that characterize the classical gravitational field in a bounded region. However, our original motivation for developing the cqf stemmed from a problem in semiclassical gravity, namely, understanding thermodynamical internal energy for black holes. The asymptotically-defined Arnowitt-Deser-Misner (adm) energy [24] , for example, cannot serve as a useful internal energy because an infinite, self-gravitating system at finite temperature is thermodynamically unstable. Thus, the partition function can be defined only for systems with finite spatial extent, and this necessitates a quasilocal definition of energy (see Refs [25] [26] [27] 8, [28] [29] [30] [31] and references therein).
Before turning to the cqf, let us mention several approaches toward defining gravitational energy from a variational principle. The history of this problem is long, so an encompassing study would require a separate, extensive review. Here, we give only a brief summary of several of the historically important works. These works are based on a fieldtheoretic generalization of Noether's theorem [32] .
Einstein was the first to derive gravitational sem from an action principle. [33] By discarding a metric-dependent divergence term in the second-order covariant Hilbert action, he obtained a first-order action, the so-called ΓΓ action, that is the four-integral of a bulk Lagrangian quadratic in the Christoffel symbols. He then carried out a Noethertype analysis, and derived a canonical gravitational sem pseudotensor and its corresponding super-potential. 2 Given what we've learned about the asymptotic structure of spacetime in the decades since this early work, it is remarkable how successful the Einstein definitions were. [34] Most of the key properties of spatial infinity (including decay of the metric and derivatives of the metric) are found in Einstein's original paper. The drawback of Einstein's approach is that the ΓΓ action is not fully diffeomorphism invariant (it is invariant modulo boundary terms), and his gravitational sem is coordinate dependent. At the quasilocal level there is no obvious general prescription for how one should choose coordinates.
In the early 1960's Møller discovered a new bulk action for general relativity that is similar to Einstein's ΓΓ action, but is quadratic in the tetrad connection (Ricci rotation) coefficients. [36] We might refer to it as the ωω action. Like the Einstein Lagrangian, the Møller bulk Lagrangian differs from the Hilbert Lagrangian by a pure divergence. (See also related work in Refs. [37] [38] [39] .) Although the Møller action is not fully invariant under "internal" transformations of the tetrad, it is diffeomorphism invariant and is therefore arguably preferable to the Einstein action as the starting point for a Noether-type analysis. Moreover, the resulting theory of sem can be translated readily into the language of twospinors, a powerful formalism which has led to numerous results in the quasilocal setting (see, for instance, the works of Szabados, Refs. [40] [41] [42] [43] and references therein). We point out, however, that in adopting the Møller action, one is departing from the purely metric relativity, Einstein's original theory. It is not clear at all that the sem concepts derived in any such framework "pull back" to the metric phase space.
By introducing a background metrical structure, one may isolate-in a coordinate independent fashion-a purely metric divergence term in the Hilbert action. In Ref. [44] Rosen discarded such a term, thereby obtaining another bulk action amenable to Noether techniques. An invocation of the Noether theorem in purely metric gravity, this approach towards defining gravitational sem is close in spirit to Einstein's, and may be considered as a a refined version of his original analysis. However, the approach would seem limited in that there is not always a natural choice of background spacetime. Bičák, Lynden-Bell, Katz, and Petrov have developed and used an improved version of the approach in several recent papers (see Refs. [45] [46] [47] and references therein) addressing, among other things, gravitational perturbations of cosmological solutions to the Einstein equations.
We now turn to the canonical quasilocal formalism. Our analysis is based on the socalled "Trace-K" action [48, [1] [2] [3] , which differs from the standard Hilbert action by metricdependent boundary terms. Its use leads to a purely metric formalism, as does the Einstein ΓΓ action. However, unlike the ΓΓ action, the Trace-K action 3 is manifestly invariant under coordinate transformations. Moreover, the Trace-K action does not depend on any background structures. 4 Since the Trace-K action does not stem from a bulk Lagrangian, it is not immediately clear how to apply the Noether theorem. But we can bypass a Noether analysis altogether, using instead the cqf which is based on Hamilton-Jacobi theory. We point out that our approach is intimately related to a body of work done by Kijowski and co-workers (see Ref. [49] and references therein). Kijowski's approach starts with novel and important ideas from symplectic theory [50] , and examines the relevant symplectic geometry in great detail. Our approach, on the other hand, starts with standard HamiltonJacobi theory and focuses primarily on the physical spacetime geometry. We stress that both approaches are merely different faces of a Hamiltonian analysis, and thus somewhat different from more traditional approaches based on Noether techniques.
Consider a spatially and temporally bounded spacetime region M with metric g µν and boundary ∂M. The boundary ∂M of the region consists of a timelike elementT (the meaning of the "bar" is explained below) and spacelike elements Σ ′ and Σ ′′ . Such a spacetime region is depicted in Fig. 1 , but note thatT need not be connected. We assume that the
spacetime M is foliated into spacelike hypersurfaces Σ, defined by t = const. Further, we require the boundary of each Σ leaf to lie inT . 5 The intersections of the leaves of the spacetime foliation Σ with the timelike boundary elementT define a foliation ofT into two-dimensional spacelike hypersurfaces B (which need not be connected). The region M may itself be contained in some ambient spacetime. We note that the boundary B and its historyT are simply submanifolds of spacetime and need not be physical barriers.
The future-pointing unit normal to the t = const hypersurfaces is denoted u µ , and the outward-pointing unit normal ofT is denotedn µ . The induced metric on Σ is h ij and the induced metric onT isγ ij . Because in generaln µ u µ = 0 onT , the Eulerian observers of 5 Thus both Σ ′ and Σ ′′ are, as the notation suggests, leaves of the Σ foliation. We have investigated the more general case in which Σ ′ and Σ ′′ are not leaves of Σ, in which case some portions of the boundaries of some Σ leaves lie in the boundary elements Σ ′′ or Σ ′ . However, at present we find no compelling reason to allow for such generality.
the B foliation ofT , comoving withT , need not be at rest with respect to the Σ slices. This necessitates the "barred" and "unbarred" notation which keeps track of the two sets of Eulerian observers at the boundary: those comoving withT and at rest with respect to the B foliation ofT (the "barred observers") and those at rest with respect to the Σ foliation of M (the "unbarred observers").
The four-velocities of the barred observers will be denotedū µ . Similarly, at each point ofT , we define n µ as the unit outward pointing vector for the unbarred observers. That is, n µ lies in Σ and is orthogonal to B. 6 Note that, by construction,ū µn µ = 0 and u µ n µ = 0. These vectors are related by the boost relations
where v is the boost velocity between the two sets of observers and γ = (1 − v 2 ) −1/2 . In Appendix A we present the details of the kinematical relationships needed for this paper.
As mentioned, our analysis is carried out in the purely metric formulation of gravity and is based on the Trace K action, [48, 2, 3, 17] 
Here, κ is 8π times Newton's constant. For simplicity we have omitted matter and cosmological constant contributions to the action. The symbol
Σ ′ is shorthand for Σ ′′ − Σ ′ , and K is the trace of the extrinsic curvature K µν = −h α µ ∇ α u ν of the boundary elements Σ ′ and Σ ′′ . Similarly, the functionΘ is the trace of the extrinsic curvatureΘ µν = −γ α µ ∇ αnν of the boundary elementT . The action (1.2) includes contributions (first considered in Refs. [2, 3] ) from the "corners" B ′ = Σ ′ ∩T and B ′′ = Σ ′ ∩T , where σ is the determinant of the metric σ ab on the corners. The velocity parameter θ is defined by sinh θ = −u µn µ = γv. The Trace-K action has the crucial property that its associated variational principle features fixation of the induced three metric 3 g ij on ∂M. 7 In particular, the lapse of proper time for an observer, comoving withT and at rest with the B foliation, is fixed as boundary data since this information is encoded in the fixedT three-metric. The value of the quasilocal energy surface density (at a given point on the observer's wordline) is defined through a hj variation as minus the rate of change of the classical action with respect to an infinitesimal stretch (enacted at the given point) in the proper time separation between Σ ′ and Σ ′′ . Of 6 By introducing a partial foliation of M that includesT as one leaf, we can defineū µ and n µ as unit vector fields in a spacetime neighborhood ofT . Note, however, that as spacetime vector fields,ū µ and n µ are not in general hypersurface orthogonal. See Appendix A. 7 A few words concerning terminology are in order. When we apply the variational principle, we vary the action functional among all histories that satisfy certain specified boundary conditions. The histories that extremize the action under such a variation are, by definition, the classical histories. On the other hand, a Hamilton-Jacobi variation (hj variation) of the action is a variation among classical histories with different boundary values.
course, theT three-metric specifies more than just the lapse of proper time between the initial and final slices-it contains information about all possible spacetime intervals onT . One is free to consider the changes in the classical action corresponding to arbitrary hj variations in theT metric. The original Ref. [1] has demonstrated how this freedom leads not only to the energy surface density but also to surface densities for tangential momentum and spatial stress (both are pointwise-defined B tensors).
In this paper, we extend the cqf analysis of Ref. [1] by considering changes in the classical action corresponding to hj variations in Σ ′′ (or Σ ′ ) boundary data. This leads to quasilocal surface densities for normal momentum, tangential momentum (which is equivalent to the previous definition), and temporal stress (this was also shown in Ref. [12] ). Therefore, the quasilocal stress-energy-momentum consists of energy, normal momentum, and tangential momentum surface densities and spatial and temporal stress tensors.
We also extend the cqf by considering "boost relations" between the quasilocal surface densities as defined by barred and unbarred observers. These sem boost relations can be viewed as canonical realizations of the relations (1.1) satisfied by the barred and unbarred observers' unit vectors. The observer dependence of the quasilocal sem is best described from the following perspective. The various sem quantities are defined as tensors on the spatial boundary B spanned by a spacelike hypersurface Σ. The boost relations characterize the behavior of these tensors under a boost of the spanning slice Σ; that is, they characterize the dependence of the quasilocal sem on the choice of observers passing through B. As purely geometrical relations, the boost relations among energy, tangential momentum, and normal momentum surface densities have been noted elsewhere in the literature (see, for instance, Refs. [40, 49] ). Moreover, their particular role in the cqf has been pointed out in Refs. [5, 12] . Here we present a unique derivation of these relations, demonstrating that their geometrical content is already encoded in the gravitational Hamiltonian.
In Sec. II we prepare for the Hamilton-Jacobi variation of the Trace-K action by considering the general variation of the Hilbert action. Of particular importance are the corner terms that arise at the intersections ofT with Σ ′ and Σ ′′ . These terms have appeared previously in the literature. [2, 3, 12, 49] However, to our knowledge, Sec. II contains the first completely geometrical derivation of the result (although the same result was obtained explicitly via another method in Ref. [49] ). In Sec. III we apply the cqf to the Trace-K action and derive the quasilocal sem. In the process, we obtain the boost relations among the energy and momentum surface densities and spatial and temporal stress tensors as defined by the boosted and unboosted observers. We also discuss the notion of boost invariants which allow for the construction of several mass definitions which have appeared in the relativity literature. Section IV contains a derivation of the Hamiltonian form of the action and its variation. We then derive the boost relations for the energy and momentum surface densities by boosting the gravitational Hamiltonian.
Appendix A contains several key kinematical results that are used throughout the paper. In Appendix B we discuss the freedom (always present in any variational principle) to append to the gravitational action, here the Trace-K action, an arbitrary functional of the fixed boundary data. Appendix C is devoted to the derivation of certain curvature splittings needed for the analysis in Sec. III. Finally, in Appendix D, we show that the rate of change of the boost parameter equals the normal gradient of the lapse function defining the boost. This is needed for the analysis in Sec. IV.
II. VARIATION OF THE HILBERT ACTION
In this section we consider the standard Hilbert action, [51] 
and its associated variational principle as applied to a bounded spacetime region M, a careful analysis of which is crucial for the entire discussion. Such an analysis is, of course, not new [48, 2, 3, 17, 18, 49] ; however, as we do give a new version of a nontrivial calculation of fundamental importance, we believe the details belong upfront and not relegated to an appendix. The relevant geometry of the various foliations of M is described in the Introduction and Appendix A. We examine the variation δS H of the action induced by an infinitesimal variation δg µν in the metric tensor and derive the following result: [48, 2, 3, 17, 18, 49] 
In this expression G µν is the Einstein tensor, θ is the velocity parameter described earlier, and
are respectively the Σ andT gravitational momenta. In writing the Hilbert action (2.1) and its variation (2.2), we do not necessarily assume that the spacetime boundary elements Σ ′ , Σ ′′ , andT have smooth embeddings in M. That is, the unit normaln µ ofT and the unit normals u µ of Σ ′ and Σ ′′ need not be continuous vector fields. For example, the timelike boundary elementT can contain a "kink", a spacelike two-surface at whichn µ changes discontinuously. In that case theT boundary term in δS H contains a contribution from the kink. The form of the contribution is discussed in Ref. [6] .
A. Preliminary results and a lemma
To begin, let us collect a few results concerning the variation δΓ λ µν of the affine connection induced by an infinitesimal δg µν . With these we prove a lemma of particular use when examining the variation δS H of the action. 8 First, expansion of the identity δ(∇ λ g µν ) = 0 leads directly to the result 8 Or, indeed, useful when examining any variation involving a Ricci scalar curvature (we have in mind the Ricci-scalar term present in the initial-value Hamiltonian constraint).
Second, the well-known formula [51] δℜ µν = ∇ λ δΓ λ µν −∇ ν δΓ λ µλ for the induced variation of the Ricci tensor implies that the contracted variation g µν δℜ µν is a pure spacetime divergence. Indeed, writing g µν δℜ µν = ∇ µ V µ , we find that
Finally, consider a metric-dependent covector ω µ (i. e. δω µ need not vanish) and the spacetime divergence ∇ µ ω µ constructed from it. The variation of this divergence is
To obtain this result, expand the variation δ(g µν ∇ µ ω ν ), insert the identity δ∇ µ ω ν = ∇ µ δω ν − ω λ δΓ λ µν , and then use Eqs. (2.4) and (2.5). We now prove the following. lemma: Consider a unit hypersurface-orthogonal vector field, say u µ with normalization u µ u µ = ǫ (with ǫ = ±1). 9 Also consider the induced metric h µν = g µν − ǫu µ u ν on the hypersurfaces to which u µ is orthogonal, as well as the extrinsic curvature tensor
where D α is the covariant derivative operator compatible with h µν . Our proof of the lemma makes use of the following two identities:
ǫu µ u α u β δg αβ . Identity (i) follows directly from the definition of K µν and the spacetime expression for the induced metric h µν . We verify (ii) by writing u µ = ǫN∇ µ t, where the coordinate t labels the hypersurfaces to which u µ is orthogonal and N = (ǫ∇ µ t g µν ∇ ν t) −1/2 is the lapse function. As the first step towards proving the lemma, we rewrite Eq. (2.6) with u µ in place of ω µ , make substitutions with the identities (i) and (ii), and do a bit of algebra in order to obtain
and, therefore, we may collect the last two terms on the right-hand side in Eq. (2.8), thereby arriving at
Finally, since K µν is purely spatial, K µν δg µν = K µν δh µν . Moreover, with identity (ii) we can show that h µ κ u ν δg µν = −h µκ δu µ . Substitution of these results along with the definition of D α into Eq. (2.9) completes the proof.
As we have been careful to allow for the case ǫ = 1, our proof of the lemma establishes
as a corollary. Here,D α is the covariant derivative compatible with theT metricγ ij .
B. Variation of the action
Our goal now is to obtain the expression (2.2) for the variation δS H of the Hilbert action. Simple manipulations show that the variation of the action is
where V µ has been defined in Eq. (2.5). Focus attention on the divergence term in Eq. (2.11), namely, ′ and B ′′ are sets of measure zero with respect to ∂M and the integrand (V · ǫ) is continuous (as both V µ and ǫ µνλκ are continuous). Now, standard convention fixes the orientation of the boundary ∂M by choosing the outward-pointing normal n µ to ∂M as embedded in M; that is to say, the alternating tensor on ∂M is taken to be ǫ νλκ = n µ ǫ µνλκ . Subject to this convention, one finds in general that
In this expression | 3 g| is the (absolute value of) the determinant of the induced metric on ∂M and ǫ = n µ n µ is a sign factor which is either 1 or −1 depending on the boundary element. Notice that ǫn µ is the covector dual to the outward-pointing normal n µ . Therefore, for the case at hand with ∂M = Σ ′ Σ ′′ T , we expand the right-hand side of Eq. (2.14), and obtain
as the promised boundary expression for the divergence term (2.12). Next, combining the lemma (2.7) and its corollary (2.10) with (2.15), we write the divergence term as follows: 
Our remaining task is to simplify the integrals over B ′ and B ′′ . To achieve this, recall the boost relationsū
and their inverses, derived in terms of a double foliation of spacetime in Appendix A. These can be used to write the integrand of the corner integrals as
On the right-hand side of this equation, the terms proportional to u µ δn µ vanish. This follows from the identity u µ δn µ = −n µ δu µ and the fact that u µ is hypersurface-orthogonal. [Thus, as seen in identity (ii) after the Eq. (2.7) δu µ is proportional to u µ .] Likewise, we haven µ δū µ = 0, sincen µ is hypersurface-orthogonal. After a bit of straightforward algebra, Eq. (2.18) simplifies to n µ δu µ +ū µ δn µ = −2γ 2 δv. Therefore, we may now rewrite Eq. (2.17) as
Combination of this result with Eq. (2.11) and the definition tanh θ = v of the boost parameter yields the desired expression (2.2).
C. Boundary terms and the diffeomorphism invariance of the Hilbert action
The Hilbert action (2.1) is diffeomorphism invariant. That is, the action is unchanged if the variations in the fields are given by the Lie derivative along a vector field ξ µ that is tangent to the boundaries:
Here, we usen µ ξ µ = 0 onT , and u µ ξ µ = 0 on Σ ′ and Σ ′′ . These implyn µ ξ µ = u µ ξ µ = 0 on B ′ and B ′′ . Since δS H = 0 when δ is given by the Lie derivative, our main result Eq. (2.2) implies
Now use the identity
where ξ i is the pullback of ξ µ to Σ ′ or Σ ′′ . Note that the D i (P ξ i ) term will vanish when integrated to the corners. Thus, the Σ ′ and Σ ′′ terms in (2.21) become
Similarly, we find 
where we have used integration by parts on the volume (M) integral term. Also, we have used the definitions a = −2σ aiΠ ijū j / √ −γ and  a = −2σ ai P ij n j / √ h. We now use the well-known result that the gravitational field contributions to the boundary momentum constraints satisfy
26)
Therefore the last two integrals in Eq. (2.25) vanish. Since the result (2.25) must hold for all ξ µ that are tangent to the boundary, we conclude that
where θ is the velocity parameter, v = tanh(θ). Equation (2.28a) is, of course, the contracted Bianchi identity. Equation (2.28b) is an identity as well. In fact, as we will see in the next section, a and  a are the tangential momentum densities for the barred and unbarred observers, and the identity (2.28b) expresses the boost relationship between these quantities. Note that this analysis can be applied to the Trace-K action as well. Indeed, any action that is diffeomorphism invariant and differs from the Hilbert action by boundary terms can be used. The reason is that the Lie variation of a boundary term will always integrate to the corners, and then vanish since ξ µ is tangent to the corner.
III. QUASILOCAL STRESS-ENERGY-MOMENTUM AND BOOST RELATIONS A. Quasilocal quantities
Using our main result (2.2) for the variation of the Hilbert action, one can easily show that the variation of the Trace-K action (1.2) has the following boundary terms:
Notice that the Trace-K action features solely fixation of the induced metric on the boundary ∂M. We now wish to express theT boundary term in δS in terms of the geometry of the Σ slices. Start with the (δS)T contribution to the variation, that is
With an ADM splitting of the side boundary metricγ ij into a lapse functionN , a shift vectorV a , and a spatial metric σ ab (see Appendix A), we find
With this splitting of theT metric we then obtain
Now, in order to achieve our goal of expressing (δS)T in terms of Σ geometry, we must find a "splitting" of theT extrinsic curvature tensorΘ ij . The desired expression
is derived in Appendix D. In this expression, we have used the definitions
6a)
The unit normals u µ , n µ associated with the hypersurfaces Σ are related to the unit normals u µ ,n µ associated withT as in Eqs. (2.18). Again, our conventions are that barred observers are comoving with the boundaryT while the unbarred ones are at rest in the Σ hypersurfaces. Also in Eq. (3.5),ā µ =ū ν ∇ νū µ denotes the acceleration of the barred observers, and K αβ denotes the extrinsic curvature of the Σ slices. Putting these results together, we have
for theT term in the variation of the action. The contribution to δS from the top and bottom caps (Σ ′′ and Σ ′ ) is
The induced metric h ij can be split into a "radial" lapse function M, shift vector W a , and slice metric σ ab (see Appendix A). The variation in h ij is then
from which we obtain
Now use the splitting
from Appendix D, where
for the top and bottom-cap terms in the variation of the action. The result (3.7) allows us to define the quasilocal densities associated with the twosurfaces B as seen by the "barred" observers:
These are the quasilocal energy density, tangential momentum density, and spatial stress, respectively. The notation δS|T refers to a hj variation of the Trace-K action S, with respect to theT metric componentsN ,V a , and σ ab . These definitions hold for each leaf of theTfoliation B, but our attention will be focused primarily on the corner B ′′ . Likewise, the result (3.12) allows us to define quasilocal densities as seen by the "unbarred" observers:
These are the quasilocal normal momentum density, tangential momentum density, and temporal stress, respectively. The notation δS| Σ ′′ refers to a hj variation of the Trace-K action S with respect to the Σ ′′ metric components M, W a , and σ ab . These definitions hold for each slice of the "radial" foliation of Σ ′′ , but again we focus attention on the corner B ′′ . Clearly the definitions (3.13) and (3.14) are applicable to any closed two-dimensional surface B embedded in a spacetime that satisfies the Einstein equations-we simply arrange to have the top corner B ′′ of the manifold M coincide with the given surface B and apply the definitions. The surface B can be pierced by various fleets of observers, for example, barred and unbarred observers. Different observers who are boosted relative to one another will see different quasilocal densities for the same surface B. With this in mind and to put the set (3.14) on an equal footing with the set (3.13), we define additional barred densities
Note that these expressions are defined in terms of a sliceΣ [with intrinsic and extrinsic geometry (h ij ,K ij )] which meets theT boundary orthogonally. Observers comoving withT are at rest with respect toΣ.
10 It is not difficult to see that in terms of the (h ij ,K ij ) geometry,  ⊢ , a , andt ab have exactly the same forms as do  ⊢ ,  a , and t ab in terms of (h ij , K ij ) geometry. In the rightmost expressions we have expressed ⊢ , a , andt ab in terms of Σ geometry, using a "splitting" similar to the one given in Eq. (3.5) but this time expressing the spacetime representationK µν of theΣ extrinsic curvature tensor in terms of Σ geometry. The relevant splitting is found in Appendix D. Finally, note that expressions (3.13b) and (3.13e) agree.
In Eqs. (3.13), the quasilocal densities for the barred observers are expressed in terms of the geometry and foliation defined by the unbarred observers. Alternatively, those densities for the barred observers can be expressed in terms of the geometry and foliation defined by the barred observers themselves. This is achieved by keeping the boundary ∂M fixed in a neighborhood of B ′′ , and tilting the Σ slices until the unbarred observers coincide with the barred observers. In other words Σ slices becomeΣ slices. The boost velocity v then vanishes, and Eqs. (3.13) become
10 However, the reader should resist the temptation to identifyū µ with the future-pointing normal ofΣ, as in our formalismū µ need not be three-surface orthogonal. It is the case that theΣ normal agrees withū µ on the two-surface B whereΣ andT intersect. In fact, this is all that we require of Σ, so in effectΣ represents an equivalence class of three-slices determined by this condition on B.
Here, the barred quantitiesk ab ,K ij , etc. refer to the surface B ′′ embedded in the top cap Σ ′′ . The results (3.15) extend the definitions given in the original QLE paper [1] 11 to include the normal momentum density ⊢ and the temporal stress tensort ab . Of course, we can view the limit v → 0 of Eqs. (3.13) in another way: consider the unbarred observers (Σ slices) as unchanged, and the boundary ∂M at the corner B ′′ as "unboosted" until the barred observers coincide with the unbarred observers. Then we obtain the relationships (3.15), but without the bars. That is, we find that the energy surface density for the unbarred observers is κε = k, with similar expressions for the momentum densities and stress tensors.
Before continuing with the main line of reasoning, let us discuss the physical significance of the normal and tangential momentum densities. The normal momentum density can be written as
, and the tangential momentum density can be written as κ a = σ i a n j (K ij − Kh ij ). These quantities are the normal and tangential components of the (total) momentum surface density κ i = n j (K ij − Kh ij ), which can be written in terms of the gravitational momentum as  i = −2P ij n j / √ h. We now remark that the analysis presented in this paper can be easily generalized to include matter fields. For the case of nonderivative coupling (in which the matter action does not contain derivatives of the metric) the basic definitions (3.15) are unchanged. By including matter fields in the definition of the system we find that  i =  ⊢ n i +  a σ ai is related to the matter momentum in the following way. Consider the momentum constraint
for the hypersurfaces Σ, where −u µ T µj is the proper matter momentum density in the jth direction. Assume that there exists a Killing vector field ξ i on space Σ. It is straightforward to show that the total matter momentum along ξ i is
where B = ∂Σ. This shows that  i represents a surface density for the matter momentum.
B. Boost relations
We now return to Eqs. 
relating the quasilocal energy density and the normal momentum density for barred and unbarred observers. We also obtain 19) for the tangential momentum density. Finally, we have
for the boost relation between the spatial and temporal stress tensors. This later relation can be rewritten using the results
from Appendix D. We thus obtain 
The results (3.20), or equivalently (3.22), yield
for the boost relation between η ab and ζ ab .
C. Boost Invariants
The results (3.18a,b) show that the energy surface density and normal momentum density behave under local boosts like the time and space components of an energy-momentum vector, namely, εu µ + ⊢ n µ =εū µ + ⊢n µ . Clearly, the squared length of the vector εu µ + ⊢ n µ , defined by
is invariant under boosts. We do not claim that M 2 is in all cases positive. However, if it is, then M/κ (defined via the negative square root [13] ) is equal toε for a fleet of observersū µ who pass through B in such a way that ⊢ = −l/κ = 0; that is, such that B is a maximal slice ofT (if such a slice exists). This defines locally, at each point of B, a rest frame for the system. Moreover, the parameter associated with the local boost between an arbitrary frame and the rest frame can be computed via [13] 
Indeed, using the relations inverse to those given in Eqs. (3.18a,b) along with the rest-frame condition ⊢ = 0, we find that 25) which is immediately recognized as the logrithmic representation of tanh −1 (v). Note that Eq. (3.24) demonstrates that the two-surface data {ε,  ⊢ } encodes the rest frame direction. This fact features prominently in Kuchař's examination of the geometrodynamics of Schwarzschild black-holes. [53, 13] Equation (3.19) expresses the change in the tangential momentum surface density j a under a boost. Evidently the curl of j a ,
is invariant under boosts. Also note that  a itself is invariant under boosts that are constant on B.
We now turn to the spatial and temporal shear. The boost relations (3.23a,b) show that the shear tensors transform like the components of a (two-dimensional, traceless, symmetric matrix valued) spacetime vectorH abµ = κ(η ab u µ +ζ ab n µ ). The shear tensors can be combined to form boost invariants, such as 
where R is the Ricci scalar and A the area of B. The prefactor in front of the integral ensures that the overall expression has units of inverse length (i. e. energy in geometrical units).
The following is a geometric identity relating the M Riemann tensor ℜ αβµν with the two-surface data of B: [40] 
where here the B two-metric σ µν = g µν − n µ n ν + u µ u ν serves as a projection operator.
Hayward's quasilocal mass [56] is 30) where [u, n] µ is the vector-field commutator between the B normals. One may verify that the last term in Hayward's mass is boost invariant, although it would not seem expressible solely in terms of the two-surface data of B. Striking this term from the integrand one obtains an energy expression which has proved useful in asymptotic investigations. [57] D. Second Fundamental Form of B in M The second fundamental form (extrinsic curvature) for a spacelike two-dimensional surface B embedded in four-dimensional spacetime M is defined by
Here, as always, σ αβ is the induced metric on B and ∇ is the covariant derivative in M.
With the representation σ αβ = g αβ + u α u β − n α n β , the second fundamental form becomes
From this result it follows that u µ H αβ µ = ℓ αβ is the extrinsic curvature of B as a surface embedded in T , where T is the three-dimensional spacetime orthogonal to n µ . It also follows that n µ H αβ µ = k αβ is the extrinsic curvature of B as a surface embedded in Σ, where Σ is the three-dimensional space orthogonal to u µ . Thus, the second fundamental form of B is
In another basisū µ ,n µ for the spacetime orthogonal to B, the second fundamental form becomes
wherel αβ is the extrinsic curvature for B embedded inT (which is orthogonal ton µ ), and k αβ is the extrinsic curvature for B embedded inΣ (which is orthogonal toū µ ). By using the boost relations (1.1a,b) we find that then µ andū µ components of H αβ µ arē
Recall that the energy and normal momentum densities are defined by ε = k/κ and  ⊢ = −ℓ/κ, respectively. We therefore see that the traces of Eqs. 
Finally note that one may obtain (M 3 ) 2 via contraction of Eq. (3.36b) with σ λβ σ ρδ σ αγ .
IV. CANONICAL THEORY
In this section we consider the Hamiltonian formalism as it pertains to our bounded spacetime region M. We begin by casting the Trace-K action (1.2) into canonical form and examining the canonical variational principle. Next, we compute the variation of the gravitational Hamiltonian, using a lower-dimensional version of the lemma proved in Section II.A which was instrumental in computing the variation of the Hilbert action (2.1). Finally, we show that the boost relations (3.18) and (3.19) can be obtained from the canonical theory.
A. Canonical action principle
To write the Trace-K action (1.2) in terms of the canonical variables (h ij , P ij ), we first insert the space-time split of the spacetime curvature scalar ℜ, [48, 1] 
and the space-time split (3.7) of theT extrinsic curvatureΘ µν into the action (1.2), thereby finding
In deriving this expression, we have used Stokes' theorem, the result K = h µν K µν = −(σ µν + n µ n ν )∇ µ u ν = ℓ + u · b along withn · a = γn · a, the standard identity √ −g = N √ h, and Eq. (3.21a). The extrinsic curvature terms in Eq. (4.2) can be written in terms of the gravitational momentum according to the relationship
3) which reduces to an identity when the definition Eq. (2.3a) for P ij and the kinematical expression
are used. From the results derived in Appendix A, Eq. (A7a) in particular, the term involving the gradient of θ can be written as
Putting these results together and performing an integration by parts on theθ term, we find
where H and H i are the Hamiltonian and momentum constraints, respectively. In theT term of S above,N = N/γ,V a = V a , andε and a are given by Eqs. (3.13a,b ). An alternative expression for the boundary terms of S can be obtained as by using the kinematical equation (4.4) to rewrite the quantity√σ = ∂ √ σ/∂t. Projecting Eq. (4.4) onto B, we have the result
In the last term of this expression, σ ij D i V j can be simplified by splitting V j into its normal and tangential parts. This yields
and results in the useful expression
for the time derivative of √ σ. Putting these changes together, we find that the action (4.6)
In both forms (4.6) and (4.8) for the action, the independent variables are h ij , P ij , N, and
The variation of the action (4.6) or (4.8) can be computed explicitly, although the calculation is difficult 12 , and the result is δS = (terms that give the canonical equations of motion)
This is not an unexpected expression, in view of Eq. (3.1) and the definitions (3.13). Notice that θ need not be held fixed in the canonical variation principle, as the term which multiplies δθ in (4.9) is (4.7) which vanishes as a consequence of the canonical equations of motion. We remark that in obtaining the result (4.9) from (4.6) or (4.8), one must use the kinematical relations (4.5) and (4.7). These relations are included among the equations of motion.
B. Variation of the Hamiltonian without boundary terms
The "base" Hamiltonian for general relativity, unaugmented by boundary terms, is 10) where the Hamiltonian and momentum constraints are
11)
For convenience, we write H base = H N + H V , where e. g. we define H N ≡ Σ d 3 xNH. In the calculation of δH below, we only keep terms that give rise to boundary terms. This avoids clutter in our presentation, and in any case these are the difficult terms to isolate correctly in the variation.
First consider the smeared Hamiltonian constraint, denoted H N . We have 13) where the dots denote terms that do not give rise to boundary terms. This calculation is nearly identical to the calculation of the variation of the Hilbert action from Section II. Thus, we find
and Eq. (4.13) becomes
Moreover, our proof of the lemma (2.7) in Section II goes through unaltered for the case at hand (a lower dimensional setting). Therefore, we have
where d i is the covariant derivative on ∂Σ. Now, the first term in Eq. (4.14) involves 16) so that, keeping only boundary terms, we find
With the substitution h ij = σ ij + n i n j and the useful identities n i δσ ij = −σ ij δn i , δn i = n i n j δn j , and h ij δσ ij = σ ij δσ ij , one obtains
for the contribution to δH from the H N term. Now consider the smeared momentum constraint, denoted H V . It is straightforward to show that 19) from which one obtains
The first term in δH V can be rewritten by noting that the factor √ σn i / √ h is metric independent, and can be passed inside the variation δ. With the shorthand notation
the first term in the integrand of δH V becomes V k δ( √ σ k ). The remaining terms in δH V can be rewritten with the result 22) which is derived by using the substitution h ij = σ ij +n i n j and the useful identities mentioned previously. With these changes, we obtain
Our next task is to simplify the term V k δ( √ σ k ). Using the useful identities, we find
The last three terms in V k δ( √ σ k ) cancel other terms in the integrand of δH V , leaving us with
Here, the definition (4.21) has been used to express  k in terms of P ij . Collecting the results from Eqs. (4.18) and (4.25), we have
We can rewrite this expression in terms of coordinates x a on the surface ∂Σ: Let ∂Σ correspond to an r = const surface, and define
In terms of the boost velocity v = (n · V )/N and the quasilocal densities ε = k/κ , (4.28a)
we obtain
for the boundary terms in the variation of the base gravitational Hamiltonian.
C. Boost Relations for ε,  ⊢ , and  a from the Hamiltonian
The gravitational Hamiltonian H[N, V ] whose values are the quasilocal energy density ε and quasilocal momentum density  i is
The variation of this Hamiltonian with respect to the canonical variables is
where
and the boundary terms are
The terms are readily found using the results obtained in the last subsection for the variation of H base . Now let us compute the change in the Hamiltonian corresponding to a quasilocal boost. That is, perform a surface deformation that becomes an infinitesimal pure boost at the boundary ∂Σ (or, more precisely, becomes an infinitesimal pure boost in the orthogonal complement to the tangent space of each boundary point). The surface deformation is described by a deformation vector, which we split into a normal part (lapse function) η and a tangential part (shift vector) ν i . The characteristics of an infinitesimal boost at ∂Σ are
and 35) where θ is the velocity parameter (see Appendix E for an explanation of the relevant geometry of this assignment). Under a surface deformation, the changes in the canonical variables are
where δH/δP ij and δH/δh ij are given by Eq. (4.32).
A surface deformation only affects the canonical variables. By definition, the lapse and shift remain unchanged, δN = 0 = δV i . In the surface terms of Eq. (4.33), we must consider the variations of Nv, V a , and σ ab . First, let's look at δ(Nv):
In deriving this result, we have used Eqs. (4.32b) and (4.34a). Now turn to the variation of
, and with σ j b metric independent. A calculation similar to the one above, which uses the conditions (4.34), yields
Although it would seem to us not necessary, we find it convenient to choose the shift part of the deformation, ν i , so that δ(Nv) = 0 = δV a . Therefore, we impose 40) as an additional condition, along with Eq. (4.34). Finally, consider the variation of σ ab . It is not difficult to show that
where d a is the covariant derivative on ∂Σ. Since ν i vanishes on ∂Σ, we find that δσ ab = 0 on ∂Σ. This, along with the results δN = 0, δ(Nv) = 0, and δV a = 0 on ∂Σ, implies that the boundary term (4.33) is zero under the variation defined by the boost η, ν i . The results above show that the variation in the Hamiltonian is δH[N, V ] ≡Ḣdt wherė
We comment on this equation in more detail below. The next step is to insert the results from Eq. (4.32) into the expression (4.42) forḢ and simplify. Although the calculation is essentially straightforward, it is also somewhat long and difficult. The result iṡ
where we have definedṄ 
With the definitions (4.28) of the quasilocal energy and momentum densities, one then writeṡ 
These expressions can be integrated to obtain the boost relations for a finite boost, as follows. The first two equations, 50) for the energy and normal momentum surface densities, have the solution 52) where γ = cosh θ and γv = sinh θ. Similarly, Eq. (4.48b) yields
for the tangential components of the momentum surface density. These results are equivalent to the boost relations (3.18) and (3.19).
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Likewise, fix a space flow vector field s µ along the t = const surfaces by the conditions
Then the shift vectors for the double foliation are given by
The time and space flow vector fields can also be written as
respectively. Using the expressions (A1b) for the normaln µ and (A7a) for the time flow vector field t µ , we find that u
where the proper "radial" velocity is defined by v = V · n/N. In deriving this result, Eqs. (A3a) and (A5a) were used. A similar calculation using the expressions (A1a) and (A7b) for the normal u µ and the space flow vector field
Putting these results together, we have (using a "·" to denote spacetime inner product)
The normalization condition for n µ implies
Solving for M, we find M =M/γ where γ = (1 − v 2 ) −1/2 . This implies, from Eq. (A8), that u ·n = −γv. A calculation similar to the one in Eq. (A9) for the normalization condition onū µ givesN = N/γ. Now Eq. (A8) shows that (W ·ū/M) = v. To summarize the results thus far, we have
where γ = (1 − v 2 ) −1/2 . Our next task is to express the barred unit vectors in terms of the unbarred unit vectors. From the definition (A3b) ofū µ , we havē
with a similar calculation showing that
Putting these together, we findn
(1.1b)
Equivalently, we obtain
by inverting Eqs. (1.1). We now derive two useful expressions, one forū µ in terms of t µ and the other for n µ in terms of s µ . Begin with the definition (A7a) for the time flow vector field t µ and write the shift vector as
Using the formulas (A10) and (1.1a) we findNū
A similar calculation starting from the definition (A7b) for the space flow vector field s
where equations (A10) and (A14a) are used. The foliation of spacetime into t = const surfaces is pictured in Fig. 8 . 
where h ij is the metric on t = const. The foliation of spacetime into s = const surfaces is pictured in Fig. 9 . The proper distance between s = const slices, measured orthogonal to the slices, isM ds. In the diagram the shift vectorW µ points to the past, along the direction of decreasing x i , so the componentW i is negative. The proper distance between the heavy dots is
whereγ ij is the metric on s = const.
APPENDIX B: SUBTRACTION TERM
In this appendix we discuss a freedom always present in an action principle, namely, the freedom to add to the action terms that depend on the fixed boundary data. Thus, we can append a "subtraction term" −S 0 to the Trace-K action S, which is a functional of the fixed boundary dataγ ij and h ij . The modified action S − S 0 , like S itself, yields the Einstein equations as equations of motion when varied subject to fixation ofγ ij and h ij on the spacetime boundary ∂M. In this appendix, we shall discuss the modifications brought about by including a subtraction term in the action, S → S − S 0 ; however, before turning to such modifications let us address an important issue. As mentioned in the fourth footnote of the introduction, the freedom associated with the subtraction term is an ambiguity in our formalism. However, note that it is a field-theoretic version of the standard ambiguity associated with any finite dimensional mechanical system described by a variational principle, namely the freedom both to choose the reference-point value of the energy and to redefine the system's momenta via canonical transformation. Of course there is no general prescription for how to choose the subtraction term; as in the case of ordinary mechanics, the choice must be tailored on a case-by-case basis to the physics of the system at hand. (However, note that S 0 = 0 is always a permissable choice in the quasilocal setting.) As such, the subtraction term is not a background structure per se. However, we may and often do in practice introduce a background structure, a "reference space", as a vehicle for introducing a particular physically relevant subtraction term. 
with similar relations from Eqs. (3.13c,f) . In Section III these relationships have also been shown to follow directly from the variational principle itself. The inclusion of a subtraction term, S → S−S 0 , will modify the definition (3.13a) so that κε =k−k 0 . Here, as suggested in the original paper [1] , we have chosen the subtraction term S 0 such that the quasilocal energy surface density acquires a termk 0 which is the trace of the extrinsic curvature of a surface B with metric σ ab embedded in some reference space. 13 This requires theT contribution to S 0 to be a linear functional ofN with coefficient − √ σk 0 /κ. Likewise, by choosing the Σ ′′ contribution to S 0 to be a linear functional ofM with an appropriate coefficient, we obtain a modified version of Eq. (3.13d), namely κ ⊢ = −l +l 0 . Finally, by choosing theT contribution to S 0 to be a linear functional ofV a with an appropriate coefficient (and choosing the Σ ′′ contribution to S 0 to be a linear functional of W a with an appropriate coefficient), we obtain a modified version of Eq. 
where κε = k − k 0 , κ ⊢ = −ℓ + ℓ 0 , and κ a = σ , we must choose a fiducial reference space for the subtraction term for some fixed observers (say, the unbarred observers), then choose the reference space for the subtraction term for all other observers to be boosted relative to the fiducial reference space.
Notice that the construction of a subtraction term from a reference space amounts to posing and solving an isometric embedding problem. One natural choice, discussed in the original paper Ref. [1] , is to embed B isometrically into Euclidean three-space in order to obtain k 0 . This is Weyl's problem, a classic problem of differential geometry in the large for which an extensive literature exists. In a somewhat recent formulation of the problem, Heinz [58] has proven the existence of such an embedding if the B scalar curvature is everywhere 13 Note that given a reference space (a spacelike slice of some fixed spacetime with boundary metric equal to σ ab ), a family of reference spaces can be generated by boosting the slice at the surface B.
positive and the metric functions σ ab are of C 2 differentiablity class. Uniqueness of the embedding, up to Euclidean motions, then follows from the "rigidity theorem" of CohnVosson. [59] While such a Euclidean or "flat-space" reference proves important when one considers asymptotic limits of the quasilocal energy, we note that other choices have also proven useful in some cases. [19, 20] APPENDIX C: EXTRINSIC CURVATURE "SPLITTINGS"
Let us now derive the splitting expression (3.5) as well as easier splitting (3.11) for K ij . Recall that theT extrinsic curvature is defined byΘ µν ≡ −γ α µ ∇ αnν . With the identity
and the definitions vγ = −u ·n and γ = (1 − v 2 ) −1/2 , it is straightforward to verify that
From this result it follows that the projection ofΘ µν into B is σ 
Next, we note thatū
where we have used the Leibniz ruleū ν ∇ µnν = ∇ µ (ū 
where Eqs. (1.1a) and (C2) have been used. Application of the Leibniz rule on the first term on the right-hand side above yields σ let τ = xt denote the proper time along x = const between t = 0 and t. The rate of change of τ with respect to proper distance along t = const is dτ /dx = t = cosh −1 γ. This also can be expressed in terms of the gradient of the lapse function: dτ /dx = t 0 (n i ∂ i η) Thus, we find γ = cosh t 0 (n i ∂ i η)dt. From the definition of the velocity parameter, we have γ = cosh θ so that
It follows that n i ∂ i η =θ, from which we obtain Eq. (4.35)
