Introduction
The volume-outcome relationship defines the relationship between case volume and quality of a hospital. In 1979, Luft et al. (1979) showed in their seminal paper that in ten out of twelve procedures a correlation between volume and outcome exists. Subsequent studies of this relationship predominantly confirmed this correlation (Gandjour et al., 2003; Halm et al., 2002) . However, these studies inherently assume that volume is the driving factor for outcome (practice-makes-perfect hypothesis). Nevertheless, the relationship between volume and outcome does not necessarily reflect a causal effect. Volume might be endogenous because of reverse causality, i.e. outcome determines volume (selective-referral hypothesis), or because unobserved characteristics drive this relationship, e.g. unobserved sicker patients choose hospitals with a higher case volume.
The necessity for assessing the causal effect of volume on outcome arises from its political impact: The volume-outcome effect is the foundation for minimum volume standards. For example, in Germany minimum volume standards were introduced for five interventions in 2004. Consequently, hospitals which do not achieve a certain number of cases within a specific diagnosis are not allowed to treat patients with this diagnosis anymore. This regulation was introduced following international evidence confirming a positive relationship between volume and outcome. However, from a health policy point of view, the causal direction in volume-outcome matters as minimum volume standards ground on the practice-makesperfect hypothesis. One of the main concerns against minimum volume standards is that they could endanger access to hospital services, i.e. minimum volume standards impose a trade-off between potential gains in quality of care and losses in access to care. If the practicemakes-perfect hypothesis indeed holds, minimum volume standards will most likely improve overall outcomes, because hospitals treating more cases will improve their quality. However, this implies longer travel times for patients due to the reduced number of hospitals providing treatment. If higher volume does not lead to better quality, minimum volume standards would be unfavorable as access to care would deteriorate by driving low-volume providers out of the market (Seider et al., 2004) . To ensure that the minimum volume regulation really has an effect on quality and not only a referral effect, the causality has to be determined.
The recent literature is quite sparse in determining the causal effect of the volume-outcome relationship. Only a few studies use instrumental variable regression or simultaneous equation models to overcome endogeneity. Common instruments are the number of hospital beds (Allareddy et al., 2012; Farley and Ozminkowski, 1992; Luft et al., 1987; Norton et al., 1998) and geographical factors (Barker et al., 2011; Seider et al., 2004; Tsai et al., 2006) . The number of hospital beds and hence the size of a hospital, however, has been shown to influence quality directly (Keeler et al., 1992) , i.e. larger hospitals show a better quality. Therefore, this instrument may be invalid. Avdic et al. (2014) use closure of hospitals as instrument.
The closure of hospitals might not be a random exogenous shock. Hospitals may close rather due to quality concerns, rendering this instrument also to be invalid. Hamilton and Hamilton (1997) use a duration model with hospital fixed effects. However, reverse causality can still drive their results because the authors only exclude fixed quality differences over time with hospital fixed effects, but no time-varying differences. Furthermore, fixed effects cannot solve the problem of reverse causality. This paper examines the causal relationship of volume on outcome for patients with hip fracture. Hip fractures are a common reason for hospital admission of the elderly, with a comparatively high mortality rate. Therefore, it is important to detect factors that drive quality of treatment. We extend the analysis of , who showed a correlation of volume and outcome for hip fracture patients. We use an instrument similar to Seider et al. (2004) and Gaynor et al. (2005) 1 . The instruments are the number of potential patients and the number of further hospitals in the region around every hospital.
The case volume of a hospital should increase if more patients with hip fracture live around the hospital and decrease if further hospitals treat patients with hip fracture in the regional area around the hospital. Using administrative data from all inpatients in Germany in 2007, we find that after application of instrumental variable regression volume has a significant positive effect on outcome.
Our analysis contributes to the literature in three ways. First, to our knowledge we are the first who provide empirical evidence for a causal volume-outcome relationship for Germany. This is of particular importance because minimum volume standards have already been introduced in Germany without considering the causal relationship. Second, we use a full sample of all inpatients available and not only for a specific group, e.g. Medicare patients
as Barker et al. (2011) and Tsai et al. (2006) . Therefore, we are able to determine the real case 1 Gaynor et al. (2005) is the corresponding published article of the working paper of Seider et al. (2004). volume of a hospital and not only the case volume of a subgroup of patients where the share of patients can differ between hospitals. Third, the majority of the causal volume-outcome literature focuses only on the bias through reversed causality (Barker et al., 2011; Farley and Ozminkowski, 1992; Gaynor et al., 2005) . We describe the biases through selective-referral and unobserved patient heterogeneity in detail and explain the different directions of the distortions.
The remainder of this paper is organized as follows: Section 2 explains the endogeneity concerns when investigating the volume-outcome relationship and presents the empirical strategy. Section 3 describes the data and variables used in the analysis. Section 4 shows the estimation results. Section 5 summarizes the main findings and concludes.
Empirical Strategy
We specify our dependent variable y ihc as a binary variable, which indicates whether patient i has died in hospital h in county type c, where the latter are distinguished by population density, after being treated because of a hip fracture. We estimate the following regression model via OLS 2 :
where ln (vol) hc is the logarithm of case volume, x ihc are patient characteristics, k hc are hospital characteristics, s c are county type indicators and ε ihc is a random error term. The coefficient β 1 is of primary interest; it measures how case volume effects the outcome of a hospital.
Regression model (1) neglects possible endogeneity threats. Volume can be endogenous for two reasons: reverse causality and unobserved patient heterogeneity. Reverse causality may occur if higher quality results in a higher volume rather than a higher volume to better quality.
The practice-makes-perfect hypothesis states that higher case volume leads to a better quality because of learning effects, and economies of scale (Luft et al., 1987; Seider et al., 2004) .
2 Usually models with a dependent binary variable are estimated with a logit or a probit model. We estimate all our presented models also in a probit specification (see Appendix Table A4 ). The marginal effects of the probit regression are almost identical to the average marginal effects of the LPM and IV regression.
Hospitals that treat more patients with a specific condition reduce their mistakes, optimize processes, and develop better routines. Hence, volume is the leading cause for good practice.
In contrast, the selective-referral hypothesis assumes that good quality hospitals have a higher case volume. This is the result of the reputation of the hospital: Referring physicians know which hospitals are of good quality and refer patients to a specific hospital. Another reason for this hypothesis could be that patients inform themselves via quality reports and choose the hospital with the lowest mortality rate. Based on these arguments quality is the leading cause of a high case volume. Both hypotheses are possible resulting in OLS estimates of β 1 to be biased downwards. Further, the volume-outcome relationship might be biased by an omitted variable bias due to unobserved patient heterogeneity. Patients may choose hospitals based on their initial health status (Tay, 1999 (Iezzoni, 2003) . Therefore, information on patient characteristics is essential to control for in order to adequately identify the volume-outcome relationship.
Most studies analyzing the volume-outcome relationship use administrative data (Halm et al., 2002) . Even though these data sets can have very detailed information, clinical parameters like laboratory values, functional status or symptoms and detailed socioeconomic characteristics are missing. If (unobserved) sicker patients are treated more often in high volume hospitals, this would yield to a decline in the measured quality, because those patients have a higher risk to die independent from the quality of the hospital. Unobserved characteristics would lead to an upward bias of the effect of volume in a regression of volume on outcome.
We use an instrumental variable approach to correct for these endogeneity problems. To implement this strategy, we require an instrument Z that is strongly correlated with volume (cov(ln(vol) hc , Z hc ) = 0) but uncorrelated with the error term (cov(Z hc , ε ihc ) = 0). We use two instruments similar to Seider et al. (2004) . In general, patients choose hospitals that are closer to their residence. This implies that the case volume of a hospital depends on the number of potential patients p hc and the number of further hospitals h hc in the region around every hospital which we are using as instruments (see section 3). Consequently, the case volume of a hospital should increase if more patients with a specific condition live near the hospital and decrease the more hospitals treat this condition in the respective region.
The number of potential patients and the distance of each patient to a hospital should have no direct influence on the quality of treatment. Patients' residences can be considered as exogenous to hospital quality, because it is unlikely that patients choose residency on the basis of quality of care in a nearby hospital. There might be other unobserved factors that are correlated with patient's residence and outcome of a hospital, e.g. income. These differences should be captured by county type indicators. It is also possible that the number of further hospitals in the regional area may be influenced by the quality of treatment of a nearby hospital. For example some hospitals might be driven out of the market due to the outstanding quality of another hospital, i.e. the number of further hospitals treating the same condition might be endogenous as well. To avoid these possible endogeneity threats we control for concentration in the hip fracture market using the Herfindahl Hirschman Index (HHI). Conditioned on the HHI, the number of further hospitals should not have a direct influence on quality. Population and hospital density show substantial variation throughout Germany. To take these differences into account we use county type indicators.
With these instruments we specify the following first-stage equation (2), where the logarithm of case volume is regressed on all covariates of equation (1) and the instruments p hc and h hc . In the second-stage equation (3) the fitted values of ln(vol) ihc from equation (2) are used to model the causal effect of volume on outcome.
For the estimation we use the two-step generalized method of moment (GMM) IV estimator (IV-GMM). 3 Note that the IV approach in equation (3) identifies only a local average treatment effect (LATE), i.e. we only measure the effect for hospitals that are influenced by the number of potential patients and further hospitals in the regional area (compliers).
Data
We use administrative data of all German hospitals for the year 2007. The data contains the total in-patient population except psychiatric cases in Germany. It provides detailed information for the patients like age, gender, main and secondary diagnosis, procedure codes, admission and discharge reasons, and the zip code of residence of each patient. Furthermore, we have hospital characteristics available, e.g. ownership type, teaching status, bed capacity, and the full address of each hospital location. We geo-coded the addresses of hospitals and the centroids of all German ZIP codes 4 , so we are able to calculate the distance for each patient to the hospital and distances between hospitals (Ozimek and Miles, 2011) .
In the empirical analysis we concentrate on patients with hip fracture. We use the diagnosis and procedure codes based on the definition of the Federal Office for Quality Assurance (Bundesgeschäftsstelle Qualiätssicherung, 2008) . We only include patients with a main diagnosis of HIP and a matching procedure code. We exclude 21 patients with missing patient characteristics and 821 patients because they have no valid zip-code. For the last group distances are not computable which we need for the construction of the instruments. We leave out 133 patients who are younger than 20 years because those patients might need a special treatment compared to older patients. Furthermore, we drop patients who have a recorded discharge reason transfer to another hospital (n = 9,210). For those patients we are not able to determine the outcome of the treatment. Our final sample consists of 89,541 patients treated in 1,238 hospitals. 5
Generally, our data allows us to identify each hospital by a unique identifier. Using data from other sources, we have been able to identify for 47 hospitals further hospital locations under the same identifier, i.e. the patients were treated in 81 hospital locations but the original data set can only distinguish 47 hospitals. For those hospitals, we are not able to identify the actual location, the patient was treated. In this case, we have randomly assigned patients into possible hospital locations based on the share of hip fracture patients that has been documented in the quality reports. 6 This yields to the already mentioned 1,238 hospitals. 4 We assume that all patients with a specific ZIP code area live at the geographic centroid and patient ZIP codes were based on the home address. Given that the median size of a ZIP code in Germany is about 27 square kilometers, this assumption seems reasonable.
5 The final sample differs from the sample in . In the mentioned paper hospitals with less than 10 cases were excluded. We included hospitals with less than 10 cases. The estimation results, which are available from the authors upon request, do not change. 6 We estimate all models without division of the sample. The results stay basically the same and
We use in-hospital mortality 7 as outcome measure. Mortality is the most frequently used outcome measure in volume-outcome studies for two reasons: First, mortality is a clear defined outcome. This is of importance because every hospital records its own data and coding differences might apply between hospitals but are impossible for mortality. Second, for hip fracture patients mortality is an approved indicator by the Agency for Healthcare
Research and Quality (AHRQ) which can be used to determine quality differences between hospitals (Agency for Healthcare Research and Quality, 2007) .
Our main explanatory variable is the case volume of each hospital. It varies from 1 to 387 treated hip patients per hospital and year. In our model we use the logarithm of volume (Farley and Ozminkowski, 1992; Hamilton and Hamilton, 1997 ).
As we have the total in-patient population for Germany, we can determine the number of further hospitals and the number of patients in the area around each hospital. These variables serve as our instruments (see section 2) and are similar to Seider et al. (2004) . For the number of potential patients we specify three variables, i.e. we choose three radii 0 to 10 minutes, 10 to 20 minutes and 20 to 30 minutes, and sum up all patients with hip fracture that reside within these radii, irrespective of whether they have been treated in the hospital or not. Because of the lower number of hospitals we specify this instrument with only two variables and choose two radii, i.e. 0 to 15 minutes and between 15 and 30 minutes, and sum up every hospital that treats hip fractures. The thresholds of the radii are somewhat arbitrary. We estimated models with different thresholds but the results basically do not change.
The outcome of a hospital's treatment depends not only on the case volume but also on patient risk factors. We use age, gender, admission reason (scheduled, emergency, transfer), and the Elixhauser comorbidities as control variables. We expect that patients with increasing age, and with more comorbidities have a higher risk to die independent of the quality of the hospital. The Elixhauser comorbidities are frequently used to do risk adjustment with administrative data (Elixhauser et al., 1998) . 8 They consist of 30 diagnoses which are not directly related to the main diagnosis but potentially increase the probability of a worse are available upon request.
outcome compared to a patient without such a diagnosis, e.g. diabetes, congestive heart failure and hypertension (Elixhauser et al., 1998) . We specify each diagnosis as binary variable that is 1 if the patient has this illness and 0 otherwise. For this purpose, we use diagnosis codes developed by Quan et al. (2005) who mapped the original codes from ICD-9 system to the ICD-10 system used in Germany. Furthermore, we add dummy variables for admission during winter time 9 as well as for admissions over weekend and public holidays. The first variable captures possible seasonal patterns during winter time because people slip on icy grounds.
The latter variable captures weekend and public holiday effects due to lower staffing levels in comparison to weekdays (Bell and Redelmeier, 2001; Kuntz et al., 2014) . We further include a binary variable that differentiates patients with a femoral neck fracture and a pertrochanteric fracture. As another covariate we use a binary variable that indicates whether a transfer between departments during the hospital stay has taken place.
It has been shown that, besides the case volume, other hospital characteristics like e.g.
ownership (Milcent, 2005) , teaching status (Ayanian and Weissman, 2002) , and size of a hospital (Keeler et al., 1992) can influence the quality of a hospital. Hence, we include indicator variables for the ownership type, teaching status, university hospital, existence of an intensive care unit (ICU), and bed size of the hospital. To take the possible influence of competition between hospitals and the quality of treatment into account, we calculate the HHI as in . 10 The HHI is a measure of market concentration and can range from 0 to 1.
We further use county type indicators to differentiate hospitals that are located in areas with different population densities as well as urban and rural areas. The indicators range from cities without county membership with more than 100,000 inhabitants to counties with less than 100 inhabitants per square kilometer. An overview of the indicators can be found in Schmid and Ulrich (2013) . Table 1 shows descriptive statistics of the patient and hospital characteristics. 11 On average 6.3% of the patients die in hospital. Most of the patients were female (75%) and 9 This variable is 1, if the admission was in the months November, December, January, or February and 0 otherwise.
10 For the calculation of the HHI, product market and geographic market have to be defined. We define the product market based on the single diagnosis; in our case we only include hospitals in the calculation of the HHI which treat hip fracture patients. For the definition of the geographic market we use the 60/01-rule as in in .
11 The descriptive statistic for the distribution of the Elixhauser comorbidities are shown in the Appendix in Table A1. on average 80 years old. 28% of the patients were admitted on a weekend and 33% during winter time. 42% of the hospitals which treat hip fracture were public hospitals, 41% teaching hospitals, and 3% university hospitals. On average 82 patients with hip fracture live around a hospital within a radius of 10 minutes. Two additional hospitals are within a radius of 15 minutes around each hospitals. Table A2 .
The LPM coefficients only show a correlation between volume and outcome rather than a causal effect. Therefore, we turn to the IV estimation results. The first-stage regression (Table A5 in the Appendix) shows that the instruments are separately statistically significant (p < 0.01) and have the expected sign: The more patients with hip fracture are in the regional area of hospital i, the higher the case volume and the more hospitals are around the regional area of hospital i, the lower the case volume of hospital i. The coefficients decrease with increasing radii. The instruments are also jointly significant with an F-test of 46.8 for the full model which is above the general accepted value of 10 or rather 15 in the case of five instruments (Stock et al., 2002) . Hence, problems with weak instruments do not appear in our case. Using the GMM C-statistic, we have to reject the null hypothesis that case volume is exogenous at the 1% level and therefore use IV regression. Further, we apply an overidentification test to test the validity of overidentifying instruments. We cannot reject the null hypothesis (p > 0.05) that the instruments are valid for the last two models -our preferred specifications.
The IV coefficients (Table 2 , models (5)-(8)) reflect the causal effect of volume on outcome.
The coefficients are on average two times higher than the OLS coefficients and still highly significant.
Our preferred specification is model (8) with a ln case volume coefficient of -0.034, 12
indicating that an increase of 1% in case volume reduces the probability of death by 0.034 percentage points (pp). To be more precise: A patient 13 who is treated in a hospital with 70 cases has a probability of death of 7.16%. An increase of 10 cases reduces the probability of death by 0.45 pp to 6.71%.
12 The expected change in y ihc that is associated with a x% increase in case volume can be calculated as follows: β 1 · ln([100 + p]/100). 13 We take the 'average' patient and set all variables of the model except case volume at their means. 
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Conclusion
In this paper, we examine the causal relationship of volume on outcome for hip fracture patients. We use a full-sample of all inpatients in Germany from 2007. To overcome endogeneity concerns due to reverse causality and omitted variable bias, we apply an instrumental variable approach, which allows us to assess the plain effect of volume on outcome excluding any effects of selective-referral or unobserved patient heterogeneity. We find evidence for a causal relationship from volume on outcome. Our results indicate that an exemplary increase from 70 to 80 cases decreases the probability of death by 0.45 pp.
With this we are the first who provide evidence for the practice-makes-perfect hypothesis using German data. Analysing the causal relationship of the volume-outcome effect is essential as otherwise policy implications may yield into the wrong direction. We contribute to the debate on minimum volume regulations in Germany by showing that volume is a driving factor for quality and hence, minimum volume regulations would be beneficiary. This evidence is needed as there has been heavy criticism in Germany if the law of minimum volume regulations can really achieve its goal because of these missing confirmations. Based on recent evidence it can also be confirmed that concerns due to endangering access are not at stake in Germany Mennicken et al., 2014) , so access cannot be the reason for refraining from standards.
Before its introduction or rather further enhancements more analyses are needed for deriving adequate minimum volume standards, i.e. to determine the thresholds at which significant quality differences are observable. What remains unclear are the possible consequences on quality of a higher concentration in the market. Economic theory states that with decreasing competition quality declines. The empirical literature confirms this theory (e.g. Kessler and McClellan, 2000; Gaynor et al., 2013) . There are some studies which come to different results (e.g. Gowrisankaran and Town, 2003; Mukamel et al., 2001) . But so far, most of the studies show a negative effect of concentration on outcome (Gaynor and Town, 2011) . The tradeoff between better quality through high volume and lower quality through fewer providers still must be solved. One solution might be starting with low minimum volume standards.
Consequently, only hospitals with the lowest volume drop out of the market with negligible consequences for its concentration. 
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