A general class, introduced in [5] , of continuous time bond markets driven by a standard cylindrical Brownian motionW in ℓ 2 , is considered. We prove that there always exist non-hedgable random variables in the space D 0 = ∩ p≥1 L p and that D 0 has a dense subset of attainable elements, if the volatility operator is non-degenerated a.e. Such results were proved in [1] and [2] in the case of a bond market driven by finite dimensional B.m. and marked point processes. We define certain smaller spaces D s , s > 0 of European contingent claims, by requiring that the integrand in the martingale representation, with respect tō W , takes values in weighted ℓ 2 spaces ℓ s,2 , with a power weight of order s. The spaces D s , s ≥ 0 are dense in D 0 and are independent of the particular bond price and volatility operator processes.
Introduction
In this paper we consider the problem of completeness of continuous time markets of zero-coupon bonds, with arbitrary positive time to maturity. To fix the ideas, contingent claims will be elements of the space D 0 = ∩ p≥1 L p , where the L p spaces are defined with respect to an apriori given probability measure P. Introducing the zero-coupon markets, we follow the Hilbert space construction given in reference [5] , which permits a unified approach to bond and stock markets. The zero-coupon price, at a given time, is as a function of time to maturity an element of a certain Sobolev space H of continuous functions. The evolution of the price in H is given by a diffusion model driven by a countable number of independent standard Brownian motions. The martingale operator (cf. [1] ), being the product of the zero-coupon price and the volatility operator, is here compact a.e. (see formula (5.3) and Remark 5.1 of [5] ). The hedging operator, i.e. the adjoint of the martingale operator is then also compact a.e. Intuitively, the market can only be complete if the hedging operator is a.e. surjective which never is the case, for a denumerable infinity of Brownian motions.
The first purpose of this article is to establish rigorously that the bond market with a usual derivative market such as D 0 can not be complete, in the case of a denumerable infinity of Brownian motions (Theorem 4.1). This is in strong contrast with the case of a finite number of random sources, where this market is complete when the volatility operator satisfies certain non-degeneracy conditions (cf. [5] formula (3.8) and Remark 5.3) .
This raises naturally the question of how to generalize the usual concept of a complete market, tailored for finite dimensional markets, to bond markets. If the martingale operator has trivial kernel a.e. then D 0 has a dense subspace of hedgeable elements (Theorem 4.2). However this does not give any information on what the subset of hedgeable elements is. Roughly this corresponds to an approximately complete market, introduced in a different context by [1] and [2] . The solution adapted in this article simply consists of restricting the set of contingent claims to an allowed subspace A ⊂ D 0 which satisfies:
(i) A is a loc. convex complete TVS and (ii) A is dense in D 0 .
(1.1)
Condition (i) permits to study if its possible to choose the hedging portfolio as a continuous function of the contingent claim. Condition (ii), implies that the price (if continuous on D 0 ) of each element in D 0 is determined by the price of elements in A. The bond market, is then said to be relatively complete with respect to the allowed set A of contingent claims or just A-complete, if all elements in A are attainable. The idea here is that it should be easy to check if a contingent claim X is in A as to conclude that X is hedgeable. While, if X / ∈ A we can only conclude that there is a sequence, not necessarily bounded, of self-financing portfolios with terminal value converging to X. Since the portfolio sequence can be unbounded the approximation scheme is difficult to use in practice.
The second purpose of the article is to introduce spaces D s , s > 0 of allowed European contingent claims satisfying (1.1) and sufficiently large to contain all commonly used derivatives. The main point in the definition of D s , s > 0 is that the integrand in the stochastic integral representation of each element in D s has a uniform decrease property given by weighted ℓ 2 -spaces with norm y → ( i≥1 (1 + i 2 ) s (y i ) 2 ) 1/2 . The spaces D s , s ≥ 0 are independent of the particular bond price and volatility operator processes and D s ⊂ D s ′ , for s ′ ≤ s. The third purpose of the article is to give conditions on the volatility operator (Condition II) such that the market is D s -complete (Theorem 4.3).
The forth purpose of the article is to apply the D s -completeness of the market to the optimal portfolio problem considered in [5] . We here need the supplementary property that the space A in (1.1) is an algebra, which is not the case of D s , s > 0 (Remark 3.3). This is achieved by defining a subspace D 1 s ⊂ D s of once Malliavin differentiable contingent claims and by generalizing the use made of the Clarc-Ocone representation formula in [5] . The D 1 s -completeness of the market leads to a fairly general solution of the optimal portfolio problem (Theorem 4.5).
We note (Remark 3.4) that the spaces D s are more appropriate for the study of general hedging problems than D 1 s , since the latter do not contain non-trivial binary options. A Malliavin-Clark-Ocone formalism was also adapted recently in reference [3] , for the characterization of hedging portfolios in a Markowian context.
The main results are proved in §5 and auxiliary needed results, difficult to find on suitable form, are proved in Appendix A.
with maturity t + T, where the time to maturity T ∈ [0, ∞[. Uncertainty is modeled by a complete filtered probability space (Ω, P, F , A), where A = {F t | 0 ≤ t ≤T }, is a filtration of the σ-algebra F = FT . The random sources are given by independent Brownian motions W i , i ∈ N * , where N * = N − {0}. The filtration A is generated by the W i , i ∈ N * . We denote by p t (T ) the price at time t of a zero-coupon yielding one unit of account at time t + T, t ∈ T, T ≥ 0, so that p t (0) = 1. For a zero-coupon price, which is a strictly positive C 1 function in the time to maturity, the instantaneous forward rate contracted at t ∈ T for time to maturity T ≥ 0 is
the spot interest rate at t is r t = f t (0) and the discounted zero-coupon price at time t isp t = p t exp(− t 0 r τ dτ ). In order to introduce the bond dynamics, let L denote the semigroup of left translations defined on real functions on [0, ∞[:
where a ≥ 0, T ≥ 0. Let H (resp.H) be a certain Hilbert space of continuous real functions on [0, ∞[ (resp. continuous multiplication operators on H), in which L acts as a strongly continuous contraction semi-group. The infinitesimal generator is denoted ∂ and its domain 1 D(∂) is denoted H 1 (resp.H 1 ). H andH will be introduced later in this section.
Throughout the paper, we shall assume that,p is a continuous strictly positive H 1 -valued progressively measurable processes, with respect to A, given by an equation of the HJM type (see [6] and equation (2.12) of [5] )
with boundary conditionp 
We shall assume that σ takes its values in the subspace of Hilbert-Schmidt operators of L(ℓ 2 ,H), which permits to give a meaning to the stochastic integral in equation (2.7) (cf. §4.3.1 of [4] ).
We next introduce the Hilbert spaces H, H 1 ,H andH 1 . For s ∈ R, let H s (c.f. §7.9 of [7] ) be the usual Sobolev space of real tempered distributions f on R such that the function
, wheref is the Fourier transform 4 of f, endowed with the norm: 
. 4 In R n we denote x · y = 1≤i≤n x i y i , x, y ∈ R n and we define the Fourier transform H is the Hilbert space of all real valued functions F on [0, ∞[ such that F = a + f, for some a ∈ R and f ∈ H. The norm is given by
which is well-defined since the decomposition of F = a + f, a ∈ R and f ∈ H is unique. L acts as a strongly continuous contraction semigroup inH and the domainH 1 of its infinitesimal generator is a Hilbert space with norm defined by
A portfolio is an H ′ -valued progressively measurable process θ defined on T. If θ is a portfolio, then its discounted value at time t is
θ is an admissible portfolio if
14) where σ ′ is the adjoint process of σ defined by < f , σ t x >= (σ ′ t f, x) ℓ 2 , for all f ∈ H ′ and x ∈ ℓ 2 . Explicitly we have:
The set of all admissible portfolios defines a Banach space P for the norm
The subspace of all self-financing portfolios in P is a Banach space P sf . We next impose a condition on the zero-coupon market. Condition I a) The initial conditionp 0 satisfies: 
Condition I also guarantees the existence of a martingale measure (see Theorem 2.8 and Corollary 2.10 of [5] ). In order to state the result let 
Thus, when Condition I is satisfied, the self-financing criteria (2.16) is equivalent toV
The expected value of a random variable X with respect to Q is denoted E Q (X) and E Q (X) = E(ξT X).
Contingent claims
In this section we assume thatW i , i ∈ N * , are independent Brownian motions on a complete probability space (Ω, Q, F ) and that the filtration
. This is a convenient space, since it contains most usually traded contingent claims and it gives an easy mathematical analysis. It has also a certain invariance with respect to the the probability measure P, which we shall formulate in a slightly more general context. For a Banach space F we define the vector space
It is given the topology induced by the countable sequence of seminorms
is then a Fréchet space. Replacing P by the martingale measure Q in the definition of D 0 gives the same space, so in the sequel of this section we shall use Q :
Lemma 3.1 If Condition I is satisfied and if F is a Banach space, then
and the topology of
In general there are non-attainable random variables in the space D 0 , when Condition I is satisfied (see Theorem 4.1). In order to obtain complete markets, we shall therefore restrict the set of allowed contingent claims. To specify various subspaces of D 0 of allowed contingent claims we introduce certain Hilbert spaces and the isomorphism of square integrable random variables and square integrable progressively measurable processes.
For s ∈ R, let ℓ s,2 be the real Hilbert space of real sequences endowed with the norm
Obviously ℓ 2 = ℓ 0,2 . The operator j in ℓ s,2 , with domain ℓ s+1,2 and given by
is selfadjoint and strictly positive. Obviously, if a ≥ 0 then the domain of j a is ℓ s+a,2 and for all
be the space of real square integrable functions with respect to the measure ν defined by
) is the Banach space with norm defined by
) and we give L p a,s the corresponding Banach space structure. The opera-
is a closed operator. For a ≥ 0, the fractional power given by ( 
We now transport by unitary equivalence the selfadjoint operator 0
where x is given by Lemma 3.2. For p ≥ 2 and s ≥ 0, the vector space 
We now define a decreasing family of Fréchet spaces 
One checks that The fact that D s is not closed under multiplication, is a serious draw back for the construction of optimal portfolios, such as considered in [5] . Therefore we shall introduce a decreasing family of Fréchet spaces D 
is well-defined (cf. [10] ). The Malliavin derivative operator D, is also welldefined on smooth random variables: 12) where
is polynomially bounded together with all its derivatives and
. We denote by D 0 the subset of random variables X in (3.12) also satisfying the restrictions that f has compact support and all the h i are finite sequences.
For p ≥ 2 and for 
We note that D The Clarc-Ocone representation (see [10] ), used in [5] 
The proof in Appendix A is based on Wiener chaos expansion and on properties of the Skorohod integral and it is similar the proof in the case of a one dimensional Brownian motion (see Proposition 1.3.5 of [10] ).
The space of contingent claims D 
Main results
In order to find a hedging portfolio θ ∈ P sf of a contingent claim X, we have according to (2.22 ) to solve the equation 
The bond market is approximatively complete in the following sens: To introduce complete markets, we shall impose a supplementary condition on the volatility operator. We now give a motivation of this condition. The operator B t = l t σ t , where l t = L t p 0 , is a.e. (t, ω) a Hilbert-Schmidt operator from ℓ 2 to H, when Condition I is satisfied. Let
where B * t is the adjoint of B t with respect to the scalar product in H. A t is a positive self-adjoint trace-class operator in ℓ 2 a.e. (t, ω), when Condition I is satisfied. In particular the operator A t in ℓ 2 is compact a.e. (t, ω), so it can not have a bounded inverse. However it can have an inverse defined on ℓ s,2 , for some s > 0. This simple observation leads us to replace the nondegeneracy condition, which gives complete markets in the case of a finite number of random sources (see [5] formula (3.8) and Remark 5.3), by the following:
Condition II There exists s > 0 and k ∈ D 0 , such that for all x ∈ ℓ 2 : As we will see, if Condition II is satisfied and X ∈ D s , then a.e. (t, ω) the equation
has a solution in H given by
where S t (ω), the closure of B t (ω)(A t (ω)) −1/2 , is an isometric operator. Let S ∈ L(H,H ′ ) be defined by
for f, g ∈H. The portfolio θ 1 , given by
then satisfies equation (4.1) and gives the risky part of a self-financing portfolio θ = θ 0 + θ 1 ∈ P sf . Here θ 0 ∈ P is a portfolio of zero-coupon bonds with time to maturity 0 and θ 
given by formulas (4.7) and (4.8). The linear mappings
This theorem has a converse:
Theorem 4.4 Let Condition I be satisfied and assume that there exists s
We shall apply these results to the optimal bond portfolio problem considered in [5] , which we now introduce. The set of all admissible self-financing portfolios with initial wealth x is C(x) = {θ ∈ P sf |V 0 (θ) = x}.
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The optimization problem is, for a given initial wealth K 0 , to find a solution
where the utility function u satisfies the following Inada-type condition:
Condition III a) u : R → R ∪ {−∞} is strictly concave, upper semi-continuous and finite on an interval ]x, ∞[, with x ≤ 0 (the value x = −∞ is allowed).
c) there exists some q > 0 and C > 0 such that
and such that, if
and if u ′ takes the value zero then
where ϕ is the inverse of u ′ restricted to ]x, ∞[. 
Proof of Corollary 3.6 Let p and s be as in the corollary and let X ∈ D 1,p s . Obviously X ∈ D 1,2 , so we can apply Lemma 3.5 giving X = U(c, x), where
The inclusion map is continuous since, by the last inequality and Lemma 3.2, for some constant
Proof of Theorem 4.1: Using the definition (4.6) of S, one readily verifies that the operator (
a.e. (t, ω). Since S defines a homeomorphism of H ′ onto H, equation (4.1) is equivalent to find a H-valued process y satisfying Sy ∈ P sf and (b t (ω)) H) , so it follows from Lemma 3.1, Lemma 3.2 and equation (5.2) that is enough to prove the existence of a x such that x ∈ L p a (P, ℓ 2 ), for all p ≥ 1 and x / ∈ R(b * ). We shall establish, which is equivalent (see Lemma A.1), that there exists x such that
Let {u n } n≥1 be an orthonormal basis in ℓ 2 and let the constant function in L 2 a (P, ℓ 2 ), with value u n , also be denoted by u n . We have (b
By dominated convergence we have (b
H , which is integrable according to Hölder's inequality, inequality (2.18) of Condition I and Theorem 2.
2 ), for all p ≥ 1 and x = 0. It follows that x / ∈ R((b
In the proof of the next two theorems we shall use the following
Lemma 5.1 If Condition I is satisfied and if
) are progressively measurable processes satisfying formula (4.1), then θ 1 ∈ P. If, moreover c ∈ R,
)) is continuous on the subspace of progressively measurable processes in
, and Hölder's inequality that θ
p is a Q-submartingale. Lemma 3.1 now gives that Schwarz inequality and the definition of Z give
) and Hölder's inequality then give
and the announced continuity property of a. Since δ t H ′ = C < ∞, for t ∈ T and C independent of t, it follows from formulas (2.5) and (2.19) that
. By the definition (5.6) of a, it follows thatV t (θ) = Y t . θ is then selffinancing according to formulas (2.22) and (5.5) withV 0 (θ) = c. End of proof.
The following notations will be used in the proof of Theorem 4.2: dµ = dtdQ. F is the closed subspace of progressively measurable processes in
is densely defined and closed and b (2) 
* . Given a selfadjoint operator A, we denote by e A be the resolution of the identity associated with A.
Proof of Theorem 4.2 Let
1) Let µ(U) = 0. We note that b (p) , p > 1 is a maximal operator in the sens that it does not have a nontrivial extension.
The set
Then, according to the definition of D 1 , the hypotheses of Lemma 5.1 are satisfied with 
2) Let µ(U) > 0. Suppose for the moment z is a progressively measurable ℓ 2 valued process, such that the set S = {(t, ω) ∈ T × Ω | z t (ω) = 0} satisfies S ⊂ U and µ(S) > 0. Let x t (ω) = z t (ω)/ z t (ω) ℓ 2 if z t (ω) = 0 and x t (ω) = 0 if z t (ω) = 0. x is progressively measurable. Defining X as in the end of the proof of Theorem 4.1, it follows that X is not attainable. To prove that there exists a z, with the announced properties, we first
is continuous in the operator norm topology. It follows from Lemma A.2 that the mapping
2 is Borel measurable. Let {u n } n≥1 be an orthonormal basis of ℓ 2 . The subset of compact selfadjoint operators of L(ℓ 2 ), given the operator norm topology, is denoted by C. For L ∈ C, we define
, take values in C. Now, z defined by z t (ω) = g(d t (ω)), is progressively measurable and has S ⊂ U and µ(S) > 0. End of proof.
Proof of Theorem 4.3: Let the conditions of the theorem be satisfied. Then X = U(c, x) for some c ∈ R and x ∈ ∪ p≥2 L p a,s , according to the construction of D s . We choose x progressively measurable by changing it on a set of zero measure. We observe that
, where the last relation follows from Lemma 3.1. This shows that
where x is progressively measurable.
1/2 ∈ L(ℓ 2 ) has a trivial kernel. Lemma A.1 then firstly shows that B t (ω) also has a trivial kernel and secondly shows that (A t (ω))
is densely defined and that S t (ω) in formula (4.5) is isometric from ℓ 2 to H. According to inequality (4.3), if z ∈ ℓ s,2 then z is in the domain of (A t (ω)) −1/2 and (A t (ω))
Since this is true a.e. (t, ω) it follows by integration with respect to P, from Condition II and Hölder's inequality, that η ∈ D 0 (L 2 (T, H)). η is progressively measurable since this is the case of x and σ. In fact, if y is a progressively measurable ℓ 2 valued process then this is also the case for A −1/2 j −s y, according to Lemma A.3. With y = j −s x, it follows that A −1/2 x is progressively measurable and then from Lemma A. 
where θ 1 is progressively measurable. Since θ 1 satisfies equation (4.1) by construction and formulas (5.9) and (5.10) hold, the hypotheses of Lemma 5.1 are satisfied, so θ 1 ∈ P. It also follows that the mapping
) is continuous. We define a as in formula (5.6). Lemma 5.1 then gives that
, that θ ∈ P sf and that θ 0 has the announced continuity property. End of proof.
Proof of Theorem 4.4 Let the hypotheses of the theorem be satisfied and let
The self-financing condition (2.22) and Lemma 3.2, show thatVT (θ) = U(c, x), where c ∈ R and x ∈ L 2 a is given by formula (4.1). Obviously c ∈ D s , so we only have to prove that U(0, x) ∈ D s . By the construction of D s it is enough to prove that x ∈ L p a,s , for all p ≥ 2, which is equivalent to that x is progressively measurable and
, for all p ≥ 2, where J is given by formula (3.6). As x is progressively measurable, Lemma 3.1 shows that it is sufficient to check that
). For the moment let us suppose that a.e. (t, ω), 11) where the norm is the operator norm. Since (
where C only depends ons, we obtain It remains to prove (5.11) . If x ∈ ℓ s,2 , then it follows from the definition of the process A and the hypothesis of the theorem that
to H is then closeable and its closure
, where S is the isomorphism defined in (4.6), now gives (5.11). End of proof.
Proof of Theorem 4.5 We only consider the case of u ′ > 0, since the case of u ′ (x) = 0 for some x is so similar. Let the hypotheses of the theorem be satisfied. According to Corollary 3.4 of reference [5] , the portfolioθ is a solution of equation (4.9), ifVT (θ) =X, whereX = ϕ(λξT ) for a certain
). By Theorem 3.3 of reference [5] ,X ∈ D 0 . Corollary 3.6 then gives thatX ∈ D 1 s . We can now apply Theorem 4.3, which proves the existence ofθ. End of proof.
A Auxiliary results
Proof of Lemma 3.2: We first prove that the mapping (c,
. It is sufficient to prove that U has dense range. Let h ∈ L 2 (T, ℓ 2 ) and let
a and by Itô's lemma (Theorem 4.17 of [4] ):
and the measure ν is atomless. The linear [10] ), which proves that U is a unitary operator.
To prove the second part of the lemma we fix p ≥ 2.
and let Z = sup 0≤t≤T |Y t |. In the sequel of this proof C, C 1 , C 2 , . . . are positive constants independent of X and (c, x). Applying the BDG inequalities we obtain
By the first part of the lemma it follows that (c,
Applying Doob's L p inequalities and using that |Y | p is a submartingale, we obtain that
Proof of Lemma 3.5: The measure ν is given by (3.4) .
have the Wiener chaos expansion X = n≥0 I n (f n ), where all f n are symmetric. Then we have (cf. Proposition 1.2.1 of [10] ) 
where A(t) = [0, t] × N * and χ B is the characteristic function of the set B. We define, for n ≥ 1, a n (x 1 , . . . , x n−1 , (t, i)) = n(⊗ n−1 χ A(t) )(x 1 , . . . , x n−1 ) and g n (x 1 , . . . , x n−1 , (t, i)) = f n (x 1 , . . . , x n−1 , (t, i))a n (x 1 , . . . , x n−1 , (t, i)). Then where x = (t, i) ∈ M. Let h n be the symmetrization of g n and let b n be the symmetrization of a n . We note that h n = f n b n , since f n is symmetric. Let x l = (t l , i l ). Using that a n (x 1 , . . . , x n−1 , (t, i)) = n if t l ∈ [0, t] for all 1 ≤ i ≤ n − 1 and using that a n (x 1 , . . . , x n−1 , (t, i)) = 0 otherwise, it follows that b n = 1 a.e. This shows that h n = f n in L 2 (M n ). The Skorohod integral δ(u) of u is well-defined, since n≥0 n! h n Since h n = f n , it follows from the Wiener chaos expansion of X that X = f 0 + δ(u). Using that E Q (δ(u)) = 0, we obtain X = E Q (X) + δ(u). The Itô and the Skorohod integrals of u coincide, since u ∈ L 2 a , which proves the lemma. End of proof.
In the sequel E, E 1 and E 2 are separable Hilbert spaces. The next lemma collects some well-known results on polar decomposition, cf. Ch VI, §7 of [9] . We recall that, if K is a densely defined closed operator from E 1 to E 2 with adjoint K * , then according to von Neumann's theorem, K * K is a positive self-adjoint operator in E 1 . Its positive square-root is then well-defined.
Lemma A.1 Let E 1 and E 2 be Hilbert spaces and let K be a densely defined closed operator from E 1 to E 2 . The following statements are true: i) R(K * ) = R((K * K) 1/2 ) and
) and the closure of K(K * K) −1/2 is an isometric operator S ∈ L(E 1 , E 2 ), iii) If K(K) = {0} and x ∈ D((K
Proof: Let D = K * K. i) This statement follows from Problem 2.33, §7, Ch. VI of [9] . Proof: Here I ∈ L(E) is the identity operator and L(E) is given the operator norm topology. Let B = {K − λI | K ∈ A, λ ∈ R} be endowed with the operator norm topology. B is a closed subalgebra of L(E). The subspace A 0 = {K − λI ∈ B | λ = 0} is open in B. For given M = K − λI ∈ A 0 , the space K(M) has finite dimension, since K is compact, and R(M) is a closed subspace of E. It now follows as in the finite dimensional case (cf. Chap. 1, Lemma 4.4 of [8] ), that the mapping A 0 × E ∋ (M, x) → e M ({0})x ∈ E is Borel measurable. Since (R−{0})×A ∋ (K, λ) → K −λI ∈ A 0 is continuous 
