Execution of critical services traditionally requires multiple distinct replicas, supported by independent networks and hardware. To operate properly, these services often depend on the correctness of a fraction of replicas, usually over 2/3 or 1/2. Defying the ideal situation, economical reasons may tempt users to replicate critical services onto a single multi-tenant cloud infrastructure. Since this may expose users to correlated failures, we assess the risks for two kinds of majorities: a conventional one, related to the number of replicas, regardless of the machines where they run; and a second one, related to the physical machines where the replicas run. This latter case may exist in multi-tenant virtualized environments only. To assess these risks, under crash and Byzantine failures of virtual and physical machines, we resort to theoretical and experimental evaluation. Contrary to what one might expect, we conclude that it is not always favorable to distribute replicas evenly over a fixed number of physical machines. On the contrary, we found cases where they should be as unbalanced as possible. We systematically identify the best defense for each kind of failure and majority to preserve. We then review the most common real-life attacks on clouds and discuss the a priori placement of service replicas that minimizes the effects of these attacks.
Introduction
To cut costs, companies increasingly outsource information technology to cloud providers. However, with this movement, they lose much of the control they could exert on their most critical services. Popular strategies such as replication may not work well on the cloud, because providers may take advantage of virtualization techniques [1] [2] [3] [4] [5] to concentrate some of (or all) the replicas in the same physical machine (PM). Recent research has explored affinities among virtual machines (VMs) to consolidate according to traffic [6, 7] or memory pages [8, 9] , for example. We could think of a cluster of application servers responding to HTTP requests, or a remote storage service [10] [11] [12] .
Common sense will tell us that one should not use a virtualized infrastructure to run replicas of the same service, because a single fault on a single PM could tear down many replicas at once. Ideally, each new replica should run *Correspondence: filipius@uc.pt 1 CISUC, Department of Informatics Engineering, University of Coimbra, Polo II, 3030-290 Coimbra, Portugal Full list of author information is available at the end of the article on a different PM, preferably at distant physical locations, served by different networks, using diverse software, operating systems, and so on. However, the costs and complexity of doing this are enormous and cutting these costs is certainly very tempting for clients. Market offers, like Rackspace's or Microsoft's [13] tend to focus on availability, providing specific advise and Service Level Agreements (SLAs) for more common non-Byzantine faults. Critical Byzantine fault-tolerant (BFT) services have been studied in more academic contexts, including research projects [14] [15] [16] [17] [18] . For example, the Archistar project [19] considers a storage system replicated across multiple cloud providers to overcome Byzantine failures. The most well-known system requiring BFT is perhaps Bitcoin [20] , although Bitcoin resorts to brute computational force for correctness.
In this paper we consider a setting where clients chose a single cloud provider. They may do this for a number of reasons, being simplicity the most important: it is easier to manage a single cloud contract than three, for example. It is also easier to deploy a service only once, especially in Platform-as-a-Service clouds (PaaS), where http://www.jisajournal.com/content/5/1/7 development is closely tied to the provider. Although ideally the client should have different implementations to ensure diversity, this may be difficult to achieve in practice. Replicating data to different providers may also be undesirable, due to the risks involved in such higher exposure. Additionally, as we show in this paper, even when using different providers, the client may need to properly decide the number of replicas to run on each of the providers.
From the point of view of providers, offering BFT services using a small fraction of their resources seems like a very reasonable step. Nevertheless, BFT services have some specificities and may not require features like elasticity. Many BFT protocols assume a fixed number of players and cannot cope with new peers or with the departure of more than a fixed number f of peers (e.g. [21] ). To change these settings, the service must stop, before the new group of replicas resumes operation, but this idea may be unreasonable in a critical replicated environment. The cloud provider must therefore provide support for a fixed number of replicas and should ideally allocate these replicas to different servers, availability zones or even regions, to minimize correlated failures.
Given the contradicting goals of consolidating to save money and dispersing to ensure robustness, we focus on a compromise. The provider fixes the number of PMs to a some satisfactory level and then (s)he needs to find the best distribution of VMs (i.e., replicas) by these PMs. We qualitatively try to mitigate the disadvantage of not using more PMs, by giving a single defense to the cloud provider: the distribution of the VMs by the available PMs. Depending on the service, the defender may care for the number of PMs or the number of VMs that stand after each failure. In particular, motivated by many consensus-based algorithms, including Byzantine fault-tolerant ones, e.g. [22] or [21] , we count the number of attacks that are necessary before the service loses the majority of machines, physical or virtual. We also assume that the attacker resources are limited (otherwise, the defense would be helpless). Nevertheless, defining the best defensive strategy for the cloud provider is a complex task, because PMs and VMs may fail in many different ways, from crashes to arbitrary Byzantine failures caused by fragilities in hardware or software.
To determine the best placement of VMs, we consider two fundamental goals, of ensuring a majority of VMs or PMs and resisting to a large spectrum of attacks to the infrastructure. These might start and be confined to a single VM, or attacks may spread to other VMs, to the hypervisor, or to the PM hosting the service. Consequences range from a perceived reduction in the quality of service to erroneous responses, due to interferences or complete machine crashes. Attackers may be able to select specific targets, or they might be limited to perform malicious actions over random targets handed by some scheduler of the cloud service. Based on actual evidence of past attacks, we try to model a large spectrum of realistic settings. Based on these settings, we resort to theoretical and experimental analysis to determine the best distribution of VMs against possible attacks. We use a balls and urns and other probabilistic approaches when possible, and experimentally evaluate the remaining cases.
While intuition suggests that we should balance the VMs among the PMs, a deeper analysis shows cases where other options are better. Depending on the kind of attack and majority to keep, the distribution of VMs might be irrelevant or should even be as unbalanced as possible, given the same number of PMs. For example, to ensure a majority of PMs, the defender should concentrate the VMs as much as possible: one VM for each but the last PM, and all the remaining VMs in the last PM. This is the best way of restricting the attacker to the smallest possible number of PMs.
Hence, the main contribution of this paper is to determine the appropriate strategy to defend a majority from different types of failures, including Byzantine. This knowledge is important, especially in a setting where migrating VMs can help the cloud provider to consolidate resources in favorable ways. If the provider is not bound to a balanced or extremely unbalanced solution, he may take advantage of traffic correlation to consolidate machines and reduce network traffic, for example. We take our conclusions to real-life attacks and threats hanging over cloud infrastructures. Knowledge of the most common attacks and their consequences lets us break the tie between opposing strategies to place service replicas. This conclusion goes beyond the theoretical and experimental analysis we did in [23] . Our study can be useful both for the cloud provider and for the client, as it tells them what to do or expect from the service. E.g., this may help the provider to create more precise and safer SLAs.
The rest of the paper is organized as follows. Section 2 presents the assumptions of our work. In Section 3 we perform a theoretical analysis regarding the distribution of VMs. Since there is a long and established field using the terms "balls" (VMs) and "urns" (PMs), we often keep these terms. In Section 4 we extend the analysis of the previous section and run Monte Carlo simulations, whenever we are not aware of closed formulas that may help us to find the appropriate distributions. In Section 5 we discuss the best distribution strategies. In Section 6 we go through well-known attacks on clouds and evaluate the effect of this knowledge on the theoretical findings of the previous sections. In Section 7 we conclude the paper. http://www.jisajournal.com/content/5/1/7
Model

Failure models
In our analysis we deal with crash failures and Byzantine failures caused by attackers. Crash failures may stop a VM or the entire PM. Byzantine failures may produce these and other arbitrary deviations from the correct service. In this paper we try to consider a representative number of entry points and behaviors for attackers. Attackers may target a specific PM, if they can, or they might depend on some fragility or assignment from the cloud provider, thus being unable to pick their concrete target. We assume the same for VM attacks (limited or unlimited targets). A faulty PM may compromise all its VMs. Conversely, once the attacker controls a VM, he might be able to escalate the attack to control the hypervisor, disturb somehow the PM or co-located VMs ("interference"), or, in the most benign case, he might be limited to shut down the VM.
We consider a service with m PMs and v VMs. Each of the m PMs may run one or more of the v VMs. When appropriate, we consider a balls and urns problem: the urn is a PM; the VMs are the balls. VM failures correspond to drawing a ball from an urn. In some cases, the attacker will put the ball again in the same urn, sometimes he or she will simply remove the ball. For example, consider a cluster of application servers responding to HTTP requests, or a remote storage service [10] [11] [12] . Subsequent requests to the service may end up in the same application server, making this a case without removal. Contrary to this, if the attacker may not find the same replica, because he disrupted the previous one, we have removal. This model does not cover all the cases if, for instance, the attacker manages to shut down the entire PM (this would remove all balls from the urn).
Goal
Depending on the service, we may want to ensure a majority of correct VM or PM replicas. Some consensus algorithms, as the one in [22] , use special hardware devices, such as a Trusted Platform Module (TPM), to improve the tolerance to Byzantine nodes. To ensure multi-tenancy, sharing the TPM by multiple VMs through virtualization, as in vTPM [24] , emerges as a natural step. Therefore, it becomes important to ensure a majority of correct PMs. When we consider crash failures, we assume that the PM is in the group until the last VM crashes.
We assume that, as soon as one VM in the service is under control of the attacker, all co-located VMs and the respective PM might be compromised and out of the majority of correct (physical or virtual) machines. What we do not consider is the case where the attacker manages to create more machines to participate and corrupt the BFT protocol. We consider this kind of attack to be outside the scope of this paper, as this problem is orthogonal to the cloud and exists in BFT protocols in general.
The set of attacks we consider falls into a moderate number of cases. We may have crash and other arbitrary effects, which we refer to as interference and Byzantine, although crashes may have intentional causes. The attacker may or may not be able to pick his or her targets; VMs or PMs may fail; and we may want to preserve VM or PM majority. Overall we have a total of 14 meaningful cases that we discuss throughout the paper and wrap up in Section 5.
Theoretical analysis
Independent VM failures
We start our theoretical analysis by considering that faults are independent: a fault causing the failure of a VM does not affect any other co-located VM. This may be the case of a crash failure. We also assume that to participate in some replicated protocol, the PM needs to have at least one operational VM. The PM becomes unusable as soon as the last VM fails. This could happen if at least one VM is necessary to operate some shared resource, like a TPM, e.g., to sign messages. I.e., given the failure of n ≤ v VMs, we can calculate the probability that a PM with v i VMs fails. We compute this value in Equation 1, for 1 ≤ v i ≤ n ≤ v, using the Hypergeometric distribution. P i (v i , n, v) is the probability that PM i fails due to the failure of all its
That is, at least one VM of PM i will survive the n failures.
Since we assume a fixed number of n crash failures, and a total of v VMs, we analyze the impact of varying v i and use the notation
. That is, the marginal gain (in terms of reducing the probability of failure of a PM) achieved by an increment of the number of VMs allocated to one PM decreases as the number of VMs in that PM approaches the number of possible failures, n.
Since v ≥ n, the denominator of the subtrahend is greater or equal than the numerator, which makes the overall expression greater or equal than 0. In Equation 3, we define a new function Q i (x) that "extends" P i for the domain [1, n] . P i and Q i are equal in the domain {1, . . . , n}, but Q i has line segments connecting consecutive points of
From Equation 2, it follows that Q i (x) is convex in the domain. Now, the number of failed machines can be computed as an expectation
where equality occurs when all the v i 's are equal. Since we want to minimize the right side of the equation we should evenly balance the VMs by the PMs (assuming that the division is integer).
VM failure contaminates other VMs
We now consider Byzantine attacks, where a malicious user may take over all the co-located VMs, once he or she successfully attacks the first one (malware injection, side-channel or protected environment escape attacks).
In mathematical terms, we can treat this problem as an urns and balls problem, and use known results, such as [25] . Urns represent a PM, while balls represent the VMs. To distinguish between correct and compromised VMs we may assign colors to balls: white balls represent correct machines, whereas black balls represent compromised machines. The objective of our analysis in this section is to show that there is a proper way of initially distributing white balls, which minimizes the number of urns that end up having black balls as a result of malicious actions successively changing the color of balls from white to black. Our assumption in this particular case is that the previously white ball returns to the same urn as black and the attacker has no option concerning the urn from where it picks a ball. This represents a case where the service is apparently running and the attacker might find the same (possibly compromised) VM.
The option left to the cloud provider is to select a distribution of VMs by the PMs and, in this particular case, we care about the number of urns that do not have black balls, which we denote by the random variable X. P(X ≥ k) is the probability that k or more urns have no black balls. We now resort to an artificial division of set O in B. We split each one of the |O| urns in B into two other urns: one with 1 ball, and the other with the remaining balls. This makes for a total of m − 1 urns with only 1 ball, just like in setting A. The remaining v − m + 1 balls are spread over |O| + 1 urns (in gray in the "imaginary B"), each having one or more balls. In the rest of our reasoning, we should refer to settings A and "imaginary B", with m and m + |O| urns, respectively. In both cases there are m − 1 urns with only 1 ball. We first observe that these urns have exactly the same probability of having a black ball. What about the single black and |O| + 1 gray urns in A and "imaginary B", respectively? Since the number of balls is the same, v − m + 1, the probability of having one or more black balls is exactly the same in both settings. However, these black balls only "contaminate" (or exist) in a single urn in setting A, whereas in "imaginary B" they may spread over multiple urns. As a consequence, P(X ≥ k) in setting A must be the same or greater than in setting B. http://www.jisajournal.com/content/5/1/7 To calculate P(X ≥ k), we can use a result from ( [25] , Equation (3.5)), which we restate here:
The m urns define a set of integers {1, 2, . . . , m}. The variable p j is the probability that we assign a black ball to urn j. From this set, we define subsets with k elements {a 1 , a 2 , . . . , a k }. a concerns the probability of having k urns without black balls when n black balls have been dropped in the urns. The summation that follows in the formula considers the probability of having k + 1 empty for the same n balls and so on.
Keeping a majority of virtual machines
The next question we consider is the impact of machine failures on the number of VMs that stay alive in a correct state. In many cases, this number might be more important than the number of different PMs where the replicas run. One may ask whether concentrating many VMs in the same (or few) machine(s) could reduce the average number of VMs that survive (other) PM crashes. Interestingly, the answer is no. Assume Z(t) to be a random variable that represents the number of VMs that are running at time t. Variable v i is the number of VMs running on PM i; Y i (t) is a random variable that assumes the value 0 if PM i is off at time t or 1 if it is on. If we assume that all PMs have the same characteristics, at any given time t, Y i (t) is the same for all values of i, and we can simply remove the subscript. Equation 6 shows that the distribution of VMs http://www.jisajournal.com/content/5/1/7 by the PMs is not relevant from the point of view of the average:
However, one should notice that other metrics may be relevant as well. On the few occasions when the most loaded PM fails, much fewer replicas will be available. I.e., the unbalanced setting will most of the time keep a few more VMs running, but sometimes, it will have much less.
Experimental evaluation
Since we cannot evaluate all the interesting scenarios using analytical expressions, in this section we partially resort to simulation. To evaluate the likelihood of keeping a majority of correct PMs, we start with m = 5 PMs and v = 10 VMs in Figure 2 . We considered four cases: in one of them, all the machines (urns) have the same probability of receiving an attack (black ball) and this probability remains constant. We call this case "balanced without removal". We also consider the case where a single machine has a probability of 60% of receiving an attack, while the remaining 40% probability is equally distributed among the remaining machines. This corresponds to running 6 VMs in a single PM, while the remaining 4 VMs run in the other 4 PMs, in a one-to-one correspondence. To this case we call "unbalanced (60%) without removal". We also consider removals of the VMs once the attacker dominates them. This corresponds to a scenario where the attacker is successively requesting some instance of a service from a limited set. Each time it gets a new instance, the attacker will not get the same, but a new one (e.g., a new VM). These are the two cases with removal.
In the plots without removal, we use Equation 5 to compute the probability that at most 2 out of 5 PMs have black balls, as the number of attacks grows. We can see a clear difference between the balanced and unbalanced cases. The chances of keeping a majority significantly improve for the latter case. For instance, after 5 attacks, there is still more than 40% chances of conserving the majority in the unbalanced case, while in the balanced case, this probability is below 10%. To plot the lines with removal we resorted to Monte Carlo simulation. We show error bars that correspond to a 99% confidence interval of the average, assuming a normal distribution. Since we used 10,000 trials to get these plots, the intervals are very small and the error bars are barely visible. As we expected, removal makes it easier for the attacker to reach a larger number of different PMs, thus negatively affecting the probability of keeping a majority of correct PMs. The four plots of the figure actually depict two extreme pairs of cases: the one without removal approximates a scenario where we have a very large number of VMs, or where the same VM can be handed to the attacker. The pair of lines with removal corresponds to the other extreme case, where we have a small number of VMs (10) for the available PMs (5).
Next, we try a larger number of PMs, m = 21, to compare against the smaller set of 5. For this larger set, the advantage of unbalancing the distribution of VMs is even more visible, as we depict in Figure 3 . For the case without removal, given by Equation 5, after a little more than 20 attacks, there is nearly no chance that the majority of the PMs is still correct for the balanced option. This takes more than 60 attacks in the case of the unbalanced scenario. The difference in the removal case is also important. Note that in this setting we assumed that the entire PM is compromised once the attacker penetrates the first VM, either because he or she managed to control the hypervisor or because he or she gained control of all the VMs in the same physical machine. Unlike this, in Figure 4 we consider other cases: a 50% and a 0% chance (no contamination) of controlling the service via hypervisor or other machines. We can see that as the chance of dominating the entire service in the PM decreases, balancing becomes increasingly better. This is not surprising, if we think that this case is more similar to crash cases, where the attacker cannot engage more co-located resources in arbitrary behaviors. Hence, by unbalancing the VMs, it becomes more likely that PMs with only one VM are left empty when their single VM fails. These plots raise the question of determining the number of attacks that it takes until the attacker succeeds in (probabilistically) holding the majority of the machines. We do this evaluation in Figure 5 , for the balanced and unbalanced (60%) cases, without removal, for a varying number of PMs. In both cases, the growth seems to be approximately linear, but the slope is much higher in the unbalanced case, thus making it much more difficult to break.
Finally, in Figure 6 we evaluate the unbalance factor. We use 11 machines and make the balance change from 1/11 (balanced) to 1 − 1/11 91% (most unbalanced) in steps of 1/11. For all these unbalanced factors, we plot the number of attacks until the attacker gets the majority of machines with probability greater than 50%. There is no removal.
Placement strategies of the defense
We now identify the best strategies to distribute the VMs by the PMs. Should the defender use a balanced approach or an unbalanced one? We assume that failures render the target unusable either because it crashed or because it ceased to follow the protocol. Then, we consider multiple contamination models: an attack to one VM may or may not become an attack to co-located VMs and PM. We also consider that attacks might be "limited" or "unlimited", to VMs, or directly to the PMs. "Limited" means that the attacker selects a target at random with uniform probability. "Unlimited" is the extreme opposite case, where the attacker may select the target he wants. In the next sections we consider different scenarios of attacks and contamination models. Table 1 shows the best distribution of VMs by PMs for each attack and contamination model.
Attacks to PMs
In this section we consider attacks to PMs regardless of their source. They could well begin in a VM and escalate to affect the entire PM. If we assume that the targeted PM disappears from the service or acts incorrectly, the distribution of VMs by the PMs is not relevant for a PM majority. On the other hand, if we consider VM majorities, the distribution of VMs might be relevant. If the attacker can pick his targets ("unlimited" case), it is better to evenly distribute the machines, otherwise the attacker will select PMs with more VMs. If not ("limited" case), the distribution of VMs is irrelevant, as we saw in Section 3.3.
Attacks contained within VMs
Now, consider VM targets, but assume that the attacker cannot leave the borders of the VM, i.e., the VM might misbehave somehow, but it cannot tamper with other VMs, the PM or any other device related to the service, like a TPM. Crashes are a typical cause for this behavior. In this case, the distribution is irrelevant to keep a majority of VMs, as only one VM is faulty after each successful attack. Keeping a PM majority might be different. If the PM is out of the service when the last VM it holds stops, balancing is better to avoid PMs without VMs.
Attacks affect the replicated service, but not other VMs or the PM
Now, we assume that attacks to VMs do not cross the frontier of the VM, except to disrupt the service provided by that PM. This corresponds to a case where the corrupted VM manages to control the service, at least sometimes, e.g., by responding first to requests entering the machine. However, this model assumes that the attacker cannot invade other VMs or the PM from the VM (e.g., to shut down other VMs). From the perspective of keeping a majority of VMs, we omit this case from our analysis, because it is similar to the contained VM attacks. For a PM majority, in the "Limited" case, the best thing to do is to unbalance the VMs, as we saw in Sections 3.2 and 4. In the "Unlimited" case, where an attacker can disturb the service in any PM (s)he wants, the distribution is irrelevant. It is interesting to note the striking difference to the case where attacks do not cross VM borders, where we balance the VMs, to ensure that, say, crashes do not leave a PM without VMs. We reviewed a similarly interesting case, where balancing may be a better option in Section 4, Figure 4 : as the probability of affecting the service decreases to zero, balancing becomes better.
Cross-VM or VM-to-hypervisor attacks
We now consider attacks that can cross VM boundaries to take over other VMs (cross-VM) or the PM (VM-toHypervisor attack). This case ends up being the same as the "Unlimited PMs", and thus gets the same distribution. However, it includes some subtleties worth discussing, as it may happen that an attacker is unable to reach arbitrary VMs, but he might end up shutting down the PM or many co-located VMs to reach other VMs and PMs in future interactions. In other words, an attacker with limited access to VMs might end up affecting other co-located VMs, to reach a different set of victims. Although this would not be purely "Unlimited Byzantine", the same distributions (Irrelevant/Balanced) would hold. However, if the attacker cannot improve his chances of reaching arbitrary VMs and is constrained by the provider ("Limited Byzantine VMs"), we have the same case as the "Limited Interference" for the PM majority. For a VM majority we need a Balanced distribution of VMs, or, otherwise, the attacker would have a higher probability of reaching VMs with more co-located VMs.
Classification of real attacks
In this section we identify and describe attacks found in the literature that may affect virtualized cloud infrastructures. We categorize real attacks and the resulting failures that we found in the literature, namely described by Jensen et al. [26] , Zhang et al. [27] , Gruschka et al. [28] , and Verizon [29] , onto the classes of Table 1 . Our analysis intends to support selection and prioritization of the placement strategies, according to the main security concerns and impact of attacks.
Denial of service
One of the most attractive features of cloud systems is their on-demand provision of computing power for legitimate users. However, this feature may raise serious security problems if it is exploited with the wrong intentions. Attackers may flood a service with requests, inducing the infrastructure, to create countless VMs in response to those requests, thereby exhausting the available hardware resources. This leads to a Denial of Service (DoS), not only on the specific service under attack, but also on other services that share the infrastructure. There are numerous examples of such attacks on cloud services and providers. The most famous cases are not necessarily connected to models we propose in this paper, but can affect operation of an entire provider. The Spamhaus anti-spam organization and the cloud provider CloudFlare, recently suffered a Distributed Denial of Service (DDoS) attack [30] . By exploiting core Internet infrastructures and open DNS resources, attackers managed to create an attack of great dimension. Although the attack was mitigated and the adversaries were unable to achieve the goal of shutting down the spamhaus.org site, they managed to cause delays and outages in some other Internet resources. The work of Domingues et al. [31] shows that VMs can actually affect each other, especially when http://www.jisajournal.com/content/5/1/7 they perform I/O operations, thus opening the door to DoS problems, although cloud providers are evidently reluctant to disclose these cases.
Malware injection
The malware injection attack consists of installing some malicious service implementation or VM into the cloud. The adversary deceives the cloud system to accept malicious software as a valid instance of the attacked service. Successful invasion allows the infected instance to execute user requests. The effects of malware injection may vary from eavesdropping to completely disabling or changing functionality of the attacked service. Companies like Intel are actively developing solutions against this kind of threat. This is the case of the "Trusted Execution Technology" (TXT).
One of the most notorious injections of malicious software occurred against the Google password system [32] . Vulnerabilities of Internet Explorer 6, which was still used by some workers, allowed hackers to inject malicious software that enabled them to access the company's internal network. Although Google claimed that no passwords were stolen, it is difficult to evaluate all the consequences of the attack.
Metadata spoofing
In metadata spoofing, attackers modify the Web Services' metadata descriptions. Attackers may modify the syntax and operation of some functions described in the WSDL. Unaware of the fraudulent modification, an unknowing user will invoke functions that execute unexpected operations on the server. A successful attack could allow the adversary to manipulate service operations or even to obtain user credentials, to perform a broader range of attacks.
Although we were not able to find reported cloudrelated incidents involving metadata spoofing, we found descriptions of such attacks on web-service based resources. For example, hackers were able to configure administrative settings (without having privileged user access) in an attack to D-Link routers [33] , using vulnerabilities of the SOAP-based device control protocol. In some models of the D-Link routers, the attackers were able to execute the SOAP action GetDeviceSettings without authentication. This action alone did not allow the adversary to obtain any sensitive data, but it could be used to bypass the authentication requirements for other SOAP actions.
XML signature wrapping
The XML signature wrapping attack modifies authenticated SOAP messages. Several different variants of this attack exist. In one of the variants, after obtaining the original signed SOAP packet, the attacker moves the message body to a wrapping element inside the SOAP header and creates a new body with a different operation. This may deceive some servers to accept the signature, because the original signed contents still exist inside that wrapping element. However, the new function in the SOAP body of the message may harm the server. As a result, the attacker could execute arbitrary operations on the cloud system as a legitimate user, influencing the availability of the services.
Some studies revealed potential vulnerabilities of cloud providers to XML Signature Wrapping attacks. A group of researchers from the Ruhr-University Bochum demonstrated this fragility in the Amazon Web Services (AWS) [34] . Using this approach, the researchers managed to delete and create new images on the customer's EC2 instance and hijack AWS sessions to get sensitive data, including plaintext passwords. Despite being restricted to AWS, researchers believe that other cloud providers might be affected by the same type of vulnerabilities.
VM-to-hypervisor attack
The VM-to-Hypervisor attack is based on exploiting security vulnerabilities of the hypervisor. The complexity of the virtualization software may leave some open possibilities for adversaries to escape from the protected environment and gain full access to the hosting physical machine [35] . Consequences of the VM-to-Hypervisor attacks may vary from creation of rogue VMs to complete interruption of the attacked hardware, both of which may compromise multiple services in many different ways.
The media continuously reports privilege escalation vulnerabilities of different virtualization technologies. In a recent case [36] , a major vulnerability in the 64-bit Xen hypervisor running 64-bit para-virtualized guests on Intel CPUs was disclosed and patched before any hacker managed to exploit it. Successful attack would allow the adversary to escape from guest status and gain administrative access on the host machine. After breaking the protected environment, the adversary could run arbitrary code in privileged mode, install and run new programs, and create new accounts with administrative rights.
Cross-VM side-channel attack
The cross-VM side-channel attack consists of taking advantage of information leaks from the system's shared components, such as cache or memory. Timing information in the access to some memory addresses may let the attacker know whether or not data from the address was stored in cache. Several techniques of cache pattern classification, noise reduction and error correction are applied to minimize the search space for cryptographic information. The effect of such attacks varies from eavesdropping to service interruption, depending on the goals of the attacker. http://www.jisajournal.com/content/5/1/7
We are not aware of any cloud providers that have been victims of cross-VM side-channel attacks. Nonetheless, a research team managed to collect and reconstruct cryptographic keys from information leaked by the CPU cache. This allowed them to take control over a victim VM [37] .
Hacking
Hacking consists of obtaining illegitimate access to a system by circumventing security mechanisms, either by exploiting security vulnerabilities or by obtaining access credentials. Some of the most common forms of attack include stealing login credentials, brute force attacks, SQL injection and backdoor exploitation. The main goals of hacking generally are data stealing or damaging.
These types of attack have become increasingly common in recent years, as reported by Verizon [29] , regarding network infrastructures and data centers. One may expect hacking to be one of the main forms of attack on cloud infrastructures as well, given that the applications running in the cloud make use of common technologies and security mechanisms, and are therefore vulnerable to the same strategies. According to the Verizon study, hacking along with malware injection are the most widespread forms of attack.
Defending against real attacks
In Table 2 we go through the list of attacks and identify the potential consequences. Since a given attack type can have a range of different effects on a victim, our classification considers the most serious documented consequences of each type of attack. Fortunately, the most serious consequences of attacks are not always the most frequently observed ones. As we shall see, this does not have an impact on the choice of placement strategy regarding PM majorities nor VM majorities.
Based on information about each attack's outcome we assign it to one of the classes listed in Table 1 . For example, if the adversary may take full control of one particular Hacking PM, he could make it stop, which would be a crash failure. However, since the attacker may also disrupt the service in some other subtler way, we consider this failure as Byzantine instead. After classifying attacks we determine the appropriate defense strategy, taking into account a set of factors explained below. Let us start with the situations in which resource distribution is irrelevant. Two kinds of attacks share this result: Denial of Service and VM-to-Hypervisor Attacks. The main reason why the distribution is irrelevant in case of a DoS attack has to do with how resources are used with virtualization and cloud computing. Since the physical resources are shared, an attacker, even by targeting one specific VM, may prevent the other co-located VMs from operating properly. In an even more difficult scenario, on-demand resource provisioning may lead to VM instance flooding, congesting the infrastructure of the cloud provider.
While the replica placement strategy for DoS attacks is straightforward, the strategy to defend against VM-toHypervisor attacks requires some additional discussion. Although the adversary starts malicious actions from one VM (randomly assigned by the cloud provider), the attack to the target service occurs only when the hypervisor gives in. In fact, intrusion into the target service occurs from a successfully hacked PM (hypervisor). This intrusion method and its potentially serious effects lead us to associate VM-to-Hypervisor attacks with the Limited (Byzantine) PM category, and in this case the placement of VMs for majority preservation is irrelevant. Hence, the first line of Table 3 shows the distribution of replicas as being irrelevant regardless of the kind of majority that is to be assured.
Despite not being necessarily of intentional nature, we include in our analysis VM software faults as one of the causes of VM crashes. This is an interesting case because software faults leading to accidental crashes are quite common. In this case, if we assume that any VM might be affected with uniform probability, the distribution of VMs is only relevant to ensure a PM majority. We do not show PM crashes in the tables, as they would fall in the "Limited PMs" attacks, which we covered already.
We proceed with the discussion of Limited Byzantine VM attacks, where the placement of replicas has great impact on defender's success. There are several characteristics of this attack class corresponding to failures described in Section 6. The analysis of adversary limitations, targets and intrusion consequences lead us to classify XML Signature Wrapping, Metadata Spoofing and Cross-VM Side-Channel as Limited Byzantine VM attacks. Usually the target of these attacks are the VMs hosting the victim's service. The adversary, despite having some information about the victim, does not seem capable of picking the attack starting point and target at will. Nonetheless, a broken service instance may enable the hacker to compromise other service replicas running on the shared resource. The placement strategy in this case greatly depends on the desired majority. When the goal is keeping the majority of VMs, a balanced placement strategy should be adopted, otherwise unbalancing is better.
The classification of Malware Injection and Hacking as Unlimited PMs or Unlimited Byzantine VMs, which ends up being the same, is based on the worst possible consequences achieved by an adversary (partial or total access to the infrastructure). Possible scenarios include exploitation of the same vulnerability in many nodes to start a full scale attack. In the real case we described in Section 6.2, hackers seemed to have accessed the entire intranet of the cloud provider. The analysis performed in Section 5 suggests a balanced placement strategy for Unlimited (Byzantine) PM attacks when VM majority is the goal, whereas the distribution is irrelevant otherwise.
By analyzing Malware Injection and Hacking attacks, along with information provided by the Verizon report [29] , the most harmful consequences of these attacks are likely to be uncommon. Although such an attack may provide unlimited access to a cloud infrastructure (e.g., leaked or stolen administration passwords) one may consider that an attacker will in general be more successful in obtaining illegitimate access into a single application and its VMs rather than the whole infrastructure. This would, in fact, suggest that most malware and hacking attacks should be classified as Limited Byzantine VMs.
A careful analysis of the relation between attack types and placement strategies on lines three and four of Table 3 helped us to solve this ambiguous situation. We noted that the replica distribution methods are not contradictory for any of the majorities. When the defender wants to keep a VM majority, both lines suggest a balanced strategy. When the defender's goal is to keep a PM majority under intentional attacks, the irrelevant indications suggest that the unbalanced placement strategy should be used, allowing the defender to protect against a larger fraction of attacks.
Conclusion and future perspectives
Clouds are changing the surface of information technologies. As a consequence, the concentration of resources in the same region, network, or even machine poses an evident challenge to designers of dependable systems. In this paper we evaluate the problem of distributing resources over physical machines. We adopt the perspective of the cloud provider that needs to distribute VMs by a given fixed set of PMs. While intuition could perhaps suggest that a balanced distribution of VMs would make a more dependable system for most scenarios, this is not the case.
Based on real evidence of security incidents, the behavior of a defender should consider whether he or she needs to keep a majority of PMs or VMs. Whereas balancing is indeed better for the latter case, unbalancing is the best option for the former. In any case, it is wise to adopt a strategy for placing replicas, rather than leaving the distribution uncontrolled, given that there are relatively few cases in which replica placement may be considered irrelevant.
An interesting perspective for the future is to include probabilities in our analysis. For example, given the probability of having a compromised VM, what is the probability that other co-located VMs might become compromised as well? The same for the hypervisor: given a compromised VM what is the probability that the attack escalates to affect the hypervisor? Standing on figures owned by cloud providers, this may give an idea of the probability that an attack manages to control a majority of VMs or PMs, thus helping providers to select the best defensive strategy.
