M-H-matrices appear in many areas of science and engineering, for example, in the solution of the linear complementarity problem LCP in optimization theory and in the solution of large systems for real-time changes of data in fluid analysis in car industry. Classical stationary iterative methods used for the solution of linear systems have been shown to convergence for this class of matrices. In this paper, we present some comparison theorems on the preconditioned AOR iterative method for solving the linear system. Comparison results show that the rate of convergence of the preconditioned iterative method is faster than the rate of convergence of the classical iterative method. Meanwhile, we apply the preconditioner to H-matrices and obtain the convergence result. Numerical examples are given to illustrate our results.
Introduction
In numerical linear algebra, the theory of M-and H-matrices is very important for the solution of linear systems of algebra equations by iterative methods see, e.g., 1-14 . For example, a in the linear complementarity problem LCP see 5, Section 10.1 for specific applications , where we are interested in finding a z ∈ R n such that z ≥ 0, Mz q ≥ 0, z T Mz q 0, with M ∈ R n×n and q ∈ R n given, a sufficient condition for a solution to exist, and to be found by a modification of an iterative method, especially of SOR, is that M is an H-matrix, with m i,i > 0, i 1, . . . , n 15 ; b in fluid analysis, in the car modeling design 16, 17 , it was observed that large linear systems with an H-matrix coefficient A are solved iteratively much faster if A is postmultiplied by a suitable diagonal matrix D, with d i,i > 0, i 1, . . . , n, so that AD is strictly diagonally dominant. We consider the following linear system:
where A is an n × n square matrix, x and b are two n-dimensional vectors. For any splitting, A M − N with the nonsingular matrix M, the basic iterative method for solving the linear system 1.1 is as follows: where ω and γ are nonnegative real parameters with ω / 0. To improve the convergence rate of the basic iterative methods, several preconditioned iterative methods have been proposed in 8, 12, 13, [19] [20] [21] [22] [23] [24] . We now transform the original system 1.1 into the preconditioned form PAx Pb,
where P is a nonsingular matrix. The corresponding basic iterative method is given in general by
where PA M P − N P is a splitting of PA. Milaszewicz 19 presented a modified Jacobi and Gauss-Seidel iterative methods by using the preconditioned matrix P I S, where
The author 19 suggests that if the original iteration matrix is nonnegative and irreducible, then performing Gaussian elimination on a selected column of iteration matrix to make it zero will improve the convergence of the iteration matrix.
In 2003, Hadjidimos et al. 4 considered the generalized preconditioner used in this case is of the form
Mathematical Problems in Engineering   3 where α α 2 , . . . , α n T ∈ R n−1 with α i ∈ 0, 1 , i 2, . . . , n, constants. The selection of α's will be made from the n − 1 -dimensional nonnegative cone K n−1 in such a way that none of the diagonal elements of the preconditioned matrix A P α A vanishes. They discussed the convergence of preconditioned Jacobi and Gauss-Seidel when a coefficient matrix A is an M-matrix.
In this paper, we consider the preconditioned linear system of the form 
where S D , S L , and S U are the diagonal, strictly lower, and strictly upper triangular parts of the matrix S α U, respectively. If we apply the AOR iterative method to the preconditioned linear system 1.8 , then we get the preconditioned AOR iterative method whose iteration matrix is
This paper is organized as follows. Section 2 is preliminaries. Section 3 will discuss the convergence of the preconditioned AOR method and obtain comparison theorems with the classical iterative method when a coefficient matrix is a Z-matrix. In Section 4 we apply the preconditioner to H-matrices and obtain the convergence result. In Section 5 we use numerical examples to illustrate our results.
Preliminaries
We say that a vector x is nonnegative positive , denoted x ≥ 0 x > 0 , if all its entries are nonnegative positive . Similarly, a matrix B is said to be nonnegative, denoted B ≥ 0, if all its entries are nonnegative or, equivalently, if it leaves invariant the set of all nonnegative vectors. We compare two matrices A ≥ B, when A − B ≥ 0, and two vectors x ≥ y x > y when x − y ≥ 0 x − y > 0 . Given a matrix A a i,j , we define the matrix |A| |a i,j | . It follows that |A| ≥ 0 and that |AB| ≤ |A||B| for any two matrices A and B of compatible size. c ρ A is a simple eigenvalue of A. 
if and only if A is a nonsingular (singular) M-matrix. If A is irreducible, then here is a positive vector
x such that M −1 Nx ρ M −1 N x.
Convergence Theorems for Z-Matrix
We first consider the convergence of the iteration matrix T γ,ω of the preconditioned linear system 1.8 when the coefficient matrix is a Z-matrix. Particularly, we consider α i 1, i 2, . . . , n. Define
where D , L , and U are diagonal, strictly lower triangular, and strictly upper triangular parts of the matrix S 1 U, respectively. Then the preconditioned AOR method is expressed as follows:
where 
where T is a nonnegative matrix. As A is an irreducible Z-matrix and ω / 0, γ / 1, it is easy to show that T γ,ω is nonnegative and irreducible. By assumption, D, L, and U are all nonnegative and thus T γ,ω is nonnegative. Observe that T γ,ω can be expressed as
where T is a nonnegative matrix. Since ω / 0, γ / 1, and A is irreducible,
is irreducible. Hence, T γ,ω is irreducible from 3.5 .
Our main result in this section is as follows. 
which is equivalent to 
where
From 3.8 and 3.10 , we have
3.11
Since We next consider the case of α i 1, i 2, . . . , n; the convergence theorem is given as follows see 26, 27 . / 1 and a i1 a 1i < 1, i 2, . . . , n, we have where λ denotes the spectral radius of T γ,ω . Observe that T γ,ω I − γL
Proof. Let A I − L − U be irreducible. It is clear that I − γL is an M-matrix and 1 −
which is equivalent to
3.14 Similar to the proof of the equality 3.11 , we have
3.15
Since
and U U U , then we have
By computation, we have
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where H is a nonnegative matrix, T 1,2 ≥ 0 is a 1× n−1 matrix, and T 2,2 ≥ 0 is an n−1 × n−1 matrix. As A is irreducible, then at least one a 1,i / 0 and T 1,2 is nonzero. Since A 2 : n, 2 : n is irreducible, it is clear that A 2 : n, 2 : n is irreducible. Since ω / 0 and γ / 1, from 3.17 , we have that T 2,2 is irreducible. Let
From 3.18 , and x > 0, we know that u ≥ 0, and the first component of u is zero. Hence v ≥ 0 and its first component is zero. Let
That is,
If λ < 1, from 3.22 and v 2 is a nonzero vector, we have
Since T 2,2 is irreducible, from Lemma 2.8, we have ρ T 2,2 < λ.
3.24
Since x 2 > 0 and T 1,2 is a nonzero nonnegative vector, from 3.21 , we have 1 − ω x 1 < λx 1 . Namely,
It is clear that ρ T γ,ω max{1 − ω, ρ T 2,2 }. Hence, we have ρ T γ,ω < λ.
3.26
For the case of λ > 1, T 2,2 x 2 ≥ λx 2 is obtained from 3.22 and equality is excluded. Hence ρ T γ,ω > λ follows from Lemma 2.8 and T 2,2 is irreducible. / 0 and a i1 a 1i < 1, i 2, . . . , n, we have
AOR Method for H-Matrix
In this Section, we will consider AOR method for H-matrices. For convenience, we still use some notions and definitions in Section 2. 
. . , u n T be a positive vector such that
A u > 0; assume that a i1 / 0 for i 2, . . . , n, and Proof. The conclusion is easily obtained by Lemma 4.1 7 . − α i a i,1 a 1,j , i 2, . . . , n,
we have that a if i j, then
a i,j |1 − α i a i,1 a 1,i |, b i,j 1 ω |1 − α i a i,1 a 1,i | − 1 − ω |1 − α i a i,1 a 1,i | |1 − α i a i,1 a 1,i |; 4.3 b if i / j, then a i,j − a i,j − α i a i,1 a 1,j , 4.4 since M − |N| 1/ω D − γ L − 1/ω | 1 − ω D ω − γ L ω U|; observe that if i < j, we have b i,j 1 ω 0 − ω −a i,j α i a i,1 a 1,j − a ij − α i a i,1 a 1,j . 4.5 if i > j, we have b i,j 1 ω − γ a i,j − α i a i,1 a 1,j − ω − γ −a i,j α i a i,1 a 1,j − a i,j − α i a i,1 a 1,j ; 4.6 Hence, we have A M − | N|, that is, A M − N is an H-compatible splitting.
Theorem 4.4. Let the assumption of Lemma 4.2 holds. Then for any
Proof. By Lemmas 2.5, 4.2, and 4.3, the conclusion is easily obtained.
Numerical Examples
In this Section, we give three numerical examples to illustrate the results obtained in Sections 3 and 4. Example 5.1. Consider a n × n matrix of A of the form 
where c 1 −2/n, c 2 −1/n 1, and c 3 −1/n 2. It is clear that the matrix A satisfies the assumptions of Theorem 3.3. Numerical results for this matrix A are given in Table 1 .
We consider Example 5.1; if we let c 1 −2/n, c 2 0, and c 3 −1/n 2, it is clear to show that A is an M-matrix. The initial approximation of x 0 is taken as a zero vector, and b is chosen so that x 1, 2, . . . , n T is the solution of the linear system 1.1 . Here
is used as the stopping criterion. All experiments were executed on a PC using MATLAB programming package. In order to show that the preconditioned AOR method is superior to the basic AOR method. We consider ω γ 1, that is, the AOR method is reduced to the Gauss-Seidel method. In Table 2 , we report the CPU time T and the number of iterations IT for the basic and the preconditioned Gauss-Seidel method. Here GS represents the restarted Gauss-Seidel method; the preconditioned restarted Gauss-Seidel method is noted by PGS. is applied to the discretization of the convection-diffusion equation 3.5 , we can obtain a system of linear equations 1.1 of the coefficient matrix
where ⊗ denotes the Kronecker product,
are N × N tridiagonal matrices, and the step size is h 1/N. It is clear that the matrix A is an M-matrix, so it is an H-matrix. Numerical results for this matrix A are given in Table 3 .
From Table 3 , for α i ∈ 0, α i , it can be seen that the convergence rate of the preconditioned Gauss-Seidel iterative method ω γ 1 is faster than the other preconditioned iterative method for H-matrices. And iteration numbers are not changed by the change of α i ; the iteration time slightly changed by the change of α i . However, it is difficult to select the optical parameters α i and this needs a further study. where a 1, b 1/n, and c 1/n − 2. It is clear that T n is an H-matrix. The initial approximation of x 0 is taken as a zero vector, and b is chosen so that x 1, 2, . . . , n T is All experiments were executed on a PC using MATLAB programming package. We get Table 4 by using the preconditioner P α . We report the CPU time T and the number of iterations IT for the basic and the preconditioned AOR method. Here AOR represents the restarted AOR method; the preconditioned restarted AOR method is noted by PAOR.
Remark 5.4. In Example 5.3, we let α i > 1, i 2, . . . , n − 1. From Table 4 , if α i is appropriate, the convergence of the preconditioned AOR iterative method can be improved. However, it is difficult to select the optical parameters α i and this needs a further study.
