The recursive i n verse eigenvalue problem for matrices is studied, where for each leading principle submatrix an eigenvalue and associated left and right eigenvectors are assigned. Existence and uniqueness results as well as explicit formulas are proven, and applications to nonnegative matrices, Z-matrices, M-matrices, symmetric matrices, Stieltjes matrices and inverse M-matrices are considered.
Introduction
Inverse eigenvalue problems are a very important subclass of inverse problems that arise in the context of mathematical modeling and parameter identication. They have been studied extensively in the last 20 years, see e.g. 3, 5, 6, 8, 12, 13, 14] and the references therein. In particular, the inverse eigenvalue problem for nonnegative matrices is still a topic of very active research, since a necessary and su cient condition for the existence of a nonnegative matrix with a prescribed spectrum is still an open problem, see 4, 12] .
In this paper we study inverse eigenvalue problems in a recursive matter, that allows to extend already constructed solutions.
We i n vestigate the following recursive inverse eigenvalue problem of order n: Let In the sequel we shall use the notation RIEP(n) for \the recursive i n verse eigenvalue problem of order n".
It should be noted that most of the results that we present b e l o w a r e recursive solutions (hence the name recursive inverse eigenvalue problem), in the sense that the existence and uniqueness conditions are of a recursive nature, i.e., once the existence and/or uniqueness of RIEP(n ; 1) have b e e n established, the presented conditions describe when the solution of RIEP(n) exist and is unique. Such results are very useful, in particular when a solution has been computed and lateron new data become available.
To consider a simple example, let us consider a closed Leontief model in economics which i s t ypically described by the action of a nonnegative matrix T with spectral radius 1 on a vector, see e.g., 2]. A nonnegative eigenvector associated with the eigenvalue 1 of the matrix T then is an equilibrium point of the model, 2], and a model that has such a v ector is called feasible.
Suppose now that a feasible model with n ; 1 inputs and n ; 1 outputs, i.e., an (n ; 1) (n ; 1) nonnegative matrix that describes the model and has an equilibrium point, has been constructed.
An immediate question then is whether adding an input and output to the system can again lead to a feasible model with prescribed equilibrium point. This immediately leads to the recursive i n verse eigenvalue problem. Our results give necessary and su cient conditions for several classes of matrices including nonnegative matrices and M-matrices which are the classes of interest in Leontief models and the analysis of Markov c hains, see 2] .
Existence and uniqueness of nonnegative solutions is therefore one of the major topics of this paper.
In Section 2 we study the existence and uniqueness of solutions for RIEP(n) in the general case. Our main result gives a recursive c haracterization of the solution for RIEP(n). We also obtain a nonrecursive necessary and su cient condition for unique solvability a s w ell as an explicit formula for the solution in case of uniqueness.
The results of Section 2 are applied in the subsequent sections to special cases. In Section 3 we discuss nonnegative solutions for RIEP(n) o ver the eld I R o f r e a l n umbers. We also introduce a nonrecursive su cient condition for the existence of a nonnegative solution for RIEP(n). Uniqueness of nonnegative solutions for RIEP(n) is discussed in Section 4. In Section 5 we study Z-matrix and M-matrix solutions for RIEP(n) o ver I R. In Section 6 we consider real symmetric solutions for RIEP(n) o ver I R. In Section 7 we consider positive semide nite real symmetric solutions for RIEP(n) o ver I R. In Section 8 we combine the results of the previous two sections to obtain analogous results for Stieltjes matrices. Finally, in Section 9 we i n vestigate inverse M-matrix solutions for RIEP(n). A summary is given in Section 10.
Existence and uniqueness results
In this section we study the existence and uniqueness of solutions for RIEP(n) in the general case. For this purpose we i n troduce some further notation. For the vectors l i r i we s e t l i = 
and r n n = 0=) Br n = s nrn : (2) There exists a unique solution for RIEP(n) if and only if there exists a unique solution for RIEP(n-1) and l n n r n n 6 = 0 .
Proof. L e t A be an n n matrix. Partition A as
where B is an (n-1) (n-1) matrix. Clearly, A solves RIEP(n) if and only if B solves RIEP(n-1) and (s n I n;1 ; B)r n = r n n y (4) l T n (s n I n;1 ; B) = l n n x T (5) x Tr n + zr n n = s n r n n (6) l T n y + zl n n = s n l n n :
It thus follows that there exists a solution for RIEP(n) if and only if there exists a solution B for RIEP(n-1) such that the equations (4){(7) (with unknown x, y and z) are solvable. We n o w show that these equations are solvable if and only if (1) and (2) hold. Distinguish between four cases: 1. r n n = 0 l n n 6 = 0. Here (4) is equivalent to (2) , (5) is equivalent t o x T =l T n (s n I n;1 ; B) l n n (8) and (6) then follows from (4). For every y 2 F n;1 we can nd z 2 F such that (7) holds. 2. l n n = 0 r n n 6 = 0. Here (5) is equivalent to (1), (4) is equivalent t o y = (s n I n;1 ; B)r n r n n (9) and (7) then follows from (5). For every x 2 F n;1 we can nd z 2 F such that (6) holds. 3. l n n = r n n = 0. Here (4) is equivalent to (2) and (5) Tr n = 0 w e h a ve (6) , and for any y 2 F n;1 withl T n y = 0 w e h a ve (7), where z can be chosen arbitrarily. 4. l n n 6 = 0 r n n 6 = 0. Here (4){(7) have a unique solution, given by (8),
and z = s n ;l T n (s n I n;1 ; B)r n l n n r n n : (10) It follows that (4){(7) are solvable if and only if (1) and (2) hold. To p r o ve the uniqueness assertion, note that it follows from our proof that if either l n n = 0 o r r n n = 0 then a solution is not unique, since at least one of the vectors x, y and z can be chosen arbitrarily. If both l n n 6 = 0 and r n n 6 = 0 then every solution B for RIEP(n-1) de nes a unique solution A for RIEP(n). The uniqueness claim follows.
This result is recursive and allows to derive a recursive algorithm to compute the solution, but we do not get explicit nonrecursive conditions that characterize the existence of solutions. In order to get a necessary and sufcient condition for unique solvability a s w ell as an explicit formula for the solution in case of uniqueness, we de ne the n n matrix R n to be the matrix whose columns are r 1 : : : r n with zeros appended at the bottom to obtain n-vectors. Similarly, w e de ne the n n matrix L n to be the matrix whose rows are l 1 : : : l n with zeros appended at the right to obtain n-vectors. 
Proof. W e p r o ve our claim by induction on n. F or n = 1 the claim follows easily. Assume that the assertion holds for n < k and let n = k. P artition A as in (3) . We h a ve L n AR n = " L n;1 0 l T n l n n # " B y x T z # " R n;1rn 0 r n n # = 2 6 4 L n;1 BR n;1 L n;1 (Br n + r n n y) By the inductive assumption we h a ve L n;1 BR n;1 = S n;1 (L n;1 R n;1 ). Also, by ( 4 ) w e h a ve Br n + r n n y = s nrn , b y (5) we h a vel , and by ( 7 ) w e h a vel T n y + l n n z = s n l n n . I t t h us follows that L n AR n = 2 6 4 S n;1 (L n;1 R n;1 ) s n L n;1rn s nl T n R n;1 s n (l T nr n + l n n r n n )
In general, the converse of Proposition 3 does not hold, that is, a matrix A satisfying (13) In the case that the solution is not unique, that is, whenever l 1 1 = r 1 1 = 0 or whenever l i i or r i i vanish for some i > 1, the matrices L n and R n de ned in (11) are not invertible. Therefore, in this case (14) is invalid. We conclude this section by an example showing that, in general, a revised form of (14) , with inverses replaced by generalized inverses, does not provide a solution for RIEP(n). Since Ah2i does not have an eigenvalue 2, A is not a solution for RIEP (3) . Note that we still have L n AR n = S n (L n R n ).
In this section we h a ve c haracterized solvability o f RIEP(n) o ver a general eld F in terms of recursive conditions. We h a ve also given a necessary and su cient condition for unique solvability and an explicit formula for the unique solution. In the following sections we shall discuss the special cases of nonnegative matrices, Z-matrices, M-matrices, real symmetric matrices, positive semide nite matrices, Stieltjes matrices and inverse M-matrices.
Existence of nonnegative solutions
In this section we apply the results of Section 2 to nonnegative solutions for RIEP(n) . As in the proof of Theorem 2, partition A as in (3), and so A solves RIEP(n) if and only if B solves RIEP(n-1) and (4){ (7) hold. Therefore, if A is a nonnegative solution for RIEP(n) then we have (16){(18). Also, it follows from the nonnegativity o f A that (15) holds. Conversely, assume that (15) holds and that B forms a nonnegative solution for RIEP(n-1) satisfying (16){(18). We show that in this case we can nd nonnegative solutions x, y and z for (4){(7). Distinguish between four cases:
1. r n n = 0 l n n 6 = 0. Here x is given by ( 8 ) , y can be chosen arbitrarily, and z should be chosen such that (7) holds. It follows from (17) that x is nonnegative. If s n 0 t h e n w e c hoose y = 0 , w e h a ve z = s n , a n d s o we h a ve a nonnegative solution for (4){(7). If s n < 0 t h e n , b y (15), l n is not unisign and hence~l T n ln n has at least one negative component. It follows that we can nd a positive v ector y such t h a t l T n y ln n < s n . Since by ( 7 ) w e h a ve z = s n ;~l T n y ln n , it follows that z > 0, and so again we have a nonnegative solution for (4){(7).
2. l n n = 0 r n n 6 = 0. Here y is given by (9), x can be chosen arbitrarily, and z should be chosen such that (6) holds. The proof follows as in the previous case. 3. l n n = r n n = 0. Here x and y should be chosen such that x Tr n =l T n y = 0 and z can be chosen arbitrarily. In order to obtain a nonnegative solution we c a n c hoose x, y and z to be zero. 4. l n n 6 = 0 r n n 6 = 0. Here x is given by (8), y is given by (9) , and z is given by (10) . It follows from (17), (16) and (18) Ahii Ahiir i ] has no zero components, implying that l i , r i ] has no zero components. Conversely, assume that (15) holds with a strict inequality, that every nonzero unisign vector l i or r i has no zero components, and that B forms a positive solution for RIEP(n-1) satisfying (16){(18) with strict inequalities. We s h o w that in this case we can nd positive solutions x, y and z for (4){(7). Note that in Case 1 above, the vector x now becomes positive. Also, since the inequality i n ( 1 5 ) i s n o w strict, we h a ve either s n > 0, in which c a s e w e can choose positive y suciently small such that z is positive, or s n 0, in which c a s e y can be chosen positive as before and the resulting z is positive. The same arguments hold for Case 2. In Case 4, it follows from the strict inequalities (17){(18) that x, y and z are positive. Finally, i n C a s e 3 , s i n c e l n and r n both have at least one zero component, it follows that both vectors are not unisign. Hence, we can nd positive x and y such t h a t x Tr n =l T n y = 0 . W e assign any positive number to z to nd a positive solution A for RIEP(n).
By the Perron-Frobenius theory, see e.g. 9, 2], the largest absolute value (A) of an eigenvalue of a nonnegative n n matrix A is itself an eigenvalue of A, the so called Perron root of A, and it has an associated nonnegative eigenvector. Furthermore, if A is irreducible, that is, if either n = 1 o r n 2 and there exists no permutation matrix P such that P The nonnegative matrix solves RIEP(3). Note that (A) = 3 > s 3 .
In order to see cases in which s 1 : : : s n are the Perron roots of Ahii, i = 1 : : : n , respectively, w e p r o ve Proposition 9 If the vector l n or r n is positive then for a nonnegative solution A for RIEP(n) we have (A) = s n .
Proof. The claim follows immediately from the known fact that a positive eigenvector of a nonnegative matrix corresponds to the spectral radius, see e.g. Theorem 2.1.11 in 2, p . Lemma 11 Assume that there exists a nonnegative solution A for RIEP(n) such that (Ahn-1i) < s n . I f r n 6 = 0 or l n 6 = 0 then (A) = s n .
Proof. Since r n 6 = 0 o r l n 6 = 0 it follows that s n is an eigenvalue of A. Assume that s n 6 = (A). It follows that the nonnegative matrix A has at least two eigenvalues larger than or equal to s n . By 7, p. 473], see also 11, Corollary 1], it follows that (Ahn-1i) s n , w h i c h i s a c o n tradiction. Therefore, we h a ve s n = (A). Proof. Note that Ah1i) = s 1 ] and so (Ah1i) = s 1 . Our result follows using Lemma 11 repeatedly.
Lemma 13 Assume that r n 0 and r n n 6 = 0 or that l n 0 and l n n 6 = 0. Then for every nonnegative solution A for RIEP(n) we have (A) = max f (Ahn-1i) s n g.
Proof. Without loss of generality, w e consider the case where r n 0 and r n n 6 = 0 . If r n is positive then, by Proposition 9, we h a ve (A) = s n and, since by the Perron-Frobenius theory we h a ve (Ahn-1i) (A), the result follows. Otherwise, r n has some zero components. Let be the set of indices i such t h a t r i n > 0 and let c be the complement o f in f1 : : : n g. Note that since r n is a nonnegative eigenvector of the nonnegative matrix A it follows that the submatrix A 
Proof. Since (20) holds, it follows that s i is not an eigenvalue of Ahi-1i, i = 2 : : : n . Therefore, it follows from (1) and (2) that l i i r i i 6 = 0 . Also, since l 1 and r 1 are eigenvectors of Ah1i, w e h a ve l 1 1 r 1 1 6 = 0 . I t n o w follows from Theorem 4 that Ahii is the unique solution for RIEP(i), and is given by ( 2 1 ) .
While Theorem 6 provides a recursive c haracterization for nonnegative solvability o f RIEP(n), in general nonrecursive necessary and su cient conditions for the existence of nonnegative solution are not known. We n o w present a nonrecursive su cient condition. Observe that all matrices of the form " 0 0 a a # solve RIEP(2), and hence there is no unique nonnegative solution for RIEP (2) . However, the only nonnegative solution for RIEP (3) is the matrix We remark that one can easily produce a similar example with nonnegative vectors r i and l i , i = 1 : : : n .
In order to introduce necessary conditions and su cient conditions for uniqueness of nonnegative solutions for RIEP(n) w e p r o ve l n n r n n 6 = 0 , o r s n = 0 and l n is a unisign vector with no zero c omponents, or s n = 0 and r n is a unisign vector with no zero c omponents. Proof. W e follow the proof of Theorem 6. Consider the four cases in that proof. In Case 1, the vector x is uniquely determined and any nonnegative assignment f o r y is valid as long as z = s n ;~l T n y ln n 0. If s n > 0 t h e n e v ery nonnegative v ector y su ciently small will do. If s n < 0 then, as is shown in the proof of Theorem 6, we can nd a positive y such that z > 0, and by continuity arguments there exist in nitely many s u c h v ectors y. I f s n = 0 then a unique such y exists if and only if there exists a unique nonnegative vector y such t h a t l T n y ln n 0. Clearly, i f l n has a nonpositive c o m p o n e n t then every vector y whose corresponding component is positive and all other components are zero solves the problem. On the other hand, ifl n > 0, which is equivalent t o s a ying that l n is a unisign vector with no zero components, then the only nonnegative v ector y that solves the problem is y = 0. Similarly, we p r o ve that, in case 2, a unique nonnegative solution exists if and only if s n = 0 and r n is a unisign vector with no zero components. We do not have uniqueness in Case 3 since then z can be chosen arbitrarily. Finally, t h e r e i s always uniqueness in Case 4.
Lemma 21 yields su cient conditions and necessary conditions for uniqueness of nonnegative solutions for RIEP(n). First, observe that if s n = 0 and l n is a unisign vector with no zero components, or if s n = 0 a n d r n is a unisign vector with no zero components, then the zero matrix is the only nonnegative solution of the problem. A less trivial su cient condition is the following.
Corollary 22 Let n 2, and let A be a n o n n e gative solution for RIEP(n).
If Ahn-1i forms a unique nonnegative solution for RIEP(n-1) and if l n n r n n 6 = 0, then A is the unique nonnegative solution for RIEP(n).
Necessary conditions are given by the following Corollary 23 Let n 2. If there exists a unique nonnegative solution for RIEP(n) then either l n n r n n 6 = 0 , o r s n = 0 and l n is a unisign vector with no zero c omponents, or s n = 0 and r n is a unisign vector with no zero components.
The condition l n n r n n 6 = 0 is not su cient for the uniqueness of a nonnegative solution for RIEP(n), as is shown in the following example. Although we h a ve l n n r n n 6 = 0, all matrices of the form Let S n L n R n be de ned as in (11) Theorem 28 Let n 2, let A be a Z-matrix solution for RIEP(n) and assume that Ahn-1i forms a unique Z-matrix solution for RIEP(n-1). Then A is the unique Z-matrix solution for RIEP(n) if and only if l n n r n n 6 = 0 .
Here too, unlike in Theorem 2, the existence of a unique Z-matrix solution for RIEP(n) does not necessarily imply the existence of a unique Z-matrix solution for RIEP(n-1), as is demonstrated by the following example. Observe that all matrices of the form " 0 0 a ;a # solve RIEP(2), and hence there is no unique Z-matrix solution for RIEP (2) . However, it is easy to verify that the zero matrix is the only Z-matrix solution for RIEP(3). 6 The real symmetric case
The inverse eigenvalue problem for real symmetric matrices is well studied, see e.g. 3] . In this section we consider symmetric solutions for RIEP(n) over the eld I R of real numbers. We obtain the following consequence of Theorem 2, characterizing the real symmetric case.
Theorem 30 Let n 2. There exists a symmetric solution for RIEP(n) if and only if there exists a symmetric solution B for RIEP(n-1) such that the implications (1) and (2) hold, and l n n r n n 6 = 0=) (s n I n;1 ; B) (l n l n n ;r n r n n ) = 0 :
Furthermore, if there exists a unique symmetric solution for RIEP(n) then l n n 6 = 0 or r n n 6 = 0 . Proof. Let A 2 I R n n . P artition A as in (3), and so A solves RIEP(n) i f and only if B solves RIEP(n-1) and (4){ (7) hold. It was shown in the proof of Theorem 2 that (4){ (7) are solvable if and only if (1) and (2) hold. Therefore, all we h a ve t o s h o w that if B is symmetric then we can nd solutions x, y and z for (4){(7) such t h a t y = x if and only if (26) holds. We g o a l o n g the four cases discussed in Theorem 2. In Case 1, the vector x is uniquely determined and the vector y can be chosen arbitrarily. Therefore, in this case we set y = x, a n d z is then uniquely determined. In Case 2, the vector y is uniquely determined and the vector x can be chosen arbitrarily. T h us, in this case we s e t x = y, and z is then uniquely determined. In Case 3, we can choose any x and y as long as x Tr n = 0 andl T n y = 0. In particular, we can choose x = y = 0 . F urthermore, z can be chosen arbitrarily. Finally, i n Case 4, we h a ve x = y if and only if (26) holds. Note that this is the only case in which, under the requirement t h a t y = x, t h e v ectors x, y and z are uniquely determined.
We remark that, unlike in Theorem 2, the existence of a unique symmetric solution for RIEP(n) does not necessarily imply the existence of a unique symmetric solution for RIEP(n-1), as is demonstrated by the following example. :
It is easy to verify that all symmetric matrices of the form (iii) =) (i). Since B is symmetric and since we h a ve (27), the implications (1) and (2) Proof. In view of (27), the equivalence of (ii) and (iii) follows from Theorem 4. To see that (i) and (iii) are equivalent note that, by the construction in Theorem 30, for every symmetric solution B for RIEP(n-1) there exists a solution A for RIEP(n) s u c h t h a t Ahn-1i = B. F urthermore, A is uniquely determined if and only if l n n 6 = 0. Therefore, it follows that there exists a unique symmetric solution for RIEP(n) if and only if there exists a unique symmetric solution for RIEP(n-1) and l n n 6 = 0. Our assertion now follows by induction on n.
We conclude this section remarking that a similar discussion can be carried over for complex Hermitian matrices. 7 The positive semide nite case
In view of the discussion of the previous section, it would be interesting to nd conditions for the existence of a positive (semi)de nite real symmetric solution for RIEP(n). Clearly, a necessary condition is nonnegativity of the numbers s i whenever r i 6 = 0 o r l i 6 = 0 , i = 1 : : : n . Nevertheless, this condition is not su cient e v en if a real symmetric solution exists, as is demonstrated by the following example. The unique solution for RIEP(3) is the symmetric matrix Remark 36 By Theorem 33, in the case that r i i = 0 for some i we d o n o t have uniqueness of symmetric solutions for RIEP(n). Hence, if there exists a symmetric solution for RIEP(n) then there exist at least two di erent such solutions A and B. Note that A + c(B ; A) also forms a symmetric solution for RIEP(n) f o r e v ery real number c. I t t h us follows that in this a case it is impossible to have all solutions for RIEP(n) positive semide nite. Therefore, in this case we are looking for conditions for the existence of some positive semide nite solution for RIEP(n).
The following necessary condition follows immediately from Proposition 3.
Theorem 37 Let n 2 and assume that (27) holds. If there e x i s t s a p ositive semide nite real symmetric solution for RIEP(n) then S n (R T n R n ) is positive semide nite.
In order to nd su cient conditions for the existence of a positive semidefinite solution for RIEP(n), we denote by (A) the least eigenvalue of a real symmetric matrix A.
Lemma 38 Let n 2 and assume that (27) holds. Assume that there exists a symmetric solution A for RIEP(n) such that (Ahn-1i) > s n . I f r n 6 = 0 then (A) = s n .
Proof. Since r n 6 = 0 it follows that s n is an eigenvalue of A. Assume that (A) 6 = s n . I t f o l l o ws that A has at least two eigenvalues smaller than or equal to s n . By the Cauchy I n terlacing Theorem for Hermitian matrices, e.g. 9, Theorem 4.3.8, p. 185], it follows that (Ahn-1i) s n , which i s a contradiction. Therefore, we h a ve (A) = s n .
Corollary 39 Let n 2 and assume that (27) Proof. By Theorem 27 there exists a unique M-matrix solution A for RIEP(n). Since A T also solves the problem, it follows that A = A T and the result follows. 9 The inverse M-matrix case It is well known that for a nonsingular M-matrix A we h a ve A ;1 0. Accordingly, a nonnegative matrix A is called inverse M-matrix if it is invertible and A ;1 is an M-matrix. An overview of characterizations of nonnegative matrices that are inverse M-matrices can be found in 10].In this section we discuss, as a nal special case, inverse M-matrix solutions for RIEP(n).
The following theorem follows immediately from two results of 10]. l n n r n n 6 = 0=)l T n Nr n l n n r n n < 1
and, except for the diagonal entries, l n n r n n 6 = 0=) s n l T n Nr n l n n r n n ; 1 ! B ;1 Nr nl T n N l n n r n n (35) where N = s n B ;1 ; I n;1 . 
