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Abstract
The effects of moderate levels of serial correlation on one-sided and ordinary cross-
validation in the context of local linear and kernel smoothing is investigated. It is shown both
theoretically and by simulation that one-sided cross-validation is much less adversely affected
by correlation than is ordinary cross-validation. The former method is a reliable means of
window width selection in the presence of moderate levels of serial correlation, while the latter
is not. It is also shown that ordinary cross-validation is less robust to correlation when applied
to Gasser–Mu¨ller kernel estimators than to local linear ones.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The performance of nonparametric regression estimators such as kernel and local
polynomial smoothers depends crucially on the choice of smoothing parameters (see,
e.g., [10,11,21]). An optimal choice of smoothing parameter relies on information that
is unavailable when the underlying regression function is unknown. It is therefore
desirable to have good data-driven methods of smoothing parameter selection. In this
paper we consider the effect of serial correlation on a method of smoothing parameter
selection known as one-sided cross-validation (OSCV). We also contrast how OSCV
and ordinary cross-validation (CV) are affected by autocorrelation.
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Several authors, including Altman [1] and Hart [13], have pointed out the extreme
sensitivity of cross-validated bandwidths to positively autocorrelated regression
data. Hart [13, Theorem 2] shows in particular that even very small levels of positive
correlation can induce CV to choose regression estimates that essentially interpolate
the data.
Hart and Yi [15] proposed the OSCV method of smoothing parameter, or window
width, selection for kernel and local linear estimates based on uncorrelated data. In
this method CV is used to choose the window width of a one-sided estimate, i.e., an
estimate that uses only data whose covariate values are on one side of, say less than,
the value at which the curve is to be estimated. Multiplication of this CV window
width by an appropriate constant (which is known prior to data collection) yields an
estimate of an optimal window width for an ordinary, i.e., two-sided estimate. Hart
and Yi [15] show that OSCV produces much more stable estimates of optimal
window width than does ordinary CV.
OSCV has close ties with the prequential method of model selection proposed by
Dawid [5] and the predictive least squares principle of Rissanen [19]. The connection
can be seen by noting that the latter two methods assess a model by its ability to
predict future observations from past ones. Modha and Masry [18] have investigated
the use of prequential and cross-validation methods in choosing model dimension
for neural network-type nonparametric regression estimators. They conclude that
‘‘prequential model selection generates a clear and unequivocal estimate of the model
dimension while cross-validation does not’’ and ‘‘in practice prequential model
selection is more reliable and useful than cross-validation.’’ These conclusions echo
those of Hart and Yi [15] in regard to OSCV.
The main purpose of the current paper is to show that OSCV is much less sensitive
to serially correlated data than is CV. We are interested in situations where the level
of serial correlation is fairly small, small enough that it is not obvious in a plot of the
data nor in a signiﬁcance test. When serial correlation is evident, there exist methods
of window width selection that explicitly deal with the problem [14]. When
correlation is present but not evident, it is desirable that a method based on the
assumption of uncorrelated data continue to work well. As mentioned above, CV
performance can be greatly adversely affected by very small levels of autocorrelation.
Indeed, several authors (e.g., [3]) have pointed out that spurious correlation among
independent data is one reason for the relatively large variability of CV. We will
argue that OSCV remains a reliable method of window width selection in the
presence of moderate levels of correlation.
One might argue that CV is something of a straw man at this point in time,
given the many papers that argue for the superiority of plug-in methods. The
recent paper of Loader [17], however, questions this alleged superiority. Loader
concedes that plug-in is more stable than CV, but points out that the former
method is seriously biased in many cases and explicitly makes use of smoothness
assumptions that CV does not. It is thus arguable that CV is still a relevant
method with which to compare a new means of smoothing parameter selection.
It seems especially relevant for comparing with OSCV, since OSCV is a simple
variant of CV.
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We will also show that CV is more robust to correlation when applied to local
linear estimates than when applied to Gasser–Mu¨ller-type kernel estimates.
The rest of the paper proceeds as follows. In the next section we deﬁne the model
to be considered and describe the OSCV and CV methodology. Section 3 illustrates
by examples and simulated data the fact that OSCV is more robust to correlation
than is CV. Section 4 gives a heuristic explanation of why OSCV outperforms CV.
Section 5 provides theoretical backing for the ﬁndings in Section 3, and an appendix
contains a proof of our main theoretical result.
2. Data-driven window width selection
We assume that data ðx1; Y1Þ;y; ðxn; YnÞ are obtained from the model
Yi ¼ rðxiÞ þ ei; i ¼ 1;y; n; ð2:1Þ
where xi ¼ ði  1=2Þ=n; i ¼ 1;y; n; the unknown function r is twice continuously
differentiable and the errors e1;y; en follow a pth order, stationary autoregressive
process with EðeiÞ ¼ 0 and VarðeiÞ ¼ s2eoN; i ¼ 1;y; n: We are interested in
nonparametric estimators of the regression function r: Two types of estimates are of
primary interest here: local linear estimates [4] and Gasser–Mu¨ller [8] kernel
estimates. To deﬁne these estimates, let K be a bounded probability density that is
symmetric about 0 and has support ½1; 1; and let h be a positive number. The local
linear estimate is rˆhðxÞ ¼ aˆ; where aˆ and bˆ minimizeXn
i¼1
ðYi  a  bðxi  xÞÞ2K x  xi
h
 
with respect to a and b: The Gasser–Mu¨ller (GM) estimate, rˆGMðx; hÞ; is
rˆGMðx; hÞ ¼ 1
h
Xn
i¼1
Yi
Z i=n
ði1Þ=n
K
x  u
h
 
du:
The window width h is the smoothing parameter for each of these estimates.
Choosing it wisely is crucial to their good performance. Too small an h results in an
undersmoothed estimate that follows the data too closely, while too large an h yields
an oversmoothed estimate that may be missing important features of r: Numerous
methods have been proposed for selecting h from the data, three of which we now
describe. The cross-validation choice of a smoothing parameter is one that minimizes
average squared prediction error for leave-one-out predictors. For the local linear
estimate, the CV criterion takes the form
CVðhÞ ¼ 1
n
Xn
i¼1
ðYi  rˆ ihðxiÞÞ2; ð2:2Þ
where rˆ ih is a local linear estimate computed with all the data except for ðxi; YiÞ: The
cross-validation window width, call it hˆCV ; is the minimizer of CVðhÞ with respect to
h: Theoretical properties of hˆCV have been developed by Ha¨rdle et al. [12].
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Before describing the plug-in method, we need to introduce some notation. For
any bounded function g that is integrable on ½1; 1; let
Jg ¼
Z 1
1
g2ðuÞ du and ag ¼
Z 1
1
u2gðuÞ du:
For any second-order kernel K ; i.e., one such that
R 1
1 KðuÞ du ¼ 1;
R 1
1 uKðuÞ du ¼ 0
and aKa0; deﬁne BK ¼ ðJK=a2KÞ1=5: The plug-in method is based on an asymptotic
approximation for the window width that minimizes a risk function. The average
squared error (ASE) of rˆh is
ASEðhÞ ¼ 1
n
Xn
i¼1
ðrˆhðxiÞ  rðxiÞÞ2
and the mean average squared error (MASE) is MASEðhÞ ¼ EðASEðhÞÞ: Assuming
that K is a second-order kernel, the errors in model (2.1) are independent and that r
has two continuous derivatives, Fan [6] shows that the minimizer, h0; of MASEðhÞ is
asymptotic to
hn ¼ BK s
2
eR 1
0 ½r00ðxÞ2 dx
 !1=5
n1=5:
For our case of a ﬁxed, evenly spaced design, hn is also the asymptotic minimizer of
MASEðhÞ for the GM estimator rˆGMð
 ; hÞ [8]. A plug-in window width is one that
‘‘plugs’’ estimates of unknown parameters into hn: There are two unknown
quantities in hn; s2e and
R 1
0 ½r00ðxÞ2 dx; with the latter being by far the more difﬁcult
to estimate. Speciﬁc algorithms for obtaining plug-in window widths have been
proposed by Gasser et al. [7] and Ruppert et al. [20].
An OSCV window width for a local linear estimate rˆh is obtained as follows:
A. First we introduce a one-sided local linear estimator based on K : For xA½0; 1;
considerX
fi : xipxg
ðYi  Z0  Z1ðxi  xÞÞ2K
x  xi
b
 
: ð2:3Þ
A one-sided local linear estimate of rðxÞ is that value #Z0 such that #Z0 and #Z1
minimize (2.3) with respect to Z0 and Z1:
B. Use cross-validation to select the window width of the one-sided estimate deﬁned
in A. Call this window width bˆCV :
C. The OSCV window width to be used in rˆh is hˆOSCV ¼ RbˆCV ; where R is an
appropriate constant deﬁned below.
For a window width b smaller than xj; the one-sided estimator has the form
r˜bðxjÞ ¼ 1
nb
Xn
i¼1
YiLnb
j  i
nb
 	
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for a kernel Lnb that has support ½0; 1 and converges to a second-order kernel L as
nb-N: The cross-validation window width for r˜b estimates the MASE optimal
window width for r˜b; which has, asymptotically, the same form as hn but with BK
replaced by BL: This suggests that the constant R in C above be BK=BL; which
indeed is the value of R we use in the remainder of the paper. As implied by results in
Fan [6], the limiting kernel L has the form
LðuÞ ¼ 2KðuÞ ðS2  uS1ÞðS2  2S21Þ
I½0;1ÞðuÞ; ð2:4Þ
where
Si ¼
Z 1
0
uiKðuÞ du; i ¼ 1; 2: ð2:5Þ
For a given K; (2.4) makes it straightforward to compute or approximate arbitrarily
well the constant R:
OSCV can also be used to choose the window width of a GM estimate. As
mentioned previously, GM and local linear estimators that use the same kernel have
the same asymptotically optimal window widths (at least for ﬁxed designs). It is thus
sensible to use the window width hˆOSCV described above as a data-driven window
width for a GM estimate. It turns out that GM estimates that are cross-validated in
the usual way are even more sensitive to correlation than are cross-validated local
linear estimates, and hence there is a correspondingly higher payoff for using OSCV
to select the window width of a GM estimate.
3. Simulation results and examples
In this section we use an AR(1) model for the error process to illustrate the effect
of correlation on OSCV and CV window widths. We generated data from model
(2.1) with rðxÞ ¼ ðe5x  1Þ=ðe5x þ 1Þ; n ¼ 100;
e1BN 0;
0:12
1 f2
 	
and ei ¼ fei1 þ Zi; i ¼ 2;y; 100;
where Z2;y; Z100 are i.i.d. Nð0; 0:12Þ: One data set was generated for each f ranging
from 0:6 to 0.6 in steps of 0.01. For each data set, OSCV and CV were used
to choose the window width of a local linear estimate based on a quartic kernel,
i.e., KðuÞ ¼ ð15=16Þð1 u2Þ2Ið1;1ÞðxÞ: The one-sided estimate for OSCV was simply
the one-sided version of the quartic-kernel local linear estimate.
The results of this ﬁrst part of our simulation study are summarized in Figs. 1–6.
Fig. 1 shows local linear estimates of the expected value of OSCV and CV window
widths as a function of f: (The window widths of the two estimates were chosen by
OSCV.) The solid line is the window width that minimizes MASE for each f:
Obviously, both OSCV and CV window widths tend to react to correlation in
the opposite direction than would be desired. However, the average OSCV
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window width is uniformly closer to the optimum than is the average CV window
width.
The superiority of OSCV becomes even more evident in Figs. 2 and 3. Fig. 2 shows
estimated 10th and 90th percentiles of the OSCV and CV window width
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Fig. 1. Behavior of OSCV and CV window widths under correlation. The solid line is the minimizer of
MASE as a function of f: The ﬁne and coarse dashed lines are local linear estimates of average OSCV and
CV window widths, respectively.
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Fig. 2. Estimated 10th and 90th percentiles of OSCV and CV window widths. The solid and dashed lines
correspond to estimated percentiles for OSCV and CV window widths, respectively.
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Fig. 3. Estimated probability of ‘‘small’’ error for OSCV and CV. The solid and dashed lines correspond
to estimated probabilities for OSCV and CV window widths, respectively.
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distributions as a function of f: The relative tightness of the OSCV percentiles near
f ¼ 0 is an indication of the much greater stability of OSCV that was documented in
[15]. Interestingly, the spread of the CV distribution narrows as jfj increases, but this
ARTICLE IN PRESS
phi
a
se
-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6
0.0
0.002
0.006
Fig. 4. Estimated average squared error in estimating the regression curve. The dotted and dashed lines
correspond to OSCV and CV, respectively, and the solid line to minimum ASE:
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Fig. 5. Mile race data and trend estimates. The solid and dashed lines are local linear estimates chosen by
OSCV and ordinary cross-validation, respectively.
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Fig. 6. Variable star data and trend estimates. The solid and dashed lines are local linear estimates chosen
by OSCV and ordinary cross-validation, respectively.
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is counteracted by CV’s increasingly large bias. Fig. 3 provides estimates of the
probability
Pð0:75hopt;fohˆo1:25hopt;fÞ
as a function of f; where hopt;f is the minimizer of MASE when the AR parameter is
f: Clearly, the OSCV window width is much more likely to be ‘‘close’’ to the
optimum window width than is the CV window width.
Of course, the window width is only a means to an end. The ultimate concern is
with how well the regression curve is estimated. To assess error in estimating r;
average squared error was computed at three different window widths, hˆCV ; hˆOSCV
and the minimizer of ASE; for each data set generated in the simulation. Local linear
estimates were used to smooth the three sets of ASE values, and the results are
shown in Fig. 4. For negative values of f; there is relatively little difference among
the three average ASEs. However, for positive f the average ASE of the cross-
validated estimates is much larger than that of OSCV and optimal estimates. These
results are typical of what we have seen in many simulations, making it clear that
reductions in the size of window width error translate into reductions in average
squared error.
The previous results suggest that positive correlation has a more profound effect
on the behavior of OSCV and CV window widths than does negative correlation. We
thus performed more extensive simulations for f ¼ 0; 0:1; 0:2;y; 0:6; using 1000
replications for each value of f: Again, we are choosing the window width of
local linear estimates, this time using the Epanechnikov kernel, KðuÞ ¼ ð3=4Þ
ð1 u2ÞIð1;1ÞðuÞ: For each replication, hˆOSCV ; hˆCV ; ASEðhˆOSCV Þ and ASEðhˆCV Þ
were computed. Table 1 provides the mean and standard deviation of hˆOSCV and hˆCV
for each f: We see that as f increases from 0 to 0.6, the mean for each of hˆOSCV and
hˆCV decreases. However, the mean of hˆOSCV decreases much less rapidly.
In addition, we used a paired t-test to test H0: EðASEðhˆOSCV ÞÞ ¼ EðASEðhˆCV ÞÞ:
The results are summarized in Table 2 by 95% conﬁdence intervals for
EðASEðhˆCV ÞÞ  EðASEðhˆOSCV ÞÞ: The null hypothesis is rejected for each f and
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Table 1
Estimated mean and standard deviation of hˆOSCV and hˆCV for different f
f hˆOSCV hˆCV
Mean SD Mean SD
0 0.171 0.024 0.169 0.053
0.1 0.169 0.027 0.147 0.064
0.2 0.168 0.031 0.108 0.067
0.3 0.160 0.038 0.077 0.059
0.4 0.151 0.046 0.052 0.041
0.5 0.133 0.055 0.038 0.019
0.6 0.102 0.060 0.034 0.013
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the evidence indicates that EðASEðhˆOSCV ÞÞoEðASEðhˆCV ÞÞ: Finally, we counted the
number of replications for which ASEðhˆOSCV ÞoASEðhˆCV Þ: These counts are
consistent with the results shown in Figs. 2 and 3.
A ﬁnal simulation was conducted to study how OSCV fares in a model with
heteroscedastic errors. The model used was
Yi ¼ rðxiÞ þ 0:05ð2xi þ 1Þei; i ¼ 1;y; 100;
where xi ¼ ði  1=2Þ=100; i ¼ 1;y; 100; rðxÞ ¼ ðe5x  1Þ=ðe5x þ 1Þ; and e1;y; e100
are AR(1) with parameter f and VarðeiÞ ¼ 1 for each i: In this case, the errors have
the same correlation structure as before, but a standard deviation that increases
linearly from 0:05 at x ¼ 0 to 0:15 at x ¼ 1: The estimator of r was a quartic-kernel
local linear smoother, and 1000 replications were performed at each setting of f:
The results (summarized in Table 3) follow the same pattern as in the
homoscedastic case, as can be seen by comparing Table 3 with Table 1 and Fig. 4.
Although far from comprehensive, this last simulation suggests that our basic
conclusions about the robustness of OSCV to correlation do not depend upon the
assumption of homoscedasticity.
Next we apply the OSCV and CV procedures to a pair of real data examples. The
ﬁrst data set consists of the yearly low times (in seconds) in the mile race from 1860
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Table 2
Summary statistics for simulation study
f 95% CI for m2  m1 %
0 0.009, 0.013 63.9
0.1 0.031, 0.039 67.1
0.2 0.073, 0.086 76.4
0.3 0.151, 0.168 86.5
0.4 0.231, 0.249 93.0
0.5 0.315, 0.336 95.7
0.6 0.303, 0.328 91.5
The quantities m1 and m2 are m1 ¼ 100EðASEðhˆOSCV ÞÞ and m2 ¼ 100EðASEðhˆCV ÞÞ: The third column gives
the percentage of cases where ASEðhˆOSCV ÞoASEðhˆCV Þ:
Table 3
Results for heteroscedastic AR(1) errors
f hˆopt hˆOSCV hˆCV
Mean SD mðASEÞ Mean SD mðASEÞ Mean SD mðASEÞ
0 0.224 0.058 0.000571 0.217 0.024 0.000660 0.195 0.069 0.000897
0.3 0.246 0.069 0.000940 0.200 0.042 0.001237 0.061 0.060 0.003985
0.6 0.287 0.090 0.001699 0.116 0.067 0.004047 0.025 0.011 0.007373
One thousand replications were done at each setting of f; and mðASEÞ denotes the mean average squared
error of the 1000 local linear estimates for a given bandwidth type. The bandwidth hˆopt is the minimizer of
ASE (and hence varies from one data set to the next).
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to 1982. Obviously one expects a downward trend in the low times. Furthermore, it
seems reasonable to expect some short run, positive serial correlation among the
times since roughly the same group of athletes would compete over a period of
several years. OSCV and CV were used to choose the window width of a quartic-
kernel local linear estimate. OSCV and CV chose window widths of 11.9 and 4.2,
respectively. These results are consistent with the data being positively serially
correlated, since hˆOSCV4hˆCV : Using residuals from the OSCV ﬁt, the estimated ﬁrst
lag autocorrelation is indeed positive, although quite small at 0.090.
The second data set consists of normalized lengths of time between successive
maximum brightnesses for the variable star Y Pegasi. The model commonly assumed
by astronomers for such data (see, e.g., [16]) entails that the ﬁrst lag autocorrelation
between observations is negative. We thus anticipate that the OSCV window width
will be smaller than the CV window width, and indeed this is the case. The OSCV
and CV window widths are 29 and 120, respectively, with 120 being the largest
window width considered in a grid search. The residuals from the OSCV local linear
ﬁt have a ﬁrst lag sample autocorrelation of 0:367:
4. Heuristic explanation for the success of OSCV
Why is OSCV less sensitive to autocorrelation than is CV? The answer to this
question lies in the difference between interpolation and extrapolation errors.
Ordinary cross-validation relies on interpolation, and OSCV on extrapolation.
Interpolation is much more effective in predicting the data itself than is
extrapolation, but this very property undoes CV when it is used to select an
estimate of the mean. The curves E½CVðhÞ and E½OSCVðbÞ are comparable in size
when h and b are near their respective minimizers, h0 and b0: However, when h and b
are very small, E½OSCVðbÞ is considerably larger than E½CVðhÞ: In other words,
E½CVðhÞ is relatively ﬂat for h between 0 and h0; and as a result the minimizer of
CVðhÞ is quite variable. This explains the well-known downfall of CV, namely,
choosing much too small a window width in a substantial fraction of data sets.
To illustrate the difference between interpolation and extrapolation errors, let us
consider the following simple model. Suppose that
Yi ¼ aþ bðciÞ þ ei; i ¼ 1;y; 3k þ 1; ð4:1Þ
where c; 2c;y; ð3k þ 1Þc are known design points and the errors are AR(1), as follows:
ei ¼ fei1 þ Zi; i ¼ 1;y; 3k þ 1;
with VarðeiÞ ¼ s2oN for each i: Consider the following two schemes for predicting
the data value Y2kþ1:
A. Obtain the least squares line y ¼ #aext þ #bextx from the observations Y1;y; Y2k
and predict Y2kþ1 by Yˆext ¼ #aext þ #bext½cð2k þ 1Þ:
B. Obtain the least squares line y ¼ #aint þ #bintx from Ykþ1;y; Y2k; Y2kþ2;y; Y3kþ1
and predict Y2kþ1 by Yˆint ¼ #aint þ #bint½cð2k þ 1Þ:
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Both lines are ﬁtted from 2k observations, but scheme A uses extrapolation to
predict Y2kþ1; while scheme B uses interpolation. In the case of uncorrelated data,
i.e., f ¼ 0; the well-known formula for the mean squared error of prediction in
simple linear regression yields
EðYˆext  Y2kþ1Þ2 ¼ s2 1þ 1
2k
þ ðk þ 1=2Þ
2P2k
i¼1½i  ðk þ 1=2Þ2
 !
¼ s2 1þ 1
2k
þ 3ðk þ 1=2Þ
2kðk  1=2Þ
 	
and
EðYˆint  Y2kþ1Þ2 ¼ s2 1þ 1
2k
 	
:
Fig. 7 shows plots of EðYˆext  Y2kþ1Þ2=s2 and EðYˆint  Y2kþ1Þ2=s2 as a function
of k for different values of f: The scales of the six graphs are the same to make
comparisons easier. The most important aspect of each graph is the relative behavior
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Fig. 7. Extrapolation and interpolation mean squared prediction errors. The solid and dashed lines are
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of observations used to ﬁt the least squares line.
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of the two curves near k ¼ 1: Note the ﬂatness of the interpolation mean squared
error curve in the ﬁrst four graphs. Also, for positive f as small as 0:3; the global
minimizer of the interpolation curve occurs at k ¼ 1: In contrast, the extrapolation
curve is always minimized at the largest k of 20.
The example based on model (4.1) is relevant to a discussion of CV and OSCV
since it has immediate application to uniform kernel local linear smoothers. Note
that, when k=n is sufﬁciently small, the mean squared errors in Fig. 7 are good
approximations to E½OSCVðk=nÞ and E½CVðk=nÞ in the uniform kernel case.
Indeed the approximations are exact if r is a straight line. This example points out
the ironic fact that the success of OSCV stems from the relative inability of
extrapolation to predict the data. This inability forces the minimizer of the OSCV
curve towards a window width that yields a good estimate of the mean. Ordinary
cross-validation, on the other hand, is foiled by the ability of an interpolator to
predict the data well, especially when they are positively correlated.
5. Theoretical results
In this section, we provide some theoretical backing for the conclusions drawn in
Section 3. Some related theoretical work in the context of time series forecasting is
developed in [9]. Here, we will study the relative sensitivity of OSCV and CV to
correlation by considering the derivative of a certain functional of the OSCV and CV
curves with respect to a correlation parameter. Our results apply to any pth order
autoregressive process.
In the remainder of this section we assume that model (2.1) holds with
ei ¼ f1ei1 þ?þ fpeip þ Zi; iAfy;1; 0;y; ng; ð4:1Þ
wherey; Z1; Z0;y; Zn are i.i.d. random variables with EðZiÞ ¼ 0 and VarðZiÞ ¼ s2;
the zeroes of 1 f1z ? fpzp lie outside the unit circle in the complex plane,
and, for deﬁniteness, we assume fpa0: We may express the characteristic
polynomial 1 f1z ? fpzp as
Yk
j¼1
ð1 2raj cosðyjÞz þ r2a2j z2Þ
Yk1
j¼1
ð1 rbjzÞ
Yk2
j¼1
ð1þ rgjzÞ; ð4:2Þ
where r40; aj40; 0oyjop; j ¼ 1;y; k; bj40; j ¼ 1;y; k1; gj40; j ¼ 1;y; k2 and
2k þ k1 þ k2 ¼ p: Expression (4.2) is the unique factorization of the characteristic
polynomial into terms having pairs of complex conjugate roots (e7iyj ðrajÞ1), terms
with real positive roots (ðrbjÞ1) and terms with real negative roots (ðrgjÞ1). We
are interested in how small levels of correlation affect OSCV and CV window widths.
We will do so by considering their behavior in the limit as r (in (4.2)) tends to 0. By
letting the AR coefﬁcients tend to 0 in this way, the process (4.1) maintains its basic
characteristics as r gets small, but with attenuated correlation.
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The one-sided cross-validation curve to which our theorem will apply is as
follows:
OSCVðb;/pÞ ¼
1
n  m
Xn
i¼mþ1
ðYi  r˜i;bÞ2;
where /p ¼ ðf1;y;fpÞ; mX1 and r˜i;b is a local linear estimate of rðxiÞ based on the
data ðx1; Y1Þ;y; ðxi1; Yi1Þ: The cross-validation curve (2.2) will be denoted
CVðh;/pÞ to emphasize its dependence on /p: Now write
OSCV 0ðb;/pÞ ¼
@
@b
OSCVðb;/pÞ
and
CV 0ðh;/pÞ ¼
@
@h
CVðh;/pÞ:
We will evaluate the sensitivity of CV to correlation by computing
DCVn ¼ E
@xnð/pÞ
@r

r¼0
" #
;
where
xnð/pÞ ¼
CV 0ðh0;/pÞ
MASE00ðh0Þ :
The quantity DCVn will be compared to
DOSCVn ¼ E
@znð/pÞ
@r

r¼0
" #
;
where
znð/pÞ ¼
R OSCV 0ðh0=R;/pÞ
MASE00Lðh0=RÞ
;
and MASEL is the mean average squared error of a local linear estimate using
kernel L: The quantities xnð/pÞ and znð/pÞ are relevant since, to a good
approximation, they equal hˆCV  h0 and hˆOSCV  h0; respectively, and hence DCVn
and DOSCVn measure the effect of small levels of correlation upon the two data-driven
window widths.
Before stating our theorem we present the following assumptions and introduce
more notation.
A1. The quantity m is larger than n4=5þZ for some Z such that 0oZo1=5:
A2. The kernel K satisﬁes the following properties:
(i) K is a second order kernel with support ½1; 1:
(ii) K is continuous and has a Lipschitz continuous derivative.
(iii) The moments deﬁned in (2.5) are such that S2  2S21a0:
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Deﬁne
CK ¼ ½JK  2Kð0Þ
JK
JK
a2K
 	1=5
; CL;K ¼ ½JL  Lð0Þ
JL
JK
a2K
 	1=5
and
’c1 ¼ 2
Xk
j¼1
aj cosðyjÞ þ
Xk1
j¼1
bj 
Xk2
j¼1
gj : ð4:3Þ
Theorem. Suppose that model (2.1) holds with the errors following the ARðpÞ model
(4.1). Assume that r is twice continuously differentiable and that A1 and A2 hold. Then,
as n-N;
DCVn B
2
5
s2R 1
0 ðr00ðuÞÞ2 du
 !1=5
CK ’c1 n1=5 ð4:4Þ
and
DOSCVn B
2
5
s2R 1
0 ðr00ðuÞÞ2 du
 !1=5
CL;K ’c1 n1=5; ð4:5Þ
from which it follows that
limn-N
DOSCVn
DCVn
¼ JL  Lð0Þ
JK  2Kð0Þ
 	
JK
JL
: ð4:6Þ
The proof of this theorem is given in the appendix. Note that (4.4) and (4.5) imply
that, as r-0;
EðhˆCV ;rÞBEðhˆCV ;0Þ þ rCmodelCK ’c1n1=5; ð4:7Þ
where hˆCV ;r denotes the CV window width under model (4.1)–(4.2) with correlation
level r; and Cmodel is a positive constant depending only on r and s: Similarly,
EðhˆOSCV ;rÞBEðhˆOSCV ;0Þ þ rCmodelCL;K ’c1n1=5: ð4:8Þ
Expressions (4.7)–(4.8) show that when JK  2Kð0Þ and JL  Lð0Þ have the same
sign, CV and OSCV are qualitatively affected in the same way by autocorrelation.
Expressions (4.7)–(4.8) lead to the following remarks.
1. All of the commonly used second-order kernels, the quartic for example, are such
that JKo2Kð0Þ and their one-sided boundary kernels L satisfy JLoLð0Þ: Since
r ’c1 ¼ f in the case of an AR(1) process, it follows that expressions (4.7)–(4.8) are
in agreement with the empirical results depicted in Fig. 1.
2. It is interesting that, regardless of the AR order p; r ’c1 ¼ f1; meaning that, to ﬁrst
order, only the ﬁrst lag AR coefﬁcient has any effect on expected window width
for small levels of correlation. So, when f1 ¼ 0; the expected values of the CV and
OSCV window widths are the same (to ﬁrst order) as they are for uncorrelated
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errors. What sorts of processes have f1 ¼ 0? This occurs, for example, if the error
process is AR(2) with characteristic equation having two real roots that are
opposite in sign but equal in magnitude. An AR(2) process with two imaginary
roots would have f1 ¼ 0 if and only if the frequency term yj (in (4.2)) is p=2:
3. Expression (4.8) suggests that using a one-sided kernel L such that JL ¼ Lð0Þ will
further enhance the robustness properties of one-sided cross-validation. Whether
this could be done in such a way that hˆOSCV retains its desirable mean squared
properties is an open question that we do not address here.
4. Expression (4.6) allows us to compare the relative sensitivity of CV and OSCV
to small levels of correlation. Table 4 provides values of (4.6) for various K :
For the choices of K in Table 4, the expected change in hˆOSCV is about 1/10 of that
for hˆCV :
How sensitive is a cross-validated GM estimate to correlation? Suppose that DCVn
is deﬁned as before except that CVðh;/pÞ is the ordinary cross-validation curve for a
GM estimate with kernel K : Then it is easily veriﬁed that, under the conditions of
our theorem, expression (4.4) is still correct if the constant CK is replaced by C

K ;
where
CK ¼ CK
½JK  3Kð0Þ
½JK  2Kð0Þ:
Interestingly, the difference in CK and C

K is due to a seemingly negligible difference
in the way the leave-one-estimators are deﬁned. Denote the local linear and GM
leave-one-out estimates byX
jai
wLLij Yj and
X
jai
wGMij Yj;
respectively. It is easily seen that for large nh; wLLij Ew
GM
ij for all i and ja i  1 or
i þ 1; but
wLLiði1Þ þ wLLiðiþ1ÞB
2
nh
Kð0Þ and wGMiði1Þ þ wGMiðiþ1ÞB
3
nh
Kð0Þ:
This difference in the behavior of just two of the weights in each estimator leads to
the difference in asymptotic sensitivity to correlation.
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Table 4
Limiting sensitivity to correlation of OSCV relative to CV
Kernel Local linear Gasser–Mu¨ller
Quartic 0.0978 0.0541
ð35=32Þð1 x2Þ3Ið1;1ÞðxÞ 0.1049 0.0584
ð315=256Þð1 x2Þ4Ið1;1ÞðxÞ 0.1091 0.0609
The headings for the second and third columns refer to the type of estimator to which ordinary cross-
validation is applied. In both cases, the version of OSCV used is that based on a one-sided local linear
estimator.
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As noted previously, for most commonly used kernels JKo2Kð0Þ; in which case
jJK  3Kð0Þj4jJK  2Kð0Þj: Hence, cross-validated GM estimates are even more
sensitive to correlation than are local linear estimates. This effect is quantiﬁed in
Table 4. Recall that in Section 2 we said that OSCV based on a one-sided local linear
estimate can be used to choose the window width of a GM estimate. This is the
version of OSCV used for Table 4. Taken together, the results in Table 4 show that
correlation has about twice the impact on cross-validated GM estimates as it does on
cross-validated local linear ones.
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Appendix
Here we prove the main result in Section 4. Let r˜i;b denote the one-sided local
linear estimate of rðxiÞ that is based on observations ðxj; YjÞ; j ¼ 1;y; i  1: This
estimate has the form
r˜i;b ¼
X
joi
wjiðbÞYj
for constants wjiðbÞ: Writing ri;b ¼ Eðr˜i;bÞ; we have r˜i;b ¼ ri;b þ *ei;b; where *ei;b is the
smoother r˜i;b with Yj’s replaced by ej ’s.
We may write the error process in the form
ei ¼ Zi þ
XN
j¼1
cjZij; i ¼ 1; 2;y;
where c1;c2;y are functions of /p [2]. Deﬁning ri ¼ rðxiÞ;
UiðbÞ ¼
X
joi
wjiðbÞZj  Zi and
DiðbÞ ¼
XN
k¼1
ck
X
joi
wjiðbÞZjk  Zik
" #
; i ¼ 1;y; n;
we have
OSCVðb;/pÞ ¼
1
n  m
Xn
i¼mþ1
ðri  ri;bÞ2  2
n  m
Xn
i¼mþ1
ðri  ri;bÞðUiðbÞ þ DiðbÞÞ
þ 1
n  m
Xn
i¼mþ1
ðUiðbÞ þ DiðbÞÞ2;
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and so
@
@r
OSCV 0ðb;/pÞ ¼
@
@r
2
n  m
Xn
i¼mþ1
½ðri;b  ri þ UiðbÞ þ DiðbÞÞðU 0i ðbÞ þ D0iðbÞÞ
(
þ r0i;bðUiðbÞ þ DiðbÞÞ
)
;
where the ‘‘prime’’ notation always indicates partial derivative with respect to b;
except in K 0 and L0:
It is easy to verify that
E
@
@r
OSCV 0ðb;/pÞ

r¼0
" #
¼ 2
n  m
Xn
i¼mþ1
E UiðbÞ @
@r
D0iðbÞ

r¼0
" #
þ 2
n  m
Xn
i¼mþ1
E U 0i ðbÞ
@
@r
DiðbÞ

r¼0
" #
þ 2
n  m
Xn
i¼mþ1
E
@
@r
DiðbÞD0iðbÞ

r¼0
" #
:
The third term on the right-hand side of the last equal sign is 0 since DiðbÞjr¼0 ¼
D0iðbÞjr¼0 ¼ 0: Furthermore,
@cj
@r

r¼0
¼
’c1; j ¼ 1;
0; jX2;
(
where ’c1 is deﬁned in (4.3). Putting these results together yields
E
@
@r
OSCV 0ðb;/pÞ

r¼0
" #
¼ 2
’c1
n  m;
Xn
i¼mþ1
E UiðbÞ
X
joi
w0jiðbÞZj1
" #
þ 2
’c1
n  m
Xn
i¼mþ1
E U 0i ðbÞ
X
joi
wjiðbÞZj1  Zi1
 !" #
¼ 2s
2 ’c1
n  m
Xn
i¼mþ1
X
joi1
wjiðbÞw0ð jþ1ÞiðbÞ
þ 2s
2 ’c1
n  m
Xn
i¼mþ1
X
joi1
w0jiðbÞwð jþ1ÞiðbÞ  w0ði1ÞiðbÞ
( )
: ðA:1Þ
Let ½z denote the largest integer less than or equal to z; and deﬁne
Si;nb ¼ 1
nb
X½nb
j¼1
j
nb
 	i
K
j
nb
 	
; i ¼ 0; 1; 2;
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and, for all u;
LnbðuÞ ¼ KðuÞ ðS2;nb  uS1;nbÞðS0;nbS2;nb  S21;nbÞ
Ið0;1ÞðuÞ:
Then for b ¼ h0=R and all n sufﬁciently large,
1
n  m
Xn
i¼mþ1
X
joi1
wjiðbÞw0ð jþ1ÞiðbÞ ¼
1
nb
X½nb
j¼2
Lnb
j
nb
 	
1
nb
Lnb
j  1
nb
 	 0
where we have used assumption A1. It is clear from the deﬁnition of Lnb and the
continuity of K 0 that
Lnb
j
nb
 	
¼ L j
nb
 	
þ O 1
nb
 	
uniformly in j: Somewhat more tediously, one may also show, using assumptions A2,
that
1
nb
Lnb
j  1
nb
 	 0
¼ 1
nb
L
j
nb
 	 0
þO 1
n2b3
 	
uniformly in j:
Putting the last few results together gives
1
n  m
Xn
i¼mþ1
X
joi1
wjiðbÞw0ð jþ1ÞiðbÞ
¼  1
nb2
 	
1
nb
X½nb
j¼2
L
j
nb
 	
L
j
nb
 	
þ L0 j
nb
 	
j
nb
 	 
þ O 1
n2b3
 	
¼  1
nb2
 	
JL þ
Z 1
0
uLðuÞL0ðuÞ du
 	
þ O 1
n2b3
 	
:
Integration by parts and A2(ii) yield
R 1
0 uLðuÞL0ðuÞ du ¼ JL=2; and hence
1
n  m
Xn
i¼mþ1
X
joi1
wjiðbÞw0ð jþ1ÞiðbÞ ¼ 
1
2nb2
 	
JL þ O 1
n2b3
 	
:
Exactly the same argument applies to ðn  mÞ1Pni¼mþ1Pjoi1 w0jiðbÞwð jþ1ÞiðbÞ; and
hence the only quantity in (A.1) left to deal with is that involving w0ði1ÞiðbÞ: We have
w0ði1ÞiðbÞ ¼
1
nb
Lnb
1
nb
 	 0
¼ 1
nb
L
1
nb
 	 0
þO 1
n2b3
 	
¼  1
nb2
Lð0Þ þ O 1
n2b3
 	
:
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Substitution of our derived expressions into (A.1) yields
E
@
@r
OSCV 0ðb;/pÞ

r¼0
" #
¼ 2s
2 ’c1
nb2
ðJL  Lð0ÞÞ þ O 1
n2b3
 	
:
The result for OSCV follows upon using the fact that
MASE00Lðh0=RÞB5 s2JL
 2=5
a2L
Z 1
0
ðr00ðxÞÞ2 dx
 	3=5
n2=5
as n-N: We omit the proof for ordinary cross-validation since it is virtually the
same as that for OSCV.
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