A greedy lattice animal of size n is a connected subset of Z d of size n containing the origin, whose weight is maximal among all such sets. Let N(n) be this maximum weight.
This model is presented by by Cox, Gandol , Gri n and Kesten (1993) , and a variety of applications in statistical physics, queueing theory and percolation are described. Under the condition that E X d 0 (log + X 0 ) d+ < 1 for some > 0;
(1.2) they show that there exists an N < 1 such that lim sup n!1 N(n) n N almost surely:
(1.3) Gandol and Kesten (1994) proceed to show that, under the same condition, one in fact has more strongly that there exists an N < 1 such that N(n) n ! N almost surely and in L 1 :
(1.4)
In this paper, we reproduce the conclusions of Cox et al. (1993) and of Gandol and Kesten (1994) under a slightly weaker condition, and in addition obtain an explicit bound for the limit N in terms of the distribution F. The methods used are related to those of the above papers, but are simpler in parts; in particular the need for the rather intricate probability estimates used there is avoided.
Our ultimate result is the following:
Theorem 1 1 ? F(x) 1=d dx:
(1.7)
Condition (1.5) is a touch weaker than (1.2); for example, it is implied by the condition E X d (log + X) d?1+ < 1 for some > 0:
See Section 8 for details.
In the rst part of our proof (corresponding to the the results of Cox et al., 1993) , we derive a bound on E N(n)=n in the case where F is a Bernoulli distribution (the result is related to the \power law" proved by Lee, 1997b) . This allows us to control the e ect on N(n) of the tail of F; an exchange of a maximum and an integral yields the boundedness in n of E N(n)=n for general F satisfying (1.5). Comparing N(n) to a related process with a superadditive property then yields the almost sure boundedness of N(n)=n as in (1.3), and gives a bound of the form of (1.7) for lim sup N(n)=n.
From that point on, it would be possible to complete the proof using a modi cation of the arguments in Gandol and Kesten (1994) , based on martingale inequalities and the \method of bounded di erences". Instead we deduce from the bound of the form (1.7) a rather stronger truncation result than was used there, and base the rest of the proof on a powerful \concentration of measure" result due to Talagrand (1995) . We do however follow Gandol and Kesten by partitioning the set of feasible lattice animals of a given size n into sets each containing lattice animals of a given width m, 1 m n, in order to apply superadditivity arguments. (Here the width of is one greater than the di erence between the maximum and minimum values of the rst coordinate v(1) among the members v of ).
In Section 7 we consider the related greedy lattice path model which was also treated by Gandol and Kesten. Let M(n) be the maximal weight of a self-avoiding path of length n starting at the origin. Theorem 7.1 gives a result analogous to Theorem 1.1, showing convergence of M(n)=n under condition (1.5). Much of the proof carries over directly from that of Theorem 1.1; certain parts are harder because superadditivity arguments are not so easily applicable. We simplify the path decomposition argument which was used to prove the convergence under condition (1.2) in Gandol and Kesten (1994) .
To our knowledge, the strongest known necessary condition for (1.3) or (1.4) is that E X d < 1 (see Proposition 3.4 and the remark which follows). The gap between this and condition (1.5) is discussed in Section 9, along with various models and results related to those mentioned above. We regard Z d as a graph in the normal way; two points are adjacent i they are (Euclidean) distance exactly 1 apart; thus any point has exactly 2d neighbours.
We assume throughout that fX v ; v 2 Z d g are i.i.d. and non-negative. We write P for the probability measure governing fX v g, and E for the expectation with respect to P; sometimes we write P F and E F when we wish to stress the dependence on the common distribution F of the variables fX v g; here F(x) = P(X 0 x), x 0. We will write Ber(p) for the Bernoulli distribution with parameter p under which P(X = 1) = 1 ? P(X = 0) = p. 
Boundedness in Expecation via the Bernoulli Case
The following result is Lemma 1 of Cox et al. (1993) , and describes how a lattice animal may be covered by a con guration on a lattice of larger scale:
Lemma 2.1 Let 1 l n and let 2 A(n). Then there exists a sequence fu 0 ; : : : ; u r g in Z d , where r = b2n=lc, such that u 0 = 0, such that ku i ? u i?1 k 1 for all 1 i r, and such that r i=0 B(lu i ; 2l):
Consider the case where the X v have Bernoulli(p) distribution. The next result provides a \power law" for the behaviour of N(n) as p becomes small. It will allow us to bound the e ect of the tail of F on E F N(n)=n when F is a distribution satisfying (1.5). Lee (1997b, Theorem 2) The right hand sides of (2.1) and (2.2) are independent of p and n, so the desired result follows.
A straightforward exchange of a maximum and an integral now yields the boundedness of E F N(n)=n for all distributions F satisfying (1.5):
Theorem 2.3 There is a constant c < 1 such that, for all distributions F satisfying (1.5), Q(l; m) + Q(m; n) Q(l; n) for all l < m < n:
We will use the collection Q as both an upper bound and a lower bound for the process N:
(ii) N(n) Q(?n; n) for all n. Proof: Part (i) follows immediately from the de nition of Q(0; n). For part (ii), note that there are paths of length 2dn in ?n; n] d nfn1g going from the point ?n1 to a point adjacent to n1, and passing through the point 0. If is any lattice animal in the set A(n) (i.e. a lattice animal of size n which contains 0), then the union of and such a path is a lattice animal of size no more than (2d + 1)n (d + 1)2n, contained in ?n; n] d n fn1g and including the point ?n1 and a point adjacent to n1. The result follows. where c is the constant given by Theorem 2.3.
Proof: Parts (i) and (ii) follow from properties (3.1), (3.2) and (3.3) and the fact that fX v ; v 2 Z d g are independent, using Kingman's subadditive ergodic theorem, (or rather a superadditive version of it). Part (iii) follows similarly from a \two-sided" version of the same theoremwhich is, for example, a special case of Theorem 2.7 of Akcoglu and Krengel (1981) . The bound (3.4) is implied by part (i) of Lemma 3.1 and by Theorem 2.3.
We can now obtain immediately the almost sure boundedness of N(n)=n:
Theorem 3 Proof: The result follows from part (iii) of Lemma 3.2 and part (ii) of Lemma 3.1.
In passing, we note the following:
Proposition 3.4 The following are equivalent:
The equivalence follows again from Lemmas 3.1 and 3.2. In particular, it was shown by Cox et al. (1993) that E X d = 1 is a su cient condition for (i) to hold { in fact even for the stronger conclusion lim sup
to hold { thus the conclusion (ii) (which was proved in the same paper under a stronger condition) is also true whenever E X d = 1.
Truncations
For a lattice animal and for y > 0, we de ne the \y-truncated" weight of by From this de nition, we have immediately that, for all n 2 N and y > 0,
The following result gives a bound on the growth rate of the last term on the RHS of (4.3).
Under condition (1.5), the RHS of (4.4) will tend to 0 as y ! 1; this will allow us to approximate the quantity lim sup n!1 N(n)=n arbitrarily closely by lim sup n!1 N (y) (n)=n for appropriate y, and so to work for most of Section 6 with the quantities X v replaced by the truncated versions min X v ; y]. 
a.s. as n ! 1. This was proved by Gandol and Kesten (1994) under condition (1.2) for the case f(v) = log(kvk + 1).
A Concentration Inequality
The following concentration inequality is based on a result of Talagrand (1995) . When we use it, C will correspond to a set of lattice animals each of a given size R, and the variables Y i will correspond to truncated weights min X v ; y]. The particular usefulness of the result for our purposes is that the bound provided depends only on R, and is independent of K. (This supremum will not be nite for all F, but for F satisfying (1.5), we will show that the bound (1.7) holds).
We note the following properties of the quantities W (y) (z; m; ). Part (iii) corresponds, essentially, to the observation that any lattice animal of size n containing the origin must The previous lemma will give us the lower bound that we need. To get a corresponding upper bound, we argue similarly, using the upper bound for N (y) (n) given by Lemma 6.1(iii):
Lemma 6.5 lim sup n!1 N (y) n N a.s., for all y > 0: Proof: Let > 0. From Lemma 6.1(iii), we have, for any n, Finally, from (6.11) and (6.13), we have that Since the sum of the RHS of (6.14) over all n is nite, we have from Borel-Cantelli that lim sup n!1 1 n N (y) (n) N + a.s. Since this holds for all > 0, the result follows.
The bounds we have established from above and below established allow us to complete the proof of the main result: Proof of Theorem 1.1:
We de ne N as at (6.3). Then, under condition (1.5), the bound (1.7) follows from the domination of the quantities W (y) by the quantities N (y) given by Lemma 6.1(ii), and the bound on E N(n)=n (and hence, by (4.3) , on E N (y) (n)=n) given by Theorem 2.3. The value of c can be taken as that established in Proposition 2.2. For the L 1 convergence, note that, by Lemmas 3.1 and 3.2, 1 n N(n) 1 n Q(?n; n);
and that 1 n Q(?n; n) ! 2q in L 1 ; (6.17) where q < 1 under condition (1.5). Thus the dominated convergence theorem and the a.s. convergence already established give the L 1 convergence desired.
Greedy Self-Avoiding Lattice Paths
A sequence = (v 1 ; : : : ; v n ) of n vertices of Z d is a self-avoiding path of length n if v i 6 = v j for all i 6 = j and v i is adjacent to v i+1 for 1 i n ? 1. Let (n) be the set of self-avoiding paths of length n starting at 0. For = (v 1 ; : : : ; v n ) 2 (n), we write also for the set fv 1 ; : : : ; v n g of size n consisting of the points on the path . The weight S( ) of a path is then de ned by (1.1). Let M(n) = max 2 (n) S( ): (7.1) M(n) is the weight of a \greedy lattice path" of length n. In this section we prove the following result, which corresponds to Theorem 1.1 for greedy lattice animals.
Theorem 7.1 If F satis es (1.5), then there exists M such that M(n) n ! M almost surely and in L 1 :
Since (n) A(n), it's immediate that M(n) N(n), and so M N, where N = lim n!1 N(n)=n is established by Theorem 1.1. Thus M will also obey the bound (1.7). Lee (1993) shows that, in fact, the strict inequality M < N holds, except in the special case where the X v have bounded support and attain their maximum value with probability at least p c , where p c is the critical probability for site percolation on Z d . Lee's results are stated under condition (1.2), but in fact the argument covers any case in which the limits M and N exist almost surely.
We introduce a truncated version of the quantities M(n), as we did for N(n) in Section 4. For y > 0, let M (y) (n) = max 2 (n) S (y) ( ):
Note then that as at (4.3), we have
so that Lemma 4.4 can serve the same purpose as in the previous section.
We follow Gandol and Kesten (1994) by considering in particular a subset of (n) consisting of cylinder paths. We call a self-avoiding path a cylinder path if its rst point is a leftmost point and its last point is a rightmost point. That is, a self-avoiding path (v 1 ; : : : ; v n ) is a cylinder path if v 1 (1) v j (1) v n (1) for all 1 j n.
Let C(z; n; l) be the set of self-avoiding cylinder paths of length n and width l which start at z. The quantities R (y) will behave in a conveniently superadditive way, just as the quantites W (y) in the previous section, and the lim inf part of Theorem 7.1 can be established in exactly the same way as that of Theorem 1.1; we will give very brief details. For the lim sup part, we will have to work a little harder than in the previous section, since not every self-avoiding path is a cylinder path, and so in particular there is no upper bound on M (y) (n) in terms of the R (y) which corresponds to the inequality (6.5) between N (y) (n) and the W (y) . To complete the argument we give a method for decomposing any lattice path in (n) into a suitable union of cylinder paths; the method is a simpli ed version of that used in Gandol and Kesten (1994) . The rst lemma corresponds to Lemma 9 of Gandol and Kesten (1994) , and shows that, for large n, all paths of \unusually large" truncated weight contained in ?n; n] d are fairly short compared to n (of length less than n ). This will be used together with the subsequent lemma, which shows that any self-avoiding path of length n can be decomposed into cylinder paths most of which have length at least n .
Lemma 7.6 Let 0 < < 1, let y > 0, and let > 0. Let B(n) be the event that there exists a cylinder path contained in ?n; n] d , with n j j n, and with S (y) ( ) (M + )j j.
Then with probability 1, the event B(n) occurs for only nitely many n. Proof: A cylinder path of the type concerned in the event B(n) has length l for some n l n, width w for some 1 w l, and starting point z 2 ?n; n] d .
Thus we have B(n) n l n 1 w l z2 ?n;n] d fR (y) (z; w; l=w) (M + )lg:
Using Lemma 7.3 and the de nitions (7.4) and (7.6), we can argue as at (6.13) to get P R (y) (z; w; l=w) ( Since the sum of the RHS over all n is nite, the Borel-Cantelli Lemma gives the result. Lemma 7.7 Any self-avoiding path of length n can be represented as the disjoint union of a set of cylinder paths, such that at most 2n paths in the set have length less than n .
Proof: Let = (v 1 ; : : : ; v n ). For the sake of argument, assume that the rst-occurring leftmost point of , say v l , occurs earlier than the last-occurring rightmost point of , say v r . (If not, then reverse the order of the path).
The path is then the union of an initial segment I = (v 1 ; : : : ; v l?1 ), a central segment C = (v l ; : : : ; v r ) and a nal segment F = (v r+1 ; : : : ; v n ). The central segment is a cylinder path whose width is the width of . We take this as the rst path in our set.
The rst point v r+1 of F is a rightmost point of F. Take the portion of F from v r+1 up to the last-occurring leftmost point of F, say v l 0. This portion is itself a cylinder path (viewed in reverse), whose width is the width of F. We add this path to our set. Let F 0 be the remainder of F, which is (v l 0 +1 ; : : : ; v n ). The path F 0 has smaller width than F, and has its rst point v l 0 +1 as a leftmost point. Take the portion of F 0 from v l 0 +1 up to the lastoccurring rightmost point of F 0 , say v r 0. This portion is a cylinder path whose width is the width of F 0 . Add this path to our set, and let F 00 be what remains, which is (v r 0 +1 ; : : : ; v n ). The path F 00 has smaller width than F 0 , and has its rst point v r 0 +1 as a rightmost point. Continue by taking the portion of F 00 from v r 0 +1 up to the last-occurring leftmost point of F 00 , and so on. Continue this process until the remaining portion is itself a cylinder path.
In this way, F is decomposed into a sequence of cylinder paths with strictly decreasing widths.
Similarly, the initial segment I may be decomposed into a sequence of cylinder paths with strictly decreasing widths.
The central segment C is a cylinder path, and has greater width than any of the cylinder paths comprising F and I.
Hence we have decomposed into a set of cylinder paths, such that for any w, there are at most two paths in the set with width w. Thus there are fewer than 2n paths in the set with width less than n . Since the length of a path is at least as large as its width, there are fewer than 2n paths in the set with length less than n , as desired. An example of the decomposition is given in Figure 7 .1.
We combine the previous two lemmas to complete the proof: The L 1 convergence follows by the dominated convergence theorem as at (6.17).
Moment Conditions
In this section we derive su cient conditions for (1.5) to hold, in terms of the expectation of functions of X 0 under F. The limiting behaviour of N(n)=n does not seem to be known for any F such that E X d 0 < 1 but for which (1.5) fails; that is, we do not know of any proof either that (1.5) is not necessary for (1.3) or that E X d 0 < 1 is not su cient for (1.6).
If there are in fact F for which (1.5) does not hold, but for which a.s. boundedness or a.s. convergence of N(n)=n does hold, then the loss of power in our argument occurs at (2.4), when the exchange of integral and maximum is performed.
We saw in Proposition 3.4 that lim sup n!1 E N(n)=n < 1 i lim sup n!1 N(n)=n < 1 a.s. (These are also equivalent to the property that lim sup n!1 E M(n)=n < 1, or that lim sup n!1 M(n)=n < 1 a.s., as can be seen by comparing M(n) to Q(0; n) and Q(?n; n) as in Lemma 3.1). Could there be distributions F for which these properties hold, but for which a.s. convergence of N(n)=n as in (1.6) or of M(n)=n as in (7.2) fails? Essentially, a result such as Lemma 4.1 is enough to give the a.s. convergence in either case { to apply the methods of Sections 6 and 7 it su ces to have a bound for the LHS of (4.4) which tends to 0 as y ! 1. So if a.s. boundedness holds, but a.s. convergence for M(n) or for N(n) fails, this implies that the LHS of (4.4) is nite for all y, but bounded away from 0 as y ! 1. This seems implausible, but we do not currently have an argument which excludes it. More weakly, is it the case that the LHS of (4.4) tends to 0 whenever N(n)=n (respectively M(n)=n) converges a.s.? This would show for example that the a.s. convergence of N(n)=n implies (respectively is implied by) that of M(n)=n.
(b) Oriented Lattice Paths. Following on from (a), one can consider models in which the set of feasible con gurations is considerably more restricted. For example, let Y (n) be the maximal weight of a path from 0 to n1, in which each step must consist of increasing a single coordinate by 1. For d = 2, such models are used, for example, in the analysis of systems of queues in tandem (e.g. see Glynn and Whitt (1991) and Baccelli, Borovkov and Mairesse (2000) ). By superadditivity arguments, Y (n)=n converges a.s. to a nite constant whenever E Y (n)=n is bounded in n. Could there be an F for which this occurs, but for which E N(n)=n and E M(n)=n are not bounded? (c) Continuity of M and N under weak convergence of F. We write N(F) and M(F) for the values of N and M in Theorem 1.1 and Theorem 7.1 which correspond to a given distribution F. Let fF n ; n 2 Ng be a sequence of distributions which converge weakly to a limiting distribution F as n ! 1. Lee (1997a) shows that M(F n ) ! M(F) and N(F n ) ! N(F) as n ! 1 under the condition that there is a distribution G which stochastically dominates F and all the F n , and such that (1.2) holds under G.
The distribution G is used as the majorant for an application of the dominated convergence theorem. Using our Theorem 1.1, Lee's argument applies almost identically to give the same conclusion whenever G obeys (1.5).
