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Abstract 
 
An effort has been made to test the potential of 
principal component analysis (PCA) method for 
quantifying and classifying the ultrasound kidney 
images. For our analysis two different classes of 
kidney images namely normal (NR) and medical renal 
diseases (MRD) are considered. The eigen values and 
vectors are derived for a set of 40 images. The weight 
vectors (WV) are estimated from the obtained eigen 
vectors. The result indicates that the mean value of WV 
for NR is 0.4205 and for MRD is -0.9983. The sum 
value of WV for NR and MRD is 8.4103 and -19.9657 
respectively. The regression analysis shows that WV’s 
of two classes are negative correlated and are in weak 
moderate association (-0.4271). The student t-test 
specifies that the eigen value and WV are much 
significant (p<0.005) in separating the classes of 
kidney image under study. These analysis shows that 
there exists an appreciable measure of relevance for 
this parameter weight vector in classifying the kidney 
images. 
.  
1. Introduction 
 
The image processing techniques are usually applied 
for medical images to enhance the quality of 
representation and better understanding of hidden 
information for proper objective diagnosis. By using 
such techniques, it is also possible to extract some 
parameters or features that will be very helpful for the 
diagnosis of the medical images. The main intention of 
searching for an efficient algorithm and procedure has 
certain advantages like, (i). to establish a quantitative 
reference for the medical images under study, (ii). to 
retrieve images based on feature values, (iii). to make 
comparative study on images for better decision 
making, and (iv). to develop an expert system that 
automatically recognize the extent of pathology or 
normality of the biological system being examined. 
The earlier work done by the researchers in this context 
shows much promising result [10, 3, 14, and 5].  
Hence in this paper, we have pioneered to use Principal 
Component Analysis (PCA) method to quantify and 
classify the ultrasound kidney images for the first time. 
The work done by Turk and Pentland [14], suggests 
that eigenface method based on PCA is very much 
useful in detecting and recognizing the human faces. 
Jorge de la et. al [8], suggests that  the eigen image 
method based on PCA is used for image analysis and 
classification of Galaxies present in the Universe. Also 
the work on ultrasound kidney images by 
K.Bommmanna Raja et .al [3,4], shows feature 
extraction from ultrasound kidney  images is possible 
and these features are highly effective in defining the 
kidney disorders.  
 
To establish efficient feature parameters, other than 
specified in [3,4], for developing an automated system 
that aims to meet the intentions given before, this paper 
concentrate on using the eigen values and vectors 
obtain by PCA method to quantify and classify the 
ultrasound kidney image. The main idea in this method 
is to decompose kidney images into a small set of 
characteristic feature images called eigen images, 
which may be thought of as principal components of 
the original images. These eigen image function also 
forms the orthogonal basis vectors of a linear subspace 
called “kidney space”. The weight vectors of the eigen 
images are calculated for the two sets of kidney images 
considerd for our study. The general study on this 
weight vector is carried out to sort out the possiblity of 
using this weight vector for the analysis of ultrasound 
kidney images. It is believed that searching for more 
such proposed methods and optimizing the accuracy of 
quantifiation and classification will definitely help to 
develop a procedure that may become diagnostically 
relevant in objective decision making. 
 
2. Image Database and Acquisition 
 
The ultrasound images of 20 normal and 20 medical 
renal diseases with a mean age of 46 (±13.58
*), 50.43 
(±14.59
*) respectively [
*represent standard deviation] 
 are acquired from male and female subjects by using  
the scanning systems (a). ATL HDI 5000 curvilinear 
probe with transducer frequency 5-240 MHz. (b). 
WiproGE LOGIQ 400 curvilinear probe with 
transducer frequency 3-5MHz. Longitudinal cross 
section of the kidneys are acquired, by fixing 
transducer frequency at 4MHz. During the image 
acquisition, sonographer looks for better visualization 
of the image in screen and freeze to store the image. 
No initial ultrasound-probe orientation and gain 
fixation is made. The images are obtained from 
medical center, M/s. Mediscan systems (P) Ltd., 
Chennai, India. 
  
3. Image Pre Processing 
 
The image preprocessing methods are used to get the 
efficient results from the analysis. The images are 
subjected to four types of image preprocessing 
techniques. 1. Cropping - This is used to remove the 
unwanted echoes in the scanned image thereby our 
region of interest, kidney is  separated.  2. Rotation - 
Usually in the scanned image, the elliptical kidney 
portion is inclined at an angle with respect to the 
horizontal axis, because the ultrasound –probe position 
is not fixed while acquisition. To have certain 
reference axis, the images for study are rotated, after 
cropping, so that their major axis is aligned at 0
o.        
3. Edge detection - The presence of speckle noise and 
echoes from the surrounding tissue of the kidney 
restrict the use available conventional edge detection 
algorithm. Hence, as an alternate, the cublic-spline 
interpolation technique is used to connect the 
coordinate of points that are identified as edges through 
manual assessment. 4. Background subtraction - After 
the above preprocessing steps the image is rectangular 
with dimension of m x n that includes elliptical kidney 
region. The unwanted intensity values at the four 
corners of the images will be incorporated in the 
calculation of the feature parameters. To avoid this 
background subtraction is made.  
 
The sample image after preprocessing is shown below. 
It can be seen that image contains only the kidney 
region. 
 
 
Fig. 1. The preprocessed ultrasound kidney image for 
the normal (NR) subject #15 
4. Principal Component Analysis 
The central idea of PCA is to reduce the 
dimensionality of a data set which consists of a large 
number of interrelated variables, while retaining as 
much as possible the variation present in the data set. 
This is achieved by transforming to a new set of 
variables, the principal components (PCs), which are 
ordered so that the first PC retains most of the variation 
present in all of the original variables. 
  
PCA is a kind of Karhunen-Loeve transform which 
aims to find an orthonormal basis to compress the 
information. The geometric explanation is that PCA 
method try to change the coordinate axes so that the 
one lie along the directions on which the original data 
set has the largest variations. The two main important 
features of PCA are dimension reduction and 
coordinate transformation. Dimension reduction 
removes the redundant information to achieve a 
compact representation and coordinate transformation 
rotates the axis to get a best view angle regarding data 
variation. 
  
5. Feature Extraction 
 
The algorithm to obtain the WV for the kidney 
images is:  
Step1:  Find the average image of NR and MRD 
Step2: Compute difference image from average 
image 
Step3:  Construct the covariance matrix 
Step4:  Compute the eigen values and eigen vectors 
Step5:  Formation of eigen images in eigen space 
Step6:  Estimate the weight vector 
 
A set of kidney images (20NR and 20MRD) are 
resized to 103 by 210 pixels. These images could be 
represented as two dimensional (103 by 210) arrays of 
pixel intensity data. Let the set of training images be 
represented by  M Γ Γ Γ Γ ,..., , , 3 2 1 Where, M is the number 
of kidney images. In our case the number of kidney 
images is 40. Each image is represented by a vector of 
length N, where N is the number of pixels in the image. 
  
5.1 Computation of Average Images 
 
The average image ) (ψ is computed for the total (both 
NR & MRD), NR and MRD images by using the 
following equations. 
 
For the total kidney images, 
∑
=
Γ =
M
n
n T M
1
1
ψ                               (1) 
 
 The average image for the total images is shown here. 
 
 
Fig.2. Average image for total kidney images 
 
For the NR images, 
∑
=
Γ =
2
1
2
M
n
n NR M
ψ                  (2) 
The average image for the normal kidney images  
is shown below. 
 
 
Fig.3. Average image for normal kidney images 
 
For MRD kidney images 
∑
=
Γ =
2
1
2
M
n
n MRD M
ψ                (3) 
The average image which is computed for MRD is 
shown below. 
 
 
Fig.4. Average image for MRD kidney images 
 
5.2 Computation of Difference Image 
 
Following the computation of the average images for 
normal, medical renal diseases and total kidney 
images, the difference image (φ ) which is the 
difference of each image from the average image of 
normal and MRD is computed. 
 
NR n NR ψ φ − Γ =                 (4) 
                      MRD n MRD ψ φ − Γ =               (5) 
 
 
5.3 Construction of covariance matrix 
 
The covariance matrix ( ) is constructed using the 
following equation. 
C
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5.4  Computation of Eigen Values and Eigen Vectors 
 
The matrix C is N * N (in our case 21630*21630) 
that can be calculated from 
T AA and  .The 
determination of the N eigen values and eigen vectors 
is impractical for typical image sizes. However, if   M 
< N, then there will only be M meaningful     
eigenvectors. This M meaningful vectors can be found 
by calculating 
T BB
A A
T  and . The eigen vectors of  B B
T
A A
T  is . To prove that the eigen values and eigen 
vectors obtained for
i v
A A
T  and 
T AA  are same: 
i i i
T v Av A µ =                 (8) 
Multiplying both sides by A , 
i i i
T Av Av AA µ =               (9)                             
i i i Av CAv µ = ,where    (10) 
T AA C =
or 
i i i u Cu µ = , where         (11)  i i Av u =
 
Thus,
  T AA
  and A A
T  have the same eigen values and 
their eigen vectors and they are related as follows: 
i i Av u =                   (12) 
 
The M best eigen vectors are computed using the 
above relationship. The eigen vectors obtained for the 
images are arranged in the ascending order according 
to the eigen value. The first eigen vector in the series 
corresponds to the highest eigen value. This procedure 
is carried out because the eigen vector that corresponds 
to the highest eigen value is of immense important as it 
preserves high degree of variation present in all 
original images. The fig. (5) shows the eigen values in 
increasing order attained for NR and MRD images. 
 
 5.5. Representation of Images in Eigen Space 
 
Each kidney image set (either NR or MRD) can be 
projected into the eigen space and each set can be 
represented as a linear combination of the best eigen 
vectors. The number of best eigen vectors are selected 
according to our convenience. If the number increases 
the computation time increases. In our case we 
considered all 20 eigen vectors (which is the maximum 
value, QM/2 = 20). 
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These 20 eigen vectors of each image are represented 
as an eigen image. The resultant eigen image by 
considering the first set of eigen vectors corresponding 
to the highest eigen value is depicted in the fig. (6). 
 
 
In total 40 eigen images (NR=20; MRD=20) can be 
obtained.  
 
5.6. Estimation of Weight Vector 
 
The end step is the computation of the weight vector 
and it is calculated by using the following equation. 
 
i
T
j j u W φ =               (13) 
Each image i φ is represented by a vector omega. 
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k=M/2 
Hence the size of the omega matrix is 20* 20. For both 
NR and MRD images this weight vectors are calculated 
separately.  
 
6. Results and Discussion
 
The importance in estimation of weight vector lies in 
the fact that it provides the useful quantified 
transformation based on weight values of image set 
into the image space.  As expected the result obtained 
shows that weight values for NR and MRD varies 
significantly. The variation of weight values upon 
considering the first weight value ( ) for the images 
is shown in the fig.(7). Some statistical parameters 
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Fig.5. Eigen Values obtained for NR and MRD 
Images after sorting 
Fig.7. The variation of weight value ( ) for NR and 
MRD 
1 w
 
obtained with weight value are shown in the Table 1.  
It can be seen that mean value is positive for NR and is 
negative for MRD. Though this may not provide the 
useful interpretation about the weight value, the 
computation of maximum (9.1431; 0.7631 for NR and 
MRD respectively) and minimum (-5.8311; -4.7126 for 
NR and MRD respectively) weight value shows that 
the weight value of NR dominates MRD. This can also 
be verified with the sum of weight value. The 
correlation study reveals, the weight values of NR and 
MRD are negatively correlated and are in weak 
moderate association. The calculation of covariance 
shows that the average of the products of deviations for 
each data set pair is above -2.0164. In addition to 
maximum, minimum and sum, this in term ensure that 
weight values appears to be relevant in classification.  
 
Fig.6. Eigen image of the subject 09
 Table.1. Statistical parameters for the weight value 
( ) for NR and MRD images  1 w
Parameters NR  MRD 
Mean 0.4205  -0.9982 
Sum 8.4103  -19.9657 
Minimum -5.8311  -4.7126 
Maximum 9.1431  0.7631 
SD 2.9437  1.6881 
Covariance -2.0164 
Correlation -0.4271 
SD - Standard deviation 
 
The regression analysis is performed to develop a 
regression equation to compute the weight value, if an 
independent parameter is given. The search to find the 
independent parameters results in mean intensity and 
mean difference from average. The distribution of 
weight values with respect to these independent 
parameters are shown in the fig. (8)   and (9). 
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Fig.8.Distribution of weight value with respect to mean 
intensity of training set images. 
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Fig.9. Regression  analysis between   weight value and 
mean difference from average of set of images. 
 
The polynomial regression equation of order 2 
obtained for NR and MRD is: 
Keeping mean intensity as independent variable 
For NR images 
                 (15) 
0376 . 0
087 . 15 6203 . 0 006 . 0
2
2
=
− + =
R
x x Y
For MRD images 
               (16) 
0005 . 0
1563 . 0 0273 . 0 002 . 0
2
2
=
− − =
R
x x Y
 
Keeping mean difference from average as independent 
variable 
For NR image 
0376 . 0
822 . 0 0011 . 0 006 . 0
2
2
=
+ − − =
R
x x Y
               (17) 
For MRD image 
                          (18) 
0005 . 0
0159 . 1 0023 . 0 0002 . 0
2
2
=
− − =
R
x x Y
 
From the results of the polynomial regression equation, 
the coefficient of determination (R
2) is not as much 
significant, which indicates estimated weight value ‘Y’ 
does not corresponds to the actual weight value. This is 
due to the wide variation in the intensity value of the 
acquired image. The gain fixation at the time of 
scanning varies for each subject, as it depends on 
physiology of the subject being scanned. This change 
in gain is reflected as intensity variation in the image.  
 
Students t-test analysis is performed with the estimated 
weight values to know measure the significance of this 
parameter in classification. The result obtained indicate 
the weight values are much significant (p<0.005) and 
can be used for  classification.  
 
7. Conclusion
 
The study made on ultrasound kidney images using 
principal component analysis (PCA) results a feature 
parameter, weight vector. The capability of this 
parameter in classification of kidney classes taken for 
study is much appreciable. As the quantified values are 
significant this parameter may be used to set the 
reference value for NR and MRD cases. Though the 
problem of quantification is not thoroughly addressed 
it is believed from the values obtained that this 
parameter helps to a greater extent for defining the 
extent of pathology. The significance of this parameter 
has to be tested for the huge image database to 
determine the stability in the weight value for NR and 
MRD. Also more such parameter can be derived to 
improve the efficiency of classification. To conclude, 
PCA provides a reliable parameter that can aid the 
process of classification of ultrasound kidney images. 
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