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I. INTRODUCTION
The most striking property of fermions is that they satisfy the Pauli exclusion principle:
no two can occupy the same state. Mathematically, this is usually formalized by saying that
the expectation value of any particle number operator ni := a
†
iai in a normalized fermionic
state |ψ〉 is bounded by 1,
〈ni〉 = 〈ψ| a†iai |ψ〉 = 〈ψ|1− aia†i |ψ〉 = 1− ‖a†i |ψ〉 ‖2 ≤ 1. (1)
There is a different way to formulate this. For a normalized N -fermion state |ψ〉 in the
antisymmetric tensor product space ∧NCd ⊂ ⊗NCd, we can study the 1-particle reduced
density matrix
γψ1 := Tr1...N−1[|ψ〉〈ψ|], Tr
[
γψ1
]
= 1, (2)
where the trace is over copies 1, . . . , N − 1 of the Hilbert space. (Note though, that the
result is the same for any N − 1 copies because of antisymmetry.)
The equivalent of (1) is now
γψ1 ≤
1
N
1, (3)
or that the eigenvalues of γψ1 are all bounded by 1/N . After all, an annihilation operator ai
acts as
√
N(1⊗ 〈i|) on N -fermion states like |ψ〉, for some 1-particle state |i〉, and
〈i| γψ1 |i〉 = Tr1...N [(1⊗ |i〉〈i|) |ψ〉〈ψ|] =
1
N
‖ai |ψ〉 ‖2 = 1
N
〈ni〉 ≤ 1
N
. (4)
A similar bound for bosons gives N in (1) and 1 in (4): no Pauli principle.
In this paper, we study γψ1 not for bosons or fermions but for other ‘symmetry types’.
These appear alongside the bosonic (fully symmetric) and fermionic (fully antisymmetric)
subspaces of ⊗NCd in a decomposition known as Schur–Weyl duality [13,23],
⊗NCd =
⊕
ν⊢N
V ν ⊗ Sν . (5)
Here, ν are partitions of N—equivalently Young diagrams—and V ν are Sν are the corre-
sponding irreps of U(d) and SN respectively. That is, V
ν encodes the effect of 1-particle
basis changes, |ψ〉 −→ U ⊗· · ·⊗U |ψ〉, U ∈ U(d); Sν describes what happens under particle
permutations, |ψ〉 −→ Uσ |ψ〉, σ ∈ SN . Schur–Weyl duality says the two are related.
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Take N = 3 with d ≥ 3 as an example,
⊗3Cd = (V ⊗ S )⊕ (V ⊗ S )⊕ (V ⊗ S ). (6)
Row diagrams correspond to fully symmetric spaces and column diagrams to fully antisym-
metric ones, so the space on the left is the bosonic ⊗3SYMCd and the one on the right the
fermionic ∧3Cd. It is easy to see with orthogonality that the space in the middle contains
| 1√
2
(↑↓ − ↓↑)〉 ⊗ |↑〉 , (7)
where |↑〉, |↓〉 are any two orthonormal vectors.
The question we now ask is: Is there a bound like (3) for the spaces V ν ⊗ Sν? Equation
(7) shows that the trivial bound 1 can be attained for V ⊗ S —is that always the case
except for fermions? And what states do even appear in these spaces?
The latter was perhaps our main motivation to study this problem: the V ν ⊗ Sν are
fundamental objects in representation theory, but little seems to have been published about
the entanglement properties of the states within. A bound like (3) is truly the most basic
step one can take in this direction—it says that upon Schmidt decomposing a normalized
N -fermion state |ψ〉 as
|ψ〉 =
d∑
i=1
λψi |φi〉 ⊗ |ui〉 , (8)
with |φi〉 ∈ ∧N−1Cd, |ui〉 ∈ Cd, the resulting entanglement entropy is at least log(N),
S(γψ1 ) = −
∑
i
(λψi )
2 ln[(λψi )
2] ≥ −
∑
i
(λψi )
2 ln
(
1
N
)
= log(N). (9)
Here we should emphasize that this is an example of particle entanglement [9,21]—the
entanglement of some of the particles in the system with the remaining ones. We do not
discuss mode entanglement [4]—the entanglement between restrictions of the state to com-
plementary regions of Hilbert space—although that can also be made sense of in this context.
Now let us be critical for a moment: if this is particle entanglement, which particles
are these? Is this still about counting as it was in the case of the Pauli principle (1)?
Although it is useful to note that the spaces V ν ⊗ Sν show up naturally for fermions with
spin [2] (where total spin decomposes into irreps of SU(2)), in that case there is always
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an antisymmetrization in the background1. In contrast, the particles we are talking about
ought not to be indistinguishable, nor should the reduced density matrices all be equiv-
alent like in (2). So although the notion of creation and annihilation operators can be
given meaning with the formalism discussed in Section IV, it is perhaps best to say that
there are no actual particles to be counted. The justification of our question rather lies
in the ubiquity of ⊗NCd and Schur–Weyl duality in spin systems [17] and quantum infor-
mation theory [3,7,10,16]. It is the desire to simply understand V ν ⊗ Sν , and to see how
it holds up as an explicit example providing insight into entanglement-related questions [14].
The paper is organized as follows. Section II contains some notation and discusses the
main result. Section III introduces some more notation. Section IV is a review of useful
past results; we expect it to be of general interest. Section V provides proofs.
II. MAIN RESULT
The following notation will be used throughout the paper. A partition of N is denoted
ν = (r1, . . . , rc1) with integers r1 ≥ r2 ≥ · · · ≥ rc1 > 0 and r1 + · · ·+ rc1 = N . It defines a
Young diagram (also called ν) with c1 rows of length r1, . . . , rc1. This fully determines the
length of its r1 columns, which we denote c1 ≥ · · · ≥ cr1 .
. . . r1
. . . r2
...
...
...
...
rc1−1
rc1
c1 c2 c3 . . . cr1−1 cr1
1 Fermions with spin are described by ∧N (Cd ⊗C2), which is embedded in (⊗NCd)⊗ (⊗NC2). If we trace
out the spin part, the reduced state should still be permutation invariant. Indeed, for fermionic states
with definite total spin described by a two-row Young diagram ν with N boxes, the reduced state is
(ρν
t ⊗ 1
Sν
t )/ dim(Sν
t
), where νt denotes the transpose and ρν
t
is some density matrix on V ν
t
. The
1-body reduced density matrices of such states have been completely understood [2], but this is different
from the problem studied here.
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We refer to the box in row i and column j as box (i, j). An important quantity is the hook
length of a box, defined as
h(i,j) := ri − j + cj − i+ 1. (10)
Removable boxes are those that yield a valid Young diagram upon removal. They are posi-
tioned at the end of their row and column. For example,
has two removable boxes, namely (2, 3) and (3, 1), indicated in green.
Theorem 1. Let ν be a Young diagram of N ≥ 2 boxes and r1 columns of length c1, . . . , cr1.
Let d ≥ c1 and consider
|ψ〉 ∈ V ν ⊗ Sν ⊂
⊕
µ⊢N
V µ ⊗ Sµ = ⊗NCd = (⊗N−1Cd)⊗ Cd. (11)
Consider the Schmidt decomposition across the final tensor product above, that is,
|ψ〉 =
d∑
i=1
λψi |φi〉 ⊗ |ui〉 , (12)
with |φi〉 ∈ ⊗N−1Cd, |ui〉 ∈ Cd and λψ1 ≥ λψ2 ≥ · · · ≥ 0. Let h(i,j) denote the hook length of
the box (i, j). Then,
sup
|ψ〉∈V ν⊗Sν
‖|ψ〉‖=1
(λψ1 )
2 = max
(cl,l) removable
cl−1∏
i=1
(
1− 1
h(i,l)
)
. (13)
Remarks. 1. For N bosons, only (1, N) is removable and the bound is 1 (from the empty
product). For N fermions, only (N, 1) is removable and the bound is 1/N . An easy
lower bound for (13) is the fermionic bound for the shortest column, i.e. 1/cr1.
2. The product in (13) is taken over the boxes above the removable box. For example, the
diagram ν = (3, 2, 1) has three removable boxes (in green) and the product concerns
the boxes in yellow.
(3, 1)
(2, 2)
(1, 3)
(14)
The respective bounds are 8/15, 2/3 and 1, so the maximum is 1.
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3. Each removable box of the diagram ν gives a bound in (13). Sections IV and V
construct interesting subspaces of V ν ⊗ Sν in which this bound holds and is sharp.
4. There is no loss of generality in singling out the final Cd in (11): if we want to split
off copy 1 ≤ k ≤ N − 1 instead, a maximizer is found by swapping spaces k and N in
any maximizer for (13). Note that this does not say that all cuts are equivalent, and
all Schmidt decompositions equal, for a fixed |ψ〉—that is only true for bosons and
fermions.
5. One could ask if it is necessary to take the maximum over removable boxes in (13).
Will the box to the right always give the largest product as it did in (14)? In reality,
there is no easy rule. Below are three examples, with the bounds inserted in the
removable boxes and the highest highlighted in green.
1
3
2
5
1
3
2
5
8
21
1
2
3
5
(15)
6. Our proof in Section V relies on three useful past results about a convenient basis of
Sν , and a reformulation of the maximization problem. These should be of broader
interest and are discussed in Section IV.
7. We construct a maximizer in Section VB, but are unable to provide necessary and
sufficient conditions for the bound to be attained.
As in (9), the theorem gives a lower bound on (particle) entanglement entropy.
Corollary 2. Consider the set-up of Theorem 1. Let |ψ〉 ∈ V ν ⊗ Sν be normalized. The
entanglement entropy satisfies
S(Tr1...N−1[|ψ〉〈ψ|]) ≥ min
(cl,l) removable
ln
(
cl−1∏
i=1
h(i,l)
h(i,l) − 1
)
. (16)
For fermions, this bound is attained by Slater determinants (21), but it will not be sharp
in general. Improvements or bounds concerning higher-order reduced density matrices can
be found with our algorithm [20], employing Theorems 4 and 5 for the required projections
[1,15], but given the many open problems for fermions [6,20], we expect that almost all
conjectures will be hard to prove.
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III. SOME MORE NOTATION
It will be convenient to have a general form for the Schmidt decomposition: a normalized
state |ψ〉 in a bipartite Hilbert space HA⊗HB with dimensions dA, dB and ns := min(dA, dB)
can be written as
|ψ〉 =
ns∑
i=1
λψi |ψiA〉 ⊗ |ψiB〉 , (17)
with Schmidt coefficients λψ1 ≥ · · · ≥ λψns ≥ 0 satisfying
∑
i(λ
ψ
i )
2 = 1 and Schmidt vectors
|ψiA〉 ∈ HA, |ψiB〉 ∈ HB.
We again state the Schur–Weyl duality
⊗NCd =
⊕
ν⊢N
V ν ⊗ Sν . (18)
Using the notation from Section II, these spaces have dimension
dim(V ν) =
Πc1i=1Π
rj
j=1(d+ j − i)
Πc1i=1Π
rj
j=1 h(i,j)
, (19)
and
dim(Sν) =
N !
Πc1i=1Π
rj
j=1 h(i,j)
. (20)
Note that only the latter depends on the dimension d: if we embed Cd in a larger space,
the irrep V ν of U(d) gets embedded similarly in its larger equivalent, but the SN -irrep S
ν
remains unchanged.
To build a basis of Sν , we use standard Young tableaux—fillings of the Young diagram
with numbers 1, . . . , N that increase from left to right and from top to bottom. Denote the
set of such diagrams by Std(ν) and let StdN := ∪ν⊢N Std(ν). Given a tableau t we denote
the corresponding diagram by ν(t).
It may be good to mention that we do not distinguish the two relevant tensor product
structures—HA ⊗HB in (17) and V ν ⊗ Sν in (18)—in our notation. It can happen that we
act with an operator B : HB → HB on a product of |v〉 ∈ V ν and |t〉 ∈ Sν , resulting in
(1⊗B) |v ⊗ t〉, but we trust the reader interprets this in the correct way.
Finally, we mention a special fermionic state. An N -fermion Slater determinant built
from orthonormal |u1〉 , . . . , |uN〉 ∈ Cd is defined as
|u1 ∧ · · · ∧ uN〉 := 1√
N !
∑
σ∈SN
(−1)sgn(σ) |uσ(1) ⊗ · · · ⊗ uσ(N)〉 . (21)
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IV. REVIEW OF USEFUL RESULTS
The following sections discuss the tools needed in the proof. None of the theorems are
new, but they are simple and practical and should be of broad interest.
A. Young’s orthogonal basis
To get started on our problem, we need a basis of Sν . This section lists three theorems
that provide us with a convenient one. The goal is to obtain orthogonal projections Pt for
each standard tableau t. We use these to define normalized vectors |t〉 ∈ Sν , but we first
need to define some other operators corresponding to t.
Definition 3. For a standard tableau t, let Ri be set of numbers in row i and Cj be the
set of numbers in column j. Note that |Ri| = ri and |Cj| = cj. We define symmetric row
projections
P Si :=
1
ri!
∑
σ∈SYM(Ri)
Uσ, (22)
and antisymmetric column projections
PAj :=
1
cj !
∑
σ∈SYM(Cj)
(−1)sgn(σ)Uσ, (23)
where Uσ is the unitary that implements the permutation σ in ⊗NCd. Also define the row
symmetrizer of t
St :=
c1∏
i=1
P Si , (24)
and the column antisymmetrizer
At :=
r1∏
j=1
PAj . (25)
The Young projection of t is defined as
Yt :=
r1! . . . rc1!c1! . . . cr1!
Πc1i=1Π
rj
j=1 h(i,j)
StAt. (26)
The P Si , P
A
j , St and At are all orthogonal projections, but the Yt are merely projections
in that (Yt)
2 = Yt, but possibly Y
†
t 6= Yt. Often, the basis element of Sν corresponding to
t is defined through the image of Yt, but since these operators are not hermitian and there
exist t and s such that YtYs 6= δtsYt, this is not the basis we prefer to work in.
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Instead, we use Young’s orthogonal basis (or form). It is more convenient for our purposes
and probably for doing quantum mechanics in general. The following theorem defines the
basis vectors through its associated projections.
Theorem 4 (Thrall [22] and Keppeler-Sjo¨dahl [15]). Let N ≥ 1 be an integer. Let t ∈ StdN
and let t↓ be the tableau with the box containing N removed. For N ≤ 2, let Pt := Yt. For
N ≥ 3, we recursively define
Pt := (Pt↓ ⊗ 1)Yt(Pt↓ ⊗ 1), (27)
where Yt is defined in (26) and Pt↓ acts on ⊗N−1Cd. These operators satisfy
1. P 2t = Pt, P
†
t = Pt, and Pt = 1V ν(t) ⊗ |t〉〈t| for normalized vectors |t〉 ∈ Sν,
2. PtPs = δtsPt,
3.
∑
t∈Std(ν) Pt = 1V ν⊗Sν and
∑
t∈StdN Pt = 1⊗NCd.
There are two special tableaux for which (27) can be simplified: a tableau is row-ordered
if we put in the numbers 1, . . . , N from left to right, filling up the rows one by one starting
from the top; it is column-ordered if we put in the numbers from top to bottom, filling up
the columns one by one from the left. For example,
1 2
3 4
5
1 4
2 5
3
(28)
are row-ordered and column-ordered respectively.
Theorem 5 (e.g. Okounkov [18], Alcock-Zeilinger–Weigert [1]). A row-ordered tableau t
satisfies
Pt =
r1! . . . rc1!c1! . . . cr1!
Πc1i=1Π
rj
j=1 h(i,j)
StAtSt. (29)
A column-ordered tableau satisfies
Pt =
r1! . . . rc1 !c1! . . . cr1 !
Πc1i=1Π
rj
j=1 h(i,j)
AtStAt. (30)
We end this section with the action of SN on |t〉, defined through its generators (k k+1).
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Theorem 6 (Young [19,22,24]). Let t ∈ StdN , with k in box (i, j) and k + 1 in box (i′, j′).
Let v ∈ V ν(t). Define r = (j′ − i′) − (j − i) and let t˜ be the tableau with k and k + 1
interchanged. The action of the transposition (k k + 1) on |v ⊗ t〉 is
U(k k+1) |v ⊗ t〉 =


|v ⊗ t〉 if k and k + 1 are in the same row
− |v ⊗ t〉 if k and k + 1 are in the same column
1
r
|v ⊗ t〉+
√
1− 1
r2
|v ⊗ t˜〉 otherwise
.
(31)
For example, for |v〉 ∈ V ,
U(23)
∣∣v ⊗ 1 2
3
〉
= −1
2
∣∣v ⊗ 1 2
3
〉
+
√
3
4
∣∣v ⊗ 1 3
2
〉
. (32)
B. Removing boxes and the Schmidt decomposition
Theorem 6 reveals an important aspect of Young’s orthogonal basis: SN−1 acts on
tableaux based only on the position of 1, . . . , N − 1. Hence, building up tableaux by adding
boxes preserves the action of the subgroups S1 ⊂ S2 ⊂ . . . , and splitting off the last space
results in Schmidt vectors corresponding to the previous tableau. Or, as we prove below,
to remove a particle is to remove a box. We include Figure 1 below to guide the reader’s
imagination.2
Corollary 7 (Removing one box). Let t ∈ StdN . Erase the box with N from t and call the
resulting tableau t↓. Let |v〉 ∈ V ν(t) and consider the Schmidt decomposition (12) of |v ⊗ t〉,
with Schmidt vectors {|φi〉}, {|ui〉}. Then, |φi〉 ∈ Im(Pt↓).
Proof. We have |v ⊗ t〉 = Pt |v ⊗ t〉. By Theorem 4,
λv⊗ti |φi〉 = (1⊗ 〈ui|) |v ⊗ t〉 = Pt↓(1⊗ 〈ui|)Yt(Pt↓ ⊗ 1) |v ⊗ t〉 ∈ Im(Pt↓). (33)
2 Young’s orthogonal basis is an example of a more general construction named after Gelfand–Zetlin
[11,12,19]. It hinges on the fact that the restriction of an irrep of SN to the group SN−1 has a multiplicity-
free decomposition into irreps of that group, resulting in the lattice of Figure 1. The framework can also
be applied to the unitary and orthogonal groups [1112,19]. Ignoring this, we use only theorems from
Section IVA.
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11
2
1 3
2
1 3
2
4
FIG. 1. Each element of Young’s orthogonal basis can be thought of as a path down Young’s
lattice. The symmetries of the previous tableaux are preserved, making this a convenient basis for
Schmidt decompositions.
In other words, vectors corresponding to a definite tableau have Schmidt vectors that
correspond to the tableau with the box containing N erased—to remove a particle is to
remove a box.
Does this generalize to Schmidt decompositions (17) with HA = ⊗kCd and HB =
⊗N−kCd? It does for the Schmidt vectors |ψAi 〉 by the argument above and repeated use of
Theorem 4. Alternatively: the action of Sk described by Theorem 6 is independent from
k + 1, . . .N , and for HA this corresponds to the tableau with those numbers removed. The
situation is more complicated for HB as we may not end up with a standard tableau. For
example for k = 1, 1 3
2
results in 3
2
which we cannot identify with a tableau. How-
ever, for k = 2, 1 3
2 4
results in 3
4
, which simply tells us that the Schmidt vectors |ψBi 〉 are
antisymmetric. The following statement formalizes this and generalizes Corollary 7.
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Corollary 8 (Schmidt decompositions). Let t ∈ StdN , |v〉 ∈ V ν(t) and 1 ≤ k ≤ N − 1. Let
tA be the standard tableau obtained by erasing the boxes containing k + 1, . . . , N . Then,
(PtA ⊗ 1⊗N−kCd) |v ⊗ t〉 = |v ⊗ t〉 , (34)
and the Schmidt vectors in (17) with HA = ⊗kCd and HB = ⊗N−kCd satisfy |ψAi 〉 ∈ Im(PtA).
Now assume that erasing the boxes containing 1, . . . , k from t and subtracting k from all
entries also results in a standard tableau tB. We then have
(1⊗kCd ⊗ PtB) |v ⊗ t〉 = |v ⊗ t〉 , (35)
and |ψBi 〉 ∈ Im(PtB). We conclude in this case, that
Im(Pt) ⊂ Im(PtA)⊗ Im(PtB). (36)
Proof. The projection PtA is defined in terms of elements of the symmetric group. Its action
is determined by Theorem 6, and is not influenced by k + 1, . . . , N . We then know that
PtA ⊗ 1⊗N−kCd leaves |t〉 invariant since PtA leaves |tA〉 invariant by Theorem 4. The same
argument holds for PtB under the assumptions made. The statement about the Schmidt
vectors follows by taking inner products (1⊗ 〈ψiB|) |v ⊗ t〉 and (〈ψiA| ⊗ 1) |v ⊗ t〉.
C. Maximal eigenvalues of reduced density matrices
Here, we discuss a reformulation of the maximization problem (13). It relies on a basic
variational characterization that is an example of similar, more general statements [5,20],
λψ1 = sup
|α〉∈HA, |β〉∈HB
‖|α〉‖=1, ‖|β〉‖=1
| 〈α⊗ β|ψ〉 |. (37)
Theorem 9 (Coleman [8], can be generalized to sums [20]). Consider the Schmidt decom-
position (17). Let U ⊂ H be a subspace and let PU be the orthogonal projection onto U .
Then,
sup
|ψ〉∈U
‖|ψ〉‖=1
(λψ1 )
2 = sup
|α〉∈HA, |β〉∈HB
‖|α〉‖=1, ‖|β〉‖=1
‖PU(|α⊗ β〉)‖2. (38)
A maximizing |ψ〉 satisfies
|ψ〉 = PU |ψ
1
A ⊗ ψ1B〉
‖PU |ψ1A ⊗ ψ1B〉 ‖
. (39)
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Proof. One side of the inequality follows from
(λψ1 )
2 = | 〈ψ|PU |ψ1A ⊗ ψ1B〉 |2 ≤ ‖PU |ψ1A ⊗ ψ1B〉 ‖2, (40)
where the orthogonal projection PU was placed in with P
†
U = PU and PU |ψ〉 = |ψ〉 and we
used the Cauchy–Schwarz inequality. Also, by (37), for any |α〉 ∈ HA and |β〉 ∈ HB,
‖PU |α⊗ β〉 ‖ = 〈α⊗ β| PU |α⊗ β〉‖PU |α⊗ β〉 ‖ ≤ λ
PU |α⊗β〉
‖PU |α⊗β〉‖
1 , (41)
which proves (38). A maximizing |ψ〉 has to have equality in (40) since otherwise (40) and
(41) contradict the fact that it is a maximizer, which proves (39).
We can check what this gives for the basic fermionic bound (3). If PA is the projection
onto ∧kCd, we conclude that for any |φ〉 ∈ ⊗k−1Cd and |u〉 ∈ Cd,
‖PA(|φ〉 ⊗ |u〉)‖2 ≤ 1
k
‖ |φ〉 ‖2‖ |u〉 ‖2. (42)
Coleman [8] showed that this is attained if and only if (1⊗〈u|) |φ〉 = 0: expanding in Slater
determinants in a basis containing |u〉 easily shows that the condition is sufficient. It is also
necessary since (39) implies that
(1⊗ 〈u|) |φ〉 = (1⊗ 〈u| ⊗ 〈u|) P
A |φ⊗ u〉
‖PA |φ⊗ u〉 ‖2 = 0 (43)
as 〈u| ⊗ 〈u| is symmetric.
V. PROOF OF THEOREM 1
The main steps in the proof are three reductions and one estimate.
1. Reduce to the spaces Im(Pt) using the orthonormal structure from Section IVB—that
is, work with definite tableaux t rather than linear combinations (Lemma 10).
2. Reduce to tableaux with N in the various removable boxes and 1, . . . , N−1 in column-
order using the same techniques (Lemma 11).
3. Reduce to the case where N is in the first column using Corollary 8 and the column-
order (equation (55)).
4. Prove the bound using the projection-based formulation from Section IVC and the
projections Pt from Section IVA (Lemma 12).
5. Construct states that attain the bound (Section VB).
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A. Upper bound
Our first reduction step is the following lemma. It relies on the fact that the vectors |t〉
are orthogonal, and that this remains the case after erasing the box with N , so that linear
combinations are irrelevant for our maximization problem.
Lemma 10.
sup
|ψ〉∈V ν⊗Sν
‖|ψ〉‖=1
(λψ1 )
2 = max
t∈Std(ν)
sup
|v〉∈V ν
‖|v〉‖=1
(λv⊗t1 )
2 (44)
Proof. We note that for normalized |ψ〉 ∈ V ν ⊗ Sν , |φ〉 ∈ ⊗N−1Cd, |u〉 ∈ Cd, by Cauchy–
Schwarz,
| 〈φ⊗ u|ψ〉 |2 = | 〈φ| (1⊗ 〈u|) |ψ〉 |2 ≤ ‖(1⊗ 〈u|) |ψ〉 ‖2, (45)
implying that (using (37))
(λψ1 )
2 = sup
|φ〉∈⊗N−1Cd, |u〉∈Cd
‖|φ〉‖=1, ‖|u〉‖=1
| 〈φ⊗ u|ψ〉 |2 = sup
|u〉∈Cd
‖|u〉‖=1
‖(1⊗ 〈u|) |ψ〉 ‖2. (46)
By 3. in Theorem 4, we can write
|ψ〉 =
∑
t∈Std(ν)
Pt |ψ〉 =
∑
t∈Std(ν)
ct |vt ⊗ t〉 , (47)
with ct := ‖Pt |ψ〉 ‖, |vt ⊗ t〉 := (ct)−1Pt |ψ〉. So (46) becomes
(λψ1 )
2 = sup
|u〉∈Cd
‖|u〉‖=1
‖
∑
t∈Std(ν)
ct(1⊗ 〈u|) |vt ⊗ t〉 ‖2. (48)
We now note that, for any |u〉, the vectors (1 ⊗ 〈u|) |vt ⊗ t〉 are orthogonal for different
tableaux t. The reason is Corollary 7, together with the fact that t 6= s implies t↓ 6= s↓, and
also the orthogonality from Theorem 4. This reduces (48), also using (46), to
(λψ1 )
2 ≤
∑
t∈Std(ν)
|ct|2 sup
|u〉∈Cd
‖|u〉‖=1
‖(1⊗ 〈u|) |vt ⊗ t〉 ‖2 =
∑
t∈Std(ν)
|ct|2(λvt⊗t1 )2 ≤ max
t∈Std(ν)
sup
|v〉∈V ν
‖|v〉‖=1
(λv⊗t1 )
2.
(49)
It proves the lemma since the opposite inequality is trivial.
The lemma above means we can restrict to vectors of the form |v ⊗ t〉 with t a standard
tableau. But we do not have to consider all tableaux: it turns out that only the position of
N matters.
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Lemma 11. Let ν be a Young diagram of N boxes and let |v〉 ∈ V ν. Let t ∈ Std(ν). The
Schmidt coefficients λv⊗ti of |ψ〉 = |v ⊗ t〉 in (12) depend only on |v〉 and the position of N
in t.
Proof. The Schmidt decomposition is
|v ⊗ t〉 =
d∑
i=1
λv⊗ti |φi〉 ⊗ |ui〉 . (50)
By Corollary 7, there exist |vi〉 ∈ V ν(t↓) such that |φi〉 = |vi ⊗ t↓〉, and 〈vi|vj〉 = 〈φi|φj〉 = δij.
Now let s ∈ Std(ν) have N in the same position as t. Since Sν(t↓) is irreducible, we can map
t↓ to s↓ ∈ Std(ν(t↓)) using linear combinations of permutations in SN−1. But by Theorem
6, this also maps t to s. The resulting Schmidt decomposition is
|v ⊗ s〉 =
d∑
i=1
λv⊗ti |vi ⊗ s↓〉 ⊗ |ui〉 . (51)
We now know that we can simply consider the problem for tableaux t with N in the
different removable boxes and the other entries put in at our convenience. For example, the
diagram ν = (3, 2, 1) has three removable boxes
6
6
6 , (52)
so it suffices to prove a bound for the tableaux with the remaining numbers in column-order,
1 3 5
2 4
6
1 4 5
2 6
3
1 4 6
2 5
3
. (53)
Corollary 8 now allows us to further reduce these by tracing out the copies of Cd with
numbers in the columns to the left of the box containing N (we call this HA). The Schmidt
vectors |ψiB〉 of the relevant Schmidt decomposition (17) correspond to the tableaux tB,
1 3 5
2 4
6
1 2
3
1 . (54)
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That is, according to Corollary 8, the reduced density matrices ρB :=
∑
i(µ
ψ
i )
2 |ψiB〉 〈ψiB|
with
∑
i(µ
ψ
i )
2 = 1 have support on the spaces defined by these tableaux. By (46), it then
suffices to prove a bound for tB since
(λv⊗t1 )
2 = sup
|u〉∈Cd
‖|u〉‖=1
‖(1⊗ 〈u|) |v ⊗ t〉 ‖2
= sup
|u〉∈Cd
‖|u〉‖=1
TrAB[(1⊗ |u〉〈u|) |v ⊗ t〉〈v ⊗ t|]
= sup
|u〉∈Cd
‖|u〉‖=1
TrB[(1⊗ |u〉〈u|)ρB]
≤
∑
i
(µψi )
2(λ
ψiB
1 )
2 ≤ sup
|v〉∈V ν(tB)
‖|v〉‖=1
(λv⊗tB1 )
2.
(55)
The reader may now wonder why this would work: the maximization problem (13) suggests
that a pure ρB is the best choice, and we are assuming this happens—but why is that a
reasonable thing to do? At least intuitively, the reason is that rows correspond to sym-
metrizations and columns to antisymmetrizations. This means that entanglement between
rows cannot be avoided, but entanglement between columns can. We will see how this works
in the next section.
Continuing with the proof, we have reduced the problem to tableaux like (54)—these
have the highest number in (c1, 1), and are column-ordered otherwise. The upper bound
now follows from the following lemma and the reformulation of the maximization problem
from Theorem 9.
Lemma 12. Let ν be a diagram of N ≥ 2 boxes such that (c1, 1) is removable and let
t ∈ Std(ν) be the tableau that has N in box (c1, 1) and is column-ordered otherwise. For any
|v〉 ∈ V ν , we have
(λv⊗t1 )
2 ≤
c1−1∏
i=1
(
1− 1
h(i,1)
)
. (56)
Proof. Following Theorem 9, let |φ〉 ∈ ⊗N−1Cd and |u〉 ∈ Cd be normalized. We start with
two useful facts. First, by the recursion (27) from Theorem 4, we have
‖Pt(|φ〉 ⊗ |u〉)‖2 = 〈φ⊗ u|Pt |φ⊗ u〉
=
r1! . . . rc1 !c1! . . . cr1 !
Πc1i=1Π
rj
j=1 h(i,j)
〈φ⊗ u|Pt↓StAtPt↓ |φ⊗ u〉 ,
(57)
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where we abbreviated Pt↓ ⊗ 1 to Pt↓ . Second, by (30) in Theorem 5,
Pt↓ =
r1! . . . rc1−1!(c1 − 1)!c2! . . . cr1!
(Πc1i=1Π
rj
j=2 h(i,j))Π
c1−1
i=1 (h(i,1) − 1)
At↓St↓At↓ . (58)
Since (c1, 1) is a removable box, we have rc1 = h(c1,1) = 1 and St = St↓ . We also note
that At = At↓P
A
1 , where P
A
1 is the antisymmetrizer of the first column of t. And, by (58),
Pt↓ = Pt↓At↓ . Plugging all these facts into (57), we obtain
‖Pt(|φ〉 ⊗ |u〉)‖2 = r1! . . . rc1!c1! . . . cr1!
Πc1i=1Π
rj
j=1 h(i,j)
〈φ⊗ u|Pt↓StAtPt↓ |φ⊗ u〉
=
r1! . . . rc1!c1! . . . cr1!
Πc1i=1Π
rj
j=1 h(i,j)
〈φ⊗ u|Pt↓At↓St↓At↓PA1 Pt↓ |φ⊗ u〉
= c1
Πc1−1i=1 (h(i,1) − 1)
Πc1i=1h(i,1)
〈φ⊗ u| (Pt↓)2PA1 Pt↓ |φ⊗ u〉
= c1
c1−1∏
i=1
(
1− 1
h(i,1)
)
‖PA1 (Pt↓ |φ〉 ⊗ |u〉)‖2.
(59)
Since PA1 only acts on the spaces 1, . . . , c1 − 1 and N , we can reduce Pt↓ |φ〉 to a density
matrix on these spaces (cf. (55)), and apply (42) to its eigenvectors to conclude
‖Pt(|φ〉 ⊗ |u〉)‖2 ≤ c1
c1−1∏
i=1
(
1− 1
h(i,1)
)
1
c1
‖Pt↓ |φ〉 ‖2 ≤
c1−1∏
i=1
(
1− 1
h(i,1)
)
. (60)
B. Proof of sharpness of the bound
To work towards an optimizer, we first consider a special type of vector. These are known
as coherent states, but in column-ordered tableaux they take a simple form in terms of Slater
determinants (21) and that is all we need.
Lemma 13. Let t ∈ StdN be column-ordered. Let |u1〉 , . . . , |uc1〉 ∈ Cd be orthonormal.
Then,
|u1 ∧ · · · ∧ uc1〉 ⊗ |u1 ∧ · · · ∧ uc2〉 ⊗ · · · ⊗ |u1 ∧ · · · ∧ ucr1〉 ∈ Im(Pt). (61)
Proof. We proceed by induction. The case r1 = 1 gives a Slater determinant and this
corresponds to a single column as claimed. Now assume that we have proved the statement
for r1 − 1. Without loss of generality we can restrict to d = c1 (this does not change how
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Pt acts). Consider the first ordinary tensor product in (61), that is, the one that separates
spaces 1, . . . , c1 from the others. The Slater on the left of this cut again corresponds to a
column diagram with c1 boxes, which we denote tA. By the induction assumption, the state
to the right corresponds to a column-ordered tableau with N−c1 boxes, which we denote tB.
We conclude that the vector lies in Im(PtA) ⊗ Im(PtB). By Corollary 8, Im(Pt) = V ν ⊗ |t〉
is contained in this space, but by the dimension formula (19), these spaces have equal
dimension for d = c1. Hence, the spaces are equal and the state lies in Im(Pt).
We now show that the individual bounds in (13) can be attained, implying that the
maximum can also be. Before we start, it is good to see where the estimates in our upper
bound were made. Lemmas 10 and 11 reduced the problem to certain vectors and do not
provide estimates. The only inequalities appear in equations (55) and (60).
Now consider a diagram ν. For it to appear in the Schur–Weyl decomposition (18), we
require the dimension d ≥ c1.
Proposition 14. Let ν be a diagram of N boxes, d ≥ c1, and |u1〉 , . . . , |uc1〉 ∈ Cd orthonor-
mal. Let t be a tableau that has N in a removable box (cl, l) and is column-ordered otherwise.
As in Corollary 8, we use tA and tB to denote the tableaux resulting from a split across the
vertical line to the left of the removable box, see (53),(54). The state
|ψ〉 := |u1 ∧ · · · ∧ uc1〉 ⊗ · · · ⊗ |u1 ∧ · · · ∧ ucl−1〉︸ ︷︷ ︸
A
⊗ PtB (|u1 ∧ · · · ∧ ucl−1〉 ⊗ |u1 ∧ · · · ∧ ucl+1〉 ⊗ · · · ⊗ |u1 ∧ · · · ∧ ucr1〉 ⊗ |ucl〉)‖PtB(|u1 ∧ · · · ∧ ucl−1〉 ⊗ |u1 ∧ · · · ∧ ucl+1〉 ⊗ · · · ⊗ |u1 ∧ · · · ∧ ucr1〉 ⊗ |ucl〉)‖︸ ︷︷ ︸
B
(62)
saturates the bound in (13) (for the relevant removable box), and |ψ〉 ∈ Im(Pt).
Proof. Since the statement is independent of dimension, we can restrict Cd to the subspace
spanned by |u1〉 , . . . , |uc1〉, and assume d = c1 without loss of generality.
We first show that the bound is attained. Tracing out the A-part of |ψ〉 results in a pure
state of the type considered in Lemma 12, implying that the reduction step from (55) is
exact.
We are left with the B-part. Note that by Lemma 13,
|u1 ∧ · · · ∧ ucl−1〉 ⊗ |u1 ∧ · · · ∧ ucl+1〉 ⊗ · · · ⊗ |u1 ∧ · · · ∧ ucr1〉 ∈ Im(P(tB)↓), (63)
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where (tB)
↓ is the column-ordered tableau with the final box removed. This implies that
the last inequality in (60) is exact. By the condition for equality discussed below (42), the
first is also exact since |ucl〉 is orthogonal to all the |ui〉’s appearing in the Slater in (63).
It remains to prove that |ψ〉 ∈ Im(Pt). This follows from an argument similar to the one
that was used to prove Lemma 13: start from tB and work to the left by adding one Slater
at a time, each time restricting the dimension to the size of column that is added.
For completeness, we add two more remarks.
Remarks. 1. Both (61) and (62) correspond to special vectors in |v〉 ∈ V ν that are
known as coherent states or highest weight vectors. Although we have not used this
language in the paper, we mention that these are normally represented by semistandard
tableaux with uniform rows, such as
1 1 1 1
2 2
3
. (64)
Tensored with different |t〉 ∈ Sν , these can look like (61) and (62), and of course all of
|v〉 ⊗ Sν .
2. The coherent states are not the only ones to satisfy the bound. It is easy to check
with Theorem 5, for example, that
1√
2
(|u1 ∧ u2〉 ⊗ |u1 ∧ u3〉+ |u1 ∧ u3〉 ⊗ |u1 ∧ u2〉) (65)
corresponds to the tableau
1 3
2 4
, (66)
and that it satifies the optimal bound 1/2. This is one of the reasons why it is not
straightforward to give necessary and sufficient conditions for the maximum to be
attained: the reduction ρB in (55) is not always a pure state.
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