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ABSTRACT 
 
 
The development of new nanostructured materials for use in extreme mechanical and 
thermal environments is likely to be of critical importance for a number of future 
energy technologies. These materials are characterized by a large density of grain 
boundaries. Consequently, they are inherently strong due to GB strengthening, and 
they offer resistance to radiation damage due to their high density of unbiased, 
unsaturable sinks. In this thesis dissertation, it will discuss (i) the mechanisms that 
control their strength, including inverse Hall-Petch behavior; (ii) their dimensional 
and phase stability during irradiation; and (iii) the processing of these materials by 
severe plastic deformation. The work was a combination of both experimental and 
computational investigations.   
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CHAPTER 1 
 
INTRODUCTION 
 
Nanostructured materials have become a central focus in materials research 
during the past decades due to their potential technological applications. A few examples 
are architectures for electronics, sensors, nanoparticles for photonics, bio-markers, 
nanotubes, metallic coatings for corrosion and wear resistance. Development of new 
nanostructured materials for extreme mechanical and thermal environments has also 
become of interest in areas of national defense, such as advanced protective armaments 
and weaponry. Nanomaterials are also likely to play a vital role in the quest for new, 
green, renewable sources of energy. In the area of advanced nuclear energy, where new 
designs call for very high temperatures of operation and radiation fluencies far exceeding 
anything previously used, new radiation resistant materials with improved mechanical, 
creep and corrosion properties must be developed. Nanostructured materials form a 
unique class of materials that can potentially fulfill these various requirements. Owing to 
the large amount of grain boundaries, nanocrystalline materials are inherently strong due 
to GB strengthening, and they are expected to be resistant to radiation damage owing to 
their high density of unbiased, unsaturable defect sinks. While bulk nanocrystalline 
materials have been widely studied for several years, most fundamental research has 
focused on single phase systems in attempts to keep the microstructure as simple as 
possible. The potential of multi-component nanostructured materials for applications, 
however, is clearly greater, as these materials provide much more flexibility in materials 
engineering. 
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This Ph.D. thesis research focuses on providing the scientific basis for developing 
binary and ternary nanostructured alloy materials, attempting to elucidate the 
mechanisms governing their strength and their dimensional stability at high temperatures 
and under intense irradiation. Although some past research on two-phase nanostructures 
has appeared in the recent literature, the mechanical properties and radiation damage 
resistance of these materials remain poorly understood. In addition, the physics of 
mechanical alloying, a common processing method used to fabricate nanostructured 
materials, was also explored. The dissertation will thus cover three topics in nano-
materials research: 
a. Mechanical strength of pure nanocrystalline metals and alloy  
b. High temperature ion irradiation effects in highly immiscible binary and 
ternary alloys 
c. Forced chemical mixing in immiscible binary and ternary alloys 
The first and second topics will cover the investigations on mechanical and ion-
irradiation properties, whereas, the third topic concerns the fundamental mechanisms 
involved in processing nanostructured alloys by severe plastic deformation, for example 
ball-milling, accumulative roll bonding (ARB), high pressure torsion (HPT), or equal 
channel angular processing (ECAP). The background information required for discussing 
these three topics is quite distinct. Therefore, instead of attempting to provide an 
overarching introduction to all three topics in this chapter, I will provide the relevant 
background as it is required. 
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CHAPTER 2  
 
MECHANICAL STRENGTHENING OF NANOCRYSTALLINE MATERIALS 
 
2.1 Introduction and background knowledge 
It has been nearly 25 years since Gleiter and co-workers reported that pure 
nanocrystalline Pd becomes extremely hard as its grain size is reduced, but that below a 
critical diameter, ≈ 20 nm, it begins to soften, giving rise to a so-called inverse Hall-Petch 
(HP) regime [1]. Subsequent research has shown that this general behavior is wide 
spread, occurring in a number of pure metals and intermetallic compounds [2,3]. Since 
these early experiments a great deal of effort has been focused on elucidating the physical 
mechanisms that control plasticity in nanocrystalline (nc) materials, both experimentally 
and through molecular dynamics computer simulations (MD). For a comprehensive 
review of the current state of understanding in this field, the reader is referred to Refs. 
[4,5]. More recent experimental investigations have suggested that the earlier 
measurements showing inverse HP may not represent intrinsic nanocrystalline behavior, 
but rather were a consequence of defects in the samples, such as porosity and GB 
contamination [6,7,8,9].MD studies, on the other hand, reproduce inverse HP behavior 
[10,11], most notably the work of Schiotz and Jacobsen [12], which extended the 
simulations from grain sizes of 5 nm to over 50 nm. Nearly all such simulations conclude 
that the cause of the inverse HP behavior arises from a crossover in the mechanism of 
deformation from dislocation glide to grain boundary (GB) sliding. None of these MD 
studies, however, have provided a quantitative accounting of these two mechanisms or 
how one mechanism switches to the other. For the most part, these studies provide only a 
qualitative picture of the deformation by reporting on the number of partial dislocations 
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observed in the simulations after the strain is complete. The only quantitative accounting 
of the relative deformation caused by GB sliding and dislocation activity, to my 
knowledge, derives from continuum level.   
In addition to this need for a quantitative description of the mechanisms 
controlling plastic strain in nc materials, a better understanding of the mechanical 
strength more generally, including yield and flow strength, is needed at this range of 
grain sizes. As mentioned above, very hard materials have been indeed been found, but 
departures from the well known HP behavior for grain sizes falling below 10-20 nm have 
prevented them from reaching even higher values of hardness [4,5]. In this new regime, 
materials strength becomes controlled by the properties of dislocations nucleated at grain 
boundaries, or by other grain boundary (GB) processes such as GB sliding; what remains 
unclear, however, is whether nanocrystalline materials must eventually soften, and if so, 
what governs the grain size when this occurs. While many experiments have also 
reported the existence of inverse H-P behavior, in agreement with the computationally 
derived picture of plasticity in nanocrystalline materials, they often suffer from 
difficulties with sample preparation, reproducibility of results, and control of grain size 
[13]. In fact, experiments now show a diversity of behaviors at small grain sizes, from 
‘inverse’ H-P, to normal H-P, to even a saturation of hardness that is independent of grain 
size. These studies, like the past computer simulations, have attempted to correlate 
materials strength with grain size alone, and have, for the most part, ignored the structure 
of these boundaries.  
In that light, the fundamental understanding of mechanical strength of 
nanocrystalline is still poorly understood, and many important questions need to be 
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answered. This first chapter will present my effort to understand many of the above 
questions my means of MD computer simulation. First, I will provide a quantitative 
description of the various plastic strain mechanisms. Second, I will elucidate the key 
factors that control flow and yield strength of nc metals. Lastly, I will discuss the 
strengthening of nc metal, where GBs are doped with different types of impurity atoms. 
 Nanocrystalline Cu with grain sizes varying from 5 nm to 20 nm were employed 
to investigate strain deformation under uni-axial compression at strain rates ranging from 
1 x 108 s-1 to 1 x 1010 s-1. Unlike past investigations, a quantitative analysis was 
developed for determining the contributions of the various mechanisms to the total 
deformation, including strain arising from GB sliding, elasticity, dislocation glide, and 
twinning. Similar to previous reports, GB sliding was found to become more important 
with decreasing grain size, but even when the grain size is reduced to 5 nm, dislocation 
activity still provides a significant fraction of the deformation, more than 50% during 
steady state flow conditions. This quantitative analysis of strain mechanism will be the 
key to understanding other mechanical properties latter in the chapter. It is a simple fact 
that before developing any theoretical model to describe mechanical property, the 
relevant straining mechanism must be thoroughly understood. 
Key factors controlling flow and yield strengths of nc was first explored by 
analyzing the effect of thermal annealing on strength at various grain sizes. This will 
show that nanoplasticity in annealed samples differs quite substantially from all previous 
observations using MD simulation. A simple model of nanoplasticity that explains these 
results will be proposed, and as I will show, the model helps to place into perspective the 
results of many past experimental and simulation studies, including a number of newer 
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experimental observations for which the sample microstructures are better defined 
[14,15]. From this simple model, along with my quantitative analysis of strain, the yield 
strength in nc-materials could be easily understood as well. An important result that will 
derive from this work that for samples with grain sizes less than 20 nm the yield strength 
scales directly with the molar fraction of Gb atoms in the sample, and therefore it scales 
only implicitly on grain size.. 
In addition to annealing nc-materials to increase their strength, newer MD 
simulation studies are beginning to show similar effects can be achieved by adding solute 
atoms to these materials. Caro et al., for example, reported a small increase in strength of 
nc-Cu on adding ~2 at.% Fe (i.e., average sample concentration) to the GB’s. These 
authors used a combined Monte Carlo (MC)/MD algorithm to globally relax the initial 
structure [16]. Rajgarhia et al. also showed that a small increase in the strength of nc-Cu, 
~10 % could be gained by adding up to ~ 1 at.% Sb to the GB’s [17]. Unlike the Caro 
study, the solute in this study was randomly placed in the GB’s.  In a related work, 
Millett et al. examined the effect of solute on GB sliding in bi-crystal samples [18] and 
reported that solute with a large size mismatch with respect to matrix atoms strongly 
suppress sliding. Schaefer et al. showed moreover, that the state of GB relaxation controls 
the yield strength in miscible nc-alloys for grain sizes ranging from 5 to 15 nm, and that 
intrinsic material properties, e.g. the stacking fault energy, play a lesser role [19]. While 
these various results clearly point to an effect of solute on strengthening in nc-metals, a 
predictive model remains lacking. Here, I show how both thermal relaxation and solute 
additions can strengthen nc-materials can be understood within a single framework. For 
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samples in the inverse Hall-Petch regime, moreover, this picture shows that the yield 
strength is simply proportional to the specific grain boundary energy.  
2.2 Computational methods 
Contributions to the net strain from the various mechanisms of plastic 
deformation were calculated by determining the relative motion between nearest neighbor 
pairs of atoms, and resolving this motion along the strain axis. In this way, which is 
discussed in detail below, the contributions from partial dislocations, perfect dislocations, 
multiple dislocations on the same slip plane, and twinning could be distinguished. GB 
sliding is subsequently attributed to the difference between the total plastic deformation 
and these other contributions. 
The first sample, which has a 5 nm grain size, was created using a stochastic 
procedure combined with a Voronoi tessellation construction. The simulation cell, which 
employs periodic boundary conditions in 3D, contained 46 grains. The remaining 
samples were created simply by scaling the grain size, while keeping the grain 
orientations and shapes identical. The five macroscopic degrees of freedom of the many 
boundaries were therefore identical. The numbers of atoms in the computational cells 
varied from 2.5x105 to 1.7x107 for samples with grain-sizes of 5, 10, 15, 20 nm. The 
samples were relaxed at 300 K for 20 ps to minimize the enthalpy using the LAMMPS 
MD code, [20] which was employed for all of the simulations. Finally these samples were 
compressed uniaxially to an engineering strain of 20% at constant strain rate. 
Deformation behavior was examined using various strain rates; for the 5nm sample, rates 
of 1x108 s-1, 1x109 s-1, and 1x1010 s-1 were employed, while rates of 1x109 s-1, and 1x1010 
s-1 were used for the 10 and 15 nm samples, and 1x1010 s-1 was used for the 20 nm 
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sample. The deformations were all performed at 300 K, to suppress possible thermal 
effects. 
The procedure to quantify the dislocation contributions to the total plastic strain 
employs three steps. The first step locates nearest neighbor atom pairs that have been 
sheared on glide planes and assigns local Burgers vectors responsible for the shearing. 
This step requires correction, as described below, for the strain caused by atom pairs that 
are cut by multiple dislocations with different Burgers vectors. The second step 
distinguishes atoms in grain interiors that are cut by lattice dislocations from those that 
are involved in GB mechanisms.  The last step evaluates the strain caused by the motion 
of the identified dislocations.  
The analysis thus begins by identifying all nearest neighbor pairs of atoms prior to 
deformation and measuring their separation distances as a function of strain. Histograms 
of these distances show peaks centered at 1.3 Å and 2.5 Å corresponding to possible 
partial and perfect dislocations cutting through the pairs (for an example, see Fig. 2.1). 
Pair separation distances of 3.7 Å and 5 Å are also found at larger strains owing to 
multiple dislocations gliding on the same slip plane at different times. 
 
Figure 2.1. Histogram of the changes in separation distance of initially nearest neighbor 
atoms after 20% strain. 
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Atoms belonging to partial and perfect dislocation slip traces can now be 
identified by simply determining their local Burgers (or displacement) vector from their 
motion relative to initial neighbors. This procedure is similar to that described previously 
by Zimmermann et al. [21]. Here, however, as in our previous work, [22] the local 
displacements of all the nearest neighbor atoms was retained rather than just the average. 
This helps in identifying twinning and multiple dislocations on the same slip plane. 
Atoms in GB’s are also detected by this procedure; their displacements can arise from 
either GB sliding or the emission (or absorption) of dislocations at GB’s. While the 
relative displacements of GB atom pairs are not exactly equal to partial or perfect 
dislocation lengths, the large elastic strain in the sample prevents these atoms from being 
easily distinguished by measuring only their relative displacement distances, see Fig. 2.1. 
Thus in addition to pair separation, the centrosymmetry parameter (CSP) [23] of the pair 
was measured, since local atomic environments at GB are far less symmetric than around 
lattice atoms. While this method is effective, some GB atomic environments retain high 
centrosymmetry, and therefore an additional requirement was imposed for an atom to be 
considered as part of a dislocation glide plane is that it and its nearest neighbors all have 
a high degree of centrosymmetry. It is illustrated in Fig. 2.2a the different types of 
dislocation processes in a sample with a 10 nm grain size strained to 20% at a rate of 
1x1010 s-1. The figures show cross sectional cuts through the cell, viewed along a 
direction normal to the deformation axis. The different dislocation mechanisms are 
identified in the figure caption. 
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Figure 2.2a. 10 nm sample compressed at 
1x1010 s-1 to 20% strain: blue: atoms not 
displaced, green: atoms displaced by the 
Burgers vector of a Shockley partial, red: 
atoms displaced by the Burgers vector of a 
perfect dislocation, orange: atoms displaced 
by a Burgers vector larger than that of a 
perfect dislocation, grey: atoms involved in 
twinning.  
 
Figure 2.2b. Same configuration as in 
(a) but with a different color code. Blue: 
atoms not displaced, green: partial 
dislocation and twining, red: perfect 
dislocation, orange: atoms displaced by 
a Burgers vector larger than that of a 
perfect dislocation, white: irregular 
atoms (see text). 
Fig. 2.2b shows most of these same atoms, but here some additional atoms are 
included and indicated by white circles. These atoms represent locations where 
dislocations have crossed the glide plane of a previous dislocation event and thus fail to 
be identified by the above analysis; it denotes these atoms as “irregular”. They are 
detected as atoms that have high degree of centrosymmetry, but move differently relative 
to different neighbors. 
The calculation of strain was performed by considering each atom of a displaced 
pair in the grain interior as a “small slip system,” with its own Burgers vector and glide 
plane. The strain contribution was then obtained by resolving the relative atom 
displacements onto the compression axis, which is just the Schmid factor for the mini-slip 
system. The sum of the strains from these atoms represents most of the dislocation 
contribution to strain; irregular atoms add a small additional increment of strain. Since 
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these atoms have different displacement vectors relative to their original nearest 
neighbors, a single slip vector cannot be assigned to them. Therefore a calibration factor 
must be used to determine their contribution to the total strain. The calibration factor was 
obtained by repeating the simulation using a single crystal sample, thus eliminating the 
possibility of GB sliding. Since the plastic strain in a single crystal is due entirely to 
dislocations, the contribution from irregular atoms is the difference between the total 
plastic strain and the strain from dislocation glide, as outlined above. By dividing this 
strain by the total number of irregular atoms, the correction factor is obtained. It is 
assumed in the subsequent analyses that the correction factor is independent of grain size 
and strain.  While this procedure may be approximate, it suffices here since the 
contribution to the total strain deriving from these irregular atoms never exceeds 10%. 
Thermal treatments were performed at zero pressure using Nose-Hoover 
thermostat and barostat. After being relaxed at 300 K for 20 ps to stabilize the structure, 
the samples were annealed at elevated temperatures for times up to 2.5 ns at zero external 
pressure. Three sets of samples were thus created. The first, or as-prepared samples, was 
relaxed at 300 K for 20 ps. The second set was relaxed at 1100 K for 750 ps; only 
negligible grain growth was observed in these samples. Uniaxial compression tests at 300 
K for strains up to ε = 0.2 were performed on all samples, using deformation rates of 
1x1010 s-1 and 1x109 s-1. It was defined flow strength as average stress in the strain range 
of 0.15 to 0.2, yield strength as the stress obtained using a 1% offset in the stress strain 
curve, which is approximately the strain at which the deformation becomes irreversible in 
MD simulations. 
2.3 Quantitative description of plastic deformation of nanocrystalline metals 
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 Figs. 2.3 show the configurations of samples with different grain sizes before and 
after plastic deformation to a strain of 20% at a strain rate of 1x1010 s-1.  The initial 
configurations of the samples are illustrated by coloring the atoms according to the 
centrosymmetry parameter (CSP). Bulk atoms that have a CSP lower than 1.25 Å2 are 
colored blue, while the others are colored green. It is observed that the CSP clearly 
distinguishes the grain boundaries in these samples. As expected, the fraction of GB 
atoms decreases with increasing grain size, nearly inversely with grain size (not shown). 
For the sample with an average grain size of 5 nm, ≈ 40% of the atoms lie on grain 
boundaries. The final configurations are shown on the right and colored by the scheme 
provided in the figure caption. Note that gray denotes atoms involved in twinning. These 
images illustrate that dislocation activity is an increasing function of grain size, as 
recognized by the increasing fraction of red versus blue with increasing grain size. These 
figures also show that a large number of perfect dislocation displacements are present in 
all of the samples, even those with a 5 nm grain size; in some cases, multiple dislocations 
have glided on the same slip plane.  
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(a) 
 
 
 
(b) 
Figure 2.3. Initial configurations of samples with different grain sizes (left); Blue: atoms 
in grain interiors; Green: atoms in grain boundaries. Analyzed dislocation structure after 
20% plastic deformation (right). Blue: atoms that were not displaced, green: atoms 
displaced by the Burgers vector of a Shockley partial, red: atoms displaced by the 
Burgers vector of a perfect dislocation, orange: atoms displaced by more than the Burger 
vector of a perfect dislocation, grey: atoms involved in twinning. (a) 5nm; (b) 10nm; (c) 
15nm; (d) 20nm. 
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(c) 
 
 
(d) 
Figure 2.3 (cont.)  
 
  More quantitative information concerning the plastic deformation is provided in 
Fig. 2.4, where the contributions arising from the various dislocation processes are plotted 
as a function of strain for the 5nm and 15nm samples, both deformed at a strain rate of 
1x1010s-1.  
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   (a)      (b) 
Figure 2.4. Strain contribution of dislocations to the total plastic strain of (a) 5nm and (b) 
15nm samples, strained at a rate of 1 x 1010 s-1.  
 
While the contributions from the different dislocation processes are dependent on grain 
size, the integral strain curves in Fig. 2.4 all have a similar shape. For example, the 
contributions from all types of dislocations begin to increase only after an onset strain, εo; 
as shown below, εo varies with the strain rate. Partial dislocations contribute first, 
increase to a certain value, and then saturate. Perfect dislocations, on the other hand, 
develop later in time, but their contribution increases continuously with strain. These 
facts are readily understood since partial dislocations create stacking faults, which are 
later removed with the passage of trailing partials, with a net result equivalent to that of 
the glide of perfect dislocations. Thus, the calculated strain from specific types of 
dislocations changes with continued strain. In addition to partial and perfect dislocations, 
multiple dislocations on same slip plane are observed and in far greater numbers than 
expected if the nucleation of partials occurred randomly. This is partially a consequence 
of the “random” distribution of grain orientations in the sample. Some grains thus have 
slip planes with large Schmid factors and high dislocation activity. Within a single grain, 
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moreover, dislocations nucleate at preferred sites in the GB. Note that in many grains, 
mostly perfect dislocations are observed, with few partials.  
2.3.1 Strain rate dependence 
 
 (a)      (b) 
Figure 2.5. Stress-strain behavior of (a) a 5nm and (b) a single crystal sample at different 
strain rates.  
  
 Fig. 2.5a shows stress vs strain behavior during deformation of a 5nm sample at 
different strain rates (108 s-1, 109 s-1, and 1010 s-1). It is observed that Young’s modulus is 
independent of strain rate, but that the maximum and flow stresses are not, changing 
appreciably at 1010 s-1. In order to test the reliability of the data obtained at this very high 
strain rate, i.e., 1010 s-1, similar uniaxial deformation simulations were performed on 
single crystalline Cu along <100>  at the rates of 109 s-1, and 1010 s-1. Both Young’s 
modulus and the average flow stress are independent of strain rate. The stress-strain curve 
at the slower strain rate, on the other hand, shows a sudden drop in stress after 10% 
strain, while the drop in stress at the faster strain rate is smooth. The reduction in stress in 
both cases marks the time when dislocations first nucleate and begin to propagate and 
relax the high stress. For the slower strain rate, a single dislocation event nucleates and 
relaxes the stress.24 Continued straining of the sample regenerates the elastic stress until a 
second dislocation event causes additional relaxation, this time, however, at reduced 
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stress. The process continues with each additional event requiring less stress to nucleate 
new dislocations and also resulting in less recovery of elastic stress. The same general 
scenario occurs at the higher strain rate. Here, however, the strain rate is so fast that the 
elastic stress is being restored even as the first dislocation event relaxes the elastic stress. 
Notice that the magnitude of the slope in the stress-strain curve during relaxation at 1x109 
s-1 is ≈ 10 times larger than that at 1x1010 s-1, which simply reflects that the relaxation 
process for the two strain rates is occurring at the same rate in time (not strain). The 
relaxation behaviors at the different strain rates, therefore, are quite similar; it is the 
regeneration of stress occurring at different rates that causes the differences in the two 
curves. 
 Fig. 2.6 shows the percentage of the total plastic strain contributed by each of the 
GB sliding and dislocation mechanisms for the 5nm sample as a function of strain rate. 
The plot excludes the elastic strain of the system in order to simplify the comparison. 
Elastic strain was measured by reducing the stress to zero at various strain increments as 
shown in Fig. 2.7. Here it is observed that the elastic strain obtained by this method 
agrees well with values obtained by forming the ratio of applied stress to Young’s 
modulus (as determined from the initial, linear portion of the curve).  In all cases, grain 
boundary sliding forms the largest fraction of the deformation at small strains, but then its 
contribution decreases. At a rate of 1x1010 s-1, GB sliding is the primary deformation 
mode up to the maximum strain of 20%, although at 20% strain, the contribution of grain 
boundary sliding has decreased from being 9 times larger than that due dislocation glide, 
to being just ≈ 50% larger. The ratio of the two contributions appears to saturate at this 
point. In contrast, the contributions from the two mechanisms at a strain rate of 1x108-s-1 
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are nearly the same, even at the outset of the strain event. At 1x109 s-1, the data are 
intermediate, i.e., the cumulative grain boundary sliding contribution is ≈ 20% larger.  
 
 
Figure 2.6. Integral percentage of the total plastic strain for grain boundary sliding (open 
symbols) and dislocation glide (solid symbols) of a 5nm sample at different strain rates: 
1x1010 s-1 (■), 1x109 s-1 (▲), and 1x108 s-1
 
(▼). Elastic strain has been excluded.  
 
Figure 2.7. The elastic strain of 5nm sample at strain rate of 1x1010 s-1 was measured 
both by reducing the stress to zero at various strain increments (dots) and by using the 
ratio of the applied stress to Young’s modulus (line) 
 
 
2.3.2 Grain size dependence 
Fig. 2.8a shows stress-strain behavior of samples with different grain-sizes 
deformed at a strain rate of 1x1010 s-1. Young’s modulus for these systems is insensitive 
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to grain size, whereas the maximum stress shows large differences. Samples with larger 
grain size show higher yield strengths, followed by softening before reaching steady state 
flow. This behavior is reminiscent of the single crystalline specimen, described above. 
Similar behavior is observed at the lower strain rate 1x109 s-1 (Fig. 2.8b), although the 
maximum stresses are smaller in this case. Notably, the maximum stresses developed at 
1x109 s-1 occur at ≈ 4% strain, while those at 1x1010 s-1 occur at ≈ 7% strain. This shift is 
less apparent in the sample with a 5 nm grain size. Flow stresses obtained from these 
curves show a weak maximum at a grain size of ≈ 12 nm (Fig. 2.9), similar to Ref. 12, 
and is indicative of the onset of the inverse Hall-Petch behavior. Lastly, Fig. 2.10 shows 
how the relative contributions of dislocations and GB sliding to the plastic deformation 
depend on grain size.  At 5nm GB sliding is ≈ 50% more effective, whereas in the 20nm 
sample the dislocation contribution is nearly 10 times (1000%) larger. The cross-over in 
the relative importance of GB and dislocation contributions to the total strain, i.e., when 
the ratio in their contributions is unity, occurs at a grain size of 12 nm. From the results 
above, it is expected that this cross-over size will shift to lower grain sizes at lower strain 
rates. The growing importance of dislocation activity with increasing grain size appears 
to explain the inverse Hall-Petch behavior, as discussed elsewhere [25]. While this 
general behavior is expected from previous work, it is believed that this is the first 
quantitative comparison by MD simulation of the relative contributions of GB sliding and 
dislocation activity to plastic deformation and how they influence the Hall-Petch relation.  
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                                    (a)      (b) 
Figure 2.8. Stress and strain behavior of different grain-size samples at strain rates of (a) 
1x1010 s-1 (b) 1x109 s-1 
 
Figure 2.9. Flow stresses of different grain-size samples at a strain rate of 1x1010 s-1 
(solid symbols), 1x109 s-1 (open symbols).  
  
Figure 2.10. Percentage of the total plastic strain due to dislocation (solid symbols) and 
GB sliding (open symbols) for different samples at a strain rate of 1x1010 s-1.  
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2.3.3 Grain rotation 
Grain rotation during deformation was also monitored to check for a possible 
correlation between dislocation activity and grain rotation. Fig. 2.11a shows that the 
average grain rotation increases almost linearly with strain, although a slight positive 
curvature is evident. Fig. 2.11b shows the distribution of rotation angles after different 
increments of strain. A weak dependence of grain rotation on strain rate is also observed. 
It is expected that grain rearrangements that are not related to dislocation accommodation 
would occur faster early in the strain cycle when GB sliding predominates and then 
diminish. The fact that grains continue to rotate with increasing strain and at a slightly 
increasing rate, indicates, instead, a correlation between grain rotation and dislocation 
activity. Similarly, Fig. 2.11a shows that rotation is larger at the lower strain rate, where 
dislocation motion is relatively more important. 
 
 
(a)                                                                  (b) 
Figure 2.11. (a) Average grain rotation evolution (*) and (b) histogram of 5nm sample at 
strain rates of 1x1010 s-1 (solid symbols) and 1x108 s-1 (open symbols).* indicates strain 
rate of 1x108 s-1 
 
2.3.4 Atomic mixing during plastic deformation 
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 It was shown in past work that atomic transport during shear deformation could 
be described by the mean square relative displacements of pairs of atoms. The 
measurement of these displacements for initially nearest neighbor atoms gives rise to the 
analysis of slip described above, however, additional information is gained by calculating 
the mean square relative displacements for pairs of atoms as a function of their initial 
separation.  It thus forms the mean square relative displacement, which is defined as, 
 
2z(R ,i)N N
2
1 2 ij t2 ij t1
i 1 j 1 i 1
(R, t , t ) (R ) (R ) 2 z(R,i)
= = =
 
 σ = −   
 
∑ ∑ ∑  (2.1) 
where (Rij)tk is the distance between atoms i and j at time tk; the sum on j is over all atoms 
at distance R from atom i at time t1, and z(R, i) is the number of such pairs. The 
interesting characteristic of σ2(R) is that during plastic deformation it increases 
proportionally to R for separation distances ≤ L, where L is the distance over which the 
relative motion of atom pairs is correlated. For nanocrystalline samples, it was shown in 
Ref. [26] that L is on the order of the grain size and indeed found for samples with a 5 nm 
grain size that L is ≈ 2.5 nm.  Here this scaling for samples with different grains sizes was 
tested.  
 Fig. 2.12 illustrates that  σ2(R) for the full strain cycle (0 < ε < 0.20) behaves 
quite similarly for samples with very different grain sizes; the pair separation distance is 
normalized by the grain size in the abscissa to facilitate the comparison. The curves 
initially increase linearly with pair separation distance and then saturate as R approaches 
unity, i.e., the diameter of the GB. A direct comparison is made in the inset of Fig. 2.12, 
where the data are again normalized by the grain size and by the fraction of the strain due 
to dislocations. The scaling is necessary since it plots σ2 versus pair separation in units of 
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grain diameter, not separation distance. The second scaling factor assumes that this 
behavior is due to dislocation glide; the fraction due to glide is obtained from Fig. 2.10. 
The data fit well to an exponential saturation, σ2(R) = σ02(1 – exp(-R/λ)) with λ ≈ 0.50, 
0.54, 0.77, and 0.83 (in units of grain size) for grain size increasing from 5 nm to 20 nm.  
While the cause of the small increase in λ with increasing grain size is presently 
uncertain, it was noted that visual inspection of a movie showing the dislocation motion 
reveals that for the 20 nm sample, some dislocations are transmitted through a grain 
boundary, and this increases λ. However, a quantitative evaluation of this behavior was 
not performed to determine if this is indeed the cause of the increasing value of λ. For 
example, the reduction in GB sliding with increasing grain size may also influence λ. A 
similar plot (not shown) evaluating σ2(R) near the beginning of the cycle, 0.00 < ε < 0.05 
shows that σ2 (R) ≈ 0, thus corroborating our conclusion that the deformation at strains 
less than 0.05 is predominantly elastic. 
 
 
Figure 2.12. Mean square displacement of atom pairs versus pair separation (in the unit 
of grain size) during the strain cycle of samples with grain size: (■) 5 nm; (○) 10 nm; (▲) 
15 nm; (∇) 20 nm. The inset shows data rescaled for grain size and the fraction of strain 
due to dislocations 
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Figure 2.13. Evolution of average mean square displacements between nearest neighbor 
pairs of atoms per unit strain in grain interiors (open symbols) and in grain boundaries 
(solid symbols) of 5nm (▼), 10nm (▲), and 20nm (■) 
 
 
The relative displacements of atoms per unit time that were initially nearest 
neighbor pairs were also examined, Fig. 2.13. It illustrates the rate of displacement of 
these atoms as a function of strain, and it distinguishes atoms in GB’s from those in the 
grain interiors. The mean square displacement is observed to increase substantially with 
grain size for atoms located in the grain interiors as well as the atoms within the grain 
boundaries. For atoms within the grain interiors, the results are straightforwardly 
understood since the strain induced by dislocation motion also increases with grain size. 
Fig. 2.10 illustrates the strain from dislocations increases by a factor of ≈ 2 as the grain 
size increases from 5 nm to 20 nm, which is approximately the same increase found in 
the mean square displacements. It is also noteworthy that atoms in the grain boundaries 
are displaced significantly more than atoms in the grain interior. Presumably this arises 
from the large amount of atomic motion required in the boundary to both nucleate a new 
dislocation and accommodate the absorption of a dislocation, although the details have 
not yet been examined. It is noteworthy, however, that atomic motion in the GB’s is 
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always more than twice that in the grain interiors, even in cases where the strain due to 
dislocations is five times larger. 
The primary result of this work is the quantification of the relative contributions 
of grain boundary sliding and dislocation glide during plastic deformation of 
nanocrystalline Cu. It is found that dislocations provide an increasing fraction of the total 
strain with increasing grain size and decreasing strain rate. A significant fraction of the 
strain derives from dislocations; even in samples with grain sizes as small as 5 nm and 
strain rates as high as 1x1010-s-1 the fraction is ≈ 40%. For samples with grain sizes of 20 
nm, dislocation glide already contributes ≈ 90% of the strain. The ratio of the 
contributions of GB sliding to dislocation glide decreases from a value of 1.5 at 5 nm to 
1.0 at ≈ 12 nm, and then it rapidly decreases to ≈ 0.10 at 20 nm. As noted elsewhere,12 
this is just the range that the Hall-Petch relation switches from inverse to normal 
behavior. The present work, however, quantifies the relative contributions of grain 
boundary sliding to dislocation motion. At slower strain rates, 1x108 s-1, the contributions 
from dislocations are even higher, over 50% even in the 5 nm samples. Furthermore, a 
large fraction of the dislocations consists of leading and trailing partials, thus equivalent 
to perfect dislocations, a fact that has not been recognized in previous studies.  
2.3.5 Discussions 
I will next compare the present work with earlier results obtained using a 
micromechanical model [25]. The micromechanical model is based on viscoplastic 
response and employs constitutive equations that contain parameters defining the strain 
rate sensitivity of both the crystalline and grain boundary phases of the nanostructure.  
The model was used to describe steady state conditions in the range dε/dt = {10-2, 100} s-
1
. Fig. 4 in Ref. 25 shows striking similarities to Fig. 2.10 in the present work, viz. the 
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relative GB contribution decreases with increasing grain size. The grain size at which the 
two contributions are equal is ≈ 12 nm, which is similar to the present results. The 
relative importance of GB sliding, however, differs, being larger in the micromechanical 
model. For the smallest grain size, 5 nm, the micromechanical modeling attributes just 
10% of strain to dislocations as opposed to 40-50% found here, while for the largest 
grains, 20 nm, the micromechanical model attributes 65% of strain to dislocations, as 
opposed to 90% here. To understand these differences it should be pointed out that the 
continuum mechanics approach is parametric and the value of the strain rate sensitivity 
used in this study was obtained from experiments performed at strain rates 8 to 12 orders 
of magnitude smaller than those employed in the MD simulations used here. In context of 
the present work, the quantitative findings by MD could prove very useful for 
parameterizing empirical continuum mechanics models in regions of deformation rates 
that are not easily obtainable through experiments, for example, shock loading, 
 A second important finding of this work is that the relative contribution of 
dislocations to the total plastic deformation increases with increasing strain. This 
behavior is most prevalent for the samples with 5 nm grain size and deformed at the 
highest strain rate, (see Fig. 2.6). There are two possible explanations for this result; 
either GB sliding becomes increasingly difficult, or nucleation of dislocations becomes 
easier. To answer this question, the average potential energy of the two sets of atoms, 
those in GB’s and those in the grain interiors were examined. The results are shown in 
Fig. 2.14. Here, the potential energies were obtained by first cooling the samples to 30 K 
to eliminate most of the potential energy arising from lattice vibrations. Clearly seen is 
that the grain boundaries begin to relax when the strain increases beyond the limit of 
elastic strain ≈ 0.04, with the potential energy decreasing most rapidly between strains of 
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0.04 and 0.08. This result is not overly surprising since the nanocrystalline specimens 
were prepared using the Voronoi tessellation procedure, whereby grains are filled 
outwardly from the grain centers to the point at which they begin to overlap with atoms 
from neighboring grains. Although the samples are relaxed at temperature for several ps, 
clearly this relaxation is not complete. During deformation, the grains rotate, as 
illustrated in Fig. 2.11, enabling the boundaries to find energetically more favorable 
configurations. It can be similarly surmised that the relaxation per unit strain is smallest 
at the highest strain rates since the flow stress is higher. Thus, GB sliding can take place 
while sampling higher energy configurations. Indeed, Fig. 2.14 illustrates that the 
relaxation increases with decreasing strain rate. These results on grain boundary 
relaxation have potentially significant implications for past research on the strength of 
nanocrystalline materials. On the experimental side, the early results noted above 
showing inverse HP behavior derived from specimens fabricated by inert gas 
condensation for which the grain boundary were very likely unrelaxed. Samples with 
larger grain sizes were produced by annealing these samples [1,2,3]. Consequently, the 
samples with larger grain sizes were able to relax the grain boundaries and this, in itself, 
may have strengthened them.  More recently, samples are produced by electrodeposition 
[8,27], and for them the inverse HP behavior was not observed. Our present results also 
bear on MD simulations, since the method for creating grain boundaries in these studies 
does not yield relaxed boundaries as shown explicitly in the current work. Additional 
work, however, is necessary to further clarify this point. 
 Fig. 2.14 also illustrates that the potential energy of atoms in the grain interior 
increase with increased strain. This too is expected since the number of stacking faults, 
twins, and other defects created by the dislocation tangles increases with increasing 
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strain. Noteworthy is that this energy increases the least at the slowest strain rate, 
presumably because of the larger contribution of twinning at larger strain rate and fewer 
perfect dislocation.   
 
Figure 2.14. Change in potential energy as a function of strain. Open symbols: atoms in 
grain interiors; filled symbols, atoms on grain boundaries. 
 
The third major finding concerns scaled mixing. In previous work, it was 
observed a cross-over in the relative atom pair displacements during plastic deformation 
from superdiffusive mixing at small atom pair separations to diffusive mixing at large 
separations. It was explained this cross-over as originating from a finite coherence length 
of the elementary events responsible for plastic deformation. Indeed, for both dislocation 
glide and grain boundary sliding, It is expected this coherence length to be determined by 
the grain size. In this previous work, it was found a coherence length of ≈ 2.5 nm for 5nm 
grains, suggesting that the coherence length is close to half the grain size. The present 
work provides further support for this picture since the cross-over is found to take place 
at approximately half the grain size for all the grain sizes studied here, 5 through 20 nm. 
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Analyses of the relative motion of grain boundary atoms, moreover, shows larger 
displacements of nearest neighbor grain boundary pairs than pairs in the grain interiors. 
This is true even in the 20 nm sample where grain boundary sliding is nearly negligible, 
suggesting that most of the atomic displacements in the boundaries are associated with 
the emission and accommodation of dislocations. This conclusion is consistent with the 
dependence of grain rotation on grain size. 
2.4 Mechanical flow strength of nanocrystalline metals 
This part of the chapter will focus on mechanical strength of nanocrystalline 
metals. Fig. 2.15a shows the time evolution of the average grain size during the annealing 
process for all samples. Twins were observed to form during the annealing; they are 
counted as separate grains, in accordance with recent models of polycrystalline plasticity 
[28]. Only the sample with a 2.5 nm initial grain size shows significant grain growth; the 
small decrease in grain size in the 10 nm and 15 nm samples is due to twin formation. 
While little grain growth is observed in most samples, the average excess energy of 
atoms located on grain boundaries decreases for all samples as shown in Fig. 2.15b. 
Atoms on twin boundaries are not included in this average.  
 Shown inset in Fig. 2.16 are stress-strain curves for samples with ≈ 5 nm grain 
size, the as-prepared sample and the one annealed for 720 psec. These curves illustrate 
that annealed samples are harder than as-prepared samples of corresponding grain size. 
Note that in the early stages of deformation all samples show the same elastic response, 
but that the yield and flow stresses increase substantially upon annealing. It is noted that, 
in a similar vein, Hasnaoui et al. [29] observed less total strain in annealed than in 
unannealed samples with 12 nm grain size in simulations performed at constant load. 
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(a)                                                                         (b) 
Figure 2.15 (a) Evolution of the grain size and (b) excess GB energy/atom versus 
annealing time at T = 1100 K for different grain sizes. The 2.5 nm sample was annealed 
at 1200 K after 1200 ps. (See inset.)  
 
A key to understanding this behavior is provided by examining the relative 
contributions of dislocation glide, GB sliding, and elastic deformation to the total 
deformation. This task employs the local Burger analysis developed in section 2.3. Fig. 
2.16 shows the results for two of the samples reported in the inset. The as-prepared 
sample, which has larger GB energies as shown in Fig. 2.15b, begins to deform 
plastically by GB sliding. At strains above ε ~ 0.12, the GB sliding contribution saturates 
at ~ 50%. Dislocation glide, on the other hand, initiates much later than GB sliding (ε 
>0.05), and it then rises slowly before reaching a contribution of 30% at ε = 0.2. GB 
sliding therefore provides the larger contribution to plastic strain in as-prepared samples, 
and particularly so at small strains. The deformation behavior is quite different in the 
annealed samples: the GB sliding contribution to deformation is significantly smaller; it 
appears later in the strain response (ε ~ 0.05); it is only half of its value in the as-prepared 
sample over the range 0.05 < ε < 0.10; and it saturates at ≈ 40% at ε = 0.2. Notably, the 
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contribution from dislocation glide is nearly the same as that due to GB sliding, even at 
small strains.  
 
Figure 2.16 Contributions to strain from different mechanisms for as-prepared and 
annealed samples with 5 nm grain size: Elastic (lines), GB sliding (squares), and 
dislocation glide (circles).   As prepared sample represented by open symbols, solid line 
and sample annealed for 720 ps by solid symbols and dotted line. The inset shows stress-
strain behavior of 5 nm samples as-prepared (solid line) and after annealing for 720 ps 
(dashed line). 
 
The nearly identical contributions of GB sliding and dislocation glide in the 
annealed sample suggests that GB sliding in annealed samples might simply be a part of 
the dislocation accommodation process, which is necessary for dislocation creation and 
annihilation at the GB’s and the associated grain rotation. It is shown below that this 
conjecture is consistent with data obtained at all grain sizes. 
 Figure 2.17 shows the dependence of flow stress on annealing time for all 
samples; again it is pointed out that grain growth was negligible in all samples during 
these annealing times. Flow stresses in these various samples increase from their initial 
values and converge to a single value. The increase in flow stress with grain size seen 
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prior to annealing, t = 0, or inverse H-P behavior, is thus no longer observed after 
annealing, with the flow stresses becoming independent of grain size. The inset in Fig. 
2.17, on the other hand, shows that the flow stress of the 2.5 nm sample continues to 
increase during more extensive annealing when grain growth becomes significant, see 
Fig. 2.15. This sample reaches flow stresses ≈ 10% higher than those observed in Fig. 
2.17, reaching a maximum when the grain size is ≈ 6 nm. 
 
Figure 2.17 Flow stress as a function of annealing time at 1100K for samples of different 
grain size: 2.5 nm (○), 4 nm (▼), 5 nm(□), 10 nm (▲), and 15 nm(◊). The inset shows 
the flow stress of the 2.5 nm sample  versus annealing time( at 1200 K after 1200 ps). 
The grain size of this sample is indicated at various annealing times.  
 
 Figure 2.18 shows the integral percentages of plastic strain deriving from GB 
sliding and dislocation glide measured at ε = 0.20 as a function of annealing time. As 
expected from the above, dislocation glide in the as-prepared samples is an increasing 
function of grain size (33% for 4 nm, 36% for 5 nm, 46% for 10 nm, and 53% for 15 nm). 
As the annealing time reaches ~ 400 ps, however, the contributions of these two 
mechanisms become equal and, notably, independent of grain size below ≈ 10 nm. This 
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observation supports the conjecture above that GB sliding in these annealed samples is 
linked to the dislocation activity.  
 
Figure 2.18 Percentage of contribution to plastic deformation from dislocations (solid 
symbols) and GB sliding (open symbols) versus annealing time prior to deformation, for 
(●) 2.5 nm (■) 4nm (▲) 5nm, (♦) 10nm and (◄) 15nm grain sizes. 
 
  These various findings are collected in a H-P diagram of flow stress versus grain 
size in Fig. 2.19. It is noticed, first of all, a wide range of behaviors: inverse H-P behavior 
is observed in unannealed sample; a plateau in the flow stress for grain sizes below ≈ 10 
nm in samples annealed for 750 ps; an extension of the H-P relation to ≈ 6 nm in the 
more extensively annealed 2.5 nm sample. Below this grain size the sample behaves 
similarly to the as-prepared samples, presumably because twinning and grain boundary 
relaxation are not yet complete.  
These results, which show a strong sensitivity of hardness to the nature of the GB 
structure, help to address the fundamental issues of whether an intrinsic hardness can 
meaningfully be assigned to nanocrystalline materials and which algorithm of numerical 
synthesis is best suited to represent experimental conditions. Let’s consider, for example, 
the combined results of Figs. 2.17 and 2.18. In the regime that the hardness is 
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independent of grain size, the fraction of strain due to dislocation glide equals that due to 
GB sliding. As the grain size becomes larger, normal H-P behavior is observed and the 
contribution due to dislocation glide increases. In the as-prepared samples, the inverse H-
P relation is observed and the contribution of strain due to GB sliding increases above 
that due to dislocations. The hardness of a sample thus depends on ratio of GB sliding to 
dislocation glide as well as to the exact size of the grains. In an attempt to quantify this 
behavior, an expression for the flow stress in terms of GB sliding and dislocation glide 
contributions is introduced below. At large grain sizes, the flow stress is determined by 
dislocation glide, while for very small grain sizes with unrelaxed boundaries, the flow 
stress is determined by GB sliding. It is thus reasonable to write the flow stress in the 
form,  
( )GB GB3 GB
2 total total1/ 21
1 1 N N1 k Ek N Nk d
   
= − + ⋅   
σ    +
, (2.2)  
where NGB is the total number of atoms in GB’s and Ntotal is the number of atoms in the 
computational cell, k1, k2, are constants and k3 is a parameter depending on the GB 
energy, EGB. Since NGB/Ntotal varies as 1/d, Eq. 2.2 provides the correct limiting cases; 
i.e., at large grain sizes the H-P relation is recovered while at small grain sizes the flow 
stress results from GB sliding, varying linearly with d as observed in ref. [12].  A similar 
form for the flow stress can be obtained by using the rule of mixtures and assuming that 
grain interiors and GB’s represent separate phases that are arranged in parallel [30]. The 
current simulations illustrate that the parameter k3 is dependent upon the degree of GB 
relaxation. Since the predominant effect of annealing is to reduce the number of high 
energy boundaries and replace them with twin boundaries, It can be approximated Eq. 2.2 
by assuming that twin boundaries are completely relaxed and do not contribute to sliding. 
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Any additional changes due to the relaxation of high energy boundaries during annealing 
are assumed to be smaller and accounted for, in part, by a reduced value of NGB. It can 
therefore be assumed '3 3k k=  is a constant and rewrite Eq. 2.2 in the form,  
 'GB twin GB twin
3
2 total total1/ 21
1 1 N N N N1 kk N Nk d
   
− −
= − +   
σ    +
. (2.3) 
The values of σ, NGB and Ntwin can be found directly from the simulations for the three 
sets of samples, and these values were used to determine the three constants, ki, in Eq. 
2.3. The results of this model are shown in Fig. 2.19a and 2.19b for a strain rate of 1x1010 
1x109 s-1 respectively. The dashed lines represent fits to Eq. 2.3, with a single set of 
constants for each strain rate (a)1x1010 s-1 (k1 = 1.55 GPa, k2 = 6.29 GPa-nm1/2, k3= 0.55 
GPa-1), and (b)1x109 s-1 (k1 = 1.55 GPa, k2 = 3.8 GPa-nm1/2, k3= 0.74 GPa-1). These plots 
thus illustrate that a simple plot of flow stress versus grain size, without regard to the 
state of grain boundary relaxation, has no intrinsic value. On the other hand, they show 
that all of the data can be reasonably fit by a simple model of plasticity that includes 
grain boundary relaxation. Lastly, it can be seen for the case of as-prepared samples, i.e., 
unrelaxed grain boundaries, that the first term in Eq. 2.3 dominates for d ≥  15-20 nm, 
which is in excellent agreement with previous MD simulations [11,12]. It was verified, in 
fact, that Eq. 2.3 fits well to the simulation data in ref. [12] if it is assumed that Ntwin = 0 
for their unannealed specimens. The constants differ somewhat, however, owing to the 
different strain rate employed and the wider range of grain sizes. 
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(a)                                                                     (b) 
Figure 2.19 Flow stress as a function of grain size of set 1, as-prepared (●) set 2, 
annealed (■), and set 3, 2.5 nm samples annealed to larger grain sizes (□).The strain rate 
is 1x1010 s-1.  
 
These observations provide a new perspective for viewing the broad spectrum of 
experimental results on nanoscale plasticity. First, many of the earlier experiments cited 
above showed inverse H-P behavior as the grain sizes were reduced below 10-20 nm. 
These samples were often produced by compaction of nanopowders, followed by thermal 
annealing to increase the grain size. This behavior is thus quite similar to that observed in 
the current simulations samples comprising set 3 samples, i.e., initially 2.5 nm.  The 
maximum in the hardness occurs at ≈ 6 nm in the simulation, which is below that found 
in the experiments, but this is probably a consequence of the applied strain rates being 
several orders of magnitude larger than the experiments, and also because the initial grain 
size was 2.5 nm compared to the 5-10 nm typical of these experiments. The simulation 
results also bear a remarkable similarity to several more recent experimental reports. 
Trevelicz et al. [14] succeeded in preparing a set of Ni-W alloy samples with grain sizes 
between 3 and 150 nm using pulsed electrodeposition. They observed that as grain size 
decreases, plasticity shifts from crystal-like behavior (Hall-Petch) to amorphous/glassy-
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like behavior, where hardness is independent of grain size. Their results are very similar 
to the current sample set 2, as shown in Fig. 2.19. Furthermore, when this set of samples 
was thermally annealed, a significant additional increase in hardness for grain size < 
~15nm, but little increase for larger grain size [31], were observed. Wang et al [15], 
moreover, studied the effect of thermal annealing on electrodeposited nanocrystalline Ni 
and found the unexpected result that strength first increases rather than decreases upon 
annealing at low temperatures. They concluded that at the low annealing temperatures 
employed, grain boundary relaxation was sufficient to strengthen the material, but that 
impurity segregation and grain growth could be suppressed. These results and 
conclusions agree well with the current simulations.  
2.5 Mechanical yield strength of nanocrystalline metals 
Stress and strain curves of nanocrystalline metals, such as Fig. 2.5a and Fig. 2.8, 
show very distinct transition between yield and flow strength. As discussed earlier, 
plastic strain mechanisms, including dislocation glide and GB sliding, change 
dramatically as a function of strain (Fig. 2.6) from yield to flow point. In section 2.4, the 
flow strength was the center of focus. In this section, I will discuss the yield strength of 
nc metals, which, as will be shown, has a distinctly different behavior  
Fig. 2.20a and 2.20b show respectively for all samples the time evolution of the 
molar fraction of GB atoms, i.e., (NGB/Ntotal), and the average atomic energy (of all 
atoms) during annealing. Other effects of annealing on the properties of nano-grain 
samples have been noted previously [32]. Here, it simply points out the similarity 
between the two parameters and their dramatic change within the first 200 ps of thermal 
annealing. During this annealing period, the grain size does not change significantly (Fig. 
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2.15a). Thus, the main effects of annealing are GB relaxation and twin formation. In this 
section, the effect of these relaxation processes on the yield strength of the material is 
examined; the ratio, NGB/Ntotal, will be used as a measure of the grain boundary 
relaxation. 
 
(a)                                                              (b) 
Figure 2.20 Time evolution during annealing at 1100 K of (a) the fraction of GB atoms; and (b) 
the average atomic energy.  
 
Typical stress strain curves are shown in Fig. 2.21 using different strain rates. 
Values of the yield stress are indicated by arrows. Since the 1% offset intersects the 
stress-strain curve near its maximum at ε ≈ 0.05, the value of the yield stress is not overly 
sensitive to this definition. For example, defining the yield stress simply as the stress at ε 
= 0.05 gives similar results.  The yield stress is notably larger at higher strain rates, nearly 
a factor of two between 1 x 1010 and 1 x 108 s-1. Similar differences have been noted, 
previously [33]. 
 Fig. 2.22 shows the primary result of this part of the study, viz, a linear scaling 
between the yield strength and NGB/Ntotal. The set of data in this plot includes all 
specimens shown in Fig. 2.20, thus it demonstrates that the scaling relationship is 
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independent of the initial grain size and thermal annealing conditions. The striking fact is 
that a sample with a grain size of 2.5 nm annealed for ~1000 ps has the same yield 
strength as a sample with 4 nm grain size annealed for ~700 ps; a sample with 5 nm grain 
size annealed for ~600 ps has the same yield strength as a sample with 10 nm grain size 
that is unannealed. Common to these many samples, therefore, is not their grain size but 
the value of NGB/Ntotal. This simple scaling behavior is also observed at strain rates of 
1x109 s-1 and 5x108 s-1, although the yield strengths, as noted above, differ with different 
strain rates. Data for the lowest strain rate, 5x108 s-1, are taken from ref. [12,34]. The 
relationship between yield strength and NGB/Ntotal breaks down when the grain size 
becomes larger than 20-30 nm (NGB/Ntotal < 0.1). It also breaks down at larger strains; 
for example the flow stress does not reveal this simple behavior as will be discussed 
below. 
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Figure 2.21 Stress-strain behavior of an unannealed, 5nm, sample at different strain rates. Arrows 
indicate the 1% offset, yield stress. 
 
 
Figure 2.22 Yield stress vs. fractional number of grain boundary atoms for samples with different 
grain sizes and annealing treatments. Three strain rates are included: 1x1010 s-1 (black), 1x109 s-1 
(red) and 5x108 s-1 (blue). 
 
Several MD studies on deformation in nanocrystalline have shown that 
dislocations and grain boundary sliding both contribute to the strain. In section 2.3, the 
quantitative evaluation of the relative importance of these two mechanisms was provided. 
For unannealed samples, increasing the grain size from 5 nm to 20 nm, for example, 
41 
 
increased the relative contribution of dislocation glide to the total plastic strain from 35% 
to 90%. These values represent averages after a total strain of 20% using a strain rate of 
1x1010 s-1. After a total strain of just 5%, on the other hand, which is close to the yield 
point, plastic strain is dominated by GB sliding for all of these samples. This is illustrated 
in Fig. 2.23, where the relative contributions of grain boundary sliding and dislocation 
glide to the plastic strain are plotted as a function of NGB/Ntot. Although the scatter is not 
small, a clear correlation of the two deformation mechanisms with NGB/Ntotal is observed 
as well as the substantially larger contribution of GB sliding. It is thus reasonable to 
attribute the scaling of yield strength with NGB/Ntotal to grain boundary sliding. Other 
features in the microstructure are apparently less important. For example, on annealing 
the 2.5 nm sample, twins are observed to form and the grain structure becomes complex. 
Nevertheless, the initial plastic strain occurs predominantly by GB sliding and the yield 
strength retains the same dependence on NGB/Ntotal. While GB sliding is the dominant 
deformation mechanism in yielding, Fig. 2.23 illustrates that dislocation glide also plays 
a role; the scaling with NGB/Ntotal thus should be discussed more generally. 
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Figure 2.23 Percentage of contribution to plastic deformation from dislocations (solid symbols) 
and GB sliding (open symbols) versus annealing time prior to deformation, for (●) 2.5 nm (■) 
4nm (▲) 5nm, (♦) 10nm and (◄) 15nm grain sizes at ε = .05. Strain rate is 1 x 1010 s-1. 
 
In attempting to establish under what conditions it can be expected the scaling 
with NGB/Ntotal to be valid, I will employ the simple model that was introduced in section 
2.4 to predict the flow stress at a certain grain size and state of GB relaxation. Eq. 2.2 is 
rewriten in the following form for the reader’s convenience: 
 

 =

	



	
1 −  + (


), (2.4) 
 
where σ is the flow stress, d is grain size, and k1, k2 and k3 are fitting parameters. The two 
terms on the right-hand side of the equation represent the competition between traditional 
Hall-Petch hardening due to grain size and GB sliding softening due to a large volume of 
GB’s, respectively. At the smaller strains typical of yielding, ≈ 5%, the ratio of the right 
term (GB sliding) over the left term (dislocation glide) in Eq. 2.4 varies from ≈ 9 to 1.5 
(see Fig. 2.23). Since GB sliding is dominant throughout this entire regime, the second 
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term is far more important. Within the approximation that first term in eq.2.4 can be 
neglected, the stress in Eq. 2.4 scales directly with NGB/Ntotal. In addition, the equation 
now requires only one fitting parameter (k3), and it does not depend explicitly on grain 
size. While Eq. 2.4 was employed to explain the observed scaling of yield strength with 
NGB/Ntotal, it is worth noting that, indeed, the observation of such scaling reinforces the 
assumption in Eq. 2.4 that grain boundary sliding scales with grain boundary volume.   
Lastly in this section, the dependence of k3 in Eq. 1 on strain rate should be 
mentioned. From Fig. 2.21, k3 decreases with increasing strain rate. Since the yield stress 
is attributed to GB sliding, it must be assumed that this behavior cannot result from the 
nucleation of dislocations at the GB’s. Rather this behavior must be associated with the 
potential pathways for grain boundary sliding. It can be imagined that there are a number 
of such pathways requiring different stresses for activation. At the highest strain rate, the 
deformation may not be sufficiently rapid along the pathway requiring the lowest stress 
to prevent the stress from continuing to rise and activating other, higher stress pathways. 
At lower strain rates, the condition for yielding is met by deformation only along the 
lower stress pathways.  
2.6 Yield strength of GB-doped nanocrystalline metals 
           Section 2.4 and 2.5 have shown the importance of GB sliding to plastic strain in nc 
metal, especially at the onset of plastic strain (yield point). This is particularly relevant 
for grain sizes smaller than ~20 nm. It is for this reason, indeed, that the conventional 
Hall-Petch behavior of nc metal breaks down. The question still remains, however, 
whether this behavior is intrinsic to nc-metals, or whether sliding can be suppressed and 
the theoretical strength of materials realized.  In this section, it will be shown that by 
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doping GBs with suitable impurities, GB sliding can be significantly, resulting and 
significant enhancements in yield strength achieved. 
          The samples in this study were created using a Voronoi polyhedra construction, 
with the samples containing 38 grains and an average grain size of 8 nm. Samples were 
then relaxed at 300 K for 20 ps to minimize the enthalpy. Solute atoms were placed in 
these nc-samples using a hybrid MC/MD approach [35], similar to that employed by Caro 
et al [16]. The algorithm employs the semi-grand canonical ensemble to locate solute 
atoms in the sample. Solute atoms are thus introduced into the initially pure nc-Cu 
structure by changing the atomic identities of individual atoms, based on a given 
difference in chemical potential. This procedure partitions solute not only between the 
grain interiors and the GB’s, but also preferentially among the various GB sites. The 
method, as employed here, finds the thermodynamic equilibrium distribution of solutes in 
a constrained microstructure, i.e., precipitation is excluded. Generally this microstructure 
is of interest for nc-materials. Details of the algorithm and assumptions are described 
elsewhere [16,36]. In this work, Nb, Fe, and Ag were selected as solutes and placed in 
nc-Cu samples with the average compositions varying from 0 to ~1.9 at.% for Nb, ~1.5 
at.%  for Ag, and ~1 at.% for Fe. Interatomic potentials employed for pure Cu and the 
alloy samples derive from references [37,38,39,40] respectively. Partial radial 
distribution functions for the solutes in GB’s were calculated to determine whether the 
solute atoms had precipitated. At higher solute fractions, precipitation was observed in 
some cases, and these were not used in the present study. In order to understand the 
significance of placing solute by the MC/MD method (referred to hereafter as MC/MD 
samples), a second set of nc-Cu-Nb samples with up to ~1.6 at.% Nb was created, with 
the solute placed randomly in GB’s (referred to as random-GB samples). Deformation 
45 
 
rates of 1 x 109 s-1 and 1 x 108 s-1 were employed. When the samples do begin to yield, 
typically at a strain of ≈ 4-5%, the plastic deformation is dominated by GB mechanisms 
(~70-80% of total plastic strain for 8nm sample), i.e., deformation by GB sliding and 
grain rotation rather than dislocation glide. These findings are consistent with the work 
presented in earlier sections. 
 
Figure 2.24a. Atomic configuration of 
an MC/MD Nb-doped Cu 
nanocrystalline sample showing that 
solute is fully segregated in GBs. 
Figure 2.24b. Grain boundary energy as a 
function of solute concentration in nc-Cu. 
 
Fig. 2.24a shows the atomic configuration of a MC/MD nc-Cu-Nb sample. Here it 
is seen that nearly the entire Nb is located in the GB’s. Acceptance rates for atom 
switching in the GB’s during construction of the alloys, moreover, are many orders of 
magnitude higher than those in the grain interiors. This is true for all of the alloys studied. 
The GB energy was calculated according to Weissmüller and co-workers [41,42,43], 
  =  − Γ( ! + Δ"#$%), (2.5) 
where γ0 and γ are GB energy of pure and solute-doped states respectively, Γ is average 
coverage of solute in the GB’s (which is proportional to the solute concentration in the 
present case), -klnXL is the entropy change of the system on adding GB’s, and ∆Hseg is the 
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segregation enthalpy of the solute atoms. In creating our sample by MC/MD simulation, 
which was performed at 500 K, the entropy change has only little effect on the free 
energy. Therefore, the GB energy reduces to, 
  =  − ΓΔ"#$%.     (2.6) 
As the average solute concentration becomes small, the GB energy approaches the GB 
energy of the pure state. This method of calculation had been used previously [44,45], 
and as pointed out in those studies, nc-materials are stabilized against grain growth when 
the GB energy approaches zero. The dependence of GB energy on solute concentration is 
shown in Fig. 2.24b for the three nc-Cu alloys studied here. The filled symbols refer to 
MC/MD alloys, while the open circles refer to random-GB alloys. In each case the GB 
energy decreases nearly linearly with average solute concentration, It is observed, 
moreover, that the addition of ≈ 1.9 at.% Nb (using MC/MD) leads to a reduction in the 
GB energy to ≈ 0 eV/atom. Also of note is that the reduction of GB energy in the random-
GB samples is significantly smaller than in the MC/MD samples. 
Figure 2.25a. Stress-strain curve of pure and 
Nb-doped nanocrystalline Cu at constant 
strain rate 1 x 109 s-1. Potential energy as a 
function of strain of Cu 0.8 at% Nb MC/MD 
and random samples is shown in inset. 
Figure 2.25b. Yield stress of MC/MD 
nc-Cu alloys as a function of solute 
concentration at constant strain rate 1 x 
109 s-1. 
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Fig. 2.25a shows representative stress-strain curves for pure nc-Cu, nc-Cu doped 
with Nb. Large enhancements in both the yield and flow strength of solute-doped samples 
are observed in comparison with the pure sample. This is particularly true for MC/MD 
samples. Notably, extensive softening is observed in the MC/MD samples after the onset 
of yielding. I attribute this softening to the destruction of the well equilibrated GB 
structure in these samples. As shown in the inset, the potential energies of the MC/MD 
samples increase after yielding and approach those of the random-GB samples. This 
thesis, however, focuses only on yield strength.   
Fig. 2.25b shows the yield strength in nc-Cu as a function of solute concentration 
for the three MC/MD alloys investigated. The yield strength, like the GB energy, 
increases nearly linearly with solute concentration up to ~1.2 at.% for the three types of 
solute. At larger concentration, the strength of the Cu-Nb samples appears to approach 
saturation. The solute concentration in the GB’s at this transition point is ≈ 6 at.% for Cu-
Nb, and solute-solute interactions are likely to become significant. The yield strength of 
the sample with 1.2 at% Nb has increased by ~60% with respect to the pure sample, 
while for the samples with 1.2 at% Ag or Fe, the increase is ~30% and ~20% 
respectively. These large increases in yield strength are remarkable considering the 
already high strength of pure nc-materials. For example, the strength of defect-free single 
crystalline Cu deformed in compression along [100] is ≈ 3.7 GPa [46]. The strength of 
the nc-Cu-Nb sample thus appears to be saturating very close to the value of this 
“theoretical” strength of Cu. This observation is analogous to the so-called Borisov 
model of diffusion [47], for which the activation energy for GB diffusion increases to that 
of self diffusion as the GB energy falls to zero. 
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Figure 2.26a. Yield strength as a function of 
GB energy of solute-doped nc-Cu at strain 
rate of  1 x 109 s-1, Cu-Nb (■), Cu-Nb random 
(◊), Cu-Ag (▼), Cu-Fe (●). All samples are 8 
nm in diameter except (◄) 4 nm and (►) 15 
nm Cu-Nb, which are normalized by 
NGB/Ntotal value (see text).  
Figure 2.26b. Linear relationship 
between GB energy and excess GB 
volume of nanocrystalline samples. 
 
 
Figure 2.27 Yield strength as a function of GB energy of solute-doped nc-Cu at strain 
rate of 1 x 109 s-1 (solid symbols) and 1 x 108 s-1 (open symbols), Cu-Nb (■), Cu-Ag (▼), 
Cu-Fe (●). All samples are 8 nm in diameter except (◄) 4 nm and (♦) 15 nm Cu-Nb, 
which are normalized by NGB/Ntotal value (see text). 
 
 The correlation between yield strength and GB energy, suggested by Figs. 2.24b 
and 2.25b is shown explicitly in Fig. 2.26a, where the yield strengths for all samples are 
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plotted as a function of their GB energy. The datum with the highest GB energy refers to 
pure nc-Cu. Nearly all of the data for the MC/MD samples lie on a single curve, with 
only the samples with high concentrations of Nb placed randomly in GB’s deviating from 
this behavior. Analysis of these samples shows, however, that these deviations may 
derive from an overestimation of their GB energies. As shown inset in Fig. 2.26a, the 
fraction of Nb solute without Nb nearest neighbors is larger for the samples created by 
MC/MD than by random placement, with the difference increasing with solute 
concentration. It indicates that the MC/MD method better spaces the Nb solute in GB’s. 
Since the calculation of GB energy assumes isolated solute in GB’s, i.e., Henrian 
behavior, the values of GB energies for the random-GB alloys and those for the high-
concentration MC/MD alloys may be too high. A similar effect was observed for Fe 
solute (but not shown here). 
The correlation between yield strength and GB energy can be explained by the 
heuristic model that was introduced in earlier sections (Eq. 2.2). At small strains, less 
than ≈ 4-5%, GB sliding is known to predominate, and the second term is far more 
important [48]. The stress in Eq. 2.2 now refers to the yield stress, i.e., small-strain 
regime, and consequently the yield stress should scale almost linearly with 
EGB.(NGB/Ntotal), where for pure samples, EGB is assumed constant (~0.085 eV/atom). As 
shown in section 2.5, GB relaxation during thermal annealing can be explained simply by 
the reduction in NGB. Eq. 2.2 then requires only a single fitting parameter (k3), and the 
yield strength does not depend explicitly on grain size. 
 In contrast to the relaxation discussed in section 2.5 using thermal annealing, solute 
additions leave NGB/Ntotal nearly constant (≈ 0.25) but they systematically decrease EGB. 
NGB/Ntotal varies by less than ~10% in the different samples since the solute concentration 
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is small. All samples have the same grain size and were annealed for the same amount of 
time. Fig. 2.26a demonstrates that the predicted scaling of yield strength with total grain 
boundary energy, EGB(NGB/Ntotal) remains valid for these alloys. As an additional test of 
this model, nc-Cu-Nb samples with two other grain sizes, 4 nm and 15 nm, were created. 
Yield stresses as a function of EGB for these samples doped with different amount of Nb 
solute by the MC/MD method are also shown in Fig. 2.26a.  The EGB for these samples 
has been scaled, however, by NGB/Ntotal for comparison with the 8 nm samples. These 
data fit very well with the trend of the 8 nm samples. Simulations at a lower strain rate (1 
x 108 s-1) also showed the same trend (Fig. 2.27), although the absolute value of the yield 
strength decreased by ~10%.  
 
Figure 2.28 Linear relationships between lattice mismatch of solute and matrix atoms 
versus GB energy and yield strength of nanocrystalline samples.  
 
 It is noted above that the yield stress scales with NGB in pure nc-Cu, and thus in that 
case it also scales directly with GB volume. Such volume scaling is now examined in this 
set of alloys. NGB, however, is no longer a valid measure of GB volume since the 
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different solutes have different atomic volumes. The GB volume is thus calculated 
directly; the excess GB volume (per GB atom) is defined as the difference in volume of 
the nc-sample and a single crystalline sample having the same number of atoms, 
normalized by the number of GB atoms. This definition is consistent with previous work 
[49]. The calculation is performed at 10 K. Fig. 2.26b shows for the samples investigated 
that the excess GB energy scales linearly with excess GB volume, which was also found 
for elemental metals [50]. The linear relationship between GB energy and GB excess 
volume implies that the yield strength can also be described as a function of the GB 
excess volume.  
 Lastly, the efficacy of each type of solute for increasing the yield strength is 
discussed. Plotted in Fig. 2.28 are the decrement of GB energy (dEGB/dc) and the 
increment of yield strength (dσy/dc) as a function of lattice constant increment (da/dc) in 
single crystalline Cu, i.e. lattice mismatch. The nearly linear trend shows that strength 
increases nearly proportionately to the atomic size mismatch. This finding, that strength 
increases with increasing atomic volume of the solute, agrees with the results of ref. [18], 
where Lennard Jones potentials were employed. 
2.7 Conclusions 
Plastic strain in nc- materials derives from both GB sliding and dislocation glide. 
In this thesis I developed a method to distinguish these two contributions in MD 
simulations using local Burger vector analysis. The first conclusion of this chapter is that 
dislocations significantly contribute to plastic deformation of nanocrystalline materials 
for grain sizes as small as 5nm. At the slowest studied strain rate, 1x108 s-1, dislocations 
are responsible for ≈ 50% of the net strain in the sample. At higher strain rates, this 
fraction decreases, a result that can reasonably be attributed to the finite rate at which 
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grain boundaries can relax. For similar reasons it is found that the contribution of 
dislocation glide to the total strain initially increases with strain as the GB’s relax. It 
cannot be ruled out, however, that part of this increase arises from increased nucleation 
sites for dislocation from defects formed within the grain interiors. The work also 
illustrates that the flow stress first increases with increasing grain size above 5 nm 
(inverse Hall-Petch), and then decreases as the grain size increases beyond ≈ 12nm. It is 
in this regime when the ratio of the contributions to strain from dislocations and GB 
sliding crosses unity.  It appears that at least a part of the decrease in strength with 
decreasing grain size arises from incomplete relaxation of GB’s in creating the samples. 
The simulations also illustrate that the dislocation glide contribution to the strain arises 
not only from partial dislocations, but also from trailing partials that create perfect 
dislocations and twinning.  
The second conclusion of this work is that by relaxing the grain boundaries by a 
brief high-temperature annealing treatment, the strength of nanocrystalline materials can 
be greatly modified. In particular, plasticity in unrelaxed samples show a transition from 
normal Hall-Petch behavior for grain sizes above ≈12 nm to inverse Hall-Petch; in 
partially relaxed samples, a regime below 12 nm is observed where the strength becomes 
independent of grain size; and in samples undergoing grain growth during relaxation, H-P 
behavior extends to significantly smaller grain sizes. The analysis linking the relationship 
between GB sliding and GB relaxation offers a key to resolving the long standing 
controversy concerning the inverse H-P relation, as it illustrates that grain size alone is 
not sufficient to characterize hardness in nanoscale systems, but that characterization of 
GB relaxation is required as well. This work has also shown that there is a simple scaling 
between yield strength and the fraction of atoms lying on grain boundaries. While this 
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fraction increases with decreasing grain size, it also depends on the degree of relaxation 
of the boundaries. The simple scaling law is valid in a grain size regime where the yield 
strength is determined predominantly by grain boundary sliding. 
Molecular dynamics simulation was also used to study yield strength in solute-
doped nc Cu samples. The primary results are that grain boundary energy decreases as 
solute concentration increases, and the yield strength scales with GB energy. The study 
reveals, moreover, that the grain boundary energy depends on the type of solute in the 
GB’s and whether the GB’s are suitably relaxed. Solutes with a large size mismatch are 
more effective in reducing GB energies. The results suggest a new scaling behavior for 
the onset of plasticity in nanocrystalline materials, one that is controlled not by the grain 
size alone, but by a combination of both grain size and the degree of GB relaxation, as 
measured by the specific grain boundary energy of the sample. 
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CHAPTER 3 
 
STRUCTURAL STABILITY OF MULTI-PHASE IMMISCIBLE ALLOYS 
UNDER HIGH TEMPERATURE ION-IRRADIATION 
 
3.1 Introduction and background knowledge 
Green renewable sources of energy have been the catch phrase in all plans for a 
sustainable global energy policy. Yet, no such technology appears on the horizon that is 
capable of achieving this goal. With photovoltaic, wind power, bio-fuels, etc. 
technologies appearing either of limited capacity or not yet sufficiently developed, 
nuclear energy seems to be the only viable near-term solution. Nevertheless, its safety has 
been reason for concern, and it will become an even greater issue if the nuclear industry 
were to be largely expanded and widely used around the world. With the past 
catastrophic accidents at Chernobyl in 1986 and Fukushima Daiichi in 2011, nuclear 
technology requires renewed efforts to improve safety in every aspect of a nuclear plant. 
In addition, a nuclear future calls for more efficient plants, operating at higher 
temperatures and operating at greater levels of radiation. Materials research can play a 
role in both of these issues by developing new materials that are resistant to degradation 
in the extreme environments predicted for advanced reactor technologies. In this thesis I 
will focus on the basic science required for developing radiation resistance materials. 
Long-term evolutions of materials under irradiation are largely due to the production of 
sustained net fluxes of point defects. The origin of these fluxes is the supersaturation of 
point defects produced by particle irradiation, which is only partially diminished by 
recombination. Moreover, both the production and elimination of the freely migrating 
point defects are spatially biased so that vacancies and interstitials become separated. 
This is known to lead to dimensional instabilities in the materials, swelling from the 
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sustained growth of vacancy clusters and accelerated creep from the increased rate of 
climb of dislocations; it also can result in solute segregation and phase instabilities. The 
most well-known strategy to solve the problem is providing high densities of internal, 
unbiased sinks or traps for irradiation-induced defects. This is not a new strategy; 
additions of solutes that trap point defects have long been suggested for this purpose [1]. 
The difficulty has been maintaining the high densities of traps/sinks during prolonged 
irradiation, particularly at very high temperatures, owing to such processes as radiation-
induced (or enhanced) segregation, precipitation, and grain growth. Various methods are 
presently being tested to overcome these problems. For example, nanocrystalline alloys 
are prepared with solutes that segregate to grain boundaries and dramatically reduced 
grain boundaries energies [2]. Other work employs self-organization to stabilize two-
phase alloys [3,4]. Perhaps the simplest method for maintaining high densities of defect 
sinks is the addition of high densities of nanometer inclusions [5]. Indeed, extensive 
investigation is now underway for synthesizing and testing nanoscale oxide dispersion 
strengthened (n-ODS) steels for nuclear applications [6]. While directly investigating n-
ODS materials is important, these structures are too complex to develop a thorough 
understanding of how they function or how they might be dramatically improved. In this 
chapter, another approach is adopted whereby much simpler materials are studied, but 
materials, nevertheless, possessing similar properties as n-ODS alloys. These materials 
may not be technologically relevant, but they can provide insights necessary for advanced 
alloy design. Specifically, binary and ternary highly immiscible alloys are studied 
systematically, using Cu as the representative matrix material.  
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In the first part of the chapter, Cu-Mo and Cu-W binary alloys were studied in 
depth using both experimental and Molecular Dynamics (MD) computer simulation 
methods. As I will show, these alloys can be exposed to irradiation doses far exceeding 
75 displacements per atom (dpa), while at temperatures over 0.65Tm for Cu90Mo10 and 
0.85Tm for Cu90W10, without significant alteration of their microstructures. Computer 
simulations help to explain the remarkable stability of these alloys under irradiation.  
Several issues must be considered in developing radiation resistant materials. At 
the top of the list are: (i) the alloy must have good properties, for example, indeed 
providing a good sink structure for point defects, creep resistance, ductility etc., and (ii) it 
must be readily processed. Because of the extreme immiscibility of Mo and W in Cu, 
these refractory metals are difficult to incorporate into Cu at levels of more than a few 
percent, even by high-energy methods such as ball milling. Thus in the latter part of the 
chapter, the possibility of gaining far greater flexibility in the production of radiation 
resistant materials by using only small amounts of Mo or W to stabilize the 
microstructure of Cu, and then adding a third element to add functionality will be 
explored. In this first investigation using ternary alloys for this purpose, the stability of 
Cu-Nb-W alloys was examined. Nb was selected for this study since Cu/Nb interfaces 
have been shown to provide efficient sinks for point defects in Cu as well as traps for He 
gas [7,8,9]. Previous work had shown, on the other hand, that Nb precipitates in binary 
Cu-Nb alloys and undergo extensive coarsening above ≈ 400°C [10]. It is investigated 
here whether this coarsening can be suppressed by a small addition of the more refractory 
element W.  Suppression of precipitate coarsening by addition of a second solute has 
indeed been observed in other alloy systems, in particular in Al-Sc-Zr [11,12]. Clouet et 
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al. [13] showed that the slower diffusivity of Zr compared to Sc in the Al matrix leads to 
the formation of core-shell Al3(ScxZr1-x) precipitates, which contribute to higher 
resistance to coarsening compared to that of Al3Sc precipitates. A more recent 
development by Seidman and Dunand [14,15,16] is to add another “shell” layer onto the 
core-shell structure of Al3(ScxZr1-x) precipitates to further improve the high temperature 
creep properties. In the present chapter, I will show that by adding just 1.5 at% of W to a 
Cu90Nb10 alloy, the microstructure of the alloy is stabilized to temperatures exceeding 
0.8Tm. Moreover, it shows the surprising result that the precipitate size reaches a 
maximum during annealing at 750°C, and decreases at higher temperatures. Kinetic 
Monte Carlo simulations were used to help rationalize the experimental observations. 
3.2 Experiment procedures 
The dilute Cu alloy specimens were grown on oxidized Si wafers using a DC 
magnetron system with two separate sources. Typical film thicknesses were ≈ 200 nm. 
The base pressure in the growth system was ~ 2 x 10-8 torr, and the operating pressure 
during growth was ~ 2 x 10-3 torr Ar. The precise compositions and thicknesses of the 
alloy films were determined after growth using Rutherford backscattering (RBS). The 
samples were irradiated with 1.8 MeV Kr+at different temperatures; the pressures were 
less than ≈ 5 x 10-8 torr. The projected range of Kr at this energy is ≈ 300 nm [17], which 
is more than the thickness of the film.  The deposited damage energy, moreover, is nearly 
uniform throughout the entire film, increasing by ≈ 20% from the front to back sides of 
the film. The beam current was maintained at ≈ 100 nA, which limited beam heating to 
less than ≈ 10°C, as measured during irradiation. All of the samples for a given 
irradiation temperature, including non-irradiated samples, were part of the same wafer 
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and held at temperature for the same length of time. In this way thermal growth of 
precipitates could be distinguished from that enhanced by irradiation. The samples were 
characterized by x-ray diffraction, using the Scherrer equation to determine the sizes of 
the precipitates and Cu grains. Selected samples were examined by transmission electron 
microscopy (TEM) using either bright field or high angle annular dark field (HAADF) 
imaging.  
3.3 Highly immiscible binary alloys under high temperature ion-irradiation 
3.3.1 Experiment results 
The effects of thermal annealing and irradiation at high temperatures on the sizes 
of Mo and W precipitates are shown in Fig. 3.1a, and the effects on grain size are shown 
in Fig. 3.1b. The irradiation dose was 3 x 1016 ion-cm-2, or ≈ 75 displacements per atom 
(dpa), which is sufficiently high for the specimens to reach a nearly steady state 
microstructure. Total time at temperature was ≈ 1 x 104 s. TEM images of selected 
thermally annealed and irradiated samples of both alloys are shown in Fig. 3.2. 
Reasonably good agreement between the particle sizes deduced from the TEM images 
and X-ray diffraction is obtained (see caption in Fig. 3.2). 
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Figure 3.1a Precipitate size versus temperature 
during thermal annealing or irradiation at high 
temperature in Cu-Mo and Cu-W alloys. Blue 
solid line is a fit to Eq. 3.5. The two data for 
annealed Cu-Mo at the highest temperatures 
are from ref. [18]. 
Figure 3.1b Grain size versus temperature 
during thermal annealing or irradiation at high 
temperature in Cu-Mo and Cu-W alloys. 
 
As seen in Fig. 3.1a, Mo and W begin to precipitate thermally at ~ 400 oC, and ~ 
550 oC, respectively. After this precipitation stage, the particle size remains nearly 
constant, until the annealing temperature is raised an additional 200 °C, ≈ 0.65Tm for Cu-
Mo and 0.85Tm for Cu-W, where Tm is the melting temperature of Cu, 1083 °C. Tracer 
impurity diffusion coefficients of Mo and W in Cu are not available in the literature, 
however, if I assume precipitation results from solute diffusion to grain boundaries, and 
that the nucleation barrier for precipitation is negligible, then using  
−1 =
3
2

	
2
, with τ ~ 104 s and L ~ 30 nm, I obtain D ~ 3 x 10-17 cm2-s-1. While the self-
diffusion coefficient of Cu reaches this value at ≈ 350 °C [19], diffusion coefficients of 
refractory solutes such as Ir and Ru do not until ≈ 550°C [20], and this temperature is 
consistent with the onset of precipitation of Mo and W in Cu.  
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Figure 3.2a STEM Z-contrast image of 
Cu90Mo10 annealed at 580°C. The average grain 
size is 6.8 nm. 
Figure 3.2b STEM Z-contrast images of 
Cu90Mo10 2 x 1016 irradiated at 630°C. The 
average grain size is 7.2 nm. 
 
 
Figure 3.2c Bright-field image of Cu90W10 
annealed at 900°C. The average grain size is 8 
nm. 
Figure 3.2d Bright-field image of Cu90W10 2 x 
1016 irradiated at 900°C. The average grain size 
is 13 nm. 
 
Precipitate growth in these same samples irradiated to a dose of ~3 x 1016 shows 
different behavior. Surprisingly, both Mo and W precipitate during irradiation at room 
temperature (RT), but they show little additional coarsening until much higher 
temperatures. For both alloys, the precipitate size increases from ~3 nm to ~5 nm as the 
temperature is increased from RT to 550 oC. These sizes, moreover, are saturation sizes, 
i.e., after ≈ 10 dpa, no additional growth was observed. Above 550 oC, Mo precipitates 
grew rapidly with increasing temperature, but this can be attributed to thermal and not 
irradiation-enhanced coarsening, as the sets of data for the unirradiated and irradiated 
samples overlap at these high temperatures. For the Cu-W alloy, the precipitates increase 
gradually in size to a significantly higher temperature, ≈ 800 oC; but then, similar to the 
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Mo precipitates, they grow rapidly with temperature, following closely the thermal 
annealing curve. One difference observed for the Cu-W alloy is that at ≈ 850 °C, the 
precipitate size of the irradiated sample is noticeably larger than the thermally annealed 
sample (See Figs. 3.1, 3.2c, and 3.2d). This difference, which is explained below, is not 
likely due to an error in temperature measurement since the thermally annealed sample is 
part of the same film being irradiated, but just outside the irradiated area. 
The high thermal stability of the microstructure of Cu90Mo10 and Cu90W10 alloys 
presumably derives from the combination of the low tracer diffusivity, and small 
solubility of these two solutes in Cu, combined with Zener pinning of grain boundaries 
[5]. The effect of Mo additions on the microstructural evolution of Cu during thermal 
annealing had been reported previously on samples prepared by mechanically alloying. In 
those studies [18], however, the Mo particle size could not be reduced below ≈ 20 nm 
(see Fig 3.1). The reasons for the stability of these alloys under intense irradiation is next 
considered, addressing effects of irradiation enhanced diffusion, recoil re-solution, and 
thermal-spike diffusion. 
In the presence of irradiation, thermally activated diffusion can be expressed in 
the form, 
 
v
RED th i i i
0
cD D c D
c
β= +  (3.1) 
where cv and ci are the concentration of vacancies and interstitials under the specific 
irradiation conditions, co is the equilibrium concentration of vacancies, Dth is the thermal 
diffusion coefficient of the solute in the matrix, βi is a factor that includes the correlation 
factor of interstitials as well as any preferential hopping of interstitial-solute complexes, 
and Di is the diffusivity of interstitials. For oversize solutes, such as Mo and W in Cu, 
65 
 
interstitials are unlikely to couple to solute and the second term in Eq. 3.1 can be 
neglected. The first term in Eq. 3.1 can be evaluated by first comparing the diffusion 
coefficients of these alloys with, or without, irradiation, i.e., (cv-co)/co. It can be assumed 
that owing to the small grain size, vacancies annihilate predominantly at grain 
boundaries. This assumption yields an upper limit on the radiation enhanced diffusion 
coefficient. The vacancy concentration in this case is given by, 
 ( )v v odc K c cdt α= − −  (3.2) 
where K is the defect production rate, and 
2
v
2
3 D
L
pi
α = . Dv is the vacancy diffusivity in 
Cu, and L is the grain size. At steady state, 
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where D = coDv, the self diffusion coefficient in Cu. It thus yields, 
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In the present experiments, K ~ 1 x 10-3 s-1 (this value assumes an efficiency 
factor of 10% for freely migrating defects relative to the usual modified Kinchin-Pease 
formula [21,22,23]), and L ~ 30 nm. At T ≈ 450 °C the ratio on the left in Eq. 3.4 is unity, 
and thus the contributions of radiation enhanced diffusion and thermal diffusion at this 
temperature is equal. At increasingly higher temperatures, the ratio rapidly decreases and 
radiation enhanced diffusion becomes negligible compared to thermal diffusion. Since 
the value calculated for radiation enhanced diffusion represents an upper limit, and since 
this value is insufficient to cause precipitation or coarsening thermally at T = 450 °C, 
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radiation-enhanced diffusion in these two alloys at all temperatures can be ignored. Note 
that this is strictly a consequence of the small grain size. 
The effect of ion beam mixing on coarsening is next considered. In moderately 
immiscible alloy systems, such as Cu-Ag, ion beam mixing leads to the dissolution of 
precipitates [24]. This is due to the ballistic mixing of precipitate and matrix atoms in 
displacement cascades. Typically, ballistic mixing is comprised of both diffusion in the 
thermal spike and recoil mixing. Since Mo and W are strongly immiscible in Cu, i.e., 
they are immiscible even in liquid Cu, only recoil mixing contributes significantly to 
ballistic mixing in these systems [25], and this mixing is quite small, resulting in very 
slow dissolution rates. On the other hand, recoil mixing increases solute solubility in the 
matrix, and thus there is a possibility that recoil mixing, in combination with thermal 
diffusion, contributes to coarsening in these highly immiscible alloy systems. The 
following kinetic Monte Carlo (KMC) simulations were performed by Dr. Schwen. The 
calculation of the evolution of W or Mo 
precipitates in Cu was done using the 
following procedure. He first employed a 
binary collision code to calculate the recoil 
mixing of Mo precipitates in Cu. The code 
is similar to SRIM; however, it allows for 
three-dimensional objects (spheres) in bulk 
samples [26]. He then employed a first-
passages kinetic Monte Carlo code [27,28] 
to calculate the precipitate evolution, 
 
Figure 3.3 First-passage kinetic Monte Carlo 
simulations illustrating self-organization in 
highly immiscible systems: initial bimodal 
distributions (dotted lines) evolve toward 
broad unimodal distributions (solid lines).  
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assuming that each Mo atom recoiling into the Cu matrix performs a thermally activated 
random walk until it returns to its own precipitate or finds another one. He did not allow 
nucleation of new precipitates, a process that can only lead to a reduction in precipitate 
size. In the limit of infinite dilution, i.e., solute never finds other precipitates, he 
calculated that a precipitate with radius 5 nm dissolves only after a dose of 75 dpa. This 
result immediately shows that any changes in precipitate size by this mechanism must be 
slow. Results for the non-dilute situation are shown in Fig. 3.3; in this case the alloy 
concentration is Cu-1at.% Mo. The initial conditions are a bimodal distribution of 
precipitates sizes, with radii 1.25 and 1.60 nm (left) or 2.55 and 3.2 nm (right). The two 
important observations are (i) small precipitates grow at the expense of the large 
precipitates and (ii) the change in the size distribution occurs very slowly. This type of 
behavior has been described previously in terms of inverse Ostwalt ripening [29]. A 
discussion of those models and their assumptions can be found in the literature [30]. The 
important point here is that irradiation cannot lead to coarsening in these strongly 
immiscible alloys. Similar considerations may also be relevant to the stability of nano-
ODS alloys [6]. 
3.3.2 Molecular Dynamics simulation results 
The coarsening observed at low temperatures in these strongly immiscible alloys 
is noteworthy because it occurs at temperatures where thermally activated diffusion is 
negligible. MD simulation is then the appropriate tool to explain how this occurs. First, 
Mo atoms initially in solution migrate in the liquid phase of the thermal spike and begin 
to form small precipitates. Fig. 3.4a and 3.4b illustrate the liquid droplet structure in Cu, 
while Fig. 3.4c shows Mo precipitation within a single cascade event. For these 
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simulations, it was assumed that the cascades created by 1.8 MeV Kr+ ions in Cu break 
up into subcascades, with average energy ≈ 50 keV [31].  For these 50 keV cascades, the 
volume of the melt, Fig. 3.4d, was obtained using the criteria that an atom belongs to the 
melt if it has a kinetic energy greater than 3/2 kTm and at least three nearest neighbors 
also having  kinetic energies greater than 3/2 kTm. These criteria yield similar results as 
using the centrosymmetry parameter [32], and it is consistent with images like those 
shown in Fig. 3.4a and 3.4b. Fig. 3.4d illustrates that the melt zones are on the order of ≈ 
5 nm and weakly dependent on temperature until the temperature approaches Tm. This 
behavior can be understood by using the Seitz-Koehler approximation, for which the size 
of the melt is estimated by conservation of energy, i.e., 
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where α is a factor, ≈ 0.6 obtained by comparison with the MD simulations (see Fig. 3.1). 
The low-temperature coarsening behavior can be now understood by assuming that 
precipitates nucleate in the thermal spike and then grow by cluster aggregation in 
subsequent cascade events. After precipitates grow to the approximate dimensions of the 
cascade melt, they can no longer diffuse in the thermal spike, and further coarsening is 
suppressed. Notice that the volume of the melt zone increases rapidly for irradiations 
above ≈ 800°C. For this reason, growth of W precipitates in Cu can become significant 
even before their thermal growth becomes dominant at ≈ 900°C. 
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Figure 3.4a Thermal spike liquid droplet 
structure at 200 K 
Figure 3.4b Thermal spike liquid droplet structure 
at 750 K 
 
 
Figure 3.4c Mo precipitation within a 
single cascade event at 750 K. 
Figure 3.4d Melting volumes for irradiation at 
200K, 500K, and 750 K. 
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3.4 Highly immiscible ternary alloys under high temperature ion-irradiation 
3.4.1 Experiment results 
X-ray diffraction data shown in Fig. 3.5 illustrate the strong effect of W additions 
on coarsening in Cu alloys. Cu-Nb, Cu-W, and Cu-Nb-W alloys were all annealed for 
≈ 1×104 s at ≈ 600˚C. Nb in the binary Cu90Nb10 alloy shows extensive precipitation. 
Notice that the lattice parameter of the Cu-rich phase attains the value expected for pure 
Cu, while the Nb peak is slightly shifted to larger diffraction angles. W in the Cu-W 
alloy, on the other hand, shows only weak precipitation and the lattice parameter of Cu is 
dramatically shifted to smaller Bragg angles. The precipitate peak in the ternary alloy 
indicates that the Nb precipitates are not pure but contain W or possibly Cu. In addition, 
the precipitate size in the ternary alloy appears to be much smaller than that in the Cu-Nb 
binary alloy. 
 
Figure 3.5 X-ray diffraction spectra from Cu90Nb10, Cu90W10, and Cu89Nb9.5W1.5 
annealed at ≈ 600˚C for 1×104 s. Dashed lines correspond to (110) Bragg peak position 
for pure Nb and W, and to (111) peak for pure Cu 
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The results for precipitate coarsening and grain growth during thermal annealing 
at high temperatures are shown in Fig. 3.6 for a series of Cu-Nb-W alloys. As seen in Fig. 
3.6a, Nb and W begin to precipitate at ≈ 300˚C, and ≈ 600˚C, respectively. Following this 
precipitation stage, the W precipitate size remains nearly constant, until the annealing 
temperature is raised an additional 300 °C (0.85Tm), while Nb precipitates grow rapidly 
above 400˚C. If, as discussed above, it is assumed that the nucleation barrier for 
precipitation is negligible owing to the very large solute supersaturation, the bulk 
diffusion coefficient required for precipitation can be roughly estimated by calculating 
the time required for the solute atoms to reach the grain boundaries (note that 
precipitation takes place both homogeneously and heterogeneously, see below). Again 
using a sink strength of 3pi 2 / L2  for point defect elimination on grain boundaries, where 
L is the average grain diameter, the characteristic time for solute diffusion to grain 
boundaries is , so the observations of onset of precipitation for times of the 
order of τ ~ 104 s for L ~ 30 nm yield a solute diffusion coefficient D ~ 3 x 10-17 cm2-s-1. 
The diffusion coefficient of Nb in Cu reaches this value at ≈ 400 °C [33]. The diffusion 
coefficient of W in Cu is not available in the literature; however, if it assumes that it is 
similar to those in such refractory solutes as Ir and Ru [20], then it would expect W to 
begin precipitating at ~ 550 °C. These estimates are thus in good agreement with the 
current experimental findings. 
τ = L2 / 3pi 2D
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Figure 3.6 (a) Precipitate size versus temperature after thermal annealing in Cu-Nb, Cu-
W, and Cu-Nb-W alloys. (b) Grain size versus temperature after thermal annealing at 
high temperature in Cu-Nb, Cu-W, and Cu-Nb-W alloys. 
 
The coarsening behaviors of Cu89Nb9.5W1.5 and Cu86Nb10W4 are intermediate to 
Cu90Nb10 and Cu90W10. Both alloys show precipitation by ≈ 500˚C, however, the sizes of 
the precipitates are very significantly reduced compared to those in Cu90Nb10. The 
precipitates continue to grow in both alloys until ≈ 700˚C, at which point they begin to 
show an apparent inverse coarsening behavior, i.e., the precipitate sizes decrease with 
further increasing the annealing temperature. By ≈ 850˚C, the precipitate sizes in these 
alloys approach those observed in Cu90W10. It is remarkable that an addition of only ~ 1 
at.% W to a Cu-Nb alloy suppresses precipitate coarsening up to ~ 0.82 Tm. Fig. 3.6b 
shows that the grain size in the Cu matrix is extremely stable for all of the alloys during 
annealing, remaining ~ 30 nm. For Cu90Nb10, the precipitate size, in fact, becomes as 
large as, or even larger than, the grain size.   
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Figure 3.7 (a) Bright-field image of 
Cu89Nb9.5W1.5 annealed at 600°C. (b) 
Bright-field image of Cu89Nb9.5W1.5 
annealed at 830°C. (c) Precipitate size 
distribution v. cumulative probability for 
Cu89Nb9.5W1.5 sample annealed at 600˚C 
and 830˚C. Axes are scaled so that a 
lognormal distribution would produce a 
straight line. 
 
 
Bright field TEM images of the Cu89Nb9.5W1.5 alloys thermally annealed at 600˚C 
and 830˚C are shown in Fig. 3.7. The TEM work as well as quantitative analysis was 
done mostly by Xuan Zhang. The microstructures look quite similar, as might be 
expected from Fig. 3.6. Good qualitative agreement between the particle sizes deduced 
from the TEM images and X-ray diffraction is obtained. The TEM images show, 
however, that many small particles ranging from 1-5 nm in size are observed at all 
temperatures along with larger particles ~10-20 nm in size. The ternary alloy thus 
displays a bimodal particle size distribution rather than a lognormal distribution, which is 
commonly observed in binary alloy systems. In order to quantify this observation, 
particle size histograms were built from bright field images, such as those shown in Figs. 
3.7a and 3.7b. It is noted that since precipitates are detected using diffraction contrast, the 
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absolute number of precipitates cannot be determined, but the percentile size histogram, 
which is the quantity of interest here, can be accurately measured. Precipitate-matrix 
interfaces were outlined by hand, and ImageJ software was used to generate precipitate 
area histograms. The minimum precipitate size detectable with the present method is 
≈ 2 nm, These histograms were converted to precipitate size histograms assuming 
spherical precipitates. More than 350 particles were measured at each temperature. Fig. 
3.7c displays the particle-diameter versus cumulative probability, with the axes scaled 
such that a lognormal distribution would give rise to a straight line. As seen on Fig. 3.7c, 
the precipitate size distributions do not fit well to a single lognormal distribution. A good 
fit could however be obtained using two lognormal distributions, one for small sizes and 
one for large sizes, with a transition at ~ 5 nm separating these two regimes. Similar 
behavior was observed in the atomistic simulations, which will be reported later. It is 
noteworthy that many of the large precipitates in the sample become faceted after 
annealing at 830˚C, even though they have not undergone additional growth above 
600ºC. The precipitates thus equilibrate locally with the Cu matrix, forming lower energy 
configurations, such as Nishiyama-Wasserman (N-W) or Kurdjumov-Sachs (K-S) 
interfaces, but without undergoing significant additional coarsening. The TEM analysis 
also indicated that while some precipitates were located at grain boundaries, many 
precipitates, in particular the smaller ones, formed inside the matrix grains. 
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Figure 3.8 (a) Z-contrast image of bcc precipitates in Cu89Nb9.5W1.5 annealed at 830°C; 
the precipitate near the center of the image is at a {111} zone axis. (b) EDS spectra 
collected from precipitates of three different sizes, after background subtraction. 
 
A dependence of the composition of the precipitates on their size was also 
observed. The smaller precipitates, less than 5 nm in diameter, tend to be richer in W than 
the larger precipitates. Fig. 3.8a shows a Z-contrast image of some of the small 
precipitates in the sample annealed at 830˚C, taken using the aberration-corrected STEM 
with a probe size of ≈ 1 Å. The crystallographic structure of these precipitates can be 
resolved, confirming that they are bcc. These smaller precipitates tend to be brighter than 
the larger ones, suggesting a difference in composition since the intensity in Z-contrast 
imaging scales approximately as the square of the average atomic number. Energy-
dispersive spectroscopy (EDS) was employed to further investigate this point. As 
illustrated by Fig. 3.8b the smaller precipitates are indeed richer in W, with a relative W 
concentration, CW/(CW+CNb), ≈ 6 to 10 %, whereas for the larger ones this ratio is much 
smaller, 1 to 3%.  
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Figure 3.9 Particle and grain size in ternary Cu-Nb-W alloys as a function of the relative 
W concentration, after annealing (solid symbols) or irradiation (empty symbols) at 
≈ 500˚C. 
 
In addition to investigating the microstructural stability of these Cu-based ternary 
alloys during thermal annealing, their stability under high dose irradiation was also 
studied. In section 3.4, it showed that irradiation of nanostructured Cu-based alloys has 
little effect on the microstructure above ≈ 450˚C; this is due to the sharp decrease in 
point-defect supersaturation in Cu above this temperature. Fig. 3.9 shows that this general 
finding is also true for the ternary alloys.  Here, the average precipitate and grain sizes of 
a series of Cu-Nb-W alloys are compared for samples irradiated with 1.8 MeV Kr ions at 
500˚C with samples annealed at 500˚C, but not irradiated. The irradiation dose was 
≈ 3×1016 cm-2, which corresponds to a damage level of ≈ 75 displacements per atom 
(dpa). 
3.4.2 Kinetic Monte Carlo simulation results 
 Kinetic Monte Carlo (KMC) model was used to investigate precipitation 
pathways in immiscible ternary alloy systems to explain the above experimental 
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observations for Cu-Nb-W ternary alloys. This part of work was done entirely by X. 
Zhang and included here only to understand the experimental part of the thesis. This 
model is an extension of one previously developed for binary alloys [34]. It considers 
here an A-B-C ternary alloy on a rigid lattice with a face-centered-cubic (fcc) structure. 
The simulation box, built using the rhombohedral primitive cell of the fcc lattice, 
contains  lattice sites and employs periodic boundary conditions. Atomic 
interactions are modeled using pairwise interaction energies, , with i,j = A,B,C, with 
the interactions restricted to first nearest neighbors. The equilibrium phase diagram is 
fully determined by specifying three ordering energies, ω AB , ω BC , ωCA , defined as 
. In the present case the goal is not to achieve an accurate 
parameterization of the Cu-Nb-W system, which would be in fact quite problematic 
because of the coexistence of fcc and bcc phases, but to capture the thermodynamic and 
kinetic features that play a key role in precipitation. In order to mimic the thermodynamic 
interactions of the Cu-Nb system, the A-B system is given an ordering energy, 
, which yields a heat of mixing of 8 kJ/mol for the equiatomic 
composition, and a binary miscibility gap with critical temperature Tc = 1573 K [35]. The 
A-C system is made highly immiscible, with , to reflect the 
higher immiscibility of W in Cu compared to Nb in Cu. The C-C interaction, moreover, 
has been set ≈ 10 % stronger than the B-B attraction to reflect the higher cohesive energy 
of W (-8.9 eV) than Nb (-7.57 eV). The W-Nb phase diagram, of which only the high 
temperature region is experimentally known, indicates that Nb and W form a solid 
solution, so it was assumed that Nb and W form an ideal solid solution, ω BC = 0 . Two 
compositions are selected, A89B10C1 and A86B10C4, for comparison with the two ternary 
 
64 × 64 × 64
ε ij
ω ij = 2εij − εii − ε jj
ω AB = 0.0553 eV
ω AC = 3ω AB = 0.1659 eV
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alloys studied experimentally. The detailed atomic diffusion mechanism in KMC 
simulation can be found in ref. [36] 
 
 
Figure 3.10 Average precipitate volume (a) as a function of rescaled time for four 
different alloys, A90B10, A90C10, A89B10C1, A86B10C4 annealed at T = 500˚C; (b) as a 
function of rescaled time for A89B10C1 annealed at five different temperatures, 300˚C, 
400˚C, 500˚C, 600˚C, 800˚C.  
 
All simulation runs were initiated using a homogeneous A-B-C solid solution. 
This condition mimics the as-grown samples prepared by physical vapor deposition 
(PVD) technique. These solutions were then annealed at temperatures ranging from 
300˚C to 800˚C until significant precipitation had taken place. The average precipitate 
size  as a function of the rescaled time is plotted in Fig. 3.10a for four different alloys, 
A90B10, A90C10, A89B10C1 and A86B10C4, annealed at . Initially, they all display 
exponential growth , with the factor  varying from 0.59 for A90B10 to 0.12 for 
A90C10; for the ternary systems, , falls in between. The exponent for the A90B10 alloy is 
≈ 0.5, which is expected in the coarsening regime when it is first controlled by 
coagulation, as should be the case for the parameters chosen in this study. The kinetics 
for the A90C10 alloy is so slow that the coarsening regime has not been reached. 
n
 500oC
 
n ∝ tα α
α
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Precipitate growth in the two ternary alloys proceeds initially at a rate similar to the one 
in the A90B10 alloy, but then, quite remarkably, the average precipitate size reaches a 
maximum value, and then decreases thereafter. The larger the concentration of C atoms, 
moreover, the earlier is the onset of this apparent inverse coarsening. Fig. 3.10b displays 
the average precipitate size  as a function of the rescaled time for A89B10C1 annealed at 
various temperatures. The exponents  at early times are ~ 0.5 for all temperatures. It 
should be noted, however, that for all temperatures except 300˚C, the average precipitate 
size reaches a maximum and then decreases (simulations at 300˚C are presumably too 
short to capture this effect). Furthermore, the higher the annealing temperature, the 
smaller is the precipitate size at the maximum. Fig. 3.11 displays the linear precipitate 
size as a function of temperature for the two binary alloys and the ternary alloy, 
A89B10C1. The annealing time was t = 5000 s in each case.  The precipitate size for the 
ternary alloy is seen to go through a maximum before decreasing at higher temperatures. 
KMC simulations, with suitable thermodynamic and kinetic parameters, thus reproduce 
the remarkable behavior observed experimentally in Cu-Nb-W alloys reported above. 
 
Figure 3.11 Linear precipitate size as a function of annealing temperature for A90B10, 
A90C10, and A89B10C1 annealed for t = 5000s. 
n
α
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3.4.3 Discussions 
The addition of small amounts of W to Cu90Nb10 alloys shows dramatic effects on 
the precipitation kinetics and grain size stability during thermal annealing and during ion 
irradiation at elevated temperature. The first effect of adding W to Cu90Nb10 is to reduce 
the size of the Nb precipitates under the same thermal treatment. This, however, might 
not be a surprising effect since the size is intermediate between Cu90Nb10 and Cu90W10. 
The second effect, which is much more remarkable in these ternaries, is that the average 
precipitate size reaches a maximum with annealing temperature at ~ 700˚C then 
decreases as the temperature is increased to 830˚C. Furthermore, in that second regime, 
two size populations of precipitates are observed in TEM, leading to bi-modal rather uni-
model size distribution, which is usually observed in binary systems. The third effect is 
the extreme stability of the nano-structured of Cu matrix up to 830 ˚C (~0.8Tm); dramatic 
grain growth would be observed in a Cu matrix without alloying elements.  
Precipitation kinetics in a ternary alloy such as Cu-Nb-W can in fact be complex 
since the driving force for precipitation is larger for W than for Nb, owing to the higher 
immiscibility of W with Cu, but the kinetics is faster for Nb than for W, owing to its 
faster diffusion in Cu. This competition between driving force and kinetics was explored 
using kinetic Monte-Carlo simulations. It was found that for a range of thermokinetic 
parameters that include these competing effects, the average precipitate size after 
annealing a fixed time saturates and then decreases as the annealing temperature is 
increased. This is exemplified in Fig. 3.10a. In that regime, the precipitate size 
distribution, moreover, deviates from a lognormal distribution, with an excess of large 
precipitates, similar to the experimental observations. KMC simulation, indeed, reveals a 
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two-stage precipitation process. In the early annealing stages, only B solutes have 
sufficient mobility to participate in the precipitation reaction, leading to the formation of 
almost pure B precipitates. This first population of precipitates grows and coarsens as if 
precipitation was proceeding in an A90B10 binary alloy, leading to the decrease of the B 
atoms left in solution. In a second stage, the mobility of C solute atoms has become 
sufficient for these atoms to form new precipitates in the matrix, which then compete 
with the first-formed, nearly pure, B precipitates. This two-stage precipitation naturally 
results in a bi-modal distribution for the precipitate size. 
The consequence of this two-stage precipitation is that it leads to the saturation 
and then the decrease of the average precipitate size. The average precipitate size 
decreases partly because new small precipitates are forming, but this contribution is 
negligible when using the volume-average precipitate size. The more important 
contribution comes from an actual shrinkage of the large B-rich precipitates. This 
shrinkage results from the depletion of the matrix in B solutes, below its local solubility 
limit The large B-rich precipitates are then thermodynamically constrained to emit B 
atoms to replenish the matrix, but these B atoms are incorporated into the smaller C-rich 
precipitates, which have a larger driving force for precipitation owing to their larger C 
concentration. As a result, for an appropriate balance between these competing 
precipitation rates, the volume-averaged precipitate size can shrink, either as annealing 
time increases at fixed temperature, or as temperature is increased for a constant 
annealing time. 
In addition to its effect on precipitate size, W alloying has a strong effect on grain 
size. Fig. 3.6b shows that grain sizes ≈ 30 nm are retained after annealing at temperatures 
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up to 830˚C, which corresponds to 82 % of the melting point of Cu. Moreover, for all Cu-
Nb-W compositions investigated here, this strong suppression of grain growth persists 
under ion irradiation at 500˚C up to large irradiation doses, ≈ 75 dpa, as illustrated by 
Fig. 3.9. The present findings thus offer a very effective way to stabilize grain size at the 
nanoscale at very high temperatures and under irradiation. This small grain size is 
especially beneficial for irradiation at large doses, as grain boundaries and 
precipitate/matrix boundaries may provide effective sinks for point defects and traps for 
He atoms, thus suppressing detrimental effects promoted by long range transport of point 
defects and atoms, such as swelling and irradiation induced segregation and precipitation 
of other alloying elements. 
3.5 Conclusions 
The first part of this chapter reveals the effects of high temperature and high 
irradiation doses on the microstructural evolution of Cu-10 at.% Mo and Cu-10 at.% W 
alloys, starting from random solid solutions. These alloys do not begin to precipitate 
during annealing until ~ 450oC and 550oC, respectively, owing to their low atomic 
mobilities in Cu, and significant coarsening was delayed yet another ≈ 200°C. During 
irradiation, precipitate and grain sizes are controlled by the spatial extent of the thermal 
spike, until thermal coarsening becomes dominant. MD computer simulations show that 
in strongly immiscible alloys, precipitates that do not coarsen thermally also do not 
coarsen under irradiation.  These results are promising for developing high-strength 
materials, which could operate at very high temperatures and fluxes of irradiation. 
The second part of this chapter shows that small additions of W can dramatically 
suppress microstructural coarsening in Cu-Nb alloys. Precipitate sizes remain lower than 
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20 nm and grain sizes lower than 30 nm in Cu89Nb9.5W1.5 during annealing up to 830˚C. 
Moreover, during annealing, the average precipitate size first increases with temperature 
but then saturates and decreases as the annealing temperature is further increased. Kinetic 
Monte Carlo simulations of precipitation in model A-B-C ternary alloys reproduce these 
experimental findings when the C alloying element (W in the experiments) is more 
immiscible but also a less mobile species than the B alloying element (Nb in the 
experiments). The resulting kinetic competition between B and C precipitation leads first 
to the formation of metastable B-rich precipitates, until the mobility of C atoms becomes 
sufficient for a second population of precipitates to form, leading to an apparent inverse 
coarsening of the B-rich precipitates. It is also shown that Cu-Nb-W alloys can retain 
their small grain size during ion irradiation at large doses, 75 dpa, at elevated 
temperatures, here 500˚C.  
By investigating such simple structures such as binary and ternary immiscible 
alloy rather than the highly complex n-ODS material, many radiation resistant properties 
have been revealed and understood. By increasing the number of alloy elements, 
materials system can have more flexibility and tunability in design and usage. A good 
radiation resistant material that can be implemented in ultra-safe nuclear plants is always 
required to have many superior properties, such as mechanical and creep strength, 
structural stability, low cost and easy fabrication, all at the same time. In order to provide 
nuclear engineers the potential solutions for safe nuclear energy, a much larger scale of 
basic research, such as that presented in this chapter, should be employed.  
Chapter 3, in full, has been published in the following journals: 
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CHAPTER 4 
 
FORCED ATOMIC MIXING OF MULTI-PHASE IMMISCIBLE ALLOYS UNDER 
SEVERE PLASTIC DEFORMATION 
 
4.1 Introduction and background knowledge  
Mechanical alloying (MA) has become a practical means to fabricate a variety of 
new materials ranging from metallic glasses to nanocrystalline alloys. These materials are 
generally considered “far from equilibrium”. Mechanical alloying is also a useful tool for 
processing many advanced materials such as nano oxide dispersion strengthened (n-ODS) 
steels for ultra-high strength and possibly also resistant to radiation damage. A detailed 
review of MA processing can be found in ref. [1]. Despite growing use of MA 
processing, the basic science underlying forced atomic mixing during severe plastic 
deformation (SPD) is only poorly known still unclear. In this chapter, I address this 
problem, using immiscible binary and ternary alloys as model systems. At the end of this 
chapter, I will illustrate how the new understanding derived from this work can aid in the 
design of tunable nanostructured alloys, where the exact microstructure is largely 
controllable. 
The response of alloys to either irradiation or severe plastic deformation is often 
treated using the approximation that the driving forces for atomic motion are ballistic in 
character and independent of temperature. Any temperature dependence in the kinetic 
response is assumed to derive from thermally activated jumps of point defects, either 
those produced by the forcing or those in thermal equilibrium [2,3,4]. Immiscible alloys 
provide convenient systems for testing this model since the two dynamics act in 
competition and thus are easily distinguished. For forced mixing, alloy components are 
thus assumed to flow down gradients in their concentrations, while for thermally 
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activated diffusion atoms flow down gradients in their chemical potentials. This general 
picture gives rise to the “effective temperature” model proposed by Martin [5], which has 
been useful in understanding a number of irradiation and ball milling experiments, as 
well as computer simulations [2]. The extension of solid solubilities in alloy systems with 
low or high heats of mixing during severe plastic deformation has been particularly well 
studied in prior works [6,7,8,9,10,11,12,13,14,15]. Despite the successes of this model, it 
is now known that immiscible alloy systems do not always undergo complete 
homogenization during either irradiation or ball mixing, even at temperatures where 
vacancies are immobile. Experiments on Cu-Mo [16] and Ag-Fe [17], for example, show 
little increase in solubility during irradiation, even at temperatures as low as 10 K. These 
results have been rationalized on the basis that irradiation particles produce thermal 
spikes, and phase separation occurs by diffusion processes within the melt [16,18], i.e., 
displacement cascades are not truly ballistic. Ball milling experiments on systems like 
Ni-Ag [19], Cu-Mo [12], and Cu-Ta [20] also do not show complete homogenization at 
low temperature. These results are often explained, in contrast, on the basis that plastic 
deformation is localized in the softer phase [1,14,21], thus preventing dislocation motion 
across the interface between the two phases. While this explanation is quite plausible, it 
has also been suggested that materials parameters that are related to the equilibrium 
mutual solubility could also account for this behavior [22]. In this light, Lund and Schuh 
have employed two-dimensional molecular statics calculations on immiscible, amorphous 
alloys, and they found that significant local chemical order persists during shear 
deformation at an effective temperature of 0 K [23]. Three-dimensional molecular 
dynamics simulations (MD) at 100 K of a crystalline system with even larger heats of 
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mixing than that used by Lund and Schuh, showed, on the other hand, complete 
homogenization during severe plastic deformation (SPD). The present chapter is intended 
to test the validity of these two mechanisms. MD computer simulations of binary alloy 
(section 4.2) are used to address the importance of the thermochemical properties of the 
alloy on shear mixing, while ball milling experiments on ternary alloy (section 4.3) are 
used to explore the role of the mechanical properties of the alloying components on 
mixing. 
Section 4.2 is an extension of past MD studies of forced mixing during SPD at 
100 K to temperatures as high as 1000 K, and it explores a far wider range of heats of 
mixing in the alloy system. I will in fact show that at low temperatures, a random alloy 
can indeed phase separate during SPD if the heat of mixing exceeds a critical value. In 
addition, I will show that the steady state solubility also depends on the temperature of 
the sample during shearing. For the very high strain rate employed in these simulations, ≈ 
5 x 109 s-1, atomic diffusion mediated by vacancy motion can be largely ignore, and so 
the phase separation is driven by a temperature dependence in the shear mixing. Part of 
this study was initiated by Samson Odunuga [24]. 
Section 4.3 describes the ball milling experiments designed to determine if 
localized plastic deformation is the main cause of phase separation of Ni-Ag alloy under 
low temperature ball-milling. In this case, Cu is used as a tracer of plastic deformation. 
The idea of the experiment is the following. In Cu-Ag system, which has heat of mixing 
(∆Hm) of ≈7 kJ/mol in the equi-molar alloy, a complete range of solid solubilities are 
obtained when the milling is performed below a critical temperature, ≈ 300 K [6,7,8]. As 
outlined above, as long as the temperature is below that necessary for thermally activated 
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diffusion to restore equilibrium, the alloy will homogenize due to ballistic mixing. On the 
other hand, the Ni-Ag system has a value of ∆Hm ≈21 kJ/mol, and it remains two-phase 
on a nanometer length scale during ball milling, even during cryo-milling [9,25]. This 
observation might not be due to the high heat of mixing, but rather explained by 
localization of deformation since the shear moduli of Ni and Ag are 80 GPa and 30 GPa 
respectively. In section 4.3, I will show that this premise is in fact incorrect. This is 
achieved by using Cu as a tracer element in Ag-Ni system under ball milling. Since Cu 
will dissolve in either Ag or Ni during ball milling, the investigation of the ternary alloy 
Ag-Cu-Ni system can be used to monitor whether shear mixing occurs in both the Ni and 
Ag phases. 
4.2 Forced atomic mixing of immiscible binary alloys under severe plastic 
deformation by Molecular Dynamics simulation 
 
4.2.1 Computational methods 
 
 A-B alloys with an FCC structure were prepared using semi-empirical Cleri-
Rosato potentials for Cu [26]. Both components of the model alloy system were 
described by the same potential and denoted as CuA and CuB. The cross terms of the 
potentials, however, were adjusted to yield a positive enthalpy of mixing. The 
simulations were performed with compositions containing either 8.8 at% or 25 at% of 
CuB, atoms (denoted simply as component B, hereafter). For the potential used for the 
majority of the simulations, the heat of mixing was ∆Hm = 6.8 kJ/mol and 15.6 kJ/mol, 
for the two compositions, respectively. For reference, these values are similar to those for 
Ni-Ag or Cu-Mo and both of these alloys phase separate in the solid and liquid states near 
the melting temperature. Alloys with other values of ∆Hm were also explored; these all 
had a composition of 25 at% B. Different starting configurations were employed to check 
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their influence on the evolution of the long term microstructure. These included random 
alloys or two phase alloys containing different numbers of pure precipitates. For the 
A
.75B.25 alloys, precipitates of B atoms in an A matrix were introduced by starting from a 
pure A cube containing 32, 000 atoms, edge length ~ 7.3 nm, and cube edges along the 
<100> directions, and removing spheres containing ≈ 8,000/n atoms, where n is the 
number of precipitates. These voids were replaced by spheres of B atoms with equal 
volume. For the system containing a single precipitate, the B-sphere was oriented 
arbitrarily to produce an incoherent boundary. It is found, however, that the precipitate 
quickly became coherent with the matrix during subsequent deformation. For the systems 
containing several B precipitates (n = 3, 10, 30, 50 and 70), the precipitate sites were 
selected randomly, with the exception precipitates were not allowed to overlap. The 
precipitates in these systems were coherent from the outset. The alloys were relaxed for 
≈100 ps at their respective simulation temperatures before deformation was initiated. 
Two different MD codes were employed for these simulations. I started this work with 
PARCAS [27] and then switched to LAMMPS [28]. Details of these codes can be found 
in the cited references. For the present runs, periodic boundary conditions were 
employed, with constant temperature [29]. Biaxial compressive strains were cyclically 
applied in the box-edge directions, which are <100>, by scaling atomic positions. A 
strain rate of 5 x 109s-1 was maintained in the uncompressed direction. 
 The response of the alloy to shearing was analyzed using a variety of methods. 
For examining phase evolution, the chemical short-range order parameter, Ω, is used as 
defined by Lund and Schuh [23].  
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where BAN  is the average number of B-nearest neighbors around A-atoms and c is the 
atomic fraction of A in the AB alloy. Ω has the value of –1, 0 or 1 for microstructures 
that are fully decomposed, random, or fully ordered, respectively; Ω is essentially a 
measure of A-B bonds. Other procedures employed in these simulations will be described 
in following sections.  
4.2.2 Results 
The short range order parameter was first calculated as a function of strain for 
alloys containing either 8.8 at% or 25 at% B atoms and deformed at 100 K. The B atoms 
were configured initially as spherical precipitates of a pure B phase ranging in number 
from n = 1 to 70. The results are shown in Fig. 4.1a for the 25% alloy (∆Hm = 15.6 
kJ/mol). For comparison, a similarly prepared system was examined, but this alloy had a 
value for the heat of mixing of ∆Hm = 0, i.e., “pure” Cu; these results are shown in Fig. 
4.1b. For the pure system, the order parameter approaches a value of zero after a total 
strain of  ε = 25-100. The immiscible alloy shows similar behavior, although it 
homogenizes more slowly and the order parameter appears to saturate at a slightly 
negative value, Ω ≈ -0.10. 
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Figure 4.1 (a) Short-range order in A75B25 alloy (∆Hm = 15.6 kJ/mol) with 1, 10, 30, 50 
and 70 B precipitates under cyclic biaxial deformation at 100 K. (b) Short-range order in 
A75B25 alloy (∆Hm = 0 kJ/mol) with 1, 10, and 30 B precipitates under cyclic biaxial 
deformation at 100 K. 
 
A more dramatic difference between the alloy and pure Cu is observed in the 
initial “ordering” rates, dΩ/dt [30]. It was shown for a system containing n precipitates of 
radius r, that the initial disordering rate is given by the expression [31], 
1/3 2/3
P P
1/3
B B p B B
V Vd 3g b 3g 4 b
dt 4 C (1 C ) R 4 3 C (1 C ) n
Ω pi 
≈ ε = ε 
− − 
& &  (4.2)
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where g is a geometric factor, VP is the total volume fraction of the precipitates, CB the 
molar fraction of component B, b is the Burgers vector, Rp is the particle radius, and ε&  is 
the strain rate. This expression assumes that the precipitates are coherent, as in the 
present case, and that they are not obstacles to dislocation glide. The initial ordering rates 
for the various samples are plotted in Fig. 4.2 on a log scale versus n. The rates are 
independent of the number of precipitates, when scaled by a factor of n1/3, in agreement 
with Eq. 4.2. Comparison of the results at 100 K for the different 8.8% alloys, however, 
indicates that the ordering rate is reduced by a factor of ≈ 1.7 for the alloy with the 
positive heat of mixing. Similar results are obtained on analyzing the 25% alloy (see Fig. 
4.1). The heat of mixing in this case thus influences the kinetics of solute dissolution in 
alloys subjected to intense shear deformation, even at 100 K, but it only weakly affects 
the steady state degree of order. The effect of temperature on the initial disordering rate 
in the 25% immiscible alloy is also shown in Fig. 4.2. The dependence on temperature is 
weak, with the rate observed at 1000 K being only ≈ 20% larger than at 100 K. Note that 
the scaling with n1/3 is preserved at high temperature. 
 
Figure 4.2 Initial ordering rate versus number of precipitates 
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While the initial ordering rates are not much influenced by temperature, the value 
of the short range ordering after prolonged shearing is quite sensitive to temperature. This 
is shown in Fig. 4.3a. The starting configurations for these simulations were B-atoms 
located either in 10 spherical precipitates or in a random solution. The steady state value 
of Ω at 100 K is ≈ -0.1 for both, and thus independent of initial microstructures. At higher 
temperatures, the long term value of Ω decreases as the temperature is increased above ≈ 
500 K, although a steady state value cannot be determined. It should be noticed that 
above 500 K, the order parameter for the initially precipitated systems goes through a 
maximum before decreasing at longer times. This behavior is illustrated more 
dramatically in Fig. 4.3b for alloys having n precipitates and deformed at 1000 K. 
Figure 4.3a Order parameter as a function 
of time for A75B25, 15.6 kJ/mol, 
immiscible alloys at various temperatures: 
100K (yellow), 500K (blue), 800K (green) 
and 1,000K (red). 
Figure 4.3b Order parameter as a function 
of time for A75B25, 15.6 kJ/mol, immiscible 
alloys containing n precipitates. Biaxial 
deformation is at 1,000K. 
 
In addition to tracking the short range order parameter of the alloys as a function 
of temperature, the microstructural evolution was also examined. Shown in Fig. 4.4 are 
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images of the 25% alloy obtained at the end of the deformation process at different 
temperatures. The initial configurations in these simulations were either 10 spherical 
precipitates with each containing 80 B atoms, or a single precipitate with 800 B atoms. 
No significant differences were observed for the two starting conditions. For the alloys 
deformed at 100 K and 500 K, nearly random solutions are formed (Fig. 4.4a and 4.4b), 
which agrees with the values of the order parameter shown in Fig. 4.3. The alloys 
deformed at 800 and 1000 K (Fig. 4.4c and 4.4d)), in contrast, have undergone extensive 
precipitation, with the appearance of one particularly large precipitate.  For the heat of 
mixing employed in this simulation, the precipitate has the shape of a platelet, and it lies 
on the (111) plane (the two platelets observed in the figures are connected through the 
periodic boundary conditions. 
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A75B25 alloys with other values of the heat of mixing were examined.  Shown in 
Figs. 4.5a and 4.5b are the short range order parameters of various alloys as a function of 
time undergoing shear at 100 K and 1000 K, respectively. It is seen that starting with a 
system containing 13 precipitates, 1.2 nm in radius, the alloy with ∆Hm = 40 kJ/mol fails 
to homogenize, even at 100 K. For this alloy, it is observed that Ω tends to decrease with 
 
 
Figure 4.4a Location of B-atoms after SPD 
of A
.75B.25 at 300 K. 
Figure 4.4b  Location of B-atoms after 
SPD of A
.75B.25  at 500 K. 
 
 
Figure 4.4c Location of B-atoms after SPD 
of A
.75B.25  at 800 K. 
Figure 4.4d Location of B-atoms after 
SPD of A
.75B.25  at 1000 K. 
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time at both temperatures. The decrease is due to the many spherical precipitates 
coalescing into one large precipitate and reducing the total interfacial area, i.e., number of 
A-B bonds. Compilation of the final microstructures gives rise to the “microstructure 
map” shown in Fig. 4.6. The boundary delineating solid solution from two-phase 
represents the condition that the order parameter is > -0.1. The line separating platelet 
type precipitates from spherical precipitates was determined by visual inspection; 
representative microstructures for the two regimes are illustrated in the figure. It should 
be noted, again, that these long term microstructures have not reached steady state; 
however, they should be indicative of such structures. From this map, it is seen that the 
microstructure of the alloy changes from a homogeneous solution, to platelet-shaped 
precipitates to spherical precipitates as the heat of mixing and temperature are raised.  
Figure 4.5a Short range order parameter as 
a function of time for SPD of A
.75B.25 at 
100 K. Initial conditions are 13 precipitates 
with, 1.2 nm radius. 
Figure 4.5b Short range order parameter as 
a function of time for SPD of A
.75B.25 at 
1,000 K. Initial conditions are 13 
precipitates with, 1.2 nm radius. 
 
 Figure 4.6 Microstructure map for A
4.2.3 Discussions 
While the heat of mixing does affect the microstructure at low temperatures, it 
should be noted that it is only significant in highly immiscible systems like Cu
Ag75Ni25 that have heats of mixing of
regard, the low-temperature results in these highly immiscible systems agree with the 
previous work of Lund and Schuh, who, as noted above, reported an effect of the heat of 
mixing at low temperature [
alloys increases the sensitivity of the forced mixing to chemical interactions.
The primary observation of this work is that the forced mixing of atoms during 
severe plastic deformation depends on both the heat of mixing of the alloy and the 
temperature of deformation. The simulations suggest, moreover, that the experimental 
observations that highly immiscible systems do not form homogeneous alloys solutions 
during ball milling, even at low temperatures, can be rationalized simply on the basis of 
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75B25 alloys in temperature-heat of mixing space.
 ≈21 and ≈17 kJ/mol, respectively [
23]. Apparently their use of two-dimensional amorphous 
 
 
75Mo25 or 
32]. In this 
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heat of mixing. Note that the transition from forming homogeneous alloys during low 
temperature SPD to forming alloys with significant short range order, Fig. 4.6, occurs at a 
heat of mixing ≈ 20 kJ/mol for alloys with the composition A75B25. This value is close to 
the heats of mixing for Ag75Ni25 and Cu75Mo25. The assumption that the observed 
immiscibility in these systems during low-temperature ball milling experiments is due to 
local heating during energetic impacts between the milling tools and the powder is 
therefore not a necessary condition, as heating does not occur in the simulations. It has 
also tested whether the immiscibility in our simulations is due to localization of plasticity, 
another possible explanation for the milling experiments. This was done by measuring in 
initially precipitated systems, the relative motion of pairs of atoms with A-A bonds 
(matrix), B-B bond (precipitate) and A-B bonds (interface). The definition of a relative 
diffusion coefficient between pairs of atoms is given by, 
( )X Y X
22 N z (i) N
XY 1 2 1
XY 6 ij t 2 ij t1 XY Y
i 1 j 1 i 1
(t , t ) dD d (R ) (R ) 1 z (i)
dt dt
= = =
 σ
 = = − + δ   
 
∑∑ ∑  (4.3) 
where, (Ri,j)t1 is the vector distance between two initially nearest neighbor atoms, i, j; 
(Ri,j)t2 is their distance apart some time later; NX is the number of atoms of type X, and zY 
is the number of XY pairs and δXY = 1 if X = Y and 0, otherwise.  The results are shown 
in Fig. 4.7. It shows at both high and low temperatures pairs with A-A bonds and B-B 
bonds have the same relative diffusion coefficient, indicating that dislocations cut 
through the precipitates. The relative motion of A-B bonded pairs behaves differently, 
increasing with increasing heat of mixing. At low temperature the increase is small, but 
noticeable above ≈25 kJ/mol. At high temperatures the increase is much larger and begins 
at ∆Hm ≈ 15 kJ/mol. The larger relative motion of A-B pairs, than A-A or B-B pairs 
indicates that atoms relax along the matrix-precipitate interface. Localization of plasticity 
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is therefore insignificant in these simulations; lack of homogenization is rather due to 
back diffusion of precipitate atoms at the interface. 
 
Figure 4.7 Relative diffusion coefficient between pairs of atoms in of 
A
.75B.25  as a function of heat of mixing at 100 K (filled symbols) and 1000K 
(open symbols) 
 
The temperature dependence of forced mixing was also considered. For the alloys 
with low to moderate positive heat of mixing, many of the present results are described, 
at least qualitatively, by the effective temperature model. At low temperatures, ballistic 
forced mixing dominates and the alloy becomes nearly a homogeneous solid solution. At 
high temperatures, thermal processes prevail and the system undergoes phase separation 
over the length scale of the simulation cell. At the high strain rates employed in these 
simulations, however, it would be surprising if vacancy motion, alone, could induce 
phase separation over large length scales. The relevant diffusion mechanisms that operate 
in our system at high deformation rates are therefore discussed, beginning with the 
contribution from vacancies. 
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Fig. 4.3a illustrates that at all temperatures the evolution of the order parameter of 
the initially random alloys shows two regimes in time, an initial period, Regime I, lasting 
≈ 200 ps over which Ω decreases rapidly. This is followed by a longer period, Regime II, 
during which Ω decreases far more gradually. Below ≈ 500 K, in fact, the order 
parameter is essentially constant in this latter period.  Since vacancies are not mobile at 
100 K, and nearly immobile at 500 K on the time scale of the simulations, I will begin by 
assuming that Regime II is controlled by vacancy motion. Note that the equilibrium 
concentration of vacancies in Cu at 1000 K is less than 1 x 10-4 [33]; however, at high 
strain rates this number can be greatly increased [34]. 
Vacancies in these simulations were identified using a simple open volume 
criterion, i.e., assuming that if a local volume greater than some critical value is depleted 
of atoms, it represents a vacancy.  Local volumes are measured by first dividing the 
computational cell into a simple cubic lattice with lattice parameter = 0.05 nm. The 
algorithm then searches for vacancies by forming clusters of empty cells using the 
condition that a vacant cell belongs to a cluster if it has at least one nearest-neighbor 
vacant cell from the same cluster. A distribution of cluster sizes is then created and a cut-
off size is selected to identify vacancies. In an otherwise perfect crystal at 100 K, a 
vacancy contains ≈ 25 +/-5 such cells, whereas the largest cluster in a perfect crystal is ≈ 
3. At high temperatures the distributions are wider, but tests with known numbers of 
vacancies confirm the accuracy of the method.  Using this scheme it is found that ≈ 40 
vacancies (or a vacancy concentration of cv ≈ 0.1%) are present in the cell during 
deformation at 1000 K using a strain rate of 5 x109-s-1. A similar number was produced at 
100 K (about 50% higher). The effect of these non-equilibrium vacancies on the ordering 
103 
 
rate can be observed in Fig. 4.8a where Ω is plotted as a function of time under two 
conditions: (i) after terminating the shearing, and (ii) while maintaining the same shear 
rate.  The ordering rate is initially the same for the two situations; however, the ordering 
soon slows in the system that is no longer sheared. Fig. 4.8b shows the number of 
vacancies as a function of time after the shearing is discontinued. The decay time of the 
vacancy supersaturation is ≈ 1 ns, and thus it reflects the temporal behavior of the order 
parameter. These figures illustrate that the reduced ordering rates after terminating the 
shearing are associated with the decreasing vacancy supersaturation. This interpretation is 
supported by additional simulations showing that the vacancy jumping rate in defect-free 
A75B25 at 1000 K is ≈ 50 jumps-ns-1. By assuming the same jumping rate for vacancies in 
the deformed alloy, I estimated that vacancy undergoes ≈ 50 jumps before finding a sink. 
Figure 4.8a Order parameter as a function 
of time during SPD at 1000 K. Dotted lines 
show trajectory of order parameter after 
SPD is terminated. 
Figure 4.8b Number of vacancies present 
during SPD at 1000 K (○). (▲) and (♦) 
symbols track the number of vacancies 
versus time after SPD is terminated.  
 
Regime I in the ordering kinetics is next discussed. The duration of this period is 
≈ 200 ps and is independent of temperature. For a strain rate of 5 x 109 s-1, the ordering 
thus saturates in this regime when ε ≈ 1, or approximately after each atom has sheared 
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past its neighbors one time. A similar transition strain of εt ≈ 1 is obtained when the strain 
rate is reduced to 5x108 s-1. It is noticed in Fig. 4.3a that the change in the order 
parameter in Regime I, ∆ΩΙ, depends on temperature. As shown inset in Fig. 4.9, ∆ΩΙ 
also depends on the heat of mixing. It thus can be assumed that the interaction between B 
atoms lowers the barriers for atoms to undergo local rearrangements and clustering. This 
is suggested as well by the higher relative motion of A-B pairs (Fig. 4.7). A schematic 
energy diagram drawn in Fig. 4.10a and 4.10b illustrates this behavior. It suggests that 
while the alloy is metastable at low temperatures, the barriers can be altered as 
dislocations pass through the crystal. Thus, certain near neighbor B-B configurations 
become mechanically unstable during the passage of dislocations. Other near-neighbor 
configurations remain stable but the height of the barriers can be lowered. I can thus 
account for the temperature dependence in Regime I by assuming that B atoms cluster by 
thermal activation over shallow barriers separating near neighbor B- atom pairs, with the 
height of the barriers depending on the heat of mixing. Once these near neighbors have 
formed clusters, further ordering requires long range vacancy motion in Regime II. The 
dependencies on temperature and heat of mixing in Regime I thus arise from the number 
of configurations that become unstable during shearing at a specific temperature. 
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Figure 4.9 Change in the short-range order parameter as a function of time during SPD at 
1000K. Shown inset are the initial slopes of the curves vs. the heat of mixing. 
 
 
Figure 4.10 (a) Energy landscape seen by a B atom in the presence of another nearly B 
atom. (b) Same as (a), except dislocations are also present. 
 
4.3 Forced atomic mixing of immiscible ternary alloys by ball milling 
4.3.1 Experiment and computational methods 
The ball milling experiments on Cu-Ag-Ni alloys were performed using a Spex 
8000 mixer mill using Cr-steel milling tools and an initial ball-to-powder weight ratio of 
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25:5 g at RT. The Ag and Cu powders were initially mixed in the ratio 2:1; the average 
particle sizes of the initial powders were ~ 30 µm. The powders were then milled until 
steady states were obtained, up to 15 hours. X-ray diffraction showed that the Cu-Ag 
alloys became homogeneous, and that a steady state grain size of ~8 nm was obtained. 
These results are consistent with previous work [35]. Ni powders, also with an average 
particle size of ~30 µm, were then added to the previously mixed Cu-Ag alloys. These 
ternary mixtures were then ball-milled at room temperature up to 25 hours, when the 
microstructure had again reached steady state. One ternary alloy, containing 25 at.% Ni, 
was also cryo-milled at ~ 150 K.  
Structural characterization of the milled powders was carried out using x-ray 
diffraction, high resolution transmission electron microscopy (HRTEM) and atom probe 
tomography (APT). For the diffraction measurements, a Siemens-Bruker D5000 X-ray 
diffractometer with CuKα irradiation was used. Diffraction peaks were fitted to a pseudo-
Voigt function using a XRD pattern processing software, MDI Jade. Grain sizes were 
obtained using the Scherrer method. The solubility limits of Ag matrix were obtained 
from the shifts in the Bragg peak position and assuming Vegard’s law. HRTEM was used 
to verify the grain sizes obtained from X-ray diffraction. Lattice constants of independent 
grains were also measured in HRTEM images to compare with the phase decomposition 
deduced from x-ray diffraction. Atom probe tomography (APT) was used to characterize 
the microstructure and the local composition of the milled powder. The APT 
measurements were performed at the Northwestern University Center for APT [36]. An 
overview of this method can be found in the literature [37]. The APT sample was made 
by gluing an ~8 µm alloy particle onto a Mo tip using a micromanipulator. The particle 
107 
 
was then sharpened to a tip radius of ~20 nm using a Ga-ion beam in an FEI Strata 
DB235 FIB. 
Molecular Dynamics (MD) simulations were performed using LAMPPS [28] to 
study the atomistic mechanism of the process. A-B-C ternary alloys with an FCC 
structure were prepared using semi-empirical Cleri-Rosato potentials for Ag-CuA-CuB 
[26]. The cross terms of the potentials of Ag-CuA and Ag-CuB were adjusted to yield a 
positive enthalpy of mixing values of ~4 kJ/mole and ~21 kJ/mole for 50:50 
compositions to mimic real Ag-Cu and Ag-Ni systems. The CuA-CuB was adjusted to 
have zero enthalpy of mixing, which is again similar to pure Cu-Ni. The simulations were 
performed with the composition of 28 at% of CuA and 15 at% of CuB. Precipitates of CuB 
atoms in a Ag-CuA matrix were introduced by starting from a random alloy Ag67CuA33 
cube containing ~32,000 atoms, edge length ~ 7.3 nm, and cube edges along the <100>, 
and removing a sphere ~5,000 atoms. This void was replaced by a sphere of CuB atoms of 
equal volume. The alloys were relaxed for ≈ 100 ps at their respective simulation 
temperatures before deformation was initiated.  Biaxial compressive strains were 
cyclically applied in the <100> directions. A strain rate of 5 x 109s-1 was maintained in 
the uncompressed direction.  
4.3.2 Results 
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(a)           (b)         (c) 
Figure 4.11 X-ray diffraction for (a) Ag61Cu30Ni9 and (b) Ag50Cu25Ni25 overall 
composition taken after different milling times with pre-milled Ag66Cu33 powder and (c) 
Ag50Cu25Ni25 overall composition with pre-milled Cu50Ni50 powder. All ball milling were 
done at RT. 
 
 The Ag and Cu powders were blended at RT with an average atomic composition 
of Ag67Cu33 up to 15 hours to obtain nearly homogeneous solid solutions. Previous work 
[3] had shown that similar milling of Ag50Cu50 powders led to an increase in the heat of 
solution by 4.2kJ/g-atom, as compared to an increase by 4.6kJ/g-atom during cryo-
milling.  Ni powders were then added to the Ag67Cu33 alloy to yield average Ni 
concentrations of 4, 9, 15, and 25 at.%. The powders were subsequently milled for times 
as long as 25 hours to obtain steady-state microstructures. X-ray diffraction patterns for 
the 9 and 25% Ni samples are shown in Fig. 4.11a and Fig. 4.11b for different milling 
times. As these figures show, the powders reached steady state microstructures after ~5 
hours of milling. For all compositions, the Ag-rich (111) peak shifts to lower scattering 
angles during milling, i.e., toward the Bragg angle of pure Ag. The data thus reveal that 
Cu diffuses out of the homogeneous Ag67Cu33 alloy. The larger the concentration of Ni in 
the alloy, the greater is the amount of Cu that leaves the Ag matrix. This is shown in Fig. 
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4.12a, where the amount of Cu remaining in the Ag matrix is plotted as a function of 
milling time. This calculation assumes Ni atoms do not dissolve in the Ag-Cu alloy. For 
Ag50Cu25Ni25, approximately 70% of the Cu leaves the Ag matrix. The Ni-rich (111) 
peak, moreover, shifts to lower angles, thus indicating that Cu is dissolving into the Ni 
matrix. Detailed analysis of the Cu-Ni phase is difficult, however, since diffraction from 
Cu-rich (111), Ni-rich (111), and Ag-rich (200) peaks all overlap, and the (200) peak 
from the Ni-rich phase is too weak for an accurate determination of alloy composition. 
More quantitative information was obtained using HRTEM and ATP, as will be 
discussed below. In order to demonstrate that the final microstructure is not dependent on 
the initial conditions, the same composition alloy (Ag50Cu25Ni25) was again mixed, but 
now with Ag powder being added to pre-mixed Cu50Ni50. The X-ray diffraction scan 
from this alloy is shown in Fig. 4.11c. During milling, the Ag-rich (111) peak shifted 
slightly to the right, showing the presence of a small amount of Cu and/or Ni. The Cu-Ni 
(111) peak shifts slightly to smaller angles, indicating that Cu is leaving the Cu-Ni phase, 
but again this peak is difficult to analyze. Comparison of Figs. 4.11b and 4.11c, 
nevertheless, clearly illustrate that the final microstructure is independent of the order of 
mixing the alloy. 
The grain sizes of Ag-Cu alloys were obtained using the Scherrer equation; the 
results are shown in Fig. 4.12b. For all compositions, the grain size saturates after 5 hours 
of milling, approximately the same time found for the chemical structure to reach its 
steady state. The smallest average grain size observed was ~ 4 nm for the 9 at.% Ni 
sample, and the largest average grain size in steady state was ~ 6 nm for the 25 at% Ni 
sample. The range of grain sizes in the predominantly Ag matrix is 30% - 50% smaller 
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than the smallest grain sizes reported for milled binary Ag-Cu alloys of various 
composition [6,7]. If I assume for the moment that the Ag-rich (200) peak is negligible, 
and that the peak at 2θ ≈ 44° is dominated by the Cu-Ni alloy (111), I find that the Ni-
rich grains are about 3-4 nm in size for the 25 at.% Ni alloy, and even smaller for samples 
with smaller Ni concentrations. These sizes are considerably smaller than the smallest Ni 
particle sizes (~8nm) reported for the ball milled binary Ag-Ni system [19].  
 
(a) 
 
(b) 
Figure 4.12 (a) Atomic percentage of Cu left in Ag matrix and (b) matrix grain size as a 
function of milling time and atomic concentration of Ni. 
 
111 
 
 
Figure 4.13 HRTEM image of a ternary Ag50Cu25Ni25 powder after 25 hours of ball 
milling. Inset is fast Fourier transform (FFT) image  
 
 Fig. 4.13 shows a HRTEM image taken from the ternary Ag50Cu25Ni25 powder 
after 25 hours of ball milling. Several interface boundaries are roughly outlined in Fig. 
4.13; they represent boundaries separating different sets of lattice fringes. By measuring 
the lattice spacings of the marked grains, two groups of (111) fringes were identified. 
Their lattice spacing ratio is ~1.14, which corresponds to Ag-rich and Cu-Ni grains. 
These grains are then marked as “Ag” or “Cu-Ni”. Since the lattice constants of Cu and 
Ni are similar, 3.615 Å and 3.52 Å respectively, I cannot determine the composition of 
the Cu-Ni grains from these measurements. The image clearly shows, nevertheless, very 
fine Ag-rich and Cu-Ni grains (~3-6 nm). A Fast Fourier transform (FFT) image, 
included in the inset of Fig. 4.13, further confirms the diffraction from Ag-rich(111) and 
Cu-Ni(111) planes as well as the nanocrystalline structure of the powder. 
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 Atom probe tomography provides more detailed information about the 
composition of the different grains. The APT data from a Ag50Cu25Ni25 powder after 
milling for 25 hours at RT are analyzed by first applying a coarse graining procedure, 
which divides the dissected tip into 1 nm3 voxels. The average composition in each voxel 
is shown in Fig. 4.14a, irrespective of its location in the specimen. Here it is seen that as 
the Ag concentration increases above ~ 75%, the Cu to Ni ratio begins to increase 
rapidly. This illustrates directly that Cu atoms are able to relocate from the initial Ag-Cu 
alloy into the initially pure Ni phase, i.e., atomic motion takes place in both Ag-rich and 
Ni-rich phases. Second, it shows that heat of mixing strongly affects the steady state 
phase formation during ball milling. 
Figure 4.14a Ratio of Cu to Ni 
concentration in each voxel as a function 
of Ag concentration (red curve). The 
number of voxels with a specific Ag 
concentration is also (black curve) 
Figure 4.14b Proxigram concentration 
profiles respect to distance from an 
isoconcentration surface 
 
 
Similar information is obtained by forming “proxigrams” of the APT data [38]. In 
this representation, spatial information is also provided. Proxigrams are formed by 
constructing isoconcentration surfaces, in the current case, for various Ag and Ni 
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concentration levels.  Typical data are shown in Fig. 4.14b. These data reflect the same 
trend as shown in Fig. 4.14a, but they also provide a length scale for the decomposition, ~ 
5 nm, which is in good agreement with the diffraction and HRTEM results. 
  The morphology of the precipitate structure of the same powder is illustrated in 
Fig. 4.15(a-d). In Fig. 4.15a and 4.15b, the element of highest atomic concentration 
within a representative cross sectional slab of the APT tip is shown (Ag-blue; Cu-orange; 
Ni-red); the slab is 5 nm thick. This image indicates that morphology of the two-phase 
alloy consists of parallel Cu-Ni platelets embedded in Ag-rich matrix. Fig. 4.15c and 
4.15d show the local alloy compositions of the same cross sectional slab. The color scale 
in this figure combines the concentrations of Cu and Ni in the form Agx(CuNi)(1-x)  and 
ranges from blue (x = 1) to red (x = 0). This figure again shows that the Cu-Ni rich phase 
develops a platelet-like morphology. 
The large area fraction of green colors in Fig. 4.15c and 4.15d indicates that large 
volumes of the specimen appear to have a nearly uniform composition. This observation, 
however, reflects the limited resolution of the method, both the APT, itself, and the 
coarse graining procedure used to define local concentrations. The voxel size, for 
example, is = 1 nm3, while the length scale of the decomposition is on the order of ~ 
5nm. In addition, the resolution of the APT near interface boundaries is difficult to 
assess. It is noted, however, if I simply plot the number of atoms within a voxel, a 
Poisson distribution is not obtain until the voxel size exceeds ~ 2 nm3. 
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Figure 4.15 (a-b) the highest atomic concentration element in pixels (Ag as blue, Cu as 
orange, and Ni as red) of volume one-nm3, taken from representative cross sections 
looking from the top and the side of the tip respectively. (c-d) the local alloy 
compositions of the same pixels. Color scale is used as indication of atomic concentration 
of Cu and Ni altogether ranging from blue to red. 
 
 Diffraction measurements were also performed on Ag50Cu25Ni25 powder after 
milling at cryo-temperatures. In these experiments, Ni was added to Ag67Cu33 powders, 
which were pre-mixed at RT, and the mixture subsequently milled for 25 hours at  ≈ 150 
K. X-ray diffractions of these samples are shown in Fig. 4.16. After ~5 hours of ball 
milling, both the alloy microstructure and chemical structure reached a steady state. 
Analysis of the diffraction data shows that the Ag (111) peak shifts ~0.5 degrees to lower 
angles, indicating a loss of Cu from the Ag matrix. The shift corresponds to the final 
matrix composition of Ag76Cu24. This estimate again assumes that only a negligible 
amount of Ni dissolves in the Ag, but this appears reasonable from the results reported in 
Fig. 4.14, above, and the previously reported finding that cryo-milling of Ag-Ni powders 
dissolves only negligible amounts of Ni in Ag [9]. MD simulation, which is shown later, 
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also supports this assumption. If it is assumed further that all of the Cu atoms leaving the 
Ag matrix alloys homogeneously with Ni, then it is expected the Ni-Cu phase will have 
an average composition of Ni73Cu27. This concentration agrees very well with the 
measurement. In the other words, Cu atoms tend to distribute uniformly throughout the 
two-phase alloy while Ag-Ni do not mix, even at 150 K when vacancy diffusion is 
completely suppressed. 
 
Figure 4.16 X-ray diffraction for Ag50Cu25Ni25 overall composition taken after different 
milling times at cryo-temperature with pre-milled Ag66Cu33 powder (top diffraction) 
 
Lastly atomistic mixing processes involved in SPD of a model alloy similar to 
Ag57Cu28Ni15 was examined by MD simulation. The starting configuration is shown in 
Fig. 4.17a, where one CuB particle is placed in a Ag67CuA33 matrix to yield a total 
composition of Ag57CuA28CuB15, which mimics a Ag57Cu28Ni15 alloy. Biaxial 
compressive strains were cyclically applied in the <100> directions with strain rate of 5 x 
109s-1 at 100K. Fig. 4.17b shows the chemical structure at a total strain of ~480. A large 
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number of CuA atoms tend to diffuse into the CuB particle and thus dilute the Ag matrix. 
These results are plotted in Fig. 4.17c as a function of strain showing atomic 
concentration of CuA in particle and CuA remaining in matrix. The steady state is 
observed at strain of 400, where the atomic concentration of CuA is the same in particle 
and matrix phases (~28 at%). It is noteworthy that these MD simulations resemble very 
closely the cryo-milling experiment, where Cu atoms tend to distribute uniformly 
throughout the two phase alloy. The atomic concentration of CuB in the matrix and Ag in 
the particle were also plotted in Fig. 4.17c showing little chemical mixing between Ag 
and CuB phases. The result further validates the assumption of negligible dissolution of 
Ni in the matrix.. 
 Figure 4.17 Atomic configuration of Ag
(c) Atomic concentration of Cu
matrix and Ag in particle.
 
4.3.3 Discussions 
It is well known that diffusion in driven alloys at low temperatures is caused by 
shearing events. While an exact description of the atomic relocation process during SPD 
is currently unavailable, MD simulations do show that atomic mixing is a consequence o
dislocation glide, even in nanocrystalline 
diffusion process during low temperature SPD, information on local plast
activity can be obtained. As noted above, the relocation of Cu atoms in ternary alloys can 
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serve this purpose. Based on the wide variety of results presented here, it can be 
concluded that Cu atoms diffuse out of the Ag matrix during SPD and into the Ni 
precipitates to form a nearly homogeneous Ni-Cu alloy phase. This implies that plastic 
deformation cannot be localized in the softer Ag matrix, but rather it must occur 
throughout the sample. 
 A second primary result is that Cu distributes uniformly throughout the Ag and Ni 
grains during cryo-milling, while at the same time Ag and Ni fail to mix. This 
demonstrates quite clearly that the heat of mixing between alloying elements plays a 
strong role in the mixing process during SPD, as suggested by MD simulation in section 
4.2. It can no longer be hypothesized that Ag and Ni do not homogenize during low 
temperature SPD because of localized plastic deformation, since the Cu does homogenize 
in both the Ni rich and Ag rich phases. In addition, the lack of mixing of Ag and Ni 
cannot be attributed to coincident phase separation by thermal annealing since the milling 
temperature is far too low. Results in section 4.2 indicate that during low temperature 
milling, the heat of mixing becomes a significant factor for values of ∆Hm > ~ 20 
kJ/mole. For Ag-Ni, ∆Hm value is ~21 kJ/mole. While the heats of mixing of Cu-Ag and 
Cu-Ni are also positive, their values are ~4 and ~0 kJ/mole, respectively, and therefore of 
little consequence during low-temperature SPD. Cu thus mixes uniformly in Ag and Ni. 
The phase separation behaviors of Ag50Cu25Ni25 alloy under ball milling at RT 
and at cryo-temperature are generally similar, but they also show some differences. In 
both cases, Cu atoms tend to diffuse out of Ag matrix and into Ni precipitates. Cu 
depletion in Ag, however, is greater at RT than at low-temperature. The difference can be 
explained by the small amount of thermally activated diffusion occurring during ball 
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milling at RT. As noted above, some decomposition had been observed previously in Cu-
Ag alloys during ball milling at room temperature [6]. This is consistent with the fact that 
vacancies become mobile in both pure Ag and pure Cu near room temperature [40]. This 
decomposition, however, is very limited, possibly because vacancies do not become 
mobile in Ni until ~ 330 K. It may also explain the larger length scale of precipitation of 
ball-milled Ni-Ag system at RT compared with cryo-temperature [9]. 
The morphology of the two-phase structure also shows interesting behavior. First, 
the Cu-Ni precipitates, shown in the APT constructions of Fig. 4.15, display platelet-like 
rather than spherical shapes. This morphology was also found in MD simulation 
presented in section 4.2, but never before observed. It was believed that this morphology 
is a consequence of the detailed way in which atoms rearrange on interfaces as 
dislocation pass through or along these boundaries. The simulations showed that the 
platelets tended to be parallel to (111) planes, the slip planes of the fcc structure. 
Unfortunately the orientation of the platelets in the APT reconstructions is not known. 
Section 4.4 of this chapter will explore further how the morphology of the precipitates 
evolves during low temperature severe plastic deformation.   
The length scales of the phase separation are also noteworthy. Ball milling of a 
pure Ag matrix yields a minimum grain size of ~28 nm [41]. Klassen et al. [6], have 
shown that homogeneous Ag-Cu alloys acquire a minimum grain size of 8 nm for a wide 
range of Cu concentrations. In the present work HRTEM shows that the grain size of the 
Ag-rich phase is ~4-6 nm and the ATP shows the Cu-Ni precipitates are even finer ~3-4 
nm. At present, no explanation for these small length scales is available.  
4.4 Interface and deformation path effects on forced mixing of FCC/BCC binary 
alloys 
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4.4.1 Introduction 
 The models of shear mixing discussed so far have largely ignored any possible 
effects of interphase boundaries. This shortcoming would seem significant, since these 
models all point to dislocation glide as the principle mechanism of mixing, and the 
interaction of dislocations with interphase boundaries is complex. A joined crystal A and 
B can contain many types of interfaces even if A and B are the same phase (e.g. 
polycrystalline). For A and B being different phases, the system will become even more 
complex since different chemistry, crystal structure, lattice constant, and orientation all 
must be considered. This section thus examines the role of hetero-interfaces on shear-
induced mixing. Recently, the properties of alloy interfaces have gained attention, owing 
to their increasing importance in developing nano-composite materials. Cu-Nb nano-
laminated structures, for example, have proven resistant to radiation damage. In this case, 
Cu-Nb interfaces act as sinks for point defects produced during irradiation. [42,43,44]. 
[45,46]. Moreover, nano-laminated alloys, such as Cu-Nb and Cu-Ni, are also shown 
ultra-high strength compared to their constituent components [47,48]. MD simulations 
were used to the study the strengthening effect and also pointed out the importance of 
alloy interfaces [49,50,51]. 
 In this work, MD simulations are used to study the influence of interface structure 
on chemical mixing forced by high strain SPD. Cu-Nb (FCC/BCC) interfaces are selected 
as a model system, since much is already known about the properties of this important 
system and reliable inter-atomic potentials are available. Different interface structures 
were generated and subjected to both cyclic bi-axial compression and bi-planar shear 
deformation. It will be shown that under pure shear, chemical mixing is strongly 
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dependent on interface type the Kurdjumov-Sachs (KS) interface being extremely stable, 
at least up to strains of ≈ 200. On the other hand, there is no special stability of the 
interface under biaxial compression. The results can be rationalized in terms of the 
interface shear strength (ISS) of each interface structure. 
4.4.2 Computational methods 
The Cu-Nb alloy system was represented in this work by embedded atom method 
(EAM) potentials [45]. The MD code in LAMMPS [28] was employed for all 
simulations. Cu-Nb bi-layer samples with different interfaces were constructed in various 
experimentally-observed orientation relationships, namely, particle, accumulative roll 
bonding (ARB), Kurdjumov-Sachs (KS), and Nishiyama-Wasserman (NW). Interfaces 
were generated by simply joining two crystals. Table 1 lists the interfaces studied, along 
with samples dimensions. All samples were relaxed at 100 K for 100 ps to minimize the 
enthalpy. Longer times of relaxation showed no difference. The KS interface structure 
created by MD was examined by common neighbor analysis (CNA) [52], and it is very 
similar to that reported previously by Demkowicz et al [46] and Wang et al [49]. All 
interface planes, aside those of the particle, are normal to the z-axis. The particle 
interfaces were constructed by simply placing a 5 nm in diameter Nb particle in a Cu 
matrix, with a randomly chosen orientation. The samples were relaxed at 100 K for 100 
ps. Nb particle interfaces in Cu have been created experimentally by annealing 
mechanical-alloyed Cu-Nb powder [53]; KS and NW interfaces have been produced by 
film grown using PVD [54], and ARB textures are produced during by ARB [55]. In the 
MD study, periodic boundary conditions were applied in all directions. The sample 
configurations studied are listed in Fig. 4.18a-d. 
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Table 1. Orientations and dimensions of all studied interface systems. 
Interface 
type 
Orientations Dimensions 
Cu (FCC) Nb (BCC) X 
(nm) 
Y 
(nm) 
Layer 
thickness (nm) 
x-axis z-axis x-axis z-axis Cu Nb 
Particle [1-10] [111] - - 7.2 7.2 7.5 
ARB [111] [11-2] [110] [1-12] 9.4 4.9 9.7 5.1 
KS [0-11] [111] [1-11] [110] 9.7 7.1 6.0 2.2 
NW [0-11] [111] [001] [110] 7.9 8.5 6.6 2.5 
 
Both bi-axial compression and bi-planar shear deformation were applied. Bi-axial 
compressive strains were cyclically applied as Ɛxx+ Ɛyy, Ɛyy+ Ɛzz, Ɛzz+ Ɛxx by scaling 
atomic positions. Each compressive strain cycle represents an equivalent strain of ~0.63. 
Bi-planar shear strains were cyclically applied as Ɛxz+ Ɛxy, Ɛxy+ Ɛyz, Ɛyz+ Ɛxz, also by 
scaling atomic positions. Each shear strain cycle in this case represents an equivalent 
strain of ~1.5. A strain rate of 5 x 109s-1 was maintained throughout all deformations, and 
all simulations were performed at temperature of 100 K.  
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Figure 4.18a. 5 nm particle interface. Figure 4.18b. ARB interface.  
 
 
Figure 4.18c. KS interface. Figure 4.18d. NW interface. 
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4.4.3 Results  
 
                               (a) 
 
                     (b) 
 
  (c) 
 
                     (d) 
Figure 4.19. (a) Short-range order and number of Cu-Nb bonds as a function of strain 
of Cu-Nb particle interface. Slab of atomic configuration (Cu: red, Nb: blue) at strain 
of 0 (b), 28 (c), and 112 (d) 
 
Short-range order and the number of Cu-Nb bonds for the particle geometry under 
compression is plotted in Fig. 4.19a. Up to a strain of 110, the system does not show 
saturation of the order parameter, but already it has produced a large amount of chemical 
mixing. Fig. 4.19b-d show the atomic configurations at strains of 0, 28, and 112, 
respectively, confirming the increasing level of disorder with strain. A noteworthy feature 
is the amorphization of Cu regions that are enriched with Nb atoms. The centrosymetry 
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parameter [56] was used to confirm the formation of an amorphous structure. The same 
behavior is observed for a second sample with the same particle size but larger 
computational cell (i.e., more Cu). It suggests that for a certain concentration of Nb in 
Cu, a crystalline-amorphous phase transition occurs, and the amorphous structure is then 
meta-stable under SPD. While other details will be presented elsewhere [57], this thesis is 
concerned only with the general behavior of chemical mixing of Cu-Nb under large strain 
SPD. 
Figure 4.20a. Strain evolution of chemical 
mixing in different interfaces under bi-axial 
compression deformation.  
Figure 4.20b. Strain evolution of 
chemical mixing in different interfaces 
under bi-planar shear deformation. 
 
The increase of chemical mixing with strain in all studied interface systems under 
both bi-axial compression and bi-planar shear deformation are plotted in Fig. 4.20a and 
4.20b, respectively. Under compression, chemical mixing follows the same path for all 
interfaces. However, a significant difference is observed under shear. The particle and 
ARB interfaces chemically mix strongly from the outset, but the NW and KS interfaces 
are remarkably robust. Notably, chemical mixing of the KS interface is only slightly 
increased at strains as high as 200. The NW interface is stable up to a strain of ≈30 before 
126 
 
chemical mixing rate increases. Atomic configurations of the four interfaces at strain of 
100 under shear are shown in Fig. 4.21.  
Concentration profiles of an ARB interface as a function of strain for both 
deformation modes are plotted in Fig. 4.22a and 4.22b. The two modes show asymmetric 
profile at low strain and highly asymmetric profiles at high strain. This behavior provides 
a hint to the atomic mixing mechanisms at the Cu-Nb interface, which will be discussed 
later. Moreover, the ARB interface becomes diffuse faster under compression compared 
to shearing. At a strain of 10, which is a typical strain level in ARB and wire drawing 
processes [58], a diffuse interface appears, ranging from 1 to 2 nm in both deformation 
modes. Concentration profiles of the particle, KS, NW, and ARB interfaces after a strain 
of 20 under compression and after 100 under shear deformation are plotted in Fig. 4.22c 
and 4.22d, respectively. In compression, there are no significant differences in chemical 
mixing level at any of the interfaces. However, a large difference is observed under shear 
confirming the difference in chemical mixing rate shown in Fig. 4.20b. It’s also worth 
noticing that for the particle and ARB interface, the chemical mixing rate is ~20% less 
under shear than under compression (Fig. 4.20). It suggests that the deformation path in 
SPD plays a role in chemical mixing. 
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(a) (b) (c) (d) 
Figure 4.21 Atomic configuration at strain of 100 of (a) particle (b) ARB (c) NW and 
(d) KS interface under bi-planar shear deformation (Cu: red, Nb: blue).  
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Figure 4.22a Concentration profile 
through ARB interface as a function of 
strain under bi-axial compression. 
Figure 4.22b Concentration profile through 
ARB interface as a function of strain under 
bi-planar shear. 
Figure 4.22c Concentration profile through 
all studied interface systems at strain of 20 
under bi-axial compression. 
Figure 4.22d Concentration profile through 
all studied interface systems at strain of 100 
under bi-planar shear. Atomic 
configurations are shown in Fig. 4.22. 
 
It has recently been suggested that chemical mixing in immiscible systems such as 
Cu-Nb is a consequence of dislocation shearing [15], although the details of this process 
remain poorly understood. Dislocations under plastic strain tend to cut through interfaces 
resulting in both surface roughening and atomic mixing. The present study attempts to 
clarify shear mixing at interphase boundaries. This is done by measuring, during initial 
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straining, the relative motion of pairs of atoms with Cu-Cu bonds (bulk Cu), Nb-Nb 
bonds (bulk Nb), and Cu-Nb bonds (the interface). I thus redefine the relative diffusion 
coefficient between nearest pairs of atoms, or equivalently, the so-called relative mean 
square displacement (RMSD) given by Eq. 4.3. In this case, DCu-Cu and DNb-Nb indicate the 
amount of shear mixing in bulk Cu and Nb respectively. DCu-Nb indicates the amount of 
shearing mixing at Cu-Nb interface. DCu-Nb can derive from dislocations crossing through 
the interface, interface shearing (Cu and Nb crystals sliding on each other), or other 
mechanisms. Relative diffusion coefficients of all pairs during initial strain (slope from 
strain of 0 to 15) under compression and shear are shown in Fig. 4.23a and 4.23b, 
respectively. Under compression, RMSD in bulk Cu is much higher than in bulk Nb 
~800%, for the particle, and the ARB and NW interfaces. It is 200% higher for the KS 
interface. The value for the Cu-Nb interface pairs is similar to that in bulk Cu for all of 
the configurations. Localization of plastic deformation in Cu phase is not surprising 
because of the difference in shear modulus between Cu and Nb (48 GPa and 38 GPa 
respectively). Plastic deformation is expected to be localized in the “softer” phase, in this 
case Cu [14,15,21]. Under shear deformation, Fig. 4.23b shows far different behavior, 
although the plastic deformation remains significantly larger in the Cu phase rather than 
the Nb phase. For the particle geometry, RMSD in bulk Cu and the Cu-Nb interface is 
similar and about ~900% larger than in bulk Nb. Most notable, however, is the much 
larger value of RMSD for Cu-Nb interface pairs and a lower value for the bulk Cu-Cu 
pairs for the KS and NW samples compared with these values in the particle and ARB 
samples. It suggests that many shearing events occur at KS and NW interfaces rather than 
in bulk Cu. Visualization (not shown) suggests that the high value of RMSD of Cu-Nb 
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pairs results from interface shearing rather than dislocations crossing interface. These 
results provide an explanation for difference in the chemical mixing rate under shear 
versus compression. If interface shearing is the dominant component of plastic strain (Cu 
and Nb slip along their interface), chemical mixing would be dramatically reduced 
because no atoms are being forced to jump into the adjunct phase. For interfaces such as 
KS and NW, they can force the interface to be sheared to reduce anti-thermodynamic 
chemical mixing. 
Figure 4.23a Relative diffusion coefficient 
of atomic pairs in different interface types 
under bi-axial compression deformation. 
Figure 4.23b Relative diffusion coefficient 
of atomic pairs in different interface types 
under bi-planar shearing deformation. 
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Figure 4.24 Snapshot configuration of KS interface sample during straining. Blue atoms 
are Nb, red atoms are stacking faults (particle dislocations) in Cu, the rest of Cu atoms 
were deleted. 
 
 
Figure 4.25a Cross-section and interface 
plane-view of KS interface. Common 
neighbor analysis was performed on first 
plane of Cu showing two sets of misfit 
interface dislocations. 
Figure 4.25b Cross-section and interface 
plane-view of KS diffuse interface. 
Common neighbor analysis was performed 
on first plane of Cu showing more disorder 
interface compared with KS interface. 
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The above comments suggest that chemical mixing under shear at heterojunctions 
should be a relationship between interface shear strength (ISS) and the chemical mixing. I 
explored this possibility for KS interfaces in the following way. First, I adjusted the ISS 
of the KS interface manually by creating a small chemical concentration profile across 
the interface. A few randomly selected Cu atoms within the first three layers of the 
interface were randomly switched to Nb atoms to create a linear concentration profile 
such as X at%, X/2 at% and X/4 at% on first, second, and third layers, respectively. The 
same number of atoms was then switched from Nb to Cu on the other side of the 
interface. Fig. 4.25 shows cross-section and plan views of the clean KS interface (Fig. 
4.25a and 4.25b) and (Fig. 4.25c and 4.25d) show a X = 7.5 at% diffuse KS interface. 
The color code in the interface plan-view derives from a common neighbor analysis as 
follows: green represents FCC atoms; other colors represent non-FCC atoms. Two sets of 
misfit dislocation are visible in the clean KS interface. The detailed KS interface structure 
can be found in ref. [46]. The diffuse interface, on the other hand, shows a more distorted 
structure with a significant number of amorphous interface atoms. In fact, the more 
diffuse the interface, the larger is the distortion. At X = 25 at%, all interface atoms appear 
to reside in an amorphous structure, and no signs of misfit dislocation arrays are 
observed.  
Interface shear strength was measured as a function of the interface concentration 
at KS interfaces (Fig. 4.26a). A detailed ISS study of sharp KS interfaces can be found in 
ref. [49], where shear strength was measured in many different in-plane directions. Here 
only two orientations were tested, [1-10] and [11-2] with respect to the Cu crystal. For 
sharp KS interfaces, τ[1-10] and τ[11-2] are ~0.3 and ~0.6 GPa respectively, showing the 
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anisotropic behavior of ISS, which is consistent with ref. [49]. As the interface becomes 
more diffuse, Fig. 4.26a shows a large increase in ISS in both directions, up to 15 at%, 
then saturation at higher concentrations. Beyond 15 at%, values of τ[1-10] and τ[11-2] are 
similar (~0.8-0.9 GPa) showing more isotropy in ISS. This finding is reasonable in terms 
of the interface structures. As the mixing level increases, the interface structures 
transform from crystalline, with ordered arrays of misfit dislocation, to amorphous. Thus, 
interface properties reasonably transform from highly anisotropic to isotropic. 
The initial chemical mixing rate, i.e., change in the number of Cu-Nb bonds from 
strain 0 to 15, is determined as a function of concentration level at the KS interface under 
bi-planar shear deformation (Fig. 4.26b). As the concentration level increases, the 
chemical mixing rate dramatically increases, saturating at ~15 at%. It should be noticed 
the trend is very similar to the one of ISS showing the strong correlation between the two 
properties. A sharp KS interface has low ISS and high chemical stability, and the 
opposite behavior for a diffuse interface under shear. Fig. 4.27 shows calculations of the 
relative pair diffusion coefficient of nearest neighbor Cu-Cu, Nb-Nb and Cu-Nb pairs as a 
function of concentration level. The calculation is similar to one presented in Fig. 4.23. It 
clearly shows the same trend as the concentration level increases. However, this behavior 
vanishes when the concentration level increases. At 25 at%, RMSD values of all pairs are 
close to those of the particle or ARB interfaces under shear. It suggests that for low-ISS 
interfaces, plastic deformation is localized at the interface rather than in bulk. It reduces 
the number of dislocations cutting the interface, thus reducing atomic mixing. If the 
interface has a stronger ISS, it requires larger stresses to shear the interface, and the 
system will refer bulk plasticity which enhances atomic mixing.   
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Figure 4.26a Interface shear strength of 
box x and y orientations as a function of 
diffuse level of KS interface 
Figure 4.26b Chemical mixing rate as a 
function of diffuse level of KS interface 
under bi-planar shear deformation. 
 
 
Figure 4.27 Relative diffusion coefficient of atomic pairs as a function of diffuse level of 
KS interface under bi-planar shearing deformation mode. 
 
 It was next attempted to increase the interface shear strength by creating single-
layer step edges on the sharp KS interface. This was done by joining Cu and Nb crystals 
in a KS orientation relationship with one layer of (111) Cu and (110) Nb overlapping. 
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Then parts of the Cu and Nb overlapped layer were cut out to create a pair of steps at the 
interface. Similar procedures were used to create different numbers of pairs of steps (Fig. 
4.28a-b and 4.29a-b). These pairs of steps have the same width and are equally spaced. 
The steps were created along both the x and y-axes, which correspond to [1-10] and [11-
2] in the Cu crystal, respectively. Up to 5 pairs of steps along the x-axis and 7 pairs of 
steps along y-axis were created. All these samples were relaxed at 100 K for 100 ps to 
minimize the enthalpy. Bi-axial shear deformation was then applied. 
 Chemical mixing as a function of shear strain for all samples is plotted in Fig. 
4.30a (step edge along y-axis) and 4.30b (step edge along x-axis). Samples with steps on 
both directions behave similarly. Initially, a larger number of steps results in a higher 
chemical mixing rate. In fact, as shown in Fig. 4.30c, the initial slope of chemical mixing 
shows a linear dependence on the number of steps. However, all curves come to the same 
steady-state mixing rate, but with different decay times. The surprising fact is for both 
step directions, the same steady-state was observed. Fig. 4.28 (a-f) and Fig. 4.29 (a-f) 
show plane-view and cross-sections of a KS interface samples containing 1 pair and 6 
pairs of steps, respectively, at different strains. Fig. 4.28 (a,c,e) show Nb atoms initially 
belonging to the step layer, then be “shaved” away and diffusing away as the strain 
increases. Finally, the atoms become randomly distributed throughout the layer. Fig. 4.28 
(b,d,f), however, indicate that Nb diffusion only occurs on the step layer (xy plane), and 
not on the other planes (z-axis) even at a strain of 59. Fig. 4.29 (a-f) show similar 
behavior for the interface containing 6-pairs of steps, however Nb atoms distribute 
randomly on the step layer at much smaller strains. This explains the higher chemical 
mixing rates for interfaces with more steps. As Nb atoms are randomly distributed on the 
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step layer, all interfaces acquire the same configuration. This is why the same steady-
state of mixing is observed at all interfaces, even for different step directions. ISS of for 
all interfaces along x-axis (Cu[11-2]) and y-axis (Cu[1-10]) directions are plotted in Fig. 
4.30d. There is no obvious difference in ISS in any sample in both directions. Apparently, 
a single-layer step is not sufficient to prevent interface sliding.  
                      (a)                      (c)                       (e) 
                       (b) 
                       (d)                        (f) 
Figure 4.28 Interface plane-view (a,c,e) and cross-section (b,d,f) of 2-step KS interface 
at strain of 0 (a,b), 15 (c,d), 59 (e,f). Cu: red, Nb: blue.  
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                       (a)                       (c)                        (e) 
                    (b) 
                     (d)                      (g) 
Figure 4.29 Interface plane-view (a,c,e) and cross-section (b,d,f) of 12-step KS interface 
at strain of 0 (a,b), 15 (c,d), 25 (e,f). Cu: red, Nb: blue.  
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Figure 4.30a Strain evolution of chemical 
mixing in different step number along y-
axis (Cu[11-2]) direction KS interface 
Figure 4.30b Strain evolution of chemical 
mixing in different step number along x-
axis (Cu[1-10]) direction KS interface 
 
Figure 4.30c Chemical mixing rate as a 
function of step number along x-axis 
(Cu[1-10]) (●) and y-axis (Cu[11-2]) (■) of 
KS interface under bi-planar shear 
deformation. 
Figure 4.30d Interface shear strength of 
two orientations as a function of number of 
steps on [11-2] (open symbols) and [1-10] 
(solid symbols) direction KS interface 
 
4.4.4. Discussions 
 I will begin by first explaining the atomic mixing mechanism at interfaces. In 
section 4.2, I showed that atomic mixing is caused by dislocations crossing through 
interfaces. For alloys with a small heat of mixing (<10 kJ/mol), homogeneous solid 
solution are obtained at saturation for shearing at 100 K. As the heat of mixing increases, 
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chemical mixing rates are reduced, due to local atomic rearrangements. Above a critical 
heat of mixing (>20 kJ/mol), phase separation occurs even at 100K. For the Cu-Nb 
potential used here, the heat of mixing is estimated to be ~22 kJ/mol at Cu50Nb50. The 
chemical mixing rate (Fig. 4.19a) thus reasonably agrees with the model shown in section 
4.2. Based on RMSD calculations (Fig. 4.23a), plastic deformation is localized in the Cu 
phase rather than the Nb phase. It means that few dislocations cross through the interface, 
but yet chemical mixing still takes place. Therefore, a different atomic mixing 
mechanism is needed for this alloy. In fact, detailed analysis, which will not be presented 
here [57] shows that local atomic rearrangements at the cores of intersecting dislocations 
gives rise to chemical mixing at Cu and Nb interfaces under shear. This mechanism does 
not require plastic deformation in the bulk Nb phase, but still causes chemical mixing. 
The fact that the “switching” mechanism produces a similar rate of chemical mixing as 
found in the previous model, is surprising and still unclear. 
The switching mechanism might explain the concentration profiles observed 
under both modes of deformation (Fig. 4.22(a-d)). At a strain of 10, under compression, 
the concentration profile is symmetric and the interface broadening is on the order of 1-2 
nm (Fig. 4.22a). It is reasonable since chemical mixing is the product of switching Cu 
and Nb atoms induced by dislocations and it only occurs at the first few interface planes 
in both phases. At higher strains, the concentration profiles become asymmetric, showing 
much deeper Nb penetration into Cu phase. This can be explained by the fact that plastic 
deformation is highly localized in the Cu phase. Nb atoms, which were “shaved” away 
from Nb phase, can thus diffuse rapidly in Cu by dislocation glide [31]. In contrast, Cu 
atoms that were “shaved” away from Cu phase are relatively immobile in Nb, due to the 
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minimal dislocation activity in Nb. A similar asymmetric concentration profile is 
observed for shear deformation, showing the similarity in atomic mixing mechanisms 
between the two deformation modes. 
The difference of chemical mixing in the two deformation modes is next 
considered. Under compression, chemical mixing does not depend on the interface type 
(Fig. 4.20a). As discussed above, due to the forced switching mechanism, chemical 
mixing should be correlated with the number of dislocations interacting with interface. In 
compression deformation, the interface is normal to one of the deformation axes and the 
stress states promote dislocations nucleation and glide rather than interface shearing. It 
suggests that, initially, the same number of dislocations is nucleated (likely at the 
interfaces) for all interface types. The same process occurs throughout the deformation, 
even when each interface is likely modified after initial deformation. The calculated 
values of RMSD for all atom pairs (Fig. 4.23a) is in agreement with this qualitative 
picture. To further elucidate this possibility, a study of dislocation nucleation at different 
interfaces will be necessary. A completely different picture is obtained for shear 
deformation, where the interface is parallel to one of the shear planes and stress state 
strongly promotes interface shearing. Under shear, the “weakest”, lowest ISS, shear plane 
will be sheared first to release the elastic stress, in this case, KS and NW interfaces. The 
interface continues to shear until the newly developed elastic stress is high enough to 
nucleate dislocations. As a result, the weaker interface will nucleate fewer dislocations. 
Based on recent findings by Wang et al [59], NW and KS are much weaker compared to 
the ARB interface and NW interface is the weakest. The particle geometry could also be 
sheared by particle rotation. However, this is expected to be difficult. It is strongly 
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correlated to RMSD calculations (Fig. 4.23b) of Cu-Nb interface atom pairs. The RMSD 
values of Cu-Nb interface pair of NW and KS are much higher than ARB and particle 
interface, but RMSD values of Cu-Cu bulk atom pair are lower. It explains the initial 
chemical stability of NW and extreme stability of KS interface since interface shearing 
does not force atomic mixing. However, two remained questions are why NW is not as 
stable as KS interface and why nucleated dislocations from the interfaces are also 
ineffective to atomic mixing. Detailed study of interaction between dislocation and NW 
and KS interface is, therefore, important and should be conducted. For the later question, 
based on visual observation, nucleated dislocations seem to be stored at interfaces under 
straining, and then go reversed under different strain path. It results in much smaller 
plastic strain compared with total strain. It might explain why these dislocations are 
ineffective to cause mixing. 
 The relationship between ISS and chemical stability under shear deformation was 
examined by altering the diffuseness and roughness of the interface. By creating diffuse 
KS interface with different concentration gradients across the interface, a systematical 
increase of ISS was observed as a function of concentration gradient (Fig. 4.26a), 
resulting in a similar-trend in the chemical mixing rate (Fig. 4.26b). The result strongly 
supports our earlier argument of how KS and NW are more stable than the particle and 
ARB interface under shear. It also predicts the high strain chemical mixing behavior of 
the initially sharp KS interface. That is, as the strain increases, the interface slowly 
becomes diffuse. This increases the resistance to interface shearing; the interface thus 
becomes “stronger” with strain. The chemical mixing rate thus also increases in strain as 
suggested in Fig. 4.26b. In the other words, the slope of chemical mixing curve of the KS 
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interface (e.g. Fig. 4.20b) should continuously increase, until the sharp interface is 
completely destroyed; the mixing rate then saturates. The same behavior should be 
expected for NW interface. However, the NW interface becomes unstable beyond a strain 
of ~30 (see Fig. 4.20b) suggesting that the details of the interaction between dislocations 
and interfaces are important, and that hand-waving explanations have limited validity. 
 Finally the chemical stability of KS interface containing single-layer steps under 
shear deformation is discussed. Such a stepped interface is often observed in samples 
grown by PVD. The simulation results show that the steps can have a strong effect on 
chemical mixing, but only initially. The enhancement comes from the detachment of Nb 
atoms from the edges. It only occurs laterally rather than vertically, with respected to the 
interface plane. It explains the linear relationship between initial chemical mixing rate 
and the number of steps: the more step edges the more the Nb atom detachment. 
However, all the chemical mixing rates reach the same steady-state as the detachment is 
completed, resulting in a random distribution of Nb atoms on the step layer. The chemical 
mixing rate at steady-state is similar to that of the sharp KS interface, showing the same 
chemical stability under shear. One can reasonably extrapolate these results to larger step 
edges in the KS interface. Strong chemical mixing should be observed at these edges 
causing the formation of diffuse atomic layers at interface. When the diffuseness is 
sufficient to cause an increase in ISS, the interface chemical stability should be 
destroyed.  
4.5 Conclusions 
It was shown that forced mixing during severe plastic deformation of highly 
immiscible systems is not truly ballistic (random), but rather is “guided” and depends on 
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the heat of mixing of the alloy and the temperature. At low temperatures, these effects 
become important for ∆Hm greater than ≈ 20 kJ/mol, while at high temperatures, they 
become noticeable above ∆Hm = 10 kJ/mol. The ordering of initially homogeneous alloys 
occurs by two mechanisms, guided forced mixing and ordinary diffusion process 
mediated by shear-induced vacancies. The long term alloy morphology in highly 
immiscible alloys also depends on the heat of mixing. For intermediate values, the 
precipitates acquire a platelet-like morphology, while in strongly immiscible alloys, the 
precipitates are more spherical.  
The ball milling experiments on Cu-Ag-Ni alloy has shown that: 
o Deformation was not restricted to the softer phase and that phase separation 
during SPD in highly immiscible systems, like Ag-Ni, is an intrinsic property 
of atomic mixing process itself.  
o At room temperature, excess vacancies induced by plastic deformation can 
contribute to phase separation in systems. If they are mobile. 
o The grain size of the Ag-rich matrix can be reduced to ~ 4 nm during SPD 
owing to the presence of Cu-Ni particles. This very small grain size, compared 
with ones in the binary systems, Cu-Ag or Ni-Ag, is attributed to grain 
boundary (Zener) pinning at triple junctions by nano-particles. 
o Cu-Ni precipitates show a platelet-like structure rather than spherical. This 
structure appears to result from the detailed way in which dislocations interact 
with interfaces, one that is kinetic driven rather than thermodynamic.  
The forced chemical mixing of atoms in different Cu-Nb FCC/BCC interface 
systems during severe plastic deformation was investigated using molecular dynamics 
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computer simulations. Under compression deformation, the chemical mixing rate is 
independent of interface type, but under shearing deformation, the chemical mixing rate 
is strongly dependent on interface type, with the KS interface showing extreme chemical 
stability. Analysis shows a correlation between interface shear strength and interface 
chemical stability. The weaker the interface, the more it is stable under shear. Diffuse KS 
interfaces have higher interface shear strength compared to sharp KS interface, thus 
leading to the instability under high strain shear deformation. Single-layer steps at KS 
interfaces have the same ISS compared to the KS interface. However, chemical mixing 
occurs at step edges leading to formation of diffuse interface at high strain. 
 
Chapter 4, in part, has been published in the following journals: 
Nhon Q. Vo, Samson Odunuga, Pascal Bellon, Robert S. Averback, Acta Mater. 57 
(2009) 3012-3019.  
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