The best recently published methods of obtaining a priori and a posteriori truncation error estimates of continued fractions are reviewed. The applicability of these methods is discussed and a numerical example with tables of their actual estimates is provided.
1. Introduction. In 1967 Blanch [4] published her well-known paper "Numerical evaluation of continued fractions". An important aspect of her paper was estimating the speed of convergence of continued fractions. Since then many articles have been published on estimating the speed of convergence, giving a priori error estimates [6] , [7] , [12] , [18] , [19] , a posteriori error estimates [3] , [7] , [10] , [11] , [13] , and asymptotic error estimates [5] , [14] . This paper compares the best a priori and a posteriori methods by presenting a Brief account of their usefulness and idiosyncracies in applications, and a comparison of numerical estimates.
In order to better assess their relative merits, these methods are all applied to the same continued fraction Blanch used. A goal of this paper is to provide enough qualitative and quantitative information to enable one to make efficient choices among these methods without laboriously applying each method.
2. Error Estimate Methods. The dilemma of deciding which truncation estimate method to employ is facilitated by Table 1. The table includes the most useful papers and omits those which have narrow applications or for which improvements have been published. Since these papers are easily obtained, pertinent definitions and terminology will be omitted here. Good general references are Wall [21] , Perron [17] , and Thron [20] .
The choice of employing an a posteriori or an a priori estimate should depend on the information desired. In general, a posteriori methods are more easily applied but require more computer time whenever estimates are required at more than a few points. These error estimates are of the form (2.1) '/-/"KM* I/,,-/,. In the Merkes method it is necessary to construct a chain sequence. Table 1 the easiest to evaluate is Gragg's which is of the form Kiz) | (1 -vf+7)/(l + y/TTz') \"-\ with z suitably normalized. When z is near a pole or a cut in the domain of convergence of the ¿-fraction, this estimate is not sharp. As with Gragg's a posteriori estimates, consideration must be given to verifying that one has a ¿-fraction and finding its domain of convergence. Hayden's critical point a priori estimates are derived from his a posteriori estimates. \fn -fn_x\ in (2.1) is replaced by a product whose terms are defined by the elements and the critical points of the continued fraction. Even though each term of the product requires an estimate of a critical point, the final error bound is remarkably sharp.
Hayden's contraction mapping method applies to all continued fractions. In this method the error estimate is a product of Lipschitz constants whose values involve the elements and remainders of the continued fraction. In order to estimate the constants and remainders, restrictions similar to the restrictions in Hayden's other methods are imposed on the elements of the continued fraction. The error estimates may not be as sharp as Hayden's other error estimates.
3. Numerical Comparisons. The error estimate methods in Table 1 were applied to the ratio of successive Bessel functions of integral order and evaluated for m = 1. The tables of numerical values of these estimates were calculated on a CDC 6400 with double precision arithmetic. Tables 2 and 3 list the error estimates determined by the methods in Table 1 . For those estimates whose calculations involve the argument z, both the best and the worst estimate are given for z = e'e, 0 = 0°(1°)90°. [2] , [4] , [16] .
The Jones-Snell estimates were substantially improved by using Mn as suggested in Section 2. An improvement of Gragg's estimates by using sec(0 -tt/2) rather than tan 0/2 for tt/2 < 6 < tt was negligible. 
