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relative efficiency of the optimum multistage linear phenotypic selection index (OMLPSI) and the decorrelated multistage linear phenotypic selection index (DMLPSI) theory to predict the individual net genetic merit and selection response using a real and a simulated dataset. In addition, we described a method for obtaining the OMLPSI selection intensity in a two-stage context. The criteria used to compare the relative efficiency of both indices were that the total selection response of each index must be lower than or equal to the single-stage linear phenotypic selection index (LPSI) selection response, similar to the accuracy of each index to predict the net genetic merit. Using four different total proportions (p = 0.05, 0.10, 0.20, and 0.30) for the real dataset, the total DMLPSI selection response was 22.80% higher than the estimated single-stage LPSI selection response, whereas the total OMLPSI selection response was only 2.21% higher than the estimated single-stage LPSI selection response. In addition, at Stage 2, OMLPSI accuracy was 62.24% higher than the DMLPSI accuracy for predicting the net genetic merit. We found similar results for the simulated data. Thus, we recommend using OMLPSI when performing the multistage phenotypic selection.
phenotypic selection index (OMLPSI) to select several traits in the multistage selection context. Suppose two vectors of individual traits, x and y, become evident at different animal or plant stages. We can make a selection at one stage according to the LPSI using both vectors of information jointly, or we can perform a two-stage selection, in which case, we select x in the first stage, and x and y in the second stage. When we use the OMLPSI in a two-stage context, at Stage 1, we have a partial index, but at Stage 2, we have a complete index. The OMLPSI is more efficient than the independent culling method because it uses all available information at each stage and incorporates the genetic correlations between traits in the prediction. The OMLPSI can be applied to any number of stages.
Breeders apply OMLPSI mainly in animal and tree breeding where, due to early culling, OMLPSI is a costsaving strategy for improving multiple traits because it is not necessary to measure all traits at each stage. Thus, when traits have a developmental sequence in ontogeny or when there are large differences in the costs of measuring several traits, the efficiency of OMLPSI over LPSI, in terms of cost saving, can be substantial. The OMLPSI increases selection intensity on traits measured at an earlier age, and, with fixed facilities, OMLPSI selects a greater number of individuals at an earlier age (Xu et al., 1995; Xie et al., 1997; Hicks et al., 1998) .
Some problems associated with the OMLPSI are the following. After the first selection stage, the distribution of OMLPSI values could be non-normal. For more than two stages, the OMLPSI requires numerical multiple integration techniques to derive selection intensities for each stage, and there are problems of convergence when the trait and index values at successive stages are highly correlated. Also, the computational time may be unacceptable if the number of selection stages becomes too high (Xu and Muir, 1992; Börner and Reinsch, 2012) .
The decorrelated multistage linear phenotypic selection index (DMLPSI) is another multistage selection index (Börner and Reinsch, 2012) , also called selection index updated (Xu and Muir, 1992) . It also combines the LPSI theory with the independent culling selection method to select several traits in the multistage selection context. The DMLPSI minimizes the mean squared difference between the DMLPSI and the net genetic merit at each stage under the restriction that the covariance between the DMLPSI values at different stages be zero, thus preventing the correlation between DMLPSI values at different stages; hence the name decorrelated. Under such restriction, the selected individual DMLPSI values after the first selection stage could be normally distributed, and in addition, it is not necessary to use computationally sophisticated multiple integration techniques to derive the selection intensities, and exact truncation points can be determined for a fixed selection proportion before selection is performed Muir, 1991, 1992) . Problems associated with DMLPSI are that its selection responses and accuracy could be lower than the OMLPSI selection response and accuracy after the first selection stage. The OMLPSI and DMLPSI are extensions of the LPSI theory to the multistage selection context.
We compared the relative efficiency of OMLPSI and DMLPSI using a real and a simulated dataset in a twostage context. We obtained the theoretical results of both indices under the assumption that the indices, and the net genetic merit values have multivariate normal distribution at each stage. Under this assumption, the regression of the net genetic merit on any linear function of the phenotypic values is linear (Kempthorne and Nordskog, 1959) , and the total selection response for two or more stages is the sum of each response obtained at each stage (Cochran, 1951; Young, 1964) .
The criteria used to compare the relative efficiency of both indices were that the total selection response of each index must be lower than or equal to the LPSI selection response (Young, 1964; Saxton, 1983) and the accuracy of each index to predict the net genetic merit. Using four different total proportions for the real dataset, we found that the OMLPSI efficiency was higher than the DMLPSI efficiency when predicting the net genetic merit. We found similar results for the simulated data. Börner and Reinsch (2012) reported similar results in the genomic selection context when they used multistage selection indices in a dairy cattle breeding program.
MATERIALS AND METHODS

Objectives of the Multistage Linear Phenotypic Selection Indices
The OMLPSI and DMLPSI have four main objectives. The first objective is to predict the individual net genetic merit for n traits, H = w¢g, where w¢ = [w 1 w 2 … w n ] and g¢ = [g 1 g 2 … g n ] are 1 ´ n vectors of economic weights and true breeding values, respectively. The second objective is to select individuals with the highest H values as parents of the next generation, and the third objective is to maximize the OMLPSI (DMLPSI) selection response. Finally, OMLPSI and DMLPSI should provide the breeder with an objective rule for evaluating and selecting several traits simultaneously.
When selection is based on all individual traits of interest jointly, the LPSI vector of coefficients that maximizes the selection response is
Cw, where C (see Appendix A, subsection "Phenotypic and Genotypic Matrices for Two Stages" for details) is the covariance matrix of the true breeding values (g), and P −1 is the inverse matrix of the covariance matrix (P) of trait phenotypic values (y). In addition, k is the selection intensity of the LPSI.
The Multistage Linear Phenotypic Selection Index at Stage i
Let y¢ = [y 1 y 2 … y n ] be a vector with n traits of interest and assume that we can select only n i of them (n i < N) at Stage i be submatrices of P and G, respectively; when i = j,
[A1a] and [A1b]), we give additional details associated with matrices P and G. Now suppose that the number of traits selected until Stage i − 1 is n i − 1 and that at Stage i, we select n i traits, such that n i £ n i − 1 . By the results in subsection "The Multistage Linear Phenotypic Selection Index at Stage i" above, at Stage i, we shall have n i -1 + n i traits. This means that matrix Q (i -1)i is of size n i -1 (n i -1 + n i ) and can be written as 1 1
Equation [1b] indicates that Q (i -1)i is a nonsquare and nonsymmetric phenotypic variance-covariance matrix.
Selection Response at Stage i
The selection response (R i ) at Stage i can be written as
where k i (Appendix B) is the selection intensity, H s ′ = w Cw is the standard deviation of the variance of the net genetic merit (H = w¢g), w¢ = [w 1 w 2 … w n ] and g¢ = [g 1 g 2 … g n ] were defined earlier, Var(g) = C is the covariance matrix of g, and i HI r is the correlation between H = w¢g and the index at Stage (Kempthorne and Nordskog, 1959) . Thus the genetic gain that can be achieved at each stage by selecting for several traits simultaneously within a population of animals or plants is the product of the selection differential (k i ), the standard deviation of H = w¢g ( H s ), and the correlation between H = w¢g and i
Selection intensity k i is limited by the rate of reproduction of each species, whereas H s is relatively beyond man's control; hence, the best opportunity for increasing selection progress is by ensuring that i HI r is as large as possible (Hazel, 1943) . In general, it is assumed that k i and H s are fixed and w is known and fixed; hence, R i will be maximized when 
The Maximized Multistage Linear Phenotypic Selection Index Parameters
According to Cerón-Rojas and Crossa (2018, Chapter 9) , the maximized selection response and accuracy at Stage i are 
The total selection index is The above procedure uses a partial index until Stage N − 1, but at Stage N, it uses a complete index (see Appendix A, subsection "Phenotypic and Genotypic Matrices for Two Stages" for additional details). This approach should be more efficient than the usual independent culling selection method because, at each stage, the OMLPSI (DMLPSI) uses all available information (Young, 1964; Saxton, 1983) .
The Multistage Linear Phenotypic Selection Index Phenotypic and Genotypic Covariance Matrices
, as defined in the subsection above; then, P = {P ij } is the covariance matrix of vector 
respectively, whereas the total selection response is (Cochran, 1951; Young, 1964 (Young, 1964; Cerón-Rojas and Crossa, 2018, Chapter 9 ) and the Xu and Muir (1992) 
where 
Criteria for Comparing the Efficiency of Each Index to Predict the Net Genetic Merit
The relative efficiency of predicting the net genetic merit at each stage of OMLPSI with respect to DMLPSI efficiency in percentage terms is j = 100(p − 1) [7] where p = r i /r i ; i ′ w Cw is the standard deviation of the net genetic merit (H = w¢g ). When j = 0, the efficiency of both indices is the same; when j > 0, the efficiency of OMLPSI is higher than DMLPSI efficiency, and when j < 0, DMLPSI efficiency is higher than OMLPSI efficiency. An additional criterion for comparing the indices' efficiency is that the total selection response R t = R 1 + R 2 of each index should be lower than or equal to the singlestage LPSI selection response (R = ks I ; i.e., R t £ R).
We show that R t £ R for OMLPSI only. Suppose that the total proportion retained is p = q 1 q 2 (Fig. 1) ; then, LPSI selection intensity k (Fig. 2) is fixed. In addition, since the LPSI standard deviation (s I ) is fixed in the target population, the maximum LPSI selection response in the selected population is R = ks I , which is the maximum value that is possible to attain for p = q 1 q 2 . In the two-stage context, suppose again that p = q 1 q 2 . Then, at Stage 1, 
R k s =
, where the k 1 and k 2 values are associated with the q 1 and q 2 values, respectively. That is, R t = R 1 + R 2 is the total OMLPSI selection response. However, R = ks I is the maximum value that can be attained when p = q 1 q 2 is fixed; thus, R t £ R. This criterion allows breeders to know the maximum value of R t in the breeding context.
Real Dataset
The number of genotypes in this real dataset was 3330, and the vector of economic weights (w) was w¢ = [19.54 −3.56 17.01 −2.51]. This dataset comes from a commercial egg poultry line (Akbar et al., 1984) , and we will use it to illustrate the indices' theoretical results obtained in this work. The estimated phenotypic (P ) and genotypic (Ĉ ) covariance matrices among the rate of lay (RL, number of eggs), age at sexual maturity (SM, days), egg weight (EW, kg), and body weight (BW, kg) were 
Simulated Dataset
This dataset is available in the "Application of a Genomics Selection Index to Real and Simulated Data" repository at http://hdl. handle.net/11529/10199. It was simulated (Cerón-Rojas et al., 2015) for eight phenotypic selection cycles (C0-C7), each with four traits (T 1 , T 2 , T 3 , and T 4 ), 500 genotypes, and four replicates for each genotype. Data were generated with QU-GENE software (Podlich and Cooper, 1998 ) using 2500 molecular markers and 315 quantitative trait loci (QTLs). The markers were distributed uniformly across 10 chromosomes, whereas the QTLs were randomly allocated across the 10 chromosomes to simulate one maize (Zea mays L.) population. For each trait, the phenotypic value for each of four replications of each plant was obtained by setting the per-plot heritability of T 1 , T 2 , T 3 , and T 4 at 0.4, 0.6, 0.6, and 0.8, respectively. A different number of QTLs affected each of the four traits: 300, 100, 60, and 40, respectively. The common QTLs affecting the traits generated genotypic correlations of −0.5, 0.4, 0.3, −0.3, −0.2, and 0.1 between T 1 and T 2 , T 1 and T 3 , T 1 and T 4 , T 2 and T 3 , T 2 and T 4 , and T 3 and T 4 , respectively. The economic weights for T 1 , T 2 , T 3 , and T 4 were 1, −1, 1, and 1, respectively. Only for illustration purposes, in this work, we used four selection cycles (C1-C4) of the simulated data to illustrate the theoretical results and the efficiency of both indices. At Stage 1, we selected traits T 1 and T 2 , and at Stage 2, we selected all four traits.
RESULTS
Real Data
Estimated OMLPSI Parameters for Stages 1 and 2
The estimated vectors of coefficients for both stages were , respectively, where ˆ * P (ˆ * C ) was matrix P (Ĉ ) adjusted for prior selection on 1 
The total proportions (p) of retained values for this dataset were p = 0.05, 0.10, 0.20, and 0.30 for both indices. For illustration purposes only, at Stage 1, we selected traits RL and SM, whereas at Stage 2, we selected the four traits, according to the Young (1964) in the estimated selection response and accuracy at Stage 2, but not to estimate the vector of coefficients (Cerón-Rojas and Crossa, 2018, Chapter 9, Eq. [9.5] and [9.6]). Figure 1 shows the relationship among the truncation points (u 1 and u 2 ), the proportion retained (q 1 and q 2 ) and the heights of the ordinate of the normal curve I and 2 I , respectively. Thus, the values of the truncation points (u 1 = 1.21 and u 2 = 0.15), proportions retained (q 1 = 0.11 and q 2 = 0.44), and selection intensity (k 1 = 1.69 and k 2 = 0.90) at Stages 1 and 2, respectively, were those associated with the maximum ˆ9 0.33 t R = value (Fig. 3 ). In the one-stage case, the selection intensity for p = 0.05 was k = 2.06, and the single-stage estimated LPSI selection response was ˆ8 8.72 R = . According to Young (1964) and Saxton (1983) , the maximum estimated total OMLPSI selection response (ˆ90.33 t R = ) value should be lower than or equal to the single-stage estimated LPSI selection response (ˆ88.72 R = ). For this dataset, the estimated total OMLPSI selection response was 1.81% higher than the estimated LPSI selection response.
In Table 1 , we present additional truncation points, proportions retained, selection intensities, and maximum estimated selection response values for p = q 1 q 2 = 0.10, 0.20, and 0.30. For each of the latter three values, the maximum estimated total OMLPSI selection responses were 2.01, 2.33, and 2.69%, respectively, greater than the estimated single-stage LPSI selection response (Table 1) . Thus, for this real dataset, the estimated total OMLPSI selection response and the estimated LPSI selection response were very similar. Figure 4 presents the estimated total OMLPSI selection response values (ˆt R ) when we obtained the selection intensities using the Cochran (1951) and Young (1964) method for 0.05 and 0.10. Cochran (1951) and Young (1964) found the expectations of a bivariate left truncated normal distribution and used them as selection intensities. When we used the Cochran (1951) . Because the DMLPSI values were independent between stages, to estimate the DMLPSI parameters at Stage 2, we did not adjust matrices P and Ĉ for prior selection on (Fig. 3 ), which were obtained following the iterative process described by Xu and Muir (1992) . In this case, the maximum estimated total DMLPSI selection response (110.60) was 24.66% higher than the estimated single-stage LPSI selection response (88.72). Thus, for this real dataset, the maximum estimated total DMLPSI selection response was different from the estimated single-stage LPSI selection response.
In Table 1 , we present additional truncation points, proportions retained, selection intensities, and estimated selection response values for p = q 1 q 2 = 0.10, 0.20, and 0.30 obtained at Stages 1 and 2. In these cases, the maximum estimated total DMLPSI selection responses were 23.39, 21.56, and 20.10%, respectively, higher than the estimated LPSI selection responses (Table 1) .
The foregoing results indicated that for this real dataset, the average of the estimated total DMLPSI selection response was 22.80% higher than the average of the estimated single-stage LPSI selection response (68.56), whereas the average of the estimated total OMLPSI selection response was only 2.21% higher than the estimated single-stage LPSI selection response for p = 0.05, 0.10, 0.20, and 0.30. Muir (1991, 1992) indicated that the loss of efficiency in the DMLPSI response is justified because their method for obtaining the selection intensities and total responses gives the breeder the opportunity to implement an unlimited number of selection stages, which otherwise would be very difficult or impossible to do.
The estimated accuracies for predicting the net genetic merit for both stages were , meaning the estimated DMLPSI and OMLPSI vectors of coefficients were the same, from where the estimated OMLPSI and DMLPSI accuracies were also the same because this parameter was not affected by the selection intensity. However, at Stage 2, DMLPSI accuracy decreased due to the restriction imposed on DMLPSI to make its values independent among stages (Appendix A, Eq.
[A6] to [A8], for details).
Accuracy for Predicting the Net Genetic Merit
The estimated OMLPSI accuracies for both stages were 1 0.339 r = and 2 0.232 r = , whereas 1 0.339 r = and 2 0.143 r = were the estimated DMLPSI accuracies. The estimated accuracies of both indices decreased from Stage 1 to Stage 2. The estimated OMLPSI accuracies decreased because matrices P and Ĉ were adjusted for prior selection (Cerón-Rojas and Crossa, 2018, Chapter 9, Eq. [9.5] and [9.6]); however, DMLPSI accuracy decreased due to the restriction imposed on the DMLPSI vector of coefficients at Stage 2.
To compare the efficiency of the indices, we used Eq. [7] :
The OMLPSI and DMLPSI efficiencies at Stage 1 were the same; however, at Stage 2, OMLPSI efficiency was 62.24% higher than DMLPSI efficiency for predicting the net genetic merit. This means that the OMLPSI was a better predictor of the net genetic merit than the DMLPSI at Stage 2. Table 1 presents the OMLPSI and DMLPSI truncation points (u 1 and u 2 ), proportions retained (q 1 and q 2 ), and selection intensities (k 1 and k 2 ) for p = q 1 q 2 = 0.05, 0.10, 0.20, and 0.30 in a two-stage context. Because the u 1 , u 2 , q 1 , q 2 , k 1 , and k 2 and values for OMLPSI and DMLPSI were obtained with a different method, those values were different for both indices. Nevertheless, when the p = q 1 q 2 values changed from 0.05 to 0.30, the u 1 and u 2 values decreased, the q 1 and q 2 values increased, and the k 1 and k 2 values decreased in both indices, as we would expect. That is, when the total proportion retained increased from 0.05 to 0.30, the selection intensity decreased, also as we would expect (Fig. 2) . In addition, while the DMLPSI q 1 and q 2 values were very similar at both stages, the OMLPSI q 1 values were lower than the q 2 values, which implies that the OMLPSI selection intensity and selection response were different from the DMLPSI selection intensity and selection response (Table 1) . R R R = + ) and the true LPSI selection response (R) values obtained in a twostage context for four simulated selection cycles and p = q 1 q 2 = 0.01, 0.10, and 0.20. For p = 0.01 and 0.10, the average of the estimated total OMLPSI selection response ( 1 2ˆt R R R = + ) was 61.70 and 6.18%, respectively, higher than the average of the true selection response (15.22), whereas for p = 0.20, the average of the estimated total OMLPSI selection response was 15.37% lower than the average of the true selection response. Thus, for this dataset, the best OMLPSI prediction of the mean of the net genetic merit resulted when p = 0.10, and wrong OMLPSI predictions resulted when p = 0.01 or 0.20.
Truncation Points, Proportion Retained, and Selection Intensities
Simulated Data
Predicting the True Selection Response
For p = 0.01, the average of the estimated total DMLPSI selection response was 42.71% higher than the average of the true selection response; however, for p = 0.10 and 0.20, the average of the estimated total DMLPSI selection response was 5.32 and 27.0% lower than the average of the true selection response. Therefore, for this dataset, the best DMLPSI prediction of the mean of the net genetic merit resulted when p = 0.10, and wrong DMLPSI predictions resulted when p = 0.01 or 0.20. That is, DMLPSI and OMLPSI were similar when p = 0.10.
Based on the foregoing results, the best OMLPSI and DMLPSI predictions of the true selection response resulted when p = 0.10, and wrong OMLPSI and DMLPSI predictions resulted when p = 0.01. This means that for the simulated data, the indices' efficiency depended on the total proportion retained (p). Thus, for the simulated data, when p = 0.10, both indices were more efficient for predicting the true mean of the net genetic merit than when p = 0.01 or 0.20. We believe that the results obtained with the simulated data were due to the number of genotypes used to estimate the parameter. Thus, whereas in the real dataset the number of genotypes was 3330, in the simulated the number of genotypes was 500. That is, in the simulated dataset, we used only 15% of the genotypes used in the real dataset to estimate the index parameters. Table 3 presents the estimated values of the OMLPSI ( 1 r and 2 r ) and DMLPSI ( 1 r and 2 r ) accuracies for predicting the net genetic merit in a two-stage context for four simulated cycles. The averages of the estimated OMLPSI and DMLPSI accuracies at Stage 1 were the same. At Stage 2, however, due to the restriction imposed on the covariance between the DMLPSI values (Appendix A, Eq.
Accuracies for Predicting the Net Genetic Merit
[A6] to [A8]), the average of the estimated DMLPSI accuracies was lower than the average of the estimated OMLPSI accuracies (Table 3 ). According to Eq. [7] , at Stage 2 the average of the estimated OMLPSI accuracies was 119.512% higher than the average of the estimated DMLPSI accuracies for four simulated selection cycles. Thus, for this dataset, the OMLPSI was a better predictor of the net genetic merit than the DMLPSI.
DISCUSSION The Criteria of the Relative Efficiency of the Indices
The estimated OMLPSI and DMLPSI accuracies for predicting the genetic merit and the assumption that the estimated total OMLPSI and DMLPSI selection response must be lower than or equal to the estimated LPSI selection response (Young 1964; Saxton, 1983) were the criteria for evaluating the relative efficiency of both indices. The two criteria were dependent on the method used to estimate the vector of coefficients of each index. The estimated total selection response predicts the mean value of the net genetic merit in the progeny population, whereas the estimated accuracy indicates how close the estimated index values were to the unknown net genetic merit values.
At Stage 2, the OMLPSI variances reduced their size due to the correction imposed on the variance-covariance matrices P and G, which affected not only the selection responses, but also their accuracies. However, DMLPSI efficiency at Stage 2 was affected not by the adjusted covariance matrices, but by the restrictions imposed on their covariance values among stages.
Total OMLPSI and DMLPSI Selection Responses
For the real dataset, the average of the estimated total OMLPSI selection responses was only 2.21% higher than the average of the estimated LPSI selection response for all p values. In addition, the average of the estimated total DMLPSI selection responses was 22.80% higher than the R R R = + ) for four simulated selection cycles and p = q 1 q 2 = 0.01, 0.10, and 0.20 under a two-stage breeding scheme, and true linear phenotypic selection index selection response (R) values. Table 3 . Estimated values of optimum ( r 1 and r 2 ) and decorrelated ( 1 r and 2 r ) multistage linear phenotypic selection index (OMLPSI and DMLPSI, respectively) accuracies to predict the net genetic merit under a two-stage (each stage denoted by 1 and 2) breeding scheme for four simulated cycles. average of the estimated LPSI selection responses, for all p values. Thus, for this real dataset, we can expect the total estimated OMLPSI selection response to be a better estimator of the mean of the net genetic merit than the total estimated DMLPSI selection responses. For the simulated dataset, the best OMLPSI and DMLPSI predictions of the true selection response resulted when p = 0.10, and the wrong OMLPSI and DMLPSI predictions resulted when p = 0.01. However, note that although the average of the estimated total OMLPSI selection response overestimated the true selection response by 6.18%, the average of the estimated total DMLPSI selection response underestimated the true selection response by 5.32%. However, for p = 0.01, both indices overestimated the true response, but while the OMLPSI overestimated the true selection response by 61.70%, the DMLPSI overestimated the true selection response by 42.71%. Thus, for the simulated data, the total estimated selection response of both indices depended on the total proportion retained. We attributed the results obtained with the simulated data to the number of genotypes used to estimate the parameters. That is, in the real dataset, the number of genotypes was 3330, but in the simulated data, the number of genotypes was only 500, which represents only 15% of the size of the genotypes used in the real dataset to estimate the parameters of the indices. This means that the number of genotypes used to estimate the indices' parameters was an important factor for both indices in the real and simulated data.
OMLPSI and DMLPSI Accuracies
In this case, for the real and simulated datasets, the estimated OMLPSI accuracies were higher than the estimated DMLPSI accuracies at Stage 2. For the real and simulated datasets, at Stage 1, the estimated accuracy of both indices was the same. At Stage 2, however, for the real data, the estimated OMLPSI accuracy was 62.24% higher than the estimated DMLPSI accuracy for predicting the net genetic merit at Stage 2, whereas for the simulated data, the average of the estimated OMLPSI accuracies was 119.51% higher than the average of the estimated DMLPSI accuracies at Stage 2. Thus, based on the estimated accuracies of both indices, we can expect the OMLPSI to be a better predictor of the net genetic merit than the DMLPSI after Stage 1.
The Method for Obtaining the OMLPSI Selection Intensity
The method used in this work to obtain the OMLPSI selection intensities in a two-stage context is simple and can be programmed in a computer using an R code. This method did not overestimate the selection intensities, as the Cochran (1951) and Young (1964) methods did. Thus, the proposed method was useful for obtaining the selection intensity values of OMLPSI in a two-stage context.
The Restrictions DMLPSI Imposed on the Covariance Values
The DMLPSI imposed the restriction that the covariance between DMLPSI values at different stages be zero. This restriction was to ensure the existence of solutions for the truncation points at different stages without resorting to numerical multiple integration Muir, 1991, 1992; Xie et al., 1997) . However, the restriction decreased the estimated DMLPSI accuracy and could overestimate the DMLPSI selection response after Stage 1. Muir (1991, 1992) indicated that the loss of DMLPSI efficiency after Stage 1 is justified because their method for obtaining the selection intensities and total responses gives the breeder the opportunity to implement an unlimited number of selection stages, which would otherwise be very difficult or impossible to do. Xu and Muir (1991) indicated that the restriction imposed on the covariance between DMLPSI values is similar to the Kempthorne and Nordskog (1959) restriction imposed on the expected genetic gain per trait, which prevents some traits from changing their mean values while the rest of the trait means remain without restrictions (Cerón-Rojas and Crossa, 2018, Chapter 3). In effect, Muir (1991, 1992) and Kempthorne and Nordskog (1959) used a projector matrix (e.g., K) to project the OMLPSI (LPSI) vector of coefficients (b) into a space smaller than the original space of b. The reduction of the space into which the Kempthorne and Nordskog (1959) matrix projects b is equal to the number of zeros that appears on the expected genetic gain per trait, and the selection response and accuracy decrease as the number of restrictions increases (Cerón-Rojas and Crossa 2018, Chapter 3). However, it is not clear if under the Muir (1991, 1992) restrictions the selection response and accuracy decrease as the number of stages increases. If this were true, the Xu and Muir (1992) method would not give the breeder the opportunity to implement an unlimited number of stages, because the selection response and accuracy would decrease as the number of stages increases and soon would be null. For example, Xie et al. (1997) compared the estimated singlestage LPSI selection response with the estimated DMLPSI selection response for two and three stages and found that at Stages 2 and 3, the estimated total DMLPSI selection response explained only 92 and 87%, respectively, of the estimated LPSI selection response. That is, at Stage 3, the estimated total DMLPSI selection response was lower (5%) than at Stage 2. In addition, Xie et al. (1997) also indicated that under certain circumstances (they did not specify which), the estimated total DMLPSI selection response could be higher than the estimated single-stage LPSI selection response, as we found in this work when we used the simulated data for p = 0.01. However, this is not a good result because the DMLPSI overestimated the true LPSI selection response.
Additional Approaches of the OMLPSI and DMLPSI Saxton (1983) and Ayyagari et al. (1985) applied the OMLPSI to five pig and poultry traits, respectively, in a similar manner as we did in this work; however, they obtained the selection intensities in a different way. Saxton (1983) applied a two-stage selection scheme in two ways: first, by selecting three traits and then two traits; and second, by first selecting the last two traits and later the first three traits. Under the first scheme, Saxton (1983) found that the estimated total selection response overestimated the single-stage LPSI response by 3.8%, but under the second, he found that the estimated total selection response overestimated the single-stage LPSI response by only 1.5%. These results were very similar to the results obtained with the OMLPSI in this work when we used real data. Ayyagari et al. (1985) developed six selection schemes with five poultry traits and, in all cases, they underestimated the single-stage LPSI response. That is, the average of the total selection response explained only 70.5% of the estimated LPSI response. These results were not in agreement with the OMLPSI results when we used real data. We believe that these results were due to the way Ayyagari et al. (1985) obtained the selection intensities. Cerón-Rojas and Crossa (2018, Chapter 9) applied the OMLPSI to six chicken traits (Hicks et al., 1998) in a two-stage context. However, these authors used the Young (1964) method to obtain the selection intensities for two stages; thus, the estimated selection response and expected genetic gain per trait values were only approximated. Xu and Muir (1992) applied the DMLPSI to four poultry traits in a two-stage context, by first selecting one trait and then three traits. They found that the estimated total DMLPSI selection explained 90% of the estimated single-stage LPSI response. Xie et al. (1997) found similar results when they compared the estimated single-stage LPSI selection response with the estimated DMLPSI selection response at Stages 2 and 3. They found that at Stages 2 and 3, the estimated total DMLPSI selection response explained 92 and 87%, respectively, of the estimated LPSI selection response. That is, in all cases, the estimated total DMLPSI selection response could not explain all the estimated single-stage LPSI selection response.
Results of this study are the first ones comparing (with real and simulated data) the relative efficiency of the OMLPSI with DMLPSI efficiency using the total selection response and accuracy as the main criteria to compare the efficiency of the two indices.
CONCLUSIONS
We evaluated the relative efficiency of two multistage linear phenotypic selection indices. We determined the efficiency of both indices based on the estimated total selection response and accuracy of each index using a real and a simulated dataset. In both datasets, we found that the OMLPSI was a better predictor of the net genetic merit than the DMLPSI. Therefore, breeders should not use the DMLPSI when performing multistage phenotypic selection.
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whereas the covariance matrix of x 1 with the vector of true breeding values g (G 1 ) is 
For the second stage, in addition to matrix P 1 , we need the phenotypic covariance matrix between x 1 and x 2 (P 12 ) and the phenotypic covariance matrix of x 2 (P 2 ). That is, the covariance matrix of phenotypic values at Stage 2 will be 1 12
In a similar manner, in addition to matrix G 1 , at Stage 2, we need the covariance between x 2 and g (G 2 ); that is, at Stage 2, the covariance matrix between phenotypic and breeding values can be written as
Matrices G and C are not exactly the same, because while
Cov , Cov ,
and this last matrix changes at each stage.
Phenotypic and Genotypic Matrices for N Stages
Now suppose that traits are measured in N stages (n ³ N ); then y¢ = [y 1 y 2 … y n ] can be partitioned into N subvectors as is the total number of traits measured for N stages. In a similar manner, the phenotypic (P) and genotypic (G) matrices can be partitioned according to the subvectors of 
x x x x x P x x x x x P P P P P P
respectively, where Cov(x i , x j ) = P ij is the ijth submatrix of P and Cov(x i , g) = G i is the ith submatrix of G at Stage i (Xu and Muir, 1992) .
The DMLPSI for Selecting One Trait at Each Stage
In this subsection, we present the procedure described originally by Xu and Muir (1991) , which is useful to understand the DMLPSI theory in the multitrait selection context. Let y¢ = [y 1 y 2 … y n ] be a 1 ´ n vector of trait phenotypic values, where n denotes the total number of traits in which the breeder is interested. Let P be an n ´ n symmetric and positive definite covariance matrix of trait phenotypic values. Then, by the Cholesky decomposition method (Schott, 2005) , there is a unique upper triangular matrix T such that P can be written as P = T¢T, where T¢ is the transposed matrix of T. 
is the inverse of matrix T¢. The variance of x is Var(x) = (T¢)
Var(y)T −1 = I n , where I n is an identity matrix of size n ´ n. This means that the elements of the transformed vector x are independent. Note that Eq. where n i is the number of traits at Stage i, and y ij is the jth ( j = 1, 2, …, n) trait measured at Stage i (i = 1, 2, …, N). Thus, the overall procedure described in Eq.
[A2a] to [A3] is a type of multistage selection index. The foregoing selection procedure indicates that, at each stage, the breeder can add only one trait to the index and that matrix (T¢) −1 contains the coefficients of the indices at each stage. In addition, note that the index of Eq. [A3] does not maximized its correlation with the net genetic merit (H = w¢g), and matrix (T¢) −1 does not include the covariance matrix of genetic values (Eq. A1b). Thus, we need an additional procedure to obtain a DMLPSI similar to the LPSI described by Smith (1936) and Hazel (1943 Xu and Muir (1992) . Let 
