We investigate the uncertainties of fitted X-ray model parameters and fluxes for relatively faint Chandra ACIS-I source spectra. Monte-Carlo (MC) simulations are employed to construct a large set of 150,000 fake X-ray spectra in the low photon count statistics regime (from 10 to 350 net counts) using the XSPEC spectral model fitting package. The simulations employed both absorbed thermal (APEC) and non-thermal (power-law) models, in concert with the Chandra ACIS-I instrument response and interstellar absorption. Simulated X-ray spectra were fit assuming a wide set of different input parameters and C-statistic minimization criteria to avoid numerical artifacts in the accepted solutions. Results provide an error estimate for each parameter (absorption, N H , plasma temperature, kT , or power-law slope, Γ, and flux), and for different background contamination levels. The distributions of these errors are studied as a function of the 1σ quantiles and we show how these correlate with different model parameters, net counts in the spectra and relative background level. Maps of uncertainty in terms of the 1σ quantiles for parameters and flux are computed as a function of spectrum net counts. We find very good agreement between our estimated X-ray spectral parameter and flux uncertainties and those recovered from spectral fitting for a subset of the X-ray sources detected in the Chandra Cygnus OB2 Legacy Survey diagnosed to be Association members and that have between 20 and 350 net counts. Our method can provide uncertainties for spectral parameters whenever formal X-ray spectral fits cannot be well-constrained, or are unavailable, and predictions useful for computing Chandra ACIS-I exposure times for observation planning.
1. INTRODUCTION The current generation of flagship soft X-ray telescopes, i.e. Chandra and XMM-Newton, both now 15 years old, ushered in a new era of X-ray astronomy thanks to their greatly improved sensitivity and spatial resolution with respect to their predecessors. Large numbers of previously unknown Galactic and extra-Galactic X-ray sources were discovered and their emission studied in detail. Most of the X-ray sources, however, have been detected with just a few photons, often leaving their astrophysical nature loosely constrained by the Xray data alone. Quite frequently, there are too few phoe-mail: albacete.facundo@conicet.gov.ar 1 External post-doctoral fellow in the visiting programmer of CON-ICET. ton counts to distinguish between plausible emission models. Even when the appropriate type of emission model to apply is known with reasonable certainty, the relevant spectral parameters, among the most important of which is the intrinsic absorption-corrected source flux, are often too weakly constrained to allow useful physical inference. The degree to which X-ray emission models can be constrained observationally depends on the instrumental characteristics (the effective area and spectral response), on the source flux, on the shape of the source spectrum, on the foreground and intrinsic extinction, and on the instrumental and astrophysical background contribution to the collected spectrum.
Although standard spectral fitting procedures can provide estimates of uncertainties on model parameters, it would also be useful to have a solid a-priori understanding of uncertain-ties even before the observation is performed, such as when planning new observations. Such estimates are crucial to both determine if the astrophysical problem at hand is tractable, and to choose the best instrument, setup, and exposure time combination. More specifically, given an estimate of the broad band photon flux, common questions are: i) will the observed spectra constrain the emission mechanism, i.e. will some of the possible emission mechanisms be rejected on the basis of the spectral shape? ii) which parameters can be constrained simultaneously and within a given precision, through spectral fitting with a specific emission model? iii) to what degree are the estimates of the spectral parameters correlated (e.g. N H -kT or N H -Γ for thermal or non-thermal emission subject to interstellar absorption)?
Unfortunately, no appropriate tool to address these questions is available, to our knowledge, and resorting to MonteCarlo (MC) simulations for each specific case may be not be practical and can be overly time consuming. As a result, the preparation of new observing campaigns, and the proposal selection process, are too often based on previous more-or-less relevant experiences or qualitative assessment, rather than on firm quantitative estimates. Some of these questions were discussed by Maggio et al. (1995) for the case of the ROSAT-PSPC detector, using MC simulations to investigate the dependence of fit-quality with counting statistics, and, in particular, the ability to discern isothermal from multi-temperature plasma emission (e.g. one vs. two thermal components). With the increased effective area and reduced background of modern-day X-ray telescopes, the occurrence of sources detected with a handful to a few tens of photons has increased dramatically with respect to the times of ROSAT. Exploiting the information contained in low-count detections, and understanding the limitations, has thus become more pressing then ever.
In this contribution, we present the results of extensive MC simulations intended to answer the above questions for the rather common case of faint X-ray sources with thermal and/or power-law emission spectra. One such case is the observation with Chandra ACIS-I of the young OB association, Cygnus OB2, inevitably also containing a population of background sources, mostly extragalactic active galactic nuclei (AGN) and a population of foreground sources, mostly normal stars. Young stars are expected to have rather energetic thermal emission spectra (kT∼2-4 keV) and, in the case of Cyg OB2, to be considerably absorbed by both their parent cloud and interstellar material. Foreground stars are expected to show softer thermal spectra subject to less absorption. Extragalactic sources will be characterized by mostly nonthermal power-law spectra, with, on average, harder spectra than young stars. Although it would be desirable to distinguish among these three cases from the X-ray spectra alone, in practice, for low-counts sources, this is often not possible.
In the following, we use MC simulations to determine the precision with which X-ray source fluxes and model parameters can be determined from Chandra ACIS-I observations, as a function of the model parameters, absorption, number of photon events, and background level (the latter being mostly a function of exposure time and source position in the focal plane). The paper is structured as follows: in § 2, we detail our MC procedure for thermal (T) and non-thermal (NT) emission models and our exploration of the parameter/countstatistic/background space. We also discuss the effects on uncertainties of rather technical aspects of spectral fitting, such as the way spectra are rebinned before fitting. In § 3, we make use of our MC simulations to estimate, in the lowbackground regime, the uncertainties on unabsorbed X-ray fluxes and model parameters for each point on our threedimensional simulation grid (with axes: source counts, source extinction, parametrized by the hydrogen column density N H , and a single spectral parameter for the source, kT for thermal models or Γ for non-thermal ones). We also discuss how these results are interpolated to estimate uncertainties at any point within the grid. In § 4, we extend the results presented in § 3 to sources with non-negligible background. Section 5 compares our a priori estimates of uncertainties with the results of X-ray spectral analysis of low-count stellar sources detected in the Cyg OB2 star forming region as part of the Cygnus OB2 Chandra Legacy Survey (Drake et al., this issue), presented as an X-ray catalog of sources (Wright et al. 2014) and and an accompanying catalog of optical and infrared counterparts Finally, in § 6 we briefly discuss the impact of our work on future science and, in particular, for planning new observations, i.e. to compute exposures times using the ACIS-I Chandra camera.
In the Appendix, as an example, we show a set of bidimensional maps that illustrate the application of our results to ACIS-I source spectra.
X-RAY SPECTRAL SIMULATIONS
We decided to focus on two of the most commonly used X-ray emission models: thermal emission from an opticallythin plasma and power-law spectra, as described by the apec (Smith et al. 2001 ) and powerlaw models within the XSPEC 2 (Arnaud 1996) parameter estimation code. The spectral shape of both models is fully described by a single parameter, the plasma temperature, kT, for apec and the power-law index, Γ, for powerlaw. A normalization, that may be expressed in terms of energy flux, photon flux, or count-rate (all in a given band) completes the description of the model. The apec model assumes the solar mixture of heavy elements compiled by Anders & Grevesse (1989) . The intrinsic source emission was absorbed using the photoelectric absorption model tbabs, characterized by the equivalent hydrogen column depth N H .
The observed ACIS-I spectrum of a point source may be fully specified by the incident spectrum (assumed specified by kT or Γ for thermal or non-thermal emission, respectively, as noted above), N H , a normalization factor, the instrumental response, i.e. effective area and spectral response, and by the background contribution to the collected spectrum, of both instrumental and astrophysical origin. In the following we will make the simplifying assumption that, for any given incident source spectrum, the quality of the observed spectrum, and thus the uncertainties we can associate with model parameters after spectral fitting, will only be influenced by the number of source and background photons. In other words, we will assume that the spectral response function and the shape of the effective area vs. energy function are the same for all sources. While this is not strictly true-the ACIS-I effective area depends weakly on the off-axis angle for example-any departures from this assumption are expected to have only a second order influence on the precision of derived spectral parameters.
In this section, we will further assume that the background is small, not null, typical of an almost on-axis source for which the Point Spread Function (PSF), and thus the photon extraction area, is small. See details in section 2.1. This restriction will be lifted in section 4. The RMF (Response Matrix File) and ARF (Ancillary Response File) functions were also chosen to be appropriate for the same source. We will therefore only vary three parameters in the spectral simulations: N H , kT or Γ, and the number of source counts detected in the 0.5-8.0 keV band, net cnts. In a real observation, this latter quantity is the product of the source photon flux, the exposure time, and the effective area.
Our simulation domain is defined by grids (N H , kT/Γ) that encompass the parameter values of most astrophysical sources, as derived from Chandra and XMM-Newton observations. In particular, for thermal models our grid is defined by six values of N H (0.1, 0.33, 1.0, 3.3, 10, 33.3 ×10 22 cm −2 ) and eight values of kT (0.5, 0.8, 1.2, 2.0, 3.0, 4.0, 6.0, 10.0 keV) for a total of 48 combinations. For non-thermal models, we adopt the same N H values and five values for the power-law index Γ (1.0, 2.0, 3.0, 4.0, 5.0), for a total of 30 combinations.
For each point on these parameter grids, we run simulations adjusting the model normalization so as to have, on average, spectra with a given number of counts, net cnts, in the 0.5-8.0 keV band. Nineteen values are adopted for net cnts: 10, 15, 20, 25, 30, 35, 40, 50, 60, 70, 80, 90, 100, 120, 140, 160, 200, 240, and 350 . The number of points in our threedimensional grids thus amounts to 624 and 390 for thermal and non-thermal models, respectively. The number of simulations performed for each grid point is chosen so as to reduce random fluctuations on the distribution of the output parameters to an acceptable level (see below). A total of about 150,000 MC simulations were performed to probe the parameter estimation uncertainties themselves. Another set of about 500,000 MC simulations were performed to understand the effect of the background contribution to the uncertainty estimation (see section 4).
All the MC simulations were performed with XSPEC v.12.8 (Arnaud 1996) , using our own tcl script, CIAO (v4.5) commands, and IDL 3 routines. Simulated spectra, as would be observed by ACIS-I, were created starting from our input spectral model, ARF, RMF, and background files (see above), using the fakeit XSPEC command, including statistical Poisson fluctuations. Spectra were then rebinned as we would do for real source spectra before fitting (see Sect. 2.1 below), and spectral fitting was performed following the same procedure we follow for real data (ref. Flaccomio et al. this issue) . In particular, we adopt the Cash statistic (Cash 1979, C-stat) , which is more suitable than χ 2 -based methods in the regime of small numbers of photon events, and choose as our final best-fit model the one with the minimum C-stat value. We repeat each fit starting from several initial values of the model parameters N H and kT/Γ to reduce the chances of the model finding a local minimum in C-stat space.
The role of binning in spectral fitting
An interesting point to address before we proceed is how the binning of X-ray spectra along the energy axis affects the outcome of the fitting process, and, in particular, the uncertainties on the model parameters. A good measure of uncertainty can be obtained from the relative error of a given parameter, which can be computed as the ratio between the fit result and the known input value defined in the simulated 3 Interactive Data Language, c Excelis Inc. spectra. If bin-sizes and/or method have an effect, we should determine, and use, an optimal strategy. , as a function of either the minimum number of counts per bin (red points, upper X-axis) or the minimum SNR per bin (black points, lower X-axis) in X-ray spectral fitting simulations. The errors were computed from a set of 1000 simulations for each binning strategy. The minimum relative error occurs whenever simulated X-ray spectra are fitted with a SNR/bin> 1. The same result is derived from the analysis of relative errors of other spectral model parameters.
We tested two spectral binning approaches: i) the common minimum counts method, in which photons are grouped so that each bin includes at least the specified number of detected photons, as implemented by the grppha command; and (ii) the minimum SNR method, in which photons are grouped so as to reach a minimum SNR per bin, where the SNR estimation takes the background photons into account. In particular, the reference background was taken to be that of a point source located 3.16 ′ off-axis: the background spectrum is defined by ∼ 100 photons in the 0.5-8.0 keV band, which must be scaled down to 0.9 photons in the source extraction area containing 90% of the PSF power. This latter method was used as implemented in the ACIS Extract/TARA IDL package (Broos et al. 2010) ; it has the added advantage that the user can specify the low and high-energy boundaries of the first and last bins. This is useful when fitting spectra in a fixed energy band (in our case 0.5-8.0 keV), because, by choosing the proper boundaries, one can efficiently exclude photons with energies outside that band, as opposed to having to exclude bins overlapping with the limit boundaries and that likely contain photons with energies in the acceptable range. This is particularly relevant for low-count sources.
We conducted our numerical experiments on binning using a specific spectral model from our grid, an absorbed optically-thin thermal plasma spectrum with N H =10 22 cm −2 , kT= 2.0 keV, and normalization set to result, on average, in spectra with 200 net source counts. We do not expect our conclusions to depend critically on this choice. A set of 1000 simulations was run for each binning method, i.e. for SNR>1, 2, 3, 4, and 5, and for nphot min > 1, 4, 9, 16, and 25 4 For each The upper panels correspond to a spectral model grid point log(N H )=22.0 and kT=3.0 keV, and the lower panels to a model with log(N H )=21.0 and kT=1.2 keV. The red and blue boxes refer to the Q-uncertainty computed for the relative error distributions (grey dots) for each incremental range in photon counts in which we simulate the spectra. The numbers next to these points indicate the number of simulations included in each respective bin. We point out that relative errors for N H in the lower central panels artificially bottom out at an N H value a factor of 100 lower than the input value for cases of less than about 100 net source counts. This numerical conditioning is imposed in order to avoid unconstrained lower limit values of N H for low column density cases (see also Section 3).
set of simulations we derive the relative uncertainties to be expected from the spectral fit of a single spectrum for an unabsorbed flux (0.5-8.0 keV), N H , and kT.
We compute the relative error of a given Y spectral quantity (N H , kT / Γ, or flux) as the ratio between the parameter bestfit value and the model input value. Then the 1 sigma Quantile error (Q Y ) is an indicator of the uncertainty by taking the ±1σ, i.e. 16% (Q − Y ) and 84% (Q + Y ) quantiles computed from the cumulative distribution of the relative errors of Y. Hereafter, we call such a quantity a "Q uncertainty". Its respective errors were calculated in order to ascertain the significance of any effect of binning parameter/method on the uncertainties by using the Maritz-Jarrett method (Hong et al. 2004) . Figure 1 shows the Q uncertainty on F x , which were computed from a set of 1000 simulations for each binning strategy. The Q uncertainties here are represented by the mean of the absolute value of the flux error quantiles,
The figure demonstrates that Q uncertainties on best-fit parameters do actually depend on binning. The minimum counts method (CNT/bin) produces the largest uncertainties, particularly for bins with counts/bin>4, while the minimum SNR method (SNR/bin) for SNR/bin>1 is the best choice and less affected by statistical bias in the fitting procedure. For large bins the superiority of the SNR method is likely accentuated by the fact that it does not waste photons, while a growing number of photons in the bin overlapping with the energy limits, are discarded in the former case. Morefor the case of zero background, since S NR = nphot 1/2 . over, in the case of the minimum counts method, we find that the median values of the best-fit parameters diverge from the synthetic spectrum input values as the binning increases, signalling that potentially biased results might result from such a procedure.
In summary, these numerical results indicate that binning spectra so that SNR/bin>1 produces unbiased best-fit values with minimal uncertainties. This is thus the binning strategy we adopt in the work that follows.
ANALYSIS OF UNCERTAINTIES
The outcome of our extensive set of MC simulations is a large collection of best-fit spectral parameters from the fitting of simulated spectra. We will focus on N fit H , kT fit /Γ fit (for thermal/non-thermal models), and, importantly, F fit x , the absorption-corrected X-ray flux, and study how the Q uncertainties on the determination of these parameters depend both on photon statistics and on their values.
In Figure 2 , we show, for two model spectra, the runs of best-fit The left column upper panel shows a set of eight different kT curves interpolated using a cubic spline function for MC simulated spectra in the range of 35 to 40 photons. The Q flux uncertainty is shown in left column as 2D bi-dimensional maps which was computed from the kT (y-axis) curves followed by a linear interpolation along the orthogonal (N H ) direction (x-axis). The upper right plot shows the median Q flux uncertainties (boxes) for the six different N H -curves also interpolated by a cubic spline function and for the same range of photon counts. The rest of right column figures show the Q flux uncertainty as bi-dimensional map computed in an inverse interpolation order, i.e. along the kT direction. Note that for the 2D maps, both columns are essentially the same, with only very small differences, that suggest no interpolation artefacts were created in our numerical treatment of Q uncertaintities.
tion for the latter, less absorbed, model, for which lower limits to the N H parameter were often not restricted by the data for cases in which there were less than 100 net counts. In these cases, the blue squares representing the lower quantile limits are set to the lower limit of the allowed range we specified in the XSPEC fitting procedure-a factor of 100 less than the input value. This lack of sensitivity to low N H values occurs because of the limited soft X-ray response of ACIS-I; this has been eroded since launch by the gradual build-up of a molecular contamination layer that attenuates low-energy X-rays (e.g. O'Dell et al. 2013) . This limitation places a constraint on the range of validity of our results in the sense that uncertainties in N H will be strictly accurate for N H 10 21 cm 2 . For lower column densities both the N H and unabsorbed flux uncertainties are subject to systematic error, the latter being affected because it is dependent on the former. We return to this briefly in the verification of our method in Section 5).
Another useful way to visualize our results is illustrated in Fig. 3 (upper and lower left panels) . Here we show, for models with total counts in a given range (in this case 35-40 counts), the flux uncertainties/quantiles as function of input kT for different input values of N H (upper panel), and input N H for different input values of kT (lower panel). These figures illustrate that the dependence of uncertainties on model parameters is non-trivial and cannot easily be approximated analytically.
The three-dimensional thermal and non-thermal grids of simulations also allow us to aspects of the results easily in two dimensions (three dimensions is also of course possible, but challenging to interpret). Also illustrated in the central and right-hand panels of Fig. 3 is an example of how contour maps of the two-dimensional dependence of the positive and negative 1σ relative flux uncertainties depends on N H and kT for the case of thermal spectra with 35-40 counts. To avoid discontinuous artefacts resulting from the limited sampling of our grid, these maps were produced by interpolating within the grids using a cubic spline function. We tested this method by interpolating in both N H for fixed kT values (top middle and right panels), and in kT for fixed N H values (bottom middle and right panels). The two approaches are in very good agreement, indicating that the log(N H )-log(kT) space is well mapped, and that the approach is free from significant numerical instability or bias. The contour curves in Fig. 3 were computed for logarithmic relative error values equal to log([1.001, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0, 2.5, 3.0, 4.0]).
At this point, we are able to give a full description of the Q-uncertainty for any value of N H , kT or Γ, and X-ray flux, for a given discrete range of net counts (see Appendix) . However, as we mention in Section 2, the X-ray spectral simulations were performed by adopting a negligible background fraction in the spectra. Obviously, these results cannot be applied to those sources that suffer from higher background contributions.
For on-axis observations with Chandra ACIS-I, for which the PSF is very compact, background can often be very low compared with source counts. However, the PSF angular size increases with increasing off-axis angle 5 and consequently the fraction of the photon events that comprise an extracted source spectrum that can be attributed to background also increases. The background contribution can be particularly significant for large off-axis angles ( 3 ′ ). We address this problem in the next section.
HOW BACKGROUND PHOTONS AFFECT THE Q UNCERTAINTY
The results presented in Sections 2 and 3 corresponds to the case of sources with negligible background contamination, i.e., a background fraction less than 0.01. As noted above, this is generally not the case for Chandra, or many other X-ray observations, for which background events can be a significant or even dominant fraction of the extracted signal. High background contributions can potentially mask or bias the true nature of source X-ray spectra, make spectra noisy and compromise their interpretation and the ability to constrain spectral parameters in astrophysical modelling. In this section, we study this effect by means of further extensive MC simulations of background-affected spectra.
As before, the main goal is to estimate the dependence of the uncertainty of fitted spectral parameters on the intrinsic 5 see http://cxc.harvard.edu/proposer/POG/html/chap4.html for details X-ray emission source model and the net photon counts of the spectra. We constructed a set of simulations based on eight different thermal and non-thermal X-ray emission models, simulated for different numbers of source and background counts. The background fraction of the simulations ranged between 0.001 to the limiting case of 1 (corresponding to a spectrum comprised of 100% background photons). We adopted RMF, ARF and background (BKG) files that correspond to a set of 100 X-ray sources randomly distributed over the field-of-view of the ACIS-I Chandra observation ID 4511 of the Cygnus OB2 association (see Albacete Colombo et al. 2007 for further details of the observation).
Owing to the additional dimension of background fraction, we covered a more limited segment of the N H -kT plane than in the zero background grid employed in Sect. 2. Thermal and non-thermal models were computed for a set of temperatures and/or Γ index values that are listed in Table 1 and also illustrated in Figure 4 . This amounted to a set of 14×100 (thermal case) simulations for background fractions from 0.001 to 1, and for total events numbering 20, 30, 100 and 300 photons.
In the left of Figure 4 , we show the the distribution of fit solutions for each model and for the different net counts in the spectra and background contamination fractions. At low absorption, the retrieved N H uncertainty is greater than that in temperature, while the opposite behavior occurs when N H becomes large, leading to a poor determination of temperature. This behavior arises simply because of the way the spectral "lever arm" acts: at low N H , there is little energy range over which the spectrum is significantly affected by absorption and purchase on N H is weak-as in the case of unconstrained N H lower limits noted in Section 3 above; conversely, there is a large energy range available to discern the spectral shape characteristics that are affected by temperature. At high N H , the opposite is true. Furthermore, uncertainty in temperature grows at higher temperatures because of the limited broadband energy range available for our spectral fit. The spectrum tends to flatten out within the 8.0 keV bound we adopt; at higher energies where the temperature discrimination power largely lies for the hotter models, the ACIS-I effective area declines rapidly.
Closer inspection of the left panel in Figure 4 reveals some striation in the distributions of best-fit parameters, indicating that certain quantized values of temperature are slightly preferred over others. These artifacts result from the fits to spectra with low numbers of counts (≤ 30 photons) and the preferred temperatures are those of the plasma radiative loss model temperature grid. They occur when the uncertainties on the spectral fit are large, much larger than the grid quantization. This apparent fit bias only affects a very small fraction of the total and does not impose any bias on fit quantiles because the quantization effect is on a scale smaller than parameter estimation uncertainties.
A similar procedure to that for thermal models was followed to compute non-thermal models. A 3×3 grid of powerlaw indices (Γ = 1, 3, 5) and absorbing column densities (N H = 10 21 , 10 22 , 10 23 ) was adopted, amounting to 9×100 MC non-thermal simulations for background fractions in the range 0.001 to 1, and for 20, 30, 100 and 300 photons (see the right panel of Figure 4 ). The striation effect discernible for the thermal model fits does not occur for non-thermal models because the spectral model itself is analytic and not stored in quantized, tabulated form.
In order to get a quantitative estimate of the uncertainty in best-fit spectral parameters, we compute their relative er- rors and respective quantiles as a function of the background fraction. Uncertainties correlate linearly with the background fraction of the simulated spectra, being well described by a function of the form Err(bkg frac, cnt) = A(cnt) × bkg frac + B(cnt). (1) The coefficients of such a relationship are not the same for all spectral models even if they have the same net numbers of counts in the simulated spectra. They depend on the emission characteristics of the source, as well as the signal-tonoise ratio of the simulations. We evaluated the linear dependence of all the fourteen thermal, and nine non-thermal, models and computed the explicit dependence of Q on bkg frac.
In Table 1 , we list the parameters of the background affected spectral models to map N H -kT or N H -Γ planes, and the total of simulations performed for each one. Of the coefficients A (the slope) and B (the intercept), the latter agrees with the 1σ quantile error estimation for MC simulations of spectra in which the background fraction is negligible or zero (bkg frac < 0.01). We thus can rewrite Equation 1 as
In Table 7 of the Appendix we list explicit A(cnt) coefficients computed from the uncertainty curves for 20, 30, 100 and 300 photons in background-affected MC simulated spectra. Such coefficients represent the change of the uncertainty estimation Q 0 due to the influence of background photons in the net counts of the X-ray spectra. The most straightforward way to get the adequate A coefficient for a given X-ray source is by choosing the most representative model for the true source X-ray spectrum. We can linearly interpolate within the grid of results to obtain bi-dimensional planes of the uncertainties in any given parameter as a function of background fraction for a given number of total counts between 20 and 300. As an example, in Figure 5 we show how the uncertainty in X-ray flux increases with the background fraction, and how it is more tightly constrained as the net counts in the spectra increases. The thermal "model 1" (N H = 10 22 and kT=3.0 keV; see the Figure 5 ) was chosen as the example for this figure, and corresponds to the most representative model of the sources in the Cyg OB2 Association (which are mostly T Tauri stars; Albacete Colombo et al. 2007 , Flaccomio et al., 2016 Drake et al., 2016, this issue) . We discuss the Cyg OB2 case in more detail in Section 5 below.
TESTING UNCERTAINTIES OF X-RAY MODEL PARAMETERS FOR FAINT CYG OB2 SOURCES
One main motivation of this work is to estimate the uncertainties on luminosities and spectral parameters expected for sources yet to be observed, based on the anticipated ACIS-I Chandra X-ray spectrum. However, another use is to crosscheck, or even calculate, the uncertainty obtained from the fitting process and to give rough estimates in those cases in which the calculation of uncertainties fails formally (e.g. when the error command in XSPEC fails due to numerical issues). As a first application and verification of our method, we use real data and spectra that have been extracted as part of the Cygnus OB2 Chandra Legacy Survey (Drake et al. this issue). In this context, our aim is: i) to give spectral fit constraints from our quantile method for Cyg OB2 sources; ii) to compare the uncertainties in the X-ray spectral parameters for faint sources with those results obtained from non-interactive spectral fits presented in Flaccomio et al. (this issue) .
Following results of the analysis presented by Wright et al. (2014) , a large fraction of the Cyg OB2 sources have been detected at large off-axis angles with ACIS-I. As we have noted above, the PSF degradation of the ACIS-I detector with increasing off-axis angle means the relative contribution of background photons to source events can be relatively large, which can affect the way in which spectral fitting converges as well as the uncertainty in the computed spectral solution. In fact, of the 7924 Cyg OB2 sources, just 10 have background fractions less than ∼ 0.01. The median of the distribution of background fractions is ∼ 0.36, with some background fractions being as high as 0.9. Thus, if we want to get an unbiased 1σ Quantile error estimation, it is strictly necessary to include the background dependency while accounting for the different X-ray emission characteristics of the sources. We employ a set of nine different optically-thin thermal plasma models that in the kT-N H plane represent the range in the uncertainty of parameters and flux as a function of the different background fractions (see Fig 6) . This procedure allows us to get a much more precise estimate of the influence of the background on parameter uncertainties than we would be able to from the use of a single average model.
The complete catalog of Cyg OB2 sources in the survey comprises a total of 7924 X-ray objects (Wright et al. 2014) . Of these, 4975 have less than 20 net photons, i.e. about 62% of the whole source sample. Flaccomio et al (this issue, 2016) have performed spectral fitting of X-ray spectra for sources with more than 20 and less than 350 counts, and if we restrict the sample to this range we get a total of 2755 sources for which X-ray spectral fits could give an error estimation for the model parameters and flux. We further limit ourselves to X-ray sources that were classified as members of the Association (Kashyap et al, 2016 , this issue) and whose X-ray spectral fitted parameters are in the range of N H [1 × 10 21 -3.3 × 10 23 ] and kT = [0.5-8] keV. This subsample contains 1718 sources, and corresponds to 20% of the entire sample Cyg OB2 members. The ratios of individual fit errors from non-interactive spectral fitting to the Q uncertainty computed from MC simulations (i.e. Fit err/Q), for each of the sources that were included in the comparison analysis (see section 5.1). Error ratios were computed for the three main parameters, NH, kT and unabsorbed flux. Grey crosses are the individual source Fit err/Q ratios for combined positive and negative uncertainties, with errors representing 1σ uncertainties. Small green and blue dots correspond to the forward moving averages (see text for description) as a function of the increasing background fraction for positive and negative 1σ quantiles, respectively. Small red dots were computed in the same way but assuming both positive and negative quantile distributions as a single one. Lower panels are simply histograms taken on the y-axis (mean Fit err/Q) of the corresponding set of colored points in the upper panels.
Comparing errors from spectral fits with Quantile
estimates In this subsection we study the goodness of our method in the determination of uncertainties of the X-ray parameters computed from spectral fits. To do that we need to accounts for two approaches: i) to compute the fit error of a given parameter (fit err) via the XSPEC error command, which consist in the 1 σ error computed from the covariance matrix in the spectral fits of Cyg OB2 stars (see Flaccomio et al. this issue) ; ii) to determinate the respective Q-uncertainties computed from our 2D Quantile maps corrected by the influence of the individual X-ray background fraction of the Cyg OB2 sources. The ratio between these two quantities is show as grey crosses in the Figure 7 (upper panel) .
In order to give a robust quantitative estimates of the reliability of our method, we made use of a statistical estimator known as the Forward Moving Averages (FMA), which can be computed from the cumulative unweighted averages of a given set of sorted sample data points. We sort all the fit err/Q values in ascending order of background fraction. The FMA starts from the first fit err/Q value until the next recomputed current (n + 1) value, to the last adopted data point of our sample. Further details can be found from the help of the ts smooth 6 IDL task. We use this technique on parameters 6 http://www.exelisvis.com/docs/TS SMOOTH.html.
N H , kT, and unabsorbed X-ray flux, to compute the goodness quantile error prediction with respect to the errors computed from X-ray spectral fits. As is shown in Figure 7 , the majority of distributed FMA values are less than 10-12 %, even for higher background fractions. While the combined positive and negative uncertainties from our approach are in excellent agreement with uncertainties from spectral fits to observed data, we note that the one-sided uncertainties do show some systematic deviations, albeit at levels of only 10 % or so. This is revealed by the spread in the colored dots in the top panels of Figure 7 , and in the separation of the distributions in the lower panel. There are good reasons why the uncertainties should not be in perfect agreement. Fits to observed data use only an approximation to the true instrument response-represented by the ARF and RMF files noted in Section 2-and also assume a spectral model that will diverge from the real emission spectrum of a plasma at some level. In contrast, the simulations are fit with exactly the same models used to generated them, such that the difference between the retrieved and input spectral parameters results from Poisson noise. In the regime of a large number of photon counts and relatively low background, these systematic differences will be more important.
Systematic errors in fitted spectral parameters due to "imperfect" instrument response functions and plasma model spectra will lead to systematic errors in the derived quantile because the point of interpolation in the 2D quantile maps will be offset from where it should ideally be. In regions of these maps that are relatively flat, this interpolation error will be small. However, there are some regions of these quantile planes that have larger gradients, and in these regions the systematic error in the derived quantile can be larger.
At the low signal-to-noise end, we have also encountered in Section 3 the low hydrogen column density cases in which the spectral fit simulations are occasionally unable to constrain the lower bound N H fit errors. Indeed, the discrepancy in the two-sided errors is largest for the unabsorbed flux, which in the bandpass of interest here is highly dependent on the uncertainty in N H . The two-sided errors are somewhat more discrepant for unabsorbed flux than for the N H absorption or kT plasma temperature, which are in excellent agreement. Chandra ACIS-I spectra have good observational leverage on plasma temperature for typical Cyg OB2 sources. However, modeling degeneracies between N H and kT are less well constrained for less absorbed stars with low signal-to-noise spectra, potentially leading to inaccuracy in the error estimate for the unabsorbed flux. In the light of this discussion, we conclude that in general the error estimation from spectral fitting is in very good agreement with our quantile estimates. Our method then represents a reliable means for error estimation in X-ray spectral parameters whenever the model fit to the X-ray data cannot provide it, as well as for observation planning in which data are not yet in-hand. The method can also be applied to promptly estimate the errors in spectral parameters for previously studied X-ray source populations when uncertainties where not published or are otherwise unavailable.
SUMMARY
We present a new method for the estimation of errors in Xray spectral parameters and fluxes of faint sources detected by ACIS-I onboard Chandra. X-ray sources in the range of 10 to 350 net photons are generally not well-suited to quantitative spectral analysis. Simple X-ray spectral modeling of such weak sources can suffer from ill-constrained solutions and mismatches between true and modeled parameters, combined with unrealistic estimation of the true uncertainties. Here, we have described an original treatment that resolves these problem by means of an extensive set of MC simulations of faint X-ray spectra. As representative cases, we adopted absorbed optically-thin thermal plasma models and power-law continua that are commonly employed to interpret a wide range of astrophysical sources of X-rays. We fitted simulated spectra for a wide range of absorption, plasma temperature and power-law index. We studied the relative error distributions of retrieved parameters and fluxes and describe fits in terms of 1σ quantiles. We computed parametric curves of quantiles as a function of given input model parameters and interpolated within these to compute bi-dimensional maps. Such a set of maps provides an estimation of the true error in spectral parameters whenever it is not possible to determine these adequately from a direct spectral fit.
Our method makes it possible to improve statistical studies of objects in which a large fraction have a low number of counts. As an example, we have applied this method to sources in the Chandra Cygnus OB2 Legacy Survey and the properties of faint X-rays sources that mostly correspond to young low-mass stars. The uncertainties estimated using the quantile method presented here and from spectral fitting applied to the observations are in excellent agreement, and generally at a level of 10 % or better.
Finally, our method and data enable the computation of the exposure times required for surveys and individual pointed observations to reach a given uncertainty in derived spectral parameters. The results of this work will be made publicly available in an on-line tool in the near future.
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