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The sharp energy-capacity inequality on convex
symplectic manifolds
Yoshihiro Sugimoto ∗†
Abstract
In symplectic geometry, symplectic invariants are useful tools in study-
ing symplectic phenomena. One such invariant is the Hofer-Zehnder ca-
pacity, which is defined for any subset of a symplectic manifold. On the
other hand, we can associate the so-called displacement energy to any
subset. Many symplectic geometers tried to relate the Hofer-Zehnder ca-
pacity and the displacement energy to study the behaviour of closed orbits
of Hamiltonian diffeomorphisms. Usher proved the so-called (pi1-sensitive)
sharp energy-capacity inequality between the Hofer-Zehnder capacity and
the displacement energy for closed symplectic manifolds. In this paper, we
consider a certain Floer homology on symplectic manifolds with bound-
aries (not symplectic homology) and its spectral invariants. Then we
extend the pi1-sensitive sharp energy-capacity inequality to convex sym-
plectic manifolds. As a corollary, we also prove the almost existence the-
orem of closed characteristics near displaceable hypersurfaces in convex
symplectic manifolds. In particular, we prove the existence of closed char-
acteristics on displaceable contact type hypersurfaces in convex symplectic
manifolds (the Weinstein conjecture).
1 Introduction
Symplectic invariants play an important role in the study of symplectic geom-
etry. Examples of such symplectic invariants are the Gromov width, Hofer’s
metric (displacement energy) and the Hofer-Zehnder capacity. Gromov proved
the non-squeezing theorem which claims that the Euclidean ball can be sym-
plectically embedded into the symplectic cylinder if and only if the symplectic
cylinder is large compared to the Euclidean ball. We can see this by calculat-
ing the Gromov width or the Hofer-Zehnder capacity of Euclidean balls and
symplectic cylinders ([6, 17]). For any Hamiltonian diffeomorphism, we can as-
sociate the energy, and we can associate the displacement energy to any subset
of a symplectic manifold. Lalonde and McDuff proved the following inequality
between Gromov width and displacement energy:
Gromov width ≤ 2× displacement energy (1)
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holds on any symplectic manifold ([8]). This is the energy-capacity inequality
for the Gromov width.
On the other hand, the Hofer-Zehnder capacity is related to the existence
of periodic orbits of Hamiltonian vector fields. Hofer and Zehnder proved that
the inequality
Hofer-Zehnder capacity ≤ displacement energy (2)
holds on the standard symplectic vector space (R2n, ω0) ([6, 17]). The in-
equality (2) is sharper than the inequality (1) because the Gromov width is
smaller than or equal to the Hofer-Zehnder capacity. The inequality (2) is called
sharp energy-capacity inequality. In this paper, we treat the π1-sensitive sharp
energy-capacity inequality, which is also sharper than the sharp energy-capacity
inequality. The energy-capacity inequality for the Hofer-Zehnder capacity is
important because it implies that the Hofer-Zehnder capacity of displaceable
subsets is finite (not +∞). As a corollary, Hofer-Zehnder proved the almost
existence theorem of closed characteristics near compact hypersurfaces in R2n
([6, 17]). In particular, this almost existence theorem implies that the Weinstein
conjecture holds in (R2n, ω0) which was first proved by Viterbo ([16]).
For closed symplectic manifolds, Schwarz considered the π1-sensitive Hofer-
Zehnder capacity, and in the case of symplectically aspherical manifolds he
proved
π1-sensitive Hofer-Zehnder capacity ≤ 2× displacement energy (3)
in [12]. For open convex symplectic manifolds, (3) was proved by Frauenfelder-
Schlenk ([4]). The factor 2 in (3) was then removed for symplectically aspherical
manifolds (closed or open convex) in Frauenfelder-Ginzburg-Schlenk ([3]). This
is the π1-sensitive sharp energy-capacity inequality:
π1-sensitive Hofer-Zehnder capacity ≤ displacement energy (4)
From here, Usher went on to remove the assumption of symplectic asphericity
in the closed case [13]. He used Floer homology and its spectral invariants to
study the (π1-sensitive) Hofer-Zehnder capacity and the displacement energy.
In this paper, we establish the π1-sensitive sharp energy-capacity inequal-
ity (4) for all convex symplectic manifolds. A symplectic manifold (M,ω) is
called convex if there exists a sequence of compact submanifolds Mn րM such
that ∂Mn is a contact type boundary. If (M,ω) is a symplectic manifold such
that ∂M is a contact type boundary, we can associate symplectic homology
SH∗(M) (a variant of Floer homology). However, we cannot use symplectic
homology itself to study the π1-sensitive sharp energy-capacity inequality on
convex symplectic manifolds because spectral invariants of symplectic homol-
ogy do not satisfy certain good properties which spectral invariants of Floer
homology of closed symplectic manifolds satisfy in general. To overcome this
difficulty, we follow [4] and take the symplectic completion M̂ of M and con-
sider the Floer homology HF∗(H) of a Hamiltonian function H on M̂ which is
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“linear” on M̂\M and has sufficiently small slope with respect to the periods
of Reeb orbits of ∂M (for SH∗(M), one considers Hamiltonian functions on M̂
which are ”linear” on M̂\M and with slope going to∞). We use this version of
Floer homology to establish spectral invariants on convex symplectic manifolds
and use it to prove the π1-sensitive sharp energy-capacity inequality on convex
symplectic manifolds. As a corollary, we can also prove the almost existence
theorem of closed characteristics near any displaceable hypersurface in general
convex symplectic manifolds. In particular, we prove that the Weinstein conjec-
ture holds for any displaceable contact type hypersurface in convex symplectic
manifolds.
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2 Main results
In this section, we explain the Hofer-Zehnder capacity and the (π1-sensitive)
sharp energy-capacity inequality. Let (M,ω) be a symplectic manifold. For
any compactly supported Hamiltonian function H : S1 ×M → R, we define the
Hamiltonian vector field XHt by
ω(XHt , ·) = −dHt.
The time t map of this vector field defines a diffeomorphism φtH . We denote
φ1Hby φH . Such a diffeomorphism is called Hamiltonian diffeomorphism and we
denote the set of Hamiltonian diffeomorphisms by Hamc(M,ω). Hofer’s norm
of a Hamiltonian function is defined by
||H || =
∫ 1
0
maxHt −minHtdt.
This norm also defines Hofer’s norm on Hamc(M,ω) by
||φ|| = inf{||H || | φH = φ,H ∈ C
∞
c (S
1 ×M)}.
In [8], Lalonde and McDuff proved that ||φ|| = 0 if and only if φ = id. In other
words, Hofer’s norm is non-degenerate. By using Hofer’s norm, we define the
displacement energy of A ⊂M by
e(A,M) = inf{||φ|| | φ(A) ∩ A = ∅, φ ∈ Hamc(M,ω)}.
Another important symplectic invariant of A ⊂M is the Hofer-Zehnder capacity
([6]). We consider the following family of Hamiltonian functions,
H(A,M) =
{
H ∈ C∞c (M)
∣∣∣ suppH ⊂ A\∂M,H ≥ 0, H−1(0) and
H−1(maxH) contain a non-empty open subset
}
.
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Definition 1 (1) H ∈ H(A,M) is called HZ-admissible if the flow φtH has no
non-constant periodic orbit whose period is less than 1.
(2) H ∈ H(A,M) is called HZ ◦-admissible if the flow φtH has no non-constant
contractible periodic orbit whose period is less than 1.
The Hofer-Zehnder capacity cHZ (A) and the π1-sensitive Hofer-Zehnder capac-
ity c◦HZ(A,M) are defined as follows ([6, 17]):
cHZ(A) = sup{maxH | H ∈ H(A,M), H is HZ-admissible}
c◦HZ(A,M) = sup{maxH | H ∈ H(A,M), H is HZ
◦-admissible}
Remark 1 By the above definition, a HZ-admissible function is HZ ◦-admissible.
This implies that
cHZ(A) ≤ c
◦
HZ (A,M).
There are several attempts to relate cHZ(A) (or c
◦
HZ(A,M)) and e(A,M). This
can be written in the form
cHZ(A) ≤ C × e(A,M)
or
c◦HZ (A,M) ≤ C × e(A,M)
where C is some constant. Inequalities of this type are called energy-capacity
inequalities. The most general result for closed symplectic manifolds is the
π1-sensitive sharp energy-capacity inequality which was proved by Usher ([13]).
Theorem 1 (Usher[13]) Let (M,ω) be a closed symplectic manifold and let
A ⊂M be any subset in M . Then the following inequality holds.
c◦HZ(A,M) ≤ e(A,M).
Usher also asked the following question in [13].
Question 1 (Usher[13]) Does the (π1-sensitive) sharp energy-capacity inequal-
ity hold also on non-compact symplectic manifolds?
In this paper, we answer this question for a special, but important, class of sym-
plectic manifolds. We prove the π1-sensitive sharp energy-capacity inequality
for all convex symplectic manifolds.
Definition 2 A symplectic manifold (M,ω) is called convex if there is a se-
quence of codimension 0 compact submanifolds {Mn}n∈N such that the following
conditions are satisfied.
• Mn−1 ⊂Mn
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• M = ∪nMn
• ∂Mn is a contact type hypersurface. In other words, there exists a outward
pointing Liouville vector field Xn which is defined in a neighborhood of
∂Mn. Liouville vector field means that Xn satisfies LXnω = ω.
We prove the following theorem.
Theorem 2 Let (M,ω) be a convex symplectic manifold and let A ⊂M be a
subset of M . Then
c◦HZ(A,M) ≤ e(A,M).
Remark 2 The importance of the energy-capacity inequality is the following
relation between the existence of closed characteristics and the Hofer-Zehnder
capacity. Let S be a hypersurface of a symplectic manifold, and let
L = {v ∈ TxS | ω(v, w), ∀w ∈ TxS} ⊂ TS
be the characteristic line bundle over S. An embedded circle γ : S1 → S is
called a closed characteristic if γ˙(t) ∈ L. A hypersurface S is called contact
type hypersurface if there is a vector field X near S which satisfies
• X intersects S transversally
• LXω = ω (X is a Liouville vector field)
Let S be a closed manifold (dimS = dimM − 1) and let ι : S × (−ǫ, ǫ) →֒M be
an embedding. We denote ι(S × {t}) by St and ι(S × (−ǫ, ǫ)) by U . We define
the subset Λ ⊂ (−ǫ, ǫ) by
Λ = {t ∈ (−ǫ, ǫ) | St has a closed characteristic}.
Then, we have the following almost existence theorem.
Theorem 3 (Hofer-Zehnder[6]) If cHZ(U) < ∞ holds, then Λ is dense in
(−ǫ, ǫ). Moreover, Λ is of full measure. In other words, m(Λ) = 2ǫ holds where
m is the Lebesgue measure of R.
In particular, the energy-capacity inequality implies that the following theorem
holds.
Theorem 4 (Hofer-Zehnder[6]) Let (M,ω) be a symplectic manifold such
that the energy-capacity inequality for the Hofer-Zehnder capacity holds. Let S
be a displaceable contact type hypersurface. Then, S has a closed characteristic.
In other words, the Weinstein conjecture holds on S.
Remark 2 implies that we also proved that the almost existence theorem
holds for any displaceable hypersurface in a closed or convex symplectic mani-
fold, and that it carries a closed characteristic if it is of contact type.
One more consequence of the sharp energy-capacity inequality is the estimate
of the size of a Euclidean ball in a subset A ⊂M : Let ι : B(r) →֒ A ⊂M be
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a symplectic embedding, where B(r) is the r-ball in the standard symplectic
vector space (R2n, ω0). The Hofer-Zehnder capacity of B(r) is: (see for instance
[17])
cHZ (ι(B(r))) = c
◦
HZ(ι(B(r)),M)) = πr
2.
So, the sharp energy-capacity inequality implies the following corollary.
Corollary 1 Let (M,ω) be a closed or convex symplectic manifold. Assume
that ι : B(r) →֒ A ⊂M is a symplectic embedding. Then,
πr2 ≤ e(A,M).
Remark 3 Lalonde-McDuff proved in [8] the inequality
πr2 ≤ 2e(A,M)
for any symplectic manifold (M,ω). So the above corollary is sharper than this
inequality under the assumption that (M,ω) is closed or convex. For symplecti-
cally aspherical manifolds, Corollary 1 was proved in [3].
3 Floer homology on symplectic manifolds with
contact type boundaries
Let (M,ω) be a symplectic manifold with boundary. We call ∂M a contact type
boundary if there exists a vector field X which satisfies the following conditions.
• X is defined in a neighborhood of ∂M
• LXω = ω (X is a Liouville vector field)
• X is outward pointing on ∂M
In this section, we assume that (M,ω) is a symplectic manifold with a contact
type boundary. In this case, α = ιXω|∂M is a contact form on ∂M . Then, a
neighborhood of ∂M can be identified with (1 − ǫ, 1] × ∂M whose symplectic
form at (r, y) ∈ (1− ǫ, 1]× ∂M is d(rα). We define the symplectic completion
(M̂, ω̂) by
M̂ =M ∪∂M [1,∞)× ∂M, ω̂ =
{
ω on M
d(rα) on [1,∞)× ∂M
An almost complex structure J on M̂ is of contact type if it satisfies the following
properties.
• J preserves Ker(rα) ⊂ T ({r} × ∂M) on {r} × ∂M (r ≥ 1)
• Let X be the Liouville vector field on [1,∞)× ∂M and let R be the Reeb
vector field of {r} × ∂M . Then J(X) = R and J(R) = −X.
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Let T > 0 be the smallest period of a periodic Reeb orbit of the contact form
α on ∂M . We fix 0 < ǫ < T . We consider the following family of pairs of a
Hamiltonian function and a contact type almost complex structure on (M̂, ω̂).
Hǫ =
{
(H, J)
∣∣∣∣∣
J is an S1-dependent contact type almost complex structure
H : S1 × M̂ → R
H(t, (r, y)) = −ǫr + C on (r, y) ∈ [1,∞)× ∂M
}
P (H) = {contractible periodic orbits of XH}.
Remark 4 For any (H, J) ∈ Hǫ there is no periodic orbit of H in M̂\M .
We consider the Novikov covering of P (H) defined by
P˜ (H) = {(γ, w) | γ ∈ P (H), w : D2 →M,∂w = γ}/ ∽ ,
where the equivalence relation∽ is defined by
(γ1, w1) ∽ (γ2, w2)⇐⇒

γ1 = γ2
c1(w1♯w2) = 0
ω(w1♯w2) = 0 .
The action functional AH : P˜ (H)→ R is defined by
AH([γ, w]) = −
∫
D2
w∗ω +
∫
S1
H(t, γ(t))dt.
By using this action functional, we define the Floer chain complex for (H, J) ∈ Hǫ
by
CF∗(H, J) =
{ ∑
x∈P˜(H),ax∈Q
ax · x
∣∣∣∣∣ ∀c ∈ R, ♯{x | ax 6= 0, AH(x) > c} <∞
}
.
The above ∗ stands for the Conley-Zehnder index of P˜ (H). For x = [γ1, w1] and
y = [γ2, w2] in P˜ (H), we consider the following moduli space of J-holomorphic
cylinders:
M˜(x, y,H, J) =
{
u : R×S1 → M̂
∣∣∣∣∣ ∂su+ Jt(∂tu−XHt) = 0lims→−∞ u(s, t) = γ1(t), lims→∞ u(s, t) = γ2(t)
(γ2, w1♯u) ∽ (γ2, w2)
}
The above moduli space has a natural R action, and we set
M(x, y,H, J) = M˜(x, y,H, J)/R.
We call a Hamiltonian function H : S1 × M̂ → R non-degenerate if
dφH : TpM̂ → TpM̂
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does not have 1 as an eigenvalue for every 1-periodic point p ∈ M̂ . We define
Hregǫ = {(H, J) ∈ Hǫ | H is non-degenerate}.
In order to define the boundary operator, we need the following lemma because
M̂ is non-compact ([2], [15]).
Let (V, dλ) be an exact symplectic manifold with boundary ∂V such that
the Liouville vector field X defined by dλ(X, ·) = λ points inward on ∂V . Let S
be a Riemann surface with boundary ∂S and let β be a 1-form on S such that
dβ ≥ 0 holds. Assume that H : S × V → R≤0 is a non-positive S-dependent
Hamiltonian function which satisfies the following properties.
• λ(XH) = H(p, x) ∀(p, x) ∈ S × ∂V
• (dSH(p, x))|S×{x} ∧ β is a negative volume form on ∀p ∈ S × {x}. Here,
dS is a derivative in the S-direction. In other words, in local coordinates
(s, t) ∈ S,
dSH((s, t), x) = ∂sHds+ ∂tHdt.
Then, the following lemma holds.
Lemma 1 ([2], [15]) Let v : S → V be a map which satisfies the following
properties.
• v(∂S) ⊂ ∂V
• (dv(p) −XHp(v(p)) ⊗ β(p))
0,1 = 0
Then, v(S) ⊂ ∂V holds.
We can use this lemma to overcome the non-compactness of M̂ as follows. We
fix (H, J) ∈ Hǫ and u ∈ M˜(x, y,H, J). We apply this lemma to the following
S,V ,β and v : S → V .
• S = u−1(M̂\M)
• V = M̂\M and ∂V = ∂M
• β = dt|S
• v = u|S : S → V
Then the above lemma implies that Im(u) ⊂M ⊂ M̂ . So we can ignore M̂\M
and use Gromov’s compactness theorem. We use this lemma not only cylinders
used to define the boundary operator and the connecting homomorphisms, but
later on also for the curves used to define the pair on pants product. Then, by
counting the 0-dimensional part of M(x, y,H, J), we can define the boundary
operator ∂ on the Floer chain complex for any (H, J) ∈ Hregǫ ([5]) by
∂(x) =
∑
y∈P˜ (H)
♯M(x, y,H, J)y.
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The operator ∂ satisfies ∂ ◦ ∂ = 0 and we denote its homology by HF∗(H, J).
This boundary operator decreases the values of the action functional AH . In
other words, if
M˜(x, y,H, J) 6= ∅
then AH(x) ≥ AH(y). This implies that we have a filtration on the Floer chain
complex : For any a ∈ R, we consider the subcomplex
CF<a∗ (H, J) =
{ ∑
x∈P˜(H),ax∈Q,AH(x)<a
ax · x ∈ CF∗(H, J)
}
.
We denote the homology of (CF<a∗ (H, J), ∂) by HF
<a
∗ (H, J).
For (Hi, Ji) ∈ Hregǫi (i = 1, 2, ǫ1 ≤ ǫ2), we consider an R-dependent smooth
family {(Hs, Js)}s∈R which satisfies the following properties.
• (Hs, Js) = (H1, J1) for s ≤ −R
• (Hs, Js) = (H2, J2) for s ≥ R
• (Hs, Js) ∈ Hǫs
• ∂sǫs ≥ 0
Then, by counting the 0 dimensional part of the moduli space
N (x, y,Hs, Js) =
{
u : R× S1 → M̂
∣∣∣∣ ∂su+ J(s, t)(∂tu−XH(s,t)) = 0u(−∞) = x, u(+∞) = y
}
,
we obtain a chain map
CF∗(H1, J1) −→ CF∗(H2, J2)
and the induced map
Ψǫ1,ǫ2 : HF∗(H1, J1) −→ HF∗(H2, J2) .
This canonical map also appears in the construction of symplectic homology. If
ǫ1 = ǫ2, Ψǫ1,ǫ2 is an isomorphism. We prove that Ψǫ1,ǫ2 is an isomorphism for
any ǫ1 ≤ ǫ2. For any (K1, J ′1) ∈ Hǫ1 and (K2, J
′
2) ∈ Hǫ2 , we have the following
commutative diagram.
HF∗(H1, J1)
Ψǫ1,ǫ2−−−−→ HF∗(H2, J2)
Ψǫ1,ǫ1
y Ψǫ2,ǫ2y
HF∗(K1, J
′
1)
Ψǫ1,ǫ2−−−−→ HF∗(K2, J ′2)
The vertical arrows are canonical isomorphisms. So it suffices to prove that
Ψǫ1,ǫ2 is an isomorphism for special (H1, J1) and (H2, J2). We fix two Hamilto-
nian functions H1, H2 ∈ C∞(S1 × M̂) as follows.
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• H1(t, x) = H2(t, x) for x ∈M ∪ [1, 1 + κ]× ∂M for some κ > 0
• H1 ≥ H2
• Hi(t, (r, y)) = −ǫir + Ci (i = 1, 2, (r, y) ∈ [1 + 2κ,∞)× ∂M)
• every γ ∈ P (Hi) (i = 1, 2) satisfies γ ⊂M
For such H1, H2, there is canonical identification between P (H1) and P (H2).
We also fix an S1-dependent contact type almost complex structure J on M̂
and a monotone increasing function ρ : R→ [0, 1] by
ρ(s) =
{
0 (s ≤ −R)
1 (s ≥ R)
.
Then we define an R× S1-dependent pair of a Hamiltonian function and a
contact type almost complex structure (Hs,t, Js,t) by
Hs,t(x) = (1− ρ(s))H1(t, x) + ρ(s)H2(t, x)
Js,t = Jt.
For any x, y ∈ P (Hi) and u ∈ N (x, y,Hs, Js), Lemma 1 implies that
u ⊂M.
OnM we haveH1 = H2. SoN (x, y,Hs, Js) =M(x, y,H1, J) holds andN (s, y,Hs, Js)
has a natural R-action. We defined the canonical chain map
Ψǫ1.ǫ2 : CF∗(H1, J) −→ CF∗(H2, J)
by counting the 0-dimensional part of N (x, y,Hs, Js) by
Ψǫ1,ǫ2(z−) =
∑
z+∈P˜ (H2)
♯N (z−, z+, Hs, Js)z+.
Because N (x, y,Hs, Js) has an R-action, we see that Ψǫ1,ǫ2(z) = z holds if we
identify P (H1) and P (H2). So we have the following lemma.
Lemma 2 When we define Ψǫ1,ǫ2 as above, then Ψǫ1,ǫ2 = id holds. In particu-
lar, it induces an isomorphism in homology.
Taking account of [11] and [7], we have the following PSS-isomorphism for
any (H, J) ∈ Hregǫ .
Φ(H.J) : QH∗(M,∂M) −→ HF∗−n(H, J)
In the rest of this section, we explain the construction of Φ(H,J). Let Γ be the
abelian group which is defined by
Γ = π2(M)/ ∼
u ∼ v ⇐⇒
{
ω(u) = ω(v)
c1(u) = c1(v)
.
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Define the Novikov ring Λ by
Λ = {
∑
av∈Q,v∈Γ
av · v | ∀C ∈ R, ♯{v ∈ Γ | av 6= 0, ω(v) < C} <∞}.
Quantum homology is the module with underlying abelian group the singular
homology of (M,∂M) and coefficient ring Λ.⊕
∗∈Z
QH∗(M,∂M) =
⊕
∗∈Z
H∗(M,∂M : Q)⊗Q Λ
The grading of an element c⊗ v ∈ Hk(M,∂M)⊗ Λ is defined by
deg(c⊗ v) = k − 2c1(v).
We fix a monotone increasing function ρ : R→ [0, 1] such that
• ρ(s) = 0 (s ≤ −R)
• ρ(s) = 1 (s ≥ R) .
We also consider the following moduli space for [γ, w] ∈ P˜ (H).
M([γ, w]) =
{
u : R× S1 → M̂
∣∣∣∣∣ ∂su(s, t) + Jt(∂tu(s, t)− ρ(s)XH) = 0lims→−∞ u(s, t) ∈M, lims→∞ u(s, t) = γ(t)
[γ, u] = [γ, w]
}
For any cycle c ∈ C∗(M,∂M), we consider the following moduli space.
M(c, [γ, w]) = {u ∈M([γ, w]) | u(−∞) ∈ c}
Then we can define an element of CF∗(H, J) by∑
[γ,w]∈P˜(H)
♯M(c, [γ, w]) · [γ, w].
This becomes a cycle of CF∗(H, J) and its homology class does not depend on
the choice of the representative c ∈ C∗(M,∂M). By extending this map linearly,
we get the desired PSS-isomorphism
Φ(H,J) : QH∗(M,∂M) −→ HF∗−n(H, J).
4 Pair of pants product
In this section, we define the pair of pants product
∗ : HF∗(H1, J1)⊗HF∗(H2, J2)→ HF∗(H3, J3)
for (Hi, Ji) ∈ Hregǫ (i = 1, 2, 3). Following [1], we define the following Riemann
surface Σ,
Σ = (R× [−1, 0] ⊔ R× [0, 1])/ ∼ .
where ∼ is defined by
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• [0,∞)×{0} ⊂ [0,∞)×[−1, 0] is identified with [0,∞)×{0} ⊂ [0,∞)×[0, 1]
• [0,∞)× {−1} is identified with [0,∞)× {1}
• (−∞, 0]× {−1} is identified with (−∞, 0]× {0} ⊂ (−∞, 0]× [−1, 0]
• (−∞, 0]× {1} is identified with (−∞, 0]× {0} ⊂ (−∞, 0]× [0, 1] .
We give a complex structure near (0, 0) ∈ Σ as follows. We define an explicit
local coordinate of a neighborhood of (0, 0) by
w : {z ∈ C | |z| ≤
1
2
} −→ Σ
w(z) =

z2 Re(z) ≥ 0
z2 + i Re(z) ≤ 0, Im(z) ≥ 0
z2 − i Re(z) ≤ 0, Im(z) ≤ 0
.
Then Σ becomes a smooth Riemann surface.
In this local coordinate, the Floer equation
∂su(s, t) + J(s, t)(∂tu(s, t)−XHs,t(u(s, t))) = 0
becomes
(d(u ◦ w)(z)−Hw(z)(u ◦ w(z)) ⊗ β)
0,1 = 0
where β is the 1-form w∗(dt).
For 0 < ǫ1 <
1
2ǫ and (K1, J
′
1), (K2, J
′
2) ∈ H
reg
ǫ1
and (H3, J3), we fix a z ∈ Σ
dependent smooth family (Hz , Jz) with the following properties.
• Hz : M̂ → R and Jz is a contact type almost complex structure
• Hz((r, y)) = −ǫzr + Cz, (r, y) ∈ [1,∞)× ∂M
• ∂tǫz = 0 and ∂sǫz ≥ 0
• (Hz , Jz) = (K1, J ′1) for z = (s, t) ∈ R× [0, 1] and s ≤ −R
• (Hz , Jz) = (K2, J ′2) for z = (s, t) ∈ R× [−1, 0] and s ≤ −R
• (Hz , Jz) = (
1
2H3(
1
2 (t+ 1), ·), J3) for z = (s, t) ∈ R× [−1, 1] and s ≥ R
For xi ∈ P˜ (Ki) (i = 1, 2) and y ∈ P˜ (H3) we consider the moduli space
M(x1, x2, y,Hz, Jz) =
{
u : Σ→ M˜
∣∣∣∣∣
∂su(z) + Jz(∂tu(z)−XHz) = 0
u(−∞× [0, 1]) = x1, u(−∞× [−1, 0]) = x2
u(+∞) = y
}
.
By counting 0 dimensional part of this moduli space in the usual way, we obtain
the pairing
∗˜ : HF∗(K1, J
′
1)⊗HF∗(K2, J
′
2)→ HF∗(H3, J3).
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The standard cobordism argument implies that this pairing does not depend on
the choice of a family (Hz, Jz).
We take the composition of this pairing ∗˜ and the inverse of the canonical
isomorphisms
HF∗(Ki, J
′
i)→ HF∗(Hi, Ji)
and obtain the desired pairing
∗ : HF∗(H1, J1)⊗HF∗(H2, J2)→ HF∗(H3, J3)
for (Hi, Ji) ∈ Hregǫ . ∗ does not depend on the choice of ǫ1 < ǫ. This follows
from the following argument. We choose (Li, J
′′
i ) ∈ H
reg
ǫ2
for ǫ1 ≤ ǫ2 < ǫ. Then
we have the following commutative diagram that implies independence of the
choice.
HF∗(H1, J1)⊗HF∗(H2, J2)
∼=
−−−−→ HF∗(K1, J
′
1)⊗HF∗(K2, J
′
2) −−−−→ HF∗(H3, J3)∥∥∥ y ∥∥∥
HF∗(H1, J1)⊗HF∗(H2, J2)
∼=
−−−−→ HF∗(L1, J ′′1 )⊗HF∗(L2, J
′′
2 ) −−−−→ HF∗(H3, J3)
The fact that ∗ does not depend on the choice of ǫ1 and (Ki, J ′i) also implies
that ∗ is associative.
Remark 5 We do not define ∗ directly because we cannot use Lemma 1 to
define the pair of pants product for functions in Hǫ. In order to use Lemma 1,
we have to use Hǫ1 (ǫ1 <
1
2ǫ) and the pairing ∗˜.
Remark 6 Quantum homology QH∗(M,∂M) has a ring structure and the PSS-
isomorphism is a ring isomorphism ([11], [7]). The fundamental class [M,∂M ]
is the unit of quantum homology. So, the image of the fundamental class is the
unit of the pair of pants product.
5 Spectral invariants
We construct spectral invariants of Floer homology in the non-compact case. In
this section, we assume that (M,ω) is a symplectic manifold with a contact type
boundary. Lanzat used essentially the same idea to define spectral invariants
for such symplectic manifolds in [7].
First, we introduce some notations for Hamiltonian functions:
C∞c (S
1 ×M) = {H ∈ C∞(S1 ×M) | suppH ⊂ S1 × IntM}
H♯K(t, x) = H(t, x) +K(t, (φtH)
−1(x))
H(t, x) = −H(t, φtH(x))
Then, the Hamiltonian diffeomorphisms generated by H♯K and H satisfy
φtH♯K(x) = φ
t
H(φ
t
K(x))
φt
H
(x) = (φtH)
−1(x).
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For (H, J) ∈ Hregǫ and e ∈ QH∗(M,∂M), we define the ”pre” spectral in-
variant ρ̂(H, e) by
ρ̂(H, e) = inf{a | Φ(H,J)(e) ∈ Im(HF
<a
∗ (H, J)→ HF∗(H, J))}.
As in the closed case [10], this does not depend on J and the following inequality
holds,
|ρ̂(H, e)− ρ̂(K, e)| ≤ ||H −K||.
This inequality enables us to extend ρ̂(·, e) to continuous functionsH ∈ C(S1 × M̂)
for which
H(t, (r, y)) = −ǫr + C, (r, y) ∈ [1,∞)× ∂M.
For compactly supported continuous functions H ∈ Cc(S1 ×M), we define the
canonical extension Hǫ by
Hǫ(t, x) =
{
H(t, x) x ∈M
−ǫ(r − 1) x = (r, y) ∈ [1,∞)× ∂M
.
Then, we define spectral invariant of H by
ρ(H, e) = ρ̂(Hǫ, e).
Remark 7 Usher proved the following property of ρ̂(H) in [14]. For (H, J) ∈
Hregǫ and e 6= 0,
ρ̂(H, e) ∈ Spec(H)
def.
= {AH(z) | z ∈ P˜ (H)}.
Spec(H) ⊂ R is called the action spectrum of H. Its measure is zero.
The above spectral invariant ρ has the following properties.
Lemma 3 ρ satisfies the following properties.
(1) (continuity) |ρ(H, e)− ρ(K, e)| ≤ ||H −K||
(2) (triangle inequality) ρ(H♯K, e1 ∗ e2) ≤ ρ(H, e1) + ρ(K, e2)
Remark 8 The triangle inequality (2) may be confusing because we did not
define the product ∗ of the quantum homology QH∗(M,∂M). As we explained in
Remark 4.2, quantum homology has a ring structure and the PSS-isomorphism
induces a ring isomorphism between quantum homology and Floer homology. In
other words, we can define ρ(H, e1 ∗ e2) as follows. For any (K, J) ∈ Hregǫ , we
define
ρ̂(K, e1∗e2) = inf{a | Φ(K,J)(e1)∗Φ(K,J)(e2) ∈ Im(HF
<a
∗ (K, J)→ HF∗(K, J))}.
Then we use the continuity of ρ̂ to define ρ(H, e1 ∗ e2) by
ρ(H, e1 ∗ e2) = ρ̂(Hǫ, e1 ∗ e2).
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The continuity (1) directly follows from the continuity of ρ̂. So what we have
to prove is the triangle inequality (2).
Lemma 4 For any e1, e2 and H,K ∈ Cc(S1 ×M), the following inequality
holds.
ρ(H♯K, e1 ∗ e2) ≤ ρ(H, e1) + ρ(K, e2)
Proof: We fix δ > 0. We can take four non-degenerate Hamiltonian functions
which are perturbations of Hǫ, H 1
2
ǫ, Kǫ and K 1
2
ǫ
H˜ǫ, H˜ 1
2
ǫ, K˜ǫ, K˜ 1
2
ǫ ∈ C
∞(S1 × M̂)
and satisfy the following conditions.
• |H˜τ −Hτ | ≤ δ, |K˜τ −Kτ | < δ (τ = ǫ or
1
2ǫ)
• |(H♯K)ǫ − H˜ 1
2
ǫ♯K˜ 1
2
ǫ| < δ
• H˜ǫ(t, x) = H˜ 1
2
ǫ(t, x), K˜ǫ(t, x) = K˜ 1
2
ǫ(t, x) for x ∈M
• H˜ǫ ≤ H˜ 1
2
ǫ and H˜ǫ ≤ H˜ 1
2
ǫ hold, and any x ∈ P (H˜τ ), P (K˜τ ) (τ = ǫ or
1
2ǫ) satisfies x ⊂M . In other words, there is one to one correspondence
between P (H˜ǫ) and P (H˜ 1
2
ǫ), and between P (K˜ǫ) and P (K˜ 1
2
ǫ).
• H˜τ (t, (r, y)) = −τr+CH˜τ , K˜τ (t, (r, y)) = −τr+CK˜τ for (r, y) ∈ [R,∞)× ∂M
and for some R > 1
By definition, ∗ is decomposed as
HF∗(H˜ǫ, J1)⊗HF∗(K˜ǫ, J2)
∼=
−−−−→ HF∗(H˜ 1
2
ǫ, J1)⊗HF∗(K˜ 1
2
ǫ, J2)
∗˜
y
HF∗(H˜ 1
2
ǫ♯K˜ 1
2
ǫ, J3)
What we want to prove is that ∗ preserves the energy filtration. In othe words,
we want to prove that
∗(HF<a∗ (H˜ǫ, J1)⊗HF
<b
∗ (K˜ǫ, J2)) ⊂ HF
<a+b
∗ (H˜ ǫ2 ♯K˜
ǫ
2
, J3)
holds for any a, b ∈ R. As in the closed case [10], we see that
∗˜(HF<a∗ (H˜ 1
2
ǫ, J1)⊗HF
<b
∗ (K˜ 1
2
ǫ, J2)) ⊂ HF
<a+b
∗ (H˜ ǫ2 ♯K˜
ǫ
2
, J3).
So what we have to prove is that the inverse of canonical isomorphisms
ι1 : HF∗(H˜ 1
2
ǫ, J1)→ HF∗(H˜ǫ, J1)
ι2 : HF∗(K˜ 1
2
ǫ, J2)→ HF∗(K˜ǫ, J2)
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preserve energy filtrations. In other words,{
ι−11 (HF
<a
∗ (H˜ǫ, J1)) ⊂ HF
<a
∗ (H˜ 1
2
ǫ, J1)
ι−12 (HF
<b
∗ (K˜ǫ, J2)) ⊂ HF
<b
∗ (K˜ 2
2
ǫ, J2)
. (A)
For this purpose, we construct a chain map
ι1 : CF∗(H˜ 1
2
ǫ, J1)→ CF∗(H˜ǫ, J1)
ι2 : CF∗(K˜ 1
2
ǫ, J2)→ CF∗(K˜ǫ, J2)
as in Lemma 2. In other words, we construct ι1, ι2 by using linear homotopies
Hs,t(x) = (1− ρ(s))H˜ 1
2
ǫ(t, x) + ρ(s)H˜ǫ(t, x)
Ks,t(x) = (1− ρ(s))K˜ 1
2
ǫ(t, x) + ρ(s)K˜ǫ(t, x).
By Lemma 2, the chain maps ι1 and ι2 are equal to the identity map. This
implies that (A) holds for any a, b ∈ R. So, we have
ρ̂(H˜ 1
2
ǫ♯K˜ 1
2
ǫ, e1 ∗ e2) ≤ ρ̂(H˜ǫ, e1) + ρ̂(K˜ǫ, e2)
holds. Then, by construction, we see that
ρ(H♯K, e1 ∗ e2)− ρ(H, e1)− ρ(K, e2)
= ρ̂((H♯K)ǫ, e1 ∗ e2)− ρ̂(Hǫ, e1)− ρ̂(Kǫ, e2)
≤ ρ̂(H˜ 1
2
ǫ♯K˜ 1
2
ǫ, e1 ∗ e2)− ρ̂(H˜ǫ, e1)− ρ̂(K˜ǫ, e2) + 3δ ≤ 3δ
holds. So, we proved that
ρ(H♯K, e1 ∗ e2) ≤ ρ(H, e1) + ρ(K, e2)
holds. 
By using this triangle inequality, we can prove the next lemma.
Lemma 5 For H,K ∈ C∞c (S
1 × M), we assume that φK displaces suppH.
Then
ρ(H, e1 ∗ e2) ≤ ρ(K, e1) + ρ(K, e2).
holds for any e1, e2.
Proof : We fix δ > 0. We can take a non-degenerate Hamiltonian T ∈ C∞(S1 × M̂)
such that
• T (t, (r, y)) = −ǫ(r − 1) on (r, y) ∈ [1,∞)× ∂M
• |T −Kǫ| ≤ δ
• |(H♯K)ǫ −H♯T | ≤ δ
• φT (suppH) ∩ suppH = φ
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Next, we consider the 1-parameter family {ρ̂(tH♯T, e1)}t∈R. The fourth condi-
tion φT (suppH) ∩ suppH = ∅ implies that Spec(tH♯T ) = Spec(T ) holds. So we
have that
ρ̂(tH♯T, e1) ∈ Spec(T ).
The continuity of ρ̂(tH♯T, e1) with respect to t ∈ R and the fact that the measure
of Spec(T ) is zero implies the equality
ρ̂(tH♯T, e1) = ρ̂(T, e1).
In particular, ρ̂(H♯T, e1) = ρ̂(T, e1) holds and hence by Lemma 4,
ρ(H, e1 ∗ e2) ≤ ρ(H♯K, e1) + ρ(K, e2)
= ρ̂((H♯K)ǫ, e1) + ρ(K, e2) ≤ ρ̂(H♯T, e1) + ρ(K, e2) + δ
= ρ̂(T, e1) + ρ(K, e2) + δ ≤ ρ̂(Kǫ, e1) + ρ(K, e2) + 2δ
= ρ(K, e1) + ρ(K, e2) + 2δ.

6 Proof of the sharp energy-capacity inequality
In this section, we assume that (M,ω) is a convex symplectic manifold. In other
words, there is a sequence of codimension 0 compact submanifolds
M1 ⊂M2 ⊂ · · · ⊂Mn ⊂ · · ·
such that
•
⋃
n≥1Mn =M
• (Mn, ωn = ω|Mn) has contact type boundary
We fix A ⊂M . Let H ∈ H(A) and K ∈ C∞c (S
1 ×M) be two Hamiltonian func-
tions such that
• H is HZ ◦-admissible
• φK(A) ∩ A = ∅
Our purpose is to prove that
maxH ≤ ||K||. (B)
From the second assumption, A is relatively compact. So, we can take a suffi-
ciently large N ≥ 1 so that A ⊂ IntMN and suppK ⊂ IntMN . From now on, we
consider spectral invariants on (MN , ωN ). We fix δ > 0. We use the arguments
in [13] to perturb (H |MN )ǫ ∈ C(M̂N ) as follows. First, we choose G ∈ C
∞(M̂N )
such that
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• G is a small perturbation of (H |MN )ǫ near ∂MN so that |G− (H |MN )ǫ| <
1
2δ
• G does not have non-contractible non-trivial periodic orbits whose period
is smaller than 1
Next, we use the arguments in [13] to perturbG in the compact domainMN ⊂ M̂N
and choose a smooth function H˜ ∈ C∞(M̂N ) which satisfies the following prop-
erties.
• |H˜ |MN −H |MN | ≤ δ
• H˜((r, y)) = −ǫ(r − 1) on [1,∞)× ∂MN
• H˜ is a slow, flat Morse function. In other words, H˜ is a Morse function
such thatX
H˜
has no non-constant contractible periodic orbit whose period
is less than or equal to one, and the linearlized flow of H˜ at any critical
point has no non-constant periodic orbit whose period is less than or equal
to one.
Let 1
def
= [MN , ∂MN ] ∈ QH2n(MN , ∂MN) be the fundamental class. Then the
image under the PSS-isomorphism Φ(L,J)(1) ∈ HFn(L, J) is the unit for any
(L, J) ∈ Hǫ.
Let p ∈MN be a critical point of H˜ which satisfies H˜(p) = max H˜ . By
Proposition 7.1.1 in [9] (Non-pushing down lemma II), any cycle C ∈ CFn(H˜, J)
which satisfies [C] = Φ(H˜,J)(1) can be written in the following form.
C = p+
∑
z∈P˜ (H˜)\{p}
az · z
In other words, p ∈ P˜ (H˜) cannot be canceled by the boundary operator ∂.
Remark 9 We can apply the Non-pushing down lemma II in [9] (which deals
with the closed case) because Oh proved that ”p cannot be canceled by the bound-
ary operator” by using the locally free S1-action on the moduli space. This
argument can also be used in the convex case.
Recall the construction of the PSS-isomorphism (see the end of Section 3).
Φ(H˜,J)(1) ∈ HFn(H˜, J) can be written in the following form at the chain level.∑
z∈P˜ (H˜)
♯M(1, z) · z ∈ CFn(H˜, J)
If A
H˜
(z) > max H˜ , the moduli space M(1, z) is empty. So∑
z∈P˜ (H˜)
♯M(1, z) · z = p+
∑
z∈P˜ (H˜)\{p},A
H˜
(z)≤max H˜
az · z.
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This implies that
ρ̂(H˜, 1) = A
H˜
(p) = H˜(p) = max H˜.
This also implies that ρ(0, 1) = ρ̂(0ǫ, 1) = 0 holds. So we have
ρ(K, 1) + ρ(K, 1) = (ρ(K, 1)− ρ(0, 1)) + (ρ(K, 1)− ρ(0, 1)) ≤ ||K||
By Lemma 5 we can now estimate
||K|| −maxH ≥ ||K|| −max H˜ − δ
≥ ρ(K, 1) + ρ(K, 1)− ρ̂(H˜, 1)− δ
≥ ρ(K, 1) + ρ(K, 1)− ρ(H, 1)− 2δ ≥ −2δ.
This inequality implies that the desired inequality (B). 
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