The increment ratio (IR) statistic was first defined and studied in Surgailis et al. (2007) for estimating the memory parameter either of a stationary or an increment stationary Gaussian process. Here three extensions are proposed in the case of stationary processes. Firstly, a multidimensional central limit theorem is established for a vector composed by several IR statistics. Secondly, a goodness-of-fit χ 2 -type test can be deduced from this theorem. Finally, this theorem allows to construct adaptive versions of the estimator and test which are studied in a general semiparametric frame. The adaptive estimator of the long-memory parameter is proved to follow an oracle property. Simulations attest of the interesting accuracies and robustness of the estimator and test, even in the non Gaussian case.
Introduction
After almost thirty years of intensive and numerous studies, the long-memory processes form now an important topic of the time series study (see for instance the book edited by Doukhan et al, 2003) . The most famous long-memory stationary time series are the fractional Gaussian noises (fGn) with Hurst parameter H and FARIMA(p, d, q) processes. For both these time series, the spectral density f in 0 follows a power law: f (λ) ∼ C λ −2d where H = d + 1/2 in the case of the fGn. In the case of long memory process d ∈ (0, 1/2) but a natural expansion to d ∈ (−1/2, 0] (short memory) implied that d can be considered more generally as a memory parameter.
There are a lot of statistical results relative to the estimation of this memory parameter d. First and main results in this direction have been obtained for parametric models with the essential articles of Fox and Taqqu (1986) and Dahlhaus (1989) for Gaussian time series, Giraitis and Surgailis (1990) for linear processes and Giraitis and Taqqu (1999) for non linear functions of Gaussian processes. However parametric estimators are not really robust and can induce no consistent estimations. Thus, the research is now rather focused on semiparametric estimators of the memory parameter. Different approaches were considered: the famous R/S statistic (see Hurst, 1951) , the log-periodogram estimator (studied firstly by Geweke and Porter-Hudack, 1983 , notably improved by Robinson, 1995a , and Moulines and Soulier, 2003) , the local Whittle estimator (see Robinson, 1995b) Bardet et al, 2008) . All these estimators require the choice of an auxiliary parameter (frequency bandwidth, scales, etc.) but adaptive versions of these estimators are generally built for avoiding this choice. In a general semiparametric frame, Giraitis et al (1997) obtained the asymptotic lower bound for the minimax risk in the estimation of d, expressed as a function of the second order parameter of the spectral density expansion around 0. Several adaptive semiparametric estimators are proved to follow an oracle property up to multiplicative logarithm term. But simulations (see for instance Bardet et al, 2003 Bardet et al, or 2008 show that the most accurate estimators are local Whittle, global log-periodogram and wavelet based estimators.
In this paper, we consider the IR (Increment Ratio) estimator of long-memory parameter (see its definition in the next Section) for Gaussian time series recently introduced in Surgailis et al. (2007) and we propose three extensions. Firstly, a multivariate central limit theorem is established for a vector of IR statistics with different "windows" (see Section 2) and this induces to consider a pseudo-generalized least square estimator of the parameter d. Secondly, this multivariate result allows us to define an adaptive estimator of the memory parameter d based on IR statistics: an "optimal" window is automatically computed (see Section 3). This notably improves the results of Surgailis et al. (2007) in which the choice of m is either theoretical (and cannot be applied to data) or guided by empirical rules without justifications. Thirdly, an adaptive goodness-of-fit test is deduced and its convergence to a chi-square distribution is established (see Section 3). In Section 4, several Monte Carlo simulations are realized for optimizing the adaptive estimator and exhibiting the theoretical results. Then some numerical comparisons are made with the 3 semiparametric estimators previously mentioned (local Whittle, global log-periodogram and wavelet based estimators) and the results are even better than the theory seems to indicate: as well in terms of convergence rate than in terms of robustness (notably in case of trend or seasonal component), the adaptive IR estimator and goodness-of-fit test provide efficient results. Finally, all the proofs are grouped in Section 5.
The multidimensional increment ratio statistic and its statistical applications
Let X = (X k ) k∈N be a Gaussian time series satisfying the following Assumption S(d, β):
Assumption S(d, β): There exist ε > 0, c 0 > 0, c ′ 0 > 0 and c 1 ∈ R such that X = (X t ) t∈Z is a stationary Gaussian time series having a spectral density f satisfying for all λ ∈ (−π, 0) ∪ (0, 
where
with B H a standardized fractional Brownian motion (FBM) with Hurst parameter H ∈ (0, 1).
Remark 2. This convergence was obtained for Gaussian processes in Surgailis et al. (2007) , but there also exist results concerning a modified IR statistic applied to stable processes (see Vaiciulis, 2009 ) with a different kind of limit theorem. We may suspect that it is also possible to extend the previous central limit theorem to long memory linear processes (since a Donsker type theorem with FBM as limit was proved for long memory linear processes, see for instance Ho and Hsing, 1997) but such result requires to prove a non obvious central limit theorem for a functional of multidimensional linear process. 
The proof of this property as well as all the other proofs are given in Appendix. Moreover we will assume in the sequel that Γ p (d) is a definite positive matrix for all d ∈ (−0.5, 0.5).
Remark 3. Note that Assumption S(d, β) are a little stronger than the conditions required in Surgailis et al. (2007) where f is supposed to satisfy f (λ) = c 0 |λ|
Note that Property 2.1 and following Theorem 1 and Proposition 1 are as well checked under these assumptions of Surgailis et al. (2007) even if β ≥ 2d + 1 (case which is not consider in their Theorem 2.4). However our automatic procedure for choosing an adaptive scale m N requires to specify the second order of the expansion of f and we prefer to already give results under such assumption.
As in Surgailis et al. (2007) , for r ∈ (−1, 1), define the function Λ(r) by 6) and for d ∈ (−0.5, 1.5) let
The function d ∈ (−0.5, 1.5) 0 (x i )) 1≤i≤p , we obtain: 
From the multidimensional CLT (2.8) a pseudo-generalized least square estimation (LSE) of d is possible by defining the following matrix:
Then with the vector J p := (1) 1≤j≤p and denoting J ′ p its transpose, the pseudo-generalized LSE of d is:
It is well known (Gauss-Markov Theorem) that the Mean Square Error (MSE) of d N (m) is smaller or equal than all the MSEs of d N (jm), j = 1, . . . , p. Hence, we obtain under the assumptions of Theorem 2.8:
and
Now, consider the following test problem: for (X 1 , · · · , X n ) a path of X a Gaussian time series, chose between
• H 0 : the spectral density of X satisfies Assumption S(d, β) with −0.5 < d < 0.5 and β > 0;
• H 1 : the spectral density of X does not satisfy such a behavior.
We deduce from the multidimensional CLT (2.8) a χ 2 -type goodness-of-fit test statistic defined by:
Then the following limit theorem can be deduced from Theorem 1:
Under the assumptions of Theorem 1 then:
3 Adaptive versions of the estimator and goodness-of-fit test Theorem 1 and Proposition 1 are interesting but they require the knowledge of β to be used (and therefore an appropriated choice of m). We suggest now a procedure (see also Bardet et al., 2008) for obtaining a data-driven selection of an optimal sequence (m N ). For d ∈ (−0.5, 1.5) and α ∈ (0, 1), define
Note that by the previous convention,
corresponds to the sum of the pseudo-generalized squared distance. From previous computations, it is obvious that for a fixed α ∈ (0, 1), Q is minimized by d N (N α ) and therefore for 0 < α < 1 define
It remains to minimize Q N (α) on (0, 1). However, since α N has to be obtained from numerical computations, the interval (0, 1) can be discretized as follows, 
.
Remark 5. The choice of the set of discretization A N is implied by our proof of convergence of α N to α * . If the interval (0, 1) is stepped in N c points, with c > 0, the used proof cannot attest this convergence. However log N may be replaced in the previous expression of A N by any negligible function of N compared to functions N c with c > 0 (for instance, (log N ) a or a log N can be used).
Remark 6. The reference to Condition (5.13) or (5.14) is necessary because our proof of the convergence of α N to α * requires to know the exact convergence rate of 
the convergence rate could be slower than m −2d−1 and then α N could converge to α ′ < α * (from the proof of Proposition 2). Condition (5.13) and (5.14), which are not very strong, allow to obtain a first order bound for
.2) and hence to prove
From a straightforward application of the proof of Proposition 2, the asymptotic behavior of a N can be specified, that is,
for all positive real numbers λ and µ such that λ > 2α * (p−2)(1−α * ) and µ > 12 p−2 . Consequently, the selected window m N = N αN asymptotically growths as N α * up to a logarithm factor.
Finally, Proposition 2 can be used to define an adaptive estimator of d. First, define the straightforward estimator d N (N αN ), which should minimize the mean square error using α N . However, the estima-
does not satisfy a CLT since Pr( α N ≤ α * ) > 0 and therefore it can not be asserted that 
and the estimator d
The following theorem provides the asymptotic behavior of the estimator d 
converges to d with a rate of convergence rate equal to the minimax rate of convergence N β 1+2β up to a logarithm factor (this result being classical within this semiparametric framework). Thus there exists ℓ < 0 such that
satisfies an oracle property for the considered semiparametric model. If β > 2d + 1, the estimator is not rate optimal. However, simulations (see the following Section) will show that even if β > 2d + 1, the rate of convergence of d (IR) N can be better than the one of the best known rate optimal estimators (local Whittle or global log-periodogram estimators).
Moreover an adaptive version of the previous goodness-of-fit test can be derived. Thus define
Simulations and Monte-Carlo experiments
In the sequel, the numerical properties (consistency, robustness, choice of the parameter p) of d To begin with, the simulation conditions have to be specified. The results are obtained from 100 generated independent samples of each process belonging to the following "benchmark". The concrete procedures of generation of these processes are obtained from the circulant matrix method, as detailed in Doukhan et al. 3. the Gaussian stationary process X (d,β) , such as its spectral density is
with d ∈ (−0.5, 0.5) and β ∈ (0, ∞). Therefore the spectral density f 3 is such as Assumption S(d, β) holds.
A "benchmark" which will be considered in the sequel consists of the following particular cases of these processes
• fGn processes with parameters
• FARIMA[0, d, 0] processes with standard Gaussian innovations;
processes with standard Gaussian innovations and AR coefficient φ = −0.3 and MA coefficient φ = 0.7;
Gaussian processes with β = 1.
Application of the IR estimator and tests applied to generated data
Choice of the parameter p: This parameter is important to estimate the "beginning" of the linear part of the graph drawn by points (i, IR(im)) i . On the one hand, if p is a too small a number (for instance p = 3), another small linear part of this graph (even before the "true" beginning N α * ) may be chosen. On the other hand, if p is a too large a number (for instance p = 50 for N = 1000), the estimator α N will certainly satisfy α N < α * since it will not be possible to consider p different windows larger than N α * . Moreover, it is possible that a "good" choice of p depends on the "flatness" of the spectral density f , i.e. on β. We have proceeded to simulations for several values of p (and N and d). Only √ M SE of estimators are presented. The results are specified in Table 1 . Table 1 : it is clear that d 
Conclusions from

Comparison with other adaptive semiparametric estimator of the memory parameter
Consistency of semiparametric estimators: Here we consider the previous "benchmark" and apply the estimator d • d MS is the adaptive global log-periodogram estimator introduced by Soulier (1998, 2003) , also called FEXP estimator, with bias-variance balance parameter κ = 2;
• d R is the local Whittle estimator introduced by Robinson (1995) . The trimming parameter is m = N/30;
• d W is an adaptive wavelet based estimator introduced in Bardet et al. (2008) using a Lemarie-Meyer type wavelet (another similar choice could be the adaptive wavelet estimator introduced in Veitch et al., 2003, using a Daubechie's wavelet, but its robustness property are quite less interesting).
• d Simulation results are reported in Table 2 .
Conclusions from with d = 0, but the smoothness condition for f in Assumption S(0, β) is not satisfied.
• a trended fGn with parameter H = d + 0.5 and an additive linear trend;
• a fGn (H = d + 0.5) with an additive linear trend and an additive sinusoidal seasonal component of period T = 12.
The results of these simulations are given in Table 3 . 
Conclusions from
statistic (which is bounded in [0, 1] for any processes) could allow to apply it to infinite variance processes. Note that the other semiparametric estimators are also consistent in such frame with faster convergence rates notably for the local Whittle estimator.
Proofs
Proof of Property 2.1. We proceed in two steps.
Step 1: First, we compute the limit of 
Note that Y mj (k) ∼ N (0, 1) for any k and j and
Now according to (5.20) of the same article, with −→ F DD denoting the finite distribution convergence when m → ∞,
when m → ∞. Hence, obvious computations lead to define for t ∈ R
using the stationarity of the process Z d and therefore of processes Z Step 2: It remains to prove the multidimensional central limit theorem. Then consider a linear combination of (IR N (m j )) 1≤j≤p , i.e. 
From (5.31) of Surgailis et al. (2007), we have S
) of order greater or equal to 3 converge to 0 (since this result is proved for each S K (m i )). Moreover, from the previous computations, γ 
Proof of Property 5.1. As in Surgailis et al (2007), we can write:
Therefore an expansion of R m /V 2 m will provide an expansion of E IR N (m) when m → ∞ and the multidimensional CLT (2.8) will be deduced from Delta-method.
Step 1 Let f satisfy Assumption S(d, β). Then we are going to establish that there exist positive real numbers C 1 and C 2 specified in (5.7) and (5.8) and such that:
Indeed under Assumption S(d, β) and with J j (a, m), j = 4, 6, defined in (5.23) of Lemma 5.1 (see below), it is clear that,
. Now we follow the results of Lemma 5.1:
As a consequence, with ρ(d) defined in (2.7) and C j1 defined in Lemma 5.1,
and numerical experiments proves that C 1 (−2d, β)/c 1 is negative for any d ∈ (−0.5, 0.5) and β > 0. 2. Let −2d + β = 1. Again with Lemma 5.1,
As a consequence,
and numerical experiments proves that C 2 (−2d, β)/c 1 is negative for any d ∈ (−0.5, 0.5) and β = 1 − 2d. 3. Let −2d + β > 1. Once again with Lemma 5.1:
Note that it is not possible to specify the second order term of this expansion as in both the previous cases. As a consequence,
Step 2: A Taylor expansion of Λ(·) around ρ(d) provides: Proof of Proposition 1. For ease of writing we will note Σ N instead of Σ N (N α ) in the sequel. We have
projector matrix on (1) 1≤i≤p ⊥ (which is a linear subspace with dimension
But we also have 1) ) with rank p − 1 (since the rank of J p is (p − 1)). Hence A N is an orthogonal projector to the linear subspace of dimension p − 1 generated by the matrix H N . Now using Cochran Theorem (see for instance Anderson and Styan, 1982) , N/m A N Z N is asymptotically a Gaussian vector such as
In Property 5.1, a second order expansion of E[IR N (m)] can not be specified in the case β > 2d + 1. In the following Property 5.2, we show some inequalities satisfied by E[IR N (m)] which will be useful for obtaining the consistency of the adaptive estimator in this case.
Property 5.2. Let X satisfy Assumption S(d, β) with −0.5 < d < 0.5, β > 1 + 2d. Moreover, suppose that the spectral density of X satisfies Condition (5.13) or (5.14). Then there exists a constant L > 0 depending only on c 0 , c 1 , c 2 , d, β, ε such that
Proof of Property 5.2. Using the expansion of J j (a, m), j = 4, 6, for a > 1 (see Lemma 5.1) and the same computations than in Property 5.1, we obtain: 
and from the signs of 
Now following the same process if (5.14) holds, we deduce inequality (5.12).
Proof of Proposition 2. Let ε > 0 be a fixed positive real number, such that α * + ε < 1.
. Then,
. As a consequence, for N large enough,
Moreover, from Markov inequality and with N large enough,
We deduce that there exists M 1 > 0 not depending on N , such that for large enough N ,
since E(exp( χ 2 (p − 1)) < ∞ does not depend on N . Thus, the inequality (5.15) becomes, with M 2 > 0 and for N large enough,
II. Secondly, a bound of Pr( α N ≥ α * − ε) can also be computed. Following the previous arguments and notations,
and as above, with
• if β ≤ 2d + 1, with α < α * = (1 + 2β) −1 , from Property 5.1 and with
with C ′ = 0, since Λ 0 (d) > 0 for all d ∈ (−0.5, 0.5). We deduce:
. As a consequence, for α < α * − ε and with the inequality
≤ C 1 when N large enough, with C 1 > 0 not depending on N . Moreover the vector i
is not in the subspace (1) 1≤i≤p and therefore
≥ C 2 for N large enough with C 2 > 0. We deduce that there exists D > 0 such that for N large enough and α < α * − ε,
Then, the relation (5.18) becomes for α < α * − ε and N large enough,
with M 2 > 0, because
Hence, from the inequality (5.17), for large enough N ,
• if β > 2d + 1, with α < α * = (4d + 3) −1 and from Property 5.2, we obtain an inequality instead of (5.19):
is an increasing an C 1 function, using a Taylor expansion. Therefore for
Now, as previously and with the same notation, Proof of Theorem 2. The results of Theorem 2 can be easily deduced from Theorem 1 and Proposition 2 (and its proof) by using conditional probabilities.
Proof of Proposition 3. Proposition 3 can be deduced from Theorem 2 using the same kind of proof than in Proposition 1 and conditional distributions.
Lemma 5.1. For j = 4, 6, denote
Then, we have the following expansion when m → ∞:
where constants
(a) and C ′′ j1 (a) are specified in the following proof.
Proof of Lemma 5.1. 1. let −1 < a < 1.
We begin with the expansion of J 4 (a, m). First, decompose J 4 (a, m) as follows
Using integrations by parts and sin 4 (
3 − 4 cos(y) + cos(2y) , we obtain for m → ∞:
where the left right side term of the last relation is obtained by integration by parts and the left side term is deduced from the following relation (see Doukhan et al. 2003 , p. 31) Finally, by replacing this expansion in (5.24), one deduces
Note that C 41 (a) > 0 and C 42 (a) < 0 for all 0 < a < 1, C 42 (a) > 0 for all −1 < a < 0, C 42 (0) = 0.
A similar expansion procedure of J 6 (a, m) with sin 6 ( Moreover it is clear that C 61 (a) > 0.
2. let a = 1. When m → ∞ we obtain the following expansion:
Moreover from previous computations (see the case a < 1),
As a consequence, when m → ∞, In the same way , we obtain the following expansions when m → ∞, 3. Let a > 1. Then, with the linearization of sin
with:
First, if 1 < a, with an integration by parts,
In conclusion, for 1 < a we deduce,
Similarly, for 1 < a we deduce, Table 2 : Comparison of the different log-memory parameter estimators for processes of the benchmark. For each process and value of d and N , √ M SE are computed from 100 independent generated samples. Comparison of the different log-memory parameter estimators for processes of the benchmark. For each process and value of d and N , √ M SE are computed from 100 independent generated samples.
