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We show that microwave-driven NV centers can function as robust mode switches by utilizing a
special degeneracy called an exceptional point (EP). While previous theoretical and experimental
work on EP-based mode switches applies only to pure states, we develop here a general theory for
switching between mixed states—statistical ensembles of different pure states, resulting from the
interaction with the environment. Our theory is general and applicable to all leading platforms for
quantum information processing and quantum technologies. However, our numerical simulations
use empirical parameters of NV centers. We provide guidelines for coping with the main challenges
for experimental realization of this protocol: decoherence and mixed-state preparation.
A new class of adiabatic protocols enables robust mode
conversion in open systems that possess a special de-
generacy called an exceptional point (EP)—where mul-
tiple modes of the system coalesce [1–3]. EP-based
mode switches have intriguing physical properties, such
as topological protection and non-reciprocity [4–8], which
were demonstrated experimentally in optical waveguides
and optomechanics [9–14] and theoretically proposed for
several additional systems [15–18]. Realizing robust non-
reciprocal mode switching in quantum systems has far
reaching consequences in quantum information process-
ing and quantum control, as well as in quantum tech-
nology. Here we show how to realize EP-based mode
switches in atomic and atom-like systems. While previ-
ous work on EP-based mode switches applies only to pure
states, the theoretical description of atom-like systems
typically requires mixed states—statistical ensembles of
different pure states, which arise due to interactions with
the environment. To bridge this gap, we develop a the-
ory of mode switching between mixed states. Our proto-
col applies, most generally, to three-level systems in the
V-configuration, and we perform numerical simulations
using empirical parameters of nitrogen-vacancy (NV)
centers—defects in diamond with exceedingly long co-
herence lifetimes and established optical and microwave
mechanisms for initialization, manipulation and readout
of their spin state [19–22]. Our theory enables exploring
new phenomena (e.g., high-order EPs in low-dimensional
systems) and presents a crucial step towards incorporat-
ing EP-based mode switches in quantum-information ap-
plications.
Robust mode switches are based on the adiabatic the-
orem, which describes the evolution of slowly varying
closed systems. The theorem states that when prepar-
ing a system in a particular eigenmode, it remains in that
mode during the evolution (given the conditions specified
in Refs. 23, 24). Dynamic closed systems are described
∗ pick.adi@gmail.com
by Hermitian Hamiltonians that depend on a set of “con-
trol parameters.” When changing the parameters slowly
along closed loops in parameter space, the theorem im-
plies that the initial and final states are the same (up
to a phase [25–27]). The understanding that topologi-
cal operations (i.e., executing closed control paths) may
have outcomes that are robust against noise has lead to
important discoveries in multiple areas of physics [28–31].
However, most physical systems exchange energy or
particles with their environment. Open systems can
be described by effective non-Hermitian operators, and
their adiabatic transport properties are drastically dif-
ferent from closed ones. First, unlike Hermitian opera-
tors, non-Hermitian operators may have EPs, where mul-
tiple eigenmodes have the same eigenvalue and eigenvec-
tor [1–3]. Near EPs, the eigenvalues are a multivalued
functions of the system’s parameters and, consequently,
when changing the control parameters along any closed
loop that encircles an EP, the eigenmodes at the initial
and final points may differ [32]. For example, when the
EP is formed by the coalescence of two modes (hereafter
called an EP2), the eigenmodes swap; i.e., |1〉→|2〉 and
|2〉→|1〉. Secondly, in non-Hermitian systems, the adia-
batic theorem holds only for “least decaying states” [33–
35], which are eigenmodes ` with eigenvalues λ` whose
accumulated decay rate is positive:
Γ`(t) ≡
∫ t
0
Re [λ`(t
′)− λj(t′)] dt′ > 0, ∀ j 6= `, (1)
for all t during the evolution (see appendix). When only
two modes are involved, the accumulated decay rates,
Γ1,2(t), have opposite signs, which implies that while one
of the states can evolve adiabatically, the other one can-
not. Therefore, when encircling an EP2 along a certain
path, either |1〉→|2〉 or |2〉→|1〉 [4, 5]. For any given loop,
when reversing the direction of the path, the sign of the
accumulated decay rate is reversed [since the order of in-
tegration limits in Eq. (1) is exchanged], and this is the
source for “non-reciprocity” of EP-based switches [9, 10].
The performance of the switch is robust since it is re-
lated to a topological property of the system’s energy
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FIG. 1. (a) Ground states of the NV center. Two microwave fields drive transitions between the |3A2, 0〉 and |3A2,±1〉
states, with Rabi frequencies Ω1,2, detunings ∆1,2, and left-/right-circular polarizations σ±. Interaction with the environment
causes pure dephasing at a rate γ(1,2) (straight dashed arrows) and downwards or upwards transitions at rates κ
(1,2)
u or κ
(1,2)
d
respectively (wiggly dashed arrows). The evolution of the system is governed by the Lindbladian operator Lˆ [Eq. (3)]. (b)
Exceptional points in the Lindbladian. A filled contour plot of the maximal condition number of the eigenvalues of Lˆ
[Eq. (7)]. We scan ∆1 and Ω1 while fixing all other parameters: Ω2 = 400,∆2 = 1400, κ
(1,2)
u = κ
(1,2)
d = 1, γ
(1) = 900, and
γ(2) = 1500 (in kHz). The condition number diverges when modes coalesce at exceptional points (EPs) (scale on the right).
surfaces—the existence of an EP, which is a branch point
in the system’s energy surfaces [9, 10]. In the adiabatic
limit, the output of the switch depends only on whether
or not the loop encircles an EP. Typically, small pertur-
bations in the operational details only slightly distort the
loop or move the location of the EP, but do not lift the
degeneracy. The possibility of creating a non-reciprocal
switches between pure states has attracted considerable
attention [4–18] and, here, we generalize this concept for
mixed states. Our protocol includes (i) finding an iso-
lated EP in the eigenvalue spectrum of the NV center
(Fig. 1), (ii) initializing the system in special superpo-
sition states (Fig. 2), and (iii) changing the control pa-
rameters in a loop around the EP (Fig. 3).
Figure 1(a) shows the electronic ground-state manifold
of the negatively charged NV center (also called NV−).
It consists of three spin-triplet states, |3A2,ms〉, where
ms = 0,±1 denotes the spin projection along the NV
axis and A2 marks the orbital symmetry [36, 37]. In the
absence of external magnetic fields, the energy levels of
|3A2, 0〉 and |3A2,±1〉 are split by 2.87 GHz. We introduce
right- and left-circularly polarized transverse microwave
fields to selectively drive the |3A2, 0〉 ↔ |3A2,±1〉 tran-
sitions1 [39–41] (solid arrows). Using a semiclassical de-
scription [42] (where the electrons are treated quantum
mechanically and the fields are treated classically) and
employing the rotating-wave approximation [43] (which
is valid when the driving fields are nearly resonant and
relatively weak), the Hamiltonian of the driven NV cen-
1 Alternatively, by applying a longitudinal magnetic field to lift
the degeneracy of the |3A2,±1〉 states [38], one can excite these
states selectively with a linearly polarized microwave field.
ter in the ground-state manifold is [43]
Hˆ = ∆1|1〉〈1|+ ∆2|−1〉〈−1|+
− ~Ω1 (|1〉〈0|+ |0〉〈1|)− ~Ω2 (|−1〉〈0|+ |0〉〈−1|) , (2)
where Ωi ≡ Eiµi~ denotes the Rabi frequency of each mi-
crowave field (with Ei the field amplitude, µi the transi-
tion dipole moment, and i = 1, 2) and ∆i ≡ Ei−E0−~ωi
denotes the single-photon detuning, i.e., the frequency
offset from each atomic transition (with E0,i the energies
of states |0,±1〉 and ωi the microwave frequencies).
The electronic state of the system is described by a
density matrix, whose evolution is governed by the Lind-
blad master equation [43, 44]. In the Heisenberg picture,
the Lindblad equation of motion for any observable Xˆ is
˙ˆ
X ≡ Lˆ[Xˆ] = i
~
[Hˆ, Xˆ] +
∑
j
Γj
(
2Lˆ†jXˆLˆj − {Lˆ†jLˆj , Xˆ}
)
.
(3)
The first term represents Hamiltonian evolution and the
remaining terms describe incoherent processes due to the
interaction with the environment. We consider two types
of processes [44, 45]: (i) pure dephasing at a rate γ(1,2)
(straight dashed arrows) and (ii) downwards or upwards
jumps at rates κ
(1,2)
d or κ
(1,2)
u respectively (wiggly dashed
arrows). At thermal equilibrium, the ratio of upwards
and downwards transitions is given by the Boltzmann
factor κ
(1,2)
u /κ
(1,2)
d = exp(~ω1,2/kBT ), where kBT is the
thermal energy [45]. We assume that the system is at
room temperature (≈ 300K), where upwards and down-
wards transition rates are almost equal2. The incoherent
2 It is possible to enhance the rate of downward transitions using
green light [36]. This flexibility allows searching a wider param-
eter range, as will be explored in future work.
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FIG. 2. Real and imaginary parts of the eigenvalues of the Lindbladian operator near the isolated EP. We scan
∆1 and Ω1 while holding all other parameters fixed (given in Fig. 1). In this regime, the Lindbladian has four simple eigenvalues
(λ3,4,5,6) and two complex-conjugate pairs (λ1,2 and λ7,8) that coalesce at the EP2. When changing the parameters in a loop
around the EP2 (details in appendix), the simple eigenvalues return to the starting point (dashed lines) while the remaining
eigenstates swap (arrowed lines); i.e., schematically, |1〉 ↔ |2〉 and |7〉 ↔ |8〉. The red-rimmed points (associated with λ1,8) are
transferred into cyan-rimmed points (λ2,7) and vice versa.
processes are described by [46]:
pure dephasing: Lˆ1,2 = |±1〉〈±1| − |0〉〈0| (4a)
up/down jumps: Lˆ3,4 = |±1〉〈0|, Lˆ5,6 = |0〉〈±1|
(4b)
with Γ(1,2) = γ(1,2),Γ(3,4) = κ
(1,2)
d and Γ
(5,6) = κ
(1,2)
u .
In order to find EPs in the eigenvalue spectrum of
Lˆ, we rewrite the superoperator equation [Eq. (3)] in
a form that is more convenient for theoretical investiga-
tion [46, 47]. We introduce a basis of traceless orthogonal
matrices, which spans the space of density matrices [48–
50]. Specifically, we choose the eight Gell–Mann matrices
(σˆ1, . . . , σˆ8, defined in the appendix), which generalize
Pauli matrices for three-level systems [51]. By applying
Eq. (3) to each Gell–Mann matrix (σˆi) and taking the
expectation value of the resulting equation, we obtain
~˙S = Mˆ(~S − ~Seq). (5)
Here, ~S is an eight-dimensional vector, whose entries are
Si = Tr[ρˆ · σˆi] and ρˆ is the density matrix. The real
parts of the eigenvalues of Mˆ are the relaxation rates
of the eigenmodes, while ~Seq is the steady state. Ex-
plicit expressions for Mˆ and ~Seq are given in the appendix
[Eq. (B2) and Eq. (B4) respectively]. We consider here
room temperatures, where ~Seq ≈ 0, since the rates of in-
coherent upwards and downwards transitions are equal.
Left and right eigenvectors and eigenvalues of Mˆ satisfy
Mˆ ~SRi = λi~S
R
i , Mˆ
T ~SLi = λi~S
L
i , (6)
where the superscript T denotes matrix transposition.
The matrix Mˆ is non-Hermitian and, hence, can have
EPs. At an EP, the left and right eigenvectors of the de-
generate eigenmode are orthogonal [52] (i.e., ~SLi ·~SRi = 0).
Therefore, the condition number, defined as the secant of
the angle between left and right eigenvectors [53],
N(λi) ≡ 1| cos(θi)| =
|~SLi ||~SRi |
|~SLi · ~SRi |
, (7)
diverges at the EP.
Figure 1(b) reveals the location of EPs in the eigen-
value spectrum of Lˆ. We scan the parameters of the right-
circularly polarized field (Ω1 and ∆1) while holding all
other parameters fixed (see caption). At each point in pa-
rameter space, we compute the condition numbers of the
eigenvalues of Mˆ and, then, plot the maximal condition
number attained. The dark regions in the figure mark
the location of the EPs. We determine the order of the
degeneracy by plotting the eigenvectors at selected points
along the dark lines. We find three lines of EP2s, which
intersect at two points of EP3s (similar to Refs. 45, 54)
and an isolated EP2 at (∆EP1 ,Ω
EP
1 ) ≈ (−80, 225) kHz.
The same system can be used for finding fourth- and
fifth-order EPs, as we show in the appendix.
Next, we demonstrate swapping of the instantaneous
eigenvalues along loops that encircle the isolated EP2.
Figure 2 shows surfaces of the real and imaginary parts
of the eigenvalues of Mˆ [Eq. (B2)] as a function of ∆1
and Ω1. In the shown parameter regime, Mˆ has four
simple eigenvalues (λ3,4,5,6) and two complex-conjugate
pairs of eigenvalues (λ1,2 and λ7,8) that coalesce at the
isolated EP2. We choose a loop that encircles the EP2
and, then, compute the eigenvalues at each point along
the path. (The path details are given in the appendix).
As expected, the simple eigenvalues return to the starting
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FIG. 3. Non-reciprocal mode switches in NV centers.
We initialize the system in either ρˆ
(1)
in or ρˆ
(2)
in and let it evolve
as the parameters are varied along the path from Fig. 2.
Panels (a,b,d,e) show the moduli of the off-diagonal density-
matrix elements at the input and output. (Diagonal entries
are set to zero for clarity.) (a–b) The initial state ρˆ
(1)
in is adi-
abatically transported into ρˆ
(1)
out ∝ ρˆ(2)in after a clockwise loop
around the EP. (d–e) The initial state ρˆ
(2)
in is adiabatically
transported into ρˆ
(2)
out ∝ ρˆ(1)in after a counterclockwise loop.
(c,f) Normalized projections of the initial and final states on
the basis states at t = 0.
point after the loop (dashed lines), while the remaining
eigenstates swap (arrowed lines). That is, |1〉 ↔ |2〉 and
|7〉 ↔ |8〉; the red-rimmed points (associated with λ1,8)
are transferred into cyan-rimmed points (associated with
λ2,7) after the cycle and vice versa.
Having shown that the eigenmodes of Mˆ swap when
encircling the EP2, let us adopt a more intuitive picture
and transform the Gell–man vectors into density matri-
ces. For three-level systems, the transformation is [50],
ρˆ =
1
3
(
1ˆ +
√
3
8∑
i=1
σˆiSi
)
, (8)
where σˆi are the Gell–Mann matrices (see appendix). In
order to conserve the probabilistic interpretation of ρˆ, ~S
must be real [48–50]. Consequently, complex eigenmodes
(such as ~SR1,2) cannot be used as inputs for the switch
and, instead, we initialize it in symmetric superpositions
of complex-conjugate vectors, i.e., ~S
(1)
in ∝ ~SR1 + ~SR8 and
~S
(2)
in ∝ ~SR2 + ~SR7 . Positivity of ρˆ implies that the length
of ~S needs to be smaller than a critical value [50]. To
satisfy this condition, we normalize ~S
(1)
in and
~S
(2)
in ac-
cordingly. Last, we use Eq. (8) to transform the Bloch
vectors, ~S
(1,2)
in , into density matrices, ρˆ
(1,2)
in .
Next, we simulate the evolution of the system. We ini-
tialize the system in either ρˆ
(1)
in or ρˆ
(2)
in and solve Eq. (5)
via the standard Runge-Kutta method [53]. Figure 3
summarizes our main result: The initial state ρˆ
(1)
in is
adiabatically transported into ρˆ
(2)
in when the parameters
are varied in a clockwise manner around the EP [panels
(a–b)]. This happens because ρˆ
(1)
in is the least-decaying
eigenstate for a clockwise loop, which guarantees that the
probability for quantum jumps into different eigenstates
is negligible. Conversely, ρˆ
(2)
in is adiabatically transported
into ρˆ
(1)
in only after a counterclockwise loop around the
EP [panels (d–e)]. More details about the dynamics are
given in the appendix (Fig. 5). Panels (c,f) show the
projections of the initial and final Gell–Mann vectors on
the eigenvectors at the beginning of the loop, reaffirming
that ~S
(1)
in → ~S(2)in after a clockwise loop while ~S(2)in → ~S(1)in
after a counterclockwise loop.
In order for the system to evolve adiabatically, the
sweep rates of ∆1 and Ω1 need to be small compared
to the “energy gap” [55] (i.e., the distance between the
complex eigenvalues). It implies that the cycle needs to
be long compared to the dephasing time (e.g., we chose
T = 15/γ(1)). Consequently, the final states, ~S
(1,2)
out , ap-
proach zero [since ~Seq ≈ 0]. From Eq. (8), one learns
that when |~S|  1, ρˆ is nearly diagonal, and it is hard to
distinguish the final states from diagonal matrices. For
visual clarity, in Fig. 3, we set the diagonal elements of ρˆ
to zero, and show only the moduli of the off-diagonal el-
ements. Since these terms are very small [O(10−4)], it is
challenging to distinguish between the final states. Pos-
sible approaches for fighting decoherence are discussed in
the concluding paragraph.
Another challenge arises from the fact that the input
states, ρˆ
(1,2)
in , are mixed. Experimentally, preparing pure
states is a standard procedure [36] but the preparation
of mixed states is more challenging. One approach for
overcoming this problem is to prepare the system in pure
states in the vicinity of ρˆ
(1,2)
in . The problem of finding the
nearest pure state to a given density matrix is equivalent
to finding the best rank-one approximation for that ma-
trix, which can be solved by exploiting the singular value
decomposition [56, 57]. Unfortunately, when applying
this algorithm to ρˆ
(1,2)
in , one obtains pure states that have
significant population in undesired states3, which deteri-
orate the performance of the switch. Alternatively, one
could use quantum control to find protocols for preparing
arbitrary mixed states [58–61]. However, experimental
implementation of such protocols may be very difficult.
These direction will be explored in future work.
To summarize, we presented a protocol for achiev-
ing robust mode conversion with NV centers by using
EPs. Our work generalizes the existing theory of EP-
based switches in two aspects: 1. By including mixed
states, which are necessary for describing most exist-
ing platforms for quantum information processing, and
2. By treating multilevel systems, generalizing previous
3 The pure states have significant population in ~SR5 , which is the
steady state since |Re[λ5]| < |Re[λj ]| for all j 6= 5 [see Fig. 2(a)].
Since the cycle is much longer than the coherence lifetime, the
final state is almost precisely ~SR5 , and the swapping of the partial
populations of ~S
(1)
in and
~S
(2)
in becomes unmeasurable.
5work that focused on two-level systems. We find that
EP-based mode switches in Lindbladian systems require
at least three electronic levels, and that one could force
high-order EPs by carefully tuning several control pa-
rameters [see Fig. 4]. Our analysis raises two challenges
for experimental demonstration of this protocol: mixed-
state preparation and decoherence. The former challenge
is technical, and several ways for addressing it are men-
tioned above. The latter—fighting decoherence—is more
fundamental. Quite generally, there is an incompatibil-
ity between adiabaticity (which implies slow evolution)
and maintaining coherence (which requires, in turn, fast
evolution) [35]. Adiabaticity requires that the parame-
ter sweep rate should be smaller than the energy gap [23]
which, in our case, is on the order of the decoherence rate.
Unfortunately, it implies that whenever the evolution pe-
riod is long enough to enable adiabatic evolution, the
signal degrades substantially. This shortcoming can be
remedied by using modified protocols. For example, one
could introduce additional lasers that actively restore the
lost coherence during the evolution. Such “cycling transi-
tions” exist in NV centers, and require cold-temperature
conditions [38]. Another possibility is to use the notion
of PT symmetry, which implies that under some appro-
priate conditions, a PT-symmetric non-Hermitian sys-
tem evolves without dissipation [62, 63]. PT-symmetric
evolution was recently observed in NV centers [64], and
this approach can be extended to design a PT-symmetric
mode switch. Such protocols are expected to significantly
improve the performance of the switch, and will be ad-
dressed in future work.
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I. APPENDIX
A. Adiabatic theorem for non-Hermitian systems
In this appendix, we sketch the proof of the adiabatic
theorem for non-Hermitian systems following Ref. 33.
Let us investigate the conditions for adiabatic evolution
of the normal modes of a non-Hermitian time-dependent
operator, Mˆ(εt) (with ε > 0). We introduce a new vari-
able, s = εt, and consider the limit of ε → 0 while s
is held fixed and finite. By invoking the normal-mode
expansion of Mˆ(s), one can write
Mˆ(s) =
n∑
j=1
λj(s)|ψRj (s)〉〈ψLj (s)|, (A1)
where the time-dependent right- and lef-eigenvectors and
corresponding eigenvalues are defined in Eq. (6) in the
main text. The normal modes satisfy the biorthogonality
condition 〈ψLi (s)|ψRj (s)〉 = δij . Let |ψ(s)〉 be a solution
of the differential equation
ε ∂∂s |ψ(s)〉 = Mˆ(s)|ψ(s)〉. (A2)
Substituting the following ansatz
|ψ(s)〉 =
∑
j
aj(s) exp
(
−1
ε
∫ s
s0
λj(u)du
)
(A3)
into Eq. (A2) and using the biorthogonality condition,
one obtains
∂sa`(s) + 〈ψL` (s)|∂sψR` (s)〉a`(s) =
−
∑
j 6=`
〈ψL` (s)|∂sψRj (s)〉aj(s)exp
(
− 1ε
∫ s
s0
[λj(u)− λ`(u)] du
)
(A4)
From Eq. (A4), one can easily read the conditions for adi-
abatic evolution. For Hermitian systems [where Mˆ(s) =
Mˆ†(s)], the eigenvalues [λj(s)] are real and the right-
hand side of Eq. (A4) contains only rapidly oscillating
terms, which average to zero in the limit of ε→ 0. Con-
versely, when Mˆ(s) is non-Hermitian, the right-hand side
of Eq. (A4) can be neglected only when
Γ`j(s) =
∫ s
s0
Re [λj(u)− λ`(u)] du > 0 (A5)
for all j 6= `. To summarize, the condition for adiabatic
evolution comes from requiring that the probability to
jump from state ` to j is small. In contrast to Hermi-
tian systems, where the probability for quantum jumps
oscillates in time, in non-Hermitian systems, it also con-
tains exponentially growing or decaying factors, and can
be small only if Γ`j(t) > 0 for all j 6= `.
B. Vectorizing the Lindblad master equation
In this appendix we derive Eq. (5) from the main text
and present explicit expressions for the dynamical matrix
Mˆ and the steady-state Gell–Mann vector ~Seq. A similar
formulation was introduced in [46] to analyze the stimu-
lated Raman adiabatic passage (STIRAP) method [65].
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FIG. 4. Higher-order EPs, found by searching the four-dimensional parameter space spanned by the two Rabi frequencies
Ω1,2 and frequency offsets ∆1,2 [see Fig. 1(a)]. (a) A fourth-order degeneracy is found at ∆1 = −80.8,Ω1 = 278.2,∆2 =
44.3,Ω2 = −445 (in units of kHz). (b) The plots show real and imaginary parts of the eigenvalues (top and bottom plots)
as a function of Ω1, at three values of ∆1, above(A) at (B) and below the EP (C). The plots demonstrate that two pairs of
second-order EPs (EP2s) merge into an EP4. (c) A fifth-order degeneracy is found at ∆1 = −62,Ω1 = 314,∆2 = 58,Ω2 = 436.
(d)Similar to (b), the plots show the real and imaginary parts of the eigenvalues along the three cuts (labeled A–C) in panel
(c). The plots demonstrate that two pairs of EP2s merge with an EP3 to form the fifth-order EP.
To this end, we introduce the set of Gell–Mann matri-
ces [51]:
σˆ1 =
 0 1 01 0 0
0 0 0
 σˆ2 =
 0 −i 0i 0 0
0 0 0

σˆ3 =
 1 0 00 −1 0
0 0 0
 σˆ4 =
 0 0 10 0 0
1 0 0

σˆ5 =
 0 0 −i0 0 0
i 0 0
 σˆ6 =
 0 0 00 0 1
0 1 0

σˆ7 =
 0 0 00 0 −i
0 i 0
 σˆ8 = 1√
3
 1 0 00 1 0
0 0 −2
 (B1)
We apply the Lindblad master equation [Eq. (3)] to each
Gell-Mann operator (σˆi) and compute the expectation
value, obtaining Eq. (5) from the main text, with
Mˆ ≡
−γ11 ∆1 0 0 0 0 Ω2 0
−∆1 −γ22 −2Ω1 0 0 Ω2 0 0
0 2Ω1 −γ33 0 Ω2 0 0 γ38
0 0 0 −γ44 ∆2 0 −Ω1 0
0 0 −Ω2 −∆2 −γ55 Ω1 0 −
√
3Ω2
0 −Ω2 0 0 −Ω1 −γ66 −(∆1 −∆2) 0
−Ω2 0 0 Ω1 0 (∆1 −∆2) −γ77 0
0 0 γ83 0
√
3Ω2 0 0 −γ88

,
(B2)
where we introduced the notation
γ11 = γ22 ≡
(
γ2
8 +
γ1+κ
(1)
d +κ
(1)
u +κ
(2)
u
2
)
(B3a)
γ33 ≡ κ
(2)
u
2 + κ
(1)
d + κ
(1)
u (B3b)
γ38 ≡
(
κ
(1)
d − κ(2)d − κ(1)u − κ
(2)
u
3
)
1√
3
(B3c)
γ44 = γ55 ≡ γ18 +
γ2+κ
(1)
u +κ
(2)
d +κ
(2)
u
2 (B3d)
γ66 = γ77 ≡ γ1+γ28 +
κ
(1)
d +κ
(2)
d
2 (B3e)
γ83 ≡ −
√
3
2 κ
(2)
u (B3f)
γ88 ≡ κ
(2)
u
2 + κ
(2)
d . (B3g)
The steady-state vector is given by
−(Mˆ−1~Seq)T =
(
0 0 ∆κ23 +
2∆κ1
3 0 0 0 0
∆κ2√
3
)
,
(B4)
where we define the difference between upwards and
downwards jumps as
∆κi ≡ κ(i)d − κ(i)u . (B5)
When the upwards and downwards rates are equal (i.e., in
the high-temperature limit), the steady-state vector van-
ishes and the Gell–Mann vector will approach the origin
at asymptotically large evolution times.
C. High-order EPs in a three-level system
In the main text, we show the existence of second- and
third-order EPs in the ground-state manifold of the NV
center. Here, we show that it is also possible to find
high-order EPs in this system. For example, by search-
ing the four-dimensional space spanned by Ω1,2 and ∆1,2
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FIG. 5. Dynamically encircling an isolated EP. The middle panels (a–d) show the evolution of the adiabatic coefficients,
|ai(t)|2 = |~SLi (t) · ~S(t)|2 [Eq. (E2)] during the loop. The side panels in (a–d) show the normalized projections of the initial
and final states onto the instantaneous states at the beginning of the loop, |~SLi (0) · ~S(1,2)in/out|2. (a) When initialized in state ~S(1)in
and evolved in a clockwise manner, the coefficients a1 and a8 are predominant throughout the evolution, which implies that
the state evolves adiabatically, hence the final state is the coalescing partner state, ~S
(2)
in . (b) When reversing the direction of
the loop, the system does not evolve adiabatically and the final state is ~SR5 . Plots (c–d) show the situation when the system is
initialized in ~S
(2)
in , where only a counterclockwise loop enables adiabatic mode swapping. The parameters are the same as in
Fig. 3 from the main text.
(see text), one can induce fourth- and fifth-order EPs,
as shown in Fig. 4. More generally, the density matrix
of an N -level system has N2 − 1 real degrees of free-
dom. So one could potentially find eighth-order EPs in
this system, but that would require searching a higher-
dimensional parameter space. In order to find a real de-
generate eigenvalue of degree M , one needs M − 1 real
parameters [to satisfy λ1(~p) = . . . = λM (~p)]. In order to
find a complex degenerate eigenvalue of degree M , one
needs 2(M − 1) real parameters. We find high-order EPs
by using the algorithm from Ref. 66, which exploits versal
deformation theory for finding EPs of a given order.
D. Dynamically encircling an isolated EP
In this appendix, we provide additional information
about the evolution of the system during the loop in pa-
rameter space when encircling the EP in both directions
(i.e., clockwise and counterclockwise). We choose an el-
liptic path of the form
∆1(t) = ∆EP +R∆ cos(2pit/T + φ),
Ω1(t) = ΩEP +RΩ sin(2pit/T + φ). (E1)
In Fig. 2, we use ∆EP = −80,ΩEP = 295, R∆ = 100,
and RΩ = 30 (all in kHz), while in Fig. 3, the radii are
R∆ = 260 and RΩ = 125. The phase is φ = 0.39pi and
the period is T = 15/γ(1).
When initialized in ~S
(1)
in , the system evolves adiabati-
cally only when the EP is encircled in a clockwise manner;
the opposite is true for the second initial state, ~S
(2)
in . At
each moment along the evolution, the instantaneous nor-
mal modes form a complete basis of the Hilbert space.
That is, the state vector at time t can be written in the
form
~S(t) =
8∑
i=1
ai(t)~S
R
i (t) (E2)
where ai(t) are called “the adiabatic coefficients”. We
compute them be projecting the state vector, ~S(t), onto
the instantaneous basis states, ~SLi (t). The system evolves
adiabatically if it stays in the same instantaneous eigen-
states throughout its evolution. It is important to em-
phasize that the instantaneous eigenstates themselves
swap at the end of the loop; that is, if the system starts
and ends with predominant coefficients a1 and a8, it
means that the state swapped because ~SR1 (t = T ) =
~SR2 (t = 0) and
~SR8 (t = T ) =
~SR7 (t = 0). Figure 5
shows the evolution of the adiabatic coefficients during
the loop [middle panels in (a–d)] and the projections of
the input and output states on the instantaneous eigen-
states (i.e., the normal modes) at the beginning of the
evolution. More details are given in the caption.
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