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 This study proposes the use of ratio analysis-based features combined with 
the SVM classifier to identify fraudulent financial statements. The detection 
method used in this study applies a data mining classification approach. This 
method is expected to replace the expert in forensic accounting in identifying 
fraudulent financial statements that are usually done manually. The 
experimental results show that the proposed classifier model and ratio 
analysis-based features provide more than 90% accuracy results where the 
optimal number of features based on ratio analysis is 5 features, namely 
Capital Adequacy Ratio (CAR), (ANPB) to total earning assets and non-
earning assets (ANP), Impairment provision on earning assets (CKPN) to 
earning assets, Return on Asset (ROA), and Return on Equity (ROE). The 
contribution of the study is to complement the research of fraudulent 
financial statements detection, where the classifier method used here is 
different compare to other research. The selection of banking cases in 
Indonesia is also unique in this research, which distinguishes it from other 
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1. INTRODUCTION  
The accounting process of a company will produce a product called a financial statement. This 
statement contains all information regarding the financial position, performance, and changes in the company's 
financial position in a given period will be presented, and the benefits are intended for a large number of users 
in making economic decisions and others [1]. A financial statement must be prepared properly based on 
Financial Accounting Standards (SAK) set by the Indonesian Accounting Association (IAI). The information 
presented must be factual, objective and not mislead the users, but in some cases, financial statements present 
incorrect information so it can mislead users in making decisions. This is because there is an opportunity for 
management to falsify data, using various accounting tactics in managing financial statements so that the 
statements presented look better before they are announced to public users[2]. 
The fraudulent of financial statements detection is not an easy thing for ordinary people to do. A 
special analysis is needed from an expert in forensic accounting to identify data trends, patterns, and 
unreasonable anomalies from financial statements [3]. A detection system for fraudulent of financial statements 
is needed because currently many institutions have maintained most of the business transaction data in 
electronic format with hundreds to billions of transactions while the number of experts in the field of forensic 
accounting is very small. With the number of these transactions, relying on the ability to investigate manually 
(without using machines) to uncover suspicious transactions will produce an expensive cost, with respect to 
time, money, and losses due to human error. In thousands or millions of data, fraudulent activities might remain 
hidden or not be revealed unless reliable tools are applied to raise the problem towards a solution [4]. 
In a financial statement, many components are interrelated to one another and lead to certain aspects. 
In banking financial statements, the relationship is described in interrelated ratios. These interrelated ratios 
show the relationship between capital formation and financial development. The estuary of this relationship 
can be expressed by the Capital Adequacy Ratio (CAR). In general, the Capital Adequacy Ratio shows the 
extent to which banks are exposed to risks that are partially financed by public funds. The risks involved include 
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credit, statements, securities, invoices. Financial ratio analysis techniques when using small amounts of data 
are still possible and easy to do. Practitioners usually use the technique based on financial ratio analysis to 
identify fraudulent financial statements. However, long and comprehensive data series analysis for the entire 
banking industry can hardly be done manually and separately. Software applications are needed that have the 
ability to detect fraud in the financial statements through ratio analysis. It is conceivable to do machine learning 
because a certain pattern will be obtained, which can be used as a system to detect fraudulent financial 
statements. 
Several groups of researchers have conducted research on the fraudulent detection of financial 
statements. The first approach uses manual analysis based on certain perspectives such as the Fraud 
Triangle[2], [5], and Diamond Fraud [6]–[8]. The fraud triangle has three elements, namely pressure, 
opportunity, and rationalization, while the fraud diamond adds one more element, namely, capability. So far, 
both approaches have yielded good results to identify fraudulent of financial statement detection, but this 
manual identification process becomes less effective when used to handle large data sizes. The second approach 
of fraudulent detection of financial statements has been carried out by several researchers using a data mining 
approach. The data mining-based approach has advantages over the previous approach because it can process 
large data, and the model obtained can be updated automatically. The data mining method can be implemented 
by using ratio-based factors to build the model, while the target class is based on the status of the financial 
statements, namely fake or not. Data mining tasks that are generally used are classification methods, although 
some are using clustering methods in identifying fraudulent financial statements[9]. Classification methods is 
a method to identify the category of a new observation based on a labeled training set, while a clustering method 
is method to identify groups of similar objects based on unlabelled data.  Some classification methods that have 
been used by researchers to detect fraudulent of financial statements are Logistic Regression [10], Naïve 
Bayes[11], Decision Trees, Neural Networks and Bayesian Belief Networks[12]. 
The fraudulent detection of financial statement detection using Logistic Regression conducted by [6] 
produces a model that has an accuracy rate of about 10% higher using the composition of the optimal feature 
compared to the same model without feature selection. The fraudulent of financial statements detection is also 
conducted by [11]  using the Naïve Bayes method where the results of the tests in the research on 172 financial 
statements in China gave quite satisfying results. More complete fraudulent of financial statements detection 
using data mining classifications is carried out by [12]. In this research, [12] implements and compares 3 
classifiers in data mining namely Decision Trees ID3, Neural Networks and Bayesian Belief Networks [8] to 
detect raudulent of financial statements. The experimental results obtained indicate that Bayesian Belief 
Networks the method provides the best performance than the Decision Trees ID3 and Neural Networks. 
To complement the research on fraudulent detection of financial statements, the Support Vector 
Machine (SVM) method and Capital Adequacy Ratio (CAR) are used in this research. The use of SVM in this 
research is based on the fact that this classifier provides good performance in several studies on text 
classification, and the results are also superior to other classifiers [13]–[15].  The use of SVM method in the 
identification of fraudulent financial statements is expected to provide better results compared to the methods 
that have been tried before.  The use of the Capital Adequacy Ratio (CAR) in this research is carried out as 
follows. Each component of the Financial Performance Ratio in a quarterly financial statement will go through 
the calculation process of increasing the ratio to see changes in the value of these components. Then the results 
will be used as input features in the SVM classification process. These features are then selected by determining 
group of features that are most influential and produce the highest level of accuracy. The performance obtained 
of SVM and CAR methods in this study is the main contribution of this research. Another contribution is the 
combination of the most optimal ratio-based factors obtained in detecting fraudulent of financial statements. 
The rest of the paper is structured as follows. Section 2 describes researches in fraudulent detection 
of financial statement related to this research. Several classifier methods and the research achievements 
obtained are discussed in this study. Section 3 explains about evaluating the results of research that has been 
done. Finally, Section 4 presents conclusions and suggestions for future research.  
 
 
2. METHOD  
The analysis system of classification of financial statements has been developed by researchers. It is 
just that there has not been much research done for the analysis of banking financial statements. In this study, 
the plot used also refers to previous studies with additions or modifications, due to adjusting to the existing 
situations and conditions. Figure 1 explains the system diagram used in this study. 





Figure 1. Identification System of Fraudulent Financial Statement  
2.1 Dataset 
To detect falsification of financial statements, this study uses a dataset of quarterly financial 
statements from 2015 to 2018 obtained from the Financial Services Authority (OJK). In this case, the author 
can only use the data provided by the OJK. However, the data used is quite adequate compared to similar 
studies [12], [16]. This data contains 322 banking financial statements and has two classes, namely problematic 
and non-problematic, represented by 0 and 1. The problematic and non-problematic classes are 294 and 38 
consecutively. Class labeling is done by the Head of Bank Supervision Financial Services Authority (OJK). 
 
2.2 Feature Extraction and Calculation of Increase in Ratio 
Feature extraction is the process of extracting important components from financial statements. The 
final output of this process is a feature matrix. In the data mining approach, datasets in the form of financial 
reports cannot be processed just like that but must be represented in the form of a feature matrix. The process 
of extracting important components from large data sets like this makes the feature extraction process known 
as the process of dimensionality reduction. 
In the case of financial statements, reducing the dimensionality of the data cannot be done arbitrarily 
because in a financial statement, each component is interconnected with one another. Bearing this in mind, this 
study uses a component of financial performance ratios because these components contain the results of 
calculating ratios from almost entire components in the financial statements. The financial performance ratio 
used has ten types of variables, which later will be used as a feature to input the SVM learning process after 
going through the ratio increase calculation process. Table 1 shows a list of 10 types of financial ratios used in 
this study, following the provisions of the Financial Services Authority (POJK) Regulation on Commercial 
Bank Health Rate Assessment, that each bank is required to publish ten types of financial performance ratios. 
 
Table 1. Ten Ratios of Financial Performance Ratio 
Symbol Name of Ratio Formula 
R1 Capital Adequacy Ratio (CAR) 
𝐶𝑎𝑝𝑖𝑡𝑎𝑙
𝑅𝑖𝑠𝑘 𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐴𝑠𝑠𝑒𝑡𝑠
 ×  100% 
R2 
Non-performing earning assets (APB) and non-
earning assets (ANPB) to total earning assets 
and non-earning assets (ANP) (Asset Ratio 1) 
𝐴𝑃𝐵 + 𝐴𝑁𝑃𝐵
𝑇𝑜𝑡𝑎𝑙 𝐸𝑎𝑟𝑛𝑖𝑛𝑔 𝐴𝑠𝑒𝑡 + 𝐴𝑁𝑃
 ×  100% 
R3 
Non-performing earning assets (APB) to total 
earning assets (Asset Ratio 2) 
𝐴𝑃𝐵
𝑇𝑜𝑡𝑎𝑙 𝐸𝑎𝑟𝑛𝑖𝑛𝑔 𝐴𝑠𝑒𝑡
 ×  100% 
R4 
Impairment provision on earning assets (CKPN) 
to earning assets 
𝐶𝐾𝑃𝑁
𝐸𝑎𝑟𝑛𝑖𝑛𝑔 𝐴𝑠𝑠𝑒𝑡𝑠
 ×  100% 
R5 NPL (Non-performing Loan) Gross 
𝑁𝑃𝐿 𝐺𝑟𝑜𝑠𝑠
𝑇𝑜𝑡𝑎𝑙 𝐶𝑟𝑒𝑑𝑖𝑡
 ×  100% 
R6 NPL (Non-performing Loan) Net 
𝑁𝑃𝐿 𝐺𝑟𝑜𝑠𝑠 − 𝐶𝐾𝑃𝑁 − 𝐶𝑜𝑙𝑙𝑎𝑡𝑒𝑟𝑎𝑙
𝑇𝑜𝑡𝑎𝑙 𝐶𝑟𝑒𝑑𝑖𝑡
 
×  100% 
R7 Return on Asset (ROA) 
𝐸𝐵𝐼𝑇𝐷𝐴
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡
 ×  100% 
R8 Return on Equity (ROE) 
𝐸𝐴𝑇
𝑇𝑜𝑡𝑎𝑙 𝐶𝑎𝑝𝑖𝑡𝑎𝑙
 ×  100% 
R9 Net Interest Margin (NIM) 
𝑁𝑒𝑡 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝐼𝑛𝑐𝑜𝑚𝑒
𝑇𝑜𝑡𝑎𝑙 𝑇ℎ𝑖𝑟𝑑 𝑃𝑎𝑟𝑡𝑦 𝐹𝑢𝑛𝑑𝑠
 ×  100% 
R10 




 ×  100% 
 Note : Earnings before interest, taxes, depreciation, and amortization (EBITDA) 
Earnings after Taxes (EAT) 
Dataset 
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Anomalies from financial ratio data can be detected through changes in financial ratios, including an 
increase or decrease in the ratio. For example, regarding Financial Services Authority Regulations (POJK) on 
Commercial Bank Health Assessment, ROE and ROA ratios are equivalent ratios, meaning that if ROE 
experiences an increase, ROA will also increase. Suppose it is identified in the data that the ROA ratio has 
increased while ROE has decreased. In that case, it can be concluded that there are unusual anomalies in the 
financial ratio. It did not eliminate the possibility of data manipulation has been done that resulted in the ratio 
of ROA, and ROE is not in reasonable condition. This case can be categorized as a potential forgery. In this 
study, it is proposed to calculate the annual increase ratio using quarterly financial ratio data. Calculation of an 
increase in ratio serves to see changes in a financial ratio in a period of one year. The calculation is carried out 
using the formula (1) as follows 
 
𝑄1 =
𝑟𝑎𝑡𝑖𝑜 (𝐴) 𝑚𝑜𝑛𝑡ℎ 6 − 𝑟𝑎𝑡𝑖𝑜 (𝐴) 𝑚𝑜𝑛𝑡ℎ 3




𝑟𝑎𝑡𝑖𝑜 (𝐴) 𝑚𝑜𝑛𝑡ℎ 9 − 𝑟𝑎𝑡𝑖𝑜 (𝐴) 𝑚𝑜𝑛𝑡ℎ 6




𝑟𝑎𝑡𝑖𝑜 (𝐴) 𝑚𝑜𝑛𝑡ℎ 12 − 𝑟𝑎𝑡𝑖𝑜 (𝐴) 𝑚𝑜𝑛𝑡ℎ 9
𝑟𝑎𝑡𝑖𝑜 (𝐴) 𝑚𝑜𝑛𝑡ℎ 9
 
 
𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑅𝑎𝑡𝑖𝑜 (𝐴) =  




Based on the formula above, A is a variable for the name of the ratio component to be calculated. 
Because the dataset used is quarterly, the calculation will be done in three quartiles, namely Q1, Q2, Q3. After 
getting a number from each quartile, the average of each quartile will be calculated, and the results will be the 
output of this process. This calculation applies to all components of the financial ratio. For example, suppose 
we have data, as shown in Table 2. The example of calculating the increase in the ratio is as follows: 
 
Table 2. Example of the 2015 NPL ratio dataset 
 
𝑄1 =
𝑟𝑎𝑡𝑖𝑜 (𝑁𝑃𝐿) 𝑚𝑜𝑛𝑡ℎ 6 − 𝑟𝑎𝑡𝑖𝑜 (𝑁𝑃𝐿) 𝑚𝑜𝑛𝑡ℎ 3







𝑟𝑎𝑡𝑖𝑜 (𝑁𝑃𝐿) 𝑚𝑜𝑛𝑡ℎ 9 − 𝑟𝑎𝑡𝑖𝑜 (𝑁𝑃𝐿) 𝑚𝑜𝑛𝑡ℎ 6




=  0.00867 
 
𝑄3 =
𝑟𝑎𝑡𝑖𝑜 (𝑁𝑃𝐿) 𝑚𝑜𝑛𝑡ℎ 12 − 𝑟𝑎𝑡𝑖𝑜 (𝑁𝑃𝐿) 𝑚𝑜𝑛𝑡ℎ 9






𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑅𝑎𝑡𝑖𝑜 (𝑁𝑃𝐿) =  
𝑄1 + 𝑄2 + 𝑄3
3
=  
0.01645 + 0.00867 + 0
3
= 0.00837 
2.3 Data Transformation 
In this stage, the data transformation process will be carried out. The data used in this process is the 
ratio of financial performance that has gone through the extraction process and calculating the increase in the 
ratio. The financial ratio data used originally in vertical form because it is the original form of financial 
statement data. Table 3 illustrates the shape of the data before the transformation process 
 
Table 3. Raw Financial Statements Data 
 
Bank ID Year 
NPL Ratio 
Month 3 Month 6 Month 9 Month 10 
002 2015 20.08234 20.41287 20.59000 20.59000 
Bank_ID Year Statement_ID Component_Name Code Nominal 
002 2015 27 Increase Ratio (CAR) R1 0.0083 
002 2015 27 Increase Ratio (Asset Ratio 1) R2 0.0115 
002 2015 27 Increase Ratio (Asset Ratio 2) R3 0.0067 
002 2015 27 Increase Ratio (CKPN) R4 -0.008 
002 2015 27 Increase Ratio (NPL Gross) R5 -0.306 
002 2015 27 Increase Ratio (NPL Net) R6 -0.041 
002 2015 27 Increase Ratio (ROA) R7 0.0210 
002 2015 27 Increase Ratio (ROE) R8 0.0006 
002 2015 27 Increase Ratio (NIM) R9 0.0242 
002 2015 27 Increase Ratio (BOPO) R10 -0.00025 




After going through the process of data transformation which was originally in the form of a vertical, 
it will change to a horizontal shape as shown in Table 4. 
 
Table 4. Financial Statement Data After the Transformation Process 
Bank_ID Year R1 R2 R3 R4 … R9 R10 
002 2015 0.0083 0.0115 0.0067 -0.008 … 0.0242 -0.0002 
002 2016 0.0137 0.0842 0.0936 0.0576 … 0.0294 0.0235 
002 2017 0.0322 0.0865 0.0916 0.1229 … -0.005 0.0328 
002 2018 0.0176 0.1012 0.0932 0.0752 … -0.009 0.0010 
009 2015 0.0257 0.2058 0.2086 0.2984 … 0.0345 0.0514 
009 2016 -0.012 0.0654 0.0424 0.0754 … 0.0010 -0.021 
009 2017 -0.019 0.1158 0.0858 0.0472 … 0.0002 -0.006 
009 2018 0.065 0.0943 0.1248 0.1289 … 0.0313 0.0156 
2.4 Determination of Feature Combinations 
The determination of feature combinations is the process of determining groups of features that are 
most influential in terms of label data. Based on the features in Table 4 above, the most influential features will 
be determined by making a combination of these features. Using the formula (2), a combination of features in 
sample r will be generated. 
 
 𝐶(𝑛, 𝑟) =
𝑛!
(𝑟! (𝑛 − 𝑟)!)
    (2) 
 
Considering the relatively few feature ratios, the combination of all factors is carried out in the 
experiment to obtain the best feature group and obtain the most powerful features. The results of the number 
of feature combinations are 1023 combinations generated. The combination will be used as a test scenario to 
determine which features are most relevant marked with the highest accuracy results. Table 5 shows the results 
of the combination calculations obtained.  
 
Table 5. Calculation Result for Number of Feature Combinations Using Combination Formulas 
No. n r Scenario Combination Combination Example 
1 10 1 1 10 R1 
2 10 2 20 45 R2, R3 
3 10 3 58 120 R1, R2, R5 
4 10 4 351 210 R4, R5, R6, R7 
5 10 5 632 252 R5, R6, R8, R9, R10 
6 10 6 783 210 R2, R3, R4, R7, R9, R10 
7 10 7 893 120 R1, R2, R4, R6, R7, R8, R9 
8 10 8 993 45 R1, R2, R4, R5, R7, R8, R9, R10 
9 10 9 1022 10 R2, R3, R4, R5, R6, R7, R8, R9, R10 
10 10 10 1023 1 R1, R2, R3, R4, R5, R6, R7, R8, R9, R10 
Total  1023  
 
The results of making the combination of features above which will later be used as a scenario for 
testing. The test will also be followed by cross-validation. The combination that obtains the highest accuracy 
will be concluded that the features in the combination are the most influential or relevant to the label. When 
all scenarios have gone through a process of learning and cross-validation, the accuration level for each 
scenario will be obtained.  
The outputs from the feature combination testing process will be evaluated. The accuracy obtained 
from the feature combination testing process will determine whether a feature combination is good or bad. If 
the accuracy obtained is relatively low, it can be said that a certain combination of features used is not 
appropriate, in the sense that the combination has features that have low relevance to the label data. From the 
results of this accuracy, a combination of features with the highest accuracy will be taken for analysis. After 
finding the scenario with the highest accuracy results, it can be concluded that the combination consists of 
features that have the highest relevance to the label data. 
2.5 SVM Learning 
To detect a potential forgery in financial statements, this study uses the SVM classification model. In 
this research, we use the linear Kernel function as a hyperplane. This is one of the SVM kernels, which has 
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good performance, although it is the simplest one. Research with the use of a more varied type of Kernel can 
be done as future research. This section will explain the illustration of the SVM classification model for the 
two-class classification problem. In the case of two class classifications, assume a given set of samples is a 
series of input vectors : 𝑋𝑖 ∈ 𝑅
𝑑  (𝑖 = 1, 2, … , 𝑛) where n is the amount of data, and the label class is stated as 
𝑦𝑖 ∈ {−1, +1}. Suppose that both classes -1 and +1 are assumed to be completely separated by a hyperplane 
of dimension d, which is defined by equation (3), 
 𝑤 ∙ 𝑥 + 𝑏 =  0 (3) 
Data : 𝑥𝑖  is classified as class -1 if it satisfies the equation 
 𝑤 ∙ 𝑥𝑖 + 𝑏 ≤  −1  
And also classified as +1 class if 
 𝑤 ∙ 𝑥𝑖 + 𝑏 >  1  
The process of estimating the values of w and b is illustrated by the following example. In the example 
case of the two-class classification problem, suppose given data that has two features as presented in Table 6. 
 
Table 6. Table for the classification data example 
Data X1 X2 class 
1 1 -1 +1 
2 2 -1 +1 
3 2 1 +1 
4 1 -1 +1 
5 5 -1 -1 
6 5 1 -1 
7 6 0 -1 
8 4 0 -1 
 
 
After plotting data, the next step is to find the support-vector. It can be seen that from the results of 
the mapping data, three support vectors are chosen and will be represented as variables 𝑆1, 𝑆2, 𝑆3. Three support 
vectors are selected, i.e. 𝑆1 = (
2
1
), 𝑆2 = (
2
−1
), 𝑆3 = (
4
0
) and will be used to find class boundaries. Then each 













). When each support vector has been added with biased input, the next step is finding 
the value of three parameters 𝛼1, 𝛼2, 𝛼3 based on the following three linear equations : 
 
 
𝛼1 ?̃?1 ∙ ?̃?1 + 𝛼2 ?̃?2 ∙ ?̃?1 + 𝛼3 ?̃?3 ∙ ?̃?1 =  +1  
𝛼1 ?̃?1 ∙ ?̃?2 + 𝛼2 ?̃?2 ∙ ?̃?2 + 𝛼3 ?̃?3 ∙ ?̃?2 =  +1 
𝛼1 ?̃?1 ∙ ?̃?3 + 𝛼2 ?̃?2 ∙ ?̃?3 + 𝛼3 ?̃?3 ∙ ?̃?3 =  −1 
(4) 
 














































































) = 9𝛼1 + 9𝛼2 + 17𝛼3 =  −1 
 
 




Based on the linear equation above, the value for the parameter 𝛼1, 𝛼2, 𝛼3 will be obtained through a process 
of elimination and substitution. The process will produce parameter values 𝛼1 = -3.25, 𝛼2 = -3.25, 𝛼3= 3.5. 
After the three-parameter values are obtained, it will be the input into the hyperplane equation formula (5) 
which will separate the positive class from the negative class. 




By substituting the value obtained previously, the hyperplane equation calculation is as follows : 






























The vector used in this calculation has been added to the bias value of 1. Then we can calculate the entry in ?̃? 
as a hyperplane with offset b. Therefore, the separating hyperplane equation between positive and negative 
classes is 𝑦 = 𝑤𝑥 + 𝑏 with 𝑤 = (
1
0
) and offset b = -3.  
 
2.6 Evaluation 
Determining the SVM model with the best combination of factors using accuracy measures. The results of the 
test will be ranked based on the level of accuracy. After finding the scenario group that has the highest accuracy, 
the scenario group will be used to predict new data. The accuracy of each prediction in a feature combination 
will be calculated by summing the correct prediction divided by the sum of all data. The formula of accuracy 




     (6) 
Where :  
a. True Positive (TP) : Number of fraudulent statements and identified by the system as fraudulent. 
b. False Positive (FP) : Number of non-fraudulent statement and identified by the system as fraudulent. 
c. False Negative (FN) : Number of fraudulent statement and identified by the system as non-fraudulent  
d. True Negative (TN) : Number of non-fraudulent statement and identified by the system as non-
fraudulent  
Simpler illustrations for TP, TN, FP, and FN can be seen based on the confusion in Table 7. A confusion matrix 
will then be produced, which is useful for analyzing the quality of the classification model in recognizing tuples 
from existing classes.  






3. RESULTS AND DISCUSSION  
After going through the testing process, an analysis of the testing results will be carried out. In this 
section, we will explain the results of the test in the form of measurement metrics, namely accuracy. In addition 
to measurement metrics, we will also explain which feature groups have the highest accuracy level. 
 
 
3.1.  Result 
In this study, testing has been conducted which aims to determine what features are most influential 
in detecting potential fraud in the financial statements. This testing phase uses a combination of features and 
cross-validation. In the two-class classification problem, there is a condition where the number of labels of 
each class is not balanced (Imbalance Class). If you use the train_test_split function, which is a function of 
dividing test data and training data based on certain ratios, the data will be divided into two parts. In the case 
of the imbalance class, it is possible that the contents of the split train-data only have the class labeled 0 while 




True TP FP 
False FN TN 
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be excessively good in predicting only one class, while the accuracy of the prediction for other classes will be 
smaller. To overcome this, we need the K-Fold Cross-Validation method. This method will break the data into 
several parts as many as K, and each iteration will experience a change of test data. Accuracy will also be 
calculated for each iteration, then the average accuracy of each iteration will be taken.  
Cross-validation is an evaluation method commonly used by researchers to measure the performance 
of classification systems. This method ensures that the level of accuracy obtained in the experiment is the actual 
performance value because it is measured using the complete data. In addition to using the K-Fold Cross-
Validation method, the feature combination selection method can also be used to improve accuracy. This 
method must be done properly, if not then it will result in a decrease in accuracy, due to the elimination of 
features that have high relevance to the class label. To overcome this, an analysis must be done to determine 
what features have high relevance to the class label. By determining the combination of features, it will be 
known which combination of features produces the highest accuracy.  
The scenario will go through a testing process using SVM training and K-Fold Cross Validation, 
where K=5. The output of the testing process is the accuracy of each scenario. Later, the scenario will be ranked 
based on its level of accuracy.  
Figure 2 shows a graph of the best accuracy obtained for each group of feature combinations. Based 
on Figure 2, it can be concluded that the optimal number of features is 5 features. The use of the number of 
features from 1 to 5 features still shows a positive trend. Figure 2 also shows that the use of 6 or more features 
is no longer effective because no further increase in accuracy can be obtained.  
 
 
Figure 2. The effect of the number of features on the accuracy obtained 
Table 8 shows the features of each group of tested feature combinations from the best accuration of 1 
feature to the best accuration of 5 features. Based on table 8, the 5 best features for detecting falsification of 
financial statements are R1, R2, R4, R7, R8 features namely Capital Adequacy Ratio (CAR), (ANPB) to total 
earning assets and non-earning assets (ANP), Impairment provision on earning assets (CKPN) to earning 
assets, Return on Asset (ROA), and Return on Equity (ROE). 
 
Table 8. The scenario ranking for accuracy is based on testing 
Number of Features Features  
1 R2 
2 R2, R7 
3 R2, R7, R8 
4 R1, R2, R7, R8 
5 R1, R2, R4, R7, R8 
 
3.2.  Discussion 
Based on Table 8, it can be concluded that the scenario with an accuracy of 90.7 % gets the highest 
rank among the entire scenarios. The best accuracy value is obtained by using 5 factors, namely Capital 
Adequacy Ratio (CAR), (ANPB) to total earning assets and non-earning assets (ANP), Impairment provision 
on earning assets (CKPN) to earning assets, Because in a financial statement the relationship of each 
component can be described in the form of interrelated ratios that are interrelated to one another and lead to 















Number of Features 
Number of Features vs Accuracy




From the results obtained, it can be concluded that the best accuracy obtained is 90.7%. Based on 
these results, it can be seen that the model still has an error of around 9%. This testing process based on_split 
function, the split used is 80% for training data and 20% for test data. Based on more in-depth analysis, 
prediction errors occur for  265th to 331st data.  
 
Table 9. List of wrong predictions in testing  
Data  R1 R2 R4 R7 R8 Label Prediction Analysis 
292 0.014 0.744 0.085 -0.031 -0.012 1 0 False Negative 
306 0.022 0.627 0.928 -0.354 -0.371 1 0 False Negative 
 
Based on Table 9 above, it can be seen that the 292nd, and 306th data produced incorrect predictions 
on the test data. The two predictions are categorized into False Negatives in the sense that the statement should 
be in the fraudulent class but the prediction results categorize the data is in non-fraudulent class. It can be 
concluded that it needs further analysis to find out why the model used has errors in predicting the two data.   
In deeper financial analysis, the two data are also categorized as problematic. When viewed from the 
value of the ratio component, ROA and ROE values are negative and CAR is still below 8%. Following the 
Financial Services Authority Regulation (POJK) concerning the Minimum Capital Requirement for 
Commercial Banks Article 2, Paragraph 3A, the data is categorized as a bank under intensive supervision. 
However, the first bank's degree of problems is worse than the second bank because the value of the CKPN 
ratio is very small. It can be concluded that both of them are no longer able to cover the risk of their problem 
loans. There may be differences in status between the first and second banks, for example, "Intensive 1" and 
"Intensive 2". According to the POJK, an increase in status could have happened to "the Bank under special 
supervision".  
 
4. CONCLUSION  
This research is motivated by the importance of identifying potential fraud in a financial statement. 
This identification process uses a data mining classification approach. The accuracy of the classification 
process is affected by the use of appropriate features and a good classifier model. This research tries to find the 
most powerful combination of aspect ratio-based features combined with the SVM classifier model. SVM 
model selection is based on the consideration that this classifier has very good performance in the classification 
process for various problem domains. 
Taking into account the number of features used and considering the highest possible performance, 
experiments are conducted by testing the performance of all possible combinations of factors. The experimental 
results show that the highest classification performance is obtained by using a combination of 5 features, 
namely Capital Adequacy Ratio (CAR), (ANPB) to total earning assets and non-earning assets (ANP), 
Impairment provision on earning assets (CKPN) to earning assets. The use of 6 or more factors can no longer 
improve classification performance. Another result obtained is that the CAR factor is the most important factor 
in the identification process of these fraudulent financial statements. This result does not mean that the other 
factors are not important, because the combination using other factors also produces high accuracy. The 
analysis of all factors shows that there is a relationship between these factors. 
The highest level of accuracy obtained in the study was 90,7%. Based on these results, it can be seen 
that the model used still has an error of around 9%. In deeper financial analysis, misclassification of this data 
is referred to as categorized as problematic. There is contradictory information in these financial statements. 
The financial statements that failed to be identified are reports that require special analysis from experts. In 
general, it can be concluded that the use of the proposed financial ratio factor combined with the SVM classifier 
is effective in identifying fraudulent financial statements automatically. The lack of this research is that not all 
feature patterns have been identified correctly. For example, when important features have little or negative 
value, the system does not predict this financial fraud correctly. To deal with this, knowledge-based features 
of the expert can be developed as the future work of this research. 
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