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Abstract
In this article we shall show that the Ginzburg–Landau equations admit at least three time-periodic solutions. One of the time-
periodic solutions describes the non-superconductive (or normal) state and the other one describes the superconductivity state. We
will also show that the time-periodic solutions are exponentially stable. Furthermore, the method we use in this article can be used
to find numerical approximations to the time-periodic solutions.
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0. Introduction
In this article we shall prove that the Ginzburg–Landau equations admit at least three time-periodic solutions. One
of the time-periodic solutions describes the non-superconductive (or normal) state and the other one describes the
superconductivity state. We will also show that the time-periodic solutions are exponentially stable.
In our previous work [2], we introduced the following system of equations (phase-lock equations) to model the
superconductivity phenomena
ft + κ2
(|f |2 − 1)f − f + |q|2f = 0,
ηqt + |f |2q + curl2 q − h = 0,
div q = 0, (0.1)
with the initial conditions
f (x,0) = f0(x), q(x,0) = q0(x), in Ω,
where f is a real-valued function that describes the states of conductivity of a conductor. f = 0 corresponds to the
non-superconductive state of the conductor; 0 < f  1 corresponds to the superconductive state of the conductor. Fur-
thermore, q is a vector-valued real function that describes the internal magnetic potential of the conductor. div q = 0
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magnetic field applied to the conductor.
The purpose of studying this system of equations is that it is closely related to the time-dependent Ginzburg–
Landau equations of superconductivity with an applied electromagnetic field. To see the connection between (0.1) and
time dependent Ginzburg–Landau equations, let χ(t, x) be a real value function, set
ψ = f eiχ ,
A = q + ∇χ,
φ = −∂tχ, (0.2)
then formally, ψ,A, φ satisfy the following system of equations:
ψt + iφψ + κ2
(|ψ |2 − 1)ψ + (i grad+A)2ψ = 0,
η(At + gradφ) + i2
(
ψ∗ gradψ − ψ gradψ∗)+ |ψ |2A + curl2 A − curl H = 0, (0.3)
with the following initial conditions:
ψ(x,0) = ψ0(x), A(x,0) = A0(x), in Ω ∈ R3,
which, as it is well known, are the time-dependent Ginzburg–Landau equations of superconductivity with the applied
field H (see [4,5]).
The time-dependent Ginzburg–Landau equations involve three unknown functions: a complex valued function
ψ : Ω → C is the order parameter, a vector valued function A : Ω → R3 is the magnetic potential, and a scalar valued
function φ : Ω → R3 is the electric potential. Here we may take κ as the Ginzburg–Landau parameter and η as the
nondimensional diffusivity.
The existence of time-periodic solutions to both the phase-lock equations and the Ginzburg–Landau equations have
been studied by many authors. In the article [4], the author proved the existence of at least one time-periodic solution
to the Ginzburg–Landau equations in the space dimension n = 2. The result was extended to the case when the space
dimension is n = 3 in [1]. However, in both works the authors failed to address the uniqueness and stability of the
time-periodic solution under the given boundary conditions.
As we shall show in the next section that, after a suitable transformation, the nonlinear terms κ2(|f |2 −1)f +|q|2f
and |f |2q − h in the phase-lock equations (0.1) define quasimonotone nondecreasing functions. This fact shall allow
us to apply the maximum principal individually to each scalar equation individually. Then using the upper and lower
solution method, we shall prove that the phase-lock equations admit at least three time-periodic solutions with period
T > 0 if the external applied electromagnetic field h is time-periodic with period T > 0 and satisfies certain conditions.
Our main result is
Theorem 0.1. Suppose that ∂Ω is of class C1+α , Ω = Ω ∪ ∂Ω , and W is a constant vector with positive components
such that 1− |W|2
κ
> 0. Furthermore assume that h > 0, h(t, x) ∈ Cα([0,∞)×Ω), is time-periodic with period T > 0,




< 1, and cW−h 0. The phase-lock equations pos-
sess at least three time-periodic solutions (f (t, x),q(t, x)) that satisfy f (T + t, x) = f (t, x), q(T + t, x) = q(t, x),





= 0, on boundary of Ω .
One of the time-periodic solutions satisfies 0 < c f  1, which describes the superconductive state and is exponen-
tially stable.
It is easy to see that if (f,q) is a time-periodic solution of the phase-lock equations then (−f,q) is also a time-
periodic solution to the phase-lock equations. To prove Theorem 0.1, we have to show that there exists at least one
time-periodic solution (f,q) such that 0 < c f  1.
However, it is worth commenting that the results we proved in this article do not show that there exists a time-
periodic solution corresponding to mixed states described by f  0 and f (t, x) = 0 for some point (t, x). The mixed
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f (t, x) = 0. On the other hand, since the non-superconductive region (where f (t, x) = 0) is normally unstable (its
location and size change in time), there may be no time-periodic solution corresponding to this state.
In [2], we have shown that for each solution (f,q) of the phase-lock equations one can construct a corresponding
solution (ψ,A) of the Ginzburg–Landau equations. Namely we have shown
Theorem 0.2. For any T > 0, let f,q ∈ C([0, T ),Hp(Ω)) ∩ L2(0, T ;V (Ω)) for p  2, be a weak (strong) solution
of (0.1). Then for any
χ ∈ C1((0, T ),C3(Ω))∩ C([0, T )× Ω),
the functions ψ,φ,A defined by the transformation
ψ = f eiχ ,
A = q + ∇χ,
φ = −∂tχ
is a weak (strong) solution of the Ginzburg–Landau equations with appropriate boundary conditions.
Combining the results of Theorems 0.1 and 0.2, we obtain the following result concerning the existence of multiple
time-periodic solutions to the Ginzburg–Landau equation.
Theorem 0.3. Assume that H(t, x) ∈ Cα([0,∞) × Ω) is a time-periodic function with period T > 0 and that
h = curl H(t, x) satisfies the conditions in Theorem 0.1. Then the Ginzburg–Landau equations admit at least three
time-periodic solutions (ψ(t, x),A(t, x)) that satisfy ψ(T + t, x) = ψ(t, x), A(T + t, x) = A(t, x), ∀(t, x) ∈ R ×Ω ,




= 0 on boundary of Ω .
In the next section we shall prove the aforementioned results. We would also like to remark that the method used to
prove Theorem 0.1 also enables us to find numerical approximations to the time-periodic problem (see remarks after
the proof of Theorem 1.1).
1. Proofs of the main results
First, since div q = 0, we have curl2 q = −q, so the phase-lock equation can be written
ft + κ2
(|f |2 − 1)f − f + |q|2f = 0,
ηqt + |f |2q − q − h = 0,
div q = 0. (1.1)
Lemma 1.1. Let ∂Ω be of class C1+α , Ω = Ω ∪ ∂Ω , and h(t, x) ∈ Cα([0,∞) × Ω) is time-periodic with period T .
Let q(t, x) be the unique time-periodic solution of
ηqt − q − h = 0,
div q = 0,
∂q
∂ν
= 0 on boundary of Ω . (1.2)





= 0, on boundary of Ω . (1.3)
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The solution obtained in Lemma 1.1 describes the normal conductive state. By choosing
ψ = 0,
A = q + ∇χ,
φ = −∂tχ
for any time-periodic function χ we can see that the Ginzburg–Landau equations also have a time-periodic solution,
which corresponds to the non-superconductive state.
We shall prove that there exists a time-periodic solution (f,q) for the phase-lock equations such that f (t, x) > 0,
which describes the superconductive state.
To this end, let W be a constant vector with positive components and q˜ = W − q, we can rewrite the phase-lock
equations as
ft − f = κ2
(
1 − |f |2)f − |W − q˜|2f,
ηq˜t − q˜ = |f |2(W − q˜) − h,
div q˜ = 0. (1.4)
In the following we simply drop the tilde and write (1.4) as
ft − f = κ2
(
1 − |f |2)f − |W − q|2f,
ηqt − q = |f |2(W − q) − h,
div q = 0. (1.5)
Let us first introduce two C1-functions F(t, x, f,q) and G(t, x, f,q) of u = (f,q) on [0,∞) × Ω × S, where
S = {(f,q) | 0  f  1, 0  q  W}, such that F(t, x, f,q) = κ2(1 − |f |2)f − |W − q|2f and G(t, x, f,q) =
|f |2(W−q)−h. Notice that the inequality for vectors are always understood in componentwise sense (and pointwise
sense if each component is a function defined in Ω).
The following properties are satisfied by F(t, x, f,q) and G(t, x, f,q):
(i) F(∗, f,q) is nondecreasing in qi , i = 1,2,3, for each component qi of q since
∂F (∗, f,q)
∂qi
= 2(Wi − qi ) 0.
(ii) G(∗, f,q)i is nondecreasing in f and qj for j 
= i, j = 1,2,3, as we can easily have
∂G(∗, f,q)i
∂f




(i)–(ii) indicate that F(∗, f,q) and G(∗, f,q) are nondecreasing quasi-monotonic functions in S.
Recall that a vector function f(·,u) = (f1(·,u), . . . , fN(·,u)) is said to be quasimonotone nondecreasing in a
subset S of RN if, for each i = 1, . . . ,N , fi(·,u) is nondecreasing with respect to all components uj of u ∈ S when
j 
= i (see [8,9] for more information).
Furthermore, we have
(iii) Let L > 2(κ2 + |W|2) + 1, then for any (f,q) and (f ,q) ∈ S, we have∣∣F(t, x, f,q) − F(t, x, f ,q)∣∣
= ∣∣κ2(1 − |f |2)f − |W − q|2f − κ2(1 − |f |2)f + |W − q|2f ∣∣
 L
(|f − f | + |q − q|),
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= ∣∣|f |2(W − q)i − |f |2(W − q)i∣∣ L(|f − f | + |q − q|). (1.6)
(i)–(iii) indicate that the phase-lock equations form a system of semi-linear parabolic equations with quasi-
monotonic nonlinear terms F(t, x, f,q) and G(t, x, f,q). We can thus follow the treatment in [9] to construct a
monotonic sequence of approximate solutions that are bound by the upper and lower solutions for the phase-lock
equations.
We define the upper and lower solutions for the equations below.
Definition 1.1. A function u = (f ,q) is called an upper solution of (1.5) if
f t − f  κ2
(
1 − |f |2)f − |W − q|2f ,
ηqt − q |f |2(W − q) − h,





 0 on boundary of Ω . (1.7)
Similarly, u = (f ,q) is called a lower solution if it satisfies the inequalities in (1.7) in reversed order.
The following lemma shows that, under certain conditions on κ and external magnetic force h, the phase-lock
equations have both upper and lower solutions as defined above.
Lemma 1.2. Let W be a constant vector with positive components. If 1 − |W|2
κ
> 0, h > 0 and there is a positive




< 1, such that cW − h 0, then u0 = (c,0) is a lower solution of (1.5) and u1 = (1,W)
is an upper solution of (1.5).




, we have κ2(1 − c2)c − c|W|2  0. So u0 = (c,0) is a lower solution of (1.5). It is
also easy to see that u1 = (1,W) is an upper solution of (1.5) under the given conditions of the lemma. 
A pair of upper and lower solutions u, u is said to be ordered if u  u on Ω . Let J ≡ {u ∈ C([0,∞) × Ω);
0 qW; c f  1}, where c and W are specified in Lemma 1.2.
Theorem 1.1. Under the assumptions of Lemma 1.2, the phase-lock equations have both a maximal time-periodic
solution u and a minimal time-periodic solution u that satisfy
0 u u.
Here we say that u is maximal and u is minimal in the sense that, for any time-periodic solution u ∈ J, we have
u u u.
Proof. Let L > 2(κ2 + |W|2) + 1 Starting from either u(0) = (c,0) or u(0) = (1,W) (where c and W are from
Lemma 2.2) as an initial iteration we construct a sequence u(m) = (f (m),q(m)), m = 1,2,3, . . . , by solving the fol-
lowing linear system of parabolic equations,
f
(m)
t − f (m) + Lf (m) = Lf (m−1) + κ2
(
1 − ∣∣f (m−1)∣∣2)f (m−1) − ∣∣W − q(m−1)∣∣2f (m−1),
f (m)(0, x) = f (m−1)(T , x),
∂f (m)
∂ν
= 0 on boundary of Ω ,
and for i = 1,2,3





− q(m)i + Lq(m)i = Lq(m−1)i +
∣∣f (m−1)∣∣2(W − q(m−1))
i
− hi ,
div q(m)i = 0,
q(m)i (0, x) = q(m−1)i (T , x),
∂q(m)i
∂ν
= 0 on boundary of Ω . (1.8)
Let u(m) and u(m) be the sequences generated from u(0) = (f (0),q(0)) = (c,0) and u(0) = (f (0),q(0)) = (1,W),
respectively. We want to show that,
(c,0) = u(0)  u(1)  · · · u(m)  u(m)  · · · u(1)  u(0) = (1,W). (1.9)
We first show that u(1)  u(0) = (1,W).
Let δu = (δf, δq) = u(0) − u(1), with f (0) = 1, q(0) = W. It is easy to check that δf satisfies the equation
(δf )t − (δf ) + L(δf ) = Lf (0) − κ2
(
1 − ∣∣f (0)∣∣2)f (0) + ∣∣W − q(0)∣∣2f (0) − Lf (0) = 0,
δf (0, x) = 0,
∂(δf )
∂ν
= 0 on boundary of Ω , (1.10)






− (δq)i + L(δq)i = Lq(0)i − Lq(0)i −
∣∣f (0)∣∣2(W − q(0))
i
+ hi = hi  0,
div(δq)i = 0,
(δq)i(0, x) = 0,
∂(δq)i
∂ν
= 0 on boundary of Ω . (1.11)
From (1.10) and (1.11) we know that f and (δq)i for i = 1,2,3 are scalar solutions of parabolic initial-boundary
value problems. By the positive lemma (Lemma 2.1) for the parabolic initial-boundary value problems in [9], we have
f  0 and (δq)i  0, i = 1,2,3. Hence, u(1)  u(0) = (1,W).
Next, we shall show that u(0)  u(1) = (c,0). Now let δu = (δf, δq) = u(1) − u(0), we have f (0) = c, q(0) = 0, and
the following equations:
(δf )t − (δf ) + L(δf ) = Lf (0) + κ2
(
1 − ∣∣f (0)∣∣2)f (0) − ∣∣W − q(0)∣∣2f (0) − Lf (0)
= κ2(1 − c2)c − |W|2c 0,
δf (0, x) = 0,
∂(δf )
∂ν
= 0 on boundary of Ω , (1.12)






− ((δq)i)+ L(δq)i = Lq(0)i − Lq(0)i + ∣∣f (0)∣∣2(W − q(0))i − h = c2Wi − hi  0,
div(δq)i = 0,
(δq)i(0, x) = 0,
∂((δq)i)
∂ν
= 0 on boundary of Ω . (1.13)
Again, with (1.12) and (1.13), by the same positive lemma (Lemma 2.1)for parabolic initial-boundary value problems
in [9], we have u(0)  u(1).
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(δf )t − (δf ) + L(δf ) = L(1 − c) − κ2
(
1 − c2)c + |W|2c 0,
δf (0, x) = 0,
∂(δf )
∂ν
= 0 on boundary of Ω, (1.14)






− ((δq)i)+ L(δq)i = LWi − c2Wi  0,
div(δq)i = 0,
(δq)i(0, x) = 0,
∂(δq)i
∂ν
= 0 on boundary of Ω . (1.15)
The same positive lemma (Lemma 2.1) for parabolic initial-boundary value problems in [9] ensures that δu  0, so
u(1)  u(1).
With an induction argument, we conclude that (1.8) holds.
With the establishment of (1.8), we see that u(m),u(m) ∈ J. And for any (f,q) ∈ J, we have
∣∣Lf + κ2(1 − |f |2)f − |W − q|2f ∣∣ 2L,∣∣Lq + |f |2(W − q) − h∣∣ 2L. (1.16)
The regularity results for the parabolic system of equations with natural boundary conditions show that u(m),u(m) are
bounded monotonic sequences in
C1+α,2+α
([0, T ] × Ω).
Taking limit, we can show u(t, x) = limm→∞ u(m) and u(t, x) = limm→∞ u(m) are smooth solutions of the phase-
lock equation. Furthermore, we can easily verify that u(t, x) = u(t + T ,x), and u(t, x) = u(t + T ,x) for all t > 0.
To prove that u is maximal and u is minimal in the sense that, for any periodic solution u ∈ J, we have
u u u.
To this end, one just needs to see that we can regard u as both upper and lower solutions at the same time and we have
u u(m)  u, which leads to u u. Similarly, we can have u u. 
By combining the results of Lemma 1.1 and Theorem 1.1, we get the result of Theorem 0.1.




< 1, relates the strength of the external
magnetic form and the penetration length κ together. This condition indicates that when the external force is too strong
or the penetration length is too large, the superconductivity might be destroyed and the only time-periodic solution
could be the one given in Lemma 1.1, which represents the non-superconductive state. We do not have a rigorous
proof for this statement here. However we believe that the uniqueness will be true for a large κ or a stronger q.
Furthermore, the method used to prove Theorem 1.1 also enables us to find approximate solutions to the time-
periodic solutions in J, as at each step of finding u(m)(u(m)), we just need to solve an initial value problem for a linear
system of parabolic equations, whose numerical results can be obtained by using the representation results via the
fundamental solutions to the heat operator ∂
∂t
− .
Finally, we will prove the following exponential stability result for the periodic solutions (c,0) < u∗ = (f ∗,q∗) <
(1,W) ∈ J.
Theorem 1.2. Suppose that u∗ = (f ∗,q∗) ∈ J is a time-periodic solution to the phase-lock equations such that (c,0) <
u∗ = (f ∗,q∗) < (1,W). If 0 < δ0  1 is sufficiently small and r > 3(κ2 + |W| + 1), then for any u0(x)
u∗(0, x) − δ0  u0(x) u∗(0, x) + δ0,
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and ∣∣q(t, x) − q∗(t, x)∣∣√3 δ0e−rt .
Proof. As discussed before, the two C1-functions of u = (f,q) in J as F(t, x, f,q) = κ2(1 − |f |2)f − |W − q|2f
and G(t, x, f,q) = |f |2(W − q) − h are nondecreasing quasi-monotonic functions in J. The phase-lock equations is
a system of semi-linear parabolic equations with quasi-monotonic nonlinear terms F(t, x, f,q) and G(t, x, f,q).
Let v = (1,1,1), u = (f ∗ − δ0e−rt ,q∗ − δ0ve−rt ), and u = (f ∗ + δ0e−rt ,q∗ + δ0ve−rt ).
If we can show that u and u are upper and lower solutions of the equation in J, then using the same arguments
employed in the proof of Theorem 1.1, we can find a maximal solution u∗ and a minimal solution u∗ such that
u u∗  u∗  u∗  u (t > 0, x ∈ Ω).
Moreover, by the comparison theorem for parabolic initial-boundary problems (each individual equation), for any
u0(x)
u∗(0, x) − δ0  u0(x) u∗(0, x) + δ0,
let u(t, x) = (f (t, x),q(t, x)) be the unique solution to the phase-lock equations with u(0, x) = u0(x), we have
u u = (f,q) u.
That is∣∣f (t, x) − f ∗(t, x)∣∣ δ0e−rt ,
and ∣∣q(t, x) − q∗(t, x)∣∣√3 δ0e−rt .
This proves the theorem. Notice that the existence and uniqueness of solutions to the phase-lock equations were
discussed in [3,4].
In the remaining, we shall prove that u and u are upper and lower solutions of the equation in J. It it easy to see
that when δ0 is sufficient small u,u ∈ J.
To show that u is a lower solution, let f = f ∗ −δ0e−rt , and q = q∗ −δ0ve−rt , and placing them into the phase-lock
equations, we have
ft − f = f ∗t − f ∗ − rδ0e−rt
= κ2(1 − |f ∗|2)f ∗ − |W − q∗|2f ∗ − rδ0e−rt
= F(t, x, f ∗,q∗) − rδ0e−rt ,
ηqt − q = ηq∗t − q∗ − rδ0ve−rt
= |f ∗|2(W − q∗) − h − rδ0ve−rt ,
= G(t, x, f ∗,q∗) − rδ0ve−rt ,






= 0 on boundary of Ω. (1.17)
On the other hand, we have
F(t, x, f,q) = κ2(1 − ∣∣f ∗ − δ0e−rt ∣∣2)(f ∗ − δ0e−rt)− ∣∣W − q∗ + δ0ve−rt ∣∣2(f ∗ − δ0e−rt)
= F(t, x, f ∗,q∗) + δ0e−rt δF (t, x, f ∗,q∗) (1.18)
with
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− 2(W − q∗, v)f ∗ + ∣∣W − q∗ + δ0ve−rt ∣∣2. (1.19)
Since c f ∗  1, 0 q∗ W, we have∣∣δF (t, x, f ∗,q∗)∣∣ 3(κ2 + |W| + 1),
for all t  0 and (f ∗,q∗) ∈ J.
Therefore, when r > 3(κ2 + |W| + 1) we have
r  δF (t, x, f ∗,q∗),
which shows that
ft − f  F(t, x, f,q). (1.20)
Similarly, we also have
ηqt − qG(t, x, f,q). (1.21)
This shows that u = (f ∗ − δ0e−rt ,q∗ − δ0ve−rt ) is a lower solution. The same computations can show that
u = (f ∗ + δ0e−rt ,q∗ + δ0ve−rt ) is an upper solution. 
2. Conclusion
We have shown that the phase-lock equations admit at least three time-periodic solutions. One of the time-periodic
solutions describes the non-superconductive (or normal) state and the other one describes the superconductivity state.
We also showed that the positive time-periodic solutions, that describe the superconductive state, are exponentially
stable. With the help of results in [2], we also obtained the existence of multiple time-periodic solutions to the
Ginzburg–Landau equations.
The method we have used differs from those used in [1,4], where a Schauder fixed-point type argument was used
to prove the existence of the time-periodic solution. Our method not only enables us to show the existence of time-
periodic solution that describes the superconductive state but it also enables us to construct numerical approximations
to the time-periodic solutions. The numerical results based on the currently method will be presented in the future
article.
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