We study the three-dimensional, incompressible, non-hydrostatic Boussinesq fluid equations, which are applicable to the dynamics of the oceans and atmosphere. These equations describe the interplay between velocity and buoyancy in a rotating frame. A hierarchy of dynamical variables is introduced whose members Ω m (t) (1 ≤ m < ∞) are made up from the respective sum of the L 2m -norms of vorticity and the density gradient. Each Ω m (t) has a lower bound in terms of the inverse Rossby number, Ro −1 , that turns out to be crucial to the argument. For convenience, the Ω m are also scaled into a new set of variables D m (t). By assuming the existence and uniqueness of solutions, conditional upper bounds are found on the D m (t) in terms of Ro 
Introduction

Background
The problem of the existence and uniqueness of solutions of the incompressible 3D Navier-Stokes equations remains one of the great open problems of modern applied mathematics [1] [2] [3] [4] [5] [6] . A view widely supported in the literature is that the addition of rotation has a regularizing effect on turbulent solutions by aligning vortices in the direction of rotation [7] [8] [9] [10] [11] . Experiments by Taylor [12] , and Staplehurst, Davidson and Dalziel [13] , have illustrated the effect of rotation on homogeneous turbulence in tank experiments, while a summary of the experimental literature for rotating convection can be found in King, Stellmach and Aurnou [14] : see also [15] .
Rotation and stratification together produce additional effects beyond those of Navier-Stokes turbulence. With their inclusion, and under the Boussinesq approximation (div u = 0 and ρ −1 ∇p → ρ −1 0 ∇p), the PDEs are called the incompressible, non-hydrostatic 3D Boussinesq equations [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . Their fundamental role in geophysical fluid dynamics (GFD) makes the task of studying bounds on their solutions an important one. In this system, rotational Coriolis and buoyancy forces are available to balance the pressure forces in the horizontal and vertical directions, respectively. In oceanic and atmospheric dynamics, these GFD balances are effective because the acceleration is relatively small (by a factor of Ro ≪ 1) compared to each of the forces in the balances 3 . Moreover, these balances occur at relatively large scales, much larger than the dissipation scale at which the nonlinearity balances the viscous force : see Vallis [28, 29] and Majda and Wang [30] . This is because the Reynolds number in both atmospheric and oceanic flows is Re ∼ O(10 9 ). Consequently, in analyses of GFD turbulence one should expect to find an interplay between the Reynolds (Re), Rossby (Ro) and Froude (F r) numbers. The Prandtl number P r also enters our analytical considerations, but it will play a less important role than Re, Ro and F r.
The seminal rigorous analytical results of Babin, Mahalov and Nicolaenko on periodic domains [19] [20] [21] [22] , followed by those of Chemin, Desjardins, Gallagher and Grenier [31] on the whole space, have demonstrated how subtle resonance effects introduced by rotation and stratification can regularize solutions of the 3D rotating, stratified, incompressible Euler and Boussinesq equations.
However, it is not the intention of this paper to re-visit the problem in the same manner. Instead, we assume the existence and uniqueness of solutions, and then strike out in a different direction to seek explicit bounds on L p -norms of the vorticity and density gradient fields of the Boussinesq equations in terms of Re, Ro −1 , F r −1 and P r. For the reader who does not wish to read the technical details, the paper contains a summary of results ( §1.3) which the reader can consult without resorting to the proofs appearing in subsequent sections and appendices. The distinctive dynamics investigated by Embid and Majda [17, 18] , and discussed by Wingate, Embid, Holmes-Cerfon and Taylor [26] , suggest that a rich variety of solutions exists. The bounds discussed here estimate how large these solutions within L p -norms can become.
The non-hydrostatic Boussinesq equations
We consider the non-hydrostatic, three-dimensional Boussinesq equations 4 for a vertically stratified, incompressible flow, with velocity u(x, t) = (u, v, w) (div u = 0), moving at a constant rotation about the z-axis
The boundary conditions are taken to be periodic on a cube of volume V = [0, L] 3 per . p(x, t) is the pressure and ρ(x, t) is the density fluctuation within the total densityρ(x, t) which has been decomposed intoρ = ρ 0 − bz + ρ, where ρ 0 is a constant background reference value and b is the constant density gradient in the vertical direction. Finally, f is twice the frame rotation rate, g is the acceleration due to gravity, ν is the kinematic viscosity and κ is the diffusion coefficient.
We non-dimensionalize equations (1.1)-(1.3) using the following characteristic scales : L is the length scale for the three spatial coordinates x = (x, y, z), U is the velocity scale and L/U is the advective time scale. Dimensionless numbers are the Reynolds, Rossby, Prandtl and Froude numbers defined by 5) where the Brunt-Väisälä frequency is taken to be
The non-dimensionalized versions of (1.2) and (1.3) are 8) where the dimensionless pressure is given by P = p/ρ 0 U 2 . In the standard notation, ω = curl u
4 In contrast, the 3D Primitive equations are derived by adopting the hydrostatic approximation in which the vertical pressure gradient and the buoyancy force are assumed to be in balance. This assumption allows the third component of the material time derivative in (1.2) to be neglected. In their seminal paper, Cao and Titi [32] have shown how to prove the regularity of solutions of that system.
Taking the curl of (1.7) and the gradient of (1.8) yields 11) together with div u = 0. On the unit domain with periodic boundary conditions, these are the fundamental equations of this paper. With the energy defined by 12) equations (1.7) and (1.8) show that
Thus dE/dt < 0 and so E(t) decays from its initial data E(t) ≤ E 0 . Thus
(1.14)
Let us now introduce a set of L 2m -norms (1 ≤ m < ∞) of the three-dimensional vorticity field ω rot (x, t) and the density gradient ∇ρ 16) together with their sum
In the language of GFD, P m estimates the shear in L 2m and Q m estimates the buoyancy gradient in L 2m . The quantity P 1 has a lower bound, namely
In equation (1.18) the 2k · ω term drops out under integration because the volume integral of ω 3 is zero on periodic boundary conditions. Using Hölder's inequality, the Ω m are ordered such that
The existence of the lower bound Ro −1 in (1.19) on Ω 1 , and hence on the sequence of Ω m , highlights the difference between the rotating 3D Boussinesq equations treated here and the non-rotating 3D
Navier-Stokes equations, for which no lower bound is known to exist. This lower bound is pivotal in the proof of Lemma 4 in §3.1. Moreover,
Clearly, a time average · T is squeezed between Ro −2 and Ro −2 + 2T −1 max 1, P r −1 ReE 0 . 
Summary of results
For the reader who does not wish to work through the technical estimates, the main results of the paper are summarized below in this subsection. Proofs of these results may be found in §2 and §3
and their two associated appendices.
Bounds on the Ω m
The results of the paper involve the variables D m (m = 1, . . .), which section §2.2 shows are connected to the Ω m by the scaling
The scaling factor Re αm−1/2 in (1.21) appears as a consequence of the factors of Re −1 in (1.7) and (1.8). We will assume that solutions exist and are unique and therefore that the Ω m and D m are differentiable. Our task, based on this assumption, is to find bounds on these.
As explained in §2.3, instead of using the set {D 1 (t), D 2 (t) , ... D m (t)}, we now use the set 22) which treats D 1 as the main variable and {λ m (t)} as a set of exponents that represent the relative sizes of the higher D m relative to D 1 through the scaling formula
where λ m (t) appears in the numerator of 5 Fig 1) whose two main active areas are designated as sectors 1 and 2. Bounds in these two areas are expressed thus :
1. In Fig. 1 and, in the range 3 < m < ∞, the quantityδ m is defined bỹ
This is derived in Lemma 4 in §3.1. In (1.25) the range of validity on Ro −1 , in particular, is rather extensive. With the definitions 27) clearly,δ m varies betweenδ ∞ <δ m <δ 3 . This range is shown pictorially in Fig. 1 and more specifically in Table 1 . Which value of m should we choose? The answer depends upon the value of the parameters in the range (1.25), the chosen initial condition and, after a numerical experiment, how far the trajectory λ m (t) has travelled. The value of m is chosen such that the region whose boundary isδ m encompasses both the initial condition and the path of the
In §3.3 another range for F r −1 is discussed where Ro ∼ O(1) : see Embid and Majda [17, 18] .
2. If a trajectory λ m (t) has initial conditions set in sector 1, and is assumed to remain in that sector, then there exists an absorbing ball for Ω 1 (t)
whose radius Ω 1,rad is defined by :
where E 0,P r = E 0 max{1, P r} and E 0 = E(0), which is derived 6 in §3.2.
3. However, if a trajectory λ m (t) has initial conditions set in sector 2 then Ω m (t) decays exponentially provided initial data lies within the range :
for Ro −1 > 1 and m > 3. This is derived in Lemma 5 in §3.1.
4. These results cannot be considered as the basis of a regularity proof for realistic values of E 0,P r and Ro −1 because there is always the potential for a transition of a trajectory from sector 1 to sector 2, so we must assume that it occurs at the maximum amplitude Ω 1,rad .
This would then form the initial condition Ω m (0) in (1.31) for sector 2. However, this could lie outside the range of Ω m (0). The only way the upper bound in (1.31) could reach the value of Ω 1,rad is in the limit when Ro −1 is very large and/or E 0,P r is small.
Dynamics in the ball
The maximum amplitude of the ball for Ω 1 is given by Ω 1,rad , which is defined in ( [17, 18] , and discussed by Wingate et al. [26] , suggest that the variety of triad solutions found in these papers would lie in this absorbing ball in sector
is calculated for a given solution then the appropriate value of Ω 1,rad will be its maximum. Further investigation of these dynamics will require a set of numerical experiments in which, for a chosen value of m, the evolution of Ω m (t) is computed from an initial condition Ω m (0) positioned within sector 1 (see Fig. 2 ). This would involve calculating D 1 (0) and then the set {λ m (0)} for a chosen m, and then following the evolution of D 1 (t) as well as the trajectory {λ m (t)}, to test whether it remains in sector 1. 
Note that when m = 1,
Differential inequalities for Ω m and D m
The dynamical variables Ω m defined in (1.15) form the basis of the following lemma. Because the long time regularity of solutions is not the main issue, in the following sections we will assume that solutions exist and are unique and therefore the Ω m are differentiable. The technical details in the proof of this Lemma are relegated to Appendix C while Appendix B contains the proof of a triangular inequality involving Ω 1 , Ω m and Ω m+1 .
Lemma 2 For 1 < m < ∞, the Ω m obey the following differential inequalitẏ
where
and
Now define the re-scaling
then (B.7), (B.8) and (B.9) and the key formula
show that
with ρ m and η m given by
These, together with the triangular relation between D 1 , D m and D m+1 in (B.8), lead to 7
Lemma 3 The D m defined in (2.5) obey the differential inequality
Remark : Apart from the value of the constants, (2.9) is precisely the same as that for the 3D
Navier-Stokes equations -see references in [35] .
Because the differential inequality (2.9) in Lemma 3 is identical to that derived for the 3D NavierStokes equations, we use the same method to analyze the possible dynamics. Numerical observations made in [36, 37] showed that for the 3D Navier-Stokes equations a scaling relation exists between D m and D 1 of the form 8
where D m contained L p -norms of the vorticity alone. The exponents A m,λm were defined as
In [35] it was shown why this is true provided λ m = λ m (t) and 1 ≤ λ m (t) ≤ 4 subject to the assumption that the higher frequencies Ω m for m > 1 are explicit functions of the basic frequency Ω 1 and t. Given the the differential inequality (2.9) in Lemma 3 is identical to that for the NSE (except for constants), in the light of the derivation in [35] , how might we justify using the same relation (2.10) for the Boussinesq equations?
In the original variables, dimensional analysis would tell us that
where κ m is a set of inverse length scales. In Appendix B it is shown that there exists a triangular inequality between Ω 1 , Ω m and Ω m+1 such that
This simply translates into the ordering κ m ≤ 2 ηm κ m+1 where η m is defined in (2.8). Given the hierarchy of finite time integals in Lemma 1, from (2.12) we write
(2.14)
7 The factor of 2 2m 2 ηm has been absorbed in the constant c1,m. 8 The idea was subsequently developed for 3D MHD in [38] . It can then be seen that for the right hand side of (2.14) to be finite we require Note that λ m (t) is restricted to the range
because of the necessity of having κ m convex in Ω 2 1 .
Proof of the main results
In the following subsections the constantsc i,m depend on the c i,m (i = 1, 2, 3) and are defined by : 
Proof for Sector 2
Lemma 4 (sector 2) For m > 3 with C m chosen such thatc 1,mCm > 2c 2,m , letδ m be defined bỹ
If
and initial data D m (0) satisfies
which, in terms of Ω m , is
Re 2−αm 4αm
ln Ro −4/3 X m (t) is defined as
A positive lower bound is required on the time integral of X m (τ ) to show that D −2 m (t) never passes through zero for some range of initial conditions. To achieve this we introduce the relation between D m and D 1 in (2.10) and then use the lower bound on D 1 in (1.19) and (2.5). The result turns out to be .
(3.14)
For Re ≫ 1, the first term on the right Re −1 may be regarded as negligible, and the Ro −2α m+1 -term dominates over F r −1 , which, according to the stated regime, we neglect. We write (3.14) as (1) where, of course, Ro −1 > 1 and Re > 1.
Now we turn to the differential inequality (3.7) and use the fact that
This allows us to integrate (3.7) to obtain 20) in which case this part of the solution decays exponentially. Given that Ro −1 acts as a lower bound on the sequence of Ω m , (2.5) shows that D m (0) must sit in the annular region (2) Given thatδ
The denominator of inequality (3.19) cannot develop a zero if initially
m in (3.17) and (3.24) are not the same, we need to choose the larger of the two. Clearlyδ (2) m is the larger of the two. We also requireδ where the only restriction to be imposed on F r −1 is thatδ m < 1. 
Proof for
1,rad which is defined by
or, expressed in terms of terms of Ω 1,rad ,
Proof : From the definition D m = Re αm−1/2 Ω αm m , a formal differential inequality for
We write 1 2
A formal differential inequality for D 1 thus becomes
We also have
where account has been taken of the difference between ω and ω rot . Therefore, for m ≥ 2, the last term in (3.32) is estimated as
In the last line we can use ∇u 2m ≤ c m ω 2m , for 1 < m < ∞, but this estimate is in terms of ω and not ω rot so it is necessary to make an adjustment by using ω = ω rot − Ro −1 ,
Inserting the relation between D m and D 1 from (2.10)
transforms (3.36) into 38) where ξ m,λm is defined as
and χ m,λm as
The negative terms in (3.32) are dealt with using the fact that (1+Q 1 /P 1 ) ≥ 1 and (1+P 1 /Q 1 ) ≥ 1 thus giving
Dealing with the negative terms in (3.41) first, an integration by parts gives
and similarly for V |∇ρ| 2 dV without the lower bound. The energy in dimensionless form E = V |u| 2 + |ρ| 2 dV , is always bounded such that E ≤ E 0 . Because
we can write an inequality with a positive left hand side
where E 0,P r = E 0 max{1, P r}. On squaring and losing and Ro −4 -term, becomes
Finally, for m ≥ 3, with 0 < δ m (t) <δ m , we have
Therefore D 1 is controlled by a ball of radius D
m,rad given by
which is also given in (3.26) . This ends the proof.
A different range for F r −1
There is another limit to one made in §3.1, where F r −1 has been neglected. The definition of R m,δm , given in (3.12), and repeated here
is the key to the issue. We must chooseC m andδ m such that R m,δm > 0 but now in the regime
(see Embid and Majda [17, 18] ). We findδ m subject to the constraint of (3.22) . In fact the choices of the constants are identical to the previous case but where we must now chooseδ m as . Thus we have :
. Moreover, let Ro ∼ O(1) and let F r −1 lie in the range
In addition, let the set of constants C m in (2.10) must be chosen as in the previous lemmas. 
A The proof of Lemma 1
Let us consider equations (1.7) and (1.8) with Re, Ro and P r set to unity for ease of calculation.
The essential core of these results were first worked out in [34] but here we only sketch the proof following the methods shown in [4] . By differentiating both equations (1.7) and (1.8) n times, using
Leibnitz' theorem and the Gagliardo-Nirenberg inequalities, it is easy to show that
where c n,1 and c n,2 are generic n-dependent constants. Now we use a version of Agmon's inequality
and likewise for ρ ∞ , to obtain 
Thus we have a recursion relation for n ≥ 2. To begin the sequence we need to estimate t 0κ 2,1 dτ . Using Agmon's inquality for n = 2 and then a Hölder inequality, we can write Thus, starting at n = 2 the right hand side of (A.7) is dependent upon t 0 I 1 dτ which, from (1.13), we know to be bounded for every finite t > 0. In consequence, we have
The last two of these three were proved by Foias, Guillopé and Temam [34] for the 3D Navier-Stokes equations.
The final step uses the Gagliado-Nirenberg inequality The only way we know to bound the right hand side is to choose α such that the exponent of I 1 is unity, namely
Thus α is a function of m only and is uniform in n. Thus we label it as α m .
B The triangular Hölder inequalities for Ω m and D m
Consider the definition of P m
where α + β = m. Then, for m > 1 and 1 ≤ p ≤ m − 1 and q > 0, we have 
Likewise, by the same argument, 6) and so using the fact that Ω m = P m + Q m we also have
With the definitions ρ m = 
C The proof of Lemma 2
In the following c m , c 1,m, , c 2,m and c 3,m are constants with respect to space and time but dependent only upon m. Consider
Bounds on the three constituent parts of (C.2) are dealt with in turn, culminating in a differential inequality for J m .
a) The Laplacian term :
having used the Divergence Theorem. Thus we have
where A m = ω m rot andc 1,m = m 2 /(m − 1) with equality at m = 1. The negativity of the right hand side of (C.5) is important and can be dealt with as follows. Recalling that A m = ω m rot allows us to re-write J m+1 as
A Gagliardo-Nirenberg inequality yields
which means that
With the definition of β m given in (2.3) we obtain
which converts to c βm m 2
b) The nonlinear term in (C.2) : After a Hölder inequality, the second term in (C.2) becomes where the inequality ∇u p ≤ c p ω p for p ∈ (1, ∞) has been used, which is based on a Riesz transform and necessarily excludes the case m = ∞. It also needs to be transformed to ω rot using ω rot = ω +kRo −1 .
c) The buoyancy term in (C. we have the result of the Lemma.
