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Precipitation in the Intermountain West is characterized by its great variability in 
both spatial and temporal distributions. Moreover, the spatiotemporal distribution of the 
precipitation is changing due to the climate changes. In this dissertation, three studies are 
conducted to investigate the multi-scale temporal variability of precipitation, the 
performance of current climate models on this variability, the influence of large-scale 
ocean oscillations on heavy precipitation, and the impact of human induced global 
warming on storm properties. 
The first study is to examine the performance of current climate models on the 
simulation of the multi-scale temporal variability determined from the observed station 
precipitation data. The results show that the studied Global Circulation Models/Regional 
Climate Models (GCMs/RCMs) tend to simulate longer storm duration and lower storm 
intensity as compared to those from observed records. Most GCMs/RCMs fail to produce 




with the summer monsoon. Both inter-annual and decadal bands are present in the 
GCM/RCM-simulated precipitation time series; however, these do not line up to the 
patterns of large-scale ocean oscillations such as El Nino/La Nina Southern Oscillation 
(ENSO) and Pacific Decadal Oscillation (PDO). The results also show that these 
GCMs/RCMs can capture long-term monthly mean as the examined data is 
bias-corrected and downscaled, but fail to simulate the multi-scale precipitation 
variability including flood generating extreme events, which suggests their inadequacy 
for studies on floods and droughts that are strongly associated with the multi-scale 
temporal precipitation variability. 
The second study investigates the integrated effect of large-scale ocean oscillations 
including ENSO, PDO, Atlantic Multi-decadal Oscillation (AMO), and North Atlantic 
Oscillation (NAO) on the multi-scale temporal variability and spatial distribution of 
heavy precipitation expressed as total precipitation when daily precipitation is larger than 
95th percentile (R95) in the western United States using Empirical Orthogonal Function 
(EOF) analysis. The analysis has shown that the leading modes of R95 variability and the 
connections between local R95 and Sea Surface Temperatur  (SST) over Western United 
States are seasonally dependent. The first EOF mode of summer R95 is associated with 
AMO. The first two EOF modes of winter R95 are relat d to an integrated effects of 
ENSO, PDO, and NAO which explain nearly half (49%) of the spatial and temporal 
variance in R95 in this region. Additionally, the coupled effects of these three 
oceanic-atmospheric oscillations on winter R95 are evaluated by investigating the 
ENSO-R95 responses modulated by a combination of different PDO and NAO phases. 




few decades over the western United States, which may be useful to forecasters and water 
managers. 
In the third study, the potential changes of storm p operties including storm duration, 
inter-storm period, average storm intensity, and within-storm pattern from 10 North 
American Regional Climate Change Assessment Program (NARCCAP) RCMs with both 
historical simulations (1968-2000) and future simulations (2038-2070) are evaluated. 
Results illustrate that NARCCAP RCMs are consistent with observed precipitation in the 
seasonal variation of storm duration and inter-storm period. The ability to simulate the 
seasonal trend of average storm intensity varies among locations. Within-storm patterns 
from RCMs exhibit greater variability than from observed records. Comparisons between 
historic and future simulations of storm properties indicate that most regions of United 
States will experience future precipitation projections with shorter storm duration, longer 
inter-storm period, larger average storm intensity, and unchanged within-storm patterns. 
The western United States is undergoing rapidly changing social dynamics, pressure 
from an expanding population and a greater risk of water shortage and flooding. Gaining 
better knowledge of how climate changes will impact on the spatiotemporal distribution 
of precipitation will help us on hydrologic modeling and assessment of uncertainty of 
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Precipitation variations are of concern to society as the societal impacts of changes in 
precipitation have become more apparent (Mock, 1996; Stephens & Ellis, 2008; Watkins 
et al., 2007). The variations receive more attention in the western United States as this 
region is undergoing rapidly changing social dynamics, pressure from an expanding 
population and a greater risk of water shortage and floo ing (Hamlet & Lettenmaier, 
2007; Mote et al., 2005; Piechota et al., 2004).  
The variations refer to two aspects: spatial variability and multi-scale temporal 
variability. The spatial variability of precipitation in the western United States is, in 
general, caused by numerous small-scale climatic controls embedded in large-scale 
controls (Bryson & Hare, 1974; Hirschboeck, 1988; Mock, 1996). Previous studies have 
investigated the spatial variations of extreme preci itation from the aspect of large-scale 
climatic controls. Markham (1970) examined the spatial distribution of the seasonal 
precipitation using a Seasonality Index. Diaz and Fulbright (1981) and Walsh et al. (1982) 
examined the spatial patterns of the leading modes f precipitation variability using 
empirical orthogonal functions, Redmond and Koch (1991), Brown and Comrie (2004), 
and Wise (2010) introduced the concept of precipitation dipole transition zone that an 
east-west region in which the ENSO-precipitation relationship is weak (hereafter 
regarded as ‘transition zone’) divides the west United States into Northwest and Desert 




Index (SOI). There are also studies which examined th  spatial variation of precipitation 
in the western United States using the dense station network and emphasized the 
importance of local factors such as topography (Despain, 1987; Houghton, 1969; Kay, 
1982), lake effects (Changnon, 1968; Lavoie, 1972; Wilson, 1977), and urban heat 
islands (Bornstein & Lin, 2000; Dixon & Mote, 2003). 
The multi-scale temporal variability of precipitation ranging from short term to long 
term including storm properties, seasonal patterns, a d inter-annual, decadal, and 
multi-decadal variability has great influence on the allocation of water along the history. 
One of the most important factors that influences the temporal variability of precipitation 
in the west is large-scale climatic patterns including ENSO (Cayan & Redmond, 1994; 
Cayan et al., 1999), PDO (Barlow et al., 2001; Hidalgo & Dracup, 2003), and AMO 
(McCabe et al., 2004; Mo et al., 2009) or an integrated effect which reflects the combined 
physical oceanic-atmospheric processes that occur. 
To further investigate the spatiotemporal variability of precipitation in the west, three 
individual, but internally-related research papers are included in this dissertation. 
This dissertation study is a collaborative work with author’s advisor, Dr. Mahesh 
Gautam of the Desert Research Institute (currently at California Department of Water 
Resources),and Jianting (Julian) Zhu of the Desert R search Institute (current at 
University of Wyoming) in particular the first study. Chapters of this dissertation can be 
regarded as three independent research papers. Drs. Yu, Gautam, Acharya, and Zhu are 
co-authors of these research papers. However, Mr. Jiang is largely responsible for the 







The first paper (Chapter 2) answers the question “How well do the GCMs/RCMs 
capture the multi-scale temporal variability of precipitation in the southwestern United 
States?” Current GCMs are considered as the most popular tools for climate impact 
studies. GCMs run at a time scale as short as 15 minutes, but it is generally thought that 
predictions for time scale shorter than 1 month are not reliable especially for variables 
such as rainfall. As a result, downscaling emerged during the past few decades which 
aims at bridging the gap of scale issues between climate models and hydrologic models. 
The commonly used downscaling methods can be classified into four groups referred as 
Regression Models; Weather typing schemes; Weather generators; and Limited-area 
Models with the former three regarded as statistical downscaling methods and last one as 
dynamic downscaling method. Dynamical downscaling depends on GCM boundary 
forcing and regional scale forcing, thus it is physically based and able to realistically 
simulate and predict regional climatic variables. However, strong dependency on GCM 
boundary and regional scale forcing such as orography, land-sea contrast and vegetation 
cover makes it limited applicable and introduce considerable uncertainty. Wang et al. 
(2004) found that dynamic downscaling tends to be skillful in regions where regional 
forcings are stronger such as western United States, Europe, and New Zealand but poor in 
regions where regional forcings are weaker. Statistical downscaling on the other hand, are 
more widely used for hydrologic impact studies as it can provide variables not available 
from RCMs, directly incorporates observations and especially shows computationally 
efficient. They have both advantages and disadvantages. Thus, before we rely on the 




downscaled precipitation time series could represent the multi-scale temporal variability 
ranging from short term such as event or daily scale v riations to long-term variability 
including seasonal, annual, inter-annual, and inter-decadal variabilities. Previous 
evaluation of precipitation downscaling methods were conducted by Wilby and Wigley 
(1997) who compared two ANN approaches, two stochastic rainfall simulation models, 
and two methods based on vorticity indices. The weather generator methods showed 
great ability to capture wet-day occurrence and amount but were poor for inter-annual 
variability, the ANNs just performed in the opposite way. Zorita and Von Storch (1999) 
applied a simple analog method in their study for downscaling purpose and found that the 
analog method offered a clear physical interpretation and performed as well as some 
more complex methods. All these downscaling methods c uld provide climatic variables 
at a time step relevant for hydrologic studies with a questionable assumption that the 
variability underlying the extreme events does change. However, changes in variability 
and intensity is more important than average in climate impact studies, especially when 
dealing with extremes, drought and flood frequencies (Katz & Brown, 1992; McGuffie et 
al., 1999). Downscaling procedures must be developed to represent the changes in 
variability. Stochastic rainfall generator techniques could achieve this goal by changing 
the parameters of the model according to the changes i  the mean and intensity of rainfall 
(Barrow et al., 1996; Semenov & Barrow, 1997; Wilks, 1999), however, this procedure is 
limited by the unsatisfying ability of current climate models to simulate the changes in 
mean rainfall, rainfall intensity and number of wet-dry days. The time varying parameters 
should be correlated to some GCM outputs with greate  certainty such air indices 




precipitation and air flow indices need to be examined to improve the downscaling 
methods for variability and extremes. As an extensio  of previous evaluation work on 
downscaling methods, Chapter 2 evaluates the current GCMs and RCMs from the aspect 
of multi-scale temporal variability of precipitation derived from observed station data. 
The second study (Chapter 3) addresses the problem on how Pacific and Atlantic 
Oceans influence the spatiotemporal variability of heavy precipitation in the western 
United States. Changes in the frequency or intensity of extreme precipitation events 
would have profound impacts on both human society and the natural environment. 
Research into possible changes of precipitation extremes in a changing climate in the 
United States involve: (1) the effects of large-scale climate fluctuations on extreme 
precipitation (Cayan et al., 1999; Gershunov, 1998; Gershunov & Barnett, 1998; Kunkel 
et al., 2003; Meehl et al., 2007), and (2) trends in precipitation extremes under 
human-induced climate change (Easterling et al., 2000; Groisman et al., 2005; Groisman 
et al., 2001; Karl & Knight, 1998; Karl et al., 1995; Kunkel et al., 1999). It is expected an 
intensification of precipitation extremes will happen as global warming induces a large 
increase in atmospheric water vapor content which makes a more accelerated hydrologic 
cycle (Allen & Ingram, 2002; Houghton, 2001; Meehl t al., 2000; Semenov & 
Bengtsson, 2002). Thus, human-induced global warming introduced an increasing trend 
in the extremes of precipitation over the United States during the past few decades 
(Meehl et al., 2000b; Min et al., 2011b; Zhang et al., 2007). Meanwhile, Kunkel et al. 
(2003) suggested that the natural variability makes a non-negligible contribution to the 
recent high extreme precipitation values. It is found that the changing extreme 




than double heavy precipitation events during El Nino years compared to La Nino years 
(Cayan et al., 1999), and anomalously intense preciitation in the Southwest United 
States expanded eastward (Meehl et al., 2007) . These studies indicate that both the 
human-induced climate change and natural variability are important contributors to the 
intensification of precipitation extremes. As a confirmation and extension of their 
research, Chapter 3 emphasizes on testing the hypothesis that no single index such as 
ENSO, PDO, AMO or North Atlantic Oscillation (NAO) derived from the Pacific and 
Atlantic Oceans can explain the multi-scale temporal variability and spatial distribution 
of heavy precipitation in the western United States. In tead, it may be possible to utilize a 
characterization of their integrated effect or some other unidentified factors which 
reflects the combined physical oceanic-atmospheric pro esses that occur. 
The third study tries to investigate how human-induced global warming will impact 
on the seasonal storm properties in the United States. Precipitation characteristic are 
assumed to be stationary by many studies (Cordery et al., 2004). The stationary 
assumption in precipitation means: precipitation fluctuate within an unchanging envelop 
of variability (Milly et al., 2008). It implies that we can estimate a time-invariant 
probability density function (PDF) from observed records and then use it for assessing 
risks to engineering problems such water supplies, dam constructions, and floodplains. 
However, the apparent hydro-climatic changes both in magnitude and ubiquity reveal that 
the stationary assumption is a risk, and should not serve as the default assumption in 
water-resources risk assessment and planning in the future.  
The non-stationary characteristics of precipitation is mainly caused by the substantial 




land-atmosphere interaction processes (Avissar & Liu, 1996), and in some regions, by 
large scale ocean oscillations (Cordery et al., 2004). Human-induced climate change is 
altering the means and extremes of precipitation (Min et al., 2011a; Mitchell et al., 2006), 
and precipitation storm properties like storm duration, inter-storm period, and storm 
intensity (Chan, 2006; Webster et al., 2006; Webster et al., 2005). To further study how 
human-induced global warming impact the nonstationary characteristics of precipitation 
events, Chapter 4 focuses on the changes of seasonal st rm properties presented in 10 







HOW WELL DO THE GCMS/RCMS CAPTURE THE MULTI-SCALE TEMPORAL 




Multi-scale temporal variability of precipitation has an established relationship with 
floods and droughts. In this paper, we present the diagnostics on the ability of 16 General 
Circulation Models (GCMs) from Bias Corrected and Downscaled (BCSD) World 
Climate Research Program’s (WCRP’s) Coupled Model Int r-comparison Project Phase 
3 (CMIP3) projections and 10 Regional Climate Models (RCMs) that participated in the 
North American Regional Climate Change Assessment Program (NARCCAP) to 
represent multi-scale temporal variability determined from the observed station data. 
Four regions (Los Angeles, Las Vegas, Tucson, and Cimarron) in the Southwest United 
States are selected as they represent four different p cipitation regions classified by 
clustering method. We investigate how storm properties and seasonal, inter-annual, and 
decadal precipitation variabilities differed between GCMs/RCMs and observed records in 
these regions. We find that current GCMs/RCMs tend to simulate longer storm duration 
and lower storm intensity compared to those from observed records. Most GCMs/RCMs 
fail to produce the high-intensity summer storms caused by local convective heat 
transport associated with the summer monsoon. Both inter-annual and decadal bands are 
present in the GCM/RCM-simulated precipitation time series; however, these do not line 




Oscillation (ENSO) and Pacific Decadal Oscillation (PDO). Our results show that the 
studied GCMs/RCMs can capture long-term monthly mean as the examined data is 
bias-corrected and downscaled, but fail to simulate the multi-scale precipitation 
variability including flood generating extreme events, which suggests their inadequacy 
for studies on floods and droughts that are strongly associated with the multi-scale 
temporal precipitation variability. 
This chapter is an independent research paper published in Journal of Hydrology. Mr. 
Jiang is the first author and carried out data colle tion, processing, analysis, and wrote the 
paper. Dr. Mahesh Gautam, Dr. Jianting (Julian) Zhu, and Dr. Zhongbo Yu are 





General Circulation Models provide important avenues to climate change impact 
assessment and adaptation planning with focuses in the long-term water availability and 
flow extremes (Prudhomme et al., 2002).  A correct assessment, however, requires their 
ability to capture the climatic variability at appro iate scales. For instance, water 
availability assessment would require a monthly or annual time scale analysis, whereas 
flood analysis would require hourly analysis. Moreov r, a few studies have also shown the 
correlation between inter-annual and decadal climatic v riabilities and hydrologic extremes 
such as floods (Assani et al., 2010; Leonard et al., 2008; Micevski et al., 2006) and 




Piechota, 2009) and have even applied such relationship for future predictions (Barros & 
Bowden, 2008; Prudhomme et al., 2010; Schongart & Junk, 2007) or frequency analysis 
(Griffiths et al., 2009; Özger et al., 2009).  
Temporal variability in climate has been related to flo d frequency for short time 
scales in the western United States (Hirschboeck, 1985; 1987a; 1987b; 1988). 
Correspondence between extreme events and long term climate oscillations such as ENSO, 
and PDO was also investigated in the southwest United S ates (Cayan et al., 1999; Karl & 
Riebsame, 1989; Rajagopalan & Lall, 1998; Ryu et al., 2010; Stockton, 1990; Thomson et 
al., 2005; Webb & Betancourt, 1992; Webb et al., 2004). Redmond et al. (2002) examined 
climate variability and flood frequency at decadal and millennial time scales and suggested 
that extreme hydrologic events strongly line up with fluctuations in climate on different 
time scales. Samuel and Sivapalan (2008b) showed that multi-scale rainfall variability – 
ranging from short-term, such as within-storm patterns and seasonal variability, to 
long-term, such as inter-annual and decadal oscillations – had significant effects on flood 
frequency in three catchments in Australia. Multi-scale temporal variability caused by long 
term natural climate oscillations (e.g. ENSO, PDO, Atlantic Multi-decadal Oscillation 
[AMO]) are often considered to have a major role in the hydro-climatic fluctuations. 
Recently, human-induced warming is also considered to have abetted such fluctuations in 
the hydro-climatic data by many researchers (Barnett et al., 2008; Canon et al., 2007; Min 
et al., 2011; Rajagopalan & Lall, 1998). As we confr t many uncertainties in a fast 
changing environment, there have been calls for its consideration in any hydrologic design 
(Kiem & Verdon-Kidd, 2011; Koutsoyiannis, 2011; Milly et al., 2008; Sivapalan & 




(FFA), either performed  irectly on recorded streamflow series through at-site or regional 
approaches, or indirectly on derived streamflow serie  simulated by calibrated watershed 
models (Rao & Hamed, 2000). Derived flood frequency analysis (Blöschl et al., 2007; 
Kirby & Moss, 1987; Klemes, 1987; Singh & Strupczewski, 2002) is particularly important 
when flood frequency analysis is to be conducted under changes in land use, land cover, 
and/or climate change. Flood frequency analysis requi s sound understanding of temporal 
variability in flood drivers (climate and precipitation in particular), which vary across 
multiple time scales (Redmond et al., 2002b). Consequently, it is imperative that a derived 
flood frequency analysis be accompanied by an analysis of multi-scale precipitation 
variability. 
Climate-change impact studies on flood regimes have been relatively rare until 
recently when downscaling techniques (e.g. statistical and dynamic methods) emerged, 
making GCM outputs available on appropriate scales for hydrologic modeling. Coulibaly 
and Dibike (2004) applied three different downscaling methods of GCM outputs and found 
that floods would become more frequent in the future in a Canadian catchment. 
Prudhomme, et al. (2002) analyzed the Hadley Center second generation GCM, HadCM2, 
precipitation output for flood frequency analysis and found  its failure to capture the daily 
rainfall regime and questioned its use in the flood frequency analysis. While GCM/RCM 
simulations correspond to long-term averages of climate variables such as temperature 
(Barnett et al., 2005), it is still unknown whether cu rent GCM/RCM simulations 
accurately represent multi-scale temporal variabilities for climate variable such as 
precipitation, which is critically important for hydrologic design. The ability of 




frequency analysis using GCM/RCM outputs. Several researchers have investigated 
inter-annual and decadal modes in current GCMs (AchutaRao & Sperber, 2002; 2006; 
Dominguez et al., 2010; Kuball, 2007; Lin, 2007).  Lin (2007) examined the ability of 
Coupled General Circulation Models (CGCMs) from the 4th Assessment Report to the 
Intergovernmental Panel on Climate Change (IPCC AR4) to simulate ENSO’s 
inter-decadal variability and found that the 21 models can be categorized into three groups 
in terms of their skill in simulating ENSO’s inter-decadal variability. Of the 21 models, 
eight showed significant inter-decadal variability of ENSO in both amplitude and period.   
Several comparative studies have been performed to analyze the ability of different 
downscaling techniques to capture events at short time scales, such as floods or droughts 
(Harpham & Wilby, 2005; Wilby et al., 1998). Also, recent studies have examined the 
ability of RCMs in NARCCAP for representing urban precipitation extremes (Mishra et al., 
2012) and evaluated the trend of winter precipitation extremes for the western United 
States using these RCM outputs (Dominguez et al., 2012). However, there have been 
relatively few studies that investigated the ability of downscaled GCMs and RCMs to 
represent other phenomena at short time scales, such a  storm duration, inter-storm period, 
storm intensity, and storm pattern, especially in intermountain regions like the 
Southwestern United States. The aim of this study is to analyze the ability of GCM/RCM 
simulations to represent observed temporal precipitation variability over both short- and 
long-timescales. Our analyses will help answer the question of whether current 
GCMs/RCMs are useful for non-stationary flood frequncy analysis. Additionally, our 






2.2 Study Area and Data Source 
 
2.2.1 Study Sites 
 
Based on the cluster analysis (discussed in next section) and boundaries of United 
States Climate Divisions (National Oceanic and Atmospheric Administration Nation 
Climatic Data Center [NOAA NCDC], 
http://www.ncdc.noaa.gov/temp-and-precip/us-climate-divisions.php), we defined four 
precipitation regions in the Southwestern United States, each of which exhibits different 
average annual precipitation amount, average intensity, and seasonal variability. The four 
sub-regions are (1) the Los Angeles Basin in the south California region (Los Angeles), (2) 
the Las Vegas Wash in the south Nevada region (Las Vegas), (3) the Upper Santa Cruz 
watershed in Arizona (Tucson), and (4) the Cimarron Watershed in New Mexico 
(Cimarron) (Figure 2.1). For the sake of brevity, we ill refer to each region by the nearest 





Figure 2.1Map of study area with precipitation regions and precipitation categories from 
cluster analysis. 
 
The four regions are climatologically diverse. Los Angeles has a 
subtropical-Mediterranean climate with most precipitation accumulated in the winter 
season. Las Vegas is located in an arid region with subtropical desert climate: winter 
precipitation mainly comes from Pacific storms passing over the Sierra Nevada and the 
Spring Mountains, while summer thunderstorms are related to the summer monsoon 
(French, 1983; Hereford et al., 2002; Pandey et al., 1999). Tucson is characterized by a 




monsoon season provides nearly 50% of annual precipitation. The Cimarron region has a 
semi-arid steppe climate: most precipitation in the winter falls as snow. 
 
2.2.2 Data Sources 
 
We used multiple data sets from different sources based on the scope and scale of 
analysis of this study. We classified the four regions based on daily precipitation data from 
80 stations. Both daily and hourly precipitation data were obtained from NOAA NCDC 
(http://www.ncdc.noaa.gov/oa/climate/climatedata.html#surface). For the hourly data, we 
chose one station within each region with sufficiently long period of record and high 
quality data. Data were available between 1949 and 2010, and had less than 1% missing 
values for all selected stations. We filled in missing data using grid data from Climate 
Prediction Center (CPC) Hourly United States Precipitat on data 
(http://www.esrl.noaa.gov/psd/data/gridded/data.cpc_hour.html). For Los Angeles and 
Cimarron, there were accumulation periods in the records, for which we reconstructed the 
precipitation time series using the random cascade model presented in Robinson and 
Sivapalan (1997) and Samuel and Sivapalan (2008).  
We used bias-corrected and downscaled World Climate Research Program (WCRP) 
Coupled Model Inter-comparison Project Phase 3 (CMIP3) projections (Maurer et al., 
2007) from 16 GCMs to assess GCMs’ ability to capture long-term (low-frequency) 
precipitation variability. The monthly precipitation series from this dataset has a spatial 
resolution of 1/8 degree. We used 10 RCMs from the North American Regional Climate 




capture short-term (high-frequency) precipitation variability. The RCMs are nested within 
the Atmosphere-Ocean General Circulation Models (AOGCMs) for the current period 
(1971-2000) and for the future period (2041-2070).All the RCMs are run at a spatial 
resolution of 50 km and a temporal resolution of 3 h.   
We used monthly values of Southern Oscillation Index (SOI) and PDO as benchmarks 
for assessing long-term (inter-annual and decadal) variabilities in precipitation data (both 
GCM and observed).  We obtained these values from the University of East Anglia’s 
Climate Research Unit and the University of Washingto ’s Joint Institute for the Study of 




In this section, classification of precipitation region was conducted before analyzing 
the multi-scale temporal variability of precipitation. With the precipitation region 
classification, we assumed that the precipitation pattern is similar in a certain precipitation 
region, and the chosen observed records from one station could represent the precipitation 
pattern in its corresponding region. For the comparison of modeled time series 
(GCM/RCM outputs) with the station data (observed rco ds), we extracted GCM/RCM 







2.3.1 Precipitation Region Classification 
 
Several classification approaches for finding homogenous regions in terms of 
precipitation are available in literature. Considering the scope and nature of our study, we 
applied a simple Hierarchical Clustering Method (Johnson, 1967) to daily precipitation 
from 80 meteorological stations in the Southwestern United States during the period 
1949-2009. In applying the clustering method, we chose average seasonal precipitation 
amount, maximum 5-day precipitation, and annual average intensity as clustering factors. 
This process led to classification of the 80 stations into six groups (Figure 2.1). We 
combined Group 1 and Group 5 to create the Los Angeles r gion, and Group 3 and Group 4 
to create the Cimarron region.  In both cases, the average annual precipitation amount and 
intensity differed between the combined groups (likely caused by elevation effect); 
however, seasonal precipitation distribution was similar, indicating influence of the same 
climate system. The global Koppen classification (Kottek et al., 2006) also supports this 
reasoning.  
 
2.3.2 Analysis of Multi-scale Precipitation Variability 
 
For analysis of short-term precipitation variability, we first created hourly precipitation 
time series from RCM-simulated 3-h precipitation using a uniform random distribution; we 
identified single storm using a criterion of a specifi d minimum dry period for choosing 
independent events (Menabde & Sivapalan, 2000; Restrepo-Posada & Eagleson, 1982; 




storm properties (storm duration, inter-storm period and average storm intensity) of both 
hourly precipitation observations and simulated preci itation series from 10 RCMs in each 
region for the period 1971 to 2000.  
For analysis of long-term precipitation variability, we compared monthly mean 
precipitation of observed precipitation and 16 GCM outputs from 1950 to 1999. We based 
our comparison on calculated statistics: the Pearson Moment Correlation coefficient (r), 
standard deviation ( ), and the centered-pattern root-mean-square (RMS) with RMS error 
calculated after removing the differences in the means of two fields. We then plotted these 
statistics in a Taylor diagram (Taylor, 2001) to summarize the relative skill of the 16 
GCMs in simulating monthly mean precipitation.  
To explore inter-annual and decadal precipitation variability, we computed correlations 
between June-November SOI and October-March precipitation (both observed and 
GCM-simulated precipitation time series). Earlier studies (Redmond & Koch, 1991; Wise, 
2010) have shown that June-November average precipitation is important for investigating 
the correlation between precipitation and ENSO in th s region. For PDO analysis, we 
computed average annual precipitation during each PDO phase rather than calculating 
correlation coefficients between individual yearly or seasonal values. The period of 
analysis included two PDO phases (1944 to 1976: PDO-, and1977 to 1998: PDO+). 
Additionally, we applied the wavelet transform (APPENDIX A) to observed records and 
GCM-simulated precipitation reanalysis to examine dominant frequency modes and the 






2.4 Results and Discussions 
 
2.4.1 NARCCAP RCM’s Ability to Represent Storm Properties 
 
Individual NARCCAP RCMs simulate a large range of aver ge monthly storm 
duration, inter-storm period, and storm intensity (Figure 2.2). However, ensemble means of 
storm properties across 10 NARCCAP RCMs show longer storm duration, shorter 
inter-storm period, and lower storm intensity than those from observed precipitation 
records in all four regions (Figure 2.4). Some exceptions exist for inter-storm period, where 
July and August RCM-simulated inter-storm periods are longer that observed in Las Vegas 
and Tucson (Figure 2.3). For average monthly storm intensity, RCM-simulated 
precipitation poorly represents the observed in both amplitude and pattern of variability in 
Las Vegas, Tucson, and Cimarron (Figure 2.4). Observed storm intensity displays a sharp 
increasing trend during summer (April-October), while RCM simulations show very little 
variation over the year. Differences between simulated nd observed inter-storm period and 
storm intensity may be due to NARCCAP RCMs’ inability to simulate local convective 
heat transport effects associated with the North American monsoon (NAM). The NAM 
significantly affects precipitation in the Southwestern United States (Adams & Comrie, 
1997; Douglas et al., 1993; Higgins et al., 1997), a pattern that our results show is not 







Figure 2.2 Box plots of storm duration (hour), inter-storm period (hour), and intensity 
anomaly (mm/s) between 10 RCMs and observed records. Each boxplot 
represents the variability in storm duration, inter-storm period, and intensity 






Figure 2.3 Monthly mean storm duration and inter-sto m period from observed records and 
average simulated precipitation of 10 RCMs. (a) Los Angeles, (b) Las Vegas, 
(c) Tucson, (d) Cimarron. Top bars are inter-storm period, and bottom bars are 









Figure 2.4 Average monthly storm intensity from observed records and average simulated 
precipitation of 10 RCMs. (a) Los Angeles, (b) Las Vegas, (c) Tucson, (d) 
Cimarron. Solid lines are for observed records, and dashed lines are for RCMs. 
 
2.4.2 WCRP CMIP3 GCMs’ Ability to Represent the Long-term Variations 
 
Figure 2.5 shows the correlation coefficient, the centered RMS, and standard 
deviations from them between monthly precipitation me series from observed records and 
each GCM. Correlation coefficients in Cimarron (0.35-0.52) are higher than those in Los 
Angeles (0.2-0.4), Las Vegas (0-0.15), and Tucson (0.25-0.45). As the monthly time series 
are not deseasonalized, low correlation coefficients in Las Vegas, indicate GCMs’ low skill 
in simulating seasonal precipitation patterns i  the Southwestern United States. Transition 
characteristics of different climate regimes in both the seasonal and inter-annual time scales 
may explain the poor performance of GCMs (Wang et al., 2009). In Los Angeles, Tucson, 




records and each GCM are significant at 0.01 level, which indicate that GCMs generally 
reproduce the seasonality in there three regions. Long-term monthly means simulated by 
the GCMs fit observations very well (Figure 2.6), which contradicts the earlier studies by 
Anagnostopoulos et al., (2010), Koutsoyiannis et al., (2008) and Koutsoyiannis et al., 
(2011). The reason for this contradiction is that we used the bias-corrected and downscaled 
data which is based on an observationally based grid ed dataset (Maurer et al., 2002) of 
20th century surface climate conditions. The bias-correction results in an adjusted GCM 
dataset that is statistically consistent with observed data during the bias-correction overlap 
period (Wood et al., 2004; 2002). The standard deviations are very similar, which indicates 






Figure 2.5 Taylor diagram showing monthly mean preci itation comparisons for the 













Table 2.1 Correlation coefficient between precipitation data and SOI. Asterisks (*) 
indicate correlations that are statistically significant at the 0.05 or high level 
 
models correlation coefficient 
station  Los Angeles Las Vegas Tucson Cimarron 
observed data -51.756% * -49.977% * -55.294% * -8.827% 
ncar_ccsm3_0 2.642% 5.051% -6.500% -27.247% * 
bccr_bcm2_0 30.181% * 26.277% * 22.353% -21.196% 
cccma_cgcm3_1 -0.224% 7.038% -3.357% 4.963% 
cnrm_cm3 -11.266% -12.957% -9.014% -14.547% 
csiro_mk3_0 6.522% 0.021% 7.265% 13.973% 
gfdl_cm2_0 16.541% 11.665% 9.802% -6.150% 
gfdl_cm2_1 9.228% 5.111% 8.848% 4.867% 
giss_model_e_r -2.028% -4.163% -5.557% 19.948% 
inmcm3_0 19.440% 5.864% 1.448% -2.645% 
ipsl_cm4 -15.322% -18.549% 9.567% 0.878% 
miroc3_2_medres 11.661% 13.043% 5.160% 17.058% 
miub_echo_g -2.837% -5.431% -15.483% -17.362% 
mpi_echam5 3.228% 8.812% -7.518% -21.099% 
mri_cgcm2_3_2a 10.292% 7.611% -3.536% 0.734% 
ncar_pcm1 -11.729% -14.448% -10.439% -20.745% 
ukmo_hadcm3 4.721% -0.242% -3.328% -10.017% 
 
Observed October-March precipitation records exhibit strong negative correlation with 
June-November SOI in Los Angeles, Las Vegas, and Tucson (Table 2.1). In Cimarron, 
correlation is weak, likely because Cimarron is close to a precipitation dipole transition 




low correlation coefficients in Table 2.1 indicate that most GCMs fail to reflect 
low-frequency variability in their precipitation scenarios: exceptions are bccr_bcm2_0, 
cnrm_cm3, and ncar_pcm1, which are relatively better than the others; however, 




Figure 2. 7 Annual precipitation difference between PDO warm phase (1977 to 1998) and 
PDO cold phase (1950 to 1976). 
 
PDO is closely associated with decadal-length periods of above average (warm phase) 
and below average (cold phase) precipitation in the Southwestern United States. This 
pattern leads to obvious PDO bands in observed precipitation time series, consistent with 




Hidalgo (2004). GCMs show different abilities to simulate PDO-related variability (Figure 
2.7). Only one GCM (cccma_cgcm3_1) simulated variability similar to observed. GCMs 
csrio_mk3_0, ipsl_cm4, and ncar_pcm1 simulate above-n rmal precipitation during PDO 
warm phase in Los Angeles and Las Vegas, but not in other regions. Other GCMs either 
simulate little difference in precipitation between the two PDO phases, or show a trend 
opposite the observed. 
Figure 2.8 shows local and global wavelet spectra for observed monthly precipitation 
time series and GCM-simulated time series in the four regions. Los Angeles and Cimarron 
show a very strong annual band, which is present but weaker in Tucson and almost 
disappears in Las Vegas (Figure 2.8). The difference i  annual band strength is due to the 
winter-summer precipitation mode specific to each region (Figure 2.6). The 2-8 year band 
is relatively obscure compared to the annual band, but still can be seen from observed 
records in all four egions (Figure 2.8). The 2-8 year band is weaker in Cimarron than in 
the other three regions, which is consistent with the very low correlation coefficient 
between October-March precipitation and June-November SOI (Table 2.1). The 
GCM-simulated precipitation series also exhibit 2-8year bands, but timing and variability 
in the GCM series 2-8 year bands do not match those from observed records. For example, 
there is a 4-year band from1990 to 1998 in the observed records in Las Vegas, but the 
similar band shifts to 1975 to 1982 in cccma_cgcm3_1. Observed records also show a 
15-year band, which may be caused by PDO modulation on ENSO signals, but the 15-year 
band is not apparent in GCM-simulated precipitation. The available period f r both 
observed records and GCM simulations (1950-2004) is too short to conduct wavelet 






Figure 2.8 Local wavelet spectra for monthly observed precipitation, monthly simulated 
precipitation from GCMs ncar_pcm1 and cccma_cgcm3_1 in four regions. 
 
The disability of current GCMs to represent the variability observed in station data at 




initialized with real initial conditions. Thus, rather than reproduce the average climate at 
a certain year or climate fluctuations at right period, the GCMs should reproduce the 
climatological averages and other statistics for the observed data, the statistic of El 
Nino/La Nina, and the statistics of internal decadal and multi decadal climate 
fluctuations. Comparisons of temporal correlation between GCMs and observed records 
at yearly time scale are of no use (Huard, 2011). To avoid such influences, we also 
conducted our analysis based on RCM simulations forced by the output from the National 
Center for Environmental Prediction/Department of Energy (NCEP/DOE) reanalysis 
(Kanamitsu et al., 2002) for 1980-2001 period (RCM-reanalysis henceforth). The 
RCM-reanalysis could reproduce the seasonal precipitation patterns (Figure 2.9) and 
reflect the low-frequency variability in their precipitation scenarios (Table 2.2) much better 
than RCMs driven by GCMs. However, this relies heavily on downscaling skill to retain 
the temporal characteristics in the NCEP/DOE reanalysis data. 
The GCMs outputs examined in this study are bias-corre ted and downscaled. 
Researchers in hydrological, agricultural, and other applied sciences generally use such 
bias-corrected and downscaled data directly for thei study. For climate models to be 
considered trustworthy for solving practical hydrologic and agricultural problems, their 
output should compare reasonably well to observations at different temporal scales 
(Kundzewicz & Stakhiv, 2010). So, rather than look into how the free-running of GCMs 
influence on the multi-scale variability of their products, our study focuses on the 
evaluation of WCRP CMIP3 precipitation datasets to ee whether current bias-corrected 
and downscaled WCRP CMIP3 precipitation is suitable for hydrologic problems such as 




Table 2.2 Correlation coefficient between precipitation data from RCM-reanalysis and 
SOI.  
 
models correlation coefficient  
station  Los Angeles Las Vegas Tucson Cimarron 
observed data -51.76% -49.98% -55.29% -8.83% 
CRCM -72.22% -75.04% -37.71% -15.74% 
ECP2 -74.18% -64.54% -48.70% -10.17% 
ECPC -65.57% -64.74% -37.55% -6.10% 
HRM3 -48.27% -52.65% -50.88% -43.04% 
MM5I -64.10% -46.14% -38.06% -30.24% 
RCM3 -72.10% -69.11% -62.26% -7.29% 
WRFG -68.89% -61.38% -40.11% -41.97% 
WRFP -72.26% -59.18% -40.97% -24.25% 
 
Besides, we also conducted our analysis base on long term temporal scale (more than 
1 year). The free-running effects may cause inter-annu l and decadal signals not line up to 
the patterns of large-scale ocean oscillations suchas ENSO and PDO, but we think it 
should not have an influence on the appearance or absence of the inter-annual and decadal 
bands. Thus, we think it is necessary to assess the GCMs simulations critically before 





Figure 2.9 Taylor diagram showing monthly mean preci itation comparisons for the 











In this study, we examined the ability of 10 NARCCAP RCMs and 16 WCRP CMIP3 
GCMs to simulate multi-scale precipitation variability in the Southwestern United States. 
We based our analyses on different temporal scales r nging from short-term to long-term 
(seasonal, inter-annual and decadal variations), as well as storm properties. Our analyses 
highlighted differences in multi-scale precipitation variability between observed 
precipitation and current GCM/RCM-simulated precipitation at four locations in the 
Southwestern United States, which confirm and extend findings from previous studies 
(Anagnostopoulos et al., 2010; Fildes & Kourentzes, 2011; Koutsoyiannis et al., 2008).  
Despite consistencies with observed precipitation in the seasonal trend of storm 
duration and inter-storm period, RCMs tend to simulate onger duration, shorter inter-storm 
period, and lower storm intensity than observed. Moreover, RCMs fail to simulate high 
average storm intensity during the summer period as seen in observed precipitation records. 
High-intensity, short-duration precipitation could cause flash floods in this region 
(Sheppard et al., 2002); therefore, RCMs’ inability to simulate actual storm properties may 
lead to incorrect projections of future flood risk n this region. 
Long-term natural climate variability associated with ENSO and PDO also affects 
precipitation variability and flood risk (Hamlet & Lettenmaier, 2007). In this study, we 
examined the ability of WCRP CMIP3 GCM-simulated precipitation to represent 
long-term temporal variability. We found that these bias-corrected and downscaled GCMs 
perform well in terms of representing observed long-term monthly averages; however, they 




correlations between observed October-March precipitation and June-November SOI in 
Los Angeles, Las Vegas, and Tucson demonstrate the influ nce of ENSO on precipitation 
variability; however, only a few GCMs simulated such low-frequency variability. Observed 
precipitation tends to be above average during PDO warm phase, while precipitation during 
PDO cold phase is below average. Most of the considered GCMs failed to reproduce 
similar variability. Our wavelet analysis revealed that even the successful GCMs on 
reproducing the low-frequency variability associated with ENSO and PDO, showed 
inconsistency in the occurrence or timing of 2-8 year bands. In summary, GCM-simulated 
precipitation from WCRP CMIP3 projections failed to represent long-term precipitation 
variation, in general. 
The Southwestern United States is characterized by high climatic variability due to its 
complex topography and its position between mid-latitude and subtropical atmospheric 
circulation regimes (Sheppard et al., 2002). Precipitat on in this region fluctuates on time 
scales ranging from seasons to decades. Multi-scale temporal precipitation variability can 
profoundly affect many hydrologic problems, such as estimation of flood and drought 
frequencies. Flood frequency is a complex function of climatic variations over a range of 
timescales that exist in precipitation time series (Franks & Kuczera, 2002; Kiem et al., 
2003; Sankarasubramanian & Lall, 2003; Webb & Betancourt, 1992). Because of this 
complexity, when using future precipitation scenarios in flood frequency analysis, it is 
critically important to know whether multi-scale temporal variabilities exist in the 
precipitation time series. GCM/RCM outputs simulate high temporal and spatial resolution 
precipitation time series useful for studying climate change impacts on regional hydrologic 




GCMs/RCMs do not adequately capture multi-scale temporal variability of precipitation. 
Using GCM/RCM output to conduct future flood projections is not creditable. Attempts are 
underway as an extension of this work for developing a non-stationary precipitation 






PACIFIC AND ATLANTIC OCEAN INFLUENCE ON THE SPATIOTEMPORAL 




In this study, we test our hypothesis that no single index such as El Niño-Southern 
Oscillation (ENSO), Pacific Decadal Oscillation (PDO), Atlantic Multi-decadal 
Oscillation (AMO) or North Atlantic Oscillation (NAO) derived from the Pacific and 
Atlantic Oceans can explain the multi-scale temporal variability and spatial distribution 
of heavy precipitation in the western United States. In tead, it may be possible to utilize a 
characterization of their integrated effect or some other unidentified factors which 
reflects the combined physical oceanic-atmospheric pro esses that occur. For this 
purpose, Empirical orthogonal function (EOF) analysis i  performed on summer 
(April-September) and winter (October-March) heavy precipitation expressed as total 
precipitation when daily precipitation is larger than 95th percentile (R95) to indentify the 
leading modes of variability during the period 1948-2009. The correlation between the 
principle components (PCs) of each EOF mode with Sea Surface Temperature (SST) 
anomalies is evaluated. The analysis has shown that the leading modes of R95 variability 
and the connections between local R95 and SST over Western United States are 
seasonally dependent. The first EOF mode of summer R95 is associated with AMO. The 
first two EOF modes of winter R95 are related to an integrated effects of ENSO, PDO, 




this region. Additionally, the coupled effects of these three oceanic-atmospheric 
oscillations on winter R95 are evaluated by investigating the ENSO-R95 responses 
modulated by a combination of different PDO and NAO phases. Based on our analyses 
and predicted future states of these oceanic-atmospheric oscillations, we suggest possible 
heavy precipitation scenarios for upcoming decades which may be useful to forecasters 
and water managers. 
This chapter is an independent research paper published in Global and Planetary 
Change. Mr. Jiang is the first author and carried out data collection, processing, analysis, 
and wrote the paper. Dr. Mahesh Gautam and Dr. Zhongb  Yu are co-authors and 




The western United States is undergoing rapidly changing social dynamics, pressure 
from an expanding population and a greater risk of water shortage and flooding (Hamlet 
& Lettenmaier, 2007; Mote et al., 2005; Piechota et l., 2004). As a result, the system 
becomes more vulnerable to the climatic extremes. A long-term view into the 
spatiotemporal pattern of precipitation extremes is expected to help plan for flood 
disasters (Yang et al., 2010). Several large-scale oceanic and atmospheric oscillations are 
thought to affect the delivery of moisture to the United States, thus influencing the 
spatiotemporal distribution of precipitation extrems. The predictability of future 
precipitation extreme scenarios is therefore possible if we can thoroughly understand the 




ocean oscillations, and will help us prepare for the future possible extreme precipitation 
scenarios in the west United States, which can be useful to water resources engineers and 
managers.  
Recent research regarding the influences of quasi-periodic variations in sea surface 
variables has shown growing promise for long-range probabilistic forecasts of 
precipitation extremes. Several oceanic-atmospheric ind es are used to explain the 
variability of precipitation extremes in the United States. The best known of these is 
ENSO with two basic phases (warm phase: El Niño; cold phase: La Niña) of the tropical 
eastern Pacific Ocean. ENSO helps to explain the occurrence of heavy winter 
precipitations at inter-annual temporal scales in the western United States (Cayan et al., 
1999; Meehl et al., 2007). The extreme precipitation is sensitive to the ENSO phase: 
Most of the southwest United States experiences more than double heavy precipitation 
events during El Niño years compared to La Niña years (Cayan et al., 1999). 
The PDO is another well-known oceanic index, which may help to depict the decadal 
variability of precipitation extremes. It is distinguished by warm and cold phases at 
decadal-scale periods of the North Pacific Ocean north of 20 |N (Mantua et al., 1997). 
Correspondence between extreme events and PDO was investigated by Hidalgo (2004) 
suggesting that PDO phase is correlated with above- and below-average precipitation in the 
Colorado River Basin. Other available studies focus on the modulation of PDO cycle on the 
ENSO-precipitation signal (Arriaga-Ramírez & Cavazos, 2010; Brown & Comrie, 2004; 
Cai & van Rensch, 2012; Gutzler et al., 2002; Kurtzman & Scanlon, 2007; McCabe & 




Besides the two well-known indices, the recently developed index of the AMO is 
also found to be associated with the multi-decadal variability of boreal summer 
precipitation and extreme events (Curtis, 2008; Enfield et al., 2001; Mo et al., 2009; 
Sutton & Hodson, 2005; Wang et al., 2006). This long-term fluctuation of SST in the 
North Atlantic Ocean exhibits a multi-decadal shift between warm and cool periods with 
each lasting about 30 years (Enfield et al., 2001; Kerr, 2000). The warm phase (AMO+) 
is accompanied by a reduced rainfall over most of the United States (Enfield et al., 2001) 
including northwest United States and Great Plains (Wang et al., 2006) and an increase in 
precipitation intensity in Southwest and Coastal Southeast United States (Curtis, 2008). 
The cool phase, on the contrary, has an opposite relationship with precipitation and 
extremes in these regions (Feng et al., 2011; Oglesby t al., 2012). Another long term 
oscillation associated with North Atlantic Ocean is NAO which is an atmospheric 
oscillation with two action centers located near Iceland and subtropical Atlantic. This 
pattern is identified in northern Europe, and the east rn United States. It is found to affect 
extreme precipitation regionally, such as on the eastern seaboard of the United States 
(Zhang et al., 2010). However, regions far away from the northern Atlantic Ocean also 
experience significant NAO-related impact (Visbeck t al., 2001).  
Most current studies focus on the relationship betwe n total precipitation and the 
large-scale oceanic-atmospheric oscillations. Changes in the total precipitation are 
responsible for disproportionate changes in precipitation extremes, but they don’t always 
go in the same trend (Easterling et al., 2000). As a result, independent studies into the 
spatiotemporal variability of precipitation extremes shaped by the large-scale ocean 




spatiotemporal variability of precipitation extremes caused by multi-scale temporal 
fluctuations of SST in both Pacific Ocean and North A lantic Ocean such as PDO and 
AMO. 
Available studies mostly investigate the impacts of large-scale oceanic-atmospheric 
oscillations especially the impacts of ENSO on precipitation extremes (Cayan et al., 
1999; Meehl et al., 2007). However, it is highly possible that spatiotemporal variations in 
the occurrence of precipitation extremes in the western United States involve complex 
interactions between the Atlantic and Pacific Oceans (represented by ENSO, PDO, AMO, 
and NAO in this paper). We hypothesize that no single feature from them can explain all 
the spatiotemporal variations: it is the integrated effect of them or some other 
unidentified factors that control the multi-scale temporal variability and spatial 
distributions of precipitation extremes in this region.  
In this paper, we strive to offer a comprehensive analysis of impacts from Pacific and 
North Atlantic Ocean on the spatiotemporal variabilty of precipitation extremes in 
western United States. We seek here to, (1) determin  how much variance of seasonal 
(Summer period: April-September ;Winter period: October-March) precipitation 
extremes these ocean oscillations including ENSO, PDO, AMO, and NAO explain; (2) 
understand the integrated impacts from Pacific and North Atlantic Ocean on multi-scale 
temporal variability and spatial distributions of sea onal precipitation extremes; and (3) 
explore possible extreme precipitation scenarios for the upcoming decade based on the 
projected conditions of the three oceanic indices (Lapp et al., 2012; Latif & Barnett, 





3.2 Data and Methods 
 
3.2.1 Data Source 
 
Analyses for this study are based on NOAA Climate Prediction Center (CPC) Daily 
United States Unified Precipitation data (available from the NOAA/OAR/ESRL PSD, 
Boulder, Colorado, USA, from their Web site at http://www.esrl.noaa.gov/psd/). This 
dataset is derived from 3 sources including NOAA’s National Climate Data Center 
(NCDC) daily co-op stations from 1948, CPC dataset (River Forecast Centers data 1st 
order stations from 1992, and daily accumulations from hourly precipitation dataset from 
1948. The daily data were gridded at a horizontal resolution of 0.25°×0.25° using 
inverse-distance weighting interpolation algorithms of Cressman (1959). Quality control 
methods such as “duplicate station check”, “buddy check”, and standard deviation check 
were conducted against the dataset to exclude the keypunch errors and extreme values 
errors and to compare it with daily rain gauge data correspondingly (Higgins & Center, 
2000). Although the station density used for this dataset is sparser in the west than the 
eastern two-thirds of the United States, the general coverage over this region could be 
considered (Chen et al., 2008; Higgins et al., 2008). 
 
3.2.2 Evaluation of Heavy Precipitation Indices 
 
Five key indices (Table 3.1) suggested by Frich et al., (2002) are usually chosen for 




intensity, frequency and duration of precipitation events and belong to 5 different 
categories (Alexander et al., 2006; Yang et al., 2011): (1) percentile-based indices (R95), 
(2) absolute indices representing maximum or minimum values within a season or year 
(R5D), (3) threshold indices defined as the number of days on which a temperature or 
precipitation value falls above or below a fixed threshold (R10), (4) duration indices 
representing periods of excessive warmth, cold, wetness or dryness or in the case of 
growing season length, period of mildness (CDD), and (5) Other indices such as intensity 
index (SDII). R95 is used to measure heavy precipitation that exceeds 95 percentile 
thresholds which covers, but does not limit to most extreme precipitation events in a year 
(Alexander et al., 2006). R5D represents very heavy precipitation. R10 calculates the 
annual count of days when daily precipitation is larger than10 mm. Threshold indices 
such as R10 are region dependent. R10 is not necessarily meaningful in a global scope 
especially in the Intermountain West with a heterogneous precipitation (Alexander et al., 
2006). CDD represents the length of the longest dry pe iod in a year and focuses more 
directly on the evaluation of droughts. SDII accounts for both the total amount of annual 
precipitation and the number of days when rainfall exceeds one mm. Rather than 
capturing the tail of the distribution such as R95 and R5D, SDII is more likely to show 
the middle of the distribution. Given the great spatial variability of precipitation in the 
West, R95 is selected for the calculation of the seasonal extreme precipitation based on 







Table 3.1 Five indices of precipitation extremes as de cribed by Frich et al. (2002)a 
 
Index Definitions Units 
R10 Total count of days when RR>=10 mm days 
CDD Maximum number of consecutive dry days with RR<1 mm days 
R5D Maximum 5-day precipitation total mm 
SDII Total precipitation divided by the number of wet days mm/day 
R95 Total precipitation when RR > 95th percentile mm 
 
aAbbreviations are as follows: RR, daily precipitation. A wet day is defined when RR  
1 mm, and a dry day is defined when RR< 1 mm. 
 
3.2.3 EOF Analysis  
 
EOF analysis (Lorenz, 1956; Preisendorfer, 1988; Roxy et al., 2013) is applied to the 
seasonal R95 for finding out the leading modes of variability (APPENDIX B). This 
method is a decomposition of data set by orthogonal functions. It investigates the 
variability of a single field such as one scalar variable (Temperature, Precipitation, etc.). 
The method finds both spatial and temporal patterns of variability, and measures the 
“importance” or “contribution” of each pattern. In this paper, the EOF analysis is used to 
understand the spatiotemporal structure of the long-term variations of the seasonal 
precipitation extremes over western United States. The EOF analysis is conducted based 
on the covariance matrix to produce a new dataset by its eigenvectors. These EOFs reveal 
the spatial patterns of its associated PCs, which provide the information of their temporal 
variability. During the analysis, the grid data is weighted by the square root of cosine of 
latitude to consider the latitudinal distortions; the rotated EOF analysis is conducted after 
the regular EOF analysis using the Varimax Rotation (Richman, 1986) for a simpler and 




used to test the independence of rotated eigenvectors, which also provide a criteria for 
deciding the numbers of EOFs retained. 
To investigate the dynamical context of the leading modes in R95 variability, we 
have used Kaplan SST V2 data (Kaplan et al., 1998) provided by the NOAA/OAR/ESRL 
PSD, Boulder, Colorado, USA, from their website at http://www.esrl.noaa.gov/psd/. The 
data is stored on a 5°×5° grid and consists of monthly anomalies from 1856-present. In 
the present study, we calculate the annual average SST anomalies from the monthly 
values for 1948-2009. A correlation map is generated by calculating the correlation 
coefficient between the time series of each grid SST anomalies and PCs.  
Monthly values of Southern Oscillation Index (SOI), PDO, AMO, and NAO are 
obtained from the University of East Anglia’s Climatic Research Unit, the University of 
Washington’s Joint Institute for the Study of the Atmosphere and Ocean, the National 
Oceanic and Atmospheric Administration’s Climate Prdiction Center, and the National 
Center for Atmospheric Research’s (NCAR’s) Climate Analysis Section (Hurrell, 1995), 
respectively. The period of analysis includes three AMO phases (1948-1963 [AMO+], 
1964-1994 [AMO-], and 1995-2009 [AMO+]), three PDO phases, and five NAO phases 
(Table 3.2). To investigate the integrate effect of ENSO, PDO, and NAO on winter R95, 
the correlations between June-November SOI and winter R95 are calculated on each grid 
for the combinations of PDO and NAO phases listed in Table 3.2. Winter R95 anomalies 
are calculated for SOI/PDO/NAO phase combination subsets. Statistical significance of 






Table 3.2 Positive (+) and negative (-) PDO and NAO periods and combinations 
 
PDO phases period NAO phases period combinations period 
PDO- 1948-1976 
NAO+ 1948-1952 PDO- NAO+ 1948-1952 
NAO- 1953-1972 PDO- NAO- 1953-1972 
NAO+ 1973-1976 PDO- NAO+ 1973-1976 
PDO+ 1977-1998 
NAO- 1977-1979 PDO+ NAO- 1977-1979 
NAO+ 1980-2009 
PDO+ NAO+ 1980-1998 
PDO- 1999-2009 PDO- NAO+ 1999-2009 
four combinations period 
PDO- NAO+ 1948-1952,1973-1976,1999-2009 
PDO- NAO- 1953-1972 
PDO+ NAO- 1977-1979 
PDO+ NAO+ 1980-1998 
 
 
3.3 Results and Discussions 
 
3.3.1 Leading Modes of the Seasonal Precipitation Extremes 
 
The EOF modes of R95 are evaluated for both summer and winter period. We retain 
the first two EOF modes for our analysis, as the independent test (North et al., 1982) 
shows that the first two eigenvector are independent (Fig.1). For the summer period, we 
limit our analysis to the first EOF mode, because the second mode explains only 7% of 






Figure 3.1 Independence test for the rotated eigenvectors of R95 during summer and 
winter. 
 
The first mode of summer R95 explains 11% of the total variance (Figure 3.2a). The 
correlation map (Figure 3.2a) shows a northeastern-southwestern dipolar pattern with the 
strongest correlation over upper Mississippi River Basin and lower Colorado River Basin. 
It is correlated with SST anomalies over the northern Atlantic Ocean (Figure 3.4a). Also, 
the corresponding PC is statistically significantly correlated to annual average AMO 
index (r = -0.38) (Figure 3.3a). The SST anomalies correlation map and the significant 
correlation between the corresponding PC and AMO index imply that the first leading 
mode of the Summer R95 may be associated with AMO. During AMO cold/warm phase 
(expressed as negative/positive AMO index), the upper Missouri River Basin and the 
Great Basin experience an increase/reduction of extreme precipitation events while the 
southwest, mainly centered at lower Colorado River Basin, exhibits a reduction/increase 





Figure 3.2 Spatial patterns (correlation maps) of (a) the first EOF mode of the summer, (b) 
the first, and (c) the second EOF mode of the winter R95 (1948-2009). 






Figure 3.3 Principal components of (a) the first EOF mode of the summer, (b) the first, and 
(c) the second EOF mode of the winter R95 (1948-2009). Solid line depicts the 
inverse AMO index in Figure 3.3a, dash line depicts the inverse SOI index in 
Figure 3.3b, dash-dot line depicts the PDO index in Figure 3.3b and inverse PDO 
index in Figure 3.3c, and dot line depicts the NAO index in Figure 3.3b and inverse 




For the winter period, the leading modes of R95 present more complex spatial and 
temporal patterns. The first EOF mode accounts for 35% of the total variance of winter 
R95. The respective spatial pattern (Figure 3.2b) depicts a north-west dipolar pattern with 
one action center located on the Northwest and another n the Southwest. This mode is 
related to a complex pattern of SST anomalies over both Pacific Ocean and North 
Atlantic Ocean (Figure 3.4b). It has a significant negative correlation with SST anomalies 
over North Pacific Ocean north of 20°N (considered as PDO SST field) and a significant 
positive correlation with SST anomalies over central Pacific Ocean which is similar to 
the ENSO SST pattern. Besides, it is also correlated with the North Atlantic tripole SST 
pattern described by Wu and Liu (2005) and Fan and Schneider (2012) (Figure 3.4b). The 
tripole SST pattern may be associated with NAO through Air-Sea coupling (Peng et al., 
2003; Wu & Liu, 2005). So, hereafter we use NAO to represent the North Atlantic tripole 
SST pattern. In other words, the first mode of winter R95 is associated with NAO. 
Correspondingly, its PC is statistically significantly correlated to June-November SOI, 
October-March PDO index, and annual NAO index (r=-0.44/0.54/0.23) at 0.1 level 
(Figure 3.3b). It further confirms that the northern-southern dipolar pattern of winter R95 






Figure 3.4 Correlation field between annual SST anomalies and the time series of (a) the 
first rotated EOF mode of the summer R95, (b) the first, and (c) the second 
rotated EOF modes of the winter R95. Correlations significant at the 0.05 level 





The second EOF mode of winter R95 explains 13.8% of the total variance of winter 
R95. The spatial pattern of this mode (Figure 3.2c) is haracterized by coherent R95 
variations over Pacific Northwest Basin, northern and central California Basins which 
extends east to the Great Basin and Colorado River Basin headwater area and opposite 
variations over a minor center located on the southeastern corner of western United 
States. The teleconnection pattern between this mode an  SST anomalies is similar with 
the one between the first mode of winter R95 and SST anomalies.  However, the region 
in the central Pacific Ocean having significant relationship with the second mode is 
relatively small and is limited to the eastern central Pacific Ocean compared to the central 
Pacific Region of the first mode. The corresponding PC is statistically significantly 
correlated to October-March PDO index and annual NAO index (r=-0.38/-0.39), but not 
to the SOI. It implies that the second mode of winter R95 is controlled by both PDO and 
NAO. 
 
3.3.2 Integrated Impacts from Pacific Ocean and North Atlantic Ocean on Winter 
Precipitation Extremes 
 
The EOF analysis reveals that the winter R95 is controlled by an integrate influence 
of ENSO, PDO, and NAO. To evaluate the coupling effects, four periods are identified 
by considering all the possible combinations of the PDO and NAO phases (Table 3.2). 
During each period, El Niño years (SOI<0) and La Nina years (SOI>0) are identified by 




covers a very short period of 3 years which may introduce random errors to the 
diagnostics.  
The correlation map between winter R95 and June-November SOI exhibits a 
north-south dipolar pattern (Figure 3.5a). Winter R95 across the Pacific Northwest 
(except the low-lying region in the eastern Washingto ) and Southwest is significantly 
correlated with SOI. The region which separates the West into northern and southern 
centers of the dipole mainly covers the southern California Basin, the Great Basin, and 
most part of upper Colorado River Basin. This region is defined as “transition zone”. 
Within the transition zone, the correlations between R95 and SOI are near-zero which 
indicates that prediction of precipitation extremes ba ed on the forecasting of ENSO 
states is difficult. The winter R95 dipole transition pattern is similar to the winter 
precipitation dipole transition pattern described by Wise (2010). However, obvious 
differences exist as the transition zone of R95 is much wider than that of total 
precipitation. For example, the total winter precipitation in most part of Great Basin is 
significantly related to SOI while the winter R95 is not. The phenomenon also highlights 
the fact that changes in extreme precipitation doesn’t always go in the same direction 
with the changes in total precipitation. In the periods of different PDO/NAO 
combinations, the location and area of the R95-SOI action center changes: during 
PDO-/NAO+ period, the southern center is not obvious and is shrunk to a small area in 
the upper Colorado River Basin (Figure 3.5b); during PDO-/NAO- period, the R95 
southern action center mainly lies over lower Colorad  River Basin (Figure 3.5c); during 
PDO+/NAO+ period, the northern center almost disappe rs, and the southern center is 





Figure 3.5 Correlation coefficients between June-November SOI and winter R95 for (a) the 
whole period 1948-2009, (b) PDO- / NAO+ period, (c) PDO- / NAO- period, 
and (d) PDO+ / NAO+ period. Correlations significant t the 0.05 level are 
highlighted and contoured. 
 
 
Figure 3.6 Standard winter R95 anomalies for PDO/NAO/ENSO phases. Anomalies 
significant at the 0.1 level are highlighted and contoured.
 
The large-scale oceanic
patterns which control the storm track position andimpact the spatial patterns of 
precipitation. El Niño (SOI
Aleutian low which forces the storm track southwards and results in a higher probability 
of heavy precipitation (Gershunov 
years and PDO cold phase, the Pacific jet stream carves north and enters the North 
America through Pacific Northwest, bringing more heavy precipitation to this region. 
NAO pattern is not identified in winter 
by previous studies; however, it is associated with pressure difference between Azores 
54 
 
-atmospheric oscillations will introduce different pressure 
-) and PDO warm phase are accompanied with a deep 
& Barnett, 1998). In contrast, during La Nina (SOI+) 





and Iceland which changes the strength of westerlies across the mid-latitudes (Visbeck et 
al., 2001) and thus, can have a modulation effect on precipitation pattern far away from 
North Atlantic region. Their impacts on winter R95 could be seen by plotting the 
standard winter R95 anomalies for combinations of PDO/NAO/ENSO phases (Figure 
3.6). The winter R95 anomalies region looks sparsely distributed only when we draw 
contour lines to indicate the significant level. There is a dipolar pattern in Figure 3.6b, 
3.6d, and 3.6e where the PDO is in a constructive phase with ENSO. This pattern 
becomes more obvious when both PDO and NAO are in the opposite phase with ENSO 
(Figure 3.6d, and 3.6e). This is consistent with the mechanisms for the precipitation 
responses to the oceanic-atmospheric oscillations discussed above. The dipolar pattern is 
weak and even disappears in other combinations (Figures 3.6a, 3.6c, and 3.6f) as their 
effects on precipitation extremes may offset each other when PDO/NAO is not in the 
same phase with ENSO 
 
3.3.3 Implication for Possible Extreme Precipitation Scenarios for the Upcoming Decades 
 
Prediction of future oceanic-atmospheric oscillation states may help explain part of 
extreme precipitation variations for the upcoming decades. As found in this study and 
others (Curtis, 2008; Hu et al., 2011; Sutton & Hods n, 2005; Wang et al., 2006) , 
summer extreme precipitation is associated with AMO. Recent studies suggest that the 
AMO returned to its positive phase in 1995 (Enfield t al., 2001) and the current positive 
AMO state may persist into one to three decades in the future (Enfield & Cid-Serrano, 




of leading modes of the summer R95 (Figure 3.2a, Figure 3.3a), we would then suggest a 
forecast of decreased summer precipitation extremes in the upper Missouri River Basin 
and the Great Basin and increased summer precipitation extremes in the lower Colorado 
River Basin.  
Compared to summer precipitation extremes, winter pr ci itation extremes are 
impacted by an integrated effect of ENSO, PDO, and NAO which explains nearly half of 
its variance. The potential predictability of PDO and NAO is uncertain; however, recent 
studies including simulations from multiple Global Climate Models (GCMs) suggest that 
the current positive NAO and negative PDO phase might continue (Lapp et al., 2012; 
Miller et al., 2006; Mochizuki et al., 2010; Solomon, 2007; Visbeck et al., 2001). For 
future ENSO states, we are more confident at short term forecasting up to 8 months 
(Collins et al., 2002). Together with about 4 months lead time of SOI over precipitation; 
we are able to make up to one year ahead forecasting of winter precipitation extremes in 
the western United States. Long term prediction of ENSO is not reliable; however, Jin et 
al., (2003) and Timmermann et al., (1999) suggest an increased El Niño frequency in the 
future. In other words, we are facing an upcoming period with more El Niño years under 
the combination PDO negative phase and NAO positive phase (Figure 3.6a). In this 
situation, most Pacific Northwest area is expected to experience less than normal winter 
precipitation extremes while the Southwest will probably encounter insignificantly more 








We have presented a comprehensive analysis of relations between the spatiotemporal 
patterns of precipitation extremes in western United States and SST anomalies as well as 
oceanic-atmospheric oscillations including ENSO, PDO, AMO, and NAO. Our analysis 
indicates that the leading modes of R95 variability and the connections between local 
R95 and SST over Western United States are seasonally dependent. Summer precipitation 
extremes are associated with AMO while winter precipitation extremes are impacted by 
an integrate effect of ENSO, PDO, and NAO. It is shown for the first time that the NAO 
is identified in winter extreme precipitation patterns over the western United States, 
which may impact the winter precipitation extremes by changing the strength of 
westerlies across the mid-latitudes. Although the influence of NAO on the spatiotemporal 
pattern of winter precipitation extremes is much smaller than PDO as suggested by 
PDO-PCs and NAO-PCs correlations, it is still non-negligible.  
In addition, our results have implications for predicting the seasonal precipitation 
extremes for next few decades over the western United S ates. The persistence of the 
current positive AMO state may cause decreased summer precipitation extremes in the 
upper Missouri River Basin and the Great Basin and increased summer precipitation 
extremes in the lower Colorado River Basin. Also, if the current positive NAO and 
negative PDO phase continues, as suggested by Lapp et al.,(2012) ,Miller et al., (2006), 
Mochizuiki et al., (2010) and Visbeck et al., (2001), a significant decrease and an 
insignificant increase in winter precipitation extremes are expected over most Pacific 




It is worth noting that besides the oceanic-atmospheric oscillation that affects the 
seasonal variations of precipitation extremes, other factors including land surface process 
and anthropogenic effects also appear to be important. Although the AMO explains for 
the first leading mode of summer R95, the land surface can also contribute to the summer 
precipitation variance, probably by affecting variation in moist convective precipitation 
(Sutton & Hodson, 2005; Zveryaev, 2006). Also, the anthropogenic effects may offset or 
enhance the oceanic-atmospheric impacts on precipitation extremes. The influence of 
anthropogenic effects such as human-induced warming on extreme precipitation events 
could be investigated by conducting analysis from multi-model ensemble projections 
(Yang et al., 2012; Yang et al., 2011). However, futher studies on the nonlinear 
interactions between oceanic-atmospheric oscillations and the anthropogenic activities 
and their integrate effects on precipitation extremes is necessary. Finally, it should be 
noted that we discuss the precipitation extremes mainly from the aspect of heavy 
precipitation. Drought is another aspect of precipitation extremes. Several studies have 
examined the connections between drought and large-scal  ocean oscillations including 
ENSO, PDO, and AMO (Barlow et al., 2001; Feng et al., 2011; Oglesby et al., 2012). An 
extension of the current research to investigate the connections between drought and the 
integrated effect which reflects the combined physical oceanic-atmospheric processes is 







CHANGES OF SEASONAL STORM PROPERTIES IN THE UNITED STATES 




Changes in climate are likely to induce changes in precipitation characteristics 
including intensity, frequency, duration and patterns of events. In this paper, we evaluate 
the ability of multiple regional climate models (RCMs) in the North American Regional 
Climate Change Assessment Program (NARCCAP) to simulate storm properties 
including storm duration, inter-storm period, storm intensity, and within-storm patterns. 
We also investigate these storm properties from 10 RCMs in historical simulations 
(1968-2000) and their projected changes in future simulations (2038-2070). Results 
illustrate that NARCCAP RCMs are consistent with observed precipitation in the 
seasonal variation of storm duration and inter-storm period, but fail to simulate the 
magnitude. The ability to simulate the seasonal trend of average storm intensity varies 
among locations. Within-storm patterns from RCMs exhibit greater variability than from 
observed records. Comparisons between RCM-historic simulations and RCM projections 
indicate that there is a large variation in the future changes in storm properties. However, 
multi-model ensembles of the storm properties suggest that most regions of the United 
States will experience future changes in storm properties that includes shorter storm 
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Changes in climate are likely to induce changes in precipitation characteristics 
including intensity, frequency, duration and patterns of events. Impacts of climate 
changes on precipitation have been examined in terms of changes in total precipitation 
(Groisman and Easterling, 1994), and precipitation intensity (Karl & Knight, 1998; 
Mearns et al., 1995) over a certain period. These studies investigated precipitation 
variability including hourly, daily, monthly, and annual time steps. Precipitation statistics 
based on a determined interval provide valuable information regarding the general 
wetness or dryness, and the identification of trends i  a location or region (Diaz & 
Anderson, 1995; Fernandez & Garbrecht, 1994; Ntegeka & Willems, 2008). However, 
they often fail to reveal the exact processes of how a precipitation event (storm hereafter) 
evolves (Karl & Knight, 1998), which are critical to hydrologic consequences of storms 
(Wilks, 1989).  
The concept of “storm” is common in studies related to hydrologic design (Levy & 
McCuen, 1999; Pagán-Trinidad, 1984). Safety, risk and economic analyses of 
engineering constructions such as storm sewer, street and urban drainage, and channel 
design are sensitive to storm properties. Rainfall-runoff analyses of small watersheds and 




as the dominant design method in hydrologic engineer g. The term “Storm event” is also 
considered as building block in some precipitation models (Onof & Wheater, 1993; 
Robinson & Sivapalan, 1997; Samuel & Sivapalan, 2008). These precipitation models 
require statistics on the duration of a storm event (storm duration hereafter), the length of 
time between storms (inter-storm period hereafter), he average storm intensity, and 
within-storm pattern. The importance of individual storms can be extended to 
crosscutting disciplines such soil erosion studies (Angel et al., 2005; Brown & Foster, 
1987; Mannaerts & Gabriels, 2000; Nyssen et al., 2005), ecological response to changing 
precipitation (Peñuelas et al., 2004; Walther et al., 2002). As a result, analysis based on 
the concept of “storm” is necessary and can provide us with a more straight view of 
detailed aspects of a single precipitation event.  
There are few previous researches that consider the changing details of the individual 
storms and their characteristics. Palecki et al. (2005) investigated the meteorological 
characteristics of storm precipitation in the United States in terms of storm total 
precipitation, storm duration, mean storm intensity, and maximum 15-min intensity. In 
their results, the western United States displays a decreasing trend in storm total 
precipitation and storm duration, and an increasing trend in storm intensity for most 
seasons, whereas the eastern United States is characterized by an increasing storm total 
precipitation and storm duration during winter. Samuel and Sivapalan (2008) presented a 
comparative analysis of observed multi-scale temporal variability of rainfall in three 
locations in Australia. The changes of storm durations, inter-storm periods, average storm 
intensity, and within-storm pattern during different climate states were examined to 




fewer studies that explored the human-induced warming impacts on the changes of storm 
properties. There appears to a broad agreement among researchers that the 
human-induced global warming is changing the precipitat on in many aspects including 
the total amount (Wentz et al., 2007), intensity and frequency (Sato et al., 2007; Webster 
et al., 2005; Yu & Neil, 1991), heavy precipitation (Fowler & Hennessy, 1995; Min et al., 
2011), and drought (Dai, 2011; Karoly et al., 2003). Substantial changes in storm 
properties including storm duration, inter-storm period, average storm intensity, and 
within-storm pattern need to be thoroughly investigated.  
The main barrier for diving into the details of storm events is the temporal resolution 
of precipitation, for which the common time scale is daily accumulation. However, 
research into storm properties requires hourly or me frequently measured rainfall data 
(Palecki et al., 2005; Polyak et al., 1994; Tattelman & Knight, 1988). Fortunately, the 
observed hourly precipitation data obtained from National Oceanic and Atmospheric 
Administration (NOAA) National Climatic Data Center (NCDC) and sub-daily simulated 
precipitation data from NARCCAP RCMs meet the temporal resolution requirement for 
our analysis. 
The aim of this study is to investigate the future changes in storm properties from 
NARCCAAP precipitation dataset in the United States. Monthly mean storm duration, 
inter-storm period, storm intensity, and within storm patterns will be calculated from 
observed precipitation records (1971-2000), RCM-simulated historic precipitation 
(1971-2000), and RCM-simulated future precipitation (2041-2071). The ability of RCMs 
to simulate the storm properties will first be evaluated and percentage changes (ratio) in 




patterns will be examined at eight locations in the United States for understanding the 
human-induced warming impacts on the details of storm events. 
 
4.2 Study Locations and Data Sources 
 
4.2.1 Study Locations 
 
Eight locations (Table 4.1) are selected in the United States, which represent eight 
major climatic classes of the United States based on the Köppen–Geiger Climate 
Classification System (Table 4.1). The eight locations exhibit different characteristics in 
terms of average monthly storm durations, inter-stom period, storm intensity (Figure 
4.1), and within-storm patterns (Figure 4.2). Las Vegas, Los Angel, Flagstaff and Atlanta 
exhibit a strong seasonal pattern in terms of storm duration, while Portland, Boise, 
Buffalo, and St Louis display a more uniform pattern over the year. Inter-storm periods 
show greater seasonal variability in the western United States than in the eastern part of 
the United States. In Portland, Los Angeles, and Boise, summer inter-storm periods are 
longer than other seasons over the year, which indicates a dry summer due to the 
domination of the subtropical high pressure system (Loik et al., 2004). Most locations 
experience the same seasonal pattern of the average storm intensity, with higher intensity 
in the summer and lower intensity in the winter. However, Portland and Los Angeles 
witness an opposite phase of average storm intensity pat ern compared to the other 




Atlanta shows a greater variability of within-storm pattern as indicated by the wider 
range of 10% and 90% percentile curve in Figure 4.2. 
 
 
Figure 4.1 Observed storm properties including monthly mean storm duration (bottom Y 
axis, units: h), storm intensity (middle Y axis, units: mm/h), and inter-storm 
period (top Y axis, units: h) at selected locations. 
 
Table 4.1 Selected locations and corresponding climate types based on the Köppen–Geiger 
Climate Classification System 
 
Station City Climate type Climate code 
356751 Portland Marine westcoast climate Cfb 
101022 Boise semi-arid steppe Climate Bsk 
264436 Las Vegas Mid latitude Desert Climate Bwh 
045115 Los Angeles Mediterranean Climate Csa 
023010 Flagstaff High land (alpine) Climate Dsa/Dsb 
301012 Buffalo Humid Continental Climate (cold summer) Dfb 
237455 ST Louis  Humid Continental Climate (warm summer) Dfa 





Figure 4.2 Mass Curves determined
 
 
The observed hourly precipitation data were obtained from the NOAA 
rainfall database (http://www.ncdc.noaa.gov/oa/climate/climatedata.html#surface
are available between 1971 and 2000, and have less than 1% missing values for all 
selected stations. Missing d
Center (CPC) Hourly United States Precipitation data 
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 from the observed records for the selected locations.
4.2.2 Data Sources 








(http://www.esrl.noaa.gov/psd/data/gridded/data.cpc_hour.html). For accumulation 
periods in some stations, we reconstruct the precipitation time series using the random 
cascade model presented in Robinson and Sivapalan (1997) and Samuel and Sivapalan 
(2008). 
Analyses of potential changes of storm properties for this study are based on the 
NARCCAP Phase II dataset (Mearns et al., 2009) which in ludes six RCMs and two 
GCMs. Ten different datasets produced by different combinations of RCMs and GCMs 
(drivers) have been archived (Table 4.2). All of the simulations have a spatial resolution 
at 50 km and a temporal resolution of 3 hours. They cover a historical period (1968-2000) 
and future period (2039-2070). The historical simulations follow historical Green House 
Gas (GHG) concentrations while the future simulations use the Special Report on 
Emissions Scenarios (SRES)-A2 global emission scenario (Nakicenovic et al., 2000). The 
SRES-A2 emissions scenario considers possible developments in various fields such as 
economy, technology, energy, population, and land use in the 21st century (Nakicenovic 
et al., 2000). For each simulation, the first three y ars (spin-up period) are discarded from 
the entire run. Some simulations may not cover the full period as the driven GCMs end at 
an earlier time (CCSM-driven runs end in 1999). Theactual period considered in this 




Table 4.2 Regional climate models, the corresponding river GCMs, and time periods in NARCCAP dataset 
 
RCM/GCM RCM GCM Driver Historic Period Future Period 
CRCM_CCSM Canadian Regional Climate Model Community Climate System Model 1971-1998 2041-2068 
CRCM_CGCM3 Canadian Regional Climate Model Third Generation Coupled GCM 1971-1999 2041-2069 
ECP2+GFDL Experimental Climate Prediction Center Regional Spectral Model  
Geophysical Fluid Dynamics Laboratory 
GCM 1971-2000 2041-2070 
HRM3_GFDL Hadley Regional Model 3 Geophysical Fluid Dynamics Laboratory GCM 1971-2000 2041-2070 
HRM3_HadCM3 Hadley Regional Model 3 Hadley Centre Coupled Model Version 3 1971-2000 2041-2070 
MM5I_CCSM Mesoscale Model ISU Version Community Climate System Model 1971-1999 2041-2069 
RCM3_CGCM3 UC Santa Cruz Regional Climate Model Version3 Third Generation Coupled GCM 1971-2000 2041-2070 
RCM3_GFDL UC Santa Cruz Regional Climate Model Version3 
Geophysical Fluid Dynamics Laboratory 
GCM 1971-2000 2041-2070 
WRFG_CCSM Weather Research and Forecasting Model Community Climate System Model 1971-1999 2041-2069 






We first examine the RCMs’ performance on simulating he storm properties 
determined from the observed records by comparisons of storm properties calculated 
from NARCCAP historic runs and observed station data, then we investigate the 
substantial changes of storm properties due to human-induced warming in the selected 
locations by calculating the percentage changes of storm properties based on precipitation 
time series from NARCCAP historic runs and NARCCAP future runs. 
Before we could conduct the analyses on storm properties, the first step is to estimate 
a modeled time series for each station from the RCMs precipitation dataset. A common 
technique is to use the nearest grid point (Jiang et al., 2013; Mishra et al., 2012; Schär et 
al., 2004) for making inferences at small regional scales or specific location from coarser 
climate models scales (Anagnostopoulos et al., 2010; Georgakakos, 2003; Koutsoyiannis 
et al., 2008). In this paper, we extract RCM time series of the grid point closest to the 
selected location and create hourly precipitation tme series from RCM 3-h precipitation 
using a uniform random distribution. 
The second step, which is the building block for our analyses, is to determine a single 
storm event from continuous precipitation time series. Various methods exist for 
identifying independent storm events (Bonta & Rao, 1988; Pagán-Trinidad, 1984) such as 
arbitrary separation (Huff, 1967), auto-correlation method (Wenzel Jr & Voorhees, 
1981), and procedure based on rank correlation coeffi ients (Grace & Eagleson, 1966). In 
this paper, the independent storm events in each location are identified using a criterion 




Palecki et al., 2005; Restrepo-Posada & Eagleson, 1982; Robinson & Sivapalan, 1997; 
Samuel & Sivapalan, 2008).  
After storm events are identified, monthly mean storm duration, inter-storm period, 
and storm intensity are calculated from observed prci itation records (1971-2000), 
RCM-simulated historic precipitation (1971-2000), and RCM-simulated future 
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where SDi, IPi, and SIi are storm duration, inter-storm period, and average storm intensity 
for the ith storm event out of n storm events in the selected month. SDmean, IPmean, and 
SImean are monthly mean of storm duration, inter-storm period, and average storm 
intensity, respectively. 
Within-storm patterns are characterized using the idea of cumulative normalized 
mass curves (Chow et al., 1988; Huff, 1967; Robinson & Sivapalan, 1997; Samuel & 
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where t*  = t/tr(07t* 71),ó iô is the mean precipitation intensity for the storm, i(t) is the 




curves (10-, 50-, 90-percent cumulative probabilities of occurrence) are generated for the 
analyses. 
Using Equation (1), (2), and (3), monthly storm duration, inter-storm period, and 
average storm intensity could be calculated during the history period (1970-2000) from 
both observed station precipitation time series and RCM historic simulated precipitation 
time series and future period (2041-2070) from RCM future simulated precipitation time 
series. With Equation (4), cumulative normalized mass curves could be determined for 
the selected two periods. 
Finally, the ability of the NARCCAP RCMs to simulate storm properties is evaluated 
by comparing the monthly mean storm duration, inter-s o m period, average storm 
intensity, and within-storm patterns determined from bserved records with those from 
RCM historic runs during the overlapping period (197 -2000). Then, we compute 
percentage changes of projected storm properties (results from RCM future runs) from 
the simulated storm properties (results from RCM histor c runs) for the monthly storm 
duration, inter-storm period, and average storm intensity based on each individual RCM. 
To reduce climate noise in model predictions, we also compare the multi-model ensemble 
of these storm properties between the two periods using the simple average method 
(Houghton et al., 2001). Changes of within-storm patterns are examined during the whole 
historic period and future period, as comparisons of within-storm patterns in monthly 








4.4.1 Model Performance on Simulating the Storm Prope ties 
 
The ensemble means of storm properties across 10 NARCCAP RCMs from historic 
simulations show longer storm duration, shorter inter-storm period, and lower storm 
intensity than those from observed precipitation reco ds in all locations (Figure 4.3). 
Some exceptions exist for inter-storm period, where July and August RCM-simulated 
inter-storm periods are longer than observed in Las Vegas and Flagstaff, and winter 
(December-February) simulated inter-storm periods are longer than observed in Portland. 
For average monthly storm intensity, RCMs show different abilities at different locations 
(Figure 4.4) in simulating the seasonal trends. In Los Angeles, St Louis, and Buffalo, the 
RCM-simulated average storm intensity matches the obs rved average storm intensity 
very well in terms of seasonal trend. In the other five locations, the RCM-simulated 
average storm intensity fails to represent the highaverage storm intensity during summer 
and fall (April-October). It may be due to the NARCCAP RCMs’ inability to simulate 
local convective heat transport effects (Jiang et al., 2013) which is stronger in Portland, 
Boise, Las Vegas, Flagstaff, and Atlanta than in the other three locations. For 
within-storm patterns, individual NARCCAP RCMs simulate a large range of 
within-storm patterns (Figure 4.5). In Portland, Los Angeles, and Atlanta, the 
RCM-simulated within-storm patterns succeed to match the observed within-storm 




wider than those from observed records, indicating that the RCMs tend to simulate a 




Figure 4.3 Monthly mean storm duration and inter-sto m period from observed records and 
ensemble mean of the 10 RCM-simulated historic preci itation time series. Top 









Figure 4.4 Average monthly storm intensity from observed records and ensemble mean of 
the 10 RCM-simulated historic precipitation time series. Left Y axis is for 
observed storm intensity, right Y axis is for RCM average. 
 
4.4.2 Future Percentage Changes in Storm Properties from Individual NARCCAP RCMs 
 
Individual NARCCAP RCMs in the future period simulate a large range of changes 
in storm duration (Figure 4.6), inter-storm period (Figure 4.7), and average storm 
intensity (Figure 4.8). We delineate the upper and lower boundaries of the percentage 
changes in Figure 4.6-4.8, which provides the uncertainty range of changes of storm 
properties projected by these RCMs. Percentage changes i  storm duration display the 
largest uncertainty during summer period in the southwestern United States including Las 




than storm duration in general. The widest range is seen in Las Vegas, where projected 
percentage changes of inter-storm period in June rages from 20 percent decrease to 100 
percent increase. For average storm intensity, the unc rtainty range is even greater than 
both storm duration and inter-storm period. The most extreme projected change is seen in 
Flagstaff in July, which ranges from 25% decrease to 175% increase. However, the large 
range of changes is caused by only one model, which implies probable outliers. The 
model uncertainties in projected changes of average storm intensity are regional 
depended. The western United States experiences greater model uncertainty in summer 
and fall, while the eastern United States experiences greater model uncertainty in winter 
and spring. For the within-storm pattern, the curve ranges determined from RCM-historic 
runs (historic curve ranges) match well with curve ranges determined from RCM-future 
runs (future curve ranges), except in the 10 percentile curve ranges in Boise and Los 
Angeles. The historic curve range for 10 percentile curve is wider than future curve range 






Figure 4.5 Mass Curves determined from the observed records and 10 NARCCAP 


























Figure 4.9 Mass Curves determined from the observed records and 10 NARCCAP 
RCM-simulated precipitation time series. 
 
4.4.3 Future Percentage Changes in Storm Properties from Multi-model Ensembles of 
NARCCAP RCMs 
 
Results from individual RCM helps to understand the uncertainty of changes in the 
future (Giorgi & Francisco, 2000; Tebaldi & Knutti, 2007; Visser et al., 2000; Zhu et al., 




reliability and consistency of model forecasts (Doblas-Reyes et al., 2003; Tebaldi & 
Knutti, 2007; Yun et al., 2003). 
Storm duration calculated from multi-model ensembles shows a general decreasing 
trend in the future (Figure 4.10). Increasing trends exist in certain months, mostly during 
winter (December-January-February) and spring (March-April-May) except in Los 
Angeles, where summer experiences largest increase in storm duration. In Pacific 
Northwest (Portland, and Boise) and eastern United States (Buffalo, St Louis, and 
Atlanta), the largest decrease is seen during the summer period (June-July-October), 
while in southwestern United States (Las Vegas, Los Angeles, and Flagstaff), the largest 
decrease is seen during spring. 
Inter-storm period displays a more consistent increasing trend among different 
locations and months. Decreasing trends are seen in Portland, Los Angeles, and Atlanta 
mostly during late summer and early fall. However, these decreasing trends are not 
obvious compared to the generally increasing trends. The largest increasing trend among 
different months is regionally dependent as the eastern United States and Pacific 
Northwest experience largest increasing trend during summer while southwestern United 
States experiences largest increasing trend during spring (Figure 4.11).   
The average storm intensity exhibits a general increasing trend except in Portland, 
where the most obvious changes are characterized by decreasing trends in summer. The 
eastern United States displays more consistently increasing trend than the western United 
States. Changes in average storm intensity have morobvious seasonal pattern in the 
eastern United States than the west. In eastern United States, the largest changes could be 

















Figure 4.12 Percentage changes of ensemble mean storm in ensity: future vs. historic runs 
 
Mass curves of three levels from RCM-historical simulations are almost lined up 
together with those from RCM-future simulations (Figure 4.9), indicating that a higher 
temperature caused by A2 emission scenario have little effects on the changes in 
within-storm patterns. 
 
4.4.4 Relationships between Changes of Total Storm Precipitation and Storm Properties 
 
The RCMs project an obvious decreasing trend in total storm precipitation during the 
summer period in Pacific Northwest region and the spring period in the southwest. 
However, decrease in total precipitation during this period is characterized by different 
changes in storm properties (Table 4.3). In Portland, Los Angeles, and Las Vegas, the 




and average storm intensity. However, in Boise, the decrease in total precipitation is 
caused by less frequent storm events with shorter storm duration as indicated by an 
obvious decrease in storm duration and an increase in inter-storm period. The increase in 
storm intensity can’t offset the effect of shorter storm duration on total precipitation.  
The RCMs project a decreasing trend in the summer period and an increasing trend 
in the other seasons. During the period characterized by increasing precipitation, the 
consistent and larger percentage increase in storm intensity indicate that changes in storm 
intensity explain the changes in total precipitation. During the period with decreasing 









Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Portland 
TP -0.03 -0.08 0.01  0.02  0.13  -0.09 -0.18 -0.23 0.05 0.02  0.07  0.05  
SD -0.03 -0.06 -0.09 -0.05 0.07 -0.07 -0.12 -0.13 -0.06 0.01  0.01  0.05  
IP 0.08  -0.03 0.08  0.04  -0.01 0.09 0.04  0.03  0.00  0.00  -0.01 0.05  
SI 0.04  -0.04 0.08  0.06  0.06  -0.04 -0.13 -0.12 0.07 0.02  0.04  0.05  
Boise 
TP 0.02  -0.01 0.01  -0.02 0.10 -0.11 -0.22 -0.23 0.08 -0.03 0.05  0.16  
SD -0.03 -0.03 -0.09 -0.05 0.04 -0.06 -0.09 -0.11 -0.03 -0.02 0.02  -0.01 
IP 0.07  0.16  0.09  0.09  0.02  0.06  0.12  0.29  0.08  0.08  0.11  0.02  
SI 0.08  0.10  0.14  0.06  0.12  0.01  0.07  0.10  0.16  0.07  0.10  0.16  
Los Angeles 
TP 0.19  -0.05 -0.09 -0.31 -0.30 0.05  0.35  0.11  0.06  -0.15 -0.18 -0.10 
SD -0.01 -0.07 -0.03 -0.09 -0.03 0.09  0.07  0.04  0.01  -0.11 -0.08 0.02  
IP 0.02  0.06  0.08  0.15  0.27  0.02  -0.08 0.01  -0.09 0.15 0.11  0.06  
SI 0.20  0.04  -0.01 -0.08 -0.30 -0.25 0.81  -0.07 0.00 -0.17 -0.02 -0.05 
Las Vegas 
TP 0.16  0.02  -0.07 -0.35 -0.44 -0.23 -0.06 0.01  0.01  -0.12 -0.04 -0.08 
SD 0.01  -0.02 -0.03 -0.15 -0.15 -0.10 -0.12 -0.11 -0.03 -0.09 -0.04 -0.01 
IP 0.08  0.10  0.15  0.19  0.43  0.20  0.02  0.19  0.14  0.20  0.13  0.08  
SI 0.25  0.06  0.11  -0.11 -0.11 -0.06 0.19  0.02  0.01  -0.03 0.13  -0.02 
Flagstaff 
TP 0.14  -0.10 -0.14 -0.31 -0.34 -0.04 0.01  0.07  -0.03 0.00 -0.01 -0.11 
SD -0.02 -0.03 -0.09 -0.14 -0.11 0.11  -0.05 -0.02 0.04 -0.07 -0.02 -0.04 
IP 0.12  0.12  0.19  0.21  0.41  0.20  0.15  0.03  0.13  0.14  0.14  0.09  
SI 0.29  0.02  0.07  -0.08 0.02 0.22  0.26  0.12  -0.04 0.02 0.19  0.02  
St Louis 
TP 0.11  0.08  0.03  0.04  0.08  -0.03 -0.22 -0.07 0.01 0.05  0.04  0.17  
SD 0.04  0.01  -0.01 -0.03 0.00 -0.09 -0.08 -0.08 -0.06 0.01  -0.01 0.02  
IP 0.04  0.06  0.02  0.05  0.02  0.09  0.20  0.06  0.04  0.06  0.04  0.05  
SI 0.12  0.12  0.08  0.10  0.12  0.06  -0.05 0.07  0.08  0.17  0.10  0.20  
Buffalo 
TP 0.17  0.10  0.09  0.08  0.11  -0.05 -0.05 -0.04 0.05 -0.04 0.07  0.15  
SD 0.00  -0.05 0.01  0.03  0.02  -0.12 -0.12 -0.12 -0.04 -0.05 0.03  -0.01 
IP 0.05  0.09  0.05  0.03  0.03  0.11  0.06  0.07  0.06  0.05  0.09  0.05  
SI 0.19  0.19  0.12  0.08  0.14  0.09  0.02  0.06  0.10  0.05  0.14  0.23  
Atlanta 
TP 0.03  0.10  0.07  0.05  0.06  -0.06 -0.01 0.03  0.08  0.07  0.02  0.09  
SD -0.04 -0.06 -0.01 -0.03 -0.01 -0.13 -0.15 -0.18 -0.06 0.03  0.06  0.03  
IP 0.03  0.07  0.01  0.08  0.04  0.11  0.02  -0.05 -0.07 0.01  0.03  0.02  
SI 0.03  0.23  0.09  0.10  0.09  0.05  0.07  0.10  0.11  0.08  0.05  0.07  
 
* TP represents total precipitation, SD represents storm duration, IP represents inter-storm 





4.5 Discussions and Conclusion 
 
In this study, we present an evaluation of the ability of multiple NARCCAP RCMs to 
simulate storm properties including storm duration, nter-storm period, storm intensity, 
and within-storm pattern. We also investigate the potential changes of these storm 
properties by comparing the statistics from10 RCMs’ hi toric runs and 10 RCMs’ future 
runs. Our analyses highlight the changes of storm properties under human-induced global 
warming at eight locations in the continental United States, which confirm and extend 
finding from previous studies (Easterling et al., 2000; Jiang et al., 2013; Palecki et al., 
2005; Webster et al., 2005). 
The evaluation of the ability of NARCCAP RCMs to simulate the storm properties is 
consistent with the previous study by Jiang (2013) who conducted a thorough diagnostics 
on GCMs/RCMs’ skills in simulating the multi-scale temporal variability of precipitation 
derived from observed records in the southwestern United States. The results confirm 
their conclusion that NARCCAP RCMs show consistencis with the observed 
precipitation in the seasonal trend of storm duration and inter-storm period, but fail to 
simulate the magnitude. The disability of RCMs to simulate the magnitude of average 
storm intensity may be due to the bias between RCM grid data and observed data, which 
could be improved by various methods (Li et al., 2010; Piani et al., 2010; Wood et al., 
2002). However, bias correction of grid precipitation data does not help to improve the 
inability of RCMs to simulate the seasonal trend anthe high average storm intensity 
during summer and fall in the western United States, where summer is characterized by 




simulate the seasonal trend of average storm intensity i  the eastern United States. The 
difference of model performance in different regions may be due to the NARCCAP 
RCMs’ inability to simulate local convective heat transport effects a (Jiang et al., 2013) 
and North American Monsoon system which significantly affects the precipitation in the 
southwestern United States (Adams & Comrie, 1997; Douglas et al., 1993; Higgins et al., 
1997). 
As a result, investigations of changes in storm prope ties using NARCCAP RCMs 
can only be limited to percentage changes (changes i  ratio) of RCM-projected storm 
properties to RCM-simulated storm properties. 
Climate changes are considered to induce changes in precipitation characteristics 
including intensity, frequency, and duration and patterns of events (Trenberth et al., 
2003). In this paper, we also investigate the future changes of storm properties based on 
the NARCCAP RCMs driven at A2 emission scenario. We find that individual RCMs 
exhibit great uncertainty in the percentage changes in storm duration, inter-storm period, 
and average storm intensity. The ensemble means of storm properties across 10 future 
NARCCAP RCM projections show generally shorter storm duration, longer inter-storm 
period, and high lower storm intensity than those from 10 historical NARCCAP RCM 
simulations in all locations. It means that storm events in the United States. will happen 
less frequently with shorter duration and higher intensity in the future under 
human-induced global warming, which is consistent with former studies with a 
conclusion that global warming will accelerate the hydrologic cycle (Barnett et al., 2005; 
Houghton et al., 2001) and induce more intense preci itation events in United States 




Previous studies (Cayan et al., 2010; Seager et al., 2007) have indicated that the 
southwestern United States will suffer from an imminent transition to a more arid 
climate, which is further confirmed by the projected decreasing storm duration and 
increasing inter-storm period from multi-model ensemble means of NARCCAP RCMs. 
However, the high intensity storm events exhibit a disproportionate change with total 
precipitation. As a result, the southwestern United States will be marked by drier and 
more extreme climates, which have substantial impacts on the ecologic inhabiting. 
Our results provide direct benefits to the non-stationary development of precipitation 
using stochastic precipitation model presented in the studies by Robinson and Sivapalan 
(1997) and Samuel and Sivapalan (2008). The stochasti  precipitation model is able to 
involve the impacts of large-scale ocean oscillations n storm properties, thus overcome 
the inability of most GCMs/RCMs by providing precipitation time series representing the 
multi-scale temporal variability determined from observed precipitation records (Jiang et 
al., 2013). However, their model doesn’t consider non-stationary issues in precipitation 
time series caused by substantial anthropogenic change of climate (Milly et al., 2008), 
which should be addressed before using this model fr generating precipitation time 
series for future period. One idea is to use time-varying parameters in their model which 
is feasible based on the quantification of the percentage changes of storm properties 
presented in this paper.  
Attempts are underway as an extension of this study to incorporate the presented 
results into developing a non-stationary precipitation scenario using the model by 
Robinson and Sivapalan (1997) and Samuel and Sivapalan (2008). Our results also 




& Foster, 1987; Mannaerts & Gabriels, 2000; Nyssen et al., 2005), ecological response to 
changing precipitation (Peñuelas et al., 2004; Walther et al., 2002), and wildfire activities 









Three research studies related to the spatiotemporal vari bility of precipitation and 
extreme precipitation events in the western United States are presented in this dissertation. 
In General, both human-induced global warming and natural climate oscillations have 
great influences on the spatiotemporal variability of precipitation and extreme 
precipitation events in this region, and current GCMs/RCMs are not robust enough to 
catch all the spatial and temporal variability of precipitation derived from observed 
station records.  
More specifically, the first study evaluates the ability of 10 NARCCAP RCMs and 16 
WCRP CMIP3 GCMs to simulate the multi-scale precipitation variability in the 
Southwestern United States. Results indicate that WCRP CMIP3 GCMs and NARCCAP 
RCMs do not do well in simulating the multi-scale temporal variability of precipitation. 
The examined RCM-simulated precipitation is consistent with observed precipitation in the 
seasonal trend of storm duration and inter-storm period, but simulates longer duration, 
shorter inter-storm period, and lower storm intensity than observed. Moreover, the RCMs 
cannot simulate the high average storm intensity during summer period in the southwest 
except Los Angeles where summer precipitation is rare due to typical Mediterranean 
climate. WCRP CMIP3 GCMs perform well in terms of rep esenting observed long-term 




fail to simulate the low-frequency variability caused by ENSO, PDO. As a result, it is not 
creditable to use GCM/RCM precipitation outputs to conduct future flood projections, 
which is a complex function of climatic variations over a range of timescales that exist in 
precipitation time series (Franks & Kuczera, 2002; Kiem et al., 2003; Sankarasubramanian 
& Lall, 2003; Webb & Betancourt, 1992). 
In the second study, a comprehensive analysis is presented on the relations between 
the spatiotemporal patterns of precipitation extremes in western United States and SST 
anomalies as well as oceanic-atmospheric oscillations including ENSO, PDO, AMO, and 
NAO. The results show that AMO dominates the variability of summer precipitation 
extremes while an integrate effect of ENSO, PDO, and NAO dominates the variability of 
winter precipitation extremes in the western United States. This information has 
implications for predicting the seasonal precipitation extremes over the western United 
States in a long-term view. With the existing research on the future state of large-scale 
ocean oscillations that current positive AMO, positive NAO, and negative PDO will 
probably persist, a significant decrease and an insignificant increase in winter 
precipitation extremes are expected over most Pacific Northwest area and Southwest, 
respectively. 
In the third study, we focus on the potential changes of storm properties from 10 
NARCCAP RCMs’ historic runs and future runs. It is demonstrated that the ensemble 
means of storm properties across 10 future NARCCAP RCM projections show shorter 
storm duration, longer inter-storm period, and high lower storm intensity than those from 
10 historical NARCCAP RCM simulations in all locations. In other words, 




duration and higher intensity in the future. Changes of storm properties will have 
profound impacts on the hydrologic processes and hydro-ecosystem.  
 
5.2 Recommendations for Future Research 
 
Based on the results in this dissertation, further work will focus on the impact of 
spatiotemporal variability of precipitation and extr me precipitation event on the 
hydrologic processes and hydro-ecosystem. More specifically, an extension of the first 
study would be developing a non-stationary precipitation scenario, which could reflect 
the multi-scale temporal climatic variability and change. In the second study, we focus on 
the impact of large-scale ocean oscillation on the spatiotemporal variability of heavy 
precipitation. However, the land surface process and anthropogenic effects also appear to 
be important (Kaufmann et al., 2007; Sutton & Hodson, 2005; Zveryaev, 2006). Future 
work of the second study could be an investigation of the influence of anthropogenic 
effects such as the human-induced warming on extreme precipitation events, nonlinear 
interactions between oceanic-atmospheric oscillation and the anthropogenic activities, 
and their integrated effects on precipitation extremes. Besides, Drought is an opposite 
aspect of precipitation extremes to heavy precipitat on. Several studies have examined the 
connections between drought and large-scale ocean oscillations including ENSO, PDO, 
and AMO (Barlow et al., 2001; Feng et al., 2011; Oglesby et al., 2012). An extension of 
the second study to investigate the connections between drought and the integrated effect 
which reflects the combined physical oceanic-atmospheric processes is necessary. In the 




is worth noting that large scale ocean oscillations also contribute to the non-stationary 
characteristics of precipitation (Cordery et al., 2004; Samuel & Sivapalan, 2008). Future 
work of the third study could focus on the impacts of large-scale ocean oscillations on the 
changes of storm properties. With all these work, we expect to have a more 
comprehensive and thorough understanding of the impacts of climate changes on the 
spatiotemporal variability of precipitation in the western United States, which is an 
important premise for a reliable hydrologic modeling and assessment of water resources 








Observed hydrologic series such as precipitation time series usually show 
non-stationary and multi-temporal scale variability ranging from short to long term, 
including daily, monthly, annual, inter-annual, and i ter-decadal variabilities. As a result, 
identification of the multi-scale temporal characteristics of hydrologic time series is of 
vital importance for understanding complicated hydrologic processes.  
Wavelet analysis has been one of the popular and powerful methods of time series 
analysis and has been widely applied to many fields of hydrology to elucidate localized 
characteristic of non-stationary time series both in temporal and frequency domains. 
Generally, all wavelet analyses are based on one mother wavelet, and can be divided into 
two types: continuous and discrete wavelet analysis. In Chapter 2, the continuous wavelet 
transform operated via the translation and dilation of Morlet wavelet across monthly 
precipitation time series  x n  is applied to investigate the multi-scale scale 
characteristics of precipitation time series.  
 
1. Continuous Wavelet Transform 
 
Continuous wavelet transform is the convolution of the discrete series with a scaled 






















                    (A.1) 
nx  is a discrete sequence, with equal time spacing t
  and n = 0 … N-1. (*) indicated 




changing the scale and translating along the localized time index, a picture can be 
generated showing both the amplitude of any features versus the scale and how this 
amplitude varies with time.  
Usually, the calculation of the wavelet transform is faster in Fourier space. The 
continuous wavelet transform can be approximated by performing N  convolutions in 
















                        (A.2) 
ˆkx  is the discrete Fourier transform ofnx  at frequency index k .  















                  (A.3) 
kw is the angular frequency. 
 
 
2. Wavelet Power Spectrum 
 
The wavelet approach in deriving the spectrum is a t me/scale decomposition which 
is similar to the Fourier approach with time/frequency decomposition. The wavelet power 
spectrum of the time series with scale s is defined as: 
    2 :W nP W s s                     (A.4) 
 is a set of scales. 





Normalization of the wavelet functions at each scalesneed to be conducted to ensure 
that the wavelet transform at each scale are directly comparable to each other and to the 
transforms of other time series.  













    
 
                  (A.5) 
 A common normalization for the wavelet spectrum is needed to make the 
comparison of different wavelet power spectra easier. Consider equation (A.1) and (A.5), 
the expectation for the wavelet power spectrum is: 
  2 2ˆn kE W s N E x                      (A.6) 
 The expectation of 
2ˆkx  is 
2 N . 2 is the variance. For a white-noise process, 
the expectation value for the wavelet power spectrum at all n and s is  
  2 2nE W s                         (A.7) 
 
4. Wavelet Functions 
 
To conduct wavelet analysis, we have to arbitrarily choose one wavelet function, or 
one mother wavelet. Factors such as orthogonal or non-orthogonal, complex or real, and 
the width and shape of a wavelet function should be considered in choosing a proper 
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5. Scales in Wavelet Transform 
 
A set of scales should be determined after a wavelet function is chosen. For plotting 
of the wavelet power spectrum, it is convenient to express the scales as fractional powers 
of two  
02 , 0,1,...,
j j
js s j J

                      
 (A.9) 
 1 2 0logJ j N t s
 
                   (A.10) 
0s  is the smallest resolvable scale and J  is the largest scale. In Chapter 2, N = 624, 
t
 = 1/4yr , 0 2s t
 , and j






EMPIRICAL ORTHOGONAL FUNCTION ANALYSIS 
 
Empirical orthogonal function (EOF) analysis attempts to decompose a signal or data 
set into a set of orthogonal basis functions. The goal of EOF analysis is to express the 
anomalies by two components: (1) the spatial variability, represented by a small number 
of EOFs  ,me x y  , and (2) the temporal variability, or amplitudes called principal 
components  mu t . Each EOF shows the spatial structure of the major f ctors that can 
account for the data set. The corresponding principal omponent tells us how the 
amplitude of each EOF varies with time. 
 
1. Data Matrix 
 
In Chapter 3, the data set for EOF analysis is a grid data set composed of a 
space-time field  0 , ,X x y t representing the extreme precipitation index R95, at time t  
and spatial position ,x y . 
The time average of R95 at grid point  ,x y  is:  






X x y X x y t
n 
                    (B.1) 
 So, the anomalies matrix of the original data set is: 
     0 0, , , , ,
t




As the grid data are non-uniformly distributed over the Earth, which can influence the 
structure of the computed EOFs. The grid data is weght d by the square root of cosine of 
latitude to consider the latitudinal distortions: 
    ( , ), , , , cosw x yX x y t X x y t                     (B.3) 
 
 
2. Derivation of EOFs  
 
The construction of EOFs begins with the computation of the covariance matrix 




w wR X Xn
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                      (B.4) 
Equation B.4 contains the covariance between any pair of grid points. In Chapter 2, 
the aim of EOF is to find the linear combination of grid points that explains maximum 
variance. This is a mathematic problem to find a direct on 1( ( , ), , ( , ))
T
ma a x y a x y   
that 'wX a has maximum variability. The variance of the time series 
'
wX a is: 
2' ' ' '1 1var( ) ( ) ( )
1 1




         (B.5) 
The problem is to findmax( )T
a
a Ra , the solution is a simple eigenvalue problem: 
Ra a                            (B.6) 
The principle components are constructed by projecting the original data onto each 
EOF:  
   
, 1




u t X x y t a x y
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3. Rotated EOFs 
 
Rotated EOFs is often used in meteorology to obtain simple structures and physically 
interpret the patterns. A rotation matrix Q is required to construct the rotated EOFs U :
U LQ                           (B.8) 
 
1 2[ , , , ]mL l l l   is the matrix of the leading m EOFs. The criterion f r choosing the 
rotation matrixQ
 
is what constitutes the rotation algorithm, which is expressed by the 
minimization problem: 
min ( )f LQ                               (B.9) 
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