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ABSTRACT 
This thesis investigates the modelling and active control of narrow and wide band-
saw blades, with application to the sawmilling industry. Strings, beams and plates 
are considered in the modelling work, with advances made in the modelling of ex-
ogenous influences and multispan saw blades. Beams and plates are considered in 
the control work, with classical and optimal controllers considered. Importance is 
placed on closed-loop robustness with respect to parametric variation, closed-loop 
performance in vibration suppression and in providing a physically realisable solu-
tion to the control problem. 
In the string and beam work exogenous influences are modelled by pointwise 
and distributed forces, including; lateral stiffness, lateral damping and a "follower" 
force that comprises an in-line and a lateral component. Pointwise actuation and ar-
bitrary disturbance forces as well as pointwise sensing are also included. Successful 
comparison with results of other contributors, as well as comprehensive experimen-
tal work, validates the modelling. The experimental validation also concentrates on 
system damping and the integration of sensing and actuation. 
The plate work considers the single-span cutting blade presented by other con-
tributors, and extends it to include saw guides and partial-span cutting forces. These 
cutting forces include damping, stiffness and follower loads, and act over a partial 
length of the cutting edge. While this three span model is not experimentally veri-
fied, it is shown to produce credible results. 
The control work is in two parts. A comprehensive study of the robustness of 
various controllers with respect to translation speed and band tension is performed 
for the beam; theoretically and experimentally. The theory-practice gap was small 
regarding trends in robustness, but unmodelled effects such as the band weld de-
graded the agreement of absolute values at higher band speeds. Classical controllers 
were abandoned due to high frequency noise amplification, and a near optimal1ioo 
loop shaping controller was found to be superior to others of its type and various 
1{2 formulations. The plate work is entirely theoretical, but uses the same actuator 
and sensor dynamics that were successful in the beam work to maintain the phys-
ical feasability of the controllers. Both single span and multispan systems are con-
sidered, with the central cutting span of the blade being controlled via actuation 
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and sensing of the upstream and downstream noncutting spans. Robustness stud-
ies were conducted, with satisfactory robustness achieved with respect to a .large 
number of parameters. Furthermore, substantial increases in maximum allowable 
cutting loads were achieved, as well as reduced vibration energy. 
The control actuation used in this work is electromagnetic force, with eddy cur-
rent sensors used to sense the blade position. A noncontacting collocated actuator-
sensor was developed that, with appropriate control of the winding current, per-
formed excellently in both the validation and control work. Further development of 
this could lead to a versatile tool in experimental vibration analysis and distributed 
systems control research and applications. 
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Chapter 1 
INTRODUCTION 
1.1 BAND SAWS 
Bandsaws, or more properly, bandmills, are the most common machine used to pro-
duce boards from logs in the sawmilling industry. The first saws were built in the mid 
1800s but produced unsatisfactory lumber in comparison to sash saws and circular 
saws. The 1880s saw some earnest yet ad-hoc developments and soon after this time 
bandsaws superseded circular saws as the most common means of cutting logs. A 
bandmill comprises the structure and machinery required to strain, drive and track 
a bandsaw, which is the continuous loop of steel that actually cuts the timber. A 
modern example is pictured in Figure 1.1. Logs are fed through the saw using feed 
machinery. For a thin band of steel to remain on the band wheels it must be under 
some strain. The mechanism that provides such strain is the most important part of 
a bandmill, as this maintains blade position in the face of varying cutting loads, feed 
loads and operating speeds. 
Bandmill strain. Throughout much of the 1900s blade tension was maintained by 
pivoting the top wheel shaft on a rocker arm, with the weight of the wheel assembly 
reacted by a linkage attached to an arm and mass arrangement. This simple coun-
telweight mechanism worked well but lacked mechanical damping (aside from fric-
tion), and was replaced in the 1970's by air-strain mechanisms that reacted the wheel 
assembly mass using compressed air. The compressed air improved damping char-
acteristics and removed the inertia of the hanging weights, thus improving response 
times. Since then actively controlled hydraulic systems have evolved, further im-
proving dynamic response and damping. 
Wheels. The wheels of a bandmill are usually spoked and made from cast iron. The 
faces of the wheels are usually crowned, so that the middle width is a larger diameter 
than the edges. This aids tracking as the band tends to run at the highest point. The 
top wheel can often be tilted about the horizontal axis that is perpendicular to the 
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Figure 1.1: Modern bandmill. 
1.1 BANDSAWS 3 
axis of rotation. Such wheel tilting does improve saw tracking, but is most commonly 
used when the saw tensioning (defined below) has become unsatisfactory. 
Handsaw. The bandsaw itself has also received technological attention over the 
years. The major factors affecting bandsaw performance are the "set" of the teeth 
and the tensioning of the blade. Initially bandsaws were made with offset teeth 
(called "spring set"), however this was soon replaced with swage set teeth, which are 
symmetrical about the centre plane of the blade but flared so that the tooth width, 
or kerf width, is larger than the blade thickness. In the early 1980s tipped teeth were 
being used and now most large bandsaws use stellite tipped teeth, which offer bet-
ter wear resistance but must be welded onto the blade. The cutting edge is heated 
more than the trailing edge during operation, and the lengthening caused by this 
heating is offset by lengthening the trailing edge prior to use. This is in addition to a 
lengthening of the middle width to fit the crowning of the band wheels. Such rela tive 
lengthening is termed "tensioning" in the art of saw-doctoring. 
Figure 1.2 defines some of the parameters involved in the cutting teeth. The 
gullet size is also important to blade stability. Gullets that are too small fill with saw 
dust quicldy, and "clumps" of excess dust get forced between the side of the blade 
and the sawn timber, creating unwanted lateral loads. 
Guides. Bandsaws usually have two guides, one on either side of the workpiece. 
For increased saw stability they are placed as close as possible to the workpiece, and 
the top guide is often adjustable sometimes automatically so. Thin bandsaws of-
ten use roller guides, while wide bandsaws use low friction, wear resistant materials. 
The guides enact a constant lateral pressure to the blade so the cutting span is offset 
from the line joining the band wheels. Some guides are lubricated, with the trans-
lation of the blade over the oil film creating a fluid bearing. Some saw millers quote 
superior performance without guides; however this is not the norm. 
Pitch 
f3 ack of looth 
Face of tooth 
Hook 
Figure 1.2: Bandsaw tooth parameters. 
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Wijesinge (1998) is an excellent reference containing introductory, historical and 
operational information on the bandmill and bandsaw. 
1.2 ANALYTICAL TREATMENT OF AXIALLY MOVING CONTINUA 
Not until the pioneering work of Mote in 1965 did analytical science enter the previ-
ous century of ad-hoc optimisation that bandsaws had undergone. Mote's work was 
seminal in the wide bandsaw arena but relied upon the work of Skutch (1897) which 
was the first theoretical investigation of axially moving continua. Mote has been a 
principal author up to the present day, with other notable contributors being Nag-
uleswm"en, Ulsoy, Wickert, Wang, Okai, Kimura, Yokai, Lengoc, McCallion, Lehmann 
and Hutton. Full literature reviews are presented in Chapters 2 and 3. 
Work on the active control of axially moving continua has been considered since 
the late 1980s, with a large number of authors contributing over this time. A full 
literature review of this work is given in Chapter 5. 
1.3 MOTIVATION FOR FURTHER IMPROVEMENT 
From the foreword in Wijesinge (1998), typical yields of the British Columbian sawmilling 
industry in 1968 were approximately 40% (from log to finished product). By 1972 
this figure was 53.3%, and today yields of 70% are required to remain competitive. In 
contrast, yields in tropical countries throughout Africa, Asia and Latin America are 
currently around 40-55% (Loehnertz et al., 1994). As well as high yield, high through-
put is of major concern to saw millers. A limiting factor to high throughput is the 
speed with which logs and boards can be fed through the machines (known as the 
feed rate or speed) before saw stability is compromised. Also, machine down times 
reduce throughput, so long blade and guide lives are important. 
To improve yield and throughput, the following may be reduced: 
.. Kerfwidth. Thinner kerfs obviously mean less waste, and is limited by the al-
lowable stress of the blade and teeth. In aeronautical and other high cost mar-
kets kerf becomes especially important. 
• Washboarding. This phenomenon causes a pattern on the sawn lumber that 
resembles a washboard, and is caused by high frequency blade vibration. Re-
moval of this pattern requires increased machining and hence more waste. 
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" Snake. This is a low frequency "snaking" of the blade along the length of the 
log or board, again producing excess waste. 
" Snipe. A sudden change in blade position at the start or end of the cut, requir-
ing the removal of the ends of boards. 
• Wedging. This is a change in blade position throughout the depth of the cut, 
causing wedge shaped boards and again increased waste. 
These phenomena are all related to blade stability, so increasing blade stability 
increases yield. This is the major motivation for this research into the active control 
of sawblade vibration. 
1.4 CHAPTER PRECIS 
1.4.1 Strings and Beams 
Hamilton's principle is applied to the kinetic, potential and non-conservative en-
ergies of the travelling string. The string is subjected to distributed and pointwise 
cutting and actuator forces, and the deflection is discretised using the method of 
Ritz. Pointwise sensing is also discussed. Material stiffness is then added and re-
sults for both the string and beam given. This work is not new but formulates and 
solves the string problem in detail, and combines and compares the work of other 
contributors. 
1.4.2 Plates 
This chapter presents the major contribution of this work to the analysis of band-
saws. Firstly the literature is surveyed and background theory developed. The non-
conservative "follower force" used by other contributors to model cutting loads is 
then formulated to act only along a partial length of the leading edge of the blade. 
The interaction between the body of the blade and the sawn lumber surface is ne-
glected throughout. This is done as a matter of project scope and to restrict the mod-
elling to the linear domain. Also, guides are modelled so that the three spans of the 
saw between the wheels are considered. This is done to provide a model that allows 
investigation of quelling vibrations in the centre (cutting) span by sensing and ac-
tuation of the upstream and downstream spans. In addition to the follower force, 
additional stiffening and damping of the cutting edge is modelled. Where appropri-
ate, results are compared with those of other contributors, however results for the 
full three span system are delayed until the control work. 
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1.4.3 Experimental apparatus 
This chapter develops a noncontacting collocated actuator-sensor, and uses it to 
validate the string, beam and plate models. The actuation is electromagnetic, and 
provides the first step toward an industrial solution. The validation work is com-
prehensive, covering speed effects, bandmill tension, damping and actuator-sensor 
dynamics. The damping and actuator-sensor work is particularly important to the 
ensuing control work. 
1.4.4 Control 
Investigation of the active and passive control of axially moving continua first re-
ceived attention in the late 1980s, and the work to date is summarised. This work 
focuses on the active control of bandsaws, using modem, model-based controllers. 
The bandsaw problem is cast as a control problem, and the required control theories 
discussed with continual application to the bandmilling arena. This work focuses 
on using lateral control to further stabilise the blade; this is a matter of project scope 
and potential application to other fields. Further improvements to current strain 
mechanisms, including activation is of course feasible, but not considered here. 
An experimental study of the moving beam is presented using the experimental 
rig of the previous chapter. The robustness of controllers with respect to bandmill 
tension and blade speed is investigated, as well as the accuracy of control simula-
tions. A theoretical robustness study of the moving plate is also considered. The 
single and three span cutting plate models are then placed in feedback loops, and 
performance and robustness considered with respect to band speed, bandmill ten-
sion, and in the case of the multispan system, the position of the upper guide. 
Chapter 2 
STRINGS AND BEAMS 
The vibration of axially moving continua has been studied for over a hundred years, 
beginning with strings and progressing to beams and plates. Applications are tape 
ribbons, belts, pipes containing flowing fluids, power transmission chains and belts, 
aerial cable ways and bandsaws. This chapter formulates linear finite-dimensional 
models for translating strings and beams that are subject to exogenous influences, 
and examines the resulting behaviours. The exogenous influences describe effects 
such as forces from read/write heads on magnetic tapes, cutting forces on bandsaw 
blades and control actions. 
Skutch (1897) was the first to solve the moving string problem, and since then 
many have contributed to the area. The effect of translation upon vibration frequen-
cies and modal forms was first considered using linear theory and then using non-
linear methods. Thorough reviews of the literature may be found in Mote (1972), 
Wickert and Mote (1988), and references here will only be made that are pertinent 
to the discussion at hand. Miranker (1960) showed that there exists a periodic trans-
fer of energy into and out of the span of a travelling string, and Mote and Wickert 
(1989) quantified this energy transfer for various boundary conditions. Because this 
transfer is of second order in the lateral component of the translation of the string 
it is ignored throughout this treatment. Exogenous influences first received atten-
tion in 1967 by Alspaugh, who considered the torsional vibration of a moving strip· 
under the influence of a pointwise edge load. Also, the effect of read-write heads 
on magnetic tapes was considered by Ono (1979), and later Chonan (1986) consid-
ered a moving strip subjected to a stationary lateral load system. Wickert and Mote 
(1990) provided a general solution to axially moving strings subjected to arbitrary 
but mathematically tractable lateral loads. 
FollOwing is the formulation and solution of models for strings and beams that 
are subject to pointwise and distributed loads describing viscous damping, inertial 
loads, spring forces and follower forces (which were first applied to axially moving 
continua by Lengoc and McCallion (1995c)). It provides a unification and extension 
to the contributions of the aforementioned references. For completeness the formu-
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lation and solution of motion equations is detailed in this chapter but omitted in the 
next. 
2.1 THE TRANSLATING STRING 
Figure 2.1 shows a tensioned string translating at speed c between two frittionless 
guides and vibrating in the wx-plane. The string has mass density p, cross-sectional 
areaA, is laterally loaded by a distributed force fw(x, t), and is under tension R(x, c, t) 
whith varies due to in-line loads fx(x, t) and the transport speed c. 
fw (x, t )'-r---r--1. 
x 
(x, t) 
R(O, c, t) p,A 
Figure 2.1: The translating tensioned string. 
~ 
~ 
R(i, c, t) 
Hamilton's principle may be used to generate motion equations for the various 
systems considered. Hamilton's principle states that the true motion of a conserva-
tive system throughout the interval of time [tIl t2J is such that the integral 
(2.1) 
is rendered stationary. Here I:- = T - V is called the Lagrangian, and is the differ-
ence between the system's kinetit energy, T, and its potential energy, V. The kinetit 
energy is assumed to depend on the positions and velocities of the components of 
the system, whereas the potential energy depends only upon the positions. If the 
position of the system can be uniquely specified by as many geometrical quantities 
as there are degrees of freedom for the system, then the Lagrangian may be written 
in terms of these quantities, which are called generalised coordinates of the system. 
From the definition of the Lagrangian it is apparent that the extremisation of (2.1) 
seeks the motion of the system that best equalises the kinetic and potential energies 
throughout [tl, tz]. Extrernisation of such integrals with respect to functions rather 
than simple coordinates requires the calculus of variations (Weinstock, 1952, Hilde-
brand, 1965) rather than the differential calculus. If the quantity I is stationary for 
the actual motion of the system then its variation (written OJ) with respect to neigh-
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bouring motions must be zero. Then, Hamilton's principle may be expressed as 
(2.2) 
where JT and JV are variations (with respect to neighbouring motions) in the ki-
netic and potential energies of the system. In nonconservative systems Hamilton's 
extended principle, which includes the virtual work done by nonconservative forces, 
is used. This may be written as 
(2.3) 
where JWnc is the virtual work done on the system by nonconservative forces. In 
the development below the conservative work caused by exogenous lateral forces is 
combined into the virtual work term, rather than into the potential energy. This is 
to clarify the development, and so henceforth this term shall be labelled JWex • Once 
expressions for the system energies and virtual work are found, (2.3) may be solved 
to find the governing equations of motion. 
2.1 Kinetic and potentiai llJln & .... O'I 
The velocity of an element of the moving string comprises components from the 
:D- and 'W-directions. The lateral ('Ill-direction) component arises from the instanta-
neous vibration velocity, a'W j at, and the 'w-component of the transport velocity of 
the string, c(a'Wjax). The x-component comes from the translation speed c, and 
thus the kinetic energy T, may be written as 
T 1 2 'W 'W j .e [ (a a) 2J 2 0 pA c + at + c ax dx. (2.4) 
The absence of material stiffness in a string means the strain due to vibration is sim-
ply caused by the length of the string changing. The resulting strain energy is given 
by 
v =! 1£ R(x,c) (~:) 2 dx, (2.5) 
where R(x, c) is the tension along the length of string. 
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2.1.2 Exogenous forces 
The work done by exogenous forces fex = fw(x, t) in displacing the string by a virtual 
amount Ow is given by 
(2.6) 
where expressions for these forces depends on the system being analysed. Figure 2.2 
----R(O, 
~ 
R(e,c,t) 
Figure 2.2: Stationary mass-spring-damper system attached m,id-span. 
shows a string in contact with a mass-spring-damper located part way along the 
span. The spring provides a force in proportion to but acting against the deflection 
at the point of contact, while the damper produces one acting in proportion to but 
against the lateral velocity of the string. Also, friction caused by the contact forces 
produces a force in line with and against the direction of travel of the string, which 
again acts at the point of contact. Follower forces act so that the direction of force 
follows the slope of the deflected shape. The initial application of this idea was mis-
sile stability, where follower forces acting at one end of a free- free beam were used to 
model thrust force. This follower force has a component in the x-direction, detailed 
below, and a component in the w-direction which depends upon the slope of the 
string. Also shown in Figure 2.2 is a time varying force, u(t), acting at x X a , which 
when combined with the other lateral loads gives the exogenous force 
(2.7) 
where ks, ki and kf are the spring, damping and friction force coefficients respec-
tively, and 8(x -Xd) is Dirac's delta function located atxd' Equation 2.7 is a fair model 
for a contacting passive actuator, or the heads of high speed tape drives. However, 
more applicable to the sawmilling industry is the situation where the forces act in a 
authors considered the damping force to be proportional to -(ow/at) (as shown in (2.7}} as 
well as in proportion to - (ow / at + caw / ax). 
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distributed fashion along the entire length E. Then (2.7) becomes 
lex (2.8) 
with the obvious changes in units of ks ) kd and kf. 
2.1.3 Other effects 
Variation of tension with speed 
Maintaining the tension of wheel and band systems is achieved by a variety of strain-
ing mechanisms depending on the application. In bandmills the blade is dynami-
cally tensioned through dampened counterbalances attached to the nondriving wheel. 
This mechanism removes large fluctuations in the tension due to speed changes and 
cutting influences. Mote (1965) first considered the relationship oftension to speed, 
finding that 
(2.9) 
which can be explained by the acceleration of the blade moving around the wheels. 
For a bandrnill with wheels fixed in space the centripetal acceleration of the 
blade around the wheels requires a force which reduces the interference pressure be-
tween the wheels and the blade. As the overall band length is not changing the ten-
sion remains at the initial value Ro. If the interference pressure remains constant (by 
the use of a counterweight mechanism applied to one wheel) then the centripetal 
acceleration is reacted by an increase in band tension, this increase being equal to 
pAc2 • Thus a value of'TJ 0 in (2.9) describes the situation for fixed wheels, while a 
value of'TJ 1 describes the counterweight mechanism. If a finite stiffness is applied 
to one wheel assembly then the centripetal acceleration is reacted partially by an in-
crease in tension and partially by a decrease in the force on the wheel assembly, and 
so a value of 0 'TJ < 1 is appropriate. Mote (1965) details calculation of 'TJ given a 
certain stiffness of the wheel assembly. 
Variation of tension along the length 
The :l;-component of the follower force discussed in the previous section gives rise 
to a change in tension along the length, E. This change may be approximated in the 
distributed loading as a linear increase in tension along the length, and in the point-
wise loading as a step change at x = Xd. For a simple counterweight mechanism the 
tension at the upstream ex = 0) boundary must remain constant, and so the cutting 
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load must be reacted by an increase in the tension at the downstream (x f) bound-
ary, which is supplied by the drive motor. So, the tension at x 0 (the nondriving 
end) increases from the nominal value Ro + pAc2 to Ro + pAc2 + kf at x = f. If the 
strain mechanism is an air strain or clamped system, then the blade tension at the 
un driven pulley boundary may vary, and thus the cutting force may reduce the ten-
sion at this boundary. The drive motor must still react the cutting load, however the 
overall bandmill tension (and therefore blade tension) is reduced. 
For point loading the increase in tension will be a step change at :.1: Xd. This 
step may be modelled using the Heaviside function H(x Xd), so that (2.5) becomes 
(2.10) 
where the dependence on transport speed has been added, and the ~k f term allows 
for a hanging weight system when ~ = 0 and fixed wheels when ~ 1. 
In the case of distributed loading the tension is assumed to vary linearly along 
the length, giving 
(2.11) 
for the potential energy. 
Added mass 
The mass of the mass-spring-damper arrangement simply adds to the system's ki-
netic energy, again using a delta function to provide the pointwise effect. With mass 
'fnmsd the kinetic energy contributed by the mass-spring-damper is 
Tmsd 
1 rf. (aw)2_ 
:2 10 rnmsd -at o(x (2.12) 
where mmsd is a lumped mass under point loading and a mass per unit length for dis-
tributed loading. Naturally the ;5 function is omitted in the distributed case. Equa-
tion (2.12) may be added to (2.4) giving the total system kinetic energy. 
2.1.4 Application of Hamiltorrs principle 
With the system energies and exogenous influences accounted for, Hamilton's ex-
tended principle may be applied. 1\vo approaches are shown below. The first per-
forms the calculus of variations by substituting the energy expressions into Hamil-
ton's extended principle and taking the variation in the displacement w, yielding a 
partial differential equation describing the system. The second method substitutes 
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a Ritz discretisation for the deflection w into the energy expressions and then per-
forms the variation with respect to the coefficients of the discretisation. The equa-
tions of the first method are useful in considering the form of the forces on the string. 
However, the set of ordinary differential equations produced by the second method 
are more applicable to Wgher order systems, more complicated forces and controller 
formulation. 
Method 1 
Considering distributed loading, equations (2.4), (2.12), (2.11) and (2.8) may be sub-
stituted into Hamilton's extended principle (2.3), to give 
(2.13) 
which after performing the variation on each term (methods are analogous to those 
of the differential operator d~) becomes 
/
.1,2/'1' { aw a (aw a aw a ) 2 aw a 
pA-a a (ow) + pAc -a -a (ow) + -a a (ow) + pAc a -a ~(8w) . II . 0 t t t x x t x x 
aw a 2 aw a x aw a ] 
+ rnmsd a -a (ow) (Ro Lkf + "7pAc ) a, -a (()w) kf n a '-a (ow) tt ,rx {.:tX (2.14) 
- [ksw + ~~ + kf %: -1t(t)8(x - xa)]8w} dxdt = O. 
Each term in (2.14) involving partial derivatives of ow may be integrated by parts to 
form 
(2.15) 
where the integrated terms arising from integration by parts all vanish because 8w 
() at ttl, t2 since w is prescribed, and also at x = 0, f! due to the simply supported 
nature of the problem. Since 8w is arbitrary between tl and t2 the terms inside the 
braces of (2.1S) must sum to zero, and this provides the equation of motion for the 
free vibration of the taut string under distributed loading. 
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If the energy and virtual work expressions for point loading ((2.4), (2.12), (2.10) 
and (2.7)) are substituted into Hamilton's principle and the first variation taken, we 
have 
l t2 {e { aw a (aw a aw a ) tl io pAm (Jw) + pAc at ax (Jw) + ax at (Jw) 
2aw a a~u a··· 
+ pAc -a -a (Jw) + mmsd-
a
-
a 
(Jw)J(x - Xd) 
x x t t 
2 aw a aw a (Ro - Lkf + 'T/pAc ) ax ax (Jw) - kfH(x - Xd) ax a;E (Jw) 
[ a'w aWJ. -} ksw + kd at + kra-;; o(x Xd)Jw + u(t)J(x - xa)ow dxdt = 0, 
which after integration by parts becomes 
(2.16) 
where the term in braces of (2.16) gives the equation of motion for the string under 
point loading described. 
In the conservative case and some simple nonconservative formulations a gen· 
eral, dosed form solution of the moving string is possible. However, for complicated 
loads and with the aim of control implementation an approximate, finite dimen-
sional solution is more appropriate, for which the following method is more appro-
priate. 
Method 2 
Instead of applying Hamilton's principle to the energy and exogenous work func-
tions directly, a discretisation of the deflection w may be made, and Hamilton's prin-
ciple applied using the approximate energies. The Ritz discretisation is a linear com-
bination of m functions, such that 
m 
(2.17) 
where the functions cPa (x) are prescribed functions that form a basis for the approx-
imate modes of vibration, and each satisfy the geometric boundary conditions of 
the problem. The actual form of these functions is discussed in Section 2.1.5. This 
method describes the energy terms in terms of generalised coordinates, these be-
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ing the coefficients of the qcY(t) functions in the Ritz expansion. So, proceeding as 
outlined, the integrand in (2.4) may be expanded with the actuator mass taken into 
account, and the deflection expansion substituted to give 
T ! .fo
e 
[PA ( ~~ ) 2 + 2pAc ~~ ~: + pAc2 (~:) 2 + mmsd ( ~~ ) 2] d.~ 
= ~ m f [(PA + mmsd)qcY if' ¢cY¢(3dxq(3 + 2pAcqcY 1" ¢cY¢~dxq(3 
a p 0 0 
+ pAc2qa ,fof! ¢~¢~dxqp] 
= & [pAc{Mq + mmsdqTMmsdq + 2pAcqT Gq + pAc2 qTKoq] ) (2.18) 
where the pointwise form of the actuator mass may be used instead of the distributed 
form shown here. The actual entries in each matrix in (2.18) may be inferred from 
the previous equality, ego 1'1I1a(3 Jof' ¢a¢pdx, where Map is the entry of M in the o:'th 
row and p'th column. Upon expansion and substitution of the Ritz expansion the 
potential energy expression of (2.5) becomes 
(2.19) 
in the distributed case, or for point loading 
Tn m e 
V =!::L qa r [Ro - ikf + 'rJpAc2 + kf(H(x - xd))]¢~¢~dxq(3, 
()' p .10 
(2.20) 
each of which may be expressed as 
(2.21) 
Using a similar approach the pointwise and distributed virtual work equations ((2.7) 
and (2.8)) can be expressed as 
(2.22) 
where the terms comprising each matrix can be easily inferrred from the original 
work expressions. Substituting equations (2.18), (2.21) and (2.22) into Hamilton's 
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extended principle (2.3) and performing the variation yields 
OJ ! .{t2 { 0 (PAPc2 + pAc{Mq + mmsdqTMq + 2pAcqT Gq 
+pAc2qrKOq) O((Ro - ~kf + 77pAc2)qTKoq + kfqTKftq) 
--2 [ksOq7'Ksq + kdoq7'Ddq + k foq7'Kfq - Buu] }dt 
= ~ It2 {pAoq7' (2Mq) + mmsdoqT (2Mmsdq) + 2pAcbq7' (Gq) 
tl 
+ 2pAcoqT(GT q) + pAc2oq7'(2Koq)] - (Ro ikf + 77pAc2)oq7'(2Koq) 
T T[ 7' J} 
-kfoq (2K ft q) - 20q ksKsq + kdoq Ddq + kfKfq R1L'U dt 
(2.23) 
o 
Integrating the first two terms of (2.23) by parts gives 
(2.24) 
for which the terms evaluated at t = t1, t2 equal zero as the variations oq all equal 
zero at these limits. So (2.24) becomes 
r 2 oq7' {pA(M + M msd)4 + [2pAcG + kdDd] q + [(Ro - tkJ (1 - T})pAc2 )Ko 
.Jtl 
and as the variations oq7' are all arbitrary throughout the interval t = tI, t2 the term 
in braces must equal zero. This then gives the m approximate equations of motion 
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for the free vibration of the taut string 
pA(M + Mmsd)q + [2pAcG kdDd] q + [(Ra ~kf - (1 - ry)pAc2 )Ka 
+ kfKrt + ksKs + kfKf]q uBu. (2.26) 
The distributed formulation of (2.26) is equivalent to the distributed equation of mo-
tion found using the first method, as is the pOintwise formulation with the pointwise 
equation of the first method. The mass matrix M + Mmsd is symmetric and positive 
definite, the gyric matrix 2pAcG is skew-symmetric, and Dd symmetric and positive 
definite. The stiffness matrices K a) K ft and Ks are symmetric and positive definite 
while Kf is skew-symmetric and positive semi-definite. 
2.1.5 Discretisation of the deflection 
Both polynomials and sinusoids have been used as basis functions in this work, so 
that comparisons between the two types may be made and suitability as regards 
their use in axially moving continua assessed. The sinusoids are of the form 
A, • (a1fx) 
'Pa = SIn -g- , (2.27) 
and are the eigenfunctions of the stationary problem. The polynomials used are 
those discussed by Bhat (1985), and are generated as follows. A polynomial that sat-
isfies the geometric boundary conditions of the problem at hand (in this case the 
conditions describing simple supports at x = 0, g) is found, and used to generate 
others using a Gram-Schmidt process. In this case the starting polynomial is 
(2.28) 
which is used to generate as many higher order functions as required. The effects of 
this are considered in the following section. Once generated, the functions may be 
normalised to produce an orthonormal set. 
2.1.6 Solution of approximate equations of motion 
The approximate equation of motion (2.26) may be made more tractable (and more 
amenable to feedback control synthesis) by transforming the equations of motion 
so that the coefficient matrix of the second derivative of the generalised coordinates 
becomes the identity matrix. To fix ideas, consider (2.26), which may be written as 
(2.29) 
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where K = (Ro - tkf (1 - 'l])pAc2 )Ko + kfKft + ksKs + kfKf . Considering the 
stationary, unforced case, we have 
(2.30) 
which may be cast as an eigenproblem by seeking solutions of the form of q(t) = 
~{qeAt}. The associated eigenvectors may be normalised relative to the mass term so 
that pAET (M + Mmsd)E I, where E is a matrix with the (normalised) eigenvectors 
as columns. If (2.29) is premultiplied by ET and the change of variables q = E'I1 
made then 
which may be presented in the first order state-space form of 
Ax+Bv., (2.32) 
T 
where x = ['I1T i]T] . The modal transformation matrix E has been proposed 
by Damaren and Le-Ngoc (2000) as a method of model reduction. Firstly, E is par-
titioned such that E [Ec E1']' where Ec comprises the eigenvectors of the first 
Nrl stationary modes. Then, the premultiplication by [EI E¢] T and substitution of 
q Cc [E, E,.] [~: 1 in (2.29) gives the partitioned version of (2.31) 
.. . 
[rJe] + (2PAC [Gll G12] + kd [Gd,ll Dd,12]) ['I1e] + [Kll K12] ['ric] = [Bv"l] V., rJ7' G21 G22 Dd,21 Dd,22 '111' K21 K22 rJ1' Bu,2 
(2.33) 
where, for instance, G u EIGEe. The blocks corresponding exclusively to 'I1e may 
be taken to give the first order, dimension 2Nd system 
T 
where x is now defined as x ['rII ric T J . So the reduction ignores the modes 
higher in frequency than the N(/th one, and also terms coupling the higher modes 
with the lower ones, such as G 12 EIGE7" Ignoring this coupling is of course valid 
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in the stationary case, where the modal coordinates are by definition orthogonal, 
however will deteriorate with inherent coupling of the system. This reduction is re-
visited in the control work; until then all state-space matrices should be considered 
to describe the full order dynamics of (2.32). For u(t) = 0, (2.32) may be solved us-
ing standard eigenanalysis and results for the free vibration of the travelling string 
considered. 
2.1.7 Sensing 
One matter left to resolve is sensing the blade dynamics. This is covered in detail in 
subsequent chapters but introduced here. For now it is assumed that a finite number 
of pOintwise measurements of either the deflection or the time rate of change of this 
deflection are available, anywhere along the string. Defining the output of the k'th 
sensor as Yk(t), position sensing may be incorporated into the model via 
m 
Yk(t) = w8(x - xs) = L efJe«xs)qe<' (2.34) 
a=l 
This may be expressed in matrix form by 
y=Cq, (2.35) 
where the number of rows of C equals the number of sensors. In terms of the state 
space description we may write 
y Cx, (2.36) 
where C [ co]. For velocity measurements C = [0 c]. As an aside, there 
maybe more than one input u(t), so that u = col{ud, with the number of columns 
of B equaling the number of inputs. 
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If the material has sufficient bending stiffness then the formulation of the potential 
energy (2.5) must be altered, becoming 
(2.37) 
Obviously, when the tension term is much larger than the bending term the effect of 
bending strain becomes negligible and string-like behaviour dominates. 
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2.3 RESULTS 
results in this chapter serve three main purposes; to present the major results 
of axially moving continua to validate the model with respect to the literature and 
to present and ratify the results stemming from the new formulations. In Chapter 4 
these results are compared with experimental data. 
For consistency with following chapters the results are all for a band of steel with 
the properties shown in Table 2.1. Where the parameters are changed from those 
shown here special mention is made. 
2.3.1 Preliminary results 
To fix ideas, consider the equation of motion for the translating string under no load-
ing (Equation (2.15) with 'I] ks kd kf 0), 
(2.38) 
The bracketed term includes the radial, Coriolis and centripetal accelerations re-
spectively while the last term gives the restoring force due to the deflection w(x). 
Every term is in phase or in anti-phase with the deflection w, except the Coriolis 
acceleration which lags the deflection by 900 • This produces complex modal forms 
such that the real and imaginary parts are 900 out of phase, each part being made up 
of combinations of either even (symmetric) or odd (asymmetric) eigenfunctions of 
the stationary problem. This (a) symmetry is a compelling reason to use these eigen-
functions as the basis for the translating case. Once substituted into (2.17) the actual 
vibrations of the system are of nonconstant phase, and hence the waves propagate 
from one end of the string to the other, moving in the direction opposite to the trans-
port speed (see Figure 2.3), Detailed discussion of this phenomena can be found 
in Wickert and Mote (1990) and Lengoc and McCallion (1996b,a). 
The i'th exact free vibration frequencies for a moving string is given by (Lengoc 
and McCallion, 1996b) 
27f 
ae(a + c)(a c), (2.39) 
where {J, =J R,,;~kI is the material wave velocity and represents the critical speed at 
which all modes of vibration undergo divergent instability. Figure 2.4 plots the first 
Table 2.1: Nominal parameters/or results o/Chapter 2. 
f! b h E 
600mm 22mm 0.6mm 205GPa 150N 10 0 1 0.3£ 
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(a) Stationary form. (b) Moving form (axial motion is from left 
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Figure 2.3: Phase propagation in the first and second modes of vibration. Each set shows one 
full cycle ofvibration. 
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Figure 2.4: Approximate and exact frequencies versus speed for a translating string. 
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four curves given by (2.39) and compares them against the approximate results pro-
duced by the modelling of Section 2.1. Of note is the way that the sinusoids produce 
better approximations than the polynomials for a given number of basis functions, 
and that with higher numbers of basis functions the approximation accuracy is also 
improved. 
'00 
Translational speed, c 1m 5- 1 J Translationalspee(l, c [ms-11 
(a) Sinusoidal basis functions (b) Polynomial basis functions 
Figure 2.5: Approximate frequency versus speed for a translating string, 
The behaviour beyond the critical speed is plotted in Figure 2.5, where the ap-
parent mode of instability is that of flutter, which is incorrect for an unloaded string. 
Increasing the number of basis functions serves to reduce the speed at which an 
apparent flutter instability occurs until the critical speed is reached, whereupon the 
mode of instability is again divergent. This points out the need to compare results for 
different numbers of functions to ensure that pointwise. convergence of the eigen-
values has been achieved with respect to the number of basis functions used. Also, 
considering the practical application of this treatment and the limitation of the lin-
ear theory at transport speeds near or above the critical speed (Mote, 1966), it is 
unwise to use this modelling for high transport speeds. 
2.3.2 Forced vibration 
The following results are organised so that distributed loads are considered first and 
point loads second. The spring, damping and follower forces are considered indi-
vidually and then in unison. Where results from the literature are available they are 
used for comparison. 
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2.3.2.1 Distributed loads 
The effect of increasing the spring force on a translating string, when no damping or 
follower loads are present (kd kf 0), is to increase monotonically all frequencies 
of vibration, as long as the transport speed is sub critical. The critical speed is not al-
tered by the spring action in the case of the string; however, for the beam the critical 
speed is increased with increasing ks • The eigenvalues remain purely imaginary as 
no damping has been introduced. 
For ks kf 0 and kd i- 0 the eigenvalues contain nonzero real parts, the size 
of which depends on the amount of damping present. Figure 2.6 shows the change 
in frequency with increasing kd' for stationary and moving strings. The different ba-
sis functions create different errors in the modal damping for the moving string at 
higher kd' with neither type producing superior performance. These errors may be 
reduced using more basis functions, but at the expense of computation and model 
size. 
The follower force may be analysed by considering the x- and w-components 
separately, before considering their combined effect. Figure 2.7 shows a constant 
distributed follower load acting along the length of the string, and the corresponding 
lateral or w-component of that force. 
Figure 2.8 shows the effect of increasing lateral load upon the eigenvalues of the 
beam model. Here the tension has been reduced to zero to aid evaluation. The dot-
ted line represents better accuracy in the Ritz approximation and shows the conver-
gence in eigenvalues below follower loads of kf 700N/m in all of the four modes 
shown, (in fact values on the dotted line below kf = 1000Nm-1 are convergent). 
The most interesting phenomenon in Figure 2.8 is the stiffening action of the lateral 
load upon the first mode of vibration, and the subsequent flutter instability around 
k /' WON 1m. To verify this flutter instability Figure 2.9 plots typical modal forms for 
the first two modes at different values of k f. The two modes are obviously coalescing 
into one. 
Figure 2.10 plots the variation in natural frequencies for a tensioned beam (Ro = 
150N) with increasing follower load. In this analysis t 1 (Table 2.1), and so the 
tension at:& fJ. remains at RD. This creates the destiffening seen in Figure 2.1O(b), 
which dominates the behaviour shown in Figure 2.10(c). The added stiffness given 
by tensioning the beam has also lowered the second and third flutter instabilities 
(c.f. Figures 2.8 and 2.10(a)), however these higher modes have not converged and 
in fact the modes creating flutter instabilities change depending upon whether m 
is odd or even. This does not change the form of Figure 2.10(c). For a translating 
beam the instability becomes divergent again, and the critical speed is reduced with 
increasing follower force. The symmetry and asymmetry mentioned in Section 2.3.1 
is reduced with increasing follower force, and so the sinusoids are no longer superior 
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Figure 2.6: E.tfect of distributed damping on vibration frequencies for the moving string. 
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(a) Constant follower force. 
(b) Lateral component of follower force in (a), (kf ~~). 
Figure 2.7: Distributed follower load and corresponding lateral component. 
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Figure 2.8: Effect of lateral component of the distributed follower force on vibration frequen-
cies for the stationary, un tensioned beam. 
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Figure 2.9: Modal forms of the first two modes of the stationary untensioned beam as lateral 
follower load increases. 
over polynomials as basis functions. 
2.3.2.2 Point loads 
Chen (1997) developed approximate solutions to the moving string under the point 
loadings described in this treatment, and Lengoc and McCallion (1999) provided an-
alytical results. Figure 2.11 compares the analytical results with this formulation. As 
expected the analytical results are lower than predicted using the approximate re-
sults. Large numbers of basis functions are required to attain the analytical results 
as the very high spring stiffness (for which the results differ most) forces a discontin-
uous slope in the modal forms at.'E Xd. !tis obvious that the basis functions used in 
this work cannot cope with such a restriction. However, such a high stiffness splits 
the string into two uncoupled spans (Lengoc, 1990), rendering the practical use of 
such a high stiffness useless. 
Finally the effect of the follower point load acting on the moving string is shown 
in Figure 2.12. It is apparent that every mode except the third is markedly affected, 
with the critical speed being reduced to half that observed with no follower force. 
This is because the load is positioned half way along the length, at which point the 
slope of the deflection in odd-numbered modes is small, thereby creating a small 
lateral component. 
2.3.3 Conclusion 
This treatment has extended the work currently available in the literature on trans-
lating strings and beams to include distributed spring, damping and follower loads, 
as well as pointwise actuation! disturbance forces and sensed outputs. Comparison 
with other contributors has been used to validate the modelling. 
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Figure 2.10: Effect of distributed follower load on vibration frequencies of the stationary 
heam. 2,lO(c) shows that the in-line component dominates the behaviour. Note that the axis 
of2.10(a) differs from the other plots. 
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Figure 2.12: Effect of pointwise follower load on vibration frequencies for the moving string. 
Isolated points indicate data from Lengoc and McCallion (1999). Xd = O.5f, kf = ~Ro = 
112.5N 
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It has been shown that the gains of using the eigenfunctions of the stationary 
problem as basis functions are reduced when external loadings are applied, making 
the comparatively simple polynomials more attractive. However, use of the Gram-
Schmidt process resulted in numerically unsound higher order polynomials, mean-
ing that very large numbers of basis functions could not be accurately generated. 
Using a modified Gram-Schmidt procedure improved the situation to a degree. 
The models put forward are easily used in standard control frameworks and are 
general enough to be used in applications in the textile, sawmilling, power trans-
mission belt, and magnetic tape industries. The following chapter extends this work 
to moving plates and provides an even more general formulation of external influ-
ences; although the focus narrows to the sawmilling industry. 

Chapter 3 
PLATES 
This chapter considers current methods of describing axially moving plates that are 
influenced by in-plane tensions and edge loads, and proposes a new method which 
allows for more complex edge loading. The main application is high-strain wide 
bandsaws. The development of motion equations covered in the previous chapter is 
assumed, and therefore results follow directly from new formulations of relevant en-
ergy expressions. The new method of describing edge loadings considers the cutting 
loads to act along a partial span of the blade, and also models the feed force during 
the cutting process. Also, the guides used on large bandsaws are modelled using two 
methods. Results for partial cutting system with guides is deferred until Chapter 5. 
3.1 LITERATURE REVIEW AND BACKGROUND THEORY 
Work on axially moving plates was started by Ulsoy and Mote (1982), by combining 
the kinetic energy due to translation with the bending and strain energies of plates. 
Defining the deflection surface to be w = w(x, y, t), and the plate to be e metres long, 
b metres wide and h metres thick, the kinetic energy is 
(3,1) 
where c is the velocity of translation of the plate and is positive in the positive :1;-
direction, and p is the blade density. The strain energy due to bending is given by 
(3.2) 
where D = Eh3 /12(1 lJ2) is the plate rigidity. Ulsoy and Mote also considered the 
effects of bandmill strain, blade tension, wheel crown and wheel tilt. These factors 
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create stresses throughout the blade, for which the resulting strain energy is 
1 rb rf {(OW)2 ow ow (OW)2} 
Vs = 2 Jo Jo Nx ox + 2Nxy ox oy + Ny oy dxdy, (3.3) 
where Nx(x,y), Ny(x,y) and Nxy(x,y) are forces per unit length defining the pla-
nar stress field throughout the plate. The conventions are that tensile stress is pos-
itive and that positive shear elongates the diagonal joining the origin to the corner 
(x, y) = (£, b). Both strain energy expressions are standard results for isotropic plates 
(see Timoshenko and Woinowsky-Krieger (1959) and Leissa (1969)). Ulsoy and Mote 
(1982) also compared experimental data from production scale bandmills with the 
theoretical results, but only for the transverse modes Of vibration. 
A series of three papers (Lengoc and McCallion, 1995a,b,c), considered tangen-
tial edge loading as a model of the cutting force, and assessed the blade stability in 
relation to parametric excitation of these loads. Furthermore, Lengoc and McCallion 
applied the idea of a follower force to the cutting edge, producing a nonconservative 
out of plane load as well as the tangential loading. The combined effects of bandmill 
strain, pretension and wheel tilting, translation speed and cutting loads were also 
considered in detail. 
Lehmann and Hutton (1996) modelled the cutting loads on a more microscopic 
level, considering the cutting forces to act on each tooth. Also, the lumber density 
was assumed to vary analytically with proximity to a knot, and the gradient of the 
hardness function used to determine lateral loading on the blade. A full dynamic 
model of the band was presented, but not used because experimental cutting data 
was presented that showed the blade motion comprising primarily of frequencies 
below This led to the assumption of a "quasi-static" process, where the static 
blade stiffness rather than the blade dynamics influenced the sawn lumber surface. 
Therefore, the blade was assumed to be in static eqUilibrium, with the restitutive 
forces from the blade stiffness balancing the lateral cutting loads as well as forces 
from the interaction of the face of the blade with the sawn surfaces. Such a model 
will not account for the washboarding phenomenon, but is perhaps valid for low 
frequency effects such as snake and snipe. Lehmann and Hutton (1997) first uses the 
model of the previous work to establish the affect on tooth tip stiffness of parameters 
such as blade thickness, width, band strain etc. Then, the contact algorithm used in 
determining the side loads caused by the blade interaction with the sawn surfaces 
was shown to markedly affect the path of the blade near the idealised knot. 
Washboarding was experimentally investigated in Zhan and Hutton (1989), and 
two distinct types of the phenomenon were shown to exist. It was postulated that 
the first type was a function of the impacting teeth causing tooth and hence blade 
vibration, and the second type was related to side loads acting on the teeth. No the-
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oretical mechanisms were presented in this work. Okai et al. (1996) considered the 
washboarding phenomenon in isolation of the bandsaw blade dynamics. The depth 
of cut was assumed small in relation to the blade length, so that each tooth embed-
ded in the cut vibrated with the same amplitude. Then, assuming a constant sinu-
soidallateral motion of the blade with time, and constant tooth passing frequency 
and feed speed, an analytical form of the washboarding pattern was produced. Also, 
knowledge from circular saw vibration was used to propose that only tooth pass-
ing frequencies slightly higher than a natural frequency of the blade would cause 
self-excited vibration and hence washboarding. This was experimentally verified, 
and washboarding was shown to be caused by both transverse and torsional modes. 
Lengoc and McCallion (1999) extended the theoretical work of Okai et al. (1996), and 
combined this extension with their modelling of bandsaw dynamics (Lengoc and 
McCallion, 1995a). The experimental results of Okai et al. were compared with the 
theoretical modelling subjected to periodic point loading, with large amplitude vi-
brations noted near torsional frequencies only. 
3.2 PRELIMINARY RESULTS 
If the three energy expressions (3.1,3.2,3.3) are worked through Hamilton's principle 
as shown in Section 2.1.4 the standard MGK system results. The basis functions 
used are the polynomials of Chapter 2 in both the x·· and y-directions. Sinusoids 
are feasible in the x-direction but offer no real gain for loaded translating continua 
(Section 2.3.2), and also the formulation described later in this chapter is afforded 
by the use of polynomials. 
The frequencies of vibration reSUlting from the eigenvalue problem for an un-
loaded, stationary plate are compared in Table 3.1 with results l from Leissa (1973). 
The modal form is given by two digits, the first giving the number of half waves in the 
,f.-direction and the second those in the y-direction. The results compare well with 
Leissa's work with accuracy increasing with the number of basis functions used. 
The gyric precession noted in Chapter 2 is shown for plates in Figure 3.1 for the 
first four modes of vibration over full cycles of vibration. The plate aspect ratio is 4: 1 
and the translational speed is c ~ccr' For the first natural mode the translational 
speed couples the first two stationary transverse modes, and in the second mode 
the first two torsional modes are coupled. This theme continues for higher modes. 
Again, the waves travel in the opposite direction to the blade. Figure 3.2 expresses 
tlle same information but by showing the deflections arising from the real and imag-
1 Such dimensionless parameters are very useful, as they are easily modified to produce the natural 
frequencies of vibration for any plate material, thickness and aspect ratio. However, several authors 
use these dimensionless parameters for their dimensionless nature alone, even when the results are 
not applicable to different geometries. Therefore, this work usually presents results in MKS units. 
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Table 3.1: Natural frequencies for a plate that is simply supported on two opposite boundaries 
and free on the other two. 
Frequency parameter, 
A wa2 y'plD 
Aspect Leiss a 6x4 basis 8xlObasis Leissa 
ratio (lib) shape functions functions 
0.4 1,1 9.8157 9.7602 9.7600 
1,2 11.1321 11.0369 11.0368 
1,3 15.7972 15.0638 15.0626 
1,4 26.1510 21.7083 21.7064 
1.0 1,1 9.6815 9.6314 9.6314 
1,2 16.2231 16.1348 16.1348 
1,3 39.1623 36.7257 36.7256 
2,1 40.6266 38.9452 38.9450 
2.5 1,1 9.4873 9.4841 9.4841 
1,2 33.6702 33.6228 33.6228 
2,1 38.4438 38.3629 38.3629 
2,2 75.5199 75.2037 75.2037 
Figure 3.1: Modal precession for firstfour natural modes of vibration , c 
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inary parts of the eigenvectors. The actual vibratory forms shown in Figure 3.1 result 
from the superposition of these real and imaginary parts, with the real part leading 
the imaginary by 90° . 
The blade tensioning, wheel crowning and wheel tilting mentioned in Chap-
ter 1 combine to produce an in-plane stress distribution at the ends of the plate of 
the fmm shown in Figure 3.3, which in this work is approximated by a linear vari-
ation across the width, b. Finding the corresponding planar stress field throughout 
the plate (given by Nx , Ny, and N xy ) requires the Airy stress function, <l>(x, y), which 
for two-dimensional problems satisfies (Goodier and Timoshenko, 1951) the bihar-
monic equation 
(3.4) 
and is related to the in-plane stress components by 
(3.5) 
The simple case of a linear variation of tension across the width can be achieved by 
applying pure bending stresses along the edges x 0 and x = f and superimposing 
this with the nominal bandmill strain. An acceptable stress function to provide pure 
(a) Real parts. (a) Imaginary parts. 
Figure 3.2: Deflections arising from the real and imaginary parts of the eigenvectors of the 
first fo ur modes of vibration, c = ~ Ccr 
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Figure 3.3: Plate end loads created by blade tensioning, wheel crown and wheel tilt. 
bending in the plate is 
(3.6) 
which gives N.'E = - Rb along the trailing edge, Nx = Rb along the leading edge and 
no stress along the middle-width, with no shear stress or normal stress in the y-
direction. Superimposing this with the nominal tension and the strain mechanism 
term (Section 2.1.3) I we have 
(3.7) 
Figure 3.4 shows the effect of Rb upon the natural frequencies of vibration, with 
results being compared with Lengoc (1990, see pp. 169). The major result is that 
the stress distribution increases the torsional frequencies and reduces the transverse 
ones. Also shown are the mode shapes (Figure 3.5), which show the leading edge be-
ing stabilised (and eventually pinned down) by the tension variation in transverse 
modes but destabilised in torsional modes. These results indicate that lengthening 
the trailing edge more than the cutting edge improves the relative stiffness of the cut-
800 . 
r----~ 
Figure 3.4: Effect o/varying the linear stress variation across the width o/the plate, with re-
sults compared with Lengoc (1990). £ = a.948m, b a.235m, h = 1.4mm, Ro 63.8kNlm 
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ting edge for transverse vibrations but impairs it for torsional ones. Also, the shift in 
nodal lines shown in Figure 3.5 shows that the tensioning of the blade affects choice 
of actuator and sensor positions. 
For a translating plate the trends shown in Figure 3.4 are the same but all fre-
quencies are reduced because of the blade translation. 
3.3 CUTTING FORCES 
The pointwise forces treated in the previous chapter are not useful in wide bandsaw 
applications, as the workpiece usually encompasses a significant span of the blade 
length 1!. However, distributed loads are feasible and may be formulated in a method 
analogous to that in Chapter 2, so that the entire cutting edge, (defined by 0 ::; x ::; l, 
11 b) is under cutting influences. This method was presented by Lengoc and Mc-
Callion (l995c), and is reformulated below with some extensions. The work done 
and results presented by Lengoc and McCallion is huge, and only results for the ex-
tensions are presented. Another, more realistic representation of the cutting forces is 
to treat the saw blade to be made up of a cutting span which is encompassed by the 
workpiece with noncutting spans on either side. This novel method is also presented 
and results compared with those of the full cutting span. 
3.3.1 span cutting 
Considering a distributed follower force acting along the entire cutting edge, the out 
of plane component enters the motion equations via the virtual work done, while 
the inplane component enters via Airy's stress function and (3.3). Considering firstly 
the out of plane action, an exogenous force of 
lex (3.8) 
results, where u.(t) is still a poinn-vise control or disturbing force. Lengoc and Mc-
Callion (l995a) considered spatially constant forces per unit length to act along the 
Figure 3.5: Modal forms and nodal lines for the first four modes for the tensioned stationary 
plate in Figure 3.4 with R/, = i Ro. 
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cutting span, without the edge damping and stiffness. The resulting stress functions 
N;El N XY1 Ny can then be superimposed with those from the tensioning effects already 
mentioned. For a constant distributed cutting load the shear stress along the cutting 
edge must be a constant, and along the trailing edge it must be zero. Furthermore, 
Ny must be zero along both the cutting and trailing edges but N x is unrestricted. 
The boundary conditions on the other two edges (x = 0, 0 :s; y :s; b, and 1; = fl, 
() :s; y :s; b) are unrestricted in terms of Ny and N xy , however N x depends upon the 
tension mechanism of the bandmill (see Section 2.1.3). Again using the variable I" 
such that (0 :s; ~ :s; I), a stress function satisfying the above boundary conditions is 
k 
<f! = ..:'L (x - d)y3 3b2 ) (3.9) 
which gives 
2kf N x = F;2(x ~£)y 
N xy kf(L)2 
Ny 0, 
where i 0 represents the counterweight mechanism and I~ Ie 0 represents systems 
with finite stiffness. N:r and N.'LY are plotted in Figure 3.6, for t 0.0 and ~ = (J.S 
(which Lengoc and McCallion (1995a) proposed). There is no compelling reason to 
enforce t = 0.5 so it is considered more general to allow for this variation. 
Figure 3.7(a) shows the effects of the upstream boundary condition and the size 
y 
(a) Simulation of a counterweight mechanism (~ 0)) 
whereby the stress at the x = 0 boundruy must remain constant. 
N k ( 11.)2 yx = "f (; 
y 
(h) The stress state used in Lengoc and McCallion (l995a) (i = 0.5). 
Figure 3.6: N x andN£y for a constant cutting load. 
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of the tangential load on the first natural frequency. Results for six values of tare 
shown, and of note is the initial stiffening for t :::; 0.4 followed by destiffening and 
finally buckling as the cutting load increases. This makes sense as for t = 0 the stress 
at the upstream boundary (x 0) remains constant, and the cutting load increases 
N.7: throughout the plate. For & 1 the boundary at x = 0 is reacting all of the cutting 
force, so that the tension N x throughout the plate is decreased from the noncutting 
state. As the cutting force increases divergent buckling occurs. (Except where other-
wise mentioned, the plate parameters used in the results for this chapter are listed 
in Table 3.2 so that comparison with the results of Lengoc and McCallion (l995a,b,c) 
may be made.) 
Figure 3.7 (b) shows the s arne effect but for the first six natural frequencies. Again, 
the blade is stiffened for & = 0 but de-stiffened for & = 1. Also of interest is the way 
that the torsional modes do not suffer buckling in the way that the transverse ones 
do (shown by the way two eigenvalue curves approach each other and then diverge 
again - the mode of vibration is essentially "swapped" between the curves, and the 
torsional frequencies remain comparatively unaffected). The modal forms of the 
first three modes are shown in Figure 3.8, for kf = 15kN and & = 0.0,0.5, showing 
that the tangential component couples the transverse and torsional modes. 
If the lateral component of the follower force is introduced, the flutter instability 
mentioned in Section 2.3.2.1 occurs, as is shown in Figure 3 .9(a). The first transverse 
mode has stiffened in comparison to Figure 3.7(a), and the first torsional and sec-
ond transverse modes coalesce around kf 20kN/m. The higher frequencies also 
coalesce around this load, with the torsional mode always being stiffened and the 
transverse de stiffened prior to instability. Figure 3.9(b) shows the effect of altering &, 
showing the apparent stiffening of all modes when & = 0, and the flutter instabilities 
for & 1 (for which the flutter loads are lower than when & = 0.5). Figure 3.9(c) shows 
the first three modes of vibration for kf = 15kN/m and b 0.0,0.5.· 
3.3.2 Partial span cutting and feed loads 
In real applications the cutting edge is not in contact with the workpiece along the 
entire length. To model this situation a formulation that affords the application of 
cutting and feed forces that act only over a part of the leading edge is required. Such 
a form of cutting load is shown in Figure 3.10. The cutting load is a biased sinusoid, 
Table 3.2: Nominal parameters for results of Chapter 3. 
t b h E ~ 
-1=-m--2=-=7=-=5::-m-m---=-1.-=6-=-Sm-m 20SGPa 45kN I m 
Rb m n 'T/ 
o 8 6 0 
v 
0.3 
& 
1 
40 
Cuttillgforce. k f [kN/m] 
(a) Effect on the first vibration mode. 
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Cutting force. k j [kN 1m] 
(b) Effect on the first seven modes of vibra-
tion. 
Figure 3.7: Effect of in-plane component of the distributed follower force on the stationary 
plate. 
w = 216rad/s w = 158rad/s 
Ca) ~ 0.0. (b) ~ 0.5. 
Figure 3.8: Mode shapes for tangential component offull-span follower load, kf = 15kN 1m. 
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Figure 3.9: Change in ilnaginary parts of eigenvalues for increasing fUll-span cutting load. 
and a feed load exists that is spatially similar but smaller in magnitude. Therefore, 
{ 
0, 0:::;; x < Su 
Ac(t) + Ac{t) sin e;x) , su:::;; x :::;; e SI 
0, e SI < x:::;; e, 
(3.10) 
where 5 u and 51 represent (respectively) the lengths of the upstream and downstream 
noncutting spans. Between these spans the workpiece envelopes the blade. The di-
ameter of logs, density, hardness and other properties naturally change throughout 
the log length, so the parameters Ac , Ac. Su and 81 are considered to vary with time. 
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w 
:r 
Figure 3.10: Form of partial cutting load, showing tangential follower force and normal feed 
force. 
The form depicted in Figure 3.10 and (3.10) may be approximated using Fourier sine 
series with time varying coefficients. A biased sinusoid rather than a constant load 
is used in an attempt to model individual teeth loading. Considering for now the 
cutting load only, the Fourier sine series may be written as 
(3.11) 
where 
(3.12) 
Because the cutting force equals zero either side of the workpiece the integral 
limits of (3.12) become x = Su and x = Sl, with hf = Ac + Ac sin(21f:r,jP) over tillS 
Bfi 
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range. From this the following Fourier coefficients may be found: 
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For each of the i = 1,2, ... ,I functions in (3.11) the in-plane stress distributions 
Nci,x) NCi,xy and NCi,y must be found. Consider the cutting edge of the plate loaded 
with a tangential force given by the i'th term of (3.11), i.e., qfi(X) B fi sin ('WE), 
where 'Yi in / e. Again, the Airy stress function may be used to find the stresses 
throughout the plate. Assuming <P fi = cos (fiX)!ti(Y) and substituting it into (3.4) 
yields 
the general solution of which is 
substituting this into (3.5) provides expressions for the in-plane stresses: 
Nli,x 'Yi cos (fi:r:) [C1,Ji'Yi cosh (fiY) + C2 ,Ji'Yi sinh (fiY) 
+C3 ,Ji (2 sinh ('YiY) + 'YiY cosh ('YiY)) 
+C4 ,fi (2 cosh ('YiY) + 'YiY sinh ('YiY))] , 
(3.13) 
'Yi sin (fiX) [Cl,Ji'Yi sinh (fiY) + C2 ,Ji'Yi cosh (fiY) (3.14) 
N{i,y 
+C3,Ji (cosh (fiY) + 'YiY sinh (fiY)) 
+C4,fi (sinh (fiY) + 'YiY cosh (fiY))] , 
cos ('YiX) [C1,fi cosh ('YiY) + C2,Ji sinh ('YiY) 
+C3,fiY c:osh ('YiY) + C4,JiY sinh ('YiY) J . 
Using the boundary conditions Nfi,y(X, 0) Nfi,y(X, b) Nfi,xy(x,O) 0 and Nf'i,xy(:r:, b) 
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B fi sin (i~x), the constants C1,Ji ... C4,Ji are found to be 
A similar procedure may used to find the in-plane forces due to each of the 'i, = 
1,2, ... ,I sinusoids that make up the feed force. The assumed solution of the Airy 
stress function is now iJ!ffi sin biX) fffi (y) but (3.13) and (3.14) remain valid with 
subscripts 'f' replaced with' ff'. The final form of the stress functions becomes 
Nffi,x = 8~~~fi = ri sin biX) [C1,Jfifi cosh biY) + C2,Jji'Yi sinh (r'tV) 
+C3 ,Jji (2 sinh (riY) + riY cosh (riY)) 
Nffi,y 
_D2if>ffi 
DxBy 
+C4,Jfi (2 cosh (riY) + riY sinh (riY))] , 
-ri cos biX) [C1,Jfifi sinh biY) + C2,fjifi cosh biY) (3.15) 
+C3,jji (cosh (riY) + r'iY sinh (riY)) 
+C 4,Jfi (sinh (riY) + riY cosh (riY)) 1 , 
-rt sin biX) [C1,Jji cosh biY) + C2,j.fi sinh biY) 
+C3 ,ffiY cosh biY) + C4,ffiY sinh biY)] , 
and the constants C1,J,ti ... C4,Jji are 
C1Jfi = 0, 
0, .-B sinhbib)+ribcoshb'ib) 
2,Jh - jfz rt (sinh2 bib) - bib)2) , 
C . - -B sinh bib) + rib cosh bib) 
3,jiz - jiz ri (sinh2 bib) bib)2) , 
B bsinh(rib) 
C4,jji iji (sinh2 bib) - (ri b)2) . 
Thus each of the i 1,2, ... ,I components of the cutting and feed forces pro-
duce stress functions which alter the strain energy of the system via (3.3). Calculat-
ing the terms of each stiffness matrix requires integration of products of polynomials 
and trigonometric or hyperbolic functions, for which recursive methods may be em-
ployed. 
Figure 3.11 shows the stress distributions for a plate which has noncutting spans 
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of Sn 0.3£ and Sl = 0.2.l', with 15 sine series in the approximation of kj, where kj 
is a bias of 10kN 1m with no sinusoidal nature. Considering Figure 3.11 the specified 
boundary conditions for Nxy and NYI have been satisfied. Gibbs phenomenon can 
be seen in N xy along the cutting edge at the edges of the workpiece, and N xy is seen 
to vary about the bias between x Su and x I! - Sl. Naturally, more sine functions 
in the approximation would yield a more accurate representation of k j I although 
Gibbs phenomenon would be exacerbated. 
To compare the partial-span formulation with the full-span one, the entire length 
may be taken as the cutting span (SIL = Sl = 0), which results in the stress distribu-
tions shown in Figure 3.12. In comparison with the full-span formulation (see Fig-
ure 3.6), the stress distribution N x is nonzero along the trailing edge, however it is 
otherwise similar to the previous method for ~ 0.5. The reason for this disparity 
is that the partial-span formulation prescribes zero shearing stress along the pinned 
boundaries, thus requiring N x alone to maintain the equilibrium of the plate. In the 
full-span method the shear forces along these boundaries react the moment caused 
by the cutting load, and thereby maintain rotational eqUilibrium. The outcome is 
that the normal stress N x within the plate is much larger (in both tension and com-
pression) in the partial-span formulation. 
These disparities make comparison of the methods difficult. However Figure 3.13 
-50e3 
(£, b) (£, b) 
(f, b) 
Figure 3.11: N OJ, N",y, Ny for a constant cutting load acting along a partial span of the leading 
edge (s" 0.3f, Sl = 0.2£). 
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Figure 3.12: N,,,, N xy , Ny for a constant cutting load acting along the entire length of the lead-
ing edge (SlI = 0, Sl = 0), 
depicts the modal forms of the first three modes for the partial-span formulation, 
showing that the behaviour is similar in form to the previous formulation. Figure 3.14 (a) 
shows the effect of increasing cutting load upon vibration frequencies, for increasing 
numbers of Fourier terms. 
Figure 3.14(b) adds the lateral component of the follower force, which may be 
compared with the results of Figure 3.9(a)). One significant result here is the appar-
ent flutter induced for low numbers of functions describing the cutting load, but not 
for more accurate descriptions. The large values of Nc cause the divergent buckling 
of the fundamental mode instead of the flutter noted in the full-span formulation, 
however flutter continues to occur between the fourth and fifth modes independent 
of the number of Fourier terms. 
Each of these cutting formulations have their pitfalls, the major one that threat-
ens both is that the results for the stress conditions near the plate boundaries are 
often inconect, especially if the boundary conditions are not accurately described. 
In the case of a bandmill with crowned and tilted wheels which is cutting timber 
with unknown and variable qualities, it is hard to imagine the boundary conditions 
prescribed by either formulation being even close to accurate. Having said this how-
ever, it is worth considering the condition of shear at the x 0 and x = f! boundaries. 
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184rad/s 157rad/s 
247rad/s 214rad/s 
314rad/s 309rad/s 
(a) I 1. (b) I 15. 
Figure 3.13: Modal forms using partial cutting formulation for cutting along the entire lead-
ing edge. kr 15kNIm 
kf IkN/rnJ. kf [kN/rnJ. 
(a) Tangential component of follower force. (b) Full follower force. 
Figure 3.14: The effect of increasing the number of terms in the Fourier representation of the 
cutting load (which is applied along the entire cutting edge). Figure 3.14(b) may be compared 
to thefull-span. results shown in Figure 3.9(a). KEY: - I I, - I = 5, - I 15. 
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Such a shear must be either be reacted by the shearing stress between the wheels and 
the blade or by a movement of the blade that alters the tension so that the cutting 
load is countered by the longitudinal stress alone. This corresponds to the bound-
ary conditions of the partial-span formulation, while the assumption of shear at the 
upstream and downstream boundaries corresponds to the full span method. 
3.4 PARTIAL SPRING FORCE, DAMPING FORCE, LATERAL FOLLOWER 
FORCE AND ADDED MASS 
In a manner similar to that in Section 2.3.2.1 the spring, damping and follower forces 
may be accounted for by using the virtual work done by these forces, 
where 
{ 
0, 
jex,sd = (ksw + kd~~ + kf~~)J(y - b), 
0, 
Combining these equations gives 
0:::; x < Su 
87~ :::; X :::; e - 81 
£ - 81 < X f. 
(3.16) 
(3.17) 
rb t-si aw aw -
JWex,sd = io isu (ksw + kdat + kfax )8(y - b))dxdy, (3.18) 
so that distributed damping, spring stiffness and the lateral component of the fol-
lower load is applied along the partial span of the cutting edge. 
Figure 3.15(a) shows the monotonic increase in frequency of all modes with in-
creasing spring stiffness on the cutting edge. Of interest is the way the torsional 
modes are increased more than the transverse ones. The mode shapes are illustrated 
in Figure 3.15(b), and noticeable is the leading edge being "pinned" down more in 
the transverse modes than the torsional ones. The torsional ones are overall smaller 
due to the stiffening. At very high stiffnesses the third mode (which originally was 
the first torsional mode) develops length -wise nodes along the leading edge and near 
the trailing edge. 
3.5 MODELLING THE EFFECT OF SAW GUIDES 
In industrial saws, guides are positioned either side of the workpiece to aid saw sta-
bility and hence tracking. Guides used to be made from dense varieties of wood but 
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(a) Variation of frequency with spring stiffness on leading edge. 
(b) Modal forms for k. = 40kN 1m2 • 
Figure 3.15: Effect of distributed cutting edge stiffness on vibration frequencies for the moving 
plate. 
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are now made from polymers, resins or synthetic composites, sometimes with lubri-
cating fluid to cool the blade and reduce friction between the guides and blade. The 
guides are either fitted on one side of the blade and maintain an offset pressure on 
the blade, so that the cutting surface is in a different plane to that joining the wheel 
rims, or on both sides with a defined pressure. The top guide position is often reset 
for each cut to further increase blade stiffness. These increases in blade stiffness are 
what improves the cutting accuracy. 
Previous contributors have either ignored the guides or only modelled the span 
of the bandsaw between the saw guides. Lengoc (1990) showed that the inter-span 
coupling that exists in a three span beam (pinned at each end and at two mid points) 
reduces with increasing tension, thus justifying the approach of modelling just the 
central span. 
For lateral control action, there must be enough space to position an actuator, 
for which there are four alternatives. These are: 
(a) In the span between the band wheel and the upstream guide, 
(b) In the corresponding span downstream of the lower guide, 
(c) On the span on the opposite side of the bandmill, ie. the return span of the 
blade, 
(d) The guide positions, so that the actuators are actually part of or a replacement 
for the current guide system. 
All of these methods require a more complex model than what has been pre-
sented thus far; for example option (c) requires the modelling of the entire bandsaw 
instead of a linear span (Mote and Wu, 1985, Mote and Wang, 1986). The other op-
tions require a model of the guides themselves, which is the content of this section. 
What follows are two methods for simply modelling such guides. The first uses 
singular value decomposition to find the null space of the basis function space com-
prising the plate deflection, and the second uses "regions of stiffness", or a restitutive 
pressure, that restricts the deflection throughout the region. 
3.5.1 Singular value decomposition 
Consider a point (x, y) = (Xi, Vi) on the plate surface that is required to be con-
strained to the undeflected plane, so that 
(3.19) 
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Substituting w for the Ritz discretisation, a matrix equation may be formed from (3.19): 
m, 11 
W(:Ei'Yi,t) ~~¢C,(Xi)'IjJ{3(Yi)qCi{3(t) =0, 
n /3 
(3.20) 
If more than one point is to be pinned to the xy-plane, (3.20) becomes 
(3.21) 
where dim{W} = J x mn, J being the number of pinned points. The problem is now 
a question of finding the set of vectors that satisfy (3.21) I and limiting the eigenprob-
lem to this set. Such a problem may be solved using singular value decomposition, 
which decomposes the matrix W into three matrices U , :E and V such that 
(3.22) 
where :E has the structure 
:E = [:El 0] 
o 0 ' 
(3.23) 
with being diagonal and the diagonal terms being the singular values of W. The 
matrices U and V are orthogonal and comprise spans of the four fundamental spaces 
corresponding to the mapping of W. By partitioning matrices U and V so that 
W [v] V2] [~ ~] [~fl ' (3.24) 
and post-multiplying both sides by V we find that, 
WV2 =0 (3.25) 
which means that V 2 provides a basis for the null-space of the mapping W. There-
fore, in solving the vibration problem, we must admit only eigenvectors that come 
from this nUll-space. This may be done by replacing q in the equations of motion by 
V 2z, and also pre-multiplying by Vr, so that the equation of motion (for the stan-
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dard MGK system) becomes 
(3.26) 
Once this system is solved the original coordinates are returned by q = V zz. The 
size of q is reduced by the number of restrained points, hence reducing the number 
of degrees of freedom of the system. 
The number of constrained points alters the results of this formulation markedly, 
and so for this application where a reasonable area is to be constrained by a relatively 
small number of points this method is not suitable. Another method of describing 
the guides is shown below. 
3.5.2 Regions of springs 
Consider a rectangular area of the plate that is acted upon by a distributed restitutive 
pressure that is in proportion to but opposes the plate deflection throughout the 
area. If the area is bounded by Xgl S X S xgz) 0 S y S b, then the virtual work done 
on the plate is 
8VVex = 
(I [,'1;g2 
.10 ./x
g
! kgw8wdxdy, (3.27) 
where kg is the pressure generated for a unit deflection. As kg becomes large, the 
results approach those of the singular value decomposition method, as shown in 
Figure 3.16. The singular value method does not model the third mode ofthe spring 
formulation, but produces almost identical mode shapes for the other modes. The 
stiffness method has the advantage that it may be "tuned" to model more accurately 
different guide materials, and also it does not reduce the number of basis functions 
in the model. A more complete guide model would include damping and the change 
in band tension caused by the friction opposing the translation of the saw; essen-
tiallya distributed version of the mass-spring-damper arrangement of Chapter 2. 
Partial cutting examination. Figure 3.17 shows the effect of the partial loading in 
comparison to the full length loading. The workpiece is assumed to be located in 
mid-span and to act over one half of the blade length /!, which is now 2m in length 
(twice that of Figure 3.14(b)). Guides are placed either side of the cutting length, 
with widths ofO.OIm and stiffnesses of kg = 1 x lOBN/mz. Results for the short span 
(e = 1m) are also shown for this number of basis functions. The first mode to desta-
bilise in the three span blade vibrates primarily in the upstream span. The second 
mode to be destabilised vibrates predominantly in the central span, and compares 
reasonably well with the single span result. The modal forms of this mode are shown 
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4 5 6 7 8 9 10 
kg ,kN/m2 X 107 
Figure 3.16: Modelling guides by areas of restitutive pressure. Xgl 0.3£, Xg2 = 0.4£. KEY: 
Spring like formulation, <I Singular value method, with six constrained points (arranged 
in two lines of three across the width of the blade), 
Cutting load, k f [kN/m] 
Figure 3.17: The effect on vibration frequency of the cutting span length. m = 7, n 5. KEY: 
Long span, I 5, - Long span, I = 15, _.- Short span, I ::: 10. 
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for kf = 17kN/m in Figure 3.18. The small vertical lines on the multispan plots show 
the borders ofthe central span. The final multispan blade with higher guide stiffness 
and more terms in the cutting load produces a form very close to the single span re-
sult, however the frequency is still similar to the previous multispan system. 
3.6 FURTHER DAMPING 
The damping of the previous section models the damping inherent in the cutting 
process, and thus acts along the cutting edge. However, stationary and idling blades 
are also damped, and this damping may be modelled in a similar way to the former. 
The only difference is that the damping force exists over the entire blade surface, so 
the damping force becomes 
(3.28) 
3.7 BRINGING IT ALL TOGETHER 
The large number of effects that comprise this model and the uncertainty in some 
parameters (k f and ks for example) means that a logical examination of the interac-
tions of each of the various parts would be cumbersome, confusing and unenlight-
ening. Such an analysis would also be useless in solving the problem at hand, which 
is to produce a model of a cutting bandsawthat may be used to implement effective 
model-based feedback control. A case study that embodies the modelling thus far 
presented is given in Chapter 5. 
x 
Mode 1: O.O± 19.7 Hz 
(0.0 ± 124.1 rad/s) 
Mode 2: O.O± 26.9 Hz 
(O.O± 169.3 rad/s) 
Figure 3.18: Modalforms of the single and three span blades under loads ofk j 17kNlm. 
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3.8 CONCLUSION 
The single span blade subjected to a follower load has been modelled and success-
fully compared with the results from Lengoc and McCallion (l995a). Edge damp-
ing and stiffness has been added, as well as pointwise disturbance and/or actuation 
forces. 
A multispan model with cutting forces acting along a part of the leading edge 
has been formulated, with the aim· of being used in the investigation of the vibra-
tion control of the centre (cutting) span via sensing and actuation of the upstream 
and downstream spans. The feed load was also modelled by this method. Damp-
ing, stiffness and the lateral component of the follower load were applied to the cut-
ting region of the leading edge. Guides were modelled upstream and downstream of 
the cutting region, creating a multispan blade. The partial cutting formulation pre-
scribes different boundary stresses to the full length one, making the two methods 
difficult to compare. Also, the lack of orthonormality of higher order basis functions 
limits the number that may be successfully employed in this technique. In fact, this 
is a limitation to using polynomials generated by the modified Gram-Schmidt pro-
cess for the single span work also, but is more problematical in the partial cutting 
formulation because of integrands involving higher order polynomials multiplied 
by trigonometric and hyperbolic functions. 
In both formulations, an attempt is made to allow for the effect of the strain 
mechanism on the longitudinal stress of the cutting saw. This has a large affect on 
the saw behaviom, and real data is required to find the correct change in boundary 
strain with increasing cutting load. 
Another addition to the model would be the out of plane component of the feed 
force. Rather than being proportional to ~: as the cutting force is, this would be 
proportional to ~~ . So, while the feed forces are smaller than the cutting ones, the 
addition of the follower nature to the feed force may add some interesting dynamics. 

Chapter 4 
EXPERIMENTAL APPARATUS AND CALIBRATION 
This chapter details the experimental rig developed and used to compare a real sys-
tem with the modelling of Chapters 2 and 3. The rig is a simplified bandsaw, sim-
ple enough to reduce unwanted or spurious effects in more complex bandmills but 
complete enough to embody the nature of axially moving continua and more specifi-
cally bandsaws. Also, a collocated magnetic actuator-sensor pair is developed, tested 
and used in the validation of the models of the previous two chapters. 
Electromagnets are an attractive (excuse the pun) means of actuation as they can 
exert a non contacting force on the blade, minimising heat production and therefore 
blade wear. If such electromagnetic actuators are good enough, they may in time 
replace current guides, providing non contacting damped stiffness and control of the 
blade, without the wear and continual replacement associated with conventional 
guides. 
A potential spin-off from considering lateral control of distributed bodies (such 
as plates) using electromagnets is the possible application to other industries, such 
as plate levitation and vibration suppression in the steel making industry and non-
contacting forced vibration analysis. 
4.1 EXPERIMENTAL RIG 
The bandsaw rig used throughout this work is pictured in Figures 4.1 and 4.2. The 
bottom wheel is fixed while the top is borne eccentrically on a shaft to which is at-
tached a weighted lever. The torque applied by the lever on the shaft is reacted 
by the saw tension acting at the eccentric distance. This mechanism provides the 
simple counterweight strain mechanism, and may be locked in pOSition or left free. 
The wheels are aluminium, and the top wheel is not crowned while the bottom has 
the minimum crown required for good tracking of the saw. The motor is a single 
phase induction machine driven by a variable frequency current driver, thus provid-
ing variable transport speed. The blade speed is monitored using an optical circuit 
that is switched once every wheel revolution. A safety cage is used in case of band 
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Figure 4.1: Bandsaw rig and associated hardware. 
failure, and the main bracket to the left of the rig is used to support the actuating 
magnets and other hardware. A PC is used to capture signals such as the band speed 
via an analog to digital converter, and actuation signals are made using pulse width 
modulated signals output by a digital to analog converter on board the computer, 
and converted to a winding current in the electromagnets via a 150V current driver. 
Basic specifications are listed in Table 4.1, and Appendix B provides more details. 
Sensor-
actuator 
Band 
Figure 4.2: Bandsaw rig - elevation. 
Lever arm 
Counterweight 
Drive motor 
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Table 4.1: Bandsaw rig specifications 
Wheel diameter 300mm 
Nominal wheel centre distance, I! 600mm 
Wheel thickness 30mm 
Blade width, b 22mm 
Blade thickness, h O.6mm 
Blade Young's modulus, E 205GPa 
Blade density, p 7800kg/m3 
4.2 ELECTROMAGNETIC ACTUATION 
4.2.1 Basic theory 
This section provides a brief overview of electromagnetism as it applies to this work. 
The literature includes many treatments of the subject, and the reader is directed 
there for more detailed accounts. 
Magnetic fields are measured by the flUX, rp, measured in Webers (Wb), and the 
flUX density, B, which is measured in Wbl m2, or equivalently in Tesia, (T). One Tesla 
is present if a 1 Coulomb charge moving at Iml s experiences a force of IN. The flux 
passing through a certain area is calculated by integrating the component of the flux 
density that is orthogonal to the area. The field intensity, H, of units AIm, is related 
to the flux density by B thH, where It is the permeability of the material containing 
the field. The permeability of free space is tho 41T x 1O-7H/m, and other materials 
are specified by their relative permeability, a dimensionless quantity that relates the 
material permeability to that of free space. A material with a high relative perme-
ability produces high flux densities, concentrating or magnifying the magnetic field. 
Such materials are ferromagnetic, examples being iron, cobalt and nickel. 
Field intensity, H 
Figure 4.3: Generic B -H curve for ferromagnetic material. 
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If a magnetic field is applied near a ferromagnetic material, the material actually 
changes so that the flux density is greater than that expected from free space. This 
change is the formation and growth of magnetic domains within the material, with 
these domains being defined by the constituting atoms having a common alignment 
of their magnetic polarity. As the applied field increases, domains already in-line 
with the field grow, and the others rotate to align their polarity with the applied field. 
Once all domains are aligned the rate of increase in flux density with the applied 
field strength resembles that of free space, and the material is said to be magneti-
cally saturated. This process is shown on a B -H curve in Figure 4.3, where the initial 
part of the curve is the (reversible) growth of the initially aligned domains, the steep 
portion is the (irreversible) re-alignment of the other domains, and the last portion 
is where the material has become saturated. The generic shape of the curve holds 
for all ferromagnetic materials but the steepness and saturation levels change with 
material composition and processing. 
If the applied magnetic field is then reduced (after the material has been satu-
rated), the domains within the material maintain their state until the applied field 
decreases enough to start actively reversing their orientation (region 'W', Figure 4.4). 
If the applied field is oscillatory with large enough amplitude to saturate the material 
the hysteresis loop shown in Figure 4.4 results. 
B 
A 
-8CO 1: 00 H 
!._-- .. ----------- -+,/----I---I----l--+------.. -·(H;+-_-~~-····l· 
Figure 4.4: Generic hysteresis loop for ferromagnetic material. 
A magnetic field is usually pictured by lines of flux, which must form a closed 
loop. The closeness of these lines depicts flux density. The closed loop of flux lines 
constitutes a magnetic circuit, which is analogous to the electric circuit. Appendix4.2.3 
discusses and uses the magnetic circuit in calibrating the electromagnets, however 
it is worth mentioning here the effects of shearing of the B -H curve and magnetic 
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fringing. Both effects are due to air gaps in the magnetic circuit, where the flux must 
traverse a gap of relatively low permeability (in relation to the other, probably fer-
romagnetic parts of the circuit). Such gaps reduce the overall permeability of the 
circuit, producing the "sheared" B-H also curve shown in Figure 4.4. Fringing oc-
curs when the lines of flux ({bulge" out across a gap, so that the area relating the flux 
to the flux density becomes unknown, reducing the effectiveness of the magnetic 
circuit laws. 
4.2.2 Electromagnet specification 
Electromagnets with E-type laminated steel cores are used in this work. This is ac-
ceptable for proof of concept however graphite cores are superior in high frequency 
applications, and for simulating the point loads modelled in Chapters 2 and 3 con-
centric cylinders would be a better core geometry. Table 4.2 lists the specifications of 
the electromagnets, and Figure 4.5 provides an accompanying sketch. The calibra-
tion and specification of the eddy current sensors to be used in tandem with these 
electromagnets are detailed in Appendix B.2. 
Front view Sectioned side 
view 
Figure 4.5: E-type electromagnet) showing the core area, Ac) and side areas, As, of the face. 
Table 4.2: Electromagnet specification 
Dimensions 
Core area, Ac 
Side area, As 
Core material 
Core type 
Coil material 
Coil resistance 
Number of turns in coil 
Coil inductance (without core) 
Coil inductance (with core) 
h x b x d = 58 x 28 x 38mm 
4.20x 1O-4m2 
2.42 x 1O-4m 2 
Laminated steel 
E-type 
0.26mm diameter copper wire 
94.5 fl 
2200 
102.1 mH 
760mH 
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4.2.3 Calibration 
The goal of this calibration is to be able to specify a winding current in the magnet 
coil that will enact a certain required force in a target that is a known distance from 
the magnet face. According to standard magnetic theory the force induced in the 
target should be proportional to the square of the winding current and the inverse 
square of the separating distance; however, the effects mentioned in Section 4.2.1 
compromise this relationship. The extent of and solutions for this compromise are 
detailed in Appendix B.l, however the main result is that excellent agreement be-
tween theory and experiment can be achieved for the blade if the saturation of the 
B-H curve in Figure 4.3 is accounted for. The reader is directed to the Appendices 
for the detail of this work. 
4.3 MODEL VALIDATION 
This section compares the aforementioned bandsaw rig with the models of Chap-
ters 2 and 3. An informative method of identifying the physical system is to produce 
experimental frequency responses and compare these with Bode plots of the theo-
retical models. The correlation method discussed and used in Appendix B.l (Ljung, 
1999) is used again here. Figure 4.6 shows the frequency response of a stationary 
blade over a frequency range of lO-400Hz using 2Hz intervals, with a higher resolu-
tion inset that encompasses the first mode. The sensor-actuator pair is positioned at 
:.r; = O.4f, Y b/2. The important points in Figure 4.6 are the modal points (where the 
magnitude becomes large), the zero points (small magnitude) and the correspond-
ing shifts in phase at these points. The band tension Ro may be found by equalis-
ing the moment of the hanging weights with the band tension, and this along with 
the other physical parameters may be used to produce a theoretical Bode plot using 
the beam model of Chapter 2. This theoretical response is compared with the ex-
perimental data in Figure 4.7. The DC gain is correct and the vibration frequencies 
match well throughout the entire spectrum, although the theoretical gain at high 
frequency is slightly larger than the experimental. Also, the disparity in the phase 
curves increases with frequency, with the experimental output lagging the theoret-
icaL The DC gain matches because of the work in Appendix B.l, although the forc-
ing field is only marginally strong enough to saturate the blade and so the saturated 
analysis does not affect this gain significantly. However, the matching of gains near 
the modal points is afforded by the saturated analysis as the deflections are large and 
hence the gap distances small. The theoretical gain is higher than the experimental 
at high frequency because there is no damping in the theoretical model, whereas 
the actual blade will naturally be subject to windage and material damping. Another 
factor contributing to this incongruence is the actuator bandwidth discussed in Sec-
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Figure 4.6: Experimental frequency response of stationary beam. 
tion B.l (see Figures B.5 and B.6). This also contributes to the experimental phase 
deviating from the theoretical. 
4.3.1 Blade tension 
The accuracy of the model regarding bandmill strain is shown for three different 
strains in Figure 4.8. The experimental points are found graphically using the ex-
perimental frequency responses, and therefore the accuracy is at best ±lHz, (as all 
frequency response data is taken at 2Hz intervals). The agreement between theory 
and practice improves with tension, essentially because curvature of the band is re-
moved and the blade approaches the straight beam assumed in theory. 
4.3.2 The moving beam 
Figure 4.9 shows the experimental frequency response for the blade travelling at 
(; 15m! s, and compares this data with theoretical responses for both the station-
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Figure 4.8: The effect of blade tension on experimental and theoretical frequencies. The ta-
ble compares experiment and theory at specific tensions, while the graph shows how well the 
experimental values compare against the theoretical continuum offrequency with respect to 
tension. 
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ary and moving blades. The translating model fits the experimental data better than 
the stationary both in the vibration frequencies and in the form of the.response. The 
translation has also had the effect of scattering the phase plot at high frequencies, 
and to reduce the sharpness of the modal peaks. To summarize the effect of speed 
the modal points were graphically found for a number of different speeds at each 
of the three tensions in Figure 4.8. Figure 4.10 shows these results for the first four 
modes of vibration. The theory matches experiment well for the first three modes 
but not for the fourth, and in fact the fifth mode (shown in Figure 4.7 near 340Hz) is 
impossible to pick from the experimental magnitude plots when c i= O. This mode 
is in fact the sixth natural mode of vibration, as the fifth does not appear in the fre-
quency responses as the sensor-actuator position (xa Xs = OAf) is a nodal point of 
this mode (a small jump near 280Hz in the translating theoretical plot can be seen). 
Figure 4.10 is for 'fJ 1, corresponding to a free top wheel assembly. From theory a 
fixed wheel assembly should produce larger decreases in vibration frequencies for a 
certain speed, however the axles on the current rig deflect to a degree that the strain 
on the saw remains reasonably constant with speed, and therefore a similar situation 
to the free top wheel exists. 
(I.) 
rfl (tj 
..s::: p., 
-50 .. 
-100 ,---------~----~--~ .. 
-150 
101 
200 
100 
0 
-100 
-200 
101 
Experimental 
Theoretical, (c= 15m/s) 
: A 
. \ 
Frequency [Hz] 
Frequency [Hz] 
: ............ ,. 
.. ..... . .. 
I 
, : 
I' : 
, : 
1 I 
1 I • ' I 
I'.'~, I. :" I~ ~j. .. 
I' I • . .. . 
I I I • : • 
. ..:""-
... ".--; -:, 
.I 
:1 I 
. J. . . I' 
:1 
.1 
:1 
Figure 4.9: Experimental and theoretical Bode plots of a moving heam. 'fJ = I, c = 15 mls. 
66 
N g 
3 
;;>; 
u 
>::1 
'" g, 
'" 
,... 
'"' 
Speed, c {m/s J 
(a) First mode 
Speed, c [m/s J 
(c) Third mode 
CHAPTER 4 EXPERIMENTAL APPARATUS AND CALIBRATION 
N ;:g 
3 
;;>; 
u 
>::1 
- '" g, 
'" 
,... 
u., 
~~---7----~l~O----~IG----~'~O----~--~' 
Speed, c [m/s J 
(b) Second mode 
Speed, c (m/s J 
(d) Fourth mode 
Figure 4.10: Comparing the effect a/blade speed on experimental and theoretical frequencies. 
Key: , b. Ro = 168N;-) 0 Ro 285Ni-- J 0 Ro = 403N. 
4.3 MODEL VALIDATION 67 
4.3.3 Actuator location 
As shown in Figures 4.6-4.9, sensor placement at a nodal point completely reduces 
the observability of this mode (even if it is being excited by the actuator or some 
other influence, the sensor will not register any movement). The effects of changing 
the sensor-actuator position from Xs Xa = 0.4£ to Xs Xa = 0.3£ is shown in 
Figure 4.11. The fifth mode is now obvious but the transmittance of the third mode 
is greatly reduced because the sensor-actuator pair is now near a nodal point of that 
mode. 
4.3.4 Plates 
If the sensor-actuator pair is positioned at (xa) Ya) (0.4£,0.25b), so that 
torsional modes are also excited and measured (in fact the magnetic relationship 
means that these modes will be excited even when the magnets are placed in the 
middle of the blade but the sensor will not register movement). Figure 4.12 shows 
tlle magnitudes of the frequency responses for both the stationary and translating 
cases, and compares this data with both the beam and plate models. Considering 
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Figure 4.11: The effect of sensor-actuator position on stationary blade dynamics. 
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the stationary case, the plate theory overestimates the torsional vibration frequen-
cies, while the transverse modes remain as accurate as those predicted by the beam 
theory. Also of interest is the accurate prediction of the first system zero, but inac-
curate prediction of the second and third zeros. However, with the inaccurate pre-
diction of the torsional frequencies, it is umeasonable to expect accurate modelling 
of the nearby zeros. The sensor position is accurate to within ±3mm, which is small 
in comparison to the length, but significant in terms of the width. In the translating 
case, the same comments apply although the experimental data is made unclear by 
the blade translation. 
4.4 DAMPING 
Figure 4.13 shows that adding a small level of distributed damping in the theoret-
ical model serves to reduce the sharpness of the peaks and troughs but otherwise 
does not alter the theoretical response. The damping mechanism is that proposed 
in Chapter 2, where the damping force is proportional to -(ow/at), rather than 
(dJw/ax + ow/at) which has also been presented as a model of natural damp-
ing (Ulsoy and Mote, 1982). Using this formulation does not change the frequency 
response at all, because the translation speed is not high and the damping coeffi-
cient kd is low. 
4.5 ADDING DYNAMICS 
From Figures 4.7 and B.5 the electromagnet may be represented by a second order 
system with a natural frequency of 200Hz and a damping ratio of ( =0.6. Such a 
system will add no gain at low frequencies but appreciable attenuation at higher 
frequencies and a phase lag of 900 at 200Hz and 1600 at 600Hz. Figure 4.14 compares 
the experimental frequency response with the theoretical plot where the actuator 
dynamics have been included in the beam model. The damping is distributed with 
krl = O.5N·s/m2 , and the phase has been unwrapped for clarity. The comparison with 
experiment is excellent and this actuator model will be used in the control strategies 
of the following chapter. 
4.6 CONCLUSION 
The collocated sensor-actuator and current driver worked very well in the validation 
work. Also, empirically modelling the actuator by simple second order dynamics was 
effective. 
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The saturated force-current -distance linearisation produced excellent agreement 
between theoretical and practical deflections, statically and dynamically. However, 
accurately detailing the saturation levels is time consuming and differs with blade 
material. Therefore, if adequate control is possible without considering electromag-
netic saturation then only the linear portion of the B -H curve should be used. 
Prediction of transverse frequencies with respect to blade tension and speed 
were very good. However, prediction of the torsional frequencies and neighbour-
ing zeros was less accurate. This has been noted by other contributors, and required 
some more investigation. Also, flexure of the top wheel shaft prohibited a true fixed 
wheel bandsaw. 
Introduction of distributed damping and the simple modelling of the actuator 
dynamics resulted in very good agreement in the high frequency magnitude and 
phase. The physical apparatus and its modelling will be used in the ensuing con-
trol work. 
4.6 CONCLUSION 
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Chapter 5 
CONTROL 
The main hypothesis of this work is that active feedback control of a bandsaw blade 
can improve the performance of the bandmilling process. Such improvement can be 
made in a number of areas. Firstly, active stiffening and dampening of the sawblade 
means that, for the same performance, less damping and stiffness is required from 
passive sources such as the blade material, the blade geometry, the bandmill strain 
and tlle current guides. Secondly, phenomena such as washboarding. wedging and 
snaking, which are partially mitigated by existing bandmill designs, may be further 
reduced or entirely overcome by active control. 
This chapter tests the above hypothesis using the beam and plate models pre-
sented in Chapters 2 and 3, coupled with the actuator and sensor dynamics of Chap-
ter 4. Firstly a summary of the literature is given, after which classical and optimal 
control are introduced, with attention to the bandsaw problem. The work on sig-
nals and systems in Appendix C is requisite to this work. A comprehensive theoret-
ical and experimental robustness study of the controlled moving beam is then pre-
sented, with the aims of gaining confidence in the theoretical simulation and gain-
ing an accurate assessment of the potential improvements in nominal and robust 
performance. Finally, theoretical control of the cutting wide bandsaw is considered, 
leveraging on the lessons learnt in the noncutting control, and considering the more 
complex uncertainties inherent in the sawmilling process. Both single and multi-
span control are researched. In the multispan system the upstream and downstream 
spans are sensed and actuated, with the aim of attenuating the vibrations in the cen-
tral span. 
5.1 THE CURRENT STATE OF AFFAIRS 
The active suppression of bandsaw vibration falls into two main categories; the ac-
tive control of system parameters such as blade tension (parametric control), and the 
active application of one or more transverse forces to the blade itself. Both methods 
require measurement of, among other things, the blade deflection and! or its veloc-
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ity. As already mentioned, this work concentrates on the application of transverse 
loads. This method of controlling axially moving continua has been researched over 
the past decade, and this research is summarised below. 
Mote and Yang (1991b) considered the controllability and observability of dis-
tributed gyric systems using the system eigenfunctions. They related controllability 
and observability to the system eigenvectors in the normal way, so that the min-
imum number of sensors and actuators required is the highest multiplicity of the 
system (assuming the sensors and actuators are not placed on nodal points or lines). 
The system multiplicity is the highest number of modes having common eigenval-
ues. In a companion paper (Mote and Yang, 1991c) these authors considered the fre-
quency domain control of distributed gyric systems, using the root locus and gener-
alised Nyquist methods to find controller gain limits with respect to system stability. 
Positive feedback of a pointwise deflection measurement was assumed. The authors 
presented controller gain limits for three special cases, one with collocation of the 
sensor and actuator with no time delay, one with collocation and time delay, and a 
third without collocation or time delay. It was found that for collocation and zero 
time delay any gyric distributed system is stable under the feedback law given by 
N(s) 
H(s) = P, D(s)' 
where 8'( ~g~~) ::;; 0 for w > 0, and p, is a real positive constant. This is equivalent to 
the condition for a Strictly Positive Real (SPR) controller, which for positive position 
feedback is that -?R{:i~ ~g~l} > 0, Vw > O. Mote and Yang concluded that both of the 
other controllers produce an unstable closed-loop, and cited spillover as the cause 
of instability. 
In the same year, Mote and Yang (1991a) focussed their attention to the active 
control of an axially moving string, and presented similar results to their more gen-
eral works (Mote and Yang, 1991b,c). This work focuses on velocity feedback, using 
to advantage the closed-loop eigenvalue-loci curves and their rates of change with 
controller gain to prove stability with respect to collocation and time delay. One of 
the most interesting results is the destabilisation of the moving string when using 
dislocated control without time delay, but stabilisation when using a specific time 
delay, I and symmetric dislocation about the midpoint of the string. This time 
delay is dependent on the translational band speed and the sensor and actuator po-
sitions, and given by 
where a, vi Raj pA. Stability was guaranteed using the controllers for the collo-
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cated case without time delay, but with 1800 phase difference. Also, an upper stabil-
ity bound was placed on the controller gain. 
Yang (1994) considered the control of gyroscopic systems via direct velocity feed-
back using finite dimensional models rather than the infinite dimensional ones in Mote 
and Yang (1991 b,c). Yang used the same root locus arguments of the previous works 
to generate an index of the damping introduced in each mode. A specific example of 
the moving string was again shown, but with no attempt to optimise the controller 
gains. 
Moving away from mid-span actuators and sensors, Lee and Mote (1996) con-
sidered the boundary control of the travelling string. The control laws were based 
on the material velocity such that 
[ 8w 8W] I u(t) = k1c-8 + k2-8 I 
x t xEO,P 
and expressions for the energy of the string including the flux across the boundaries 
were found and used to find the optimal control gains. Each boundary was consid-
ered individually and the optimal control gains for (k1 =1= 0, k2 0) I (kl 0, k2 =1= 0), 
(k1 A:2 =1= 0) were found by minimising the energy reflected at the controlled bound-
ary. Asymptotic stability was proven for both boundaries and exponential stability 
proven for any downstream controller. Finally a numerical example compared con-
trol at either end with no control and control at both ends. The same authors pro-
duced a similar treatment for the translating beam (Lee and Mote, 1999). 
Ying and Tan (1996) presented midspan control of the string using the curious 
notion of space feedforward and space feedback controllers. Here, the space feedfor-
ward controller used two deflection measurements taken upstream of the actuator 
position to quell vibrations downstream of the actuator. The space feedback con-
troller used a single downstream deflection measurement to counter externally ex-
cited vibrations in the downstream span. The space feedback control law was a sim-
ple low pass filter, and the space feedforward control law was constructed by can-
celling the forward propagating waves, with the assumption that such cancellation 
removes vibration in the downstream span and therefore no waves can be reflected 
back upstream by the downstream boundary. Simulations of the proposed control 
were presented with perfect vibration attenuation in the downstream span as soon 
as control was applied. 
Wang and Mote (1996) discussed the formulation and design optimisation ofhy-
brid bearings coupled to an axially moving beam. These bearings are a hybridisation 
of lubricated guides with active feedback control. The feedback comprises the sens-
ing of both the blade deflection and its rate at the guide position, and the actuation 
of the guide fluid pressure. Passive control was also considered and increased flow of 
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lubricating fluid through the bearing was shown to increase the critical translation 
speed, with the position offering maximum translation speed being Xa 0.511. The 
problem was solved analytically for a single bearing, with multiple bearings left for 
future investigation. 
A series of three papers (Fung and Tseng, 1999, Fung et aL, 1999a,b) tackled the 
control problem by replacing the downstream boundary with a mass supported by 
a spring and dashpot, with the mass subjected to a control force. Linear control 
via velocity feedback at x l was considered by Fung et al. (1999a), and exponen-
tial stability of the linear string-mass system shown. Fung et al. (1999b) considered 
linear and nonlinear feedback for the nonlinear string-mass system, and showed 
that asymptotic stability was achieved using linear control but exponential stability 
could only be achieved by nonlinear control. Fung and Tseng (1999) approached 
the problem using the Lyapunov function used by Lee and Mote (1996) but with the 
mass-spring-damper energy added. A nonlinear model was presented and variable 
structure control appUed, with the string deflection, slope and instantaneous velocity 
at the downstream boundary being required for control. Again asymptotic stability 
was proven and in special cases exponential. 
de Queiroz et aL (1999) presented the adaptive control of an axially moving string, 
and compaTed this to a model-based controller. The control actuator was a sleeve 
encasing a portion of the string part way along the length, to which a lateral force and 
a couple could be imparted. Required for the model-based control were the string 
slopes and time rates of change at either side of the actuator sleeve and lateral po-
sition and orientation of the sleeve. The adaptive law also required these measure-
ments but compensated for parametric uncertainty by adaptively estimating other 
parameters of the system. 
Damaren and Le-Ngoc (2000) considered the feedback control of the cutting 
plate model presented in Lengoc and McCallion (l995a). A model-based approach 
was applied, with controllers formulated from 1i2 and 1ioo perspectives. Plant uncer-
tainty was described in terms of the cutting load and band speed. Four controllers 
that satisfied performance and stability criteria were presented using a single actua-
tor with collocated rate measurement. 
Where from here. The above works provide a variety of control solutions to the 
translating continua problem. Many are highly theoretical works which assume and 
rely on physically unrealisable signals such as perfect rate measurement and! or un-
realistic means of actuation. The last few contributions consider the practicalities of 
control implementation on a limited degree, but remain in the theoretical domain. 
The present work attempts to bridge the theory-practice gap, focusing attention to 
the non-contacting, multispan, multi-input multi-output feedback control of cut-
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ting bandsaw blades. Classical and modem controllers are considered, and imple-
mentation issues kept in high regard throughout. 
5.2 SAWMILLING - THE REAL WORLD 
rille work of Chapter 4 showed the limitations of the theoretical models for a sim-
ple bandmill without cutting influences. Such disparities can only increase during 
milling, where cutting influences, heating and other unmodelled effects come into 
play. Table 5.1 lists the major uncertainties present in the sawing process; some are 
Uncertainty 
Blade temperature 
Guide position 
Depth of cut 
Cutting force 
Blade speed 
Finite dimensional 
modelling 
Nonlinearities 
Table 5.1: Bandmilling uncertainties 
Description 
The cutting process heats the leading edge of the blade, al-
tering the tension variation across the width. 
Often the top guide is repositioned for each cut, minimising 
the free span between the top guide and the workpiece. 
As the log diameter changes the length of saw encompassed 
by the workpiece changes. 
The load on the saw teeth changes in both direction and 
magnitude due to changes in the depth of cut, timber type 
and age, moisture content. irregularities such as knots, and 
blade wear. 
Timber variability also affects motor load and hence saw-
blade speed. 
Controller synthesis and simulation is performed using fi-
nite dimensional models. Either inaccuracies in higher 
modes or the omission of high modes can cause instabili-
ties. 
At high frequency and high band speeds nonlinearities in-
crease, reducing the accuracy of the linear modelling. 
Model parameters 
Ro,Rb 
Xg 
c 
specific to the bandmilling oflogs, but others apply to more general circumstances. 
The modelling proposed in Chapter 3 allows for some of the effects listed, although 
some heretofore constant parameters must be made time dependent. Where appro-
priate, the third column of Table 5.1 lists the model parameters pertinent to each 
uncertainty. Suitable controllers must provide stability and improved performance 
for any system that is described within physically feasible bounds of these parame-
ters. 
5.3 CONTROLLER FORMULATION 
This section introduces classical and modem control, using the moving string model 
of Chapter 2 in examples. The string model is kept simple, using only two or four 
terms in the discretisation of the deflection surface; however, the sensor and ac-
tuator dynamics are considered throughout. The major steps and results of each 
controller development are shown without proof; references containing such proofs 
are given. The discussion is intended to give the layperson an idea of the mechan-
ics behind each controller, as well as satisfying the control technician that the steps 
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being taken are correct and the underlying assumptions are satisfied. These goals 
do not require the treatment to be rigorous and therefore it is not. The merits and 
failings of each control strategy are discussed, leading to the somewhat predictable 
progression from classical to 1i2-optimal and finally 1ioo -optimal control. 
The control problem. The Single Input Single Output (SISO) feedback problem is 
shown graphically in Figure 5.1, where the translating continua is part of the feed-
back loop. All signals are assumed to be affected by noise, and the measured deflec-
tion is filtered prior to digital conversion. There is also an exogenous disturbance 
to the system that acts at x = Xd. Figure 5.2 shows the equivalent system in block 
Digital Computer 
... Noise 
.... 
Nqise 
" 
" 
" - ., 
" 
" . -
" 
Figure 5.1: 8180 electromagneticfeedback control of translating continua. 
diagram form, where each block denotes a dynamic system such that (for example) 
G 
y 
Figure 5.2: General block diagram ofS1SO feedback control. In this and other block diagrams, 
signals entering summing junctions are assumed positive unless labelled otherwise. 
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G = G(s) = [ AG I BG ] l 
Cc Dc 
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(5.1) 
where ACI B c , CCI DG are the standard state-space matrices describing the system. 
Section C.1. 1 describes this format as well as block partitioning and (matrix) transfer 
function descriptions. 
The systems in Figure 5.2 are the plant itself, G(s), the actuator.Ga,(s), the sensor 
and any associated filtering G s (s), the disturbance dynamics D( s), and the controller 
]((3). Also shown are four exogenous inputs, three are noise inputs; Vl(t) degrades 
the states of the plant, V2(t) the sensed position and V3(t) the control effort. The 
fourth input, d(t), is a disturbance to the plant that mayor may not be related to the 
actuator. It is assumed henceforth that the three noise inputs may be expressed by a 
single input v(t) that is injected in place of V2(t), so that VI V3 = 0, V2(t) = v(t). 
To fix ideas, recall the first order description of the original plant defined in 
Chapter 2, 
or in the new parlance 
(5.2) 
(5.3) 
(5.4) 
where the subscript "m" indicates that the terms are associated with the original 
model of the plant. Because the actuator and sensor in Figure 5.2 are dynamical 
systems in their own right, G (3), may defined as 
G(s) ~ [ ~m I ~ 1 ' (5.5) 
the actuator as 
(5.6) 
and the sensor as 
(5.7) 
where the input to the sensor is assumed to be [x~ v] T, and W v is an arbitrary 
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weighting function on the sensor noise, so that v Wvv. The disturbance system 
D(s) is assumed (at this stage) to be a static system defined by D(s) = BdWd, where 
Bd maps a pointwise force positioned at (x, y) = (Xd) Yd) into the generalised co-
ordinates of the original plant in the same way that Bm does. W d is another arbi-
trary weighting matrix. Such arbitrary weighting matrices will be used extensively 
throughout this chapter, and are used by the control designer to make signals of dif-
ferent units or ranges of magnitude more comparable, or, when frequency depen-
dent, to filter signals when some frequencies are considered more important to the 
control problem than others. It is worth noting that there may be multiple sensors, 
actuators and disturbances, so that the systems above are multi-input multi-output 
(MIMO) systems. 
d v 
y 
G 
u 
K 
Figure 5.3: General feedback problem. 
Closed-loop performance specifications. The feedback problem shown in Figure 5.2 
is akin to the more general one shown in Figure (5.3). The only differences are that 
the control effort is considered as a system output and both this and yare subject 
to weightings. Also, the signals are now vectors and the systems are multiple-input, 
multi-output. Considering this more general problem we can write that 
u = WuK(I GK)-lGWdd + WjLK(I - GK)-lWvv, 
y Wy(I - GK)-lGWdd + Wy{I - GK)-lWvv 
or, in matrix form, 
(5.8) 
(5.9) 
(5.10) 
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Equation (5.10) is the so called four block problem, as each of the four transfer func-
tions give different performance and/or robustness specifications. For instance, the 
1 1 block given by Wy (I - G K) ~ 1 Wv prescribes how the output disturbance v affects 
the output y. This transfer function is therefore critical to the sensitivity of the sensed 
output to noise on the sensing device. In fact, the transfer function (I GK)~l is 
known as the sensitivity function. Table 5.2 lists these transfer functions and their 
input-output relationships. All of the weighting functions are frequency dependent 
Table 5.2: Closed-loop peliormance specifications 
Function -In terpretation 
Wy(I - GK)~lGWd -gain from plant input disturbance to plant output 
Wy(I - GK)-lWv -gain from plant output disturbance to plant output 
WnK(I - GK)-lGWd-gain from plant input disturbance to control signal 
W1tK(I - GK)-l Wv -gain from plant output disturbance to control signal 
and chosen by the designer to satisfy andl or prescribe the requirements of each per-
formance measure. 
Linear fractional transformations. The feedback loop in Figure 5.3 may be com-
posed as a lower linearfractional tran~formation (LLFT) system (see Glover and Mc-
Farlane, 1990). Defining the states of the new system to be x = [xI x~ xr] T, the 
inputs to be w = [d v] T and u, and the outputs to be z = [Y u] T and y, the feed-
back system can be reduced to that shown in Figure 5.4. The generalised plant P(8) 
w z 
p 
u y 
K 
Figure 5.4: Lower LFT diagram offeedback control. 
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is given by the LFT arrangement 
As BsCm 
0 Am 
P(s) 0 0 
C s 0 
0 0 
C s 0 
o 0 
o 0 
o Ba 
W v : 0 
o I I 
__ L __ 
W v : 0 
which is more amenable to the subsequent controller synthesis. 
5.3.1 Classical control 
(5.11) 
An initial solution to the control problem is simple rate control. A proper, first order 
rate feedback controller may be expressed as 
(5.12) 
where the variable h gives the corner frequency of the controller. Partitioning the 
plant P( s) so that 
P(s) (5.13) 
the Bode plot of the system Pyu(S)Kcl(S) maybe considered. Figure 5.5 shows this 
for a string vvith the parameters listed in Table 5.3 and the controller in (5.12) with 
h = 1500Hz. The sensor and actuator dynamics are as per Chapter 4. Figure 5.5 
_ 5 IJ 
Xs - 12t. 
Table 5.3: String parameters. 
_ 5 IJ 
Xa - 12{, 
shows a stable closed-loop system, which is borne out in the impulse response plot 
of Figure 5.6. The disturbance is a 5N burst lasting 0.005s. The 2 mode assumption 
is of course misleading, as there are more modes in a real vibrating string. Figure 5.7 
shows the open loop Bode plot of the same controller in feedback with a plant con-
structed from a four term discretisation of the deflection. At unity gain the fourth 
mode is unstable, and reduction in gain to the point of stability of this mode will 
produce great performance degradation in the lower modes. 
The second order lag of the actuator is causing the closed-loop instability, and 
may be counteracted by a second order lead in the controller. Such a controller may 
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Figure 5.5: Bode plot of simple rate feedback controller in series with 2 mode string model. 
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Figure 5.6: Impulse response of closed loop with simple rate feedback controller, K(8) 
- J(el (8) I in feedback with the 2 mode string model. 
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Figure 5.7: Bode plot of simple rate feedback controller in series with 4 mode string model. 
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be written as 
-K(s), (5.14) 
which, for h = 1500Hz, fz = 140Hz, fg = 1000Hz, (1 (2 = .Jl72, gives the open 
loop Bode plot shown by the dashed curves in Figure 5.7, which show that the fourth 
mode is now stable. In fact, in this example the fifth and sixth mode are also sta-
ble and attenuated well, but the seventh is destabilised. This is an example of con-
troller spillover, where the controller stabilises a finite number of the modes (known 
as controlled modes) but destabilises others (called residual modes). In distributed 
systems such as this spillover is a major problem, complicated by the way neigh-
bouring modal frequencies become closer together with increasing frequency. 
Noise sensitivity. Figure 5.B shows the Bode plots of the two classical controllers 
considered thus far. The more complex controller was required to improve the phase 
of the open loop system, but as shown this is at the expense of large controller gain 
at high frequencies. Figure 5.9 shows the. output y and the required control force 
u for the closed loop system for each controller, where white noise has now been 
added to the sensor signal. Of note is that even though the control force is very noisy 
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Figure 5.B: Bode plots of rate feedback controllers. 
(resulting from the differentiation of the deflection) the vibration is still attenuated. 
However, the control effort is unreasonably large, especially for K c2 ' 
Model uncertainty. As the classical controller is not model-based, it is extremely 
robust (insensitive) to the parametric uncertainties mentioned in Table 5.1. How-
ever, the continual destabilisation of high frequency modes and amplification of 
noise reduces the applicability of such control (a real example is given in the ex-
perimental work below). 
5.3.2 LQG and 1{2 control 
Urrear Quadratic Gaussian (LQG) control is an example of model-based control, where 
the controller is a state-space dynamical system with similar dynamics to the plant 
model. An LQG controller consists of an optimal state-feedback controller, which re-
quires the system state vector, and a Kalman-Bucyfilter which provides an estimate 
of this state vector from noisy measurements. The controller synthesis relies upon 
the constrained minimisation of a linear quadratic cost function that is dependent 
on the plant states and the control effort, with the constraint being the satisfaction 
of the plant dynamics. The estimator synthesis is dual to this and uses statistical in-
formation about the system noise and disturbance signals to optimally estimate the 
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Figure 5.9: Noise sensitivity of two classical controllers. Upper four plots are for the controller 
givenbyJ{cl(s), (Eqn. 5.12),lowerfourarefortheJ{c2(s), (Eqn. 5.14). 
system state vector given inaccurate measurements. Formulation of each part is out-
lined below; for a detailed treatment the reader is directed to Kwakemaak and Sivan 
(1972). Also, generation of a similar controller via the minimisation of the 1l2-norm 
of a closed-loop transfer function is given, and shown to be equivalent to the LQG 
formulation. A full exposition of 1£2 optimal control is given in Doyle et al. (1989). 
It is worth recalling here the standard state space equations describing a Linear 
Finite Dimensional Time Invariant (FDLTI) system, with the addition of sensor noise 
and state disturbance. 
x(t) Ax(t) + Bu(t) + d(t), x(O) 0 (5.15) 
y(t} Cx(t) + v(t), 
where v(t) and d(t) are the sensor noise and state disturbance signals, which are 
further introduced below. For now this description should be considered to be un-
related to the matrices of Section 5.3. Throughout this and the 1£00 section positive 
state feedback is assumed, so we can add the equation 
u(t) = Fx(t). (5.16) 
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Optimal state-feedback. The cost function to be minimised is 
(5.17) 
where the weighting matrices Q and R are chosen by the designer. The minimisation 
of this function (subject to the constraint of the plant dynamics) leads to the solution 
of an algebraic matrix Riccati equation of the form 
(5.18) 
the solution of which gives the optimal controller gain matrix, such that 
(5.19) 
Numerical methods for solving Riccati equations are readily available in proprietary 
and free code. This work uses routines from the Fortran library SLICOT1 to solve 
algebraic Riccati equations. 
The weighting matrices Q and R are chosen through experience; both are of-
ten diagonal to weight each state and control signal individually. In a distributed 
mechanical problem such as the original string/beam/plate dynamics, where the 
system is described in modal coordinates 1] (see Section 2.1.6), diagonal entries in Q 
penalise the strain energy (via the qiirt~ terms) and the kinetic energy (via the qiiilri 
terms) in each mode of vibration. The R matrix penalises the energy of the con-
trol signals, allowing the designer to avoid actuator saturation and control signals 
larger than the plant can sustain. An obvious constraint on R is that it is positive 
definite, so that the inverses in (5.18) and (5.19) exist. In fact, in SISO systems R is 
often set to unity. Furthermore, Q must be positive semidefinite and for the closed 
loop to be asymptotically stable the plant must be controllable and the pair (Cp1 A), 
where Q CJ C P' must be observable. Controllability of the plant means that the 
state vector, given any starting value x(O), can be driven to any desired value x(tf) 
via state feedback, where tf < 00. For a system to be controllable its controllability 
grammian, P, shown in (5.20) below, must be positive definite. A weaker concept is 
stabilisability, which requires only that the unstable modes are controllable. 
(5.20) 
Dual to controllability is observability. A state space system is observable if the en-
tire state vector can, in finite time, be reconstructed from the measured output y. 
The weaker notion is detectability, where only the unstable states are required to be 
ISeehttp://wyw.win.tue.nl/niconet/NIG2/s1icot.html 
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reconstructible. The observability grammian, Q, is given by 
(S.2l) 
and G is observable if Q > O. 
Estimating the state vector. In many control problems (and indeed this one) the 
sensed variables are not the states themselves, so an estimate of the state vector is 
required to enable state feedback. The problem is further complicated by noisy sen-
sor data. The Kalman-Bucy filter is a dynamic system that uses information about 
the plant, the sensor noises and the plant disturbances to provide an optimal state 
estimate. Given the plant description (5.15), the estimator takes the form 
~(t) = Ax(t) + Bu(t) LLQG(y(t) - Cx(t)), (5.22) 
where x is the estimated state vector, and L LQG is the estimator gain matrix. Substi-
tuting the control law u F LQGX into (5.22) gives 
(5.23) 
So, when the estimated output is similar to the actual output, the estimator behaves 
exactly as the plant description. When the outputs differ, the error drives the esti-
mator via the gain matrix LDQG, so as to remove the difference. The choice of this 
matrix is made via an optimisation process, as described below. 
Both d(t) and v(t) are assumed to be stationary (zero mean) white noise pro-
cesses, with covariances equal to 
E[dr(t)d(T)] Vd8(t T) 
E[vT(t)V(T)] V 11 8(t T). 
(S.24) 
(5.25) 
Each component of d(t) is assumed to be uncorrelated with each component of 
v(t). V d and V 11 may be found from their power spectral density matrices, which 
are known a priori or can be found experimentally. A new dynamical system may be 
generated which has the state estimation error e(t) = x(t) x(t) as the state vector, 
and the stochastic signals [~] as inputs: 
(5.26) 
Because the inputs to (5.26) are stochastic, so too is the estimation error e(t). The 
mean square of this error is the quantity to be minimised, subject to the satisfaction 
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of (5.26). This optimisation leads to the solution of another Riccati equation, of the 
form 
from which is found the optimal estimator gain matrix: 
The resulting controller may be expressed as 
K(s) = [A+BFLQG+LLQGC -L~QG l' 
FLQG 
(5.27) 
(5.28) 
(5.29) 
The measurements y(t) are all assumed to be corrupted, so the covariance matrix 
Vv is assumed to be positive definite. Also V d must be positive semidefinite. As 
they are both covariance matrices they are by definition positive semi-definite. The 
assumption that V v > 0 guarantees the existence of V;l. The relative sizes of V d 
and Vv are dual to those of Q and R in the optimal state feedback formulation. For 
Vv small compared to V d the filtering of sensor noise has a low priolity and the 
resulting observer quickly and accurately mimics the true state vector, but poorly 
filters measurement noise. Kwakernaak and Sivan (1972) discusses LQG behaviour 
with regard to asymptotic values ofQ, Vv and V d. Further to the conditions on Vv 
and V d, the plant must be observable to produce a stable closed loop. While the final 
controller is guaranteed to be asymptotically stable, the state estimation means that 
no minimum stability margins can be guaranteed. This is considered in the example 
below. 
Minimising the 1£2 norm of the closed loop. An alternative to the LQG formula-
tion above is firstly to add two outputs to the plant dynamics in (5.15), to create the 
system 
G(s) 
o I B 
I 
0 1 0 I 
~_:_Wu 
W v : 0 
(5.30) 
which has inputs [:], where w [ ~], and outputs [;]. Then, this system is con-
sidered to be the general plant in the LFT of Figure (5.4), and the 1£2-norm of the 
closed loop system mapping w to z (denoted Tzw(s)) is minimised. This minimisa-
tion again reduces to the solution of two algebraic Riccati equations, the Generalised 
Control Algebraic Riccati Equation (GCARE) and the Generalised Filtering Algebraic 
90 CHAPTER 5 CONTROL 
Riccati Equation (GFARE) (see Appendix C.l.2 for details). The optimal 1£2 controller 
is given by 
(5.31) 
where L2 and F2 are the filter and controller gain matrices corresponding to the 
GFARE and GCARE respectively. 
This procedure relies on the following assumptions; 
• CO (A, Btl is stabilisable and (CI,A) is detectable. 
.. (ii) (A, B2) is stabilisable and (C2,A) is detectable. 
" (iii) Df2 [C I D12] = [0 I] . 
• (iv) [:,',] D21 ~ [~l 
Assumption (ii) is obvious for any controller to be able to stabilise the system, 
but together with en it also guarantees positive semi-definite solutions to the GCARE 
and GFARE (in fact, the above formulas are valid even if these assumptions do not 
hold). Assumption (iii) forces there to be no cross weighting between the state pe-
nalisation and the control effort penalisation, as well as forcing the control penalty 
to be nonsingular and normalised. Assumption (iv) is dual to this and forces the 
plant disturbance to be independent of the sensor noise, and the sensor weighting 
to be normalised and nonsingular. 
The generalised plant in (5.30), satisfies the orthogonality constraints of (iii) and 
(iv), but not the normalisation and nonsinguIarity of the sensor noise and control 
effort weightings. This may be achieved by the following change of variables, 
such that 
Q"D l,Ri ~ [~l ' 
RoD21Qi = [0 I]. 
(5.32) 
(5.33) 
(5.34) 
(5.35) 
If an Optimal1-l2 controller, Kn (s) is found for the new system mapping [ '::] to [;~], 
the controller for the original system is given by K2 = RiKnRo. The matrices defin-
ing the change of variables are the standard QR-decomposition matrices of Dl2 and 
D 21 . 
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Minimising the H2 -norm of Tzw (s) is equivalent to minimising the energy of the 
output z forimpulsive inputs or unit intensity white noise. From (5.30) ,the C2-norm2 
ofz is 
(5.36) 
which is obviously similar to the cost function in (5.17). 
If the weighting matrices W v and W d are such that the signals W v v and W dd are 
(respectively) equivalent to those described by V v and V d in the LQG formulation, 
and if W~'W x Q and W~W u = R, then the H2 formulation will produce an 
identical controller to the LQG formulation. Doyle et al. (1989), Zhou (1998) and 
many others treat the H2 problem in far more detail, with proofs and discussion. 
Applying the H2 strategy to the handsaw model The LQGIH2 formulations were 
presented using a general state space plant, rather than the bandsaw model pre-
sented in (5.11). Essentially, the system [GYd Gyv G1Ju ] in (5.11) comprises the 
general state space system in (5.15), so that the generalised plant in the LFT frame-
work is given by 
As Cm 0 0 0 0 
0 Am BrnCa BdWd 0 0 ~j-~~-l· 0 0 Aa 0 0 l-;, G(8) = (5.37) 0 Wx 0 0 0 I 0 I C2 D21 I 0 0 0 0 0 i Wu I 
------ -
-------
C s 0 0 W v : 0 
Note that the weighting matrix W x has only been applied to the flexible modes of 
the model, not the actuator and sensor states. 
Examples. For the two mode string, Figure 5.10 compares an LQG1H2 controller 
with the classical controllers previously examined. We have selected Q = diag{O, 0, 500, 250}, 
R 1. This choice of Q penalises the kinetic energy of each mode of vibration, plac-
ing particular importance on the fundamental mode. In the LQGIH2 formulation 
l!;, 1 x 10~11 (from section B.2) and lid = 1 x 1O~5. Of interest in terms of magni-
tude is the comparatively fast roll-off of the LQG controller at high frequencies and 
the fact that gains are only high at the natural frequencies of the plant. In terms of 
phase the LQG controller matches (at the natural frequencies) the more sophisti-
cated classical controller. 
this work the Lz-norm and the Hz-norm of a signal are considered identical and will be used 
interchangeably. For simulation and experimental results the truncated norm is used. 
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Figure 5.10: Bode plots ofLQGfH.2 and classical controllers. 
Performance. Figure 5.11 shows the impulse response for the optimal LQG con-
troller. For similar attenuation this controller is far less sensitive to noise than the 
classical conu'ollers, which is expected due to the fast roll-off in magnitude shown 
in Figure 5.10. This roll-off also reduces spillover instabilities. 
Time!,] Freqttency 1Hz] 
Figure 5.Il: Noisy impulse response for 2 mode string model in feedback with LQGfH.2 con-
troller (parameters defined in Table 5.3). 
Robustness. Figure 5.12 shows results for a controller designed from a four mode 
plant. Figure 5.12(a) shows results when the nominal plant is in the feedback loop, 
and Figure 5.12(b) shows results for the controller in feedback with a perturbed plant. 
The perturbed string is under 90% of the tension of the nominal, and as shovvn the 
controller is destabilising. If such a perturbation is feasible in a real application then 
this controller is obviously unacceptable. While this example is fictitious it exempli-
fies the lack of robustness that is a hallmark of LQG controllers. Discussion of more 
robust controllers and methods of describing system uncertainties is covered in the 
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(a) Nominal plant model. 
Time [5] Frequency [Hz] 
(b) Perturbed plant model. Ro,pert. = O.9Ro,nom. 
Figure 5.12: Noisy impulse responses for LQGfH.'l control of nominal and perturbed station-
ary string. The controller is designed using a four mode model as defined by Table 5.3. 
Q = diag{O, 0, 0, 0,500,250,100, 50}. 
following section. 
5.3.3 Robust control 
As discussed in the previous section, LQGI1l2 controllers are designed with regard 
to a very small class of disturbances, and are often sensitive to unmodelled effects 
and erroneous models. These traits have limited the successful deployment of op-
timal LQGI1l2 controllers in real applications, and much work throughout the late 
1970s and 1980s focussed on developing what is now called robust control. The aim 
of robust control is to provide stability and performance for a set of plants, where 
this set includes a nominal plant and all plants that are /lclose" to it. Zames (1981) 
produced the seminal work which considered the stabilisation and sensitivity reduc-
tion (via feedback) of uncertain systems, where the uncertainty was considered to be 
a ball of plants surrounding the nominal one. This work was further developed by 
various researchers; the reader is directed to the excellent review of the formation 
of l£co control in Doyle and Francis (1987), as well as Zhou et al. (1996) and Zhou 
94 CHAPTERS CONTROL 
(1998). An 1ioo loop shaping technique was given in Glover and McFarlane (1992), 
and this method is used throughout this work. Also, this work uses the gap. met-
ric (Zames and El-Sakkary, 1980) and the v-gap metric (Vinnicombe, 1993a) to mea-
sure the "closeness" of two plants. Central to all of the above references is the small 
gain theorem (Zames, 1966), which states that if the product of the maximum sin-
gular values of the components comprising a feedback loop is less than unity for all 
frequency, then the feedback loop is internally stable. A more conservative state-
ment of this is that the system is internally stable if the product of the 1ioo -norms of 
each component is less than unity. The following paragraphs consider mathemati-
cal descriptions of uncertainty, 1ioo optimality and the loop shaping method. Not all 
concepts are discussed in the text; the reader is at times directed to Appendix C. 
Uncertainty descriptions. Finding uncertainty descriptions that have a physical 
basis as well as being mathematically tractable is achieved using either a structured 
approach, where uncertainty is described in terms of the parameters comprising the 
modeL or using an unstructured approach, where the uncertainty is measured by 
the "size" of an uncertainty system ~. The structured approach allows some of the 
model parameters to vary within prescribed limits, and the nominal model is that 
given by the nominal set of parameters. This method is appealing in its physical 
basis, but accurately prescribing these bounds for many parameters in a complex 
process is difficult. Also, manipulating these perturbations into a separate system 
(specifically the LFT arrangement of Figure 5.14 below) becomes very challenging as 
system complexity increases. Furthermore, no allowance is made for model errors 
that cannot be described parametrically; such as errors caused by finite dimensional 
modelling and nonlinear effects. Unstructured uncertainty descriptions do make 
allowances for such phenomena, but lack the clear physical basis of the parametric 
perturbation. Three common unstructured descriptions are additive, multiplicative 
and coprime factor uncertainty, which are depicted in Figure 5.13. In Figure 5.13(c) 
M and M are normalised left coprime factors of G (see Section C.l.2), meaning that 
G M-IN and MMT + NNT I. Furthermore, Mb. (M + ~M) and Nb. = 
(N + ~ N) are left coprime factors of 
Additive and multiplicative uncertainties are useful in describing effects such as 
sensor noise and unmodelled high frequency dynamics. For these effects the gain 
of ~ is small at low frequencies (where FDLTI models are often accurate), and large 
at high frequencies (where signal-to-noise ratios are relatively high and models are 
often inaccurate). The MIMO equivalent of this is that the maximum singular value 
0'(,6.) (8) is bounded from above at low frequencies and the minimum singular value 
Q.( ~) is bounded from below at high frequencies. The coprime factor approach is 
useful for these effects as well as low frequency modelling errors, which are often 
caused by parameter errors. Inspecting the additive uncertainty description in Fig-
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(b) Multiplicative uncer-
tainty, Gt:, = (1 + ~)G 
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(c) Coprime factor uncertainty, Gt:, 
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eM + 
5.13: Unstructured uncertainty descriptions. 
ure S.13(a) we find for the transfer function from disturbance Wd to output Zd 
so that the function 
1 
95 
is, by Zames' small gain theorem, the maximum allowable size of the additive uncer-
tainty ,0.( s), for stability of the closed loop to be guaranteed. Similarly, the transfer 
function for the multiplicative case (Figure S.13(b)) is 
so that the function 
1 
(f(GK(I - GK)-l) 
is the maximum allowable size of the multiplicative uncertainty b.(s), for guaran-
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teed stability of the closed loop. These functions can be considered alongside the 
closed-loop performance specifications in Table 5.2. The coprime factor approach 
also offers advantages in terms of controller synthesis, as shown below. 
'Hoc> optimality using coprime factors. Any of the uncertainty descriptions described 
above may be presented in the LFT arrangement of Figure 5.14. In this framework 
I Wd Zd I 
I 6 1 1 1 
I I 
I I 
I I 
I I 
I I 
wp I zp I P I I 
I I 
I I 
I I I I - - _ ............ 
---_ .... -
-
K 
u y 
Figure 5.14: LFT showing uncertainty block, plant and controller. 
the 'Hoc control problem is to minimise the 'Hoc-norm of the system mapping W 
[ w b,] to z [z"".] , that is (s). If appropriate weighting functions are applied, then WJ1 Z]1 
both stability with respect to the uncertainty as well as input -output performance 
may be achieved, all from an 'Hoo perspective. The reason for using this perspective 
becomes clear by considering that the 'Hoo-norm is the induced norm on R'H2, so 
the minimisation of IITzw 1100 minimises the worst case ratio of the £2-norm of the 
output z to the £2-norm of the input w. This minimisation holds for all input func-
tions in 'H2, which is obviously a larger class than that of the LQGI'H2 formulation. 
However, the general optimal 'Hoc> solution cannot be directly calculated; rather, a 
sub-optimal problem that can be directly calculated is solved repeatedly. The me-
chanics of this are not covered here, but suffice it to say that a stabilising controller is 
found such that IITzw(s)1 < "where, E (0,00). The number, is logically reduced 
until no stabilising solutions can be found, and the last stabilising one becomes the 
sub-optimal 'Hoc controller. The smaller, becomes the larger 116.110c> can be while 
still guaranteeing internal stability of the closed loop. This means that G D. includes 
a larger class of plants for small values of " and hence the robustness of the closed 
loop should be better. In practice, is less than ten, and often greater than two. 
The computationally intensive process of finding '~in is eliminated if G is de-
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scribed by its coprime factors. In this situation ,min may be found directly, and is 
given (Glover and McFarlane, 1989, see Theorem 4.2) by 
(5.38) 
where II . IIH denotes the Hankel norm. So, as the size of [N £1] increases (in terms 
of its Hankel norm), the optimal value ,min increases. But ,min = IITzw II 00 SO, by the 
small gain theorem, as ,min increases the allowable size (such that internal stability 
is still guaranteed) of the uncertainty block D.. decreases. Equation (5.38) is an impor-
tant result, as it allows the optimal stability margin, bapt = '~~n to be found directly. 
Also, in comparison to additive and multiplicative uncertainties the coprime factor 
description encompasses a larger class of systems that are admissible in the 1100 syn-
thesis (Glover and McFarlane, 1990), as both factors are always stable, regardless of 
plant stability. 
Once ,min is found, a value, > ,min may be used and the controller satisfying 
[Koo] (/ _ GK ) -1 £1-1 < / 00 _') 
00 
(5.39) 
can be calculated directly. The expanded form of TZdWd in (5.39) can be found from 
examining 5.13(c), or firstly converting this figure to the LFT arrangement, for which 
tlle generalised plant P is 
(5.40) 
and the D.. block is given by 
(5.41) 
The controller satisfying (5.39) is given (Glover and McFarlane, 1989, see Corol-
lary 5.1) by 
[ 
A + BF + ,2WITZCT(C + DF) ,2WITZCT ] 
BTX _DT) (5.42) 
where WI 1 + (XZ ,21). X and Z are the standard solutions to the GCARE and 
GFARE, and F is the control gain matrix corresponding to the GCARE. Naturally the 
requirements for unique, positive semi-definite solutions to the Riccati equations 
must be satisfied. 
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As shown in Appendix C, (5.39) can be restated as 
(5.43) 
where b is called the robust stability margin, as any 11~lloo that is less than this value 
produces a GI:,. that is guaranteed to be stabilised by Koo. It is shown in Georgiou 
and Smith (1990, Thm. 4) that this interpretation of b is identical to saying that any 
G1 such that 6g(G, ) < b is also guaranteed to be stabilised by K oo , where Og is 
the gap metric, as defined in Zames and EI-Sakkary (1980). TIns metric is specific to 
input-output systems that are in feedback loops, and it and another such metric, the 
oil-gap (Vinnicombe, 1993a) are further detailed in Section C.1.3. The Oil-gap will be 
used in the experimental work to compare plants with different parameters such as 
translation speeds and bandmill tension. 
5.3.4 1{oo loop shaping using coprime factorisations 
Recall the system Pyn defined in (5.11), and denote it by G, that is 
FVl1 (s) o o 
0 
BrnCa 
Aa 
0 
0 
0 
Ba = G(,) = [~I~ ]. 
0 
(5.44) 
The 'Hoo loop shaping procedure is in three parts. Firstly the plant G(s) is shaped 
with pre- and/or post-compensators Wl(S) and W2(S) to form a desired open loop 
shape. Then, tllls modified plant (s) W2(S)G(S)Wl(S) is robustly stabilised by 
the suboptimal Koo(s) controller of (5.42). Thlrdly, the compensators are applied to 
this controller to give the final controller Koo(s) = WI (s )Koo(s )W2(S), 
Of immediate concern is that the desired open loop shape, given by G 8 W2 GWl, 
is modified by the controller K oo , to give the actual open loop of GWlKoo W2 (at the 
plant output). It is shown in Glover and McFarlane (1992) that the deterioration in 
this loop shape is limited by the value 1. At frequencies corresponding to high loop 
gain (often where performance is of primary concern), the actual open loop gain will 
not be smaller than 1/ V12 - 1 times the desired gain, as long as zr((W2))/Q.((W2 )) ~ 
1. Also, at frequencies corresponding to low open loop gain, the actual loop gain will 
not be greater than H-=l times the desu'ed gain, again with the condition that 
(W2 ))/Q.((W2)) ~ 1. 
The reason for using this shaping of the plant is that the shape of the open loop 
affects the closed -loop performance and robustness. Replacing Gin (5.39) with G s 
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(5.45) 
(5.46) 
where the second inequality comes from post multiplying the closed loop function 
by the unitary matrix [M N] (the 1loo -norm is invariant under multiplication by 
unitary matrices). Of note is the similarity between (5.46) and the general4-block 
problem in (5.8); however, (5.45) is all that is required to find the following inequali-
ties 
a(K(J - Gkoo )) ~ ,a(Ms)a(Wda(W2) 
a(K(I Gkoo)G) = ,a(Ns)a(Wd!Q:(Wd 
a((J Gkoo )) ,a(MS )a(W2)!Q:(W2) 
_ A ,a(Ns ) 
O"((J - GKooG)) = Q:(WIk(W2) 
a((l kooG)) = 1 + ,a(Ns)a(WI)!Q:(Wd 
a(G(1- kooG)koo ) 1 +,a(MS )a(W2)!Q:(W2). 
While these are useful, they still rely on the singular values of the coprime factors. 
It is further shown in Glover and McFarlane (1992) that they may be reduced to the 
following: 
110 For frequencies where the open loop gain is high, (a(Gs ) » 1), the weighting 
functions only affect the performance of the closed loop, as described by 
(5.47) 
(5.48) 
which means thatdWI) and Q:(W2) should be large in this frequency range . 
• For frequencies in regions oflow loop gain, (a(G s ) <t: 1), the weighting func-
tions only affect robust stability, as described by 
a(koo(I - Gkoo)) ~ ,a(Wda(W2) . 
a(koo(I - GkooG)G) ~ ,a(G)a(WI)a(W2)' 
(5.49) 
(5.50) 
so that a(WI ) and a(W2) should be kept small in this frequency range. These 
bounds essentially require the gains of WI and W2 to be high in the frequency 
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region where good performance is required (typically low frequency), and low 
where high robustness is required (typically high frequency). 
For a 5I50 system, one shaping function, W = WI W2, can be used instead of 
two. Glover and McFarlane (1990, 1992) contain excellent treatments of 1-loo loop 
shaping and the reader is directed there for proofs and further results. 
Example. The 2 mode string may again be used as an illuminating example. Fig-
ure 5.15 shows the open loop shape of the nominal plant G, the shaped plant Gs 
and the weighting functions Wl and W2 • The problem in this case is SISO, so only 
one weighting matrix is required, so we have set WI = 1. Considering the nominal 
plant, the open loop gain needs to be increased dramatically to achieve reasonable 
closed-loop bandwidth. The minimum 1-loo norm of TZdWd is given by ,min 1.55. 
Figure 5.15: Singular values for shaping function and open loop systems for the string exam-
1 T/TJy: G G W J W - lDO(Z7f20s+1} p e. J\J.j ..... , I, - - TS' 1 ,,- 2 - s2+47f0.4(120}s+(27r120)2. 
Figure 5.16 shows the impulse response for the controller given by, 3 . 
. ,~::~ .. , ....... : ....... ,;."", .. ;.",.,. 
~ <)2' • : : 
, l:: ... , .. , ...... ,... ....i· 
U-O,$(l i 2 a .oj. !> 
Time lsi Frequency (Hz( Time lsi Frequency [HzI 
Figure 5.16: Impulse responses of string in feedback with tl= controller, 'Y 3.0. Nominal 
plant on left and perturbed plant on right. 
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5.3.5 Controller order reduction 
The model-based controllers are the same order (or higher in the Hoc case) as the 
plant. For accurate modelling of even low frequency dynamics, higher order plant 
models are required, and using controllers of the same order in real time control 
can lead to long computation times and hence reduced sampling frequency and 
increased phase lag. Two options exist; to reduce the order of the plant (without 
greatly reducing the input-output accuracy of the model) and synthesise a controller 
from this reduced plant, or to generate a full order controller using the original plant 
and reduce the order of this controller (without greatly affecting its input -output be-
haviour). This work takes the former approach, and reduces a balanced realisation 
of the plant, a frequency weighted plant, or a normalised left or right coprime fac-
torisation of the plant to give a reduced plant Gr. We may assume that the full order 
plant has been partitioned such that 
[::] (5.51) 
and from this produce a reduced order system with the same number of states as 
XC' Depending on the procedure this system mayor not be dependent on the A 12, 
AZ1 , A22 , B2 and C 2 matrices. The ordering and partitioning of the system is done 
by finding its Hankel singular values, and rearranging it so that the Hankel singular 
vector of the newly ordered system is ordered in a descending fashion. 
Either the LQGIH2 or Hoc loop shaping procedures can then be used to find a 
controller K r , which is then used to control the original full order plant (or, in reality, 
the actual system). Again the SLICOT library is used for these reductions. 
5.3.6 Summary of controller syntheses 
Classical controllers are simple in synthesis and can offer good robustness but am-
plify high frequency noise and are susceptible to spillover. LQG1H2 optimal control 
can provide excellent performance and noise insensitivity, but requires a well known 
plant. Robust controllers can provide robustness to plant variations without great 
loss in performance, but the Hoc loop shaping method, while simple to implement, 
is a simplification of the full 4-block system. Furthermore, and particularly for trans-
lating plants, model reduction produces far more effective controllers. 
5.4 CONTROL IMPLEMENTATION 
The controllers so far presented must be converted into difference equations for dig-
ital implementation. This is done using a bilinear approximation, and unless other-
102 CHAPTER 5 CONTROL 
wise noted the sampling frequency is 6033Hz. Other control implementation issues 
are discussed in Section B.4. 
In the experimental system the actuator G a (s) includes the linearisation of the 
electromagnetic circuit, which requires the deflection as an input as well as the de-
sired control force. Both saturated and unsaturated analyses are used, and com-
pared in the first few experiments. The output of the linearisation and the actuator 
dynamics is the actual force applied to the blade, and errors between this and the 
desired force are the kind of modelling error that the unstructured uncertainty de-
scriptions should take care of. 
Investigations of the sensor noise intensity are given in Section B.2, and the re-
sults therein are used in the following work. 
5.5 MOVING BEAM ROBUSTNESS STUDY: THEORY AND EXPERIMENT 
This section considers the control of the translating beam of Chapter 4. The out-
comes of this study are to provide a robustness study of the controlled system with 
respect to translation speed and bandmill tension, to assess the effectiveness of the 
non-contacting actuator-sensor pair, and to learn about the strengths and weak-
nesses of simulation results via comparison with experiment. The work is split into 
two groups; in the first 'r/ = 1, so that the band strain mechanism is supposed to 
be a freely hanging weight, and in the second 'r/ 0, modelling rigid band wheels. 
Experimental results are provided in the first group. 
5.5.1 Hanging counterweight study 
5.5.1.1 Controller specifications 
Seven controllers were applied to the beam model, two classical, two LQGIH2 and 
three Hoo loop shaping controllers. The beam specifications are as per Table 4.1. The 
controller gains/weightings were chosen to give comparable £2-norms of the output 
y when applied to the nominal stationary model. The specifics are shown Table 5.4. 
lt is worth considering the closed-loop performance specifications listed in Table 5.2 
(refer to page 81 and also (5.8)), as shown in Figure 5.17 for the classical controllers, 
Figure 5.18 for the H2 controllers and Figure 5.19 for the Hoo ones. Consider 
firstly tl'le sensitivity function, (I G K) -1), for each type of controller, recalling that 
this is a measure of how sensitive the output is to additive noise on the sensor. lt 
is apparent that the classical controllers exhibit low sensitivity at low frequency but 
high sensitivity at mid and high frequency. The higher gain H2 controller (LQG2) 
is more sensitive than the first, as expected. The high gain Hoo controller, HINF3, 
exhibits similar sensitivity to HINFl, while HINF2 is less sensitive at low frequency. 
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Table 5.4: Controllers for experimental beam analysis. 
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Figure 5.18: Performance specifications for Hz controllers. KEY: LQG1, - - LQG2, 
Plant. 
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Figure 5.19: Performance specifications for 1loo controllers. KEY: - HINF1, - - HINF2, 
-- HINF3,·, Plant. 
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The effect of the input disturbance upon the output is very similar for all con-
trollers, and essentially follows the maximum singular value of the plant. 
The robustness measures are however quite dissimilar. The classical solutions 
provide, in comparison to the modern controllers, similar robustness to additive and 
multiplicative uncertainties at low frequency, but markedly less at high frequency. 
The 1-£00 controllers provide better robustness than the 1-l2 controllers, both at high 
and low frequencies. The natural roll-off of the plant model has allowed the superior 
high frequency robustness to be achieved by the constant weighting functions. As 
expected the high gain controllers produce less robustness than the others. Of in-
terest is the similar performance of HINF1 and HINF3, as is the high robustness of 
HINF2, considering that it guarantees a smaller stability margin than HINFl. 
5.5.1.2 Preliminary stationary results 
Figures 5.20 and 5.21 shows the free decay of the beam, in both simulation and prac-
tice, as well as the controlled responses of the stationary system in feedback with 
each of the controllers. The disturbance in each case is an impulse of 5N force and 
0.006s duration, acting at Xd = 152£' The modelled damping is assumed to be dis-
tributed with kd=0.lNs/m2 , (this value has been chosen to match roughly the the-
oretical free decay with the experimental). The low frequency envelope in the ex-
perimental free decay is the transfer of energy from one span to the other, a com-
pletely unmodelled effect. Considering the frequency spectra, the real system ex-
hibits many modes of vibration, whereas the theoretical is of course limited to the 
number of basis functions comprising the beam deflection. Throughout this work 
the simulated plant is described using six basis functions. The 'c2-norms for each 
output are shown in each sub-caption. 
From Figures 5.20(c) and 5.20(d), the simple rate controller produces an unsta-
ble closed-loop. The distance spectra show different modes as the offenders but this 
is only because of the finite dimension of the model and its ability to deflect linearly 
without bound. The more sophisticated classical controller is stable but at the ex-
pense of large control effort in the theoretical case. In the experimental case, large 
control effort is required and the attenuation is inferior to the uncontrolled decay. 
The model-based controllers provide far better control, largely due to the noise 
insensitivity shown in Figures 5.18 and 5.19. The main difference in the distance 
spectra of the 1-l2 controllers is that the control effort spectra is higher over the en-
tire frequency range in the high gain case. The difference is more noticeable in the 
time domain signals, where the high gain case exhibits a much faster attenuation, 
both in theory and experiment. Also, the control effort is much greater. The exper-
imental output differs from the theoretical in the low amplitude vibration after the 
initial transience has been attenuated. This is primarily due to the torsional and 
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Time [s] Frequency [Hz] Time [s] Frequency [Hz] 
(a) Free response, IIyl12 1.71 X 10-3 • (b) Freeresponse,llYlb "" 1.25 X 10-3 • 
I Q 
Time [s] Frequency [Hz] 
Frequency [Hz] 
(e) CIASl, IIyl12 7753. (d) CIASl, IIyl12 3.45 X 10-3. 
" J 
Time [s] Frequency [Hz] Time[s] Frequency (Hzl 
(e) CIAS2, IIyl12 "" 0.309 X 10-3 . (f) CIAS2.lly1i2 1.94 X 10-3 , 
Time (s] Frequency [Hz] 
Frequency [Hz] 
Time [s] 
(g) LQG1.lly112 =: 0.337 X 10- 3 . (h) LQG1, IIyl12 =: 0.361 X 10--3 . 
Figure 5.20: Controlled impulse responses of stationary beam (First plot). Theoretical results are on the left, experimen-
tal ones on the right. The theoretical results use a 6 mode plant model in analysis, and all model based controllers are 
synthesised using a 4 mode plant model. 
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(g) HINF3, IIy\l2 = 0.352 X 10-3 • (h) HINF3, 1111112 0.383 X 10-3 • 
Figure 5.21: Controlled impulse responses of stationary beam (Second plot). Theoretical results are on the left, expe 
mental ones on the right. The theoretical results use a6 mode plant model in analysis, and all model based controlll 
are synthesised using a 4 mode plant model. 
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other unmodelled modes of the real plant, and secondarily due to vibration of the 
bandmill· assembly and interaction with the return span. The low gain, near op-
timal, 1l= controller HINF1 applies more control effort than HINF2, and produces 
correspondingly faster attenuation. The higher gain controller HINF3 produces even 
faster attenuation. All of these outputs are effectively related by the L2-norms of the 
outputs, and this is used in the ensuing work as an overall performance measure. 
All of the results above use the saturated linearisation analysis presented in Chap-
ter 4 in the calculation of PWM duty cycle for a reqUired actuation force. The satu-
rated analysis is used throughout, and produces responses that are 2-5% greater (in 
the 2-norm) than in the unsaturated analysis. 
5.5.1.3 Robustness study 
As mentioned in the introduction, any controller in an environment such as sawmilling 
must be robust to fluctuations in parameters such as bandmill tension, band speed, 
cutting forces and other effects. The results below detail the robustness of the five 
model-based controllers with respect to blade speed and tension, in theory and ex-
periment, to see whether a single controller can provide enough robust performance 
to be used in an application such as sawmilling. The experimental results are not as 
comprehensive as the theoretical, but do serve the outcomes listed at the start of this 
section. 
The gap metric. It is of interest to consider the "distance" between the plants as 
translation speed and tension changes, as shown in Tables 5.5 and 5.6. The synthesis 
Table 5.5: 0" metricforbeam model as translation speed changesfrom e Om/s toe = 60m/s. 
tf.l 
= '" ..... 
. ,... (\,) ~ 
~ tf.l i3 ~= 
'il ~ (\,) tf.l 
~ I-! Ja 
Speed, c, in plant 
used in analysis 
c 0 15 30 45 60 
0 0.01 0.10 0.11 0.12 0.13 
15 0.10 0.02 0.11 0.12 0.13 
30 0.11 0.11 0.05 0.12 0.13 
45 0.12 0.12 0.12 0.11 0.13 
60 0.13 0.13 0.13 0.13 0.13 
plants use four terms in the deflection discretisation, while the analysis plants use 
six. This is done to better simulate the actual plant by the analysis plant, and causes 
the non-zero diagonal terms, which would normally be expected to be zero. It is 
interesting that these diagonal terms are comparatively small for tension variation, 
but large for speed variation. Table 5.7 shows similar results to Table 5.5, but for a 
synthesis plant that has been generated using 8 basis functions (16 states) and then 
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Table 5.6: 15,) metric for beam model as blade tension changes from Ro = 160N to Ro = 400N. 
Tension, RaJ in plant 
used in analysis 
Ro 160 220 280 340 400 
(; 160 0.01 0.15 0.15 0.15 0.15 ~ 
220 0.15 0.01 0.13 0.13 0.13 
280 0.15 0.13 0.01 0.11 0.11 
340 0.15 0.13 0.11 0.01 0.10 
400 0.15 0.13 0.11 0.10 0.01 
reduced using the modal reduction method of Chapter 2 to a model with 8 states, 
after which the actuator and sensor dynamics are added. The off diagonal terms are 
Table 5.7: 15" metric for beam model as translation speedchangesfromc = Om/s toc = 60m/ s. 
(IJ 
"C .... 
Q,) (IJ 
-(lJ,s 
':= 
as ~ Q,) (IJ 
~ 
Speed, c, in plant 
used in analysis 
c 0 15 30 45 60 
0 0.01 0.10 0.11 0.12 0.13 
15 0.10 0.02 0.11 0.12 0.13 
30 0.11 0.11 0.02 0.12 0.13 
0.12 0.12 0.12 0.03 0.13 
60 0.13 0.13 0.13 0.13 0.06 
almost identical to those in the previous results, but the diagonal entries are greatly 
reduced. 
Speed variation A reasonable method of analysing the robust stability and perfor-
mance of the model-based controllers shown in Figures 5.20 and 5.21 is to use each 
one to control plants that are translating at different speeds. If the speed of the plant 
upon which the controller is designed is also changed, and used to control tlle var-
ious plants, a comprehensive picture of robustness can be created. The plant upon 
which a controller is designed is called the synthesis plant, and the plant to be con-
trolled is the analysis plant. Furthermore, the closed-loop system given by synthesis 
and analysis plants of identical transport speed is known as the nominal controlled 
system and produces the nominal controlled response. 
The robustness picture becomes more detailed if each closed loop is subjected to 
different disturbances. For each controller four disturbances were applied; the im-
pulse of Figures 5.20 and 5.21, a random excitation, and two sinusoids. The first three 
disturbances act at Xd 152 e, while the second sinusoid acts at xd = ;2 e. The random 
force has an intensity of 0.5.N2, and the sinusoids have an amplitude of 2N and fre-
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quency of 150Hz. For the first three disturbances the real system is perturbed by the 
sensor-actuator and also controlled by it, and for the fourth disturbance there are no 
experimental results. Figure 5.22 shows the free responses to the four disturbances 
with respect to transport speed. Considering the theoretical results, the energy in the 
N 3,:-----~----~-----,r.=~=7~ 
'" 
Figure 5.22: Free responses of moving beam, subject to four disturbances. Sin 1 acts at Xd 
and Sin 2 atxd = J72 e 
impulse response remains constant with speed, while the random response changes 
slightly. The sinusoidal responses show marked increases at c = 30m! s, for which 
the third mode vibrates at 159Hz, close to tlle 150Hz forcing frequency. For the sta-
tionalY case, the experimental results are slightly lower than the theoretical, in fact 
this is true for the impulse and random responses throughout the speed range. The 
sinusoidal responses also exhibit the peak at c = 30. There are no experimental data 
for the fourtll disturbance (Sin 2) because only one actuator-sensor arrangement 
was produced, and the lack of experimental data for the speeds of 45m! sand 60m! s 
is caused by limitations to the experimental rig. 
Because the raw data from these experiments is rather uninformative, such bar 
graphs are the main representation of the robustness studies. For each test the 1t2-
norm of the output is used as a measure of the closed-loop performance. For un-
stable systems the 1t2-norm is still used but the entry is flagged to indicate the in-
stability. The graphical results have also been normalised such that the 1t2 -norm of 
a certain synthesis-analysis combination is normalised with respect to the nominal 
controlled response corresponding to the analysis speed. This normalisation serves 
two purposes. Firstly, it removes effects of the real rig such as vibration caused by 
wheel rotation and the weld passing on and off the band wheels. Such exogenous ef-
fects cannot be ignored in a real situation but do detract from these robustness stud-
ies. Secondly, normalising the data with respect to the nominal controlled response 
(rather than the free response of the analysis plant) means that the robustness of 
controllers of the same type but designed for different speeds can be accurately and 
easily compared. 
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10 fix ideas, consider the results for the impulse response of controller LQGl, 
as shown in Table 5.8. The experimental results only exist for speeds not exceed-
ing 30m/s, simply because of the physical limitations of the experimental plant. 
Figure 5.23 plots the raw and normalised results for the model-based controllers 
Table 5.8: Effectiveness of LQGl controller with respect to variations in the band speed used 
in synthesis and analysis, asmeasuredbYllyllz x 103 • 
c o 
The:Exp 
rJl 0 0.337:0.361 d '"0 ..... 
..... CI) ~ 
15 0.357:0.368 cS ;l-S 
~ 30 0.409:0.425 
rJl 45 0.580:0.593 
'"' eS 60 1.17:0.950 
Speed, c, in plant 
used in analysis 
30 
The:Exp 
15 
The:Exp 
0.345:0.556 0.397:.983 
0.358: 0.521 0.388:0.919 
0.392:0.586 0.364:0.927 
0.526:0.765 0.424:0.954 
0.961:0.969 0.646:1.16 
45 
The:Exp 
0.454:-
0.450:-
0.422:-
0.375:-
0.452:-
60 
The:Exp 
0.499:-
0.504:-
0.492:-
0.455:-
0.396: 
and an impulse disturbance (excluding LQG2, which is considered subsequently). 
Each group of bars comprises the five analysis speeds, according to the legend in 
Figure S.23(a). Considering the raw data (the left column of graphs), it is immedi-
ately apparent that the experimental output energy increases with speed regardless 
of control action but the simulation energy does not. This effect is swamping the ex-
perimental data, which becomes very close to the theoretical when the normalised 
results are used (right column of graphs). All of these results are stable, and as would 
be expected and in keeping with the gaps between the plants, the nominal controlled 
response is always lower than other responses. Considering LQG I, the controllers 
designed on a stationary plant are much more robust to plant speed variation than 
are controllers designed using high speed plants. For HINFI this is still the case, but 
the high speed controllers are more robust than those of LQG 1. However, the nomi-
nal outputs are larger in the 1loo case. HINF2 is more sensitive than both LQG 1 and 
HINF1. In fact, the low speed controllers are also very sensitive to the speed varia-
tion. This is counter to the robust performance specifications in Figure 5.19. Also, 
the nominal values for HINF2 are larger than HINF1. HINF3 produces very similar 
results to LQG 1. 
The random excitation responses (see Figure 5.24) produce very similar results 
to the impulse ones. However, the sinusoidally disturbed systems (see Figure 5.25) 
all show very little sensitivity with regard to speed variation (note that the raw 1l2-
norms have been used here). Considering the free response norms shown in Fig-
ure 5.22 and the raw data of the controlled sinusoidal responses the feedback con-
trol has had little effect on the system, in fact HINFI adds energy to the output. This 
was foreseen in the second sensitivity plot of the performance specifications in Fig-
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Speed c in synthesis plant 
(a) LQGL (b) LQGl. 
30 :;0 
Speed c in synthesis plant Speed c in synthesis plant 
(e) HINFL (d) HINFl. 
Figure 5.23: Speed robustness of controlled responses of LQGl, HINFl, HINF2, HINF3 for the impulsive distur-
bance. Raw data comprises the left column and normalised data the right. 
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Figure 5.24: Speed robustness of controlled responses ofLQGl, HINFl, HINF2, HINF3 for the random disturban, 
Raw data comprises the left column and normalised data the right. 
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Figure 5.25: Speed robustness of controlled responses ofLQGl, HINFl, HINF2, HINF3 for sinusoidal disturbance, 
All results are raw1tz -norms, 
ures 5.18 and 5.19, where the sensitivity of the output to plant input disturbances 
essentially follows the plant description. 
LQG2 results. The high gain LQG controller LQG2 is very sensitive to parameter 
variation as well as spillover, as shown in Figure 5.26(a)3. Applying the model reduc-
tion procedure of Section 5.3.5 so that an 8 state plant is produced from a 16 state one 
(prior to adding actuator and sensor dynamics), the results of Figure 5.26(b) emerge. 
Tension variation In a similar manner to the results of the speed analysis, the ro-
bustness with respect to tension variation may be considered. Table 5.9 shows Ilyllz 
when using LQGI as synthesis and analysis plant tensions are varied. The variation 
in tension is the same as that used in the validation work of Chapter 4, and the ro-
bustness is considered at three speeds. 
Figure 5.27 plots the normalised impulse response norms for the four controllers. 
Considering LQGI the experimental and theoretical responses again match well, al-
:1A bar with a small negative component indicates an unstable output. 
tUnstable output. 
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(a) LQG2. (b) LQG2b. 
Figure 5.26: Speed robustness of normalised controlled impulse responses of LQG2 and LQG2b. All results a 
normalised. 
Table 5.9: Effectiveness ofLQGl controller with respect to variations in the band tension used 
in synthesis and analysis, as measured by Ily 112 x 103 • 
R01 
(analysis) 
Ro 160 280 400 
The:Exp The:Exp The:Exp 
160 0.594:0.418 0.734:0.656 t66.8: t3.31 
c 0 c 280 0.847:0.458 0.418:0.380 0.458:0.490 hi:; 
400 0.905:0.524 0.554:0.422 0.337:0.361 
i 160 
0.624: 0.708 0.870:0.944 t629:1.17 
c = 15 280 0.855:0.815 0.425:0.629 0.475:0.734 
"'"' 
400 0.927:0.864 0.565:0.715 0.358:0.521 
oj 160 0.857:- 1.81:- tI321:1.26 c 30 280 0.874:- 0.456:- 0.543:1.04 
hi:; (I'J 400 0.972:- 0.599:- 0.364:0.927 '-' 
1) , 
.", 
~ 0.5 
£ o 
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though the theoretically unstable combination given by Ro,s 160, Ro,a 400 is 
only mirrored experimentally in the stationary case. HINF1 has even more unstable 
combinations, of particular interest are the unstable nominal responses occurring 
at c 15m! sand c 30m! s. Where the unstable nominal response also has large 
energy, the results that are normalised with respect to it become very small, as seen 
by the small. entries for Ro,a {280, 400}N. Aside from these values the theoretical 
and experimental results match very well (the experimental results do not have the 
normalisation problem as there are no nominally unstable experimental responses). 
Also, HINF 1 is experimentally more robust than LQG 1. HINF2 offers less robust per-
formance than LQGl and HINFl, both experimentally and theoretically, but is ro-
bustly stable throughout the entire range. HINF3 offers worse theoretical robust sta-
bility than all other controllers, and similar robust performance to LQGl (although 
the theoretical results are altered in the same way as those in HINFl). So in this light 
the 'H2 optimal controller offers the best mix of robust stability and nominal and 
robust performance. 
"' 11 1 
.~ 0.5 
===:=:::=J! 
1.5 
1GO 280 400 
Ro (synl. c Omls 
Cal LQGl. (b) HINFl. 
N 2,~~~--,-, 
~ 1.5 1.5 
"' '5 1 
.~ 0.5 0.5 j 0 
1.S 
0,5 
Ce) HINF2. 
160 2BO 400 
Ho (synl, c = 15m/s 
Cd) HINF3. 
160 260 400 
110 (synl, c 30mls 
Figure 5.27: Tension robustness of controlled responses ofLQG1, HINF1, HINF2, HINF3 with impulse disturbance. 
All results are normalised, and each group of bars corresponds to analysis plants with Ro (ana):= [160,280, 400lN. 
Figure 5.28 shows the same results for the sinusoidal disturbance (the random 
results are omitted), with raw results. The large values for plants with Ro,a = 400N at 
<il 
<i 1 
.~ 0.5 
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c = 30m! s are caused by the third mode being excited by the disturbance, while the 
large values for Ro,a 160N at c = 0 are caused by the fourth mode.being excited. 
The experimental results match the theoretical very well, with the constant excep-
tion of the experimental values for Ro,a = 280N, c = 15m!s being higher than the 
theoreticaL The robust stability is very similar to the impulse results and it is hard to 
distinguish the controllers by robust performance, as was the case in the sinusoidally 
forced speed robustness tests. 
160 260 400 
1.6 
0.5 
(a) LQGl. 
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Figure 5.28: Tension robustness of controlled responses of LQG1, HINF1, HINF2, HINF3 with sinusoidal distu 
bance. All results are raw1l2 -norms. 
5.5.1.4 Miscellaneous results 
Noncollocated disturbance. The results so far consider the disturbance signal to 
act at the same position as the actuation and sensing, essentially because this allows 
the comparison with the experimental work. Figure 5.29 compares the theoretical 
normalised 1-l2-norms of the outputs for the sinusoidal disturbance at Xd = 152£ with 
the those for the disturbance acting at Xd = l2£' With the exception of the LQGl 
controller synthesised using a plant with c 60m/ s, the results are very similar. 
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Figure 5.29: Comparing the position of the sinusoidal disturbance on the performance of LQG1, HINF1, HINF2, 
HINF3. All results are raw1l2 -norms. 
Effect of actuator dynamics on input. The experimental system is 
disturbed by the actuator, and so the disturbance signal does not have the same 
spectra as the theoretical disturbance, which has no actuator dynamics built in. fig-
ure 5.30 redisplays the normalised random speed robustness results (Figure 5.24(b)), 
and compares it with results where the theoretical actuator dynamics have been as-
sumed part of the disturbance. Very little difference is noticeable, and in fact the 
impulse and sinusoidally disturbed systems show even less change. 
5.5.2 Fixed band wheel study 
Figure 5.31 shows the 1l2-norms of the free forced responses to the impulsive, ran-
dom and sinusoidal loads. Only one sinusoidal disturbance acting at Xd= 172£ is 
examined. In contrast to the corresponding results for "l 1, the impulse response 
energy increases with transport speed, essentially because the speed (now reaching 
the critical speed) markedly affects band tension and hence the high speed plants 
lack the stationary stiffness. It is to be remembered that the linear plant description 
does not model high speed phenomena accurately. This does not necessarily mean 
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30 
Speed c in synthesis plant 
(a) LQGl. (b) LQGla. 
Figure 5.30: Speed robustness of normalised controlled random responses ofLQGl and LQGla. All results are ra 
1-£2 -norms. 
that the linear controllers presented here will not stabilise a more accurate descrip-
tion of the plant (for example the plants within the maximum stability radius in the 
1-£00 formulation are not restricted to be linear), but that the analysis plants in the ro-
bustness work below should be represented by a nonlinear model. For these reasons 
the work is kept brief, and is considered an avenue for future work. In any case the 
sawmilling application restricts attention to subcritical speeds. 
00 
Transport speed c 
Figure 5.31: Free responses of moving beam, subject to three disturbances. 
Figure 5.32 plots the speed robustness results for the LQGI, HINFI and HINF3 
controllers. Both synthesis and analysis plants describe fixed band wheels (ie. riO), 
and the left column represents systems where the analysis plant is of the same di-
mension as the synthesis one, so that spillover instabilities are eliminated. Considering 
firstly the left column of results, the low speed controllers are more robust than the 
high speed one. This effect was also noticed in the hanging counterweight experi-
ment. Here, nominal stability is achieved everywhere except for HINF3 at c = 60ml s. 
For the higher order analysis plant spillover causes more unstable combinations, but 
the same robustness trends. 
Figure 5.33 depicts closed-loop systems with six mode analysis plants and re-
duced order four mode synthesis models. These synthesis models are reduced from 
eight mode models. The results are superior to those with no model reduction, but 
not as good as those for rna = 4. Without a physical plant to compare the theoretical 
'" =. 
'" 
.... 3 ' 
U 
.~ Z • 
~1 
o 
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(a) LQGl. (b) LQGl. 
(c) HINFI. (d) HINFl. 
(e) HINF3. (f) HINF3. 
Figure 5.32: Speed robustness of constrained wheel problem, controlled responses ofLQG1, HINFl and HINF3 for 
the impulsive disturbance are shown. All results are raw 112 -norms. The left column shows results where rns = 
rna = 4, while the right column shows results whererns = 4, rna = 6. 
model it is imprudent to continue further, and this avenue is hereby closed. 
5.5.3 Moving beam ... VJ''' ... JL, .... aJ.vAJH'' 
Considering the desired outcomes of these robustness studies we may make the fol-
lowing comments: 
\II The noncontacting electromagnetic actuator and collocated eddy current sen-
sor arrangement was shown to be effective in the active control of the moving 
beam. 
• The theoretical and experimental data and trends were very close, especially 
where normalised results are used. This further validates the theoretical mod-
elling and indeed the control formulation, allowing confidence in more com-
plex theoretical analysis. 
• Unstable theoretical closed-loop systems were not always matched with un-
stable experimental counterparts. The level of damping in the model is con-
sidered the cause of this, and is either too low or simply incorrect. 
• Large variability in controller robustness was found, with the near optimal1loo 
loop shaping controller giving the best overall robust performance with regard 
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(a) LQGl. (bl LQGL 
(el HINPI. (d) HINFL 
(el HINF3. (f) HINF3. 
Figure 5.33: Speed robustness of constrained wheel problem, controlled responses of reduced versions of LQC 
HINFl and HINF3 for the impulsive disturbance are shown. The left (right) column shows results where the redl' 
tion has been done before (after) combining the actuator and sensor models with the beam description. 
to speed variation, and the low gain Ji2 controller giving slightly superior ro-
bust performance with regard to tension variation. From these tests the near 
optimalJioo controller is considered the best single option. 
.. Controllers designed using low speed plants were often more robust than those 
designed using high speed plants. 
• None of the controllers provided good attenuation to sinusoidal disturbances 
that were near natural frequencies of the plant, but did attenuate responses to 
other excitation frequencies. 
.. For the fixed band wheel system, where the speed variation is a much larger 
proportion of the critical speed, robust stability cannot be achieved over the 
entire speed range. Model reduction improves the situation to a limited extent, 
but without physical corroboration this work is left for the future. 
5.6 MOVING PLATE ROBUSTNESS STUDY 
The five controllers of the previous sections are theoretically examined from a ro-
bust stability standpoint in Figure 5.34. The beam models are generated using four 
basis functions in both tlle synthesis and analysis plants. The synthesis and analysis 
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plants for the plate models are the same dimension as the beam ones, having been 
modally reduced from ones generated using four basis functions along the length 
and two across the breadth. The synthesis and analysis models are of the same di-
mension to more accurately compare the beam and plate systems. The actuator and 
sensor are located at xa = Xs Ya = Ys ib, and the disturbance is located 
at Xd = 152 e, Yd b. The damping in the plate case is distributed over the entire 
length, and X:ds = 5Ns/m3 so it is equivalent to the beam damping. Considering 
:r .~,':c-o -=",':c--:,':c-. -=,':c-, -::,,':c--: 10 :10 30 «0 50 
Analysis speed Analysis speed 
Beam Plate (a) LQGl Beam Plate (b) LQG2 
Beam Plate (c) HINFI 
Beam Plate 
Cd) HINF2 
°0 10 20 311 40 so 611 
Analysis speed 
Beam (e) HINF3 Plate 
Figure 5.34: Robust stability for 'T] = 1 with respect to speed, for both the beam and plate 
problems. Locations marked by a x indicate unstable synthesis-ana,lysis combinations. 
Figure 5.34 it is clear that the plate problem exhibits larger stable regions than the 
beam, although the regions of instability are similar, as exemplified in Figures 5.34(b) 
and 5.34(c). The results for LQG2 fit well with the oil-gaps of Table 5.5, in that the un-
stable regions start (shown in the plate results) at the corners of the domain and 
finally encroach upon the nominal low speed combinations. Also of interest is the 
superior robust stability of HINF2 and HINF3 over HINFl, especially since the ex-
perimental results showed that HINFI gave far better robust performance than the 
others. The superior robust performance is shown if the actual1-l2-norms are plot-
ted over the domain, as shown in Figure 5.35. So while HINF2 (and HINF3) offer 
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Figure 5.35: Robust performance for HINFI and HINF2. Beam models on left, plate ones on 
right. 
excellent robust stability, it is at the expense of robust performance. The flatness of 
Figure S.35(a) also indicates why the instabilities in Figure 5.34(c) did not produce 
unstable outputs in the experimental work. 
5.7 THE CUTTING SYSTEM 
This section is presented as a case study of a wide bandsaw. It considers the control 
of a single span cutting saw initially and then, using the partial cutting and guide 
formulations of Chapter 3, a multispan saw. Firstly the cutting plate is modelled 
as per Damaren and Le-Ngoc (2000) and control results compared with this work. 
Then, the performance and robustness of the single span control with respect to 
parametric variations is researched. Lastly; the plate is extended in length and guides 
added, sensor and actuator positions moved to the noncutting spans and partial cut-
ting applied. A similar robustness study to the single span case is performed. 
5.7.1 Single span system. 
Modelling. As mentioned in the literature summary; Damaren and Le-Ngoc (2000) 
considers the follower load to be distributed along the entire length of the cutting 
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edge, and assumes a single pointwise actuator with collocated rate measurement. 
This work contained a numerical example with the parameters as shown in Fig-
ure 5.36. Here, Nd,s and Nd,a are the number of modes of (respectively) the synthe-
;;; 
£ = 0.8m b 0.22m2 
a;s = Xo. = fie 118 lIa 0.2b 
m= 10 n 5 
= -7.5kN/m 
h= 1.65mm 
:Ed = [0.2£, 0.3£, 0.8f] 
Nd,s = 5 
Ro 15kN 
lId [lb, lb, Ib] 
Nd,a = 10 
p == 8200kg/m3 
( == 0.05 
c= -40m/s 
Figure 5.36: Sketch a/plate inodel proposed in Damaren and Le-Ngoc (2000). 
sis and analysis models after transformation and truncation to modal coordinates 
(Damaren and Le-Ngoc (2000) used the procedure outlined in Section 2.1.6). Modal 
damping is also assumed, with the damping matrix (the plate corollary of kdETDdE 
in (2.31)) given by diag{2(OiWod, where WOi and (Oi are the natural frequency and the 
damping coefficient of the ith stationary mode. Figure 5.37 shows the system root 
loci as the cutting force increases from kj = 0 to kj -50kN 1m, as well as digitised 
data from Fig. 2 in Damaren and Le-Ngoc (2000). 
The root loci are, as expected, almost identical to Damaren and Le-Ngoc (2000), 
with the fifth and tenth modes being destabilised by the follower load. Figure 5.38 
shows the responses under a idling and cutting conditions (kj -7.5kN/m). Con-
sidering the decay envelope of the idling system and the experimental results of the 
previous chapter, this level of damping is considered to be rather high for an idling 
saw (other damping models are considered below). The increased attenuation of 
the cutting response shows the added damping of the predominant modes by the 
cutting load. 
However, the model reduction technique used by Damaren and Le-N goc (hence-
forth called the modal model reduction) produces credible but misleading results. 
Figure 5.39(a) shows the root-locus plot for the first ten modes of the full order sys-
tem. These loci are compared with the reduced model results of Figure 5.37, and a 
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Figure 5.37: Root lociasfulliengthfollower load varies from kf = 0 to kf -50kNlm. Modal 
damping with (Oi = 0.05 is used, and Nd=lO. KEY: Current model, Damaren and Le-Ngoc's 
model. x , 0 indicate roots where kf 0, 4D indicates roots where kf -25kNlm and 0 , ¢ indicate roots where 
kJ = -50kNlm. 
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Figure 5.38: Impulse response under cutting conditions. 
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Bode plot providing a snapshot at kf = -7.5kN/m is shown in Figure 5.39(b). Con-
sidering the root loci plot, the loci are similar for the two models for some modes 
but very dissimilar for others. In fact, the sixth mode is stabilised in the full order 
model but destabilised in the reduced case. Higher modes are also misrepresented, 
even at idle. Furthermore, the full order model is stable up to a cutting load of nearly 
1R{s} 
(a) Root loci as full length follower load 
varies from kf = 0 to kf -50kN/m. 
KEY: X indicates roots where k f 0, ., indicates roots 
where k f = - 25kN/m and 0 indicates roots where k f 
-50kNlrn. 
Frequency [Hz] 
(b) Bode plots at kf = -7.5kN/m. 
Figure 5.39: Root loci of the first ten modes of the full order model with respect to cutting load. 
Modal damping with (Oi = 0.05 is used. KEY: Nd = 50, - Nd 10 (ie. as per Damm'en 
and Le-Ngoc (2000)). 
kf -48kN 1m, and only one mode of the first ten is destabilised. There are of 
course higher modes that are not shown in the figure, but the level of modal damp-
ing means that none of these are destabilised for this cutting range. The Bode plot 
shows that even at relatively low cutting loads the modal approximation deviates 
considerably from the full model at fifth and higher modes, although accurately de-
scribes the first four. The modal truncation procedure is compared with other model 
reduction techniques below. 
Control. Damaren and Le-Ngoc presented four controllers; tVI10 based on nominal 
closed-loop performance, the first being measured with a 'l-l2 performance criterion 
and the second with a 1-loo one, and two IIrobust" controllers, the first based on ro-
bust stability objectives and the second on robust performance. Figure 5.40 com-
pares the open loop singular values of -G(s)K(s) with results from Damaren and 
Le-Ngoc (2000), where both plant and controller are 5 mode models (the plant has 
been modally reduced from the full 50 mode plant). The controller is the standard 
1-l2 one formulated in Section 5.3.2 with the gains used in Damaren and Le-Ngoc 
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(2000). The results are in reasonable agreement, the most major differences being 
10' 
Frequency [Hz] 
Ca) Maximwn singular value plot of open 
loop (Cf(G(s)K(s))). 
101 10~ 
Frequency [Hz] 
(b) Bode plot of LQG controller (-K (s)). 
Figure 5.40: Bode and maximum singular value plots of LQG controller compared with Fig-
ures 5 and 10 from Damaren and Le-Ngoc (2000). KEY: Current model, Damaren and 
the DC and high frequency gains. These comparisons with Damaren and Le-N goc 
(2000) further validate this plate formulation, as well as the 1-£2 control formulation. 
More corroboration could be done but is considered unnecessary; it is time to learn 
from the above comparisons and consider the partial span cutting formulation and 
guide models of Chapter 3, as well as the actuator and sensor dynamics of Chapter 4, 
so that a more realistic system is considered. 
Model reduction. The balanced truncation of the plant or its coprime factorisation 
as detailed in section 5.3.5 is considered herein. As already mentioned, the coprime 
factor approach has the advantage that unstable plants may be reduced. The reduc-
tion routines of the SLIcur library are used, as they produce superior results to the 
standard MATlAB routines. Figure 5.41 compares six different reduced models with 
the full order model, including that produced by the modal reduction method. Ta-
ble 5.10 briefly describes each reduction method used. In each case the full model 
has been generated using the same 50 modes previously used (ie. 100 states), and 
the reduced systems all have 20 states. The simple, modal damping with kdm 0.05 
is used throughout. The unweighted methods give similar results, with the reduction 
scheme ignoring the torsional frequencies at large cutting loads as they have been 
well damped and hence do not contribute much to the input-output behaviour. 
However, the loci for higher modes seem at times random, especially in terms of 
the damping level. This is also shown in the bode plots of Figure 5.42, where even at 
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iR{s} ~?{8 } 
(a) MR. (hJ B&T. 
!R{s} ~I{ s} 
(e) SPA. (d) B&T-RCE 
~~{s } !R{s} 
(e) FWB&T W(s) = (f) FWB&T nf(s) 
0.2,w 27r50; V(s) = I. 0.2,w 27r50i V(s) 
0.2, w = 21T100. 
Figure 5.41: Root loci o/plants produced by various reduction procedures. kdm 0.05. KEY: 
x indicates roots where kf = 0, <II indicates roots where kf = -25kNlm and 0 indicates roots 
where kf -50kNlm, ¢ Reduced system. 
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Name 
MR 
B&T 
SPA 
B&T-RCF 
FWB&T 
Table 5.10: Model reduction schemes used in plate analysis. 
Description 
Modal reduction. See Chapter 2. 
Balance and Truncate. The Hankel singular values of the stable part of the 
system are used to order the modes. The system is then truncated in a similar 
way to the modal reduction technique. If the system is unstable then it is first 
separated into stable and unstable parts, such that G G stab, + Gu1tstab., and 
only the stable part is reduced. 
Singular Perturbation Approximation. Again the Hankel singular values 
provide the ordering, but the matrices of the reduced system include combi-
nations of A12, A21 , A22 , B2 and C2 . 
Balance and Truncation of Right Coprime Factorisation. Instead of the 
additive separation of the stable and unstable parts, an unstable system is 
separated into right coprime factors, and each of these (which are guaran-
teed to be stable) are reduced. 
Frequency Weighted Balance and Truncate. This differs from the B&T 
method in that the system is first weighted, so that the Hankel singular val-
ues at some frequencies are effectively increased by the designer. The reduc-
tion procedure then follows and finally the weightings are removed from the 
reduced system. 
kf = -7.SkN 1m the sharpness of the magnitude peaks (an indication of the modal 
damping) is quite different in the reduced systems. The weighted methods produce 
excellent root loci, especially for low modes. Considering the Bode plots, the simple 
weighted methods produce excellent results for the lower modes with a little devia-
tion at higher modes However, the introduction of a filter on the input causes sharp 
spikes in the magnitude plot and correspondingly large phase changes. 
Damping models. Damping in a complex system such as the cutting saw is very 
difficult to accurately model, and is quite crucial to system stability. Figure 5.43(a) 
shows the impulse response for a distributed surface damping of kds 15N·s/m3 • 
The decay more closely resembles those in the experimental work than does the 
damping used in Damaren and Le-Ngoc (2000). However, while this distributed sur-
face damping may accurately reflect an idling saw, it does not accurately describe 
the cutting system (even low cutting loads destabilise high modes). This may in 
part be explained by taking into account the lateral restraint provided by the work-
piece. Consider the case where the workpiece feed is stopped part way through a 
cut. Assuming that the kerf thickness means the flank of the blade does not touch 
tlle sawn surfaces, the only interaction between the blade and the workpiece will 
be the restriction to lateral movement of the cutting edge. The simple models pre-
sented for this in Chapter 3 were the distributed mass-spring-damping forces. Fig-
ure 5.43(b) shows results for the surface damping previously used as well as dis-
tributed damping and spring forces along the cutting edge (where kd = 5N·s/m2 
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Figure 5.42: Bode plots of plants produced by various reduction procedures. kdm 0.05. 
N=50, Reduced system. 
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(b) Distributed damping and edge restraint. 
kd = 5N·s/m2 , k. = lOOkN/m2 • 
Figure 5.43: Impulse responses for an idling saw, showing the effect of the restraint of the cut-
ting edge. kds = 15Nslm3 in each case. Nd = 10. 
and ks = lOOkN/m2 ). The torsional frequencies are affected most by the increase in 
lateral stiffness of the cutting edge. 
However, even with this added damping low cutting loads destabilise the saw. 
The final alternative is to consider a model that uses both types of damping; the 
modal damping to ensure that very high modes are well damped, and the func-
tional damping terms to allow the damping of the lower modes to be directly related 
to the bandsaw problem. Figure 5.44 shows the root loci for the full order model 
with the previous values of kds , kd and ks, and kdm = 0.005, one tenth of the pre-
vious value. Also shown are the loci for the reduced system, where the frequency 
weighted reduction scheme of Figure 5.42(f) has been used. The root loci are not so 
well mimicked for the lower modes, essentially because higher modes become more 
important from an input-output perspective, and with high enough cutting load are 
destabilised. These unstable modes, although within the cutting range considered, 
are higher than 300Hz and hence not shown. Both the full and reduced systems are 
destabilised around kf =8.8kN/m. Of interest is that because of the lateral stiffness 
the'third mode is not destabilised at all. 
Figures 5.45 and 5.46 show the modal forms and the impulse responses for this 
system. The pinning of the cutting edge is evident in the transverse modes, and is 
also the reason for the relatively small amplitude of the torsional modes. The im-
pulse responses simply corroborate the initial effect of the follower force, which is to 
dampen the system. Of interest is the high damping of first two torsional modes by 
the follower load. This is also seen by their "fast" leftward movement in the complex 
plane with increasing follower load (Figure 5.44). 
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lR{s} 
Figure 5.44: Root loci for complex damping formulation. KEY: - N=50, <:> Reduced system. 
It is worth noting that these damping models are only "best guesses", both in 
terms of the mechanisms and corresponding coefficients. However, the mecha-
nisms do give consideration to the cutting problem, and the coefficients are at least 
in part derived from experimental behaviour. More work is required to validate ex-
perimentally the models presented for each of the three situations considered in Fig-
ure 5.46. This is not a minor task, as even if the models can provide accurate damp-
ing, the coefficients will vary with saw blades, temperatures, wood species, moisture 
contents and many other variables. 
Actuator and sensor dynamics. The electromagnetic non -contacting actuation and 
collocated position measurement used in the experimental work is again assumed 
here. The same simple models for the actuator and sensor are used for each control 
input and sensed output. The change to position measurement and the increased 
phase from the sensor and actuator dynamics mean that the plant is no longer pas-
sive. 
5.7.1.1 Performance of closed-loop single-span system 
Consider the control of the single span blade of 5.36 with the new modal damping 
as well as distributed damping and edge stiffness and damping. The plant is re-
duced after the sensor and actuator dynamics have been added, and m 7, n = 5, 
Xs = .'Ea = 1
5Z£ and Ys = Ya = O.Sb. The decrease in number of basis functions in the 
x-direction is required for numerical stability of the partial cutting formulation. Fur-
thermore, introduce the point (Xpl Yp) (0.375f, O.Sf), and let the C vector mapping 
the states into the velocity at this point provide the information for the state penal-
isation in the Hz formulation. Note that this does not represent a sensor, it is used 
only in controller synthesis and more will be said about its position in the multispan 
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(a) Modes 1 to 4. 
(b) Modes 5 to 8. 
Mude I: ... 0.2 ± 41.1 Hz 
( ... l.2 ± 25&.4 rad/.) 
Mode 2: -3.5 ±6R.& Hz 
(-21.7 ±432.1 rn<llsl 
(-2,6 ± 536.4 ",<II.) 
Mode 4: -3.1 ± 111.4 Hz 
(-19.2 ± 7!KW rodls) 
(-3.7 ± &56.3 ra<lls) 
Mode 6: -2.5 ± 166.1 Hz 
(-15.6± W43,4 m<ll,) 
y 
Mude 7: --!l.G ± 196.4 Hz 
(-],5 ± 1234.1 m<lls) 
y 
Mode 8: -2.7 ± 199.9 Hz 
(-17.1 ± 1255.7 01<118) 
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Figure 5.45: Modal forms of complex damping model. "Real" components are on the left and 
"imaginary" on the right. Full model, kl = -7.5kNlm. 
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(a) Idling. 
ks = kd kf 
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(c) Cutting. kdm = 0.005, kds = 15N·s/m3 , 
ks =100kN/m2 , kd = 5N·s/m2 , kj 
-7.5kN/m. 
0.005, kds 
5N·s/m2 , 
Figure 5.46: Idling and cutting impulse responses for complex damping model. Full model. 
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case. The?-l2 gains used are R = 2 X 10-5 with Qn = 1 X 10-2, Rn = 1 X 10-11 • The 
shaping functions in the ?-loo loop shaping formulation, which does not provide for 
the performance output, are 
20 X 103 s2 + 2(IWl + wr 
s2 + 2(2W2 + w~ 
1 
where (1 = 0.4, WI = 211"40, (2 0.7, W2 211"100. Table 5.11 lists the ?-l2 norms of 
various controlled and uncontrolled impulse responses. The noise and disturbance 
signals are generated from Qn and Rn above, and the impulse inputs are all 50N in 
size and last for 0.006s. The output energy has been halved by each controller for the 
Table 5.11: 1-l2 -norms for impulse responses of single span blade. 
IIY/12 IIYp II 2 lIull2 
[xlO-3 j [xlO-3 j 
Uncontrolled 0.894 256 0 
Controlled (1-l2) 0.349 87.3 8.80 
Controlled (1-loo ) 0.334 106 4.50 
BQ.) 
Uncontrolled 0.357 154 0 
<n- Controlled (1-l2) 0.150 64.5 4.07 Q.)"O p::; • .-< Controlled (1-loo ) 0.153 75.3 3.23 
....; Uncontrolled cutting 0.212 87.5 0 
+-' Controlled cutting (1-l2) 0.142 3.48 Cf) 55.9 ...... Q Controlled cutting (1-loo ) 0.145 61.2 2.50 
(dM Uncontrolled partial cutting 0.222 90.8 0 .~.g Controlled partial cutting (1-l2) 0.151 59.3 3.14 
~g Controlled partial cutting (1-l oo ) 0.149 60.4 2.60 
noncutting systems and reduced by 30% in the cutting situation. These are signifi-
cant improvements, and will be used to compare those in the multispan situation. 
Furthermore, the partial cutting model (applied with Su = Sl 0) produces very 
similar results to the full length formulation. These results only show the controller 
in feedback with the nominal (although higher order) analysis plant; the closed-loop 
robustness with respect to changes in band speed, tension and cutting force have yet 
to be tested. 
Table 5.12 gives the ranges of stability and performance (defined by those out-
puts not exceeding 150% of the output energy of the nominal synthesis-analysis 
combination) for the controllers. So while the ?-l2 controller shows excellent 
robustness, the ?-loo does not. No better ?-loo controller was found, and considering 
the reliance on the performance output in the multispan case this lack of robust-
ness is not pursued any further here. Both controllers have very similar closed-loop 
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Table 5.12: Performance measures and stability margins for single span. 
Uncontrolled Hz Hoo 
Performance Stability Performance Stability Performance 
range range range range range 
Speed, c [m/s] 10-t o-t o-t o-t 32-t 
Tension, Ro [kNl 5.25-t 5.25-t 8-16.5 
Cutting load kf 0-6700 0-6350 0-6700 0-6400 0-6700 
range exceeded. 
performance curves. 
Figure 5.52 shows the 1£2-norms of the performance output with respect to cut-
ting load and tension. Both forms of control have significantly reduced the energy 
of the blade near the cutting edge, and each, with the exception of the 1£00 controller 
in the tension case, have done so over the entire variable ranges considered. The re-
gion of poor performance of the 1£00 controller between 16 and 17kN (shown in the 
impulsive forcing) tension is unstable. The partial formulation with ten sinusoids in 
the Fourier expansion gives very similar results to the distributed formulation. 
5.7.2 Guides and partial span cutting 
Consider now the multispan blade depicted in Figure 5.48. The midspan is the same 
length as the lengtll of the single span system, and where applicable other variables 
are unchanged. The stiffness and damping forces on the cutting edge exist along 
the same length as the cutting load, which is for simplicity assumed to be the entire 
midspan. Throughout this multispan work kj relates to the constant cutting load 
acting along this span (Ae was used in the partial cutting formulation in Chapter 3). 
The performance position ((xP) Yp) (0.5£,0.8b)) is such that it is in the same posi-
tion relative to the middle span as in the single span control previously considered. 
The problem is tackled in a similar manner to the single span system, whereby 
the idling, restrained and cutting saws are considered separately. Figure 5.49 com-
pares the singular value plot of the restrained single span system with that of the 
multispan one, where the performance output and the first disturbance input are 
used in the singular value analysis. The guide stiffnesses have been artificially tuned 
to match what are essentially the first and second torsional modes of the middle 
span (69Hz and 112Hz). The smaller peaks in the multispan case (those at 55Hz and 
64Hz are clearest) indicate vibratory forms that are predominantly in the upstream 
and I or downstream spans. 
Figure 5.50 shows the vibratory forms of the first eight modes. The restraint of 
the guides and workpiece is evident, as is the span wise coupling of some modes. 
Stability 
range 
32-t 
8-16.5 
0-6350 
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Figure 5.47: 1-£2 -norms of performance output of the single span saw with respect to cutting 
load and tension. KEY;- Uncontrolled, -1-£2 control, - --1-£00 control. 
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Figure 5.48: Sketch of multi-span plate model. 
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Figure 5.49: Maximum singular value plots of LQG controller. KEY: - Single span, 
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It is this coupling that is required for any control action applied in the upstream or 
downstream span to affect the middle one. For completeness the stress state caused 
by the tangential part of the follower load is shown in Figure 5.51. Ten sinusoids were 
used in the approximation. 
Both the modal forms and the singular value plot indicate that the simple guide 
formulation is effective in modelling the middle span as well as the upper and lower 
ones; it remains now to consider the control via these spans. Table 5.13 shows results 
for a number of tests USing1l2 control CR, Rn, Qn are unchanged). The 1l2-norms of 
the sensed outputs as well as the performance output are performance indicators. 
Considering the idling situation, the upstream control gives little improvement but 
the downstream gives good attenuation. Both dislocated controllers give reasonable 
improvement however the MIMO control is comparatively poor. This is somewhat 
remedied in the restrained case where the MIMO control gives slightly better attenu-
ation than the downstream control alone, which is in turn significantly better than all 
other combinations. When the cutting load is introduced the upstream and MIMO 
controllers destabilise the closed loop via spillover, and the downstream controller 
produces the best attenuation. 
5.13: Hz-norms of impulse responsesforH2 controlled multispan blade. 
Ily"llz IIYdllz Ilypllz liu"llz Iludlb 
[x10-3 j [xlO-3 ] [xlO-3 j 
Uncontrolled 0.175 0.163 294 0 0 
Upstream control 0.084 276 3.69 
Downstream control 0.155 186 13.62 
Upstream sen, downstream act. 0.149 227 15.3 
Downstream sen, upstream act. 0.129 213 7.2 
Both. MIMO control 0.189 0.115 252 4.34 2.93 
Uncontrolled 0.092 0.180 160 0 0 
Upstream control 0.049 153 1.99 
Downstream control 0.097 116 4.56 
Upstream sen, downstream act. 0.139 141 3.71 
Downstream sen, upstream act. 0.156 132 6.91 
Both. MIMO control 0.066 0.085 115 3046 3.45 
Uncontrolled 0.065 0.108 100 0 0 
Upstream control 0.207t 99t 2.Olt 
Downstream control 0.085 94 1.72 
Upstream sen, downstream act. 0.062 98 1.06 
Downstream sen, upstream act. 0.103 98 1.84 
Both. MIMO control 1.50t 0.183t 124t llAt ll.8t 
tDestabiUsed by spillover. 
Table 5.14 shows the corresponding results for the 1100 controller. In the idling 
situation the MIMO controller produces mediocre attenuation while the rest per-
form very poorly. The downstream control introduces spillover. The situation for 
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(a) Modes 1 to 4. 
(b) Modes 5 to 8. 
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(-0.5 ± 25S.7 radl.) 
H).5 ± 295.5 muts) 
"*' M«lc 3: -O.l± 55.3 Hz 
(·-0.5 ± 347.7 radl,) 
y 
Moue 5: -0.4 ± 67.7 Hz 
(··2.4 ± 425.6 radl.) 
Mmlc 7: -0.1 ±99.0 Hz 
(-0.7 ± 622,0 radls) 
Mode R: -OJ ± 112,2 Hz 
(-1.R±70,.0 nldls) 
Figure 5.50: Modalforms of restrained but noncutting multispan system. "Real" components 
are on the left and "imaginary" on the right, and no model reduction has been applied. 
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Figure 5.51: Stress state ofmultispan blade. 
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(c) 
the restrained case is similar, but the MIMO controller also performs poorly. For the 
cutting situation the downstream controller is again unstable and all but the MIMO 
controllers perform poorly. 
The spillover noted in the 'H2 control may be remedied by moving the upstream 
actuator toward the trailing edge of the blade. If Ys,l Ya,l = O.2bm then the results 
are as shown in Table 5.15. However, while spillover is avoided (in the 'Hoc case too) 
the reduction in energy of the middle span is minimal. This is essentially because of 
the small coupling between the spans. 
Figure 5.52 shows the 'H2-norms of the performance output with respect to para-
metric variations in the analysis plant. These variations are cutting load, band ten-
sion and the position of the upstream guide (the cutting span remains unchanged). 
Considering the 'H2 control, there is very little attenuation for the impulsively forced 
system as cutting load increases, however there is a substantial increase in the sta-
. blility limit. The sinusoidal response is more markedly reduced and the stability in-
crease remains. The 'Hoc controller does not increase the maximum cutting load as 
much, but is otherwise similar. Considering the impulsively forced tension variation 
results, the 'H2 controller destabilises low tension plants, and makes a very slight im-
provement otherwise. The 'Hoc controller also destablises high tension plants. For 
the sinusoidally forced system both controllers attenuate the response of lower ten-
sion plants (even though instability occurs) but degrade the response of higher ten-
sion plants. Changes in the upper guide position in the analysis plant do not cause 
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Table 5.14: 7-l2 -norms o/impulse responses /orHrx; controlled multispan blade. 
IIYul12 IIYdl12 IIYpl12 IIuul12 Iludllz 
[x1O-3] [x1O-3J [x1O-3] 
Uncontrolled 0.175 0.163 294 0 0 
Upstream control 0.152 278 2.30 
Q.) Downstream control 0.188t 283t 4.65t 
.-
'"d Upstream sen, downstream act. 0.176 294 0.126 >-< 
Downstream sen, upstream act. 0.165 294 1.03 
Both. MIMO control 0.159 0.168 270 3.14 3.19 
Uncontrolled 0.092 0.180 160 0 0 
Upstream control 0.046 156 0.96 
tic!) Downstream control 0.139 158 2.64 
U)- Upstream sen, downstream act. 0.092 158 0.229 Q.)'"d 
~.,....; Downstream sen, upstream act. 0.177 160 0.66 
Both. MIMO control 0.045 0.137 156 0.98 2.50 
Uncontrolled 0.065 0.108 100 0 0 
OJ) Upstream control 0.052 99 0.69 
h Downstream control 0.099t 116t 2.74t 
':8 Upstream sen, downstream act. 0.064 99 0.24 ;::i 
u Downstream sen, upstream act. 0.108 99 0.24 
Both. MIMO control 0.063 0.085 96 0.56 2.44 
t Destabilised by spillover. 
Table 5.15: 7-L2 -norms o/impulse responses/or7-Lz and7-Lrx; controlled multispan blade, where 
the upstream actuator-sensor has been moved to the trailing edge. 
IIYul12 IIYdllz IIYpl12 IIuul12 IIudl12 
[x1O-3] [x10~31 [xlO~3l 
-
Uncontrolled 0.075 0.108 100 0 0 
0 Upstream control 0.043 99 0.565 H 4-' 
h Downstream control 0.085 94 1.72 0 
u Upstream sen, dovvnstream act. 0.075 98 0.53 
Downstream sen, upstream act. 0.106 97 1.82 
Both. MIMO control 0.043 0.092 98 0.88 0.89 
-
Uncontrolled 0.075 0.108 100 0 0 0 
H Upstream control 0.035 100 0.703 4-' h 
0 Downstream control 0.099t 116t 2.74t u 
8 Upstream sen, downstream act. 0.074 99 0.13 
~ Downstream sen, upstream act. 0.108 99 0.23 
Both. MIMO control 0.037 0.090 97 0.64 1.55 
t Destabilised by spillover. 
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Figure 5.52: 1-l2 -norms of performance output for the multispan saw with respsect to cutting 
load and tension. KEY: - Uncontrolled, 1-l2 control, - ·-1-leo control. 
144 CHAPTER 5 CONTROL 
de stabilisation in the 1-£2 case, in fact reasonable attenuation is achieved for both 
forced repsonses. The 1-£00 case however destabilises the system as the guide- posi-
tion approaches the sensor-actuator position. 
5.8 CONCLUSION 
5.8.1 Robustness studies 
The agreement between theory and practice for the experimental work was by and 
large excellent. Although the band speed of the experimental rig was limited, the 
agreement in trends gives confidence in the high speed theoretical results. With re-
spect to variations in band speed the near optimal 1-£00 controller was found to have 
superior robust stability and performance. Tension variation was a more difficult 
problem, but the range considered was large and the variation coarse. The low gain 
1-£2 controller performed marginally better than the others tested. The fixed band 
wheel problem lacked a physical model with which to compare, due to the limitation 
of the current rig. Given the increase in importance of nonlinearities at high band-
speed this work is considered preparatory only. The theoretical robustness study of 
the plate showed similar trends to the bearn, but was inherently more stable. 
The collocated actuator-sensor worked very well throughout this work, and the 
same dynamics used in the beam experiments were also used in the plate case stud-
ies. 
5.8.2 Case "..-11,611-.. 
Single span blade. The controllers formulated in this chapter compared favourably 
with those of Damaren and Le-Ngoc (2000). However, the damping proposed by 
them was considered unreasonably high and was therefore replaced by the models 
presented in Chapter 3. While these damping models embody the bandsaw dynam-
ics, the coefficients of each component will change with sawblades and timber types. 
Both 1-£2 and 1-£00 loop shaping controllers were applied with substantial attenuation 
improvement over the uncontrolled systems. Idling, restrained and cutting systems 
were all considered. The 1-£2 controller provided excellent robust stability and per-
formance; with the 1-£00 controller less successful. While work is not comprehensive 
enough for the relative robustness of each controller to hold for other blade geome-
tries, it does indicate the level ofrobustness that is possible with such control. 
Multispan blade. Tuning the guide stiffnesses allowed accurate modelling of the 
single span system by the multispan formulation, and even with a limit on the num-
bers of basis functions the partial cutting formulation gave credible results. 
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Control of the multispan system did not provide the substantial attenuation of 
the single span results, essentially because of the weak coupling of the three spans 
as a results of the actions of the guides. However, the 112 controller again provided 
excellent robust performance, including increasing the maximum cutting load by 
approximately 30%. The 1100 controller also increased this load, by around 20%. 
The 112 controller also maintained robust performance over large ranges of analy-
sis plant band tension and upper guide position, two highly variable parameters in 
the sawmilling process. The 1100 loop shaping controller was less robust, but this 
could be remedied by considering the full four-block problem in the 1100 setting. 
TIns case study was only a case study, but the results were encouraging and war-
rant further exploration. A full working model is required for this, and will be con-
sidered in future work. Also, the continued successful use of the real actuator and 
sensor dynamics for the large wide bandsaw bodes well for successful implementa-
tion of such actuation. 
Damping. Accurately modelling the damping of the cutting blade is fraught with 
difficulty. Not only is it a complex system, but the fact that the damping plays such an 
important role in stability means it is crucial to get correct. The models presented in 
this vmrk allow a great deal of freedom, while remaining in the linear domain. Again, 
work with real wide bandsaws is required to establish accurately a good model of the 
system damping. Also, controller robustness with respect to varying levels and types 
of damping is worthy of investigation. 
Miscellany. Initial work suggests that removing the top guide and replacing it with 
the pOintwise actuator-sensor pair can improve performance more markedly than 
actuating the upper span in conjunction with the top guide. The present model al-
lows for the analysis of such a system, but without corroborating the work so far with 
real world saws it is unreasonable to pursue this further. 

Chapter 6 
CONCLUSION 
6.1 DISCUSSION AND CONCLUSIONS 
6.1.1 Dynamical modelling 
The work on moving strings and beams applied a Ritz discretisation to the system 
energies and non-conservative work, and via Hamilton's principle found the linear 
set of governing equations. Both sinusoids and polynomials were considered in the 
discretisation, with sinusoids shown to offer no advantage in terms of accuracy for 
externally forced axially moving continua. 
The application of point and distributed follower forces as well as damping and 
stiffness terms served to combine and extend the knowledge of the linear modelling 
of simply supported axially moving strings and beams. Pointwise sensing was also 
considered in anticipation of the control work and the system cast in a first order 
state space form. Where applicable, the author's results were shown to compare ac-
curatley with other contributors. Further, the components of the distributed fol-
lower force were subjected to the tensioned and untensioned stationary beam, with 
the in-line component shown to dominate the behaviour in the tensioned case. 
The wide single-span cutting bandsaw blade was formulated after Ulsoy and 
Mote (1982) and Lengoc and McCallion (1995a), and employed the method of Ritz 
with the polynomial describing functions used in the string and beam work. This 
method was used to model a multispan blade, which is the major contribution of 
the modelling component of this work. The blade was modelled as a central cutting 
span with upstream and downstream noncutting spans. The spans were separated 
by guides that were modelled using two different methods; a spring-like formulation 
and a singular value decomposition method. The spring-like method was chosen as 
the superior method, as it produced a more "tunable" solution that does not affect 
the solution space to the degree of the singular value method. Inplane cutting and 
feed forces were applied to a portion of the central span by the superposition of the 
components of a Fourier series of inplane loads. The lateral component of the cut-
ting load as well as damping and spring forces were also applied over the same por-
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don of the blade length. The full span cutting method used by Lengoc and McCallion 
(1995a) was modelled and successfully compared, with the aim oftesting the partial 
span formulation. However, the boundary conditions imposed by the two meth-
ods are different, making accurate comparisons very difficult. This does not serve to 
qualify either of the solutions ahead of the other; but it does warrant the investiga-
tion of which method prescribes the more realistic set of boundary conditions. Both 
methods give credible results but each require experimental corroboration. Also, the 
recursive integration underpinning the solution of the partial span formulation rely 
heavily on the orthonormality of the basis functions. Attempts were made to im-
prove the quality of these functions, however there still existed a defined limit to the 
number of basis functions that could successfully be used. 
The interaction of the downstream blade tension with cutting load was shown 
to markedly affect the blade dynamics. A variable with resemblance to the tension 
mechanism variable was added to allow for "tuning" this effect to different bandmill 
arrangements. 
6.1 Experimental apparatus 
The simple collocated sensor-actuator and current driver were shown to provide ex-
cellent model validation data as well as control of the moving beam and plate. Using 
a linearisation of the force-current-distance relationship that accounted for the sat-
uration of the blade material provided more accurate results than an unsaturated 
method. The string, beam and plate models matched the practical rig excellently, 
with the exception of the torsional modes and nearby zeros of the plate. 
The rig itself was very useful in the model verification and control work, with the 
exception of the fixed wheel system. A lack of stiffness in the top wheel assembly was 
the cause ofthis. 
6.1.3 Control 
Beam work. High frequency noise sensitivity and spillover caused classical con-
trollers to be abandoned in lieu of model-based optimal tl2 and tloo loop shap-
ing designs. Comprehensive experimental and theoretical robustness studies of the 
translating beam produced the following results: 
" Good agreement between theory and experiment, as long as normalised data 
was used. This agreement, both in trends and often absolute values, substan-
tiated the accuracy and usefulness of theoretical simulations in controller de-
sign. The effects removed by the normalisation should be researched and con-
sidered in future simulations. 
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It Robustness with respect to variation in translation speed was considered good, 
with a Hoo controller giving the best mix of robust performance and stability. 
Robustness with respect to tension was a more difficult problem from a robust 
stability point of view, but the range considered was large, and the steps in 
tension coarse. 
It One recurring discrepancy between simulation and practice was the way the 
simulations often predicted unstable closed loops where the practical output 
was stable. This may be caused by incorrect damping in the model or by ex-
cessive differences between the theoretical synthesis and analysis plants (the 
number of basis functions used to describe each). 
Single span control. To corroborate the modelling and control, a H2 formulation 
was compared with other contributors. Then, with the same blade geometry but 
different exogenous influences both H2 and Hoo loop shaping controllers were for-
mulated for the idling, restrained and cutting systems. The cutting system was tested 
with respect to variations in bandmill tension and cutting force. Substantial vibra-
tion suppression was achieved as well as good robust stability and performance. 
However, only small improvements in parametric stability ranges were possible. 
Multispan system, H2 and Hoo controllers were formulated for the idling, restrained 
and cutting multispan blade, using upstream and downstream control. The guide 
stiffnesses were tuned so that the central span had similar uncontrolled dynamics to 
the single span system. The cutting system was again tested with respect to varia-
tions in bandmill tension and cutting force, and with the upstream guide position. 
Excellent robust stability was achievable, and the maximum allowable cutting load 
was increased by the feedback control. However, the decoupling of the spans via the 
guides limited the amount of energy transferred to the centre span, and therefore 
the possible improvement in vibration attenuation. 
6.2 FUTURE WORK 
Further practical corroboration. The simple rig was useful in assessing the accu-
racies and inaccuracies of the models. In order to validate the more complicated 
multispan system a proper cutting bandmill is required. The points of main interest 
are: 
It Damping coefficients. Both the cutting edge and distributed damping coeffi-
dents are unknown, and are crucial to closed-loop stability. While these will 
undoubtedly change with process variations, ball park figures at least are re-
quired. 
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CD Stiffness coefficients. The cutting edge and guide stiffnesses. 
III Cutting loads. Some work has been done on this, but detailed data is hard to 
find. This is largely due to expensive experimental requirements and the high 
variability of the problem. Also, whether the follower load is actually a reason-
able model ofthe cutting process has not been established. Feed load sizes are 
also required, as even though they are often lower than the cutting loads, badly 
doctored saws and high feed rates can increase feed forces considerably. 
III Interspan coupling. This directly affects the feasibility of controlling the central 
span via the upstream and downstream ones. 
Treating the feed force as a follower load warrants investigation. The impor-
tance of this relies on the aforementioned size of the feed force, but is quite simple to 
model. The work on the change in band strain at the upstream boundary as cutting 
load increases also requires experimental corroboration, as this markedly affects the 
theoretical dynamics. 
The orthonormality of the describing polynomials in the Ritz expansion has been 
cited as a limiting factor in the accuracy of this multispan work. It is essentially a nu-
medcal issue, caused primarily by the large coefficients of high order normalised 
polynomials, and exacerbated by the partial span formulation. The numerics of the 
Gram-Schmidt procedure and the partial span formulation need to be improved to 
allow more accurate modelling. Alternatively, discretising the plate deflection using 
the Finite Element method may be an appropriate remedy to this problem. 
Guide replacement. Replacing the conventional guides with active, noncontact-
ing electromagnetic actuators is perhaps the holy grail of this work. Instead of each 
guide, it is imagined that two sensor-actuator pairs are used. With one on either side 
of the centre-width of the blade both torsional and transverse blade actuation is pos-
sible. Such electromagnets would need to be capable of applying large forces, and 
would result in relatively low bandwidth. It is envisioned that these could control 
snipe, snake and wedging of the cutting process, while low force, high bandwidth 
actuators in tlle non cutting spans may reduce high frequency oscillations and ef-
fects such as wash-boarding. 
Sensor-actuator development. A higher bandwidth actuator with a smaller face 
area is required for reducing high frequency blade vibrations. Also, to realise the 
envisioned future of the previous paragraph, the development of other, high force, 
low bandwidth actuators is also required. 
Appendix A 
NOMENCLATURE 
The more commonly used symbols used throughout this work are shown below. Of-
ten subscripts are added to symbols to more accurately define their meaning. 
H(t 
A Cross-sectional area of string/beam 
Ace Amplitude of sinusiodal component of partial cutting load 
b Width of bandsaw blade 
c Translational band speed 
e* Non-dimensional translational band speed, (c* 
eel' 
D 
E 
Ill) 
D)/(pib))) 
Critical translational speed, defined bye* 1 
Plate rigidity CD = Eh3/12(1 _ 1/2)) 
Young's modulus 
In-line loads on string/beam 
Lateral loads on string/beam 
e/((Roib + 
G(8) Matrix of transfer functions, or state space equivalent. The letter G 
usually describes the plant. 
h 
to) 
i 
I 
(," { } 
,;.,5' • 
kd 
kdS 
Plate thickness 
Heaviside function acting at t to 
Summation variable, or used as a subscipt to denote the i'th variable 
in Fourier series 
Number of sinusoids in partial cutting formulation 
Imaginary part of bracketed term. 
Point wise or distributed lateral damping coefficient 
Distributed lateral damping coefficient (always acts along full length 
i 
ks Point wise or distributed lateral stiffness 
r.:f Point wise or distributed follower load 
kg Guide stiffness (restitutive pressure) 
km Point wise or distributed added mass 
K (s) Controller (state space or transfer function) 
e Plate length 
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n Number of basis functions used in y-direction of plate. 
Na Number ofretained modes after modal truncation. 
N.T Force intensity acting on the middle plane of the plate in the x-
direction 
Nl'lI Shearing force intensity acting on the middle plane of the plate in the 
xy-plane 
Ny Force intensity acting on the middle plane of the plate in the y-
direction 
p Tooth pitch 
Q(\'{3 (t) The a,B'th function of time in the Ritz discretisation 
Rx Band tension as a function of length of string or beam 
Ro Nominal band tension for strings and beams (N) or the force per unit 
length acting in the middlewidth of a plate 
Rb Difference between force per unit length at middlewidth and that ex-
isting at the leading and trailing edges. 
iJ( {.} Real part of bracketed term. 
3 11 Length of the span between the workpiece and the upper (upstream) 
guide or wheel 
81 Length of the span between the workpiece and the lower (down-
stream) guide or wheel 
T Kinetic energy 
Vb Strain energy due to bending 
Vs Strain energy due to inplane loading 
111 Deflection 
:r: Co-ordinate spanning 0 ::; x ::; f < 00 
:r;* Non-dimensional measure of x (x* = x/f) 
(:Cs) :<Is) Sensor location 
(:l:n, :<In) 
(:1:(1, Yd) 
Actuator location 
Disturbance location 
y Co-ordinate spanning 0 ::; y ::; b < 00 
Non-dimensional measure of y (y* = y/b) y* 
8(x 
A State space plant matrix 
B State space input matrix 
C State space output matrix 
d(t) State distubance signal vector 
D State space constant gain matrix 
E Modal transition matrix 
F State feedback control matrix 
G Gyric matrix 
D State space constant gain matrix 
K Stiffness matrix 
L Observer matrix 
M Mass matrix 
p Controllability matrix 
Q Observability matrix 
q(t) cola{ col,B {qa,B (t)} } 
u(t) Control force vector 
v(t) Sensor noise signal vector 
x State space state vector 
x State space estimated state vector 
dij Kronecker delta 
xo ) Delta function acting at Xo 
dr} Variational operator 
TJ Strain mechanism variable 
'l]i i'th modal coordinate 
'l] Modal coordinate vector 
/, Driving motor variable 
A" Constant value of cutting load within workpiece 
1/ Poissons ratio 
Wo: Vibration frequency (rad/s) of the athmode 
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w* 0' Non-dimensional vibration frequency of the ath mode (w~ 
1)0' (x) 
'VJi (11) 
<D(x,y) 
(l)c(,I:, V), CJ>.r(x, 11) 
1 
wO'f!2(pj D) 2) 
a'th basis function in x-direction 
i'th basis function in y-direction 
Airy stress function throughout plate 
Airy stress functions for cutting and feed forces respectively 
p Mass per unit length for strings and beams, and per unit area for pl<ite 

AppendixB 
EXPERIMENTAL CALIBRATION AND DEVELOPMENT 
B.I CALIBRATION OF ELECTROMAGNETS 
The following is a description of the static and dynamic calibration of the electro-
magnets described in Chapter 4. Effects such as saturation of the blade are ac-
counted for and shown to improve markedly the correlation between theory and 
practice. 
Static characteristics 
Figure B.1 (a) sketches the magnetic circuit associated with an electromagnet attract-
jng a steel bar, and Figure B.1 (b) shows the electrical analog of the magnetic circuit, 
but with magnetic quantities replacing their electrical counterparts. The magne-
tamative force, ~, drives flux around the circuit according to ~ = ¢>Jt, >Jt being the 
combined reluctance of the circuit. Considering this relation, magneto motive force 
is analogous to the electromotive force or applied voltage in an electrical circuit, and 
reluctance and flux are analogous to resistance and current respectively. The mag-
" I 
I 
I 
I 
I 
~ 
~ ----- ------- Flux paths 
(a) Magnetic circuit. (b) Electric analog. 
Figure B.l: Static analysis. 
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netomotive force is the product of the number of turns in the coil, N, and the cur-
rent flowing through it, i. The reluctance of a component in the circuit is given by 
!Jt , where £ is the length of the component, tt ttottr) the permeability of the 
material and A the cross-sectional area. Assuming that no fringing of the magnetic 
field occurs and that there are no mechanical losses, eddy current losses or hystere-
sis effects, we can say that for a virtual displacement dl of the suspended bar, the 
system energy is increased by the electrical energy input (i2 Rdt) and the potential 
energy gained from the mass being lifted, (mgdl = fdl), and that it is decreased by 
electrical losses (i2 Rdt) and magnetic losses caused by the reduction of the air gap 
(of the form ~2· where Bk is the flux density across the k'th air gap, and 
ILo 
Ak is the cross sectional area of that gap). Summing these energies gives the energy 
balance for the system, 
2 d f 2 d 1 Bg,lAg,l dl _ 1. Bg,2Ag,2dl 1 ~'-----.::..:.....al = 0 i R ,f + ,dl i R ,t 2 2 2-
tto tto tto 
which may be reduced to 
f 
(B.l) 
Considering the symmetry of Figure B.l, this equation may be written as 
f (B.2) 
as <Pgl = ~1)92 = <Pg3 1) and Ag,l Ag,2. Simple circuit analysis reduces the circuit 
in Figure B.l (b) to a single loop with a flux equal to 2<p. If the reluctances of the core 
paths and the target are assumed to be negligible in comparison with the air gaps, 
then the magnetic flux around each loop of Figure B.l (a) is given by 
Ni 
(B.3) 
which upon substitution into (B.2) yields 
f = (B.4) 
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To verify (B.4) the setup sketched in Figure B.2 may be used to measure the force 
produced by the electromagnet at different current levels and distances. The current 
is controlled via a current drive which converts a PWM signal into winding current, 
(see Section B.3). Figure B.3 compares these results with those theorised by (B.4) , for 
six gap distances. The results show reasonable agreement between theory and prac-
tice, although at high field strength and small distances the agreement deteriorates. 
This may be due to fringing or saturation effects, or erroneous force measurement. 
VVhile the load cell is operating within its linear working range, it is sensitive to side 
loading and torques, which occur when the target block is not parallel to the magnet 
face. At high currents and low gap distances any initial incongruence is increased, 
exacerbating the off-axis load and hence the errors in the force measurement. 
The actuator bandwidth may be found by sinusoidally driving the winding cur-
rent throughout a range of frequencies, and comparing the input function with the 
measured force. Figure B.4 shows such curves at 15Hz and 100Hz. For a linear sys-
tem the output corresponding to a sinusoid is an amplified and phase shifted si-
nusoid of the same frequency. However, considering the output in Figure B.4 the 
nonlinear force-current relationship (B.4) compromises this input-output relation-
ship, with sharp peaks and shallow troughs in the output signal. The gain and phase 
of such signals may still be found, by firstly assuming the output to be a sinusoid 
of the same frequency as the input, and secondly correlating it with sine and cosine 
functions of the same frequency. The relative correlations and the amplitude of the 
input signal give the gain and phase of the output with respect to the inppt. This is 
the "correlation method" discussed in Ljung (1999), Figure B.5 shows the gain and 
phase plots over the frequency range of 0 to 2000 radl s. A corner frequency of 55Hz 
(350rad/s) gives an idea of the bandwidth of the system. The roll-off rate is hard to 
Distance 
Sensor Current 
_ Voltage 
Iv1agnet 
Target Gap distance 
Load cell Force 
Figure B.2: Rig for determining magnet force-distance-current relationship. 
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Figure B.3: Static magnet calibration using steel block as target. 
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Figure B.4: Input and output curves for magnet calibration using steel block as target. 
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Figure B.5: Frequency response for electromagnet over 2000 rad/s. Winding current is the in-
put and force as measured by the load-cell arrangement is the output. 
judge with the available data, especially as the load cell dynamics are affecting the 
results (shown by the peaks in the plots near 180Hz (1125rad/s)). These effects could 
also be affecting the corner frequency. Figure B.6 plots the winding current against 
the output force at three different frequencies (with the phase difference between 
the signals removed), showing the hysteresis effects increasing with frequency and 
reiterating the attenuation displayed in Figure B.S. All of these curves compare the 
measured force with points calculated by (BA), showing a reduction in accuracy of 
the static theory as frequency increases. 
The above agreements between theory and experiment must also be tested with 
Current [A] 
Ca) Frequency 
(1.26 rad/s) 
0.2 Hz 
Current [AJ 
(b) Frequency 
(94.3 rad/s) 
15 Hz 
Current IAJ 
(C) Frequency = 100 Hz 
(628 rad/s) 
Figure B.6: Hysteresis curves at different forcing frequencies. 
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the blade steeL Instead of using the load cell arrangement the bandsaw rig (Fig-
ure 4.1) was used, the deflection of the tensioned beam being used to monitor the 
force applied to the steel by the electromagnet. Figure B. 7 plots the results for one 
of these experiments where the initial gap distance is 5.55mm. Figure B.7(a) shows 
the force-current-distance relationship on one plot while the remaining three plots 
show the various 2-D projections. In all of these plots the upright triangles indi-
cate that the recordings are for increasing current and the upside-down triangles 
indicate decreasing current. Figure B.7(b) compares the experimental data with re-
sults from (BA), showing correlation at low forces only. For higher forces the mag-
netic relationship increases nonlinearly, departing from the linear beam theory. This 
change is also noticeable in Figure B. 7 (d) where the Current-Distance curve changes 
from a nonlinear to a linear relationship. Similar tests but at different initial dis-
tances and beam tensions show this divergence repeatedly occurs at a flux around 
¢ 1.37 x 10 5Wb, which equates by B = ¢/A to a flux density of B 1.04T. The 
calculations of Section B.l assume that the target offers no resistance to the mag-
netic flux circulating around the path of Figure B.lCb). This is accurate for the steel 
block but inaccurate for the thin band except when the flux is below 1.37 x 1O-5Wb. 
This inaccuracy may be remedied by relaxing the assumption that the target re-
luctance is insignificant in comparison with the air gaps. Considering the linear part 
of the curve, we may say that B MH and so the reluctance of the target is 
given by fR /1.,,;'OAt' substitution of which into the magnetic circuit equation gives 
a flux of 
Ni ¢ = --,----~---
r1 +_£_t_ 
/1<v /LoP·rAt 
(B.5) 
If the material is assumed to be approaching the knee of the B -H curve, then the 
relationship between Band H is better served by B Bs + MoMr,sH, where Bs is the 
saturation flux density and Mr,s is a permeability that fits the B -H curve above B=l T. 
The reluctance of the target then becomes 
(B.6) 
which, by substituting (B.6) into the magnetic circuit equation and use of B = ¢/A 
becomes 
lioN i + B"Ct ¢= t'" /1<., • 
d (_1_ + _2_) + --.1L 
An A yZ J1.r A t 
(B.7) 
Values of fJ'r 4000 for B :s: 1.04T and f1.r,s = 90 for B > 1.04T improves the ac-
curacy of (B.l) up to B 1.52T, whereupon the theoretical force again diverts from 
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Figure B.7: Static calibration of electromagnet using tensioned beam. Ro = 285N. Key 
x - Beam force, ,,- Force from (BA) along increasing current path, - v- Force 
from (BA) along decreasing current path. 
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that measured. Using the same approach for > 1.52T with I-lr,s2 30 gives the 
force-distance curves shown in Figure B.8. The agreement is excellent and exists for 
various initial gaps distances (as shown in Figure B.8) and also for othe.r blade ten-
sions. 
B.2 SENSING 
The aim of a collocated sensor and actuator requires the sensor to be insensitive 
to the direct effects of the actuator, in this case the magnetic field caused by the 
electromagnet windings. This section examines this sensitivity with regard to eddy 
current proximity sensors, which are geometrically favourable for this application 
and also offer suitable accuracy and range. Standard calibration of the sensors was 
performed but is not detailed here; suffice to say the sensors were linear within the 
required range and accurate to within the manufacturer's specifications. 
Figure B.9 shows the effect of different magnetic fields at a constant distance, 
where the relative magnetic field intensities are given by the winding current in the 
surrounding coil. Interestingly, the sensor disturbance caused by the magnetic field 
is irrespective of the field strength. The disturbance is only 0.4% of the sensor range. 
However, the associated noise is more problematical. Figure B.IO shows the effect 
of magnetic fields varying sinusoidally, again the perturbation is not large but does 
introduce noise. 
Figure B.ll shows the noise signal and corresponding power spectrum when 
each magnet has a small amount of current flowing through the coils. The power 
§3 .". . ....................... + .. '><::-', ....................... +\-: ......................... + ......................... -·--1 
o 
r.r.; 
4 
Distance [mm] 
Figure B.B: Calibration at different nominal distances, using saturated analysis. the curve 
starting at a gap distance of S.Smm may be compared with Figure B. 7b. 
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Figure B.IO: The effect on the position 
measurement due to sinusoidally chang-
ing magnetic fields. 
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Figure B.ll: Noise signal and corresponding spectra. 
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of the distance signal y( t) may be approximated by 
(B.8) 
which for T 5s gives P = 2.6 x 1O-8m2 • Considering that the power spectral 
density is fairly flat throughout the range 1000, 1000jHz, we may say that the signal 
intensity Yv of y(i;) is 2.6 x 10-8 /2000 ~ 1 x 1O-11m2s. For truly white noise the 
power spectral density is flat over the entire frequency range, and so by definition 
the power spectral density is equal to the intensity V. This analysis is approximate 
but will nevertheless be invaluable in the control formulations of Chapter 5. 
Filtering. Filtering the sensed deflection of the blade with a 1kHz second order 
Butterworth filter reduces high frequency noise and the noise caused by interaction 
between the sensors. This interaction was in fact larger than the affect of the elec-
tromagnets on the sensors. Such filtering does not alter the above analysis. 
B.3 CURRENT SPECIFICATION 
Various means of controlling the current in magnet windings were tried, the final 
and most successful one is briefly discussed. 
The basic requirement of the current driver is to control the current in each mag-
net quickly and accurately. The device therefore has two identical channels, one of 
which is discussed here. The core of the driver is a 150V supply; connected in series 
to the magnet coil, a switching transistor and a sense resistor which is tied to ground. 
The voltage across the sense resistor is proportional to the current flowing through 
it (and therefore the coil), and this voltage is compared to a reference voltage which 
is proportional to a PWM signal generated by the PC. If the sensed voltage is higher 
than the reference or the channel has been turned off then the switching transistor is 
turned off, so that the voltage is removed from the coil. While this system works well 
for increasing the current quickly, there is no means of quickly reducing it. When the 
switching transistor turns off, the source voltage rises, and when this reaches 300V a 
Zener diode allows current to flow to the gate of another transistor which allows the 
current also to flow through a load resistor, the coil and back around the loop. This 
very quickly reduces the current in the coil. 
This discussion ignores isolation of the driver from the computer, bias resistors, 
protection diodes and filtering. The device was designed and built in-house. 
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B.4 CONTROL IMPLEMENTATION 
B.4.1 Hardware 
The controller was implemented on 233MHz Pentium II personal computer. A PCL-
818L data acquisition card performed the AID conversion of the filtered and ampli-
fied sensor signals and also the generation ofPWM signals for the current driver. An 
in-house Universal Pulse Processor (UPP) card was used for the timing required for 
calculating the band speed. 
B.4.2 Software 
The control software was written in C and C++, and run on the Windows NT op-
erating system using the RTX* real-time scheduler. A graphical front end allowed 
selection of the controller type and gain, test duration, control start times etc, as 
well as displaying pertinent data as the test ran. Data was then saved and plotted us-
ing the MATLAB code developed for the simulation results. New controllers could be 
developed and simulated using MATLAB and immediately tested on the real system, 
providing a very fast turn around time. 
Real-time computing. The RTX real-time extension of Windows NT was used in 
this work. This extension provides deterministic control of the OS, reducing inter-
rupt latencies and prioritising certain user-space processes above those of the OS. 
Also, RTX provides an excellent API, allowing easy interprocess communication and 
event management. Using this real-time extension the need for dedicated digital 
signal processors is obviated . 
• Seehttp://wyw.vci.com/products/vci_products/rtx/rtx_index.html 

AppendixC 
SIGNALS AND SYSTEMS 
I CONTROL THEORY 
The theory below comes almost entirely from Glover and McFarlane (1989, 1992), 
and Vinnicombe (l993b,a). Boldface capitals represent constant matrices, and nor-
mal faced capitals represent linear, finite dimensional (LTl) dynamical systems, ei-
ther in transfer function matrix or state-space descriptions. 
C.I.I Signals~ systems, and sp.aCE~S thereof 
Input-output systems. A system G G(s) that maps inputs [':;] into outputs [;] 
may be block partitioned so that 
G(s) (C.l) 
where Gzw(s) defines the effect ofinputs w upon the outputs z, Gzu defines the effect 
of u on z, and so on. G may also be expressed in a state-space format, so that 
(C.2) 
and the block partitioning ofB, C and D are conformal with that of ec.l). 
Signal spaces and norms. In this work we shall refer to £2+ as the space of tempo-
ral signals with a finite £2-norm that are identically zero for t < O. The £2-norm of 
such a signal (in this case a vector valued signal u(t)) is given by 
(C.3) 
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The Laplace transform maps onto the space of functions that are analytic in the 
open right half of the complex plane. This space is denoted H2 and the associated 
norm (denoting the Laplace transform of u(t) by u(s)) is given by 
SUP{21 [00 u(a+jw)Tu(a+jw)dw}, 
0->0 7r • ~oo 
(CA) 
in which the supremum can be shown to be on the boundary of the open right half 
plane, so that 
.l: u(jwVu(jw)dw. (C.S) 
By Parseval's relation both (C.3) and (C.S) yield identical results. Throughout this 
work we shall almost always consider signals in H2 (£2+), and will use H2 even when 
discussing temporal signals, except where confusion may arise. For completeness, 
the space (0) includes those functions defined for both positive and nega-
tive time, and £2 (jlR) its frequency counterpart. Definitions for the norms on each of 
these spaces are identical (C.3) and (C.S), with the lower limit of integration in (C.3) 
replaced with -00. 
Function spaces and norms. We shall also use the spaces H2, RH2, Hoo and RHoo 
and the H2- and Hoo-norms in the analysis and descriptions of input-output sys-
tems. A system G G(s), described as a matrix of complex-valued functions map-
ping inputs u to outputs y, is an element ofH2 if IIGI12 is finite, where 
sup {~/oo tr(G(a + jw)TG(a + jw))dw}. 
a>O 7r ~oo 
(C.6) 
which can again be shown to be equal to 
J 100 _. tr(G(jw)TG(jw))dw. 
27r -00 
(C.7) 
The subspace of H2 given by strictly proper rational functions of s with real coeffi-
cients is denoted RH2. The Hz-norm of G may also be found from its state space 
description (not shown here), as long as G is stable and strictly proper CD = 0). In 
the SISO case IIGI12 is equal to the £2-norm of the impulse response of G, and in the 
MIMO case it is equal to the £2-norm of the sum of the responses to impulses in the 
directions corresponding to each of the basis vectors that span the input space of G. 
A system G is an element of Hoo if it is analytic in the open right half plane and 
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IIGII=, defined as 
IIGII := sup a(G(jw)), 
= wE]RUoo 
(C.S) 
is finite. Using the definition of the maximum singular value, a(·), (C.S) becomes 
(C.9) 
and hence IIGlloo can be interpreted as the worst case energy gain of G over all fre-
quency and for all input signals in 112. This interpretation shows that any system 
with finite 11oo-norm is stable (in the bounded input, bounded output sense). The 
space R1-loo is a subspace of1-loo and consists of all (stable) proper rational functions 
of s with real coefficients. 
C.l.2 Coprime factors 
A Left Coprime Factorisation CLCF) of G is given by [iII N] if, and only if, G 
if-IN, with iII, N E R1-loo and 
ilIu +NV = I, (C.lO) 
where U, V R1-loo . FUlihermore, if U = ilIT and V = NT then [iII N] is a nor-
malised left coprime factorisation of G. Normalised Right Coprime Factorisations 
(ReFs), denoted [~l' also exist, such that G ~ N M-l, with M, N E 7'-1100 and 
MT M + NT N = I. All properties that hold for LCFs also hold for RCFs. Expressing 
systems in terms of their coprime factors has several advantages, one being that all 
RHP poles of G are contained in the zeros of M (or iII), so that even unstable plants 
have stable coprime factors. 
Definitions for LCFs and RCFs in terms of the state-space matrices of G are given 
by (Glover and McFarlane, 1989, Zhou, 1998) 
(C.II) 
and 
[ 
A + BF BS-1/ 2 ] 
.- C + DF DS-1/ 2 , 
F S-1/2 
(C.12) 
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where 
s = I+DTD, R=I+DDT, 
F = -S-l(DTC + BTX), H = -(BDT + ZCT)R-l, 
(C.13) 
and X and Z are the positive definite solutions of the algebraic Riccati equations 
(A - BS-IDTC)TX + X(A - BS-1DTC) - XBS-1BTX 
+ CT(I - DS-1DT)C = 0, (C.14) 
and 
(A - BDTR-1C)Z + Z(A - BDTR-1cf - ZCTR-1CZ 
+ B(I - DTR-1D)BT = 0, (C.15) 
respectively. Equation (C.14) is known as the Generalised Control Algebraic Riccati 
Equation (GCARE), and (C.15) is known as the Generalised Filtering Algebraic Riccati 
Equation (GFARE). Solution schemes for solving such Riccati equations are freely 
and commercially available; however care should be taken in choosing third party 
solvers. 
Using coprime factors to describe plant uncertainty. If a plant G has a LCF such 
that G = ]1./[-1 N, then we may consider a perturbed plant, G /':,., such that 
(C.16) 
N + D.N and M/':,. = M + D.M are left coprime factors of G/':,.. This 
uncertainty model is presented in feedback with a controller K in Figure c.l. From 
this figure we find the following equations: 
Zd,l = u 
~ 1 
Y = Zd,2 = M- W d + Gu (C.17) 
u=Ky, 
which may be rearranged to give 
z ~ [::::] ~ [~l (J - GKr 'M lw, (C.IS) 
''-----.v I 
T zw 
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Figure C.I: Coprime factor uncertainty. 
where IITz1lJ 1100 is the quantity to be minimised in the optimal1-loo control synthesis. 
Because the CX)-norm is invariant under multiplication by unitary matrices, we may 
say that 
IITzsw 1100 = [~l (l-GKj-lIiiI-l 
00 
[~l (1 - GKj-l IiiI-l [IiiI if] 
00 
[~l (1 GK)-l [I G] 
00 
thereby removing the need to calculate f./[-l. 
Furthermore, Figure C.l may be recast as a Linear Fractional Transformation 
(LFT) , as shown in Figure c.z. If we ignore the inputs wp and outputs zp, we can 
w 
I 
I 1- ____ _ 
p 
Figure C.2: LFT showing uncertainty block, plant and controller. 
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use ec.17) to find the generalised plant 
(C.19) 
with 
ec.20) 
Considering (C.18) as the transfer function combining the controller and the gener-
alised plant in Figure C.2, we have by the small gain theorem that, if 116.11= < 1, then 
the closed-loop system is internally stable if, and only if, 
[~l (I (C.21) 
= 
C.1.3 Gap metrics and the graph topology: lP'j'j',PI"1-illTt"hT describing uncer-
tainty in feedback systems 
The search for a useful measuring-stick for comparing stable and! or unstable sys-
tems in a feedback loop received a lot of attention throughout the 1980s and early 
1990s. The gap between two, possibly unstable, systems was introduced to control 
theory by Zames and El-Salck:ary (l980), and it provides a metric by which stable and 
unstable systems can be compared. This metric takes values from zero to unity, and, 
because it involves minimisation of an 1i=-norm its computation is an iterative pro-
cess. The graph metric was introduced in Vidyasagar (1984) and provides a more 
general but computationally more difficult metric. Vinnicombe (l993a) introduced 
the v-gap metric, which is directly calculable using coprime factorisations of the tVITO 
plants, and also has a clear frequency response interpretation that gives more infor-
mation than the metric alone. Also, it can be extended beyond unity, another advan-
tage over tlle gap metric. All of these metrics induce the same topology, known as 
the graph topology. This subsection discusses the gap metric briefly and the v-gap 
more fully. However, prior to launching into these discussions, motivation for such 
metrics is given. 
Motivation for feedback specific metrics. Figure C.3 shows two different plants 
with identical inputs. The output of this system is the difference in the plant outputs, 
and therefore a reasonable measure of the "difference" between these two plants is 
the size of the difference of their outputs. Considering signal energy as the measure 
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U 
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G2 
Y2 
Figure C.3: Measuring open loop uncertainty. 
of size, we may represent the difference in outputs by 
On(G11 G2 ) = sup 
uE1i2\U=O 
IIGlu G2 uI12 
IIuI12 
= IIGI - G2 11= 
= sup -a(GI(jw) G2Ciw)). 
wE]RU= 
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(C.22) 
So, the difference in energy between the outputs (normalised by the input energy to 
keep c5n bounded) is the maximum of the difference between the maximum energy 
gains of the systems over all frequency. Such a scheme is useful in comparing the 
open-loop behaviour of two plants, but takes no account of the feedback loop that 
the plants are about to be part of. Figure CA shows the feedback equivalent of Fig-
ure C.3, where the two plants are in feedback with the same controller Now, for an 
input [:~], both the outputs and inputs for each plant will differ, and so a measure of 
the difference between the plants must take account of both of these quantities. The 
directed gap (Zames and EI-Sakkary, 1980) provides such a measure, and is defined 
as 
[YI]_ [Yz] UI U2. 2 
[~:] 2 (C.23) 
where fh. called the graph of Gi, is defined as the closed subspace of1-£2P+Q given by 
all bounded pairs (Uil Yi) such that Yi GiUi, assuming that Gi has p inputs and 
q outputs. In this framework, stable systems may be compared to unstable ones as 
long as the domain of an unstable system is restricted to that for which the range 
remains in 1-£2. 
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Figure C.4: Measuring closed-loop uncertainty. 
Equation (C.23) can be made more u'actable by defining the following graph op-
erators, 
(C.24) 
for which, byVinnicombe (1993b, Prop. II.5), 
gi ~ { [ ,:: 1 q 'q 11,) G;1I, 
(C.2S) 
= {[ ~Mi Ni] q: q E 'H2} = Gj'H2, 
(in fact, by Vidyasagar (1984), these relations hold for unnormalised coprime factors 
too). It is not obvious that (C.2S) are equivalent to the the graph of Gi as defined 
in the previous paragraph. However, for any G E 'Hoo , a satisfactory right coprime 
factorisation is [~] = [b J, for which (C.25) is equivalent to the original definition. 
Vinnicombe (1993b) proves the general case. Using these results CC.23) becomes 
(C.26) 
It is worth noting that this expression is not yet in a computational form, but it is 
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useful to the exposition and the understanding of the relation between the gap and 
the graphs of the plants. 
The actual gaps. Unfortunately, ~(GI, G2 ) is not a metric as it is not symmetric in 
GI and Gz. However, the maximum of ~(GI,G2) and ~(G2,GI) is symmetric and 
indeed is a metric; the gap metric. Georgiou (1988) showed that this metric could be 
calculated by 
(e27) 
which can be solved using iterative techniques to find arbitrarily close but not exact 
values for the infima. The v-gap however, introduced in Vinnicombe (l993b,a) can 
be calculated directly. This metric equals the £2 gap between the plants if a winding 
number constraint on G2T GI is satisfied, and equals 1 if the winding constraint is 
not satisfied. The £2 gap is much easier to calculate than the 'H2 gap, and may be 
expressed as 
(GI , Gz) = gap(MI' Mz) 
= IIG2G1 1ICX) 
II(I + G2Gf) 
(C.28) 
(C.29) 
(e30) 
In (e28), Ml andMz are the £2+ equivalents of(eZ5). The step from (e28) to (eZ9) 
involves rather more mathematics than discussed so far, but is briefly covered in Vin-
nicombe (1993a). (e30) follows from (e29) by the definitions of the graph opera-
tors in (eZ4), and because G2GI = M'z(Gz - GdMl and (I + GzGf)-l £II! NIz, 
(I + GrGI)~l = Nf}M{. Also, b'c2(G1) Gz) bC2(GZ, G1), and so the symmetry prob-
lem of ~(GI' Gz) does not exist. The following statement defines the v-gap metric, 
along with the winding number constraint: 
{ 
IIG2GIIICX) ifdet(GIGI)(jw) 1= Ovw E (-00,00) 
(),;(G1 ,G2):= and wnodet(GIG1) 0, 
1 otherwise. 
(C.31) 
The winding number condition can be equivalently stated as det(1 + GrGd(jw) 1= 
OVw (-00,00), wno det(1 +GrG1)+17(G1) -17(G2 ) 0, wherewno(Gi) is the wind-
ing number of Gi(S) evaluated around the standard Nyquist D-contour. This has 
obvious similarities to the multivariable Nyquist criterion (Doyle and Stein, 1981). 
The v-gap metric may be considered dual to the maximum stability margin bnpt 
in 'Hoo controller synthesis CVinnicombe, 1993a). Also, the v-gap can be extended 
beyond 1, and also interpreted as a function of frequency, rather than as a single 
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number. This frequency response interpretation is clear for a S1S0 system; the lJ-
gap is equal to the maximum chordal distance between the Nyquist contours of the 
plants, when the contours are projected onto the Riemann sphere. Naturally, the 
encirclement condition must be satisfied when applying this interpretation. These 
facts are intriguing, and offer a lot in terms of system analysis, but in this work only 
the standard lJ-gap is used. 
Example C.I Figure c.s shows two carts connected by a spring and a dash-pot. 
Nominal model parameters are ml m2 = lkg, kl = k2 IN 1m, Cl = 0.02Ns/m, 
C2 = O.OIN s/m. We will consider the model uncertainty created by variation in C2. 
u 
Figure C.5: Two connected carts. 
ble C.l shows the open loop gap On between five different plants, where the damping 
ranges from C2 0.05 to C2 = -0.05. The entries corresponding to negative damping 
coefficients do not give any useful information regarding "distance", This is expected 
as Gi - o.j is unstable when either plant is unstable, so the 1-loo -norm is meaning-
less. In contrast, Table C.2, which gives Of) between the plants, is meaningful when 
comparing stable andlor unstable plants. The entries in this table are very slightly 
smaller than 0'1' 
Table C.l: 6n (G i) G j) for two cart system (Example I). 
C2 0.05 0.01 0 -0.01 -().05 
().05 0 26.58 39.46 104.02 1711.38 
0.01 26.58 0 17.51 113.45 1686.44 
Gi 0 39.46 17.51 0 130.73 1671.22 
-().Ol 104.02 113.45 130.73 0 1652.65 
-0.05 1711.38 1686.44 1671.22 1652.65 0 
Example c.n If we now consider the uncertainty to be caused by variations in the 
spring stiffness k2' so that k2 E {2, 2.5, 1, 1.5, I}, we find the values for On shown in 
Table C.3, and those for Of) shown in Table C.4. So in this example both metrics give 
similar results, that is that none of these plants are "close", However, the ol/-gap does 
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TableC.2: o,AG;> Gj) for two cart system (Example I). 
Gj 
C2 0.05 0.01 0 -0.01 -0.05 
0.05 0 0.17 0.21 0.25 0.41 
0.01 0.17 0 0.04 0.09 0.25 
G; 0 0.21 0.04 0 0.04 0.21 
-0.01 0.25 0.09 0.04 0 0.17 
-0.05 0.41 0.25 0.21 0.17 0 
Table C.3: on(Gi , OJ) for two cart system (Example II). 
Gj 
k2 3 2.5 2 1.5 1 
3 0 6B.92 72.73 72.64 72.72 
2.5 6B.92 0 72.71 72.59 72.73 
Gi 2 72.73 72.71 0 72.70 72.49 
1.5 72.64 72.59 72.70 0 71.90 
1 72.72 72.73 72.49 71.90 0 
produce qualitatively better results, in that it reduces with our intuitive notion of 
closeness (even though the plants are essentially a long way away from each other). 
Example C.III The previous example was very lightly damped; this example con-
siders the same system and uncertainty as the last but with both dash-pots set at 
ten times their previous values. Tables C.5 and C.6 show the results. So the spring 
stiffness now has a much smaller effect on the closeness of the plants, as measured 
by both metrics. The system is therefore more robust, which is exactly as we would 
expect. 
TableC.4: o,,(Gi , Gj ) for two cart system (Example IIJ. 
Gj 
kz 3 2.5 2 1.5 1 
3 0 0.976 0.992 0.994 0.997 
2.5 0.976 0 0.972 0.995 0.99B 
G; 2 0.992 0.972 0 0.964 0.996 
1.5 0.994 0.995 0.964 0 0.943 
1 0.997 0.99B 0.996 0.943 0 
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Table C.5: On(Gi1 G j ) for two cart system (Example III). 
Gj 
kz 3 2.5 2 1.5 1 
3 0 1.05 2.60 4.81 6.81 
2.5 1.05 0 1.62 4.08 6.65 
C; 2 2,60 1.62 0 2.74 6.25 
1.5 4.81 4.08 2.74 0 4.98 
1 6.81 6.65 6.25 4.98 0 
Table C.6: 0" (G i) G j) for two cart system (Example III), 
Cj 
kz 3 2.5 2 1.5 1 
3 0 0.492 0,646 0.714 0.792 
2.5 0.492 0 0.538 0.703 0.786 
C; 2 0.646 0.538 0 D,592 0,771 
1.5 D.714 D.703 0.592 0 0,652 
1 D,792 D,786 D.77I 0,652 D 
REFERENCES 
D. W. Alspaugh. Torsional vibration of a moving band. Journal o/the Franklin Insti-
tute, 283(4):328-338, 1967. 
R.B. Bhat. Natural frequencies of rectangular plates using characteristic orthogonal 
polynomials in Rayleigh-Ritz method. Journal 0/ Sound and Vibration, 102:493-
499,1985. 
J. Chen. Natural frequencies and stability of an axially-traveling string in contact 
with a stationary load system. Journal o/Vibrations and Acoustics, Transactions 0/ 
theASME,119:152-157,April1997. 
S. Chonan. Steady state response of an axially moving strip subjected to a stationary 
lateral load. Journal o/Sound and Vibration, 107:155-165, 1986. 
C. J. Damaren and 1. Le-Ngoc. Robust active vibration control of a bandsaw blade. 
Journal o/Vibration and Acoustics, 122:69-75, January 2000. 
M. S. de Queiroz, D. M Dawson, C. D. Rahn, and E Zhang. Adaptive vibration con-
trol of an axially moving string. Journal o/Vibration andAcoustics, 121(1):41-49, 
January 1999. 
J. Doyle and B. Francis. Linear control theory with an 1ioo optimality criterion. SlAM 
Journal o.fControl and Optimisation, 25(4):815-844,1987. 
J. Doyle, K. Glover, P. Khargonegar, and B. Francis. State-space solutions to standard 
1i2 and 1ioo control problems. IEEE Transactions on Automatic Control, 34(8):831-
847,1989. 
J. Doyle and G. Stein. Multivariable feedback design: Concepts for a classi-
cal/modern synthesis. IEEE Transactions On Automatic Control, 26(1):4-16,1981. 
R-E Fung and c.-c. Tseng. Boundary control of an axially moving string via Lya-
punov method. ASME Journal 0/ Dynamic Systems, Measurement, and Control, 
121(1):105-110,1999. 
R-E Fung, J.-W. Wu, and S.-L. Wu. Exponential stabilization of an axially moving 
string by linear boundary feedback. Automatica, 35: 177-181, 1999a. 
180 REFERENCES 
R.-F. Fung, J.-w. Wu, and S.-1. Wu. Stabilization of an axially moving string by non-
linear boundary feedback. ASME Journal of Dynamic Systems, Measurement, and 
Control, 121(1):117-121, 1999b. 
T. Georgiou. On the computation of the gap metric. Systems and Control Letters, 11: 
253-257, 1988. 
T. Georgiou and M. Smith. Optimal robustness in the gap metric. IEEE Transactions 
on Automatic Control, 36(6) :673-686, June 1990. 
K. Glover and D. McFarlane. Robust stabilisation of normalised coprime factor plant 
descriptions with 1-£oo-bounded uncertainty. IEEE Transactions on automatic con-
trol, 34(8):821-830, 1989. 
K. Glover and D. McFarlane. A loop shaping design procedure using 1-£00 synthesis. 
Transactions on automatic control, 37(6):759-769, 1992. 
K. Glover and D. C. McFarlane. Robust Controller Design Using Normalized Coprime 
Factor Plant Descriptions. Number 138 in Lecture Notes in Control and Informa-
tion Sciences. Springer-Verlag, 1990. 
J. N. Goodier and S. Timoshenko. Theory of Elasticity. McGraw-Hill Book Company, 
Inc., 1951. 
F. B. Hildebrand. Methods of Applied Mathematics. Prentice-Hall, Inc., 1965. 
H. Kwakernaak and R. Sivan. Linear Optimal Control Systems. John Wiley and Sons, 
Inc., 1972. 
S. Lee and C. D. Mote. Vibration control of an axially moving string by boundary 
control. Journal of Dynamic Systems, Measurement, and Control, 118:66-74, 1996. 
S. Lee and C. D. Mote. Wave characteristics and vibration control of translating 
beams by optimal boundary control. Journal of Vibration and Acoustics, 121(1): 
18-25, 1999. 
B. F. Lehmann and S. G. Hutton. The mechanics of bandsaw cutting. Part I: Mod-
elling the interaction between a bandsaw and the workpiece. Rolz als Roh-und 
Werkstoff, 54:423-428,1996. 
B. F. Lehmann and S. G. Hutton. The mechanics of band saw cutting. Part II: A simu-
lation of the cutting behaviour of band saws. RoZz als Roh-und Werkstoff, 55:35-43, 
1997. 
A. W Leissa. Vibration of Plates. NASA, 1969. 
REFERENCES 181 
A. W. Leissa. The free vibration of rectangular plates. journal of Sound and Vibration, 
31:257-294,1973. 
L. Lengoc. Vibration ofbandsaws. PhD thesis, Department of Mechanical Engineer-
ing, University of Canterbury, 1990. 
L. Lengoc and H. McCallion. Wide bandsaw blade under cutting conditions, Part I: 
Vibration of a plate moving in its plane while subjected to tangential edge loading. 
Journal o.fSound and Vibration, 186(1):125-142, 1995a. 
L. Lengoc and H. McCallion. Wide bandsaw blade under cutting conditions, Part II: 
Stability of a plate moving in its plane while subjected to parametric excitation. 
journal of Sound and Vibration, 186(1):143-162, 1995b. 
L. Lengoc and H. McCallion. Wide bandsaw blade under cutting conditions, Part 
III: Vibration of a plate moving in its plane while subjected to non-conservative 
cutting forces. journal of Sound and Vibration, 186(1):163-179, 1995c. 
L. Lengoc and H. McCallion. Transverse vibration of a moving string: A compari-
son between the closed-form solution and the normal-mode solution. journal of 
Systems Engineering, 6:72-78, 1996a. 
L. Lengoc and H. McCallion. Transverse vibration of a moving string: A physical 
overview. journal of Systems Engineering, 6:61-71, 1996b. 
Lengoc and H. M. McCallion. Dynamic stiffness of an axially moving string. jour-
nal of Sound and Vibration, 220(4):749-756,1999. 
L. Ljung. System Identification: Theory for the User, chapter 6, pages 170-172. Pren-
tice Hall, Inc., 2nd edition, 1999. 
S. P. Loehnertz, 1. V. Cooz, and J. Guerrero. Sawing hardwoods in five tropical coun-
tries. Technical report, Forest Products Laboratory, United States Department of 
Agriculture, 1994. 
W. L. Miranker. The wave equation in a medium in motion. IBM journal of Research 
and Development, 4(1):36-42, 1960. 
C. D. Mote. A Study of bandsaw vibrations. journal o.f the Franklin Institute, 279 (6): 
430-444, June 1965. 
C. D. Mote. On the non-linear oscillation of an axially moving string. journal o.f 
AppliedMechanics, 33:463-464,1966. 
C. D. Mote. Dynamic stability of axially moving materials. Shock and Vibration Di-
gest, 4(4):2-11,1972. 
182 HEFEHENCES 
C. D. Mote and K. W Wang. Vibration coupling analysis of band/wheel mechanical 
systems. Journal of Sound and Vibration, 109(2):237-258, 1986. 
C. D. Mote and J. A. Wickert. On the energetics of axially moving continua. Journal 
of the Acoustical Society of America, 85 (3): 1365-1367, March 1989. 
C. D. Mote and W Z. Wu. Vibration coupling in continuous belt and band systems. 
Journal of Sound and Vibration, 102(1):1-9,1985. 
C. D. Mote and B. Yang. Active vibration control of the axially moving string in the s 
domain. Journal of Applied Mechanics, 58:189-196, 1991a. 
C. D. Mote and B. Yang. Controllability and observability of distributed gyroscopic 
systems. ASME Journal of Dynamic Systems, Measurement, and Control, 113:11-
17, March 1991b. 
C. D. Mote and B. Yang. Frequency-domain control of distributed gyroscopic sys-
tems. ASME Journal of Dynamic Systems, Measurement, and Control, 113:18-24, 
March 1991c. 
R. Okai, S. Kimura, and H. Yokochi. Dynamic characteristics of the bandsaw 1. 
Mokuzai Gakkaishi, 42(4):333-342, 1996. 
K. Ono. Lateral motion of an axially moving string on a cylindrical guide surface. 
Journal of Applied Mechanics, 46(4):905-912, 1979. 
R. Skutch. Uber die bewegung eines geespannten fadens, weicher gezwungen ist, 
durch zwei feste punkte, mit einer constanten geschwindigkeit zu gehen, und 
zwischen denselben in transversal-schwingungen von gerlinger amplitUde ver-
srtzt wird. Annalen der Physik und Chemie, 61:190-195, 1897. 
S. Timoshenko and S. Woinowsky-Krieger. The01Y of Plates and Shells. McCraw-Hill 
Book Company, Inc., 2nd edition, 1959. 
A.G. Ulsoy and CD. Mote. Vibration of wide band saw blades. Journal of Engineering 
for Industry, 104:71-78, 1982. 
M. Vidyasagar. The graph metric for unstable plants and robustness estimates for 
feedback stability. IEEE Transactions on Automatic Control, 29(5):403-417, 1984. 
G. Vinnicombe. Frequency domain uncertainty and the graph topology. IEEE Trans-
actions on Automatic Control, 38(9):1371-1383, September 1993a. 
G. Vinnicombe. Measuring the Robustness of Feedback Systems. PhD thesis, Cam-
bridge University, 1993b. 
REFERENCES 183 
Y. K. Wang and C. D. Mote. Active and passive vibration control of an axially moving 
beam by smart hybrid bearings. Journal of Sound and Vibration, 195(4):575-584, 
1996. 
R. Weinstock. Calculus o.fVariations. International series in Pure and Applied Math-
ematics. McGraw-Hill Book Company Inc., 1952. 
J. A. Wickert and C. D. Mote. Current research on the vibration and stability of axially-
moving continua. Shock and Vibration Digest, 20:3-l3, 1988. 
J. A. Wickert and C. D. Mote. Classical vibration analysis of axially moving continua. 
ASMEJournalo.f AppliedMechanics, 57:738-744, September 1990. 
R. Wijesinge. The Bandmill Book. Tech Pubs, Western Technigraphs Ltd., 1998. 
B. Yang. Vibration control of gyroscopic systems via directvelodtyfeedback. Journal 
of Sound and Vibration, 175(4):525-534, 1994. 
S. Ying and C. A. Tan. Active vibration control of the axially moving strip using space 
feedfoward and feedback controllers. Journal of Vibration and Acoustics, 118:306-
312, July 1996. 
G. Zames. On the input-output stability of nonlinear time-varying feedback systems, 
parts I and II. IEEE Transactions On Automatic Control, 11:228,465, 1966. 
G. Zames. Feedback and optimal sensitivity: Model reference transformations, mul-
tipicative seminorms, and approximate inverses. IEEE Transactions on Automatic 
Control, 26(2):301-320, April 1981. 
G. Zames and A. El-Sakkary. Unstable systems and feedback: The gap metric. In 
Proceedings o.ftheAllerton Conference, pages 380-385, 1980. 
F. Zhan and S. G. Hutton. The causes of wash boarding in bandsaws. In Proceedings 
of Saw Tech '89, Oakland, California, October 1989. 
K. Zhou. Essentials of Robust Control. Prentice-Hall, Inc., 1998. 
K. Zhou, J. C. Doyle, and K. Glover. Robust and Optimal Control. Prentice-Hall, Inc., 
1996. 
