Abstract. In this paper, we construct a complete invariant for stably homeomorphic classes of curves on compact oriented surfaces without boundaries and show that this is a finite type invariant for curves.
Introduction.
In knot theory, it is still unknown whether finite type invariants completely classify knots (the Vassiliev conjecture). We consider the analogy to this conjecture for generic immersed curves: do finite type invariants for immersed curves completely classify them? The answer is in this note and it is true for stably homeomorphic classes of curves on compact oriented surfaces without boundaries. That is to say, there is a finite type invariant for curves on surfaces gives complete classification of curves on surfaces.
V. I. Arnold introduced three basic invariants J + , J − , and St by studying the discriminant of singular curves in the space of immersions from oriented circle into the plane [A1, A2] in the similar context of Vassiliev's work [V] on knot invariants. M. polyak define a notion of invariants of finite degree for generic plane, i. e. finite type invariants for immersed plane curves, and explicitly obtained elementary combinatorial formulas for the degree 1 invariants J + , J − , and St via Gauss diagram in the systematic way. On the other hand, V. Turaev introduced word theory, which words are universal objects for curves or knots. A generalization of Polyak's formulation by using Turaev's word theory enables the author to obtain the main results in this note.
In this short note, the author exposes the main results and the idea of the proofs. The details in the systematic context from the background will be given elsewhere.
Curves.
A curve is a smooth immersion from a oriented circle to a closed oriented surface. We equip the following definitions. First, a curve is generic if it has only transversal double points of self-intersection. Second, a curve is singular if it has only transversal double points, self-tangency points and triple points of self-intersection. Third, a pointed curve is a curve endowed with marked base point except on the singular points. Two curves are stably homeomorphic if there is a homeomorphism of their regular neighborhoods in the ambient surfaces mapping the first curve onto the second one preserving the orientation of the curves and the surfaces. Similarly, two 3. The definition of finite type invariants for immersed curves.
We call self-tangency points or triple points singular points. Especially, a selftangency point is called direct self-tangency if the two tangent branches are obtained by the same tangent vector and is called inverse self-tangency otherwise. For each singular point, the direction of the resolution of the singular point is called positive if the resolution generates the part with a larger number of double points or positive triangle where the sign of the triangle is the following. We denote by q the number of sides where this orientation coincides with the orientation of the curve. We define the sign of triangle by (−1) q (Fig. 1) . The direction of the resolution is called negative if the direction is non-positive. In the case of singular curves, it is possible to resolve singular points away from a marked base point.
Let ν be every invariant for stably homeomorphic classes of curves. The value of the invariant v on a singular point is defined as the difference of values of ν on the curves between the positively and negatively resolving the singular point:
Every invariant of curves is extended linearly to a invariant of singular curves by resolving singular points using (1), (2), and (3).
Definition 3.1. An invariant of curves is said to be a finite type invariant of degree less or equal n for curves if it vanishes on every singular curve at least n + 1 singular points (self-tangency points or triple points).
Signed words.
Definition 4.1. Let A be the totally ordered set consists of {X, X | X : a letter, X = X} with X < X. A signed word of length 2n is a mapping from {1, 2, 3, . . . , 2n} to A where each element of A is the image of precisely two elements of {1, 2, 3, . . . , 2n}. We denote by ∅ the signed word of length 0. We call elements of A letters of signed words. Two signed words w and w ′ are isomorphic if there is a bijection f such that w ′ = f w. By w ≃ w ′ we indicate that w and w ′ are isomorphic. For two signed words u and w, u ≺ w means that u is a sub-word of w. We denote by W 2n the set of all the signed words of length 2n. We define by sign w a sign of a letter A of signed word w which is defined by sign w A = −1 if A = X and sign w A = 1 if A = X.
Construction of the invariant.
Definition 5.1. We define cyclic equivelent ∼ by AxAy ∼ xAyA where A ∈ A and x, y are sub-words. The set of all the signed words is divided by cyclic equivalent. For every equivalence class, the representative elements of compose a sequence by putting xAyA at the right of AxAy. For every class of signed words induced by cyclic equivalent, let W h the set of all the signed words each of which comes to the head by lexicographic order induced from A in each cyclic equivalence class. Especially, let W Let W be the free Q-module generated by all the isomorphic classes of the signed words. By expanding , bilinearly we get a mapping: W×W → Z. For every curve Γ on a surface, let w Γ be a signed word induced from Γ by selecting an arbitrary marked base point. We define Signed Curve Invariant of degree n SCI n (n ∈ N) by the following.
where x v is a parameter given per cyclic equivalence class.
Theorem 5.1. Signed curve invariant {SCI n } is a complete invariant for stably homeomorphic classes of curves on compact oriented surfaces without boundaries and SCI n is a finite type invariant of degree less or equal n for curves.
The proof of this theorem is in Section 6. To prove of this theorem, by using the number of double points equals SCI 1 (Γ) and using Polyak's formulation of Arnold's basic invariants [P] , we represent Arnold's basic invariants as ) are linearly independent. In addition, the rotation number i is an invariant that the left hand side of (1), (2), and (3) becomes 0. These facts imply Theorem 5.2.
6. The proof of the main theorem.
By using X → 2nd
, every signed word is mapping to a reguler neighborhood of a curve which is corresponding to curve on a compact oriented surface such that the curve gives CWdeconposition of the surface (Fig. 2) . Every signed word ( : nanoword in the terminology of [T2] ) one-to-one corresponds to a pointed curve on the surface, which is proved by V. Turaev [T2] .
Remark 6.1. The minimal genus of surfaces induced by an arbitrary signed word is calculated from the signed word (cf. Theorem 9. 1. 1 of [T1] ).
6.1. Independency of a marked base point. Using Definition 5.1, let the alternating sum [v] = u ǫ u u with u ∼ v and ǫ u = ±1. Let w Γ be induced from Γ by selecting an arbitrary marked base point. Denote by u ′ a sub-word of w Γ . When the marked point step over a double point in the direction of the curve once, [v] , u ′ doesn't change because [v] is an alternating sum. This implies SCI n is independent of a marked base point.
Independency of a marked base point deduces that each cyclic equivalence class of signed words is one-to-one corresponding to a stably homeomorphic class of curves. It implies signed curve invariant is a complete invariant for stably homeomorphic classes of curves on compact oriented surfaces without boundaries. Figure 3 . An example of w Γσ obtained by a negative resolution at a direct self-tangency point P i
6.2. SCI n is a finite type. What should be shown is that for expanded invariant I for singular curves from SCI n , I(Γ) = 0 for an arbitrary Γ with m (≥ n + 1) singular points (P 1 , P 2 , . . . , P m ). We define σ by the mapping P i → σ i and σ = (σ 1 , σ 2 , . . . , σ m ) with σ i = ±1. Let J = {1, 2, . . . , m} and sign σ = i∈J σ i . We denote by Γ σ the generic curve obtained from Γ by resolving at P i , i = 1, 2, . . . , m, in the positive direction if σ i = 1 and in the negative direction if σ i = −1. Let w Γσ be a signed word induced from Γ σ by selecting an arbitrary marked base point. By using the definitions of σ and Γ σ , (1), (2), and (3),
By using (4), (6), (10), and [v] = u ǫ u u with u ∼ v and ǫ u = ±1, we get
In order to show that σ sign σ u, w Γσ is vanished, we equip the following definitions. For an arbitrary Γ, selection of a marked base point determine the set of generic curves {Γ σ } σ . Let w σ 0 be a signed word corresponding to Γ σ 0 with σ 0 = (1, 1, . . . , 1). By using w σ 0 , w σ is determined by the following.
Let A, B, C, A, B, and C be letters of signed words, x, y, z, and t sub-words. In the case of a negative resolution of a direct self-tangency point, it is necessary to consider 2 cases: if w Γσ 0 = xAByABz, w Γσ = xyz (Fig. 3) , if w Γσ 0 = xAByABz, w Γσ = xyz. In the case of a negative resolution of an inverse self-tangency point, it is necessary to consider 2 cases: if w Γσ 0 = xAByBAz, w Γσ = xyz, if w Γσ 0 = xAByBAz, w Γσ = xyz (Fig. 4) . In the case of a negative resolution of a triple point, it is necessary to consider 8 cases: if w Γσ 0 = xAByCBzCAt, w Γσ = xBAyBCzACt, if w Γσ 0 = xAByACzCBt, w Γσ = xBAyCAzBCt, if w Γσ 0 = xAByCAzBCt, w Γσ = xBAyACzCBt (Fig. 5) , if w Γσ 0 = xAByBCzACt, w Γσ = xBAyCBzCAt and 4 more patterns that take bar for all the three letters concerning a resolution of each situation above.
Let u ′ denote a sub-word of w Γσ 0 and σ(u ′ ) the sub-word of w Γσ corresponding to u ′ . σ(u ′ ) may be ∅ when we take a negative resolution at a self-tangency point. By Figure 4 . An example of w Γσ obtained by a negative resolution at an inverse self-tangency point 
Let J u ′ be { i | a letter of σ(u ′ ) is generated by a resolution at P i (1 ≤ i ≤ m) }. The sum concerning σ can be divided into one part with σ i (i ∈ J u ′ ) and another part with σ i (i ∈ J \ J u ′ ). Hence we have
For arbitrary u, σ(u ′ ) ∈ W 2n , there exists at least one singular point P i which is not related to u, σ(u ′ ) because u, u ′ ∈ W 2n and m ≥ n + 1. In other words, J \ J u ′ is not empty. Then
(14) implies each coefficient of the parameter x v in (11) vanishes, and then, I(Γ) = 0.
