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Abstract
With the development of modern technologies, the design community nowadays often faces engineering systems too
complex to be addressed by a single design team. In order to solve such design problems, a common approach
is to divide a complex system into coupled, yet smaller subsystems manageable by individual design entities, and
coordinate the coupled subsystem design decision making towards an overall optimal system design. Decomposition-
based design optimization techniques provide the theoretical and computational framework for implementing such
design processes. Existing models in the decomposition-based design optimization literature lie largely within the
realm of nonlinear programs (NLP). Yet, the increasing intricacy and complexity of design problems often require
generalization to more complex models.
This dissertation presents decomposition-based, complementarity models for renewable energy generation sys-
tem design optimization. A generalization of the decomposition-based design optimization, the subsystems of which
involve complementarity conditions, is studied under the concept of multidisciplinary design optimization with com-
plementarity constraints (MDO-CC). Such complementarity usually arises from physical, economic or procedural
considerations that can not be described well by NLP models. Due to the ill-posedness associated with the com-
plementarity models, many existing decomposition-based optimization approaches may have numerical difficulties
in solving this class of problem. To address this challenge, two decomposition-based approaches for MDO-CC are
proposed along the directions of augmented Lagrangian decomposition and regularized inexact penalty decomposition
respectively. For each presented algorithm, a correspondence is established between the stationarity conditions of the
original all-in-one formulation and those of the decomposed formulations.
The design optimization of renewable energy generation system is considered in demonstration of the presented
concepts and techniques. Specifically, two research areas are investigated: hybrid power generation system (HPGS)
design optimization and renewable energy farm design optimization. A decomposition-based complementarity model
is proposed for HPGS design optimization using deterministic simulation-based reliability analysis. In the proposed
model, a reformulation technique is introduced to capture the nonsmooth time-dependent battery update with com-
plementarity constraints composed of smooth functions; and a multistage decomposition scheme is applied to the
complementarity formulation so that the problem can be solved by the presented MDO-CC algorithms.
ii
As a logical extension of the deterministic scenario, HPGS design optimization under probabilistic settings is also
studied and an optimization formulation based on a Markovian model for HPGS reliability assessment is proposed.
The model estimates the HPGS’s power output using statistical approaches and describes the stochastic state of charge
of the battery with a Markov chain. Numerical comparisons with a well-accepted HPGS analysis software as well as
the Monte Carlo simulation indicate that the presented model is suitable for HPGS design optimization.
Finally, another decomposition-base complementarity model is proposed for wind farm layout design optimization.
Complementarity constraints are introduced so that the nonsmooth wake effect can ultimately be considered in a
continuously differentiable optimization formulation; and a decomposed formulation is derived through multi-scenario
decomposition. It is shown that the design problem can be effectively solved by a hybrid optimization approach which
combines the global exploration capacity of a genetic algorithm and the local optimization capability of an MDO-CC
approach.
iii
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Chapter 1
Introduction
The complexity of modern engineering applications has increased to a point where the design of many engineering
systems is beyond the intellectual manageability of a single designer or design team. In order to successfully de-
sign such systems, they are usually divided into coupled, yet smaller and more manageable subsystems, so that the
design problems of respective subsystems can be solved by individual design teams. Due to the interaction among
these subsystems, the design decision in one subsystem will affect the solutions of other subsystem design problems.
Therefore, the subsystem design decisions have to be coordinated to ensure that they collectively generate the optimal
system performance. We refer to such design approaches as decomposition-based system design. A well-known ex-
ample of the decomposition-based system design processes is the one used to coordinate the preliminary design of the
Boeing 777. The project was developed by approximately 3000 people. Coordination was facilitated through weekly
design meetings of 25 lead engineers, each representing over 100 engineers in their specialty. Each leader presented
their work once every ten weeks[3].
In an attempt to formalize the decomposition-based system design process, numerical optimization techniques
have been introduced to guide the iterative solutions of subsystem design problem toward an overall optimal sys-
tem design in a more reliable manner, known as decomposition-based system design optimization. Approaches for
decomposition-based system design optimization have been actively investigated over the last several decades, with
two fundamental issues in this research area addressed: 1) the modeling of the decomposed system architecture, and 2)
the management of coordination between individual subsystems to achieve the overall optimum in an efficient manner.
Existing models in decomposition-based system design optimization literature lie largely within the realm of nonlinear
programs (NLP). Yet, the increasing intricacy and complexity of design problems often require generalization to more
complex models.
Specifically, an important extension of the decomposition-based system design optimization model relates to the
scenario in which some of its subsystems involve complementarity conditions. Such complementarity usually arises
from, for example, 1) multi-mode subsystems that switch among different operating conditions represented by sub-
system constraints; 2) market equilibria involving competitive agents, modeled as subsystems coupled with system
design decisions[4, 5]; 3) iterative and interactive design decision making processes captured with hierarchical frame-
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works or game protocols[6, 7, 8, 9]. Mathematically, these scenarios can be represented in various forms such as
complementarity constraints, variational inequalities or generalized equations [10]. Here, we restrict our discussion to
complementarity constraints. Thus the resulting decomposition-based complementarity optimization model is referred
to as multidisciplinary design optimization with complementarity constraints (MDO-CC).
The presence of complementarity constraints in a nonlinear program makes the resulting problem, or its equivalent
NLP to be more exact (refer to Section 2.2), ill-posed in that any feasible solution to the problem fails to satisfy the
Mangasarian-Fromovitz constraint qualification (MFCQ)[11]. As a consequence, efficient NLP algorithms that rely
on the constraint qualification may face numerical difficulties in solving this type of problem. With significant effort
in extending existing NLP algorithms to deal with such ill-posedness, recent developments showed promising results
(refer to Chapter 2). However, when it comes to the decomposition-based system design optimization, how these
advancements can be utilized to achieve convergence of MDO-CC is yet unknown. The inclusion of complementarity
constraints in the subsystems presents a difficult challenge to the coordination approaches for decomposition-based
system design optimization, due to the fact that the convergence of these approaches usually relies on the properties
of their subproblem solutions.
This chapter reviews the notion of decomposition-based engineering system design optimization and introduces
the concept of complementarity in the design optimization context. A discussion on renewable energy generation
system design is then provided. Specifically, overviews are given on hybrid power generation system design and
renewable energy farm design for which decomposition-based, complementarity models will be investigated in this
dissertation.
1.1 Decomposition-based System Design and Optimization
Engineering system usually consists of a set of coupled subsystems. The subsystems do not work in isolation but
rather interact with each other towards a common objective. An interaction exists between subsystems if the state of
one subsystem affects how another subsystem responds to changes. As a result, the behavior of a system is defined
not only by how its integral subsystems behave but also by the interactions among its subsystems. A system may be
complex due to its large scale, complicated subsystem behaviors, intricate subsystem interactions or a combination of
the three.
When the complexity of a system surpasses the capacity of a single design team, multiple specialized design
teams must work collaboratively to tackle the design problem. Present aerospace products, for example, are usually
designed by several interacting specialized teams of experts. The management of subsystem interactions is particularly
important in such a divide and conquer context: if it is not properly addressed, the final system may not reach its full
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potential, or even not work at all, even though the subsystem designs are optimized individually. On many occasions,
the interactions among subsystems are more difficult to understand than the subsystems themselves, partly because
fewer analysis tools are available. Consequently, formal techniques that facilitate the analysis and management of
subsystem interactions need to be developed for system design purposes.
An intuitive system design approach employed in the industry considers a sequence of subsystem design, with
each subsystem designed based on the design made for the preceding subsystems. However, Kroo[12] indicates that
this sequential subsystem design approach generates unsatisfactory designs in an aerospace example. In addition,
Grossman et al.[13] also show that an iterative version of the sequential subsystem design is suboptimal. In order to
coordinate the subsystem design decisions, various ad hoc approaches have been applied to a number of industries.
The design approach employed for the Boeing 777 involved a substantial amount of coordination and generated
satisfactory results. Nevertheless, it is generally believed that it worked well primarily because Boeing had 40 years of
experience with developing similar aircraft and understood the interaction among different subsystems relatively well.
When new products without much archived design knowledge are considered, engineers may not be able to predict
the subsystem interactions with their experience and intuition. This highlights the need for formalized, especially
quantitative, approaches to making system design decisions.
The remainder of this section is dedicated to an overview of optimization as a quantitative approach for decom-
position based system design. The fundamental concept of system optimization is first reviewed, followed by the
optimization approaches for decomposition-based system design.
1.1.1 System Design Optimization
Optimization generally refers to a class of quantitative techniques that select a “best” element from a set of alterna-
tives according to certain criteria. When applied to system design, these techniques typically describe a system as
a mathematical model dependent upon a vector of n design variables x, referred to as a solution, and seek to find
the design vector that minimizes a system objective function, f (x) : A→ R, defined on the set of candidate design
alternatives A⊆ Rn which is also referred to as the feasible set. The feasible set A is usually a subset of the Euclidian
space Rn specified with a set of constraints such as equalities, inequalities, among others. Importantly, some of these
constrains may also specify the nature of each design variable xi, such as real-valued (xi ∈R), integer (xi ∈Zn), binary
(xi ∈ {0,1}), or categorical xi ∈ {direct current, alternate current}).
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A typical formulation of an optimization problem is given as:
min
x
f (x) (1.1)
s. t. g(x)≤ 0
h(x) = 0,
where g(x) and h(x) are two vector functions of x, representing the inequality and equality constraints respectively.
Without loss of generality, we assume that all the vectors in this dissertation are column vectors unless stated otherwise.
Optimization problems can be classified by the nature of their mathematical models. For example, if the design
variables are continuous and the objective and constraint functions are linear, then the optimization problem is known
as a linear program (LP)[14]; if the problem has continuous design variables and nonlinear objective and constraints,
then it is known as a nonlinear program (NLP). An extension of the NLP involves complementarity constraints, given
as:
0≤ F(x)⊥G(x)≥ 0, (1.2)
where G and F are p dimensional vector functions of x. The constraint indicates that both G and F are nonnegative
and that at least one between [G]i and [F]i is strictly zero, for each element index i = 1, · · · , p. The resulting problem
is known as a mathematical program with complementarity constraints (MPCC). An introduction to complementarity
constraints is provided in Section 1.2; and a review of solution techniques for MPCC is presented in Section 2.2.
The NLP model has been widely applied to engineering system design optimization[15], especially in the context
of decomposition-based, multidisciplinary system design[16, 17]. Many numerical optimization algorithms have been
presented to address this type of problem. An important class of algorithms derives the solutions to an NLP through
solving its local optimality conditions, known as Karush-Kuhn-Tucker (KKT) conditions, under the assumption of
continuous differentiability and constraint qualifications, and is hence known as the gradient-based approaches. Well-
known examples of such algorithms include sequential quadratic programming, interior point method, generalized
reduced gradient method, etc. Generally speaking, gradient-based algorithms are computationally efficient, meaning
that they usually converge quickly compared with gradient-free algorithms. However, they typically generate solutions
that satisfy certain local optimality conditions, regardless of whether global optimality conditions are satisfied. Due
to their continuous differentiability assumption, gradient-based algorithms do not apply to discrete optimization prob-
lems; and they usually can not handle nonsmooth problems (Section 2.2 shows that they can be extended to handle
MPCCs). In addition, it is known that they may have poor performance when applied to ill-conditioned problems.
As alternatives to the gradient-based algorithms, a variety of gradient-free optimization algorithms have been ap-
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plied to a broader collection of optimization problems, including the scenarios that involve discrete variables and
nonsmooth functions. For example, integer programming algorithms such as branch and bound[18] and Lagrangian
relaxation[19] are presented for problems where all the variables are discrete; these two algorithms can also be ex-
tended to solve mixed-integer programs where only a subset of the design variables are discrete. Another class of
algorithms, such as mesh adaptive direct search method[20], utilize generalized gradients to handle continuous op-
timization problems with nonsmooth functions. A widely applied category of algorithms, known as metaheuristics,
optimizes a problem by iteratively improving a candidate solution. Typically, these algorithms require little on the
problem’s continuity and differentiability and implement some form of stochastic optimization which enables global
exploration. However, metaheuristics are known to lack guarantees of optimality. Evolutionary algorithms[21], includ-
ing genetic algorithm[22] and evolutionary strategy[23] among others, are a popular class of metaheuristics that use
the mechanism of biological evolution and natural selection to improve a population of candidate solutions over gen-
erations. Examples of metaheuristics also include simulated annealing[24], tabu search[25], ant colony algorithm[26],
particle swarm algorithm[27], etc.
Applying design optimization to engineering system design is advantageous in that it provides a set of tools that
formalize as well as automate the quantitative design decision making. As a result, system design can be performed in
a more effective and more efficient manner. On most occasions, design optimization techniques introduce a rigorous
concept of optimality against which design candidates can be tested. This concept is particularly important in the
context of decomposition-based design as it prescribes a major mission for decomposition-based system design, that
is, to obtain an aggregation of system designs, which satisfies the optimality conditions of the original system design
problem.
1.1.2 Decomposition-based Design Optimization Approach
The design optimization of an engineering system can be performed by applying optimization approaches to a single
model that describes all the subsystems and the interactions among them. Such approach, referred to as all-in-one
(AIO) approach, may work for small-scale simple systems; but as its size and complexity increase, handling the
design demand of an entire complex system will soon become impractical. As an alternative, design optimization
techniques can be applied within the framework of decomposition-based design to ensure effective system design
optimization. Specifically, the system optimization problem can be divided into smaller, yet coupled (subsystem)
design subproblems which are solved separately. The coupling among subproblems, including shared design variables
and analysis interactions, is identified as linking variables. Subproblems must be solved in a way which leads to a
system design that accounts for this coupling and that is optimal for the entire system. The process of guiding, usually
iterative, subproblem solutions toward an optimal system design is called coordination. This approach to engineering
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system design is known as decomposition-based design optimization.
A broad class of decomposition-based design optimization approaches, known as multidisciplinary design opti-
mization (MDO), has been developed to facilitate engineering system design in various applications. Most of them
differ in two fundamental aspects in enabling the decomposition-based design: 1) the modeling of the decomposed
system architecture, and 2) the management of coordination between individual subproblems to achieve the overall
optimum in an efficient manner. Some initial MDO approaches, such as single level methods[17], partition engineer-
ing analyses into subsystems, while keeping an integrated optimization problem. More recent approaches recognize
the need of subsystem design autonomy and formulate subsystem design subproblems in different forms depending on
their coordination methods. Examples of such approaches include concurrent subspace optimization[28, 29], bi-level
system synthesis[30], collaborative optimization[16], penalty decompositions[31], analytical target cascading[32],
augmented Lagrangian decomposition[33], etc. A review of these approaches is provided in Section 2.1.
A typical class of MDO problems, known as quasi-separable MDO problems[34, 33], in their AIO formulation is
given as follows:
MDO-CCAIO : miny,x1,··· ,xn
n
∑
i=1
fi(xi,y) (1.3)
s. t. gi(xi,y)≤ 0, ∀i = 1, · · · ,n,
hi(xi,y) = 0, ∀i = 1, · · · ,n,
0≤Gi(xi,y)⊥ Fi(xi,y)≥ 0, ∀i = 1, · · · ,n,
In this formulation, the system is partitioned into n subsystems, and correspondingly the vector of variables x is
partitioned into a vector of linking variables y and n vector of local variables xi, i = 1, · · · ,n. Here local variables xi
refer to the variables relevant only in the model of the ith subsystem; and the linking variables refer to the variables
relevant in more than one subsystem models. A linking variable may represent either a design variable shared among
subsystems or an analysis coupling where the output of some analysis in one subsystem is input into some analysis in
another subsystem. A subsystem model is defined by a local objective fi(xi,y), a vector of local inequality constraints
gi(xi,y) ≤ 0 and a vector of local equality constraints hi(xi,y) = 0. In addition, the system objective is assumed to
be the sum of the local objectives. When this assumption does not physically hold, some of the subsystem design
problem may be formulated in such way that their local objectives are to match some targets in the form of linking
variable. This formulation may lead to a logically hierarchical system. Many existing MDO approaches are originally
presented for quasi-separable problems, including CO, PD, ALD, etc.
Most existing models for decomposition-based system design optimization, both in their AIO formulation and in
their decomposed formulation, are posed as nonlinear programs. However, the need to capture more complex systems
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may necessitate extensions to other models. The next section introduces the concept of complementarity and discusses
the potential modeling and algorithmic implications of considering complementarity conditions in decomposition-
based design optimization.
1.2 Complementarity
Complementarity, generally refers to a relation where a number of conditions, usually in contrast but not necessarily
mutually exclusive, satisfy in an exhaustive manner. In other words, at least one of the these conditions must be
satisfied. Complementarity conditions, known as the state of several conditions being complementary, are pervasive in
engineering systems as well as in natural and social sciences. In contact mechanics, complementarity can be observed
between the contact force between two bodies and their distance from each other. Here, the physical meaning of
the condition is that either the contact force is zero or the distance in between is zero[35]. In chemical engineering,
complementarity conditions are employed to describe the transition between phases where the phase equilibrium
equation is satisfied only at the interface of phases, but not in each of the single-phase region[36]. A more important
instance of complementarity conditions appears in numerical optimization, where they are included in the optimality
conditions for constrained optimization problems. Closely related to this concept, equilibria in a game setting, where
individual players pursue their respective optimality, may be captured with complementarity conditions[37]. For
example, in a competitive market equilibrium, complementarity is a behavior statement of each market player that
pursues maximization of his utility[38]. In a transportation network, complementarity conditions describe each user’s
intention to take the shortest route, and equilibrium occurs when no user has any incentive to change his/her current
route[39]. The reader is also referred to Ferris and Pang[40] for an overview of engineering and economic applications
for complementarity conditions.
This section provides some discussion on the potential relevance of complementarity conditions to (decomposition-
based) engineering system design and introduces an extension to the decomposition-based design optimization model
in which complementarity condition is included.
1.2.1 The Relevance of Complementarity Conditions to Decomposition-based System
Design Optimization
Although complementarity conditions are not frequently reported in decomposition based system design optimization,
they can be related in many scenarios. The most straightforward scenario addresses complementarities in physical
processes. For example, complementarity conditions can be used to “switch” a system from one possible working
mode to another: mechanical systems in which Hookes Law is turned on/off beyond control of designer[41], battery
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systems that switch between charging and discharging cycles, etc. While these scenarios could as well be handled
by introducing discrete variables, the complementarity constraint provides a useful alternative with potentially less
computation under continuous setting.
A potentially more significant application of complementarity conditions in decomposition-based, especially mul-
tidisciplinary, system design optimization involves the economic aspects of design decision making. For instance, in
many settings, a designer may need to consider the competition among a collection of convex agents (e.g., market
players). This can be modeled by adding the sufficient first-order optimality conditions, in the format of complemen-
tarity conditions, as design constraints, leading to a mathematical program with complementarity constraints (MPCC).
In most cases, the market equilibrium conditions are coupled with engineering design only through a few important
attributes; this suggests an opportunity to further apply decomposition. The framework described above ensures that
strategic concerns can be better captured within the design phase and further enables the promising research on inte-
grating enterprise decision and engineering design[4, 42, 43, 44, 45].
The need to consider complementarity conditions in decomposition-based system design is further motivated by
the procedural or philosophical aspects of design. Design decision making, especially product design in a complex
enterprise context, may involve interactions among different parties, e.g., collaborative design teams, manufacturing
teams and maintenance teams, whose design decisions are coupled. In some settings, these parties are often competing
for limited resources, implying that the their interaction could be modeled as a noncooperative game[7, 46, 47].
Specifically, for example, when a system level designer makes a decision subject to design decisions at multiple
subsystems, and the subsystems are competing for resources the availability of which is contingent on the system
level decision, the scenario can be captured with a single-leader multi-follower game, referred to as a Stackelberg
game [6, 8, 48, 49]. The equilibrium conditions of many types of games such as the Nash game, the Stackelberg
game, etc. can be reformulated into complementarity conditions. For example, the equilibrium conditions of a Nash
game, if exists, can be captured by an aggregation of the optimality conditions of all the competing agents, which can
be represented as a set of complementarity conditions. Due to this reason, complementarity problem, a mathematical
representation of complementarity conditions, has been traditionally used as a numerical solver of these games[50].
With the aid of complementarity conditions, these procedural aspects of design processes can be captured and included
in decomposition-based design optimization.
In order to formalize the consideration of complementarity conditions in decomposition-based design optimiza-
tion, this dissertation presents an extension to the decomposition-based design optimization model the subsystem
of which involves complementarity constraints. The model is briefly described in the remainder of this section and
elaborated in Chapter 3.
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1.2.2 Multidisciplinary Design Optimization with Complementarity Constraints
Mathematically, complementarity conditions can be represented in various forms such as complementarity constraints,
variational inequalities or generalized equations [10]. Here, we consider introducing complementarity constraints
(refer to Section 1.1) into the subsystems of the quasi-separable multidisciplinary design optimization model given
in Section 1.1. The resulting model is referred to as multidisciplinary design optimization with complementarity
constraints (MDO-CC) problem in this dissertation. The all-in-one formulation of an MDO-CC problem is given as:
PMDO−CC−AIO : miny,x1,··· ,xn
n
∑
i=1
fi(xi,y) (1.4)
s. t. gi(xi,y) ≤ 0, ∀i = 1, · · · ,n,
hi(xi,y) = 0, ∀i = 1, · · · ,n,
0≤Gi(xi,y) ⊥ Fi(xi,y)≥ 0, ∀i = 1, · · · ,n,
where each subsystem contains a set of local complementarity constraints in addition to its local inequalities and
equalities. The meaning of the complementarity constraints, as indicated in Section 1.1, is that both Gi and Fi are
nonnegative and that at least one of [Gi] j and [Fi] j is strictly zero for each element index j = 1, · · · , p, where Gi,Fi are
vector functions in Rp. Here, all the local objectives and constraint functions are assumed to be twice continuously
differentiable.
The presence of complementarity constraints (CC) in a nonlinear program makes the resulting problem, or its
equivalent nonlinear program to be more exact (refer to Section 2.2), ill-posed in that any feasible solution to the
problem fails to satisfy the Mangasarian-Fromovitz constraint qualification (MFCQ)[11]. As a consequence, efficient
nonlinear programming algorithms that rely on the constraint qualification may face numerical difficulties in solving
this type of problem. With significant effort in extending existing nonlinear programming algorithms to deal with
such ill-posedness, recent developments showed promising results (refer to Chapter 2). However, when it comes to
the MDO, how these advancements can be utilized to achieve convergence of the MDO-CC is yet unknown. The
inclusion of CCs in the subproblem presents a difficult challenge to MDO coordination approaches due to the fact that
the convergence of these approaches usually depends heavily on the properties of their subproblem solutions.
This research seeks to investigate decomposition-based design optimization approaches that favor the handling of
complementarity constraints at subsystem level. Two decomposition-based algorithms are presented for the MDO-CC
through extending existing MDO approaches to accommodate complementarity constraints. In addition, the design
optimization of hybrid solar/wind power generation systems and that of wind farm turbine layout are investigated as
potential applications of the presented decomposition-based, complementarity model.
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1.3 Renewable Energy Generation System Design optimization
In year 2010, the world’s energy consumption reached 515 quadrillion British thermal units (approximately 150 trillion
kWh), indicating an over 40% increase over the past two decades. Were the trend to be continued, an additional
capacity of 50-60 trillion kWh would need to be made available annually for consumption in the year 2030[51]. In
contrast to this, the world is experiencing a rapid, worldwide depletion of fossil fuel resources which contribute to over
80% of the world’s current energy supply. The fears over a looming energy crisis, together with the rocketing fuel
prices and the increasing concerns over green house gas and pollution emission, have necessitated an urgent search
for alternative energy sources to meet present and future needs.
Renewable energy sources such as solar and wind have been considered among the most promising alternatives
to conventional fossil fuels. This is primarily due to their omnipresence, environment-friendliness and huge potential.
Over the past decade, energy supplies from renewable resources, especially in the format of renewable power genera-
tion, has developed in a spectacular manner: the world’s total installed wind power capacity increased from 24.3GW in
2001 to 196.6GW in 2010[52], an average growth rate of 25% annually; meanwhile, the number for photovoltaic (PV)
power capacity increased from 1.5GW in 2001 to 40GW, averaging a 40% annual growth[53]. Such development far
exceeds official expectation made at the turn of the century. For example, the wind power capacity installed in Europe
is over 86GW in 2010[54], more than double the 40GW originally planned for the year in the European Union’s White
Book on Energy. .
Renewable energy generation systems are currently employed in a broad range of applications, with their rated
capacity varying from ten watt for parking meters to hundred-mega watt for energy farms and their location varying
from resident rooftop to outer space. Among these applications, hybrid power generation systems and renewable en-
ergy farms are of particular importance to meeting the world’s present day power demand. The former are widely used
to supply electric loads in remote and/or isolated locations where the extension of electric grids is either uneconomical
or impossible; and the latter are built to contribute renewable energy to the electric grids in larger scale. In this dis-
sertation, we consider several design optimization problems from these two area as the applications of the presented
multidisciplinary, complementarity model.
1.3.1 Hybrid Power Generation System Design Optimization
In many regions of the world, the topography of the land prevents connection to the electrical grid from being a viable
source of power. In these cases, the traditional power source has been a diesel generator. However, the rising cost of
fuel and associated fuel transportation costs are making this option less desirable. In addition to the recurring costs
accompanying diesel generation, the quantification of the environmental impact due to emissions is of increasing
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Figure 1.1: A Schematic of A Hybrid Power Generation System.
concern[55]. One alternative that bypasses these issues associated with diesel power is distributed generation using
renewable energy resources.
As renewable energy sources are extremely variable and unpredictable by nature, different renewable energy
sources are usually hybridized and combined with energy storage methods to ensure reliability, leading to a hybrid
power generation system (HPGS)[56] (As illustrated in Figure 1.1). Driven by advancements of renewable energy
conversion components, HPGS using renewable resources such as wind and solar and a battery storage have been
developed to the point where it is price competitive with a grid extension in many locations. Additionally, an HPGS
can be combined with grid power to provide a greater degree of reliability (or in the case of net metering, a potential
for profit); and multiple HPGS’s could also be connected to construct what is known as a microgrid. As the price of
HPGS’s is reduced further, they will soon become overall competitive with grid power for extensive usage[55].
In addition to the improvement of energy conversion components, design decisions from a system perspective,
such as system configuration and sizing, have also been identified as a key driver of HPGS cost reduction and have
significant impact on the success of an HPGS. The effective design of an HPGS requires a comprehensive considera-
tion of reliability and economic performance, leading to an optimization setting. Current HPGS’s are often overbuilt
in order to ensure that power is supplied even if the available resources are performing well below average. If an
optimal design can be determined for a given location, the components with the minimal, while adequate, capacity
can be employed, significantly reducing the system cost.
The inherent variability and unpredictability of renewable energy sources pose two major challenges in HPGS
design optimization: first, refined reliability analysis approaches need to be developed to quantify the resource un-
certainty and evaluate the capacity adequacy of an HPGS in addressing (uncertain) electricity demand; second, the
HPGS reliability analysis approaches for optimization purpose need to be computationally efficient, while providing
an acceptable level of accuracy, since optimization approaches usually incur iterative reliability assessments. This dis-
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sertation investigates modeling techniques for HPGS reliability analysis that address both challenges. Specifically, two
models are presented along the direction of deterministic simulation-based optimization and probabilistic optimization
respectively.
Deterministic simulation-based HPGS design optimization Deterministic simulation-based HPGS design opti-
mization approaches evaluate the system’s reliability through discrete-time simulation using historical or synthetic
resource series. This setting has two important implications for numerical optimization: First, the dynamics of such
systems is usually discrete by nature as it includes nonsmooth logical disjunctions, e.g., switching between different
sets of equations based on working conditions, and other nonsmooth functions such as min and max operation. Due
to this discrete nature, well established optimization techniques for smooth problems could not be applied to such
systems. Second, the consideration of system performance at each time step introduces additional variables (referred
to as time-dependent variables) to the optimization model, thus increasing the size of the problem. As the number of
time step increases, solving the hybrid power generation system design optimization problem with an all-in-one (AIO)
approach may become impractical, undesirable, or even impossible.
Chapter 4 presents a complementarity model for HPGS design optimization that captures the nonsmooth battery
operation with complementarity constraints. Since traditional analytical ways of capturing logical disjunctions usu-
ally require discrete (binary/integer) variables which lead to inefficient models, the complementarity model offers
an alternative for some classes of disjunctive problemsFollowing established theories in mathematical programs with
complementarity constraints (MPCC), nonlinear programming (NLP) solvers can be adapted to obtain fast solutions.
In additions, certain level of local optimality can be ensured. In order to handle the size issue, this work utilizes the
repetition of simulation and decision making of hybrid power generation system at individual time steps, and presents
a multistage decomposition framework which decomposes the AIO hybrid power generation system design optimiza-
tion problem into a set of consecutive stage optimization subproblems. As a result of the complementarity model and
the decomposition, the derived problem fits into the category of the multidisciplinary design optimization problem
with complementarity constraints, and the algorithm presented in Chapter 3 is applied to obtain the optimal system
design.
Probabilistic HPGS design optimization As deterministic HPGS reliability assessment approaches may have data
availability and representativeness issues, probabilistic reliability analysis approaches, which capture resource and
load uncertainties with statistical models and evaluate HPGS reliability through probabilistic analysis, have received
increasing attention. Due to their computation requirement, the time-consuming Monte Carlo simulation widely used
for probabilistic HPGS reliability analysis is generally not suitable for design optimization purpose. Thus, refined
analytical models need to be developed to quantify the aggregation of probability. Many existing analytical reliability
12
assessment approaches focus on the quantification of the HPGS’s power output but could not directly capture the
accumulation and consumption of the stored energy over time. As a result, the accuracy of the reliability analysis
might be affected.
In Chapter 5, an initial effort toward modeling the probabilistic state of charge (SOC) of the energy storage for
a general HPGS is presented. The chapter proposes an HPGS design optimization model based on a Markovian
approach for long term reliability assessment. The presented reliability analysis approach establishes a statistical
model for the system’s net power surplus based on statistical models of renewable energy resources, and utilizes
the model to define a Markov chain that captures the transition among discretized SOCs of the battery. After that,
the Markov chain is solved to provide an estimate of the loss of load probability of the HPGS. With the presented
reliability assessment approach, the update of SOC and its boundary constraints can be tracked, while the calculation
required in the modeling process is relatively low. Therefore, it is suitable for system reliability assessment with
optimization applications.
1.3.2 Renewable Energy Farm Design Optimization
Nowadays, the share of renewable energy generation in the mix of the world’s energy supply has been growing at a fast
rate. Thanks to innovative improvements in renewable energy conversion techniques and various institutional supports
such as the feed-in tariffs, Kyoto protocol, and the European Union White Book on Energy, the mass production of
renewable energy is quickly becoming a viable option, giving rise to an expanding market of grid connected renewable
energy farms, such as wind farms and solar parks.
At present time, the rated capacities of renewable energy conversion units, such as wind turbines and solar panels,
are still relatively low compared with conventional power generation units. Consequently, to achieve an installed
capacity comparable to conventional power stations, multiple conversion units must be installed on a single site,
leading to a renewable energy farm. Such an integrated deployment of renewable energy conversion units offers some
economic advantages, primarily related to the capital investment and the maintenance and operation cost. However,
it also introduces an additional dimension of complexity, in that the layout decision of the components (i.e., the
placement of the individual components) may have a significant impact on the farm’s performance.
The layout decision of renewable energy conversion units is particularly important in the context of a wind farm,
due to the interaction among wind turbines, known as the wake decay or wake effect: when a turbine is placed too close
behind another along the prevailing wind direction, the power output of the downstream turbine will be less than its
output when placed in a free wind stream; because part of the wind kinetic energy is captured by the upstream turbine,
and the velocity of the wind that reaches the rotor plane of the downstream turbine is reduced. As a consequence, an
inadequate wind farm layout design may lead to undesired performance with reduced energy production, increased
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Figure 1.2: Naturally Observed Wake Effects[2].
maintenance costs, etc. Figure 1.2 provides an illustration of naturally observed wake effects.
In spite of the significance of renewable farm layout decision and the rapid expansion of renewable energy gener-
ation, not many works have been reported on the optimization of renewable energy farm layout design. This is partly
due to the complexity of the problem: it exhibits considerable amounts of nonsmoothness and discreteness, which
can not be easily captured by continuously differentiable models, preventing the use of efficient nonlinear optimiza-
tion techniques. To bypass this issue, efforts have been made to apply the derivative free metaheuristic approaches
to renewable farm layout design primarily in the wind farm context. While some of these approaches are effective
in regards to placing turbines in sufficiently large, square regions, they may have problems handling the cases with
relatively small, irregularly shaped regions, where inter-turbine spacing constraints and region boundary constraints
have to be considered explicitly. In addition, metaheuristic approaches also suffer from a lack of guarantee for local
optimality, though they have good capacity for global optimization.
In Chapter 6, a decomposition-based complementarity model for wind farm layout design optimization is pre-
sented. This model captures the nonsmooth wake decay with complementarity constraints composed of continuous
differentiable functions. As a result, local optimality can be guaranteed by applying well established algorithms for
MPCC. In addition, the presented formulation employs a multi-scenario decomposition scheme to reduce computa-
tion due to simultaneous consideration of multiple wind scenarios. To balance between global exploration and local
optimization, the chapter presents a solution algorithm that hybridizes a genetic algorithm with an MDO-CC local
refinement approach based on the decomposition-based complementarity formulation.
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Figure 1.3: Overall Flow of This Dissertation.
1.4 Overall Organization
This dissertation presents decomposition-based, complementarity models for renewable energy generation system
design optimization. The dissertation is organized into seven chapters, with an overall flow (illustrated in Figure 1.3)
as follows: Chapter 1 introduces the concept of decomposition-based engineering design optimization and provides
the motivation of considering complementarity models in engineering design optimization. In addition, the design
optimization of hybrid power generation systems and renewable energy farms are discussed in connection with the
opportunities of applying decomposition-based, complementarity optimization models.
Chapter 2 presents a survey of related literature. The existing approaches for decomposition-based engineering
design optimization as well as mathematical programming with complementarity constraints are reviewed; and the
potential of bridging the two research areas is discussed, thereby defining the niche area of contribution of this disser-
tation. The reported works related to hybrid power generation system design and renewable energy farm layout design
are also surveyed.
Chapter 3 sets forth the theoretical framework of this dissertation by formally stating the multidisciplinary design
optimization problem with complementarity constraints (MDO-CC), a quasi-separable complementarity optimization
model for engineering design. An initial effort to solve the MDO-CC problem is presented along the direction of
augmented Lagrangian decomposition (ALD), with the correspondence of stationarity conditions between the original
all-in-one (AIO) formulation and the decomposed formulation established. Another approach is proposed based on
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regularization and inexact penalty decomposition techniques; and, as an important contribution, it is shown that exist-
ing theories can be adapted to map a limit point of stationary solutions of the parameterized decomposition formulation
to a strongly-stationary solution of the AIO formulation. The computational behavior of the presented algorithms is
analyzed with numerical test problems.
The design optimization of hybrid power generation systems (HPGS) is investigated as an area where decomposition-
based, complementarity models can be applied to. Chapter 4 considers the HPGS design optimization based on deter-
ministic simulation and presents a novel optimization formulation that captures the nonsmooth time-dependent battery
update with complementarity constraints composed of smooth functions. A multistage decomposition scheme is ap-
plied to the complementarity formulation; and the resulting decomposed problem is solved by the ALD algorithm for
MDO-CC.
As a logical extension to the deterministic scenario considered in Chapter 4, Chapter 5 addresses HPGS design
optimization under a probabilistic setting, and presents an optimization formulation based on a Markovian model for
HPGS reliability assessment. The model estimates the HPGS’s power output using statistical approaches and captures
the stochastic state of charge of the battery with a Markov chain. Numerical comparisons with a well accepted HPGS
analysis software as well as the Monte Carlo simulation indicate that the presented model is suitable for HPGS design
optimization.
Another decomposition-base complementarity model is proposed for wind farm layout design optimization in
Chapter 6. Complementarity constraints are introduced so that the nonsmooth wake effect can ultimately be considered
in a continuously differentiable optimization formulation; and a decomposed formulation is derived through multi-
scenario decomposition. In addition, the chapter also presents a hybrid optimization approach that combines the
global exploration capacity of a genetic algorithm with the local optimization capability of an MDO-CC approach.
Finally, Chapter 7 summarizes the findings and contributions presented in this dissertation.
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Chapter 2
Literature Review
The preceding chapter introduced the concepts of decomposition-based engineering design optimization and comple-
mentarity, and discussed their potential applications in renewable energy generation system design optimization. This
chapter reviews existing techniques for decomposition-based design optimization and mathematical programs with
complementarity constraints. The opportunity of bridging these two research areas is addressed and the scarcity of
relevant literature is observed. In addition, optimization approaches for hybrid power generation system design and
wind farm layout design are also reviewed, along with their related analysis approaches.
2.1 Decomposition-based Design Optimization Approaches
Engineering system design optimization problems can be solved with so-called all-in-one (AIO) approaches, which
handle all the design variables in a single optimization problem. The idea behind this class of approaches is straight-
forward; however, as the scale and complexity of an engineering system increase, a single optimization algorithm
may not be able to handle the requirement of the overall system design, making the AIO approaches impractical,
undesirable, or even impossible.
As an alternative to the AIO approaches, decomposition-based design optimization approaches have been in-
vestigated extensively for engineering system design. These approaches define autonomous subsystem optimization
subproblems and represent the coupling among these subproblems as linking variables. Then the subproblem opti-
mizations are coordinated in a manner that leads to an overall system optimal design. As a consequence, the burden
of optimization is distributed across the subsystems.
A broad class of decomposition-based engineering design optimization approaches, known as multidisciplinary
design optimization (MDO), has been developed to address the design of various engineering systems. Important
distinctions among these approaches relate to how subsystem solutions are coordinated and how subsystem inter-
actions are managed. In general, the coordination methods can be divided into three main categories: interaction
approximation methods, nested bi-level programming methods, and penalty relaxation methods.
17
Interaction Approximation Methods
The interaction approximation methods manage the coupling among subproblems by introducing some approximation
of the rest part of the system in the definition of each subsystem optimization subproblem. The concurrent subspace
optimization (CSSO)[28, 29] approach constructs an approximation for other subproblems using global sensitivity
equations; and a coordination problem is created based on response surface methods. Bi-level system synthesis
(BLISS)[30] computes the derivatives of the system objective function with respect to the subsystem design variables
and defines a subsystem objective function as a sum of subsystem design variables weighted by these derivatives.
Interaction approximation methods typically do not pose restrictions on the structure of the original problem, i.e.,
the way the subsystems interact, and are thus applicable to the most general class of engineering system design
optimization problems.
The numerical performance of interaction approximation methods typically depends on the quality of the approx-
imations, and whether or not a system analysis is required. Some methods may show poor performances as a result of
possibly infeasible subproblems[57, 58] and constraint activity changes[59].
Nested Bi-level Programming Methods
The nested bi-level programming methods introduces coordination master problems, imposed over the subsystem
optimization subproblems, to provide information to subproblems. Each subproblem is linked directly to the master
problem, but not directly to other subproblems. The linkage between the master problem and the subproblem is nested
because each function evaluation of the master problem requires all subproblems be optimized once.
The first formulations of bi-level nested coordination methods dates back to 1960s, mostly related to linear pro-
gramming. For example, Dantzig-Wolfe decomposition method[60] is presented for linear programs with linking
constraints; Benders Decomposition[61] is originally presented for linear programs with linking variables and later
extended to a more general convex case[62]. In the MDO context, collaborative optimization (CO)[16] introduces
a master problem that seeks to minimize the system objective function by varying targets for linking variables, and
requires that the subsystem values match the corresponding targets using equality constraints. It has been shown that
CO suffers from numerical difficulties due to a nonsmooth master problem[59, 63] (discussed later). In response to
this problem, Roth and Kroo[64] present an enhanced version of collaborative optimization (ECO) which shares the
models of each subsystem’s constraints among all the other subsystems. In addition, Haftka and Watson[34] introduce
a bi-level formulation that allows temporary design constraint violation and seeks to minimize the maximum design
constraint violation until it reaches zero at convergence.
Many nested bi-level programming methods experience numerical difficulties when solving their master prob-
lems, due to nonsmoothness or failure to meet certain constraint qualifications[59, 63]. Smoothness and constraint
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qualification are important requirements for Karush-Kuhn-Tucker (KKT) conditions, which lie at the foundation of
established gradient-based solution algorithms such as sequential quadratic programming (SQP). Therefore bi-level
methods that do not satisfy these requirements have to use specialized, typically inefficient algorithms to solve the as-
sociated optimization problems. DeMiguel and Murray[31] propose two penalty decomposition approaches (inexact
penalty decomposition (IPD) and exact penalty decomposition (EPD)) which are closely related to CO. It has been
shown that under mild assumptions that their decomposed problems is mathematically equivalent to the original AIO
problem, i.e., a KKT point of the decomposed problem is a KKT point of the original problem and vice versa. The
original paper proposes to solve the master problem with Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm (this
dissertation shows an extension with a modified BFGS[65] algorithm in Section 3.3.2) and employs SQP and barrier
method as the respective subproblem solvers for IPD and EPD. It shows under standard nondegenerate assumptions
that these algorithms converge superlinearly for each penalty parameter value. Tosseram et al.[33] show that the effi-
ciency of the penalty decomposition approaches can be improved by switching to an augmented Lagrangian penalty
function.
In addition, to reduce the computational cost due to inefficient master problem solvers, the use of response surface
modeling techniques has been proposed[66, 67, 68]. Creating appropriate response surfaces is however not straight-
forward, and may become cumbersome for an increasing number of variables and non-smooth functions. Similar
difficulties may arise for the interaction approximation methods.
The nested bi-level programming methods are typically presented to address so-called quasi-separable problems[34]
in which subsystems are only coupled through a set of shared design variables; some of these works claim to be ap-
plicable to problems with shared constraints. The reader is referred to Section 1.1 and Section 3.2 for examples of the
quasi-separable problem.
Penalty Relaxation Methods
The penalty relaxation methods relax the consistency of linking variables to derive subsystem optimization subprob-
lems with separable constraint sets. Two major formulations of this class are reported in the literature: analytical
target cascading (ATC) and augmented Lagrangian decomposition (ALD). ATC is originally introduced by Kim[32]
as a product development tool to translate system-level design targets to design specifications for the components that
comprise the system[69, 70]. It has latter been shown to be useful as a coordination method for decomposition-based
(multidisciplinary) system design[71]. In the ATC paradigm, system targets are cascaded using a hierarchical prob-
lem decomposition. Subproblems associated with the components of the system not only determine targets for their
children, but also compute the responses to the targets they receive, and communicate these back to their parents. Ad-
ditionally, the coupling among subproblems in the same level are accounted for by linking variables through matching
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the linking variable responses at the subproblems with their targets from the parent problem. The objective of a sub-
problem is to minimize the deviations between the target-response pairs while maintaining feasibility with respect to
its local design constraints.
The process of exchanging targets and responses between parent problems and subproblems can be shown to
converge to optimal system solutions with arbitrarily small deviations between the targets and the responses under
the standard convexity and continuity assumptions[71]. Tosseram et al.[72] and Kim et al.[73] show respectively that
the efficiency of the ATC coordination algorithm can be improved by switching from the original quadratic penalty
function to an augmented Lagrangian penalty functions. In addition, coordination algorithm variants have also been
introduced to reduce the number of ATC’s inner loop iterations. It is shown that instead of solving the inner loop
exactly at every outer loop iteration (known as the exact method of multipliers (EMOM)), the inner loop iterations can
be terminated when the subsystem is consistent within a loose tolerance[72]. This approach is known as the inexact
method of multipliers (INMON). Another coordination alternative is also possible by only completing a single pass of
subproblem solutions in each outer loop iteration. This option is known as the alternate direction method of multipliers
(ADMOM). Additionally, Li[74] proposes to apply diagonal quadratic approximation (DQA) by linearizing the cross
term of the augmented Lagrangian function to create separable subproblems in the ATC framework. The subproblems
can then be solved in parallel. A truncated coordination algorithm is also presented for the DQA approach to reduce
the number of inner loop iterations.
The augmented Lagrangian decomposition, also known as augmented Lagrangian coordination, is a generalization
of ATC that applies to a more general class of (multidisciplinary) system design optimization problems[33, 75]. The
problem structure in ALD is not required to be hierarchical; any type of link between subproblems can be managed.
Tosseram et al.[75] present two variant formulations to provide greater flexibility in problem linking structure: the
centralized variant coordinates the coupling among subsystems through a central master problem, as is often seen in
classic MDO coordination methods; the distributed formulation variant gives the designer the opportunity to coordi-
nate subsystem coupling aligned with an existing (possibly multilevel) organizational structure of the design problem.
Hybrid approaches that use a combination of both centralized and distributed coordinations are also possible. Conver-
gence properties of the ALD approach can be derived from established nonlinear programming theory under standard
convexity assumptions. The coordination algorithm variants described above for ATC, such as INMON, ADMOM, an
DQA iteration, all applies to the ALD approach.
Solving engineering system design optimization problems with decomposition-based approaches could be advan-
tageous for many reasons: computationally, it breaks the AIO problems into smaller subproblems usually easier to
solve; it also allows specialized algorithms to be applied to each subproblems. Organizationally, it keeps individual
disciplinary design optimizations as independent as possible with minimum amount of communication, making it
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possible to integrate existing disciplinary analysis codes at small expense.
2.2 MPCC Solution Algorithms
Mathematical programs with complementarity constraints (MPCC) is a subclass of the mathematical programs with
equilibrium constraints (MPEC) the first appearance of which dates back to the 1960s in the work of Kirchg¨assner[76].
Since then, the MPCC has be an subject of intense investigation. Detailed studies of MPCCs and related problems can
be found in the books by Luo et al.[50] and Outrata et al.[77].
Scheel and Scholtes[78] review several stationarity conditions of MPCCs, which are the foundation of MPCC
solution algorithms. One important stationarity concept, the strong-stationarity is stated in Section 3.2.1. Slightly
different from the frequently addressed complementarity constraints between two functions, their stationarity condi-
tions are presented for the more general case of vertical complementarity constraints, where more than two component
functions are involved in each complementarity constraint.
In order to solve an MPCC,
MPCC : min
x
f (x) (2.1)
s. t. g(x)≤ 0
0≤ F(x)⊥G(x)≥ 0,
one may reformulate it into a nonlinear program. Intuitively, this can be achieved through converting the set of
complementarity constraints 0 ≤ F(x) ⊥ G(x) ≥ 0 (as shown in Figure 2.1 (a)) into the following sets of inequality
constraints:
F(x)≥ 0, G(x)(x)≥ 0, F(x)◦G(x)≤ 0 (2.2)
where the symbol ◦ represents the Hadamard product, i.e., the term-by-term product operation between two vectors:
a ◦ b = [a1, · · · ,an]T ◦ [b1, · · · ,bn]T = [a1b1, · · · ,anbn]T . In the last few decades several local algorithms have been
proposed for finding a stationary point for an MPCC problem. Since the reformulated problem is a nonlinear program,
the first numerical approaches for locally solving MPCCs employed traditional nonlinear programming (NLP) algo-
rithms. However, as discussed in Chen and Florian[79], an important sufficient condition for the stability of a nonlinear
program, the Mangasarian-Fromovitz constraint qualification (MFCQ)[11], is violated for all feasible points of this
problem. The failure of MFCQ may have important negative numerical implications: the multiplier set is unbounded,
the active constraint normals are linearly dependent, and a linear relaxation of the reformulated nonlinear program
problem can become inconsistent, arbitrarily close to a solution to the optimization problem[80]. Therefore, some
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Figure 2.1: Feasible Space of 0≤ [F]i ⊥ [F]i ≥ 0 and Its Regularization.
difficulties may arise when an MPCC is solved through NLP algorithms.
Significant efforts have been made to investigate MPCC solution algorithms over the past decade, mostly belonging
to four categories: regularization methods, complementarity penalty methods, interior point methods, and sequential
quadratic programming (SQP).
Regularization and Complementarity Penalty Methods
The regularization presented by Scholtes[81] convert the set of complementarity constraints 0≤ F(x)⊥G(x)≥ 0 into
the following sets of inequality constraints:
F(x)≥ 0, G(x)(x)≥ 0, F(x)◦G(x)≤ tke (2.3)
where tk > 0 is a regularization parameter, and e = (1,1, · · · ,1)T ∈ Rp.
The idea behind the regularization approach is to solve a sequence of regularized problems corresponding to a
sequence {t}k→ 0, to obtain a sequence of local optimizers {x}k (as shown in Figure 2.1 (b)). Scholtes[81] presents
several necessary conditions for the limit point of {x}k to be stationary for the original MPCC. His computational
results indicate that regularization can be more effective than direct application of a solver to the naive nonlinear pro-
gram formulation (Equation (2.2)). Ralph and Wright[82] further investigate the properties of Scholtes regularization
formulation together with several other regularization formulations.
The regularization method is closely related to the complementarity penalty method[83], in which the violation of
the complementarity constraints is penalized in the objective function:
Ppen(γk) : minx f (x)+ γkF(x)
T G(x) (2.4)
s. t. g(x)≤ 0
F(x)≥ 0,
G(x)≥ 0,
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whereγk > 0 is a penalty parameter.
Similar to the regularization approach, the penalized formulation is solved under a sequence of penalty parameters
{γ}k → ∞, and the conditions under which the limit point of the obtained sequence of local optimizers is stationary
for the original MPCC are established by Hu and Ralph[83]. It is also shown that the penalized problem can be
mirrored to the regularized problem given γk = t−1k . Additionally, Huang et al.[84] reformulate the complementarity
constraints via the nonsmooth Fischer-Burmeister function and employs a smooth penalty functions to treat the derived
nonsmooth constrained program.
Interior Point Methods
Interior point methods can be applied to some of the above mentioned reformulations of the original MPCC problem.
Leyffer et al.[85] present an interior point method based on the penalized problem in Equation (2.4):
Ppen(γk,µk) : minx f (x)+ γkF(x)
T G(x)−µk
mg
∑
i=1
ln(si)−µk
p
∑
i=1
[ln(Fi(x))+ ln(Gi(x))] (2.5)
s. t. gi(x)+ si = 0
where s is a vector of nonnegative slack variables corresponding to the inequality constraints.
The resulting parameterized problem is solved under a sequence of γk, and µk with {γ}k→∞ and {µ}k→ 0. Leyffer
et al.[85] present the global and local convergence results for the interior point algorithm, while Ralph[86] points out
that the results only hold when the constraint functions are linear. Interior point methods based on other reformulations
of the original problem are also available: Luo et al.[50] discuss interior point methods for MPCCs; Liu and Sun[87]
and Ragunathan and Biegler[88] provide interior methods under weaker assumptions. Shanbhag[89] proposes an
interior point method based on the reformulation in Equation (2.2) and shows that it converges to a second-order
stationary point. DeMiguel et al.[90] discuss a two-sided relaxation scheme and provide local convergence theory for
an interior method coupled with such a relaxation scheme.
Sequential Quadratic Programming
As mentioned previously, it has been known for years that the reformulation in Equation (2.2) fails to satisfy MFCQ,
and failures have been reported apply existing SQP solvers to it. Therefore, it was quite a surprise when Fletcher and
Leyffer[91] applied a filtered SQP to a suite of test problems and finds that the method usually converged superlinearly
to a local solution. This is the first time superlinear convergence was observed for a standard NLP method applied
directly to an equivalent nonlinear program reformulation of an MPCC problem. Fletcher and Leyffer[80] explain
the superlinear convergence result of the SQP applied to the equivalent reformulation; and Anitescu[92] provides the
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global convergence theory for SQP methods.
Other Approaches
Giallombardo and Ralph[93] propose a piecewise decomposition methods that applies an NLP algorithm at each iterate
to a feasible piece of the MPCC, which contains the current incumbent solution. Some global convergence results are
presented assuming that the embedded NLP solver implements a trust region scheme. In addition, Jiang and Ralph[94]
propose a smoothing approach for MPCC, by smoothing the complementarity constraints with a differentiable version
of the Fischer-Burmeister function, as given by
ψ([F]i, [g]i) =
√
[F]2i +[G]2i + τ− [F]i− [G]i (2.6)
The smoothed problem is solved either with sequential SQP solutions with a reducing τ sequence or with an interior
point approach. Smoothing approaches with other expression have also been proposed[95].
In addition to the above contributions, some commercial software packages for MPCC solution are also available.
KNITRO[96], developed by Ziena Optimization Inc., is a collection of nonlinear optimization methods that support
complementarity constraints. The NLPEC solver of GAMS[97] automatically reformulates MPCC problems into
nonlinear programs, and calls NLP solvers to solve the resulting nonlinear programs.
2.3 Decomposition-based Design Optimization Approaches for Systems
with Complementarity Conditions
Sections 2.1 and 2.2 showed that decomposition-based engineering design optimization and MPCC are both active
research areas. However, these two rich areas are not frequently connected thus far. Decomposition-based optimiza-
tion approaches for MPCC have been addressed in literature: Shanbhag [89] considers a class of stochastic MPCCs
and presents a separable formulation utilizing the structural characteristics of the problem. The Newton’s method is
employed to solve the KKT system of an interior point method, and the presented separable formulation is used to
compute the Newton direction in parallel. Giallombardo and Ralph[93] propose a piecewise decomposition method
that solve one piece of the MPCC in each iterate. Generally speaking, the decompositions employed in these ap-
proaches are primarily for the purpose of algorithmic development. Different from decomposition-based engineering
system design optimization approaches, these approaches do not attempt to define autonomous subproblems; and the
MPCCs are solved as AIO problems.
On the other hand, models available in the decomposition-based design optimization literature lie largely within the
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realm of nonlinear programs. Thus, in order to consider complementarity conditions, these models need be extended to
include complementarity constraints in (some of) their subsystems, leading to multidisciplinary design optimization
problems with complementarity constraints (MDO-CC). As indicated in Section 2.1, the convergence of existing
coordination approaches for decomposition-based design optimization usually relies on certain properties, such as
constraint qualifications, of their subsystem design optimization models. However, the ill-posedness associated with
the complementarity constraints will generally make such properties violated. Consequently, existing decomposition-
based design optimization approaches may have numerical difficulties applying to systems with complementarity
conditions.
The above literature review suggests that the decomposition-based design optimization for systems that involve
physical and economical complementarity conditions presents a promising research opportunity. Efforts in such area
will bridge the research area of decomposition-based design optimization and that of the MPCC, extending the scope
of both. In partial fulfillment of this research, Lu et al.[98] present an augmented Lagrangian decomposition formu-
lation for MDO-CC to show the equivalence between the AIO formulation and the decomposed formulation; Lu and
Kim [99] present a regularized inexact penalty decomposition (RIPD) algorithm for MDO-CC and established the
convergence properties of the RIPD algorithm.
2.4 Hybrid Power Generation System Design
Renewable energy sources are shown to be promising alternatives to fossil fuel resources as well as good forms
of supplementary contribution to conventional power generation system at remote locations. Due to their inherent
variability and unpredictability, multiple renewable energy resources have been combined with battery storage into
hybrid power generation systems (HPGS) to achieve reliable power generation. A literature review reveals that the
research on HPGS’s has been growing rapidly over the last decades[56]. A majority of the studies reported focus on
the design/economic aspect of HPGS’s[55], with much effort contributed in the areas of component modeling, system
reliability assessment, and design optimization.
Component Models
In order to analyze an HPGS, the behavior of its components, such as photovoltaic (PV) panels, wind turbines, and
battery storages, must be modeled. PV panels have been modeled at different level of fidelities: Kerr and Cuevas[100]
investigate the current-voltage (I-V) characteristics of PV modules as a function of slowly varying light intensity;
Nishioka et al.[101] and Radziemska and Klugmann[102] analyze the impact of environmental temperature on the
performance of PV modules. For engineering applications, many researchers have introduced simplified simulation
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models. For example, Salameh et al.[103] present a model that predicts the maximum power output of a PV module
with the solar radiation on it and the ambient temperature; Zhou et al.[104] develop an efficiency model for a PV
array’s power output based on its I-V curve and claims that their model is especially useful for engineers to estimate
the actual performance of PV modules under different operating conditions, with limited data provided by the PV
modules’ manufacturers.
The modeling of the wind modules requires the analysis of the wind turbine dynamics as well as that of the
generator. The mechanical power captured by a wind turbine from the wind has been investigated in the research of
fluid dynamics[105, 106]. In the context of HPGS analysis and design, the performance of wind modules is usually
captured by power curves, which relates a wind module’s power output to the current wind speed. As power curves
differ from turbine to turbine, simplified, generic models have been presented to cover a wide range of wind generator
sizes using piecewise functions[56, 107].
As batteries are chemically and physically complex, so could the models used to predict their behavior be[108]. In
some design contexts, the internal processes of the battery are immaterial, and the battery model needs only to reflect
the energy losses inflicted by the battery. This is done by using an efficiency parameter to represent the average loss
of energy in a battery system[109, 110]. In some other design contexts where the transient behavior of the battery
needs to be captured, more complex models are presented. Manwell and McGowan[111] present a two-tank kinetic
model for lead-acid batteries. The model splits the total energy storage into the energy that is immediately available
and the energy that is chemically bound; a fixed transfer rate is considered to capture the energy transfer between the
two “tanks”. In addition, Bernieri and Noviello[112] develop an electrical circuit that is functionally equivalent to a
battery system; Yang et al.[113] state an empirical model which characterizes a battery system with its state of charge
and its floating charge voltage.
Performance and Reliability Assessment
The modeling of energy conversion and storage components provides a foundation for the assessment of an HPGS’s
reliability, that is, whether it is capable of supplying the load demand. Due to the high fluctuation of renewable
resource availability, well-developed techniques applied to conventional generation system reliability assessment can
not be readily extended to the HPGS context. As a result, a variety of reliability analysis approaches dedicated to
HPGS has been proposed.
A majority of the existing HPGS design optimization approaches employ deterministic reliability assessment
methods[114, 115, 116]. This type of method directly uses historical resource data recorded over an extended time
period, and evaluates the deterministic performance of an HPGS over the time period. These methods naturally incor-
porate variations in time, which are critical in the overall optimization of HPGS’s. However, they also require large
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chronological data sets, which may not be readily available. In addition, it has been shown that historical data may
feature significant deviations from present and future data, due to the chaotic nature of atmospheric events[117].
To address the issues of data availability and representativeness, statistical resource models have been applied
to HPGS reliability analysis, leading to probabilistic reliability assessment approaches. Many probabilistic models
have been introduced to describe wind speed for reliability analysis purposes, such as the two-parameter Weibull
distribution[118, 119], the two-parameter gamma distribution[120], the two-parameter lognormal distribution[121],
and the one-parameter Rayleigh distribution[122]. Among these models, the two-parameter Weibull distribution is
most widely used in wind energy engineering, because it conforms well to the observed long-term distribution of mean
wind speeds for a range of sites. In addition to wind speed models, statistical models of the ground solar irradiance
have also been used in HPGS reliability analysis. Some simple models employ theoretical distributions such as the
two-parameter beta distribution[123], the two-parameter lognormal distribution[124] and the normal distribution[125],
to fit irradiance data directly. Among these distribution types, beta distribution is generally considered the most suc-
cessful one because its better overall fit and less rigorous requirement on data availability[126]. More complicated
models investigate the physics of the diffusion process, and express the ground solar radiation as the difference be-
tween the total extraterrestrial solar irradiance and the diffused irradiance[127]. Regression models are then developed
to relate the diffused irradiance to the probabilistic hourly clearness index[128, 129].
The existing probabilistic HPGS reliability assessment approaches can be roughly classified into two categories:
Monte Carlo simulation (MCS) and the analytical modeling approach. The MCS method utilizes prediction techniques
to obtain time series resource data, and assess the performance of the HPGS through repetitive simulations[125, 130,
131]. The impact of the time step on the simulation results is studied by Baring-Gould et al.[132] and Notton et
al.[133]. MCS methods with well designed resource models could achieve accurate results with repetitive simulations;
however, the computational cost incurred might be prohibitive for optimization applications.
The analytical modeling approaches represent the HPGS’s by means of mathematical models and evaluate the reli-
ability based on the derived models through direct solution. Existing analytical reliability modeling approaches in the
literature employs a broad variety of techniques to capture the reliability of HPGS’s. Billinton and Chowdhury[134]
present a multi-state model that calculates the partial power output states of a wind farm through probabilistic analysis
based on a wind speed model and the wind turbines’s power curve. The total number of states in this approach is
determined by characteristics of wind data and required accuracy. A closely related approach is presented by Karaki
et al.[135], in which the total power output states of a hybrid PV/wind system is calculated based on a set of resource
models and binomial component failure models. In addition, a varying resource profile over multiple consecutive time
frames is considered instead of a single invariant profile, and a short-term reliability index is obtained by associating
the output states with load duration curves within each time frame. Markvart[136] proposes an energy balance ap-
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proach that uses the average values of resource data to evaluate the system’s performance; however, the results of this
approach are limited in that little insight into the variability of the energy sources is provided. Tina et al.[137] present
an analytical reliability model of hybrid solar and wind power generation system based on statistical approaches and
the convolution of the probability density functions of the respective modules’ power outputs. A closed-form ex-
pression is derived under a constant load assumption. Carpentiero et al.[138] present a model for wind-diesel power
system, in which the transitional correlation of wind speed is described by a Markov chain.
The analytical approaches named above either assume no energy storage, or derive an estimation of the “required”
storage size based on the result of the analysis. As a consequence, the accumulation and consumption of the stored
energy over time is not properly addressed. In response to this limitation, some initial contributions have been made
to capture the behavior of the battery storage. For example, Bagul et al.[139] approximate the power generated by an
HPGS with a simple trinomial random variable and derives a closed form expression for the loss of load probability
(LOLP) based on the treatment. Liu and Islam[140] calculate the battery’s discharging probability by assuming
no capacity limit on the battery, and approximates the LOLP under capacity limits with the aid of the discharging
probability. Generally speaking, most of these approaches are based on some major simplifications, while they might
become mathematically impractical or even impossible to track when the simplifications are unacceptable.
In addition to academic approaches, several software packages are also available for HPGS analysis. Among these
packages, HOMER[141], developed by the National Renewable Energy Laboratory (NREL), has been widely applied
to industrial projects as well as academic studies on HPGS design[142, 143, 144, 145]. HOMER provides a set of tools
that facilitates quick configuration and analysis of an HPGS. The reliability analysis of HOMER performs a discrete-
time simulation (typically hourly) based on resource and load series, either generated through built-in stochastic
models or from historical record. Figure 2.2 shows an HPGS project generated with HOMER, together with its
simulation resutls. Another software package by NREL, Hybrid2[132] addresses HPGS analysis that requires higher
fidelity.
Design and Optimization
Various approaches have been proposed for the design of HPGS’s, primarily centered around determining the proper
sizes of respective components. Some initial attempts employ analytical approaches to find closed-form solutions to
the design problem. For example, Bucciarelli[146] proposes a sizing method treating storage energy variation as a
random walk. The probability density for daily increment or decrement of storage level is approximated by a two-
event probability distribution, and the expected distribution of the storage level is expressed as a closed-form function
of the battery size. In extension of this approach, Bagul et al.[139] present another model that considers a three-event
daily increment. Generally speaking, these analytical approaches require an oversimplification of the HPGS system
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Figure 2.2: An HPGS Project Defined in HOMER and Its Simulation Results.
and hence can not generate meaningful design for practical projects.
A majority of the existing HPGS design methods employ the enumerative approach for sizing decision. This
approach determines the optimal system design by considering all the possible sizing combinations. Yang et al.[113]
propose an enumerative optimization approach for hybrid solar-wind power system. The optimal capacities of the
wind module, the PV panel, and the battery storage are determined by searching all the configurations that gives a
required reliability index. Kellogg et al.[147] develop a similar enumerative approach to minimize the difference
between the power generated and the load demand as closely to zero as possible. In spite of its wide application, the
enumerative approach generally lacks an optimization aspect. As the number of renewable sources and the system’s
capacity increase, the number of possible configurations will quickly increase to a point where exhaustive enumeration
is impossible.
Optimization approaches have also been applied to HPGS design to obtain the optimal sizing configurations.
Methods reported include graphic construction approaches, artificial intelligence approaches, mathematical program-
ming approaches, etc. Borowy and Salameh[148] present a graphic construction approach by plotting the combination
of PV array and battery, under a desired loss of load probability, for a stand-alone hybrid solar-battery system. The
minimum cost is then found by shifting a cost reference line along the curve. Yang et al.[149] propose an optimal
sizing method based on genetic algorithm by using the typical meteorological year data to achieve the desired LOLP
with minimum annualized cost of system. Kalogirou[150] develops an optimization model of solar system by using
an artificial neural network and a genetic algorithm. The artificial neural network is trained using the results of sim-
ulations and the genetic algorithm is used to solve for the optimal design. Mathematical programming approaches,
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mainly linear programming, are among the first batch of optimization techniques applied to HPGS design. Chedid and
Saliba[151] propose a linear program model for a hybrid PV/wind/diesel/battery system; however, their battery model
is oversimplified, if not erroneous, in that it does not consider the change of stored energy over time. As indicated
in Section 1.3.1, capturing the nonsmooth battery update is beyond the capacity of regular linear of nonlinear pro-
gram models; consequently, few mathematical programming approaches have been reported for HPGS design since
mid-1990s.
2.5 Renewable Energy Farm Layout Design
Grid connected renewable energy farms account for an overwhelming majority of the world’s newly installed renew-
able energy generation capacity each year. Because of the capacity limit of current renewable energy conversion units,
multiple units has to be placed within a relatively restricted region to achieve enough capacity, leading to a layout
design problem. Such layout decision is particularly important in the context of wind farms due to the wake effect.
Wake Effects under Wind Farm Setting
The wake effect is the foundation of wind farm performance assessment, and is thus very important to wind farm
layout design optimization. Turbine wakes in the farm setting have been addressed in the literature with models
of different natures. In some early approaches to modeling wind farms, it is assumed that when an area contains
a large number of machines, the turbines act as distributed roughness elements, and that they modify the ambient
atmospheric flow. Bossanyi et al.[152] review a number of these models applied to infinite clusters. All of them
assume a logarithmic vertical wind profile for the unperturbed wind, which includes ground roughness as a parameter.
Emeis and Frandsen[153] assume a logarithmic profile with the real ground roughness below the hub height, and
another profile with a roughness related to the drag of the machine above the hub height; the profiles match each other
at the hub height. Schmidt[154] considers finite clusters by using a step change in roughness to calculate the friction
velocity at each row of turbines. Although these models are not much used, they could be of interest to predict overall
effects of large wind farms on wind characteristics.
A most common class of approaches to wind farm modeling, set in motion by the classical paper of Lissaman[155],
considers the wake of each turbine in the farm individually and then examines the interaction among. It thus calculates
the detailed flow field and not the average distribution. The wake behavior of a single turbine is described briefly in
Section 6.2.1. The reader is also referred to Crespo et al.[156] for a more detailed description. The models of single
wind turbine wakes can be categorized into kinetic models and field models. Some of these models are compared
in Barthelmie[157]. The kinematic models, also known as explicit models, are usually derived by approximating the
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Navier-Stokes equations with analytical tools. Katic et al.[158] develop a simple wake model which assumes a top
hat profile and a linear expansion of the wake radius with downstream distance. The parameters used in this model
need to be calibrated with experimental data. Frandsen et al.[159] present an analytical model for turbine wake based
on the momentum equation and achieve numerical results very close to that of Katic’s model. Other models assumes
higher-order wake expansions with downstream distance, and reported good agreement with experimental data[160].
The field models are usually based on the numerical solution of the Navier-Stokes equations[161, 162]. Many
simulation programs, such as UPMWAKE and EVFARM, have been developed based on these models and have been
widely applied to wind farm analysis. Current field models usually employ computational fluid dynamics approaches
for wind field analysis and could achieve very good accuracy[163]. Such approaches are particularly popular be-
cause they provide reliable means of capturing the interaction among multiple turbine wakes and the effect of terrain
topology on the wind field, which prove to be difficult tasks for kinetic models[156].
In order to capture the interaction among turbines in a farm setting, wind farm codes usually rely on the results
of single wake calculations, and make superposition assumptions to consider the combined effect of multiple wakes.
Lissaman[155] introduces a linear superposition approach for the perturbations created by wakes of different machines
in a wind farm. Katic et al.[158] assume a linear superposition of the squares of the velocity deficits. This assumption
generally provides better agreement with experimental results than the linear superposition despite its lack of physical
meaning. Models of higher complexity such as the elliptic model[164] and the parabolic model[165] have also been
developed to analyze wake interaction in a more realistic manner.
In addition to research contributions, commercial software packages have also been available to assist the layout
design of wind farms. One of the widely adopted packages known as WindSim results from the Norwegian Wind
Atlas project of the Norwegian Meteorological Institute. WindSim employs a 3D Reynolds Averaged Navier-Stokes
solver to simulate the wind field over the terrain in consideration, based on user-defined meteorological data. It is also
capable of handling irregular terrain topologies, thereby providing reliable simulation results. The wake loss analysis
embedded in WindSim includes a selection of kinetic models and assumes a superposition rule for multiple wakes.
Figure 2.3 shows a wind farm layout design on a user-defined terrain, created by WindSim’s interface. Figure 2.4
displays the wind field simulation result created by WindSim. Once the simulation finishes, the wind field result will
be used to estimate the energy production. Although WindSim provides very good simulation tools, it does not include
any optimization functionality. Layout design with WindSim thus reply on manual, enumerative process, which may
be very inefficient. WindSim does not provide any tool to facilitate this process either.
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Figure 2.3: A Wind Farm Layout Created by WindSim.
Wind Farm Layout Design Optimization
In spite of the wide application of renewable energy farm technology, limited literature has been reported on the op-
timization of hybrid energy farm layout. Most of the relevant contributions are made in the area of wind farm layout
design optimization. The first piece of work dates from 1994 and is due to Mosetti et al[166]. It introduces a ge-
netic algorithm (GA) to maximize the extracted energy at the minimum cost, using wake loss model developed by
Jensen[167] and Katic[158] et al. A decade later, Grady et al.[168] make a revision of Mosetti’s model and some
algorithmic modification to improve the final wind farm layout. Ozturk and Norman[169] present a very similar
optimization model to maximize a wind farm’s profitability and develops a different heuristic algorithm based on
evaluating the suppression, translation or addition of turbines. This method is useful to readjust the locations of the
turbines. Lackner and Elkinton[170] present a general framework to optimize the offshore wind farm layout; and Elk-
inton et al.[171] follow up their work by investigating several algorithms, including a GA and a greedy heuristics based
on the model. Additionally, Gonza´les et al.[172] propose another optimization model for profitability maximization
which explicitly captures the civil work costs with a auxiliary optimization problem. This approach also employs a
more complex wake loss model from Frandsen[159] and employs a GA to solve the problem. Apart from GA, Bilbao
and Alba[173] present a simulated annealing algorithm for offshore wind farm layout and compares the results with
those from GA.
Most of the above approaches are stochastic algorithms known to possess the capability of global exploration;
such property is generally considered a key to solving problems with complex solution spaces. On the other hand,
most of these algorithms are known to lack guarantees of optimality, indicating that the solutions they generate may
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Figure 2.4: Wind Field Simulation Result.
not be locally optimal ones. To address this limitation, some local search procedures have been introduced to refine
the final solution. For example, Huang [174] proposes a second optimization phase that succeeds a distributed GA.
The local search employs a hill-climbing heuristics.
Almost all the existing wind farm layout design optimization approaches assume that the wind turbines are placed
on a two-dimensional grid, and that the cells of the grid are large enough so that the inter-turbine spacing requirement
(i.e., a minimum distance that is required between any pair of turbines) is implicitly satisfied. This assumption is
reasonable when sufficient land is granted for the wind farms, e.g., offshore applications, but it may not apply to the
scenario where compact layout is necessary. Recently, Kusiak and Song[175] present a wind farm layout optimization
approach which uses real-coding and handles inter-turbine spacing. An evolutionary strategy algorithm is developed
for maximizing the wind energy production.
2.6 Summary
This chapter provided a survey on decomposition-based design optimization approaches as well as mathematical
programs with complementarity constraints. Research opportunities have been identified in extending decomposition-
based design optimization models to consider systems with physical and economic complementarity conditions. Such
a research problem will be formalized in the succeeding chapter with the multidisciplinary design optimization with
complementarity constraints. Also reviewed are the research areas of hybrid power generation system design and
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renewable energy farm design, in which decomposition-based complementarity optimization models will be investi-
gated.
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Chapter 3
Decomposition Approaches for
Multidisciplinary Design Optimization
Problem With Complementarity
Constraints
The proceeding chapter reviewed computational frameworks for decomposition-based system design optimization and
numerical techniques that facilitate the optimization of complementarity model. The research question of developing
decomposition-based design optimization approaches for systems with complementarity conditions was identified.
This chapter formally address the question by studying decomposition-based optimization approaches for multidisci-
plinary design optimization with complementarity constraints.
3.1 Multidisciplinary Design Optimization with Complementarity
Constraints
The research area of decomposition-based design optimization has been intensively investigated during the last several
decades. Particularly, rich contribution has been made concerning two fundamental issues in this research area: 1)
the decomposition modeling of the multidisciplinary system and 2) the coordination among individual subsystems to
efficiently achieve the overall optimum. Previous research has addressed the core components of static, single multi-
disciplinary system design with models in systems engineering, nonlinear programming, and multistage programming.
Yet, the ever increasing intricacy and complexity of engineering design often requires generalization to more complex
models.
Specifically, this chapter considers an extension of multilevel decomposition-based design optimization model
the subsystem design problem of which involves complementarity conditions. Such settings include, for example,
1) multi-mode subsystems that switch among different operating conditions represented by subsystem constraints;
2) market equilibria involving competitive agents, modeled as subsystems coupled with system design decisions[4,
5]; 3) iterative and interactive design decision making processes captured with hierarchical frameworks or game
protocols[6, 7, 8, 9]; These problems would fall under the setting of multidisciplinary design optimization problem
with complementarity constraints (MDO-CC)[98] – a newly emerging class of problem, which relates decomposition-
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based design optimization with the areas of mathematical program with complementarity constraints (MPCC)[50].
The presence of complementarity constraints (CC) in a nonlinear program makes the resulting problem, or its
equivalent nonlinear program to be more exact (refer to Section 2.2), ill-posed in that any feasible solution to the
problem fails to satisfy the Mangasarian-Fromovitz constraint qualification (MFCQ)[11]. As a consequence, efficient
nonlinear programming algorithms that rely on the constraint qualification may face numerical difficulties in solving
this type of problem. With significant effort in extending existing nonlinear programming algorithms to deal with
such ill-posedness, recent developments showed promising result (refer to Chapter 2). However, when it comes to
the MDO, how these advancements can be utilized to achieve convergence of the MDO-CC is yet unknown. The
inclusion of CCs in the subproblem presents a difficult challenge to MDO coordination approaches due to the fact that
the convergence of these approaches usually depends heavily on the properties of their subproblem solutions.
This chapter proposes two decomposition-based approaches for the MDO-CC: an augmented Lagrangian decom-
position (ALD) approach and a regularized inexact penalty decomposition (IPD) approach. While the ALD and IPD
are established in existing multidisciplinary design optimization (MDO) literature, this is the first time that they are
adapted to successfully solve the MDO-CC. Particularly, the ALD approach is presented such that the correspondence
of stationarity conditions between the original all-in-one (AIO) formulation and the decomposed formulation can be
established; and the regularized inexact penalty decomposition (RIPD) approach is proposed such that existing conver-
gence proofs of the IPD method are extended, under certain assumptions, to show convergence to strongly-stationary
solutions of the original AIO formulation. Additionally, superlinear convergence rate can be derived for the RIPD
approach from standard results associated with its master and subproblem solvers. Numerical results show that both
decomposition-based algorithms converge to solutions to the original AIO MDO-CC problem.
The remainder of this chapter is organized as follows: the ALD approach and the RIPD approach for the MDO-CC
problem are presented in Section 3.2 and Section 3.3 respectively; the numerical results of the proposed approaches
are discussed in Section 3.4 and the conclusion is drawn in Section 3.5.
3.2 The Augmented Lagrangian Decomposition Approach of MDO-CC
This section presents an augmented Lagrangian decomposition (ALD) approach for the MDO-CC problem. The for-
mulation of the MDO-CC is first stated, followed by its ALD formulation; after that, the correspondence of stationarity
conditions between the formulations is established and a solution algorithm is presented.
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3.2.1 Formulation
AIO Formulation
We consider a general quasi-separable MDO-CC problem with n subsystems. The AIO formulation of the problem is
given as:
MDO-CCAIO : miny,x1,··· ,xn
n
∑
i=1
fi(xi,y) (3.1)
s. t. gi(xi,y)≤ 0, ∀i = 1, · · · ,n,
hi(xi,y) = 0, ∀i = 1, · · · ,n,
0≤Gi(xi,y)⊥ Fi(xi,y)≥ 0, ∀i = 1, · · · ,n,
where y represents a vector of linking variables shared by all the n subsystems; and xi represents the vector of local
variables only relevant to subsystem i, i = 1, · · · ,n. The problem is quasi-separable in that the system objective is the
summation of the subsystem objectives fi, and that the subsystem objectives and constraints, gi, hi, Gi and Fi, are
associated exclusively with subsystem i, depending only on the linking variables and the subsystem’s local variables.
The local complementarity constraint (⊥ symbol) indicates that Gi and Fi are nonnegative and that [Gi] j[Fi] j = 0
(shown in Figure 2.1.(a)) for each element index j = 1, · · · , p, where Gi,Fi are multifunctions in Rp. We assume that
the objective and constraint functions are twice continuously differentiable.
Decomposed Formulation
The MDO-CC problem can be solved through applying an MPCC algorithm directly to the AIO formulation. Although
this approach, known as the AIO approach, is straightforward, its solution might be computationally difficult because
the multidisciplinary structure usually involves a large number of variables. As the size of the problem increases,
the solution of the AIO problem may become impractical, undesirable, or even impossible. An alternative to the
AIO approach is the decomposition-based approaches[176], where the original AIO problem is decomposed into a
set of interrelated subproblems, and solved through an iterative process of subproblem optimization and coordination
among them. Using the decomposition-based approach can be advantageous, as it breaks the AIO problem into
smaller subproblems usually easier to solve while limiting the communication among subproblems only to where it is
necessary via linking variables.
As an initial step toward decomposing the AIO problem in Equation (3.1), we introduce a copy of the linking
variables, yi, into each subsystem i to separate local constraints. Also, additional constraints are introduced to ensure
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consistency among yi. The resulting problem, referred to as the modified AIO problem, is given as:
MDO−CCModAIO : miny,y1,··· ,yn,x1,··· ,xn
n
∑
i=1
fi(xi,yi) (3.2)
s. t. gi(xi,yi)≤ 0, ∀i = 1, · · · ,n,
hi(xi,yi) = 0, ∀i = 1, · · · ,n,
0≤Gi(xi,y)⊥ Fi(xi,y)≥ 0, ∀i = 1, · · · ,n,
ci = y−yi = 0, ∀i = 1, · · · ,n,
One technique for solving such a problem is through primal-dual techniques that use the Schur complement to
calculate the Newton directions taken in AIO approaches in a decomposed manner. Such techniques guarantee con-
vergence to the Karush-Kushn-Tucker (KKT) point of the original AIO problem and have the important property of
scalability with the number of subsystems. By utilizing decomposable negative curvature directions, one can further
strengthen the convergence results to provide guarantees to second-order KKT points [89].
This section pursues a different track: to solve the subproblems separately in coordination, instead of following an
AIO framework. By using penalization-relaxation techniques, each consistency constraint given by ci = 0 is replaced
by an inequality constraint, bounded by an inconsistency variable εi to maintain the regularity condition of the derived
constraints[177]. The resulting formulation, referred to as the relaxed AIO formulation, is shown as follows:
MDO−CCRelAIO : miny,y1,··· ,yn,x1,··· ,xn,ε1,··· ,εn
n
∑
i=1
[ fi(xi,yi)+ εi] (3.3)
s. t. φi(y,yi)≤ εi, ∀i = 1, · · · ,n,
gi(xi,yi)≤ 0, ∀i = 1, · · · ,n,
hi(xi,yi) = 0, ∀i = 1, · · · ,n,
0≤Gi(xi,y)⊥ Fi(xi,y)≥ 0, ∀i = 1, · · · ,n,
Here, φi(y,yi) is given as the augmented Lagrangian penalty function as shown in equation (3.4).
φi(y,yLi ) = vTi (y−yLi )+‖wi ◦ (y−yLi )‖22 (3.4)
where the symbol ◦ represents the Hadamard product, i.e., the term-by-term product operation between two vectors:
a ◦ b = [a1, · · · ,an]T ◦ [b1, · · · ,bn]T = [a1b1, · · · ,anbn]T . Additionally, wi is a vector of weighting factors; and vi
is a vector of estimates for the Lagrangian multipliers corresponding to the consistency constraints in the modified
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AIO problem. Following the theory of numerical optimization, the augmented Lagrangian technique will result in a
quicker convergence and a less ill-conditioned problem than regular quadratic penalty function: φi(y,yi)=wi◦‖ci‖22 =
wi ◦‖y−yi‖22.
We note that the relaxed AIO formulation in Equation (3.3) is separable. Therefore, it can be reformulated into
a two-level hierarchy, where yi’s and xi’s are determined at the subsystem (lower) level, and y is determined at the
system (upper) level. In addition, the subsystem level problem is further decomposed into n subproblems, each
representing a subsystem. The superscripts U and L are employed to indicate the associated level of the linking
variables. The formulations of system level problem and the ith subsystem are shown in Equation (3.5) and Equation
(3.6) respectively. The decomposed structure is illustrated in Figure 3.1.
MDO−CCALD−Sys : min
yU ,ε
ε (3.5)
s. t.
n
∑
i=1
φi(yU ,yLi )≤ ε,
MDO−CCALD−Subsys,i : min
yLi ,xi,εi
fi(xi,yLi )+ εi (3.6)
s. t. φi(yU ,yLi )≤ εi,
gi(xi,yLi )≤ 0,
hi(xi,yLi ) = 0,
0≤Gi(xi,yLi )⊥ Fi(xi,yLi )≥ 0,
MDO-CCALD-Sys
Uy Uy UyL1y
L
2y
L
ny
……MDO-CCALD-Subsys 1 MDO-CCALD-Subsys 2 MDO-CCALD-Subsys n
Figure 3.1: Augmented Lagrangian Decomposition Scheme for MDO-CC.
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Correspondence of Stationarity Conditions
While decomposition approaches similar to the one in Equations (3.5) and (3.6) have been shown to successfully
solve regular MDO problems[178, 72], its effectiveness in the MDO-CC context needs to be validated due to the
presence of complementarity constraints. The remainder of this subsection is devoted to establishing the correspon-
dence between stationarity conditions of MDO−CCAIO (Equation (3.1)) and the combined stationarity conditions of
MDO−CCALD−Sys (Equation (3.5)) and MDO−CCALD−Subsys,i (Equation (3.6)).
Before proceeding, The definition of strong-stationarity of an MPCC is provided:
Definition 3.1. For a generalized MPCC problem
MPCC : min
x
f (x) (3.7)
s. t. g(x)≤ 0,
h(x) = 0,
F(x)− s = 0,
G(x)− t = 0,
0≤ s⊥ t≥ 0,
a point z≡ (x,s, t) is strongly-stationary if and only if there exist multipliers (µ,λ,σ1,σ2,ν1,ν2) satisfying

∇ f
0
0
+

∇g 0 0
∇h 0 0
∇F −I 0
∇G −I 0

T 
µ
λ
σ1
σ2

−

0
ν1
ν2
 = 0 (3.8)
0≤ µ ⊥−g(x) ≥ 0,
h(x) = 0,
F(x)− s = 0,
G(x)− t = 0,
0≤ s⊥ t ≥ 0,
[ν1] j[si] j = 0,∀ j,
[ν2] j[ti] j = 0,∀ j,
if [s] j = [t] j = 0, then [ν1] j ≥ 0 and [ν2] j ≥ 0,∀ j,
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Let A1,A2 ⊆ {1, . . . ,n} be the sets of indices corresponding to the vanishing elements in s and t, respectively.
Then these sets can be employed to construct a relaxed nonlinear program (RNLP):
RNLP : min
x
f (x) (3.9)
s. t. g(x)≤ 0,
h(x) = 0,
G(x)− s = 0,
F(x)− t = 0,
[s] j = 0, ∀ j ∈ A⊥2 ,
[t] j = 0, ∀ j ∈ A⊥1 ,
[s] j ≥ 0, ∀ j ∈ A1,
[t] j ≥ 0, ∀ j ∈ A2,
The notion of strong-stationarity is intimately related to the RNLP in that a point is a strongly-stationary solution
of an MPCC if and only if it is a stationary point of the MPCC’s RNLP (see Definition 3.2 of Fletcher et al. [80]).
Furthermore, a point satisfies the second-order strong-stationarity conditions of an MPCC if and only if it satisfies the
second-order sufficient conditions (SOSC) of the MPCC’s RNLP.
In addition to the stationarity conditions, we also provide the definition of the following constraint qualification:
Definition 3.2. The MPCC in Equation (3.7) satisfies MPCC linear independence constraint qualification (MPCC-
LICQ) if the RNLP in Equation (3.9) satisfies linear independence constraint qualification (LICQ).
The reader is referred to Nocedal and Wright[11] for a detailed definition of the LICQ conditions for nonlinear
programs.
The correspondence of first order stationarity conditions is presented in the following theorem:
Theorem 3.1. Let (x1, · · · ,xn,yL1 , · · · ,yLn ,ε1, · · · ,εn,yU ,ε) be an accumulation of strongly-stationary points of MDO−
CCALD−Subsys,i and a stationary point of MDO−CCALD−Sys. If it satisfies yU = yL1 = · · ·= yLm, then (x1, · · · ,xm,yU ) is
a strongly-stationary point of MDO−CCAIO.
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Proof. Note that problem MDO−CCALD−Subsys,i can be restated as follows:
MDO−CC′ALD−Subsys,i : min
yLi ,xi,si,ti,εi
fi(xi,yLi )+ εi (3.10)
s. t. φi(yU ,yLi )≤ εi, (ζi)
gi(xi,yLi )≤ 0, (µi)
hi(xi,yLi ) = 0, (λi)
Gi(xi,yLi )− si = 0, (σi1)
Fi(xi,yLi )− ti = 0, (σi2)
0≤ si ⊥ ti ≥ 0,
where the vector of Lagrange multipliers corresponding to each constraints is specified in the parentheses after the
constraints.
Following Definition 3.1, the strong stationarity conditions of MDO−CC′ALD−Subsys,i in Equation (3.10) is given
as:

∇yLi fi
∇xi fi
0
0
1

+
∇yLi gi ∇xigi 0 0 0
∇yLi φ
T
i 0 0 0 −1

Tµi
ζi
+

∇yLi hi ∇xihi 0 0 0
∇yLi Gi ∇xiGi −I 0 0
∇yLi Fi ∇xiFi 0 −I 0

T
λi
σi1
σi2
−

0
0
νi1
νi2
0

= 0, (3.11)
0≤ ζi ⊥ εi−φi(yU ,yLi ) ≥ 0, (3.12)
0≤ µi ⊥−gi(xi,yLi ) ≥ 0,
hi(xi,yLi ) = 0,
Gi(xi,yLi )− si = 0,
Fi(xi,yLi )− ti = 0,
0≤ si ⊥ ti ≥ 0,
[νi1] j[si] j = 0,∀ j,
[νi2] j[ti] j = 0,∀ j,
if [si] j = [ti] j = 0, then [νi1] j ≥ 0 and [νi2] j ≥ 0,∀ j,
where the symbol ∇ denotes gradient for scalar functions and the Jacobian for vector functions. We note that for the
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last row in Equation (3.11) to be satisfied, the scalar Lagrange multiplier corresponding to the consistency penalty
constraint, ζi, must be equal to 1. Therefore, the consistency penalty constraint is active at strongly-stationary points
of MDO−CC′ALD−Subsys,i.
In order to consider the set of strong-stationary conditions of all the subsystems, we sum up the equations corre-
sponding to yLi from Equation (3.11) for each subsystem and derive the following system:
n
∑
i=1
∇yLi fi+
n
∑
i=1
∇yLi φi+
n
∑
i=1
(
∇yLi gi
)T
µi+
n
∑
i=1

∇yLi hi
∇yLi Gi
∇yLi Fi

T 
λi
σi1
σi2
 = 0, (3.13)
The stationarity conditions of MDO−CCALD−Sys in Equation (3.5) are given as:
 0
1
+( ∑ni=1∇yUφTi −1 )T τ = 0 (3.14)
0≤ τ⊥ ε−
n
∑
i=1
φi(yU ,yLi ) ≥ 0, (3.15)
Again, the scalar Lagrange multiplier τ has to be 1, so that the last row in Equation (3.14) is satisfied.
Note that under the consistency assumption yU = yL1 = · · · = yLm, ∇TyUφi = −∇TyLi φi holds for both the augmented
Lagrangian penalty function and the quadratic penalty function. Substituting this result into Equation (3.14), we have:
n
∑
i=1
∇yLi φi = 0 (3.16)
Therefore, the second term in Equation (3.13) cancels.
Given yU = yLi , it is straightforward that:
fi(xi,yLi ) = fi(xi,y
U ), ∇yLi fi(xi,y
L
i ) = ∇yU fi(xi,y
U ) (3.17)
Similar results follow for gi, hi, Gi and Fi.
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Summarizing Equations (3.11), (3.13) and (3.17), we have:

∑ni=1∇yU gi ∇x1g1 · · · ∇xngn 0 0
∑ni=1∇yU hi ∇x1h1 · · · ∇xnhn 0 0
∑ni=1∇yU Gi ∇x1G1 · · · ∇xnGn −I 0
∑ni=1∇yU Fi ∇x1F1 · · · ∇xnFn 0 −I

T
µi
λ
σ1
σ2

+

∑ni=1∇yU fi
∇x1 f1
...
∇xn fn
0
0

−

0
0
...
0
ν1
ν2

= 0, (3.18)
0≤ µi ⊥−gi(xi,yU ) ≥ 0,∀i,
hi(xi,yU ) = 0,∀i,
Gi(xi,yU )− si = 0,∀i,
Fi(xi,yU )− ti = 0,∀i,
0≤ si ⊥ ti ≥ 0,∀i,
[νi1] j[si] j = 0,∀i, j,
[νi2] j[ti] j = 0,∀i, j,
if [si] j = [ti] j = 0, then [νi1] j ≥ 0 and [νi2] j ≥ 0,∀i, j,
where λ = [λT1 , · · · ,λTn ]T , σ1 = [σT11, · · · ,σTn1]T , σ2 = [σT12, · · · ,σTn2]T , ν1 = [νT11, · · · ,νTn1]T , ν2 = [νT12, · · · ,νTn2]T .
Note that Equation (3.18) is exactly the strong-stationarity conditions of the following problem:
MDO−CC′AIO : min
yU ,x1,··· ,xn
n
∑
i=1
fi(xi,yU ) (3.19)
s. t. gi(xi,yU )≤ 0, ∀i = 1, · · · ,n,
hi(xi,yU ) = 0, ∀i = 1, · · · ,n,
Gi(xi,yU )− si = 0, ∀i = 1, · · · ,n
Fi(xi,yU )− ti = 0, ∀i = 1, · · · ,n
0≤ si ⊥ ti ≥ 0, ∀i = 1, · · · ,n
This is just a restatement of MDOAIO, Equation (3.1), giving us the required equivalence result.
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3.2.2 Solution Algorithm
In this section, a solution scheme for the MDO-CC problem is presented based on its ALD formulation. We note that
the decomposed formulation presented in Section 3.2.1 is parameterized by weighting factors. Solving the formulation
under fixed weights does not usually lead to feasible solutions of the original AIO MDO-CC problem. Therefore, a
weight updating scheme is necessary so that the successive solutions of the parameterized decomposed formulation
converge to an optimal solution of the original AIO MDO-CC problem.
The augmented Lagrangian method of multipliers[33, 179] as shown in Figure 3.2 is followed: in each iteration,
the system level problem, MDO−CCALD−Sys in Equation (3.5), is first solved under fixed penalty parameters; then the
subsystems, MDO−CCALD−Subsys,i in Equation (3.6), are solved either sequentially or parallel under the same penalty
parameter settings; after that, the penalty parameters are updated based on the violation of the consistency constraints.
Under the augmented Lagrangian formulation, the inconsistency can be reduced by taking vi close to λ∗i for all i,
where λ∗i is the vector of optimal Lagrange multipliers corresponding the consistency constraints ci = 0 at the solution
to MDO−CCModAIO. In order to drive vi to λ∗i , a linear updating scheme for selecting vectors vi is given by:
v(k+1)i = v
(k)
i +2w
(k)
i ◦w(k)i ◦ c(k)i , i = 1, · · · ,n (3.20)
where the superscript (k) indicates the iteration number. Additionally, the weight vector is updated following a linear
growth formula:
w(k+1)i = β ·w(k)i , i = 1, · · · ,n (3.21)
where β is a growth factor.
The iteration is terminated when the following condition is satisfied:
∑ni=1 ‖y−yi‖22
1+‖y‖2 < εtol (3.22)
where εtol is a tolerance parameter. The solution algorithm is illustrated in Figure 3.2.
3.3 The Regularized Inexact Penalty Decomposition Approach for
MDO-CC
This section presents a regularized inexact penalty decomposition (RIPD) approach for the MDO-CC problem. The
derivation of the RIPD formulation is first elaborated; then the connection between the proposed formulations is
established and a solution algorithm is presented.
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Figure 3.2: Augmented Lagrangian Decomposition Algorithm for MDO-CC.
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3.3.1 Formulation
In this subsection, the related formulations of the RIPD approach are presented. The flow of formulation manipulation
shown in Figure 3.3 is followed to derive the RIPD fromulation: The complementarity constraints (CC) in the AIO
MDO-CC formulation are first regularized, resulting in a regularized AIO formulation; the regularized AIO formu-
lation is relaxed through introducing local copies of the linking variables and penalizing the inconsistency among
these copies, deriving a regularized, relaxed AIO formulation; finally, this formulation is decomposed into a bi-level
RIPD formulation. In addition to the formulation manipulation, the connection among the stationary solutions of these
formulations is also presented.
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AIO Formulation
For the ease of reading, the quasi-separable MDO-CC in Equation (3.1) of Section 3.2.1 is restated as follows:
MDO-CCAIO : miny,x1,··· ,xn
n
∑
i=1
fi(xi,y)
s. t. gi(xi,y)≤ 0, ∀i = 1, · · · ,n,
hi(xi,y) = 0, ∀i = 1, · · · ,n,
0≤Gi(xi,y)⊥ Fi(xi,y)≥ 0, ∀i = 1, · · · ,n,
Through this subsection, it is further assumed that the objective and constraint functions are three times continuously-
differentiable. This assumption is required to derive the proposed RIPD algorithm (refer to Theorem 3.2).
In order to avoid the numerical difficulties associated with the complementarity constraints, this subsection follows
the regularization methods[81] which replace a complementarity constraint with nonnegative constraints on both its
components and an inequality constraint on the product of the two. Additionally, the constraint on component product
is further regularized by a positive scalar so that the regularized problem satisfies LICQ[11]. The regularization
scheme is illustrated in Figure 3.4: Figure 3.4 (a) shows the feasible space of the original complementarity constraint,
which coincides with the two nonnegative axes; such a feasible space fails to satisfy the MFCQ in that it lacks a strict
interior[78]. Figure 3.4 (b) shows the feasible space of the regularized constraints, which resides between the two
nonnegative axes and the solid curve; its strict feasible region is nonempty for any positive scalar tk. The regularized
AIO formulation is stated as follows:
MDO−CCRegAIO(tk) : miny,x1,··· ,xn
n
∑
i=1
fi(xi,y) (3.23)
s. t. gi(xi,y)≤ 0, ∀i = 1, · · · ,n,
hi(xi,y) = 0, ∀i = 1, · · · ,n,
Gi(xi,y)≥ 0, ∀i = 1, · · · ,n,
Fi(xi,y)≥ 0, ∀i = 1, · · · ,n,
Gi(xi,y)◦Fi(xi,y)≤ tke, ∀i = 1, · · · ,n,
where {tk} is a positive descent sequence that converges to zero, and e is a vector of unit elements. Note that as
{tk} approaches zero, the feasible space of MDORegAIO(tk) generally converges to that of the original AIO problem in
Equation (3.1).
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Figure 3.4: Figure 2.1 revisited: The Feasible Space of 0≤ [F]i ⊥ [F]i ≥ 0 and Its Regularization.
Bi-level Decomposed Formulation
As indicated in Section 3.2.1, solving the regularized AIO problem in Equation (3.23) with AIO approach may be
computationally difficult due to the problem size. Therefore, decomposition-based approach is pursued. In order
to decompose Equation (3.23), a duplicated copy of the linking variables, yi, is introduced in each subsystem i to
separate local constraints. Also, additional consistency constraints are introduced to ensure consistency among yi’s.
The resulting problem, referred to as regularized, modified AIO problem, is given as:
MDO−CCModAIO(tk) : miny,y1,··· ,yn,x1,··· ,xn
n
∑
i=1
fi(xi,yi) (3.24)
s. t. gi(xi,yi)≤ 0, ∀i = 1, · · · ,n,
hi(xi,yi) = 0, ∀i = 1, · · · ,n,
Gi(xi,yi)≥ 0, ∀i = 1, · · · ,n,
Fi(xi,yi)≥ 0, ∀i = 1, · · · ,n,
Gi(xi,yi)◦Fi(xi,yi)≤ tke, ∀i = 1, · · · ,n,
ci = y−yi = 0, ∀i = 1, · · · ,n,
On the basis of Equation (3.24), a second manipulation is applied so that the consistency constraints, ci = 0, are
relaxed, and the corresponding violations are penalized in the format of a quadratic penalty function. As a result
of these manipulations, the problem is converted in the following regularized, relaxed AIO formulation (or simply
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relaxed AIO for convenience):
MDORegRelAIO(tk,γm) : miny,y1,··· ,yn,x1,··· ,xn
n
∑
i=1
[ fi(xi,yi)+ γm‖y−yi‖22] (3.25)
s. t. gi(xi,yi)≤ 0, ∀i = 1, · · · ,n,
hi(xi,yi) = 0, ∀i = 1, · · · ,n,
Gi(xi,yi)≥ 0, ∀i = 1, · · · ,n,
Fi(xi,yi)≥ 0, ∀i = 1, · · · ,n,
Gi(xi,yi)◦Fi(xi,yi)≤ tke, ∀i = 1, · · · ,n,
where γm denotes the penalty parameter satisfying {γm}→ ∞.
We note that Equation (3.25) consists of n subsystems coupled through the linking variables y only. Therefore, it
can be decomposed into a bi-level program through holding y constant at each subsystem. The resulting subsystems
are presented in Equation (3.27). In addition, the optimal subsystem objective values under given y setting are used to
define a master problem as shown in Equation (3.26).
MDO−CCRIPD−Master(tk,γm) : miny F
∗(y) =
n
∑
i=1
F∗i (y) (3.26)
where F∗i (y) is the optimal subsystem objective value given y.
MDO−CCRIPD−Sub,i(tk,γm) : F∗i (y) = minyi,xi fi(xi,yi)+ γm‖y−yi‖
2
2 (3.27)
s. t. gi(xi,yi)≤ 0,
hi(xi,yi) = 0,
Gi(xi,yi)≥ 0,
Fi(xi,yi)≥ 0,
Gi(xi,yi)◦Fi(xi,yi)≤ tke,
The above formulation stated in Equation (3.26) and (3.27) is referred to as the regularized inexact penalty decom-
position (RIPD) formulation, to be differentiated from the inexact penalty decomposition (IPD) formulation[31].
Connection among the Proposed Formulations
The remainder of this subsection is devoted to mapping the stationarity conditions of the RIPD formulation in Equa-
tions (3.26) and (3.27) to those of the AIO formulation in Equation (3.1). We employ the regularized, relaxed AIO
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problem in Equation (3.25) and the regularized AIO problem in Equation (3.23) as intermediate steps to facilitate
this mapping. The flow of stationary point mapping is indicated by the dotted and dashed arrows in Figure 3.3: an
accumulative stationary point of Equations (3.26) and (3.27) is first mapped to a stationary point of Equation (3.25)
through Theorem 3.2; then a limit of these stationary points is mapped to a stationary point of Equation (3.23) follow-
ing Theorem 3.3; finally a limit of solutions to Equation (3.23) is mapped to a strongly-stationary point of Equation
(3.1) through Theorem 3.4. While these theorems are already well established in their respective areas of research, the
contribution of this section is to show that they can be combined in the context of a new type of problem, namely the
MDO-CC, to effectively derive convergence results.
The stationarity conditions of the RIPD formulation in Equations (3.26) and (3.27) are mapped to those of the
regularized, relaxed AIO formulation in Equation (3.25) following Theorem 4.8 and 4.9 of DeMiguel and Murray[31].
We provide these theorems in the context of the MDO-CC:
Theorem 3.2. Assume that fi, gi, hi, Gi and Fi are three times continuously differentiable. For any tk, γm, let(
y(tk,γm)T , y1(tk,γm)T , · · · ,yn(tk,γm)T ,x1(tk,γm)T , · · · ,xn(tk,γm)T
)T be an aggregated local minimizer of Equations
(3.26) and (3.27), which satisfies linear independence constraint qualification (LICQ), strict complementarity slack-
ness (SCS) and second-order sufficient conditions (SOSC) for Equation (3.27). Then (y(tk,γm)T ,y1(tk,γm)T , · · · ,
yn(tk,γm)T ,x1(tk,γm)T , · · · ,xn(tk,γm)T )T is a first-order Karush-Kuhn-Tucker (KKT) point of Equation (3.25) satis-
fying LICQ.
If in addition SCS and SOSC hold at (y(tk,γm),y1(tk,γm)T , · · · ,yn(tk,γm)T ,x1(tk,γm)T , · · · ,xn(tk,γm)T )T for Equation
(3.25), then the objective of Equation (3.26), F∗(y), is locally twice continuously-differentiable with respect to y in a
neighborhood of y(tk,γm). Also, y(tk,γm) is a minimizer of F∗(y) satisfying SOSC.
The next theorem maps the limit of stationary solutions of the relaxed AIO formulation in Equation (3.25) to a
stationary solution of the regularized AIO formulation in Equation (3.23). It follows from well-established results of
penalty methods, for example, Theorem 17.1 in [11] and Theorem 17.2 in Fiacco and McCormick[180].
Theorem 3.3. For any tk, let
{(
y(tk,γ)T ,y1(tk,γ)T , · · · ,yn(tk,γ)T ,x1(tk,γ)T , · · · ,xn(tk,γ)T
)T}
m
be a sequence of KKT
points of Equation (3.25) corresponding to a sequence of penalty parameters {γ}m with γm → ∞. If LICQ holds for
each KKT point in the sequence, then any of its limit point
(
y(tk)T ,y1(tk)T , · · · ,yn(tk)T ,x1(tk)T , · · · ,xn(tk)T
)T at which
LICQ holds for the equality constraints y(tk) = yi(tk) and all the active local constraints is a KKT point of Equation
(3.23) satisfying LICQ.
The following theorem maps the limit of stationary solutions of the regularized AIO formulation in Equation (3.23)
to a strongly-stationary solution of the AIO formulation in Equation (3.1). It follows Theorem 3.1 of Scholtes[81].
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The original theorem derived so-called B-stationarity1 for Equation (3.1), but it also made clear that the B-stationarity
is equivalent to strong-stationarity under MPCC-LICQ.
Theorem 3.4. Let
{(
y(t)T ,x1(t)T , · · · ,xn(t)T
)T}
k
be a sequence of KKT points of Equation (3.23) corresponding to
a sequence of regularization parameters {t}k with tk→ 0. Assume that the sequence converges to
(
yT ,x1T , · · · ,xnT
)T
which satisfies MPCC-LICQ. Let
• I0i = { j|[Gi(xi(tk),y(tk))] j[Fi(xi(tk),y(tk))] j = tk
• f or in f initely many k}
• IGi = { j|[Gi(xi,y)] j = 0}
• IFi = { j|[Fi(xi,y)] j = 0}
Then
(
yT ,x1T , · · · ,xnT
)T is a strongly-stationary point of Equation (3.1) if and only if for each subsystem i, the limits
of the Lagrange multipliers corresponding to [Gi] j and [Fi] j, [νi,1] j and [νi,2] j are zero for j such that j ∈ IGi
⋂
IFi
⋂
I0i .
As a summary of the results presented in this subsection, the following proposition, which establishes the connec-
tion between stationarity conditions of the RIPD problems in Equations (3.26) and (3.27) to those of the AIO problem
in Equation (3.1), is presented:
Proposition 3.5. Assume that fi, gi, hi, Gi and Fi are three times continuously differentiable. For any tk, let
• i) {(y(tk,γ)T ,y1(tk,γ)T , · · · ,yn(tk,γ)T ,x1(tk,γ)T , · · · ,xn(tk,γ)T )}m be a sequence of local minimizers of Equa-
tions (3.26) and (3.27) corresponding to a sequence of penalty parameters {γ}m with γm→ ∞ such that LICQ,
SCS and SOSC are satisfied for Equation (3.27) at any point of the sequence;
• ii) (y(tk)T ,y1(tk)T , · · · ,yn(tk)T ,x1(tk)T , · · · ,xn(tk)T ) be a limit point of {(y(tk,γ)T ,y1(tk,γ)T , · · · ,yn(tk,γ)T ,
x1(tk,γ)T , · · · ,xn(tk,γ)T
)T}
m
at which LICQ holds for the equality constraints y(tk,γ) = yi(tk,γ) and all the
active local constraints.
If the sequence of
(
y(t)T ,x1(t)T , · · · ,xn(t)T
)T corresponding to a sequence of regularization parameters {t}k with
tk → 0 converges to
(
yT ,xT1 , · · · ,xTn
)T which satisfies the assumptions of Theorem 3.3, then (yT ,xT1 , · · · ,xTn )T is a
strongly-stationary point of Equation (3.1).
Proof. For any tk, Theorem 3.2 indicates that any point in
{(
y(tk,γ)T ,y1(tk,γ)T , · · · ,yn(tk,γ)T ,x1(tk,γ)T , · · · ,
xn(tk,γ)T
)}
m is a KKT point of Equation (3.25) satisfying LICQ under penalty parameter γm. Therefore, Theorem
1A feasible point x of an MPCC is Bouligard stationary (B-stationary) if it is a local minimizer of the linearized MPCC which is obtained by
linearizing all data functions at point x[78].
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3.3 guarantees that
(
y(tk)T ,y1(tk)T , · · · ,yn(tk)T ,x1(tk)T , · · · ,xn(tk)T
)T is a KKT point of Equation (3.23) under reg-
ularization parameter tk. Following this result, (yT ,xT1 , · · · ,xTn )T is a strongly-stationary point of Equation (3.1) due
to Theorem 3.4.
3.3.2 Solution Algorithm
In this subsection, a solution algorithm for the MDO-CC is presented following the regularization approach and the
IPD method.
The framework of the presented bi-level decomposition-based algorithm is given as a nested loop shown in Figure
3.5: in the outer loop, the regularization approach is followed so that the regularization parameter tk is gradually
reduced; in the inner loop, the IPD algorithm is applied to solve the regularized problem under each tk setting specified
by the outer loop. Specifically, the IPD algorithm increases the penalty parameter γm for the deviation terms at the
beginning of each inner loop iteration, and solves the master problem in Equation (3.26) under the specified γm value.
The inner loop is terminated when the decomposed problem is consistent:
∑ni=1 ‖y−yi‖22
1+‖y‖2 < εinner, (3.28)
and the outer loop is terminated when the regularization parameter tk is less than certain threshold εouter. This proce-
dure directly follows Proposition 3.5. Therefore, it converges to the solution if the assumptions of Proposition 3.5 are
satisfied.
Stop
Regularization Parameter Update: tkk tt β=+1
Reset Parameter Updating: initγγ =0
Initialization: inittt =0
Penalty Parameter Update: mm γβγ γ ⋅=+1
Master Problem Solution
inner
n
i i
ε<+−∑ = )1( 21 22 yyy
outerkt ε<
Figure 3.5: Nested Loop Framework of the RIPD Algorithm.
While supported theoretically by Proposition 3.5, the nested loop framework may incur intensive computation due
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to costly inner loop iterations. In order to address this, an alternative strategy could be to employ looser inner loop
termination criteria. Several approaches has been proposed to reduce the number of inner loop iterations in the context
of MDO: Tosserams et al.[72] propose to follow alternate direction method of multipliers to reduce the number of
inner loop iterations in analytical target cascading (ATC) approach. Additionally, Li et al.[74] present a truncated
diagonal quadratic approximation algorithm for ATC, which is closely related to Tosserams’ method. Note that the
nested loop computation framework in these papers refers to the decomposition-based algorithm for MDO problems,
which is actually the inner loop of our presented nested loop framework. As an extreme case of reducing the inner loop
iterations, this section presents a single loop procedure in which the inner loop is terminated after just a single RIPD
problem solution. In other words, the regularization parameter and the penalty parameter are updated together. The
algorithm is terminated when the decomposed problem is consistent (Equation (3.28)) and the regularization parameter
tk is less than certain threshold εouter. The analytical convergence property of the presented single loop procedure is
not yet established. However numerical computation shows promising results with convergence to AIO solutions. The
procedure of the single loop framework is presented in Figure 3.6; and the numerical results are presented in the next
section.
and
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Initialization:             ,                inittt =0
Penalty Parameter Update:                             mm γβγ γ ⋅=+ 1
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ε<+−∑ = )1( 21 22 yyy
outerkt ε<
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Figure 3.6: Single Loop Framework of the RIPD Algorithm.
Following the RIPD formulation presented in Section 3.3.1, the master problem is given as an unconstrained
optimization problem. In general, the master objective of a nested bi-level program is nonsmooth, while in the RIPD
formulation, Theorem 3.2 shows that the master objective function, F∗(y), is locally twice continuously differentiable
with respect to y. Therefore, the master problem can be solved by algorithms utilizing derivatives. In practice, we
solve the master problem following a modified BFGS method with backtracking line search[65], which builds an
approximation of F∗(y)’s second derivative using its first gradient. A pseudo code for the algorithm is provided for
the reader in Figure 3.7.
53
BEGIN
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Figure 3.7: Pseudo Code of the BFGS Procedure.
Note that the gradient of F∗(y) is calculated with[31]:
∇F∗(y) = 2γm
n
∑
i=1
(y−yi) (3.29)
Although the gradient in Equation (3.29) looks as if it is derived through directly differentiating F∗(y) with respect
to y, it actually considers the implicit functions such as yi(y), xi(y), etc. The reader is referred to DeMiguel and
Murray[31] for its detailed derivation.
The Convergence Procedure and Local Convergence Analysis
The convergence procedure of the nested loop framework is illustrated in Figure 3.8. For demonstration purpose, we
consider a simple example with two linking variables, y = [y1,y2]T , and present the convergence procedure of the
linking variables only.
In Figure 3.8, the shaded dots, denoted as {y(t0),y(t1), · · · , y(tk), · · ·}, represent a sequence of stationary solutions
to Equation (3.23), corresponding to {t}k. For each adjacent pair of points in this sequence, y(tk) and y(tk+1), the inner
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loop takes a sequence of stationary solutions to Equation (3.25), corresponding to {γ}m, to move from y(tk) to y(tk+1).
This sequence, denoted as {y(tk+1,γ0),y(tk+1,γ1), · · · ,y(tk+1,γm), · · ·}, is illustrated by the grey dots in Figure 3.8 (a).
Further, for each adjacent pair of points in the sequence of stationary solutions to Equation (3.25), y(tk+1,γm)
and y(tk+1,γm+1), the BFGS algorithm takes a sequence of steps to converge from y(tk+1,γm) to y(tk+1,γm+1). This
sequence, denoted as {y(0)(tk+1,γm+1),y(1)(tk+1,γm+1), · · · ,y(s)(tk+1,γm+1), · · ·}, is illustrated by the solid dots in
Figure 3.8 (b).
As discussed in Section 3.3.2, we employ the BFGS method and the sequential quadratic programming (SQP) as
the master and subproblem optimizer respectively. Following this setting, standard local convergence property can be
expected. For any tk, we note that given certain assumptions, the implicit function theorem and Theorem 6 of Fiacco
and McCormick[180] indicate that there exists a locally unique twice continuously differentiable trajectory of station-
ary solutions to Equation (3.25), y(tk,γ), corresponding to the penalty parameter sequence γm, which converges to
y(tk). The following theorem shows that for each parameter setting (regularization and penalty parameters combined),
the BFGS master problem solver converges locally at a superlinear rate to a stationary solution to Equation (3.25).
Also presented is a restatement of the superlinear local convergence of the SQP solver for each subproblem .
Theorem 3.6. Assume that the assumptions of Proposition 3.5 hold. If for any tk,
(
y(tk)T ,x1(tk)T , · · · ,xn(tk)T
)T
satisfies LICQ, SCS and SOSC, then there exists γ(tk)> 0 satisfying for each γ> γ(tk):
1. there exists εMaster(tk) > 0 such that the BFGS iterates,
{
y(0)(tk,γ),y(1)(tk,γ), · · · ,y(s)(tk,γ), · · ·
}
, converge lo-
cally and superlinearly to y(tk,γ), if ‖y(0)(tk,γ)−y(tk,γ)‖ ≤ εMaster(tk);
2. assume that
(
xi(y(s)(tk,γ))T ,yi(y(s)(tk,γ)T
)T
is a KKT solution satisfying the LICQ and SOSC correspond-
ing to y(s)(tk,γ), there exists εSub(tk) > 0 such that the SQP iterates converge locally and superlinearly to(
xi(y(s)(tk,γ))T , yi(y(s)(tk,γ)T
)T
, if the SQP starts sufficiently close to
(
xi(y(s)(tk,γ))T ,yi(y(s)(tk,γ)T
)T
, and
‖y(s)(tk,γ)−y(tk,γ)‖ ≤ ε2(tk,).
3.4 Numerical Results
In this section, a numerical study is presented to illustrate the proposed algorithms. Two classes of problems are
tested: a variant of the Golinski’s problem, and SQPECgen, a problem set of quasi-separable quadratic programs with
complementarity constraints (QPCC).
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Figure 3.8: An Illustration of the Convergence Procedure.
3.4.1 A Variant of Golinski’s problem
Golinski’s speed reducer design problem[181] is originally presented as a regular MDO problem. Its AIO formulation
is given as follows:
GolAIO : min
x1,··· ,x7
f (x1, · · · ,x7) = 0.7854x1x22(3.3333x23+14.9334x3−43.0934)
−1.5079x1(x26+ x27)+7.477(x36+ x37)+0.7854(x4x26+ x5x27) (3.30)
s. t. g1 =
1
110x36
√
(
745x4
x2x3
)2+1.69 ·107−1≤ 0,
g2 =
1
87x37
√
(
745x5
x2x3
)2+1.575 ·108−1≤ 0,
g3 =
1.5x6+1.9
x4
−1≤ 0, g4 = 1.1x7+1.9x5 −1≤ 0, g5 =
27
x1x22x3
−1≤ 0
g6 =
397.5
x1x22x
2
3
−1≤ 0, g7 = 1.93x
3
4
x2x3x46
−1≤ 0, g8 = 1.93x
3
5
x2x3x47
−1≤ 0,
g9 =
x2x3
40
−1≤ 0, g10 = 5x2x1 −1≤ 0, g11 =
x1
12x2
−1≤ 0,
2.6≤ x1 ≤ 3.6, 0.7≤ x2 ≤ 0.8, 17≤ x3 ≤ 28, 7.3≤ x4 ≤ 8.3,
7.3≤ x5 ≤ 8.3, 2.9≤ x6 ≤ 3.9, 5.0≤ x7 ≤ 5.5,
Note that the variables are given in scalar form instead of vector.
The objective of this problem is to minimize the volume of a speed reducer subjected to stress, deflection and
geometric constraints. The design variables are the dimensions of the gears themselves (x1, x2, x3), and both the shafts
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(x4, x6, and x5, x7). Note that x3 is originally presented as an integer variable. However, it is relaxed as a continuous
variable here for demonstration purpose. A schematic of the speed reducer is presented in Figure 3.9 with its design
variables labeled.
: tooth model
: number of teeth
Shaft  2
Shaft 1
Bearing 2
Bearing 1
Gear 1
Gear 2
Figure 3.9: A Schematic of the Golinski’s Speed Reducer.
While the Golinski’s problem was not originally presented with complementarity constraints, one of its variant is
employed here for demonstration purpose. We note that g1 and g2 in Equation (3.30) specifies the maximum torsional
stresses in both shafts. In this study, two additional constraints g12 and g13 are included to represent the maximum
acceptable strain energies in the shafts. The two constraints are given as follows:
g12 =
x4
7.93128×105x46
((745
x4
x2x3
)2+1.69×107)−1≤ 0, (3.31)
g13 =
x5
1.91724×106x47
((745
x5
x2x3
)2+1.69×107)−1≤ 0 (3.32)
The maximum stress constraints and the maximum strain energy constraints are set to be complementary to each
other for each shaft (as shown in Equation (3.33)), thereby introducing complementarity.
0≤−g1 ⊥ −g12 ≥ 0 (3.33)
0≤−g2 ⊥ −g13 ≥ 0
Augmented Lagrangian Decomposition Formulation
Following the ALD approach presented in Section 3.2.1, we introduce local copies of the linking variables (x1, x2, x3),
which are labeled with superscripts (1), (2) and (3) in the three subproblems respectively. The original AIO problem
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can be decomposed into the ALD formulation consisting the following system level subproblem (in Equation (3.34))
and subsystem level subproblems (in Equations (3.35-3.37)):
GolALD−Sys : min
xU1 ,x
U
2 ,x
U
3 ,ε
ε (3.34)
s. t.
3
∑
i=1
3
∑
j=1
φ(xUj ,x
(i)
j )≤ ε,
GolALD−SS1 : min
x(1)1 ,x
(1)
2 ,x
(1)
3 ,x4,x6
−1.5079x(1)1 x26+7.477x36+0.7854x4x26+ ε1 (3.35)
s. t. [g3,g7]T ≤ 0,
0≤−g1 ⊥−g12 ≥ 0,
φ(xU1 ,x
(1)
1 )+φ(x
U
2 ,x
(1)
2 )+φ(x
U
3 ,x
(1)
3 )≤ ε1,
GolALD−SS2 : min
x(2)1 ,x
(2)
2 ,x
(2)
3 ,x5,x7
−1.5079x(2)1 x27+7.477x37+0.7854x5x27+ ε2 (3.36)
s. t. [g4,g8]T ≤ 0,
0≤−g2 ⊥−g13 ≥ 0,
φ(xU1 ,x
(2)
1 )+φ(x
U
2 ,x
(2)
2 )+φ(x
U
3 ,x
(2)
3 )≤ ε2,
GolALD−SS3 : min
x(3)1 ,x
(3)
2 ,x
(3)
3
0.7854x(3)1 (x
(3)
2 )
2(3.3333(x(3)3 )
2+14.9334x(3)3 −43.0934)+ ε3 (3.37)
s. t. [g5,g6,g9,g10,g11]T ≤ 0,
φ(xU1 ,x
(3)
1 )+φ(x
U
2 ,x
(3)
2 )+φ(x
U
3 ,x
(3)
3 )≤ ε3,
58
Regularized Inexact Penalty Decomposition Formulation
Following the RIPD approach presented in Section 3.3.1, the original AIO problem can be decomposed into the RIPD
formulation consisting the following master problem (in Equation (3.38)) and subproblems (in Equations (3.39-3.41)):
GolMaster: min
xU1, x
U
2, x
U
3
F∗(xU1 ,x
U
2 ,x
U
3 ) =
n
∑
i=1
F∗i (x
U
1 ,x
U
2 ,x
U
3 ) (3.38)
GolRIPD−SS1: F∗1 (x
U
1 ,x
U
2 ,x
U
3 ) = min
x(1)1 , x
(1)
2 , x
(1)
3 , x4,x6
−1.5079x(1)1 x26+7.477x36+0.7854x4x26+ γm
3
∑
i=1
(xUi − x(1)i )2 (3.39)
s.t. [g1,g3,g7,g12]T ≤ 0,
g1g12 ≤ tk,
GolRIPD−SS2: F∗2 (x
U
1 ,x
U
2 ,x
U
3 ) = min
x(2)1 , x
(2)
2 , x
(2)
3 , x5,x7
−1.5079x(2)1 x27+7.477x37+0.7854x5x27+ γm
3
∑
i=1
(xUi − x(2)i )2 (3.40)
s.t. [g2,g4,g8,g13]T ≤ 0,
g2g13 ≤ tk,
GolRIPD−SS3: F∗3 (x
U
1 ,x
U
2 ,x
U
3 ) = min
x(3)1 , x
(3)
2 , x
(3)
3
0.7854x(3)1 (x
(3)
2 )
2(3.3333(x(3)3 )
2+14.9334x(3)3 −43.0934)+γm
3
∑
i=1
(xUi−x(3)i )2(3.41)
s.t. [g5,g6,g9,g10,g11]T ≤ 0,
Numerical Results
The proposed ALD and RIPD algorithms are tested against the MDO-CC variant of Golinski’s problem. Both the
nested loop and the single loop framework of the RIPD algorithm are applied. The numerical results are presented
in Table 3.1 with a comparison among the ALD solution, the RIPD solutions and the numerical AIO solution. It can
be noted from Table 3.1 that both the ALD algorithm and the two implementations of the RIPD approach obtained
solutions identical to the numerical AIO solution to the MDO-CC variant of the Golinski’s problem. All of the four
solutions are generated with KNITROr5.0 solver in MATLABr7.2 environment. The corresponding parameter
settings for the RIPD algorithm are: t0 = 0.05, βt = 8, γ0 = 1, βγ = 2, εinner = 1× 10−6, εouter = 1× 10−6, εgrad =
5×10−4; and the parameter settings for the ALD algorithm are β = 2, εtol = 1×10−6. The active constraints at the
solution are g2, g4, g10 and g12.
Table 3.1: Numerical Results of the Decomposition-based Approaches for the MDO-CC: Golinski’s.
Approach Initial Solution Final Solution
AIO [3.6,0.8,28,8.3,8.3,3.9,5.5]T [3.500000,0.700000,17.000000,7.300000,7.670397,3.542421,5.245814]T
ALD [3.6,0.8,28,8.3,3.9,8.3,5.5]T [3.501197,0.700001,17.000006,7.300000,7.670439,3.542421,5.245815]T
Nested loop RIPD [3.6,0.8,28,8.3,8.3,3.9,5.5]T [3.500013,0.700004,17.000000,7.300000,7.670396,3.542421,5.245814]T
Single loop RIPD [3.6,0.8,28,8.3,8.3,3.9,5.5]T [3.500029,0.700005,17.000000,7.300000,7.670396,3.542421,5.245814]T
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3.4.2 SQPECgen: A Test Problem Set for Quasi-separable Quadratic Programs with
Complementarity Constraints
SQPECgen[89] is a quasi-separable QPCC test problem set based on a QPCC generator proposed by Jiang and
Ralph[182]. It features quasi-separable structure which differentiates linking variables from local variables. Specifi-
cally, the problems it generates possess a quadratic objective function with polyhedral first level (relevant to linking
variables only) constraints and complementarity second level (relevant to both linking and local variables) constraints,
as shown below:
SQPECgen : min
y,x1,··· ,xn
1
2

y
x1
...
xn

T
Pyy Pyx1 · · · Pyxn
PTyx1 Px1x1 · · ·
...
. . .
PTyxn Pxnxn


y
x1
...
xn

+

c
d1
...
dn

T
y
x1
...
xn

(3.42)
s. t. Gy≤ a,
0≤ xi ⊥ Niy+Mixi+qi ≥ 0, ∀i = 1, · · · ,n,
Augmented Lagrangian Decomposition Approach
Following the ALD approach, the decomposition formulation of the AIO SQPECgen problem (3.42) is given as
follows:
SQPECgenALD−Sys : min
yU ,ε
ε (3.43)
s. t.
n
∑
i=1
φi(yU ,yLi )≤ ε,
SQPECgenALD−SS,i : min
yLi ,xi
1
2
 yLi
xi

T  0 Pyxi
PTyxi Pxixi

 yLi
xi
+
 0
di

T  yLi
xi
+ εi (3.44)
s. t. εi ≥ φ(yU ,yLi ),
0≤ xi ⊥ NiyLi +Mixi+qi ≥ 0,
SQPECgenALD−SS,n+1 : miny
1
2
(yLn+1)
T PyyyLn+1+ c
T yLn+1+ ε1 (3.45)
s. t. ε1 ≥ φ(yU ,yLn+1),
Gyn+1 ≤ a
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In order to analyze its numerical behavior, the presented ALD algorithm is applied to a set of SQPECgen problems
with varying number of subsystems. For each scenario (i.e., number of subsystems) tested, each subsystem involves 5
local variables; and the subsystems are coupled through 5 linking variables. The average number of function evalua-
tions from five test problems is recorded under each testing scenario; the result is presented in Table 3.2.
Table 3.2: Numerical Behavior of the ALD Algorithm: SQPEgen.
Number of Number of Function Number of Function Optimization Deviation from Consistency
Subsystems Evaluations (serial) Evaluations (parallel) Error AIO Solution Deviation
5 4.07×105 1.07×105 1.01×10−4 1.71×10−3 8.36×10−7
10 13.68×105 1.91×105 1.14×10−4 8.37×10−4 5.64×10−7
15 31.04×105 3.05×105 2.13×10−3 5.18×10−3 3.92×10−7
20 28.75×105 1.92×105 2.67×10−3 6.51×10−3 9.81×10−7
25 81.46×105 5.17×105 6.84×10−3 4.24×10−3 5.39×10−7
30 105.13×105 5.90×105 3.78×10−3 2.98×10−4 8.47×10−7
In the numerical test, the presented ALD algorithm is terminated when Equation (3.22) is satisfied with an εtol
of 1× 106. For each problem tested, the ALD method obtains a solution that is identical a numerical AIO solution.
The average scaled deviations between the AIO solutions and the decomposition solutions2 are provided in Table 3.2.
Additionally the average KKT system residue in infinity norm of at termination is also supplied.
As shown in Table 3.2, to reach the final accuracy supplied, it takes approximately 25 times as many function
evaluations (noted as “serial”) to solve the 30-subsystem case as it takes for the 5-subsystem case. The increase in
computation cost results from both the increase in subsystem number and the increase in major iterations needed to
generate a consistent solution. This increase ratio will drop to 5.5 when the number of function evaluation in parallel
(noted as “parallel”) is considered. Note that the parallel function evaluation is measured by summing up the maximum
number of subsystem function evaluation out of each iteration. The serial and parallel number of function evaluations
with respect to the number of subsystems are plotted in Figure 3.10. The detailed coefficient matrixes and our results
are summarized in the Appendix. Due to space limitations, only those of the 5-subsystem case is shown.
Recommendation for parameter selection Finally, we provide some recommendations for the selection of β.
While 2< β< 3 is usually recommended for the augmented Lagrangian approach with nested loop implementation[72,
183], our numerical experience indicates that a more moderate value is required for the alternate direction implemen-
tation. Generally, 1 < β< 1.1 is recommended.
2To calculate the scaled deviation between the AIO solution xAIO and the decomposition solution xDec, we first normalize the two:
[xAIO] j =
[xAIO] j
1+|[xAIO] j | , [xDec] j =
[xDec] j
1+|[xAIO] j |
Then the scaled deviation is given as:
dsol =
‖xAIO−xDec‖2
1+‖xAIO‖2
Note: for some of the settings, the presented algorithm obtained alternative local solutions with better objective function values than the AIO
solution. These decomposition solutions are not included in the above calculation.
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Figure 3.10: Numerical Behavior of the ALD Algorithm: SQPECgen.
Regularized Inexact Penalty Decomposition Approach
Following the technique presented in Section 3.3, the decomposition formulations of the above QPCC are:
SQPECgenRIPD−Master : miny F
∗(y) =
n+1
∑
i=1
F∗i (y) (3.46)
SQPECgenRIPD−SSi : F
∗
i (y) = minyi,xi
1
2
yLi
xi

T 0 Pyxi
PTyxi Pxixi

yLi
xi
+
 0
di

TyLi
xi
+γm‖y−yi‖22 (3.47)
s. t. xi ≥ 0,
NiyLi +Mixi+qi ≥ 0,
xi ◦
(
NiyLi +Mixi+qi
)≤ tke
SQPECgenRIPD−SSn+1 : F
∗
n+1(y) = minyn+1
1
2
(yn+1)T Pyyyn+1+ cT yn+1+ γm‖y−yi‖22 (3.48)
s. t. Gyn+1 ≤ a
The nested loop framework In order to demonstrate the effectiveness of the proposed nested loop framework (as
shown in Figure 3.5), the algorithm is tested against QPCC problems from the SQPEgen problem set in Equation
(3.42). Particularly, the nested loop framework is followed to solve 5 test problems, each of which has 5 linking
variables and 5 subsystems. Additionally, each of the subsystem has 5 local variables.
Table 3.3 presents the numerical results obtained through the nested loop RIPD algorithms. Each number in the
table is the average number of function evaluations needed to converge from 5 random initial solutions. We note
that for all the problems tested, the nested loop framework converged to a solution identical to a numerical AIO
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solution from each initial solution. All of these solutions are generated with KNITROr 5.0 solver in MATLABr 7.2.
The corresponding parameter settings are: t0 = 0.05, βt = 4, γ0 = 1, βγ = 2, εinner = 1× 10−6, εouter = 5× 10−5,
εgrad = 5×10−3.
Table 3.3: Numerical Results of the Nested Loop RIPD Approach: SQPECgen with 5 Subsystems.
Case Index Number of Function Evaluations
1 1.72×106
2 2.33×106
3 1.12×106
4 3.60×106
5 4.26×106
The single loop framework Although the numerical results show that the nested loop framework converges to AIO
solutions, it usually incurs intensive computation due to excessive inner loop iterations as shown in Table 3.3. As
an alternative to the nested loop framework, the performance of the more practical single loop framework (as shown
in Figure 3.6) is demonstrated with a set of quasi-separable QPCC problems with varying number of subsystems.
For each of the test problems, the single loop RIPD converged to a solution identical to a numerical AIO solution
from 5 randomly generated initial solutions. The corresponding number of function evaluations (the average of 5 test
problems with each number of subsystems, 5 runs from random initial solution for each test problem) is plotted in
Figure 3.11. Additionally, the same metric corresponding to the ALD algorithm is also presented for a comparison
purpose. Both algorithms converge to a AIO solution for each quasi-separable QPCC in the test problem set.
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Figure 3.11: Numerical Behavior of the RIPD Approach Compared with the Augmented Lagrangian Decomposition.
In Figure 3.11, each data dot represents the average number of function evaluations for 5 test problems under the
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same subsystem settings. Here, each test problem has 5 linking variables, and each subsystem has 5 local variables.
As shown in Figure 3.11, the single loop RIPD approach takes approximately 14 times as many function evaluations
to solve the 40-subsystem case as it takes for the 5-subsystem case. The increase in computation cost results from
both the increase in subsystem number and the increase in major iterations needed to generate a consistent solution.
This ratio is approximately 75 for the case of ALD algorithm.
Both algorithms in this study are implemented with KNITROr 5.0 solver in MATLABr 7.2. The corresponding
parameter for the 5 and 10-subsystem cases are: t0 = 0.05, βt = 4, γ0 = 1, βγ = 2, εinner = 1×10−6, εouter = 1×10−5,
εgrad = 1× 10−3; for the 20 through 40-subsystem case: t0 = 0.05, βt = 3, γ0 = 1, βγ = 1.5, εinner = 1× 10−6,
εouter = 1× 10−5, εgrad = 1× 10−3. Additionally, the deviation tolerance of the ALD is set as 1× 10−6, the same
value as εinner in RIPD.
In addition to SQPECgen problems with varying number of subsystem, single loop framework is also tested with
a set of SQPECgen problems with fixed number of linking variables and varying number local variables. Specifically,
each problem tested has 2 linking variables and 10 subsystems with the number of local variables per subsystem
ranging from 30 to 50. The numerical results are presented such that the computational cost of the single loop RIPD
is compared with that of the regularized AIO approach to show the effect of decomposition.
Table 3.4 shows the numerical results obtained through both the RIPD and the regularized AIO approach. The
numbers presented are the average numbers of function evaluations and computation times of 5 runs, for each of
which the two algorithms obtained a same solution from a randomly generated initial solution. According to numerical
results, the computation time of the RIPD algorithm is approximately 4 times as much as that of the regularized AIO
approach for the 30-local variable case; while the former is approximately a third of the latter for the 50-local variable
case. This indicates that the computational effect of decomposition is more remarkable when the coupling among
the subsystems are looser. Additionally, we notice in Table 3.4 that the function evaluations of the regularized AIO
problem take more time than those of the RIPD subproblems due to the difference in dimensionality. Here, the RIPD
computation time is measured under serial implementation, i.e., the computation time is the summation of all the
subsystem computation time. If the RIPD is implemented in parallel, the computation time will be much shorter.
Both algorithms in this study are implemented with KNITROr 5.0 solver in MATLABr 7.2. The corresponding
parameter setting is: t0 = 0.05, βt = 3, γ0 = 1, βγ = 1.5, εinner = 1×10−6, εouter = 1×10−5, εgrad = 1×10−3. The
same t0, βt and εouter are applied to the regularized AIO approach.
Recommendation for parameter selection Finally, we provide some recommendations for the selection of βt and
βγ. According to our numerical experience, both the nested loop and the single loop framework converge with a
βt ∈ (1,10]. For the SQPECgen test problems, 2 ≤ βt ≤ 4 is recommended for a balance between the speed and
quality of the convergence.
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Table 3.4: Numerical Results of the Single Loop RIPD Approach: SQPECgen with Varying Number of Local Vari-
ables per Subsystem.
Number of Local Variables per Subsystem 30 40 50
Number of Function Evaluations: RIPD 6.28×105 7.05×105 8.44×105
Computation Time: RIPD (s) 3.02×103 4.36×103 5.14×103
Number of Function Evaluations: Regularized AIO 0.2×105 2.50×105 5.57×105
Computation Time: Regularized AIO (s) 0.83×103 9.25×103 17.77×103
Additionally, our numerical experience indicates that the nested loop framework converges with a βγ ∈ (1,4], while
2≤ βγ ≤ 3 is recommended to speedup convergence. On the other hand, the single loop framework appears to be more
sensitive to βγ setting. A βγ ∈ (1,2.5] worked for all the problems we tested; and 1 ≤ βγ ≤ 2 is recommended for a
reliable convergence.
3.5 Concluding Comments
The presence of complementarity constraints in decomposition-based design optimization models poses a numerical
challenge which existing coordination approaches for decomposition-based design optimization could usually not
handle. This chapter stated the research problem of multidisciplinary design optimization with complementarity
constraints (MDO-CC), a generalized decomposition-based, complementarity model for engineering system design
optimization that relates decomposition-based design optimization to mathematical program with complementarity
constraints. A first approach to solving the MDO-CC problem has been presented along the direction of augmented
Lagrangian decomposition (ALD). The correspondence of stationarity conditions between the AIO formulation and
the ALD formulation has been established. Another approach for MDO-CC has been presented based on regularization
and inexact penalty decomposition (RIPD) techniques. As an important contribution, it has been shown that existing
theories can be adapted to map a limit point of stationary solutions of the parameterized RIPD formulation to a
strongly-stationary solution of the AIO formulation. Following this result, a solution algorithm for the MDO-CC has
been proposed with potential implementations of a nested loop framework and a single loop framework. Additionally,
it has also been shown that superlinear convergence rate can be expected for the proposed RIPD algorithm following
local convergence results of the standard master and subproblem solvers. The proposed methods were applied to
two classes of numerical test problems and their results are encouraging. The algorithms provide numerical tools
to solve the more realistic decomposition-based, complementarity models for renewable energy generation system
design optimization, which will be investigated in the following chapters.
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Chapter 4
Hybrid Power/Energy Generation System
Design through Multistage Design
Optimization with Complementarity
Constraints
Renewable resources such as solar and wind have received increasing attention as a means of energy generation be-
cause of their environmental friendliness, omnipresence and free availability. As various social, economic and political
concerns grow over conventional fossil fuels, renewable energy has been identified as one of the most promising so-
lutions to the world’s energy problem in the future. The remainder of this dissertation investigates the optimal design
of renewable energy generation systems meeting different aspects of mankind’s energy demand. The computational
framework developed in the proceeding chapter will be utilized to address the problem.
4.1 Hybrid Power Generation System Design Optimization
One of the most promising applications of renewable energy generation is the installation of hybrid power generation
systems (HPGS) to meet basic electricity needs at remote areas with no power infrastructures. Due to the inherent
variability of renewable energy sources, reliability has been a critical issue in HPGS development, and hence re-
quires deliberate consideration during the design stage. If the reliability can be assessed with reasonable accuracy, an
optimally system configuration with minimal, while adequate, capacity can be employed, significantly reducing the
system cost.
The HPGS design community relies on a variety of methods to estimate a system’s reliability. Among these
methods, two main categories of approaches have been widely employed: deterministic simulation-based methods
and probabilistic methods. Deterministic simulation-based methods[114, 115, 116] evaluate a system’s reliability
through directly testing the system against historical meteorological series. Such approaches naturally accounts for
the time-variability of renewable resources as well as power demand, which is critical in HPGS reliability assessment
and design optimization; they are also straightforward to implement given that the data is available. On the other hand,
deterministic simulation-based approaches usually require large weather data sets, that may not be readily available.
To address this situation, synthetic data are occasionally applied. Probabilistic methods either follow a Monte Carlo
simulation to perform reliability analysis or use various analytical models to solve for a reliability metric. Currently,
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most of the available analytical reliability assessment models still have limited capacity in handling resource variation
in time, especially for the scenarios where the probabilistic state of the energy storage needs to be tracked. As a result,
deterministic simulation-based methods remain the major class of reliability analysis approaches applied in existing
HPGS design optimization literature.
This dissertation studies optimization approaches to address HPGS design under either type of reliability assess-
ment method: the current chapter presents a multistage optimization with complementarity constraints approach for
HPGS design based on deterministic reliability analysis; and the next chapter presents an HPGS design optimization
approach based on a probabilistic Markovian reliability assessment model.
The deterministic design optimization of HPGS’s involves discrete-time simulation of the system over a certain
time period. This setting presents two challenges for numerical optimization. First, the dynamics of such systems
is usually discrete by nature as it includes nonsmooth logical disjunctions, e.g., switching between different sets of
equations based on working conditions, and other nonsmooth functions such as min and max operation. Due to this
discrete nature, well established optimization techniques for smooth problems could not be applied to such systems.
Second, the consideration of system performance at each time step introduces additional variables (referred to as time-
dependent variables) into the optimization model, thus increasing the size of the problem. As the number of time step
increases, solving the hybrid power generation system design optimization problem with an all-in-one (AIO) approach
may become impractical, undesirable, or even impossible.
Traditionally, one way of capturing logical disjunctions is to introduce discrete (binary/integer) variables. How-
ever, such a mixed integer optimization model usually incurs intensive computation cost for large problem as the worst
case solution time grows exponentially with the number of discrete variables. Alternatively, nonsmooth solvers such
as genetic algorithm can be integrated with the discrete-time simulation. While this type of approach is robust in
general, it also suffers from the lack of guarantees for optimality. In this chapter, a different track of handling the
discreteness is presented through the aid of complementarity constraints.
Complementarity constraints are useful in the optimization of discrete-time systems, In that they can be used
to model certain types of logical disjunctions without the use of binary variables. Since traditional optimization
approaches for logically disjunctive models may have some limitations, the complementarity constraint offers an
alternative for some classes of disjunctive problems. Following established theories in mathematical programs with
complementarity constraints (MPCC), nonlinear programming (NLP) solvers can be adapted to obtain fast solutions.
In additions, certain level of local optimality can be ensured.
In order to handle the size issue of hybrid power generation system design optimization, various decomposition-
based approaches[176] can be applied so that the AIO problem can be solved through iterative solution of smaller,
interrelated subproblems and coordination among them. In this chapter, we utilize the repetition of simulation and
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decision making of HPGS at individual time steps, and present a multistage decomposition framework which decom-
poses the AIO HPGS design optimization problem into a set of consecutive stage optimization subproblems. Although
the research area of multistage optimization is not frequently linked to that of MPCC, it has recently been related to
multidisciplinary design optimization (MDO) which is connected to MPCC in this dissertation: Kim and Hidalgo[184]
present a pseudo-hierarchical decomposition framework in which multistage optimization problems can be formulated
as multilevel MDO problems; Kim et al.[185] extend this idea with a task parallel algorithm that enables optimal load
balancing of the decomposition framework.
This chapter presents a mathematical model of HPGS design for cost minimization under the zero loss of power
supply constraint. In addition, a multistage optimization with complementarity constraints approach for HPGS design
is presented, which first reformulates the logical disjunction in the HPGS simulation into complementarity constraints,
then solves the reformulated problem with a multistage decomposition framework. The proposed algorithm is tested
with an HPGS design case study at Corsica Island in France and the numerical results are encouraging.
The chapter is organized as follows: In Section 4.2, the HPGS problem is stated, with component and system
models described. In Section 4.3, the complementarity reformulation of the HPGS design problem is presented, fol-
lowed by its multistage decomposition formulation. In addition, an augmented Lagrangian decomposition algorithm
is presented based on the decomposed formulation. A numerical study of a hybrid power generation system design
case is presented in Section 4.4, and conclusions are drawn in Section 4.5.
4.2 Problem Statement
In this section, the HPGS design optimization problem will be described in detail. The system configuration will be
specified, the individual component models shown, and the cost calculation explained.
4.2.1 System Configuration
Hybrid power generation systems can be assembled in a variety of ways. Some models include diesel generators as
back-up power[186], while others rely solely on battery back-up. The components can also be connected in different
manners. In the case of a high wind potential site, for example, it may be prudent to feed the AC energy produced
by the wind turbine directly to the load via an uninterruptible power supply[109]. This would allow for bypassing the
battery and related converters to increase efficiency.
The power system in consideration here is a stand-alone hybrid PV/wind system at a remote location. This system
consists of a PV generator, a wind generator, and a battery storage which are connected to a DC bus through the proper
converters. In addition, the energy generated by, or stored in, the system is contributed to a remote load through a
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DC/AC inverter with enough capacity to meet the peak load demand. Figure 4.1 shows the configuration of the HPGS
in consideration.
Load
AC/DC 
Converter
DC/AC
Inverter
Wind
Module
DC Bus
+ ‐
DC/DC
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Module
Battery Bank
Figure 4.1: System Architecture of A Hybrid Power Generation System.
4.2.2 Component Models
The mathematical models of the three principal components, the PV generator, the wind generator, and the battery
storage, are presented in this subsection.
Mathematical Model of the PV Module
PV panels are affected by many factors in very complex ways. Extremely accurate models can include up to 8
variables[113]. In order to bypass some of this complexity, engineering applications regarding PV panels often use
simplified simulation models, which typically include the power efficiency models[56]. Here, a simplified mathemat-
ical model is employed to estimate the power output (ppv) in terms of Wh of the PV module:
ppv(t) = ηg ·ηDD ·Gβ(t) ·ag (4.1)
In this model, Gβ is the solar irradiance in Wm2 , ηg is the efficiency of the solar panels in converting the solar energy
into electricity, ηDD is the efficiency of the DC/DC converter that connects the PV generator to the bus, and ag is the
area of the panels in m2 for a given iteration.
This formulation does not explicitly include the impact of cell temperature on the efficiency of the PV panel.
Though there exist models which explicitly considers the effect of temperature, these are not often used in the industry
during construction of hybrid systems. Instead, a penalization, similar to that used in the HOMER software, is adapted,
whereby an additional efficiency loss is assumed over the whole range of operating temperatures. This is the approach
followed in this model.
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Mathematical Model of Wind Module
Though fewer variables are needed to describe wind generators, modeling a range of sizes poses its own challenge.
This is because wind generators have their own unique power curves relating the current wind speed to the energy
produced. Because the size of the wind generator to be installed in the system is an output of the design process
and therefore unknown during the design phase, a power curve unique to a specific make and model will not suffice.
Instead, a generic model must be used to cover a wide range of wind generator sizes. This is typically done by relating
the wind speed to average power using either a piecewise function, a Weibull parameter, or quadratic expressions
[107, 56].
The model used here considers a piecewise output function of the wind module pw, given the cut-in wind speed
Vin, cut-out wind speed Vout , rated wind speed Vr, and the actual environmental wind speed v. All these speeds are
measured in ms and are used to determine the power generated as follows:
pw(t) =

v2−V 2in
V 2r −V 2in
· pwn ·ηAD
pwn ·ηAD
0
Vi ≤ v≤Vr
Vr ≤ v≤Vout
v≤Vin or v≥Vo
(4.2)
where ηAD denotes the efficiency of the AC/DC converter that connects the wind generater to the bus, and pwn denotes
the total rated capacity of the wind turbine.
As each wind turbine has its own design objectives, there will be varying Vi, Vo, and Vr values. The proper wind
turbine dynamics can be determined in the same manner as stand alone wind turbines, with the goal of matching the
characteristic velocities to the location’s resources in order to maximize power production [187]. It should be noted
that if multiple turbines are used, the output power of the downstream turbines might be affected by the wake of
upstream turbines[156]. While this chapter focuses on the sizing of the components, a detailed model of the wake
effect will be considered in Chapter 6.
Mathematical Model of Battery
As batteries are chemically and physically complex, so are the models used to predict their behavior[108]. In the
design of an hybrid power generation system, the battery is addressed in terms of energy storage and throughput.
Therefore, the internal processes of the battery are immaterial and the battery model needs only to reflect the energy
losses inflicted by the battery. This is done by using an efficiency parameter determined to represent the average loss
of energy in a battery system[109][110].
Here, we employ an approximated battery model considering the state of charge of the battery. The model used
70
requires only the total capacity cbm, the charging efficiency ηch, and the discharging efficiency ηdis of the batteries
as inputs and assumes that the efficiency is independent of the current state of charge. As there are maximum and
minimum levels of possible energy storage for any battery system, these limits need to be accounted for in the model:
Cbmin = cbm · (1−DoD) (4.3)
Cbmax = cbm
where DoD represents the Depth of Discharge of the battery (the percentage of energy which can be drained from
the battery without damaging it). As the model progresses to subsequent time steps, the state of charge needs to be
updated based on the power generated and consumed during the previous step, subject to Cbmin and Cbmax. If the power
generated is greater than the load during a given time step, then the excess electricity is stored in the battery according
to the following equation:
c∗b(t) = cb(t−1)+(ppv(t)+ pw(t)− pl(t))ηch (4.4)
cb(t) = min{c∗b(t), Cbmax}
where cb(t) is the state of charge of the battery at the end of time step t, c∗b(t) is an intermediate variable, ppv(t) is the
out power of the PV module during time step t, pw(t) is the output power of the wind module during time step t, and
pl(t) is the power that the system contributes to the load during time step t, which usually equals to the electricity load
divided by the efficiency of the output DC/AC invertor. If the power generated is less than the load requirement, the
battery is used to satisfy the remaining load, and is updated as follows:
c∗b(t) = cb(t−1)+(ppv(t)+ pw(t)− pl(t))
1
ηdis
(4.5)
cb(t) = max{c∗b(t),Cbmin}
The only difference between the charging and discharging cases is the efficiency coefficient. In a physical battery
there would be energy lost from various causes. However, this model lumps all energy losses in the battery and
considers them only while charging. Since all losses are considered while the battery is charging, the discharge
efficiency is set to be 100%. It has been found that a range of 65% to 85% is an appropriate efficiency value for
batteries[110].
We note that the battery operation includes an if statement, and hence a logical disjunction, in its expression. As
discussed in Section 4.1, this logical disjunction leads to a nonsmooth optimization model, presenting a challenge to
HPGS design optimization. The matter will be addressed in Section 4.3.
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4.2.3 System Model
This subsection states an HPGS design optimization problem which determines the capacity of the three principal
components of the system, i.e., ag, pwn, and cbm, to minimize of the system’s cost. In selection of the optimal system
capacity, the cost of the system must typically be balanced by the reliability of the provided power. In this model, the
load is assumed to be sensitive, and thus cannot afford any loss of power supply. Accordingly, the reliability of the
system is posed as a set of constraints: any system capacity that results in a time-step of unsatisfied load is treated as
infeasible.
Cost Objective Function
There are many metrics for measuring the cost of an HPGS. These include the net present cost, levelised cost of energy
(LCE), and the life-cycle cost[56]. Though these three metrics provide different insights into the project, and thus are
not interchangeable, one must be selected as the measure of cost for the system. Both net present cost and life-cycle
Cost evaluate a system in terms of capital required (units of $). However, LCE is measured in $/kWh, which is a
unit that allows comparison between the HPGS and other sources of power. Because grid connection is currently
considered as the least expensive solution for a broad class of applications, a comparison between the cost of power
supplied by the HPGS with that of the grid would be useful. Due to this advantage, the LCE will be used in this case
study. In other situations, such as an analysis for investment potential, one of the other metrics (or a combination
thereof) could prove more helpful.
In determining the cost of an HPGS, many factors need to be accounted for. Each component has an initial
cost, some form of maintenance and operational costs, and could need replacement before the intended lifetime of
the system has passed. Though all power converters are considered individually with regard to their efficiency, the
converters connected to modules are treated as a sub-unit of that module for calculation of costs. This means that
the wind module contains its AC/DC converter and that the PV panels are purchased with their DC/DC converters
included in the price. They are also assumed to have the same expected lifetime, which means that the combination
of a component and a converter (i.e., a module) can be considered as one in the cost calculation. However, this
simplification does not apply to the DC/AC inverter needed to supply the load, as it is an independent component. As
such, the inverter’s costs must also be added to the system, as with the costs of the battery, the wind module, and the
PV module. These four will all be referred to as components hereafter for simplicity.
Initial cost The initial costs CI of the components must include not only the part costs, but also their installation
costs. To account for this installation fee, a percentage of the purchase price of the components is added to the initial
costs (recognized as 20%)[109]. To calculate the initial cost of a component, its size Scomp (Scomp ∈ {ag, pwn,cbm})
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must be multiplied by the unit cost of the component CUcomp. As an example, for the wind generator, C
U
comp has units
of $/W and Scomp is in units of W.
CIw = 1.2 · pwn ·CUw (4.6)
Operation and maintenance cost Because fuel is not used in any component of the HPGS in consideration, the
only annually recurring cost that is considered in this system is the operation and maintenance (O&M) cost CO&M .
From a financial perspective, there could be other recurring costs, such as the interest on initial capital, etc. However,
as financial terms depend on individual developers, such costs will not be considered here. O&M costs are often
expressed in terms of annually fixed and variable costs[188]. Typically, the variable costs are related to replacement of
components, which become more likely as the components age. Due to the fact that replacement costs are considered
separately in this model, only the annually fixed O&M costs need be addressed.
A typical quantification of O&M costs for renewable energy systems is to treat them as proportional to the amount
of energy produced, in units of $/kWh generated[189]. Since energy produced is a function of the resource and the size
of the component (in this model), and the resource set is fixed for all iterations, it is possible to compute an estimate
of the O&M costs based on a proportion of the initial cost.
Because O&M costs are annually recurring, the proportion must be multiplied by the lifetime of the project in
years, L, and the initial cost to determine the total O&M cost for a component. Again, taking the wind generator with
a 3% O&M as an example, the O&M cost is calculated as follows:
CO&Mw = 0.03C
I
w ·L (4.7)
Replacement cost Not all components of an HPGS have expected lifetimes that will meet or exceed the project
lifetime. In order to accurately account for this fact, components will need to be replaced at the end of their respective
lifetimes until the project has reached completion. The PV panels typically will have the longest life, and thus will set
L. Other components which will deteriorate before then need to be replaced. This replacement cost (Crep) is calculated
as follows:[190]
CRcomp =C
U
comp ·Scomp
b LLcomp c
∑
i=1
(
1+g
1+d
)i·Lcomp
(4.8)
where Lcomp is the useful lifetime of the component in years, g is the inflation rate of component replacements, and d
is the discount rate.
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Cost calculation To combine the costs mentioned above, the variable CT is introduced. CT is the sum of the three
aforementioned costs for each component in the system: Wind, PV, Battery, and Inverter.
CT = CIw+C
O&M
w +C
R
w +C
I
pv+C
O&M
pv +C
I
b+C
O&M
b +C
R
b +C
I
inv+C
O&M
inv +C
R
inv (4.9)
Once the total cost is calculated, the system cost needs to be determined on an annual basis. In order to determine the
annual cost (CA), CT must be multiplied by a constant capital recovery factor (CRF) as follows[191]:
CRF =
d(1+d)L
(1+d)L−1 (4.10)
CA =CT ·CRF (4.11)
Once the cost is annualized, the ratio of CA to the yearly energy provided in kWh (EA) is calculated as the LCE.
LCE =
CA
EA
(4.12)
EA is simply computed by summing all of the energy consumed by the load during the yearly simulation as follows:
EA =
(
T
∑
t=0
pl(t)
)
·L (4.13)
where T is the number of time steps in the simulation, and pl(t) is the load during a given time step t.
Power Demand Constraints
System reliability plays an important role in the design of an HPGS. With greater reliability comes the increased cost
associated with more storage and generation capability. An often used metric of reliability is loss of load probability
(LOLP)[56]. LOLP is a measure of the percentage of time in which a system is not able to supply the required load.
In order to satisfy zero LOLP (load is always satisfied), every time step needs to be checked to ensure that the energy
available is sufficient to satisfy the load during that period. This is done using the following inequality:
cb(t)− (1−DoD) · cbm+ ppv(t)+ pw(t)− pl(t)≥ 0 (4.14)
where, cb(t−1) is the energy storage in the battery at the start of the time step t. Note that the load is assumed to be
sensitive through out the time horizon in this chapter, and thus the system cannot afford any loss of power supply. For
scenarios where part of the load is not sensitive, some common practice includes constraining the LOLP with nonzero
upper bounds (refer to Chapter 5), and penalizing the loss of power supply in the objective function[186].
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As a summary of this subsection, the complete formulation of the HPGS design optimization problem is presented
as follows:
HPGS : min LCE(ag, pwn,cbm) (4.15)
w.r.t. ag, pwn,cbm,cb(t),c∗b(t), ∀t = 1, . . . ,T,
s.t. cb(t) = BU(cb(t−1), ppv(t), pw(t), pl(t)),∀t,
cb(t)− (1−DoD) · cbm+ ppv(t)+ pw(t)− pl(t)≥ 0,∀t,
ag ≥ 0, pwn ≥ 0, cbm ≥ 0,
where BU represents the battery update operation in specified in either of Equations (4.4) and (4.5).
4.3 Methodology
In this section, a multistage optimization with complementarity constraints approach for HPGS design is presented.
A complementarity reformulation technique is first introduced to convert the nonsmooth battery update operation
(Equations (4.4) and (4.5)) into a set of complementarity constraints, then a multistage decomposition approach is
presented to solve the derived complementarity reformulation of the problem in a decomposed manner.
4.3.1 Complementarity Reformulation of Nonsmooth Functions
We note that the battery update operation, Equations (4.4) and (4.5), with the if statement, is logically disjunctive in
its nature and thus could not be directly represented as a smooth model. This subsection introduces a complementarity
reformulation technique for nonsmooth functions, which converts a piecewise smooth function into a set of smooth
constraints and complementarity constraints with smooth component functions. As a result of this reformulation,
optimization problems with these nonsmooth functions could be solved as MPCCs. Motivated by recent develop-
ments in MPCC solution algorithms, such reformulation techniques have gained considerable attention over the past
decade[36, 50, 192].
Consider a continuous piecewise smooth function τ(x) that is a generalization of the min, max operator as well as
the if statement in the battery update operation:
τ(x) = τi(x), if ai−1 ≤ ϕ(x)≤ ai, ∀i = 1, . . . ,m, (4.16)
where ϕ(x) is a switching function; τi(x) is a smooth function over ϕ(x)’s range; and a0 ≤ a1 ≤ ·· · ≤ am are the
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switching thresholds. The function has an implicit aspect of discrete selection as it switches between adjacent intervals.
In order to facilitate formulation, we represent the piecewise function as a smooth optimization problem below:
τ(x) =
m
∑
i=1
τi(x)yi, (4.17)
min
yi
m
∑
i=1
(ϕ(x)−ai−1)(ϕ(x)−ai)yi
s. t.
m
∑
i=1
yi = 1,
yi ≥ 0,
where yi’s are a set of decision variables to assist formulation. We note that yi’s are continuous variables in this
formulation, while they take only discrete values at the optimal solution of Equation (4.17). The τ(x) that Equation
(4.17) generates at the optimal yi’s is equivalent to the τ(x) defined in Equation (4.16), meaning that the discrete
selection (”if” statement) is implicitly taken care of by the optimization problem. By replacing the optimization
problem in Equation (4.17) with its optimality conditions, which are in the format of complementarity constraints, we
derive the complementarity reformulation of the piecewise smooth function:
τ(x) =
m
∑
i=1
τi(x)yi, (4.18)
(ϕ(x)−ai−1)(ϕ(x)−ai)− γ− si = 0,
0≤ yi ⊥ si ≥ 0,
m
∑
i=1
yi = 1,
where γ and si represent the Lagrange multipliers corresponding to the unit summation constraint and nonnegativity
constraints respectively. With the above reformulation technique, an optimization problem with stepwise continuous
functions in the format of Equation (4.16) can be converted to a mathematical program with complementarity con-
straints in the format of Equation (4.18). While the reformulation in (4.18) is mathematically equivalent with (4.16),
it might introduce an approximation error if the MPCC is solved numerically. However, this approximation error does
not appear to be significant in practice because most MPCC solution algorithms provide a means of controlling the
final solution’s feasibility error associated with the complementarity constraints. It is generally recommended to set
the upper bound of this feasibility error to a value equal to that associated with other (regular) constraints. The reader
is referred to Section 2.2 for a brief review of proceeding research on MPCC. It should also be noted that yi’s may
take fraction values when ϕ equals to one of the threshold values. This problem is trivial for the case of continuous
piecewise functions, which are frequently observed in HPGS’s.
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We note that the battery operation in Equations (4.4) and (4.5) is an instance of the continuous piecewise smooth
function in Equation 4.16. Therefore, it can be reformulated with the above technique. The reformulated the HPGS
design problem is presented as follows:
HPGSAIO−CC : min LCE(ag, pwn,cbm) (4.19)
w.r.t. ag, pwn,cbm,cb(t),c∗b(t),s
−
n (t),s
+
n (t),s
−
bmin(t),s
+
bmin(t),s
−
bmax(t),s
+
bmax(t), ∀t = 1, . . . ,T,
s.t. c∗b(t) = cb(t−1)+(−s−n (t)
1
ηdis
+ s+n (t)ηch)∆t, ∀t,
ppv(t)+pw(t)−pl(t)−s+n (t)+s−n (t) = 0, ∀t,
0≤ s−n (t)⊥ s+n (t)≥ 0, ∀t,
cb(t) = c∗b(t)+ s
−
bmin(t)− s−bmax(t), ∀t,
c∗b(t)− (1−DoD) · cbm− s+bmin(t)+ s−bmin(t) = 0, ∀t,
cbm− c∗b(t)− s+bmax(t)+ s−bmax(t) = 0, ∀t,
0≤ s−bmin(t)⊥ s+bmin(t)≥ 0, ∀t,
0≤ s−bmax(t)⊥ s+bmax(t)≥ 0, ∀t,
ag ≥ 0, pwn ≥ 0, cbm ≥ 0,
where the variables with superscripts + and − are artificial variables introduced to facilitate reformulation. They rep-
resent the Lagrange multipliers of the intermediate optimization problem in the reformulation. We note that Equation
(4.19) is an all-in-one (AIO) formulation in that all the variables are handled in a single problem.
4.3.2 Multistage Decomposition of Hybrid Power Generation System Design Optimization
Problem
The time-dependent variables for battery storage tracking increase the total size of the HPGS design optimization.
As indicated in Chapter 3, solving such a problem with the AIO approach could be computationally difficult. As
an alternative, decomposition-based design optimization approaches are pursued. In this subsection, a time horizon
decomposition is applied to the AIO HPGS design problem in Equation (4.19) to derive a multistage decomposed for-
mulation. Specifically, the time horizon {0, . . . ,T} is splitted into n consecutive stages, {Ti−1+1, . . . ,Ti}i, i= 1, . . . ,n,
with T0 = 0 and Tn = T . Correspondingly, the AIO problem is decomposed into n individual stage subproblems (re-
ferred to as stage), with the ith subproblem dealing with the optimization of the HPGS over the ith stage. The capacity
variables, ag, pwn, and cbm, are taken as linking variables shared by all the stages. In addition, we take the battery
storage at the end of each stage cbat(Ti) as a linking variable between stage i and i+ 1 to ensure the consistency of
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Figure 4.2: Multistage Optimization Model.
the battery storage at the transitions of time periods. It should be noted that the way in which the time horizon is
splitted (i.e., the allocation of time steps to stages) may affect the efficiency of numerical optimization; but this is not
the focus of this chapter. Our objective here is to formulate the decomposed problem. An illustration of the multistage
decomposition is shown in Figure 4.2.
We follow the augmented Lagrangian decomposition approach presented in Section 3.2.1: a local copy of the
linking variables, a(i)g , p
(i)
wn, c
(i)
bm, c
(i)
b (Ti), and c
(i)
b (Ti−1), is first introduced to each relevant stage i (superscript
(i) indi-
cates stage index), together with a set of consistency constraints; then the consistency constraints are relaxed, and the
corresponding violation is penalized in the objective function through inconsistency variables; after that, the problem
is decomposed into a two-level formulation composed of a system level coordination problem and a subsystem level
including n separated individual stage problems. The ith stage of the multistage decomposed formulation is given as:
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HPGSALD−sub,i :min LCE(a
(i)
g , p
(i)
wn,c
(i)
bm)+ ε
(i) (4.20)
w.r.t. ε(i),a(i)g , p
(i)
wn,c
(i)
bm,c
(i)
b (Ti−1),c
(i)
b (Ti),cb(ti),∀ti = Ti−1+1, . . . ,Ti−1,
c∗b(ti),s
−
n (t),s
+
n (t),s
−
bmin(t),s
+
bmin(t),s
−
bmax(t),s
+
bmax(t), ∀ti = Ti−1+1, . . . ,Ti,
s.t. ε(i) ≥ v(i)pvh(i)pv+(w(i)pvh(i)pv)2+v(i)w h(i)w +(w(i)w h(i)w )2+v(i)c h(i)c +(w(i)c h(i)c )2
+v(i)i−1,ih
(i)
i−1,i+(w
(i)
i−1,ih
(i)
i−1,i)
2+ v(i)i,i+1h
(i)
i,i+1+(w
(i)
i,i+1h
(i)
i,i+1)
2 (4.21)
h(i)pv = aUg −a(i)g ,
h(i)w = pUw − p(i)w ,
h(i)c = cUbm− c(i)bm,
h(i)i−1,i = cb(Ti−1)
U − cb(Ti−1)(i),
h(i)i,i+1 = cb(Ti)
U − cb(Ti)(i),
c∗b(Ti−1+1)=c
(i)
b (Ti−1)+(−s−n (Ti−1+1)
1
ηdis
+s+n (Ti−1+1)ηch)∆t,
c∗b(ti)=cb(ti−1)+(−s−n (ti)
1
ηdis
+s+n (ti)ηch)∆t, ∀ti=Ti−1+2, . . . ,Ti,
ppv(ti)+ pw(ti)− pl(ti)− s+n (t)+ s−n (ti) = 0, ∀ti,
0≤ s−n (ti)⊥ s+n (ti)≥ 0, ∀ti,
cb(ti)=c∗b(ti)+s
−
bmin(ti)−s−bmax(ti), ∀ti=Ti−1+1, . . . ,Ti−1,
cb(Ti) = c∗b(Ti)+ s
−
bmin(Ti)− s−bmax(Ti),
c∗b(ti)− (1−DOD) · cbm− s+bmin(ti)+ s−bmin(ti) = 0, ∀ti,
cbm− c∗b(ti)− s+bmax(ti)+ s−bmax(ti) = 0, ∀ti,
0≤ s−bmin(ti)⊥ s+bmin(ti)≥ 0, ∀ti,
0≤ s−bmax(ti)⊥ s+bmax(ti)≥ 0, ∀ti,
a(i)g ≥ 0, p(i)wn ≥ 0, c(i)bm ≥ 0,
where ε(i) is an inconsistency variable to maintain the regularity condition of the deviation constraints[177]. The
inconsistency between linking variables is penalized by the augmented Lagrangian penalty function in the format of
v(i)∗ h
(i)
∗ +(w
(i)
∗ h
(i)
∗ )2, where h
(i)
∗ represents one of the consistency constraints, h
(i)
a , h
(i)
p , h
(i)
c , h
(i)
i−1,i, and h
(i)
i,i+1, w
(i)
∗ is a
weight factor associated to h(i)∗ , and v
(i)
∗ is an estimate of the Lagrange multiplier corresponding to h
(i)
∗ . Additionally,
note that the term involving h(i)i−1,i in (4.21) is not included in the objective function of the first stage, while the term
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Figure 4.3: Decomposition of Multistage Optimization with Complementarity Constraints.
involving h(i)i,i+1 is not included in the objective function of the last stage.
The formulation of the upper level coordination problem is given as:
HPGSALD−sys : min εU
w.r.t. aUg , p
U
wn,c
U
bm
s.t. εU≥
n
∑
i=1
(
v(i)pvh
(i)
pv+(w
(i)
pvh
(i)
pv)2+v
(i)
w h
(i)
w +(w
(i)
w h
(i)
w )2+v
(i)
c h
(i)
c +(w
(i)
c h
(i)
c )2
)
+
n
∑
i=2
(
v(i)i−1,ih
(i)
i−1,i+(w
(i)
i−1,ih
(i)
i−1,i)
2
)
+
n−1
∑
i=1
(
v(i)i,i+1h
(i)
i,i+1+(w
(i)
i,i+1h
(i)
i,i+1)
2
)
4.3.3 Solution Algorithm
The augmented Lagrangian decomposition algorithm is employed to solve the HPGS design optimization problem.
The algorithm is illustrated in Figure 4.4. We follow the weight updating scheme presented in Equations (3.20) and
(3.21) to enhance convergence.
It is well known that penalty methods may suffer from ill conditioning as the weight is increased. The aug-
mented Lagrangian approach reduces the possibility of ill conditioning by introducing the explicit Lagrange multiplier
estimates[11]. In our numerical study, no significant ill conditioning was observed.
4.4 Numerical Study
In this section, a demonstrative HPGS design case study is presented to validate the presented multistage optimization
with the complementarity constraints approach.
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Figure 4.4: Alternate Direction Method of Multiplier for Hybrid Power Generation System Design Optimization.
4.4.1 Demonstration Case
We consider a stand-alone hybrid PV/wind power generation system located at Ersa on Corsica Island, France, which
is adopted from a series of papers produced by Diaf et al. [193][114][109] on hybrid power generation system design.
The monthly resource data from Diaf et al.[109] is shown in Figure 4.5.
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Figure 4.5: Energy Resources at Ersa on Corsica Island, France.
A daily simulation is employed to track the performance of the HPGS. In order to generate daily resource data,
tools from the software package HOMER[141] were used. HOMER allows users to input monthly averages of wind
and solar resources, and outputs corresponding synthetic hourly values. For both resources, the only values altered
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from the HOMER defaults were the monthly averages. Other parameters describing the distributions were left at the
HOMER defaults. The hourly values were then exported from HOMER and summed over 24 hour periods to give
units of W/M2/Day. These series were then used as the resource inputs to the model.
In addition to the resource inputs, the required energy to satisfy the load is also necessary. Because energy de-
mand is often dependent on external factors (e.g., weather conditions), seasonal averages were used. The demand for
summer, winter, and spring/autumn are 3436, 4230, and 3844 Wh/Day respectively.
Another set of necessary inputs are the parameters for the component models. These are listed in Tables 4.1 and
4.2. In addition, Table 4.3 shows the pricing parameters used to calculate the cost of the system. These values will be
dependent on system location and local component pricing. The parameters g and d were assumed to be the same for
all components, while the other values were component dependent. For the Install %, O&M %, and Lcomp parameters,
the same assumptions were used as in [109]. The Cunit values were averages obtained from an industry website[1].
Table 4.1: Battery, Invertor, and PV Parameters.
Parameter ηch ηdis DoD ηcda ηcdd ηg
Value 0.75 1 80% 0.95 0.95 0.123
Table 4.2: Wind Generator Parameters.
Parameter Vin Vr Vout ηcad
Value 2.5m/s 12m/s 25m/s 0.95
Table 4.3: Cost Parameters[1].
Cunit Install % O&M % Lcomp g d
($ / W) (yrs)
Wind 3.00 20% 3% 20 0.05 0.08
PV 4.84 40% 1% 25 0.05 0.08
Batteries 0.190 - - 4 0.05 0.08
Inverter 0.713 - 1% 10 0.05 0.08
4.4.2 Numerical Results
In order to analyze its numerical behavior, the presented approach is applied to the demonstrative HPGS design opti-
mization case with varying granularity of decomposition (i.e., number of stages). For each of the two decomposition
settings tested (2 stages and 4 stages), the decomposition-based method obtains a solution that is identical to the
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AIO solution numerically generated by an MPCC solver applied to the AIO complementarity formulation in Equa-
tion (4.19) from the same initial solution. According to the obtained solution, the optimal capacities of the three
components are: [apv, pwn, cbm] = [3.9439, 0.9104, 3.0239].
For each decomposition setting, the presented algorithm is terminated when the scaled consistency deviation of
the linking variables:
∑ni=1 ‖y−y(i)‖2
1+‖y‖2 (4.22)
is less then 1×10−6, where y indicates the linking variables. Here, the problem is scaled so that each element of the
linking variable has a magnitude of 1. The number of function evaluations and computation time taken to converge
for each setting are presented in Table 4.4. Note that the parallel function evaluations are measured by summing up
the maximum number of subsystem function evaluations out of each iteration. Additionally, the scaled deviations
between the AIO solutions and the decomposition solutions:
‖xAIO−xDecomp‖22
1+‖xAIO‖2 (4.23)
is also presented. Each optimization setting is implemented with KNITROr5.0 solver in MATLABr7.2. with a
β= 1.002.
Table 4.4 presents a summary the numerical results obtained with the decomposition-based approach as well as
the AIO , the computation time of the 2-stage decomposition-based approach is approximately 45% less than the
that of the AIO approach, while the computation time of the 4-stage decomposition approach is slightly less than
that of the AIO approach. This result indicates a trade-off between partition and the coordination. It is generally well
known for decomposition-based algorithm that as the size of the subproblem decreases, the complexity of coordination
increases. Therefore, it is important to choose a proper granularity so that the total computation time is optimized.
The optimal granularity depends on the decomposition algorithm as well as the subproblem solution algorithm. It
appears that the 2-stage decomposition approach is the best setting for the demonstrative case. The reader is referred
to Allison[194] for more information on partition and coordination decision. Note that the computation time of the
decomposition-based algorithm is measured under serial implementation, i.e., the computation time is the summation
of all the subsystem computation time. If the algorithm is implemented in parallel, the computation time will be
much shorter. It should also be noted that the decomposition may introduce an additional error due to linking variable
inconsistency. It is recommended that a β value in (1,1.1] is used to assist convergence.
The proposed approach is also compared with a standard evolutionary algorithm (EA) implemented in Premium
Solverr 8.0 platform in Excelr environment. The EA is tested under a couple of settings with the populations
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Table 4.4: Numerical Behavior of the ALD Algorithm Applied to the HPGS Design Optimization Problem.
Solution setting Number of Function NFE: Parallel Computation Time(s) Deviation
Evaluations (NFE): Serial from AIO Solution
AIO 1.135×107 - 5.577×103 -
ALD: 2 stages 7.128×106 4.354×106 3.104×103 6.37×10−4
ALD: 4 stages 6.053×106 2.423×106 5.469×103 8.62×10−4
Evolutionary algorithm − − 6.932×103 3.295×10−2
ranging from 20 to 100, and the mutation probabilities ranging from 0.04 to 0.08. The best performance is recorded
at a population of 20, and a mutation probability of 0.075. Under this setting, the EA generates a solution very close
to the numerical AIO solution, and the time with which the EA found the final solution for the first time is presented
in Table 4.4. It can be noted that the proposed algorithm achieves better local optimality. The global optimality is a
concern, though the proposed approach generates the same solution as the EA.
4.5 Concluding Comments
The effective design of hybrid power generation systems (HPGS) can significantly improve the economical and tech-
nical performance of power supply at remote locations. Traditional design approaches have addressed component
modeling and power reliability estimation, yet further research is still needed from an optimization perspective. HPGS
design optimization under the deterministic setting involves discrete-time simulation with logically disjunctive opera-
tions and time-dependent variables, which usually leads to a nonsmooth model with increased problem size. Therefore,
traditional optimization techniques may have difficulties applying to this type of problem. This chapter presented a
multistage optimization with complementarity constraints approach for HPGS design. The presented approach refor-
mulates the logically disjunctive battery update operations into complementarity constraints and employs a multistage
decomposition-based algorithm to solve the reformulated problem. A numerical study of the hybrid PV/wind power
generation system shows that it converges to solutions identical to the AIO solutions. The following chapter will
address HPGS design optimization under the probabilistic setting.
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Chapter 5
Hybrid Power Generation System Design
Optimization Based on A Markovian
Reliability Analysis Approach
The previous chapter presented a decomposition-based complementarity optimization model for hybrid power gen-
eration system (HPGS) design under the deterministic setting. While the deterministic approaches are intuitive, the
acquisition of representative data needed in these approaches may not be an easy task. In this respect, probabilistic
approaches continue to be developed to assess the performance of HPGS’s. As a logical extension to the determin-
istic scenario, this chapter considers the HPGS design optimization under the probabilistic setting and presents an
optimization approach based on a Markovian reliability analysis model.
5.1 Hybrid Power Generation System under Probabilistic Settings
The inherent variability and unpredictability of renewable energy sources pose two major challenges in HPGS design
optimization: 1) refined reliability analysis approaches need to be developed to quantify the resource uncertainty and
evaluate the capacity adequacy of an HPGS in addressing (uncertain) electricity demand; 2) the HPGS reliability
analysis for optimization purpose needs to be computationally efficient, while providing an acceptable level of ac-
curacy, since optimization approaches usually incur iterative reliability assessments. This chapter investigates HPGS
reliability analysis approaches that address both challenges.
As indicated in the previous chapter, a majority of the existing HPGS design optimization approaches employ
deterministic reliability assessment methods[115, 114, 116]. This type of method directly uses wind speed and solar
radiation data recorded over an extended time period, and evaluate the deterministic performance of an HPGS over the
time period. These methods naturally incorporate variations in time, which are critical in the overall optimization of
HPGS’s. However, they also require large chronological data sets, which may not be readily available. In addition, it
has been shown that historical data may feature significant deviations from present and future data, due to the chaotic
nature of atmospheric events[117].
An alternative to the deterministic methods is the probabilistic reliability assessment approach, which employs
statistical models to capture resource and load uncertainties. The existing probabilistic approaches can be roughly
classified into two categories: Monte Carlo simulation (MCS) and the analytical method. The MCS method estimates
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the reliability of the HPGS through repetitive simulations based on statistical resource and load models[125, 130, 131],
alleviating, to some extent, the data requirement of deterministic methods. MCS methods with well-designed resource
models could achieve accurate results with repetitive simulations; however, the computational cost incurred might be
prohibitive for optimization applications.
The analytical approach employs various mathematical models to represent the HPGS and evaluates the system’s
reliability by solving the models. Many existing analytical approaches focus on the quantification of the HPGS’s
power output, and estimate the system’s reliability by comparing its output power against the load. For example,
Karaki et al.[135] develop a general numerical probabilistic approach for an HPGS consisting of a solar park and
a wind farm with consideration of component failure. Tina et al.[137] present an analytical approach to derive the
probability density function for the power output of an HPGS. Carpentiero et al.[138] present a Markovian model for
wind power output in consideration of the transitional correlation of resource availability.
These approaches either assume no energy storage, or derive an estimation of the “required” storage size based on
the result of the analysis. As a consequence, the accumulation and consumption of the stored energy over time is not
properly addressed. In response to this limitation, some initial contributions have been made to capture the behavior of
battery storage. For example, Bagul et al.[139] approximate the power generated by an HPGS with a simple trinomial
random variable and derived a closed form expression for the loss of load probability (LOLP) based on the treatment.
Liu and Islam[140] calculate the battery’s discharging probability by assuming no capacity limit on the battery, and
approximated the LOLP under capacity limits with the aid of the discharging probability. Generally speaking, most
of these approaches are based on some major simplifications, while they might become mathematically impractical or
even impossible to track when the simplifications are unacceptable.
This chapter presents one of first attempts toward modeling the probabilistic state of charge (SOC) of the energy
storage in a general HPGS: a sizing optimization approach for HPGS’s is proposed, based on a Markovian approach for
long term reliability assessment. The optimization problem is posed such that the sizes of the major components are
selected to minimize the total system cost while guaranteeing an acceptable LOLP over all representative scenarios.
The presented reliability analysis approach establishes a statistical model for the system’s net power surplus based
on statistical models of renewable energy resources, and utilizes the model to define a Markov chain that captures
the transition among discretized SOCs of the battery. After that, the Markov chain is solved to provide an estimate
of the LOLP of the HPGS. With the presented reliability assessment approach, the update of SOC and its boundary
constraints can be tracked, while the calculation required in the modeling process is relatively low. Therefore, it is
suitable for system reliability assessment with optimization applications. The effectiveness of the reliability analysis
approach is validated against the MCS as well as the HOMER software (developed by the National Renewable Energy
Lab); then the optimization approach is demonstrated with a numerical case study.
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The paper is organized as follows: the problem of hybrid photovoltaic (PV)/wind/battery system design optimiza-
tion under the probabilistic setting is stated in Section 5.2. In Section 5.3, a Markovian approach for HPGS reliability
assessment is presented, with the development of each step elaborated. A numerical study of an HPGS design case is
presented in Section 5.4, and conclusions are drawn in Section 5.5.
5.2 Problem Statement
This section describes the design optimization problem of HPGS under the probabilistic setting. The system configu-
ration is specified, the reliability and cost models are shown, and the optimization setting is explained.
5.2.1 System Configuration and Model
We consider a stand-alone hybrid PV/wind system at a remote location. This system consists of a PV module, a wind
module, and a battery storage, which are all connected to a DC bus through proper converters. In addition, the energy
generated by, or stored in, the system is contributed to a remote load through a DC/AC inverter with enough capacity to
meet the peak load demand. Figure 5.1 shows the configuration of the HPGS in consideration, which is a restatement
of Figure 4.1.
Load
AC/DC 
Converter
DC/AC
Inverter
Wind
Module
DC Bus
+ ‐
DC/DC
Converter
PV
Module
Battery Bank
Figure 5.1: Figure 4.1 Revisited: System Architecture of A Hybrid Power Generation System.
As indicated in Figure 5.1, pw(t), ppv(t), and pl(t) denote the respective power contributed (consumed) by the
wind module, PV module, and the load at time t. In addition, let pn(t) represent the net power flowing into the battery
at time t, and cb(t) be the SOC at time t. Assuming that the load and the module output powers are constant over
[t, t+1), the power balance of the HPGS indicates the following first order condition:
pn(t)=
 ηc(pw(t)+ ppv(t)− pl(t)), pw(t)+ ppv(t)≥ pl(t)1
ηd
(pw(t)+ ppv(t)− pl(t)), pw(t)+ ppv(t)< pl(t)
(5.1)
cb(t+1)=min{max{cb(t)+ pn(t) ·∆t,cbm · (1−DoD)},cbm} (5.2)
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where ∆t denotes the duration of [t, t + 1), cbm denotes the maximum capacity of the battery, and DoD denotes the
battery’s maximum depth of discharge. In addition, ηc and ηd denote the battery’s respective charging and discharging
efficiencies.1 Equation (5.2) indicates the lower and upper bounds of cb(t): when the remaining energy storage,
cb(t)− cbm · (1−DoD), can not satisfy a negative power inflow over [t, t +1), the unmatched part of the load will be
lost; similarly, when the unoccupied storage can not contain a positive inflow over [t, t + 1), the surplus part of the
power generated will be dumped.
In this chapter, an HPGS’s reliability is evaluated in terms of the loss of load probability (LOLP) which can be
estimated by the expected fraction of time in which the system fails to meet the load. As indicated in the previous
paragraph, a loss of load occurs in [t, t+1) when the energy available in its battery storage at t can not supply pn over
[t, t+1):
cb(t)− cbm · (1−DoD)+ pn(t) ·∆t < 0, ∀t. (5.3)
In addition to its reliability, an HPGS is also evaluated in terms of its annualized cost of energy production CA:
CA = CT ·CRF (5.4)
where CRF denotes a capital recovery factor that depends on the project’s lifespan and discount rate[191]; CTot denotes
the project’s total cost of energy production which includes the initial (Capital) cost CI , maintenance and operation
cost CO&M) for the components, as well as the replacement cost CR for retired components during the lifetime of the
project. Empirically, the total cost associated with each component can be accounted for by a linear expression:
CT =CI+CO&R+CR=CUw ·pwn+CUpv·ppvn+CUb ·cbm+Cinv, (5.5)
where CUw , C
U
pv, and C
U
b are the respective “unit costs” associated with the components; pwn, ppvn, and cbm are their
respective nominal capacities; Cinv is the total cost of the DC/AC invertor which depends on the maximum possible
load. The reader is referred to Section 4.2 for more details on cost calculation. Note that the levelized cost of energy
employed in Chapter 4 is not directly applied here because the uncertainty associated with the power generation.
Nevertheless, an expected LCE can still be obtained based on the annual expected power consumed.
1The charging and discharging efficiencies, if not available from the battery’s technical specification, can usually be estimated by taking the
square root of the battery’s round-trip efficiency[141].
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5.2.2 Optimization Setting
This subsection presents an HPGS design optimization problem which determines the capacity of the three principal
components of the system, i.e., the PV module, the wind module, and the battery storage. In selection of the op-
timal system capacity, the cost of the system must typically be balanced by the reliability of the power production.
Specifically, we consider the long-term performance of the HPGS over k representative scenarios, ω1, . . . ,ωk. The
optimization problem is set up such that the cost of the system is minimized while guaranteeing an acceptable level of
power production reliability across all the scenarios. The formulation of the problem is given as:
HPGS : min
ppvn,pwn,cbm
CT (ppvn, pwn,cbm) (5.6)
s.t. LOLPi(ppvn, pwn,cbm)≤ LOLP, ∀i = 1, . . . ,k
ppvn ≤ ppvn ≤ ppvn, pwn ≤ pwn ≤ pwn, cbm ≤ cbm ≤ cbm,
where the design variables ppvn, pwn, and cbm denote the total capacity of the PV module, the total capacity of the
wind module, and the total capacity of the battery storage; LOLPi denotes the loss of load probability in scenario ωi,
i.e., the expected fraction of time in which the system fails to meet the load in scenario ωi. In addition, LOLP denotes
the maximum acceptable LOLP that is generally determined based on multiple factors such as the nature of the load,
resource profiles, funding availabilities, etc. ppvn, ppvn, pwn, pwn, cbm, and cbm represent the respective lower and
upper bounds of the capacities; the actual values of these lower and upper bounds may be affected by factors such as
the types of component available as well as various economic, environmental and regional restrictions. The parameter
settings employed in the numerical study is presented in section 5.4.
We note that LOLPi’s in Equation (5.6) are dependent on the component capacities, ppvn, pwn, and cbm, because
the component capacities affect the power output (or power outflow) of the respective modules ppv(t), pw(t), and
pn(t). These functional relationships are captured in Section 5.3.1. In addition, the reliability analysis of HPGS’s
usually requires repetitive simulation processes which could be time consuming. Due to efficiency considerations,
such simulation-based methods may not be suitable for optimization applications. To facilitate optimization, the
following section proposes a Markovian reliability analysis approach based on probabilistic resource models and a
Markovian battery storage model.
5.3 Markovian Reliability Analysis
The presented Markovian reliability analysis approach for HPGS design optimization is developed as shown in Figure
5.2: a statistical model for the system’s net power surplus is first established based on statistical models of renewable
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energy resources and the load power; then the range of the battery’s SOC is discretized, with the transition probabilities
among the states derived from the net power surplus model; after that, the transition probabilities are taken to define a
Markov chain representing the SOC, and the Markov chain is solved to provide an estimate of the LOLP.
Statistical model 
of the PV power
Statistical model 
of the wind power
Statistical model 
of the load power……
Stochastic model of the net power surplus
Transition probabilities among discrete SOC
Markov chain model of SOC
Steady state distribution and LOLP
Figure 5.2: Development of the Presented Markovian Reliability Analysis Approach.
5.3.1 Probabilistic Resource Models
Generally speaking, there is a correlation between the load and the resource availabilities, especially the solar radiation
[135]. In order to mitigate this correlation, an approach presented in Karaki et al.[135] and Khatod et al.[195] is
followed, in which the time span in consideration is divided into time periods of relatively small duration (typically
an hour or two). The length of the time frame is generally determined through correlation analysis between historical
solar radiation and customer load[135]. This subsection investigates probabilistic models for the wind and PV power.
Also note that it is assumed that the respective availability of resources is statistically independent. The probabilistic
models are described as follows.
Probabilistic Model of Wind Power
Many probabilistic models have been proposed to describe wind speed, such as the two-parameter Weibull distribution
[118, 119], the two-parameter gamma distribution[120], and the two-parameter lognormal distribution[121]. Among
these models, the two-parameter Weibull distribution is most widely used in wind energy engineering, because it
conforms well to the observed long-term distribution of mean wind speeds for a range of sites. In some occasions, the
one-parameter Rayleigh distribution, a special case of the Weibull distribution with its shape parameter equal to 2 is
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used to model the wind speed[122]. In this chapter, we assume that the wind speed in the tth time period is following a
two-parameter Weibull distribution, whose probability density function (PDF), fv, and cumulative distribution function
(CDF), Fv, are given as follows:
fv(v(t)) =
kt
ct
(
v(t)
ct
)kt−1
e−
(
v(t)
ct
)kt
(5.7)
Fv(v(t)) = 1− e−
(
v(t)
ct
)kt
(5.8)
where v(t) > 0 represents the wind speed in the tth time period; ct > 1 and kt > 0 represent the scale and shape
parameters of the Weibull distribution in the tth time period, which can be derived through fitting meteorological data.
The time variable t is dropped from time-dependent variables and functions hereafter for simplicity.
As wind generators have different power curves, the model used to describe them is also different. Here, we
consider the piecewise model for wind power output pw presented in Section 4.2:
pw =

v2−V 2i
V 2r −V 2i
pwn ·ηAD, Vi ≤ v <Vr
pwn ·ηAD, Vr ≤ v≤Vo
0, else
(5.9)
where Vi, Vo, and Vr denote the cut-in, cut-off, and rated wind speed of the turbines; pwn is the nominal power of the
wind module; and ηAD is the efficiency of the associated AC/DC converter.
The PDF of the power output of the wind module can be obtained using the inverse of the power curve:
fpw(pw(t))=

F1, pw = 0
V 2r −V 2i
2Apwn
·ktct
(
A
ct
)kt−1
e−
(
A
ct
)kt
, 0 <pw<pwn·ηAD
F2, pw = pwn ·ηAD
(5.10)
where
A = pw(v)−1 =
√
(V 2r −V 2i )pw
pwnηAD
+V 2i (5.11)
F1 = 1− [Fv(Vo)−Fv(Vi)] (5.12)
F2 = Fv(Vo)−Fv(Vr). (5.13)
The resulting PDF of pw is plotted in Figure 5.3 (a). Note that the curve contains two plus functions in correspon-
dence with fpw(0) and fpw(pwn). The corresponding CDF is plotted in Figure 5.3 (b).
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Figure 5.3: Distribution of pw with ct = 7, kt = 6, pwn = 1500w ,vi = 4m/s, vr = 8m/s, and vo = 15m/s: (a) Probability
Density Function; (b) Cumulative Distribution Function.
Note also that the derivation of the above PDF can also be extended to power curves that do not follow Equation
(5.9). For this extension to be possible, the inverse of the power curve and its first derivative need to be defined
piecewise in analytical form. If the power curve does not have such property, a discrete probability mass function
can be derived instead, as described in Section 5.3. It should also be noted that the probabilistic models described
in this section are primarily used to capture statistical long-term wind speed, e.g., hourly average wind speed. For
shorter-term scenarios, time series models and stochastic processes[196, 197] are more frequently used for wind
speed prediction. Although the short-term prediction models are not frequently related to HPGS reliability analysis,
this could be a very good topic for further study.
Probabilistic Model of PV Power
The generated PV power depends primarily on the solar irradiance that reaches the ground, which is considered as
a random variable. Probabilistic models of various complexity have been applied to describing the ground solar
irradiance. Some simple models employ theoretical distributions such as the two-parameter beta distribution[123], the
two-parameter lognormal distribution[124] and the normal distribution[125], to fit irradiance data directly. Among
these distribution types, beta distribution is generally considered the most successful one because its better overall fit
and less rigorous requirement on data availability[126]. Some more complicated models investigate the physics of
the diffusion process, and express the ground solar radiation as the difference between the total extraterrestrial solar
irradiance and the diffused irradiance[127]. Regression models are then developed to relate the diffused irradiance to
the probabilistic hourly clearness index[128, 129]. In this paper, we assume that the solar irradiance that reaches the
ground in the tth time period, r(t) (in Wm2 ), is following a two-parameter beta distribution, whose PDF is given as:
fr(r) =
Γ(αt +βt)
Γ(αt)Γ(βt)
(
r
rmaxt
)αt−1(
1− r
rmaxt
)βt−1
, (5.14)
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where αt > 0 and βt > 0 are the two shape parameters of the beta distribution in the tth time period; and rmaxt denotes
the maximum possible solar irradiance in the tth time period. All the three parameters can be obtained through fitting
meteorological data.
The power output of the solar module ppv(t) in the tth time period is estimated with a linear equation given as:
ppv = ppvn · rrSTC ·ηpv ·ηDD, (5.15)
where ppvn denotes the total capacity of the solar module; rSTC denotes the irradiance under standard test conditions;
ηpv denotes the efficiency of the solar module; and ηDD denotes the efficiency of the DC/DC converter of the PV
module. The PDF of ppv(t), fppv(ppv(t)) is then calculated as:
fppv(ppv) =
Γ(αt+βt)
Γ(αt)Γ(βt)
(
ppvrSTC
ppvnrmaxt ηpvηDD
)αt−1(
1− ppvrSTC
ppvnrmaxt ηpvηDD
)βt−1
. (5.16)
Note that this formulation does not explicitly include the impact of cell temperature on the efficiency of the PV panel.
Though there exist models which address the effect of temperature, these are not often used in the industry during
construction of hybrid systems. Instead, a penalization, similar to that used in the HOMER software[141], is adapted,
whereby an additional efficiency loss is assumed over the whole range of operating temperatures. This is the approach
used in this model.
The resulting PDF of ppv is plotted in Figure 5.4 (a), and the corresponding CDF is plotted in Figure 5.4 (b).
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Figure 5.4: Distribution of ppv with αt = 0.9, βt = 0.85, rmax = 2000 wm2 ,ppvn = 10m
2, and ηpv = 0.14: (a) Probability
Density Function; (b) Cumulative Distribution Function.
5.3.2 Markovian Approach for Loss of Load Probability Estimation
In this subsection, the two probabilistic resource models are utilized to derive a Markovian model for the battery’s
SOC. After that, the Markovian model is solved to provide an estimate for the LOLP.
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Probabilistic Model for Net Power Surplus
We note that the power generated by the HPGS pg is the sum of the power outputs of the two power generating
modules:
pg = pw+ ppv. (5.17)
As indicated in subsection 5.3.1, we assume that the respective availability of resources are statistically indepen-
dent. The PDF of pg(t), fpg(pg), is then given as the convolution of fppv(ppv) and fpw(pw):
fpg(pg) = fppv(ppv)∗ fpw(pw) =
∫ min(pg,ppvn rmaxtrSTC ηpvηDD)
max(0,pg−pwnηAD)
fpw(pg−pw) fppv(ppv)d ppv. (5.18)
In the case where no other sources of uncertainty are present, i.e., deterministic load and no additional probabilistic
renewable energy sources, the PDF of the net power surplus pn can be derived through shifting fpg(pg). When
additional sources of uncertainty are present, the derivation of pn’s PDF requires repetitive convolutions which might
be mathematically impractical to track. As an alternative, the statistical model of pn can be derived through discretizing
the PDFs of the module output powers and the load, and convolving the resulting probability mass functions (PMF).
For example, the PMF of ppv is given as:
mppv(ppv) = {ppv,i, Ppv,i}, ppv,i= i·∆p, i = 0,1, . . . ,Npv, (5.19)
where ∆p represents a prescribed step size of power; Npv represents the number of steps covered by the span of ppv.
Ppv,i is calculated as:
Ppv,i=
∫ min(ppvn rmaxtrSTC ηpvηDD, ppv,i−ppv,i+12 )
max(0,
ppv,i+ppv,i−1
2 )
fppv(ppv)d ppv, (5.20)
The respective PMFs of pw and pl can be constructed in a similar manner, and the PMF of pn can be calculated as:
mpn = (mppv(ppv)∗mpw(pw))∗mpl (−pl), (5.21)
Note that an error could be introduced due to the discretization. In addition, the convolution of PMFs can be calculated
with the aid of their Fourier transformations.
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Markovian Model for State of Charge
We consider the stochastic process that describes the battery’s SOC at the beginning of each time frame, {cb(t) : t ∈
1, . . . ,T}. It is noted that this process satisfies the so called “Markov property”, meaning that the battery’s SOC at
time t+1, cb(t+1), only depends on its value at time t, cb(t) and the net power surplus during [t, t+1), pn(t):
Pr(cb(t+1) = ct+1|cb(t) = ct , . . . ,cb(0) = c0) = Pr(cb(t+1)|cb(t) = ct). (5.22)
where Pr denotes probability. Such property indicates that the battery’s SOC can be captured by a Markov Chain.
The Markov Chain is a statistical modeling technique to describe a system that undergoes multiple discrete states
over discrete time frames. Particularly, the system’s transition among the multiple states over time is assumed to
satisfy the Markov property, i.e., the next state of the system depends only on the state the system is current in, and
not on system’s states in the past. The behavior of the system is generally captured through identifying the conditional
probability of the system transition to each state given the system is in a particular state at a particular time.
Since the transitions are described in a probabilistic manner, it is generally impossible to predict the exact state
of the system in the future. However, many statistical properties of the system’s future, such as its limiting distribu-
tion, can be derived through the Markov chain model. In many applications, it is these statistical properties that are
important.
In order to capture the battery update with the Markov chain, we discretize the range of SOC, [(1−DoD) ·cbm,cbm],
into m intervals of equal sizes, S1, S2, . . . , Sm:
Si = [cb,i−1,cb,i],∀i = 1, . . . ,m, (5.23)
where
cb,i = (1−DoD)cbm+ i ·∆cb,
∆cb =
DoD · cbm
m
. (5.24)
The Markov chain for the battery update is defined based on the above intervals of SOC, with the ith of its states
representing that the SOC falls in Si. For the simplicity of notation, Si is also used to denote the ith state of the Markov
chain when no ambiguity exists. In addition, two artificial states S0 and Sm+1 are added, with S0 representing the state
of load loss, and Sm+1 representing the state of power discard.
The one-step transition probability of the Markov chain at time t, Pi, j(t) is then defined as the probability of the
battery’s SOC being in the jth state at the beginning of the (t +1)th time period given that the SOC is in the ith state
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Figure 5.5: Discretization of pn.
at the beginning of the tth time period:
Pi, j(t) = Pr(cb(t+1)∈S j|cb(t)∈Si), ∀t = 0,1, . . . ,T−1. (5.25)
In order to calculate the transition probabilities, the range of mpn(pn), or fpn(pn), is split into frames with a width
of ∆cb∆t , i.e., the same size as the SOC intervals, shown in Figure 5.5. Let pi denote the probability of pn falls in
[(i− 12 )∆cb∆t ,(i+ 12 )∆cb∆t ), for all integer i. An estimation of the transition probability from state Si to S j is then provided
as:
Pi, j(t) =

p j−i, 1≤ j ≤ m
∑−ik=−∞ pk, j = 0
∑∞k=m+1−i pk, j = m+1
. (5.26)
The resulting transition matrix is given as:
P(t) =

∑0k=−∞ pk p1 p2 · · · · · · pm ∑∞k=m+1 pk
∑−1k=−∞ pk p0 p1 · · · · · · pm−1 ∑∞k=m pk
...
. . .
...
∑−ik=−∞ pk p−i+1 · · · p0 · · · pm−i ∑∞k=m+1−i pk
...
. . .
...
∑−mk=−∞ pk p−m+1 p−m+2 · · · · · · p0 ∑∞k=1 pk
∑−m−1k=−∞ pk p−m p−m+1 · · · · · · p−1 ∑∞k=0 pk

, (5.27)
Note that errors will be introduced in the discretization, therefore Equations (5.26) and (5.27) is just an approximation
of the transition probabilities.
In order to evaluate the reliability of the HPGS over the time span in consideration, t = 0,1, . . . ,T , a transition
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matrix is constructed for each of the time periods, and the overall (T-step) transition matrix is given as the product of
the one-step transition matrixes:
P(T ) = P(0)P(1) . . .P(T −1). (5.28)
In the cases where [0,T ] represents periodic time spans (e.g., hours, days, etc.), the Markov chain is periodic and thus
may not have a unique steady state distribution. To address such cases, the chain’s distribution at t = 0,T,2T, . . . is
analyzed through calculating an m+2 dimensional row vector pi= [pi0,pi1, . . . ,pim+1] satisfying:
piP(T ) = pi, (5.29)
pi1 = 1,
where 1 denotes a column vector of 1s. When P(T ) has a unique eigenvalue of 1, pi represents the probability distribu-
tion of cb(t) at times t = 0,T,2T, . . . , i.e., pi j represents the fraction of time that cb(t) is in S j at t = 0,T,2T, . . . . The
distribution of cb(t) at other times can then be estimated as:
pi(t) = piP(0)P(1) . . .P(t−1), (5.30)
and the LOLP can be estimated as:
LOLP =
1
T
T−1
∑
t=0
pi0(t). (5.31)
5.4 Numerical Case Study
In this section, numerical results based on an illustrative hybrid PV/wind power generation system are presented to
demonstrate the proposed approach. Specifically, two numerical studies are considered: the first study validates the
effectiveness of the Markovian reliability analysis approach through comparisons with Monte Carlo simulation and
with HOMER software; and the second study discusses the results from the presented HPGS design optimization
formulation.
5.4.1 Validation of the Markovian Reliability Analysis Approach
In demonstration of the presented Markovian reliability analysis approach, the results from the Markovian approach
is compared with those from the reliability simulation of the HOMER software. HOMER is a general purpose de-
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sign software developed by the National Renewable Energy Laboratory for stand-alone and grid-connecte HPGS
applications[141]. HOMER provides a set of tools that facilitate quick configuration and analysis of HPGS’s, and
therefore has been widely applied to industrial projects as well as academic studies on HPGS design[142, 143, 144,
145]. The reliability analysis of HOMER performs discrete-time simulation (typically hourly) based on resource and
load series, either generated through built-in stochastic models or user supplied, to evaluate the power balance in each
time frame. The number of time frames with capacity shortage can then be used to calculate the LOLP. HOMER’s
optimization capability is, however, very limited for its enumerative nature. Therefore, the comparison in the first
numerical study is only for validating Markovian reliability analysis (Figure 5.6), while the second numerical study in
the next subsection focuses on sizing optimization of the HPGS system.
Comparison Settings
The presented Markovian approach differs from the HOMER’s reliability analysis primarily in two perspectives: the
nature of analysis and the battery model. As described previously, HOMER evaluates a system’s reliability through
simulation, while the Markovian approach obtains the LOLP through solving a mathematical model. This study aims
at comparing the effects of the two different approaches. To ensure a fair comparison, resource series are generated
with the statistical resource models presented in Section 5.3.1, and are then fed to the HOMER simulation. As a result,
the HOMER acts as an MCS analysis based on the resource models identical to those employed by the Markovian
approach. In addition, a load model composed of a deterministic base value and a lognormal noise is also applied to
both approaches in a similar manner.
In addition to the different nature of analysis, the HOMER captures the battery update with a kinetic model that
splits the total energy storage cb(t) into immediately available energy cb1(t) and chemically bound energy cb2(t):
cb(t) = cb1(t)+ cb2(t). (5.32)
Following this model, the power inflow of the battery is bounded by three upper bounds:
c(t+1)−c(t) ≤ min{ pn1, pn2 pn1 }∆t. (5.33)
Here, the first upper bound is due to the battery’s maximum charging power pchm:
pn1 = pchm. (5.34)
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The second upper bound is due to the battery’s maximum charging rate αm
pn2 =
(1−e−αm∆t)(cbm−cb(t))
∆t
. (5.35)
And the third upper bound is due to the uncharged capacity of the available energy:
pn3 =
u · cb1(t)e−u∆t+q ·u · cb(t)(1−e−k∆t)
1−e−u∆t+q(u∆t−1+e−u∆t) , (5.36)
where q denotes the ratio of the maximum capacity of the available energy to the total maximum capacity of the
battery; and u denote the rate of energy transfer between the available energy and the bound energy. The user are
referred to Manwell and McGowan[111] for a detailed description of the kinetic battery model.
However, as the Markovian approach does not differentiate the available energy and the bound energy, pn3 is
approximated by the following equation:
pn′3 =
k ·q · cb(t)e−u∆t+q ·u · cb(t)(1−e−u∆t)
1−e−u∆t+q(u∆t−1+e−u∆t) ∆t. (5.37)
In the implement of the Markovian approach, the above upper bounds of the the power inflow are applied to pn(t)
in Equation (5.2) through an additional min operator:
cb(t+1) = min{ max{ cb(t)+min{pn(t), pn1, pn2, pn′3, }∆t, cbm · (1−DoD)}, cbm }. (5.38)
Note that the available energy cb1(t) is approximated by q ·cb(t). The effect of this approximation will be evaluated
in this numerical comparison study.
The introduction of inflow power upper bounds will slightly affect the calculation of transition probability in
Equation (5.26) in that the summation in its third case may start at a state index less than m+1:
Pi, j(t) =

p j−i, 1≤ j ≤ (l−1)
∑−ik=−∞ pk, j = 0
∑∞k=l−i pk, j = l
0, else
, (5.39)
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Figure 5.6: Scheme of the Comparison Study.
where
l = min{ m, l1, l2, l3}, (5.40)
pn1 ∈ [(l1−
1
2
)
∆cb
∆t
, (l1+
1
2
)
∆cb
∆t
),
pn2 ∈ [(l2−
1
2
)
∆cb
∆t
, (l2+
1
2
)
∆cb
∆t
),
pn′3 ∈ [(l3−
1
2
)
∆cb
∆t
, (l3+
1
2
)
∆cb
∆t
),
The comparison scheme employed in this study is illustrated in Figure 5.6: in order to facilitate the comparison,
we introduce an intermediate set of results generated from an MCS approach based on the approximated battery
update equation identical to what is used in the Markovian approach (Equation (5.38)). Consequently, the comparison
between the Markovian approach and the intermediate MCS approach (Comparison 1) quantifies the effects due to
the different natures of approaches, while the comparison between the intermediate MCS approach and the HOMER
simulation (Comparison 2) quantifies the effects due to the different battery models.
We consider a hypothetical hybrid PV/wind power generation system under a typical summer setting. The daily
profile consists of 24 successive time frames, each accounting for a one-hour period. The parameter settings for each
time frame are summarized in Table 5.1. In addition, the cut-in, cut-off, and rated wind speeds of the wind turbine
are given as 4m/s, 8m/s, and 15m/s respectively; the efficiency of the PV panel is given as 80%; and the battery’s
technical specifications are summarized in Table 5.2. For validation purpose, the capacities of the three components
are assumed to be 1kW , 1.5kW , and 6KWh respectively.
Numerical results The comparison among the LOLPs obtained from the Markovian approach, the HOMER simu-
lation, and the intermediate MCS approach is summarized in Figure 5.7. Because HOMER can handle up to a year’s
worth of hourly resource and load series (i.e., 8760 hourly records), the results from HOMER simulation are presented
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Table 5.1: Parameter Settings of Resource Availabilities and Load for the Comparison Study between the Markovian
Approach and HOMER.
Time Frame ct kt αt βt rmaxt (kW/m2) Load(kW )
1 7 6 − − 0 0.6562+0.17lnN (0,0.5)
2 7 6 − − 0 0.6137+0.17lnN (0,0.5)
3 7 6 − − 0 0.5547+0.17lnN (0,0.5)
4 7 6 − − 0 0.6302+0.17lnN (0,0.5)
5 7 6 − − 0 0.5594+0.2125lnN (0,0.5)
6 7 6 − − 0 0.5877+0.2125lnN (0,0.5)
7 7 6 0.9 0.85 0.145 0.5882+0.238lnN (0,0.5)
8 7 6 0.9 0.85 0.465 0.5670+0.238lnN (0,0.5)
9 8 6.5 0.9 0.8 0.765 0.5240+0.255lnN (0,0.5)
10 8 6.5 0.9 0.8 1.015 0.5594+0.255lnN (0,0.5)
11 9 6 0.95 0.95 1.190 0.5854+0.255lnN (0,0.5)
12 9 6 0.95 0.95 1.284 0.6538+0.255lnN (0,0.5)
13 9 7 0.9 0.85 1.287 0.6420+0.255lnN (0,0.5)
14 9 7 0.9 0.85 1.205 0.7010+0.255lnN (0,0.5)
15 8 7 0.9 0.85 1.038 0.6869+0.255lnN (0,0.5)
16 8 7 0.9 0.85 0.799 0.6609+0.255lnN (0,0.5)
17 7 6 0.9 0.85 0.505 0.6137+0.255lnN (0,0.5)
18 7 6 0.9 0.85 0.185 0.6019+0.255lnN (0,0.5)
19 7 6 − − 0 0.5523+0.255lnN (0,0.5)
20 7 6 − − 0 0.5618+0.255lnN (0,0.5)
21 7 6 − − 0 0.6637+0.238lnN (0,0.5)
22 7 6 − − 0 0.6732+0.238lnN (0,0.5)
23 7 6 − − 0 0.6873+0.238lnN (0,0.5)
24 7 6 − − 0 0.6826+0.238lnN (0,0.5)
Table 5.2: Technical Specifications of the Battery.
Specification DoD k c pchm αm ηch ηdis
Value 70% 1.22 A/Ah 0.318 1.220 kW 1 A/Ah 92.74% 92.74%
as a box plot based on 30 simulations. In addition, the result from MCS is obtained through simulation over 1×106
time frames; and the Markovian approach is implemented with 100 SOCs and a PMF step size of 1W . It can be noted
from Figure 5.7 that LOLPs obtained from the three approaches are consistent.
To further evaluate the effect due to different nature of the approaches (Comparison 1), the Markovian approach
and the MCS approach based on the same approximated battery update equation are compared in terms of both their
results and their computation costs. Figure 5.8 shows the convergence history of the MCS approach where the solid
line indicates the path of obtained LOLP, and the dashed line indicates the LOLP obtained through the Markovian
approach as a reference. Table 5.3 presents the computation times of the respective approaches. It can be noted from
Table 5.3 that the computation time associated with the presented Markovian reliability analysis is less than that of
the MCS analysis. This is because for the scenario with periodic, identical daily settings considered in this study, the
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Figure 5.7: Comparison among the LOLPs Obtained by the Markovian Approach, HOMER Simulation and the MCS.
Markovian analysis finishes after one complete period, namely a day, or 24 time frames; on the other hand, it takes a
large number of repetitive periods for the MCS to converge. With the results from both approaches being consistent
with each other, the Markovian approach is generally more suitable for HPGS design optimization in which reliability
analysis are called repetitively. Note that the assumption of repetitive identical daily settings in each scenario is
generally reasonable for HPGS reliability analysis, as most probabilistic approaches (refer to Sections 2.4 and 5.1)
consider yearly resource profiles with identical daily settings in each month or each season[55, 141].
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Figure 5.8: Comparison between the LOLPs Obtained by the Markovian approach and MCS.
To further evaluate the effect due to the approximation of battery model (Comparison 2), the MCS approach
based on the approximated battery model is compared with the HOMER simulation. Due to the limit on the length
of resources series that HOMER can handel, we generated a portfolio composed of 30 sets of resource and load
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Table 5.3: Comparison between the Computation Times by the Markovian Approach and the MCS.
Method Computation Time (s)
Proposed Markovian approach 0.5806
MCS (1000000 time frames) 105.5565
series, each accounting for a 8760-hour period. For each set of resource (load) series, both approaches are tested,
and the relative difference between their obtained LOLPs are recorded. Figure 5.9 presents a box plot summarizing
the distribution of the relative differences between paired runs. As indicated by Figure 5.9, the approximated battery
model tends to sightly underestimate the LOLP. This is because the upper bounds of the charging power are generally
most likely to be active when there are successive charging cycles. It should also be noted that the HOMER simulation
shows considerable variation in terms of its result. This is primarily due to its length limit on resource and load series.
As HOMER essentially implements an MCS, 8760 hourly periods does not appear to be a reasonable time span to
obtain reliable results for many applications.
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Figure 5.9: Difference between the LOLPS Obtained by the MCS and HOMER Simulation.
The MCS and the Markovian reliability analysis approach in this comparison study are implemented with Matlab
r 7.5.
5.4.2 Optimization Results
In demonstration of the presented HPGS design optimization approach, we consider the sizing of an HPGS at a remote
location. As shown in Table 5.4, the resource availability at the location in consideration is characterized by a typical
day from each season, with the spring and fall sharing the same setting. Similar to Section 5.4.1, the daily setting is
presented in 24 hourly periods. In addition, a deterministic load is defined for each scenario, as illustrated in Figure
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5.10. The energy from the HPGS will be supplied to the load through a DC/AC inverter with an efficiency of 95%.
The required LOLP, LOLP, is given as 0.005. The rest part of the parameter setting employed is identical to the one
in Section 5.4.1, except for the component capacities which are design variables. The upper bounds of the design
variables are set as 5kW , 5kW , and 20kWh respectively, while their lower bounds are set as 0.
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Figure 5.10: Electricity Load.
As indicated in Section 5.2, we consider an empirical annualized cost of energy production, which is linear with
respect to the capacities of the components. The annualized unit cost parameters employed in this study are shown
in Table 5.5. The numbers account for the initial investment, the installment, the operation and maintenance over a
25-year project lifespan, as well as the replacement of retired components over this period. Note that the capacity of
the inverter is set to be 3kW . The reader is referred to Section 4.2 for a more detailed parameter setting.
The resulting HPGS design optimization problem is solved with the standard evolutionary algorithm embedded in
Premium Solverr 8.0 platform for Excel r 2007 environment. The reliability analysis code is integrated with the
solver through the Exlink toolbox in Matlab r 7.5 environment. The result indicates that the optimal configuration
for the HPGS is ppvn = 1.216kW , pwn = 2.069kW , cbm = 12.790kWh. This corresponds to an annualized cost of
energy production of $3178.36. The solution is obtained with a population of 20, and a mutation probability of 0.075.
Additionally, a PMF step size of 1W with 100 SOCs is employed for the Markovian reliability analysis.
5.5 Concluding Comments
The intermittent nature of renewable energy sources, together with the application of energy storage techniques, poses
a major challenge to HPGS reliability analysis, which is vital for effective HPGS design. In this paper, an HPGS
sizing optimization method based on a new Markovian reliability analysis technique has been proposed. The re-
liability technique employs a probabilistic approach to capture the state of charge of the HPGS’s energy storage.
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Table 5.4: Daily Resource Availabilities in Each Season.
Time Frame Summer Spring & Fall Winter
ct kt αt βt ct kt αt βt ct kt αt βt
1 7 6.0 − − 7.7 4.5 − − 8.5 3.5 − −
2 7 6.0 − − 7.7 4.5 − − 8.5 3.5 − −
3 7.0 6.0 − − 7.7 4.8 − − 8.0 4.0 − −
4 7.0 6.0 − − 7.7 4.8 − − 8.0 4.0 − −
5 7.0 6.0 − − 7.8 5.0 − − 8.3 4.5 − −
6 7.0 6.0 − − 7.8 5.0 − − 8.3 4.5 − −
7 7.0 6.0 0.9 0.85 7.8 5.5 1.9 3.35 8.0 4.0 0.9 2.85
8 7.0 6.0 0.9 0.85 7.8 5.5 1.9 3.35 8.0 4.0 0.9 2.85
9 8.0 6.5 0.9 0.8 8.5 5.0 1.9 3.3 9.0 4.5 0.9 2.8
10 8.0 6.5 0.9 0.8 8.5 5.0 1.9 3.3 9.0 4.5 0.9 2.8
11 9.0 6.0 0.95 0.95 9.4 5.5 1.95 3.45 9.9 5.0 0.95 2.95
12 9.0 6.0 0.95 0.95 9.4 5.5 1.95 3.45 9.9 5.0 0.95 2.95
13 9.0 7.0 0.9 0.85 9.2 5.0 1.9 3.35 10.0 5.5 0.9 2.85
14 9.0 7.0 0.9 0.85 9.2 5.0 1.9 3.35 10.0 5.5 0.9 2.85
15 8.0 7.0 0.9 0.85 8.6 5.0 1.9 3.35 9.0 5.0 0.9 2.85
16 8.0 7.0 0.9 0.85 8.6 5.0 1.9 3.35 9.0 5.0 0.9 2.85
17 7.0 6.0 0.9 0.85 7.9 4.8 1.9 3.35 8.0 4.5 0.9 2.85
18 7.0 6.0 0.9 0.85 7.9 4.8 1.9 3.35 8.0 4.5 0.9 2.85
19 7.0 6.0 − − 7.7 4.8 − − 8.2 4.0 − −
20 7.0 6.0 − − 7.7 4.8 − − 8.2 4.0 − −
21 7.0 6.0 − − 7.7 4.5 − − 8.5 4.0 − −
22 7.0 6.0 − − 7.7 4.5 − − 8.5 4.0 − −
23 7.0 6.0 − − 7.7 4.5 − − 8.5 3.8 − −
24 7.0 6.0 − − 7.7 4.5 − − 8.5 3.8 − −
Table 5.5: Annualized Unit Cost Parameters.
Component PV Panel Wind Turbine Battery Inverter
Unit Cost 92.6 $/kW 676.2 $/kW 91.1 $/kWh 167.0 $/kW
Consequently, extended time series analysis or Monte Carlo simulation (MCS) can be avoided, leading to less oner-
ous data and computation requirements. In addition, the time-invariant attribute of probabilistic analysis is addressed
first by introducing a periodic Markov chain model for daily reliability, and then by formulating the HPGS sizing as
a multi-scenario optimization problem. A numerical comparison indicates that the presented Markovian reliability
approach generates results consistent with those from the HOMER software, and that it achieves reasonable accuracy
with significantly less computation than the MCS method, validating its suitability for optimization applications. The
effectiveness of the presented optimization approach is demonstrated with a numerical study on a hybrid PV/wind
power generation system.
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Chapter 6
Wind Farm Layout Design Optimization
Through Multidisciplinary Design
Optimization with Complementarity
Constraints
The previous two chapters addressed the design optimization of hybrid power generation systems (HPGS) under
deterministic as well as probabilistic settings. HPGS’s are strategically important on the renewable energy road map
in that they facilitate power generation at places beyond the reach of electrical grids. However, when it comes to mass
production of renewable power, grid-connected renewable energy farms, such as wind farms and solar parks, play an
much more important role; and their performance will largely determine the future of renewable energy. This chapter
investigates the decomposition-based, complementarity models for wind farms layout design optimization.
6.1 Wind Farm Layout Design Optimization
Wind power is currently among the fastest growing renewable energy sources worldwide. Motivated by a series
of economic, social and political concerns, wind power has received tremendous attention over the past decades
and is now considered one of the most promising alternative to the increasingly expensive, rapidly depleting and
environmentally controversial fossil energies. Statistics show that the total capacity of wind power installed worldwide
increased from 24.3GW in 2001 to 196.6GW in 2010, an average growth rate of 25% annually. Such development
far exceeds official expectation made at the turn of the century. For example, the wind power capacity installed in
Europe is over 86GW in 2010, more than doubles the 40GW originally planned for the year in the European Union’s
White Book on Energy. Assisted by the various institutional supports such as feed-in tariffs, Kyoto protocol, and the
White Book, wind energy generation has developed to a point where it is not only competitive for meeting small load
at remote locations but also viable for meeting relatively large load demand connected to the grid.
At present time, the rated capacities of wind turbines are still relatively low compared with conventional power
generation units. Therefore, to provide more energy, multiple turbines need to be located at a single site, leading to a
wind farm. While the integrated deployment of turbines does bring some economic advantage, it also introduces an
additional dimension of complexity due to the wake effect: when turbines are placed too close to one another along
the prevailing wind direction, the power production of the turbines downstream will be reduced due to the existence
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of upstream turbines. As a consequence, the layout (i.e., the position of the individual turbines) decision of a wind
farm has a significant impact on its performance.
In spite of the rapidly expanding wind power generation, limited literature has been reported on the optimization
of wind turbine placement in the farm setting. This is partly due to the complexity of the problem: its exhibits con-
siderable amount of nonsmoothness and discreteness, which can not be easily captured by traditional optimization
models based on nonlinear programs (NLP). Consequently, established gradient-based optimization techniques can-
not be directly applied to wind farm layout design. This chapter presents a multidisciplinary design optimization with
complementarity constraints (MDO-CC) formulation for wind farm layout design optimization. The presented formu-
lation captures the nonsmooth wake decay with complementarity constraints composed of continuous differentiable
functions. Therefore, local optimality can be guaranteed by applying well established algorithms for mathematical
programming with complementarity constraints (MPCC). In addition, the presented formulation employs a multi-
scenario decomposition scheme to reduce computation due to simultaneous consideration of multiple wind scenarios.
The wind farm layout design optimization problem has been traditionally solved by metaheuristic approaches,
especially the genetic algorithm (GA)[166, 168, 172]. These approaches are inherently stochastic and are thus known
to possess the capability of global exploration, which may lead to layout designs with better overall performance.
However, they also lack guarantees of optimality in generally, due to their heuristic nature. While various local search
procedures have been proposed to improve the quality of the GAs’ solution[198, 174], some of these mechanisms are
still heuristic, and the discrete solution representation that they usually employ may affect the final precision of the
layout designs. Moreover, it is well-known that the GA is relatively inefficient in handling constrained optimization
problems. For the case of wind farm layout design optimization, most GA approaches depend on the assumption that
the turbines are placed on a grid whose size is large enough to implicitly ensure the minimum inter-turbine spacing.
In this chapter, we propose to solve the wind farm layout design optimization problem with an approach that
hybridizes a GA and a local refinement algorithm based on the presented MDO-CC formulation. The proposed
approach combines the global exploration capability of the GA with the local optimization capacity of the MDO-
CC approach; it also enables explicit consideration of inter-turbine spacing and regional constraints, as well as the
associated sensitivity analysis. The effectiveness of the presented algorithm is demonstrated with a numerical case
study.
The chapter is organized as follows: Section 6.2 states the wind farm layout design optimization problem, with
the wake effect model described. Section 6.3 presents a complementarity reformulation of the wind farm layout
optimization problem as well as its multi-scenario decomposition formulation. The presented hybrid GA-MDO-CC
approach is described in Section 6.4 and demonstrated with a numerical case study in Section 6.5. Conclusions are
drawn in Section 6.6.
107
6.2 Problem Statement
This section provides a problem statement of wind farm layout design optimization. The wake effect is captured,
energy production elaborated, and the optimization setting explained.
6.2.1 Wake Effect Model
In this subsection, the performance analysis of a wind farm is elaborated. Specifically, a wind profile (direction and
speed) model is introduced, followed by the wake effect of wind turbines; after that, the wind profile and the wake
effect are combined to develop a performance assessment model for the wind farm.
Mathematical Model for Wind Profile
The quantity of kinetic energy that a turbine can capture from the wind depends mainly on the wind speed distri-
bution at the turbine site and the power versus wind speed characteristic (also known as power curve) of the tur-
bine. We assume that the wind speed at a turbine location is a random variable following a continuous distribu-
tion with a probability density function pv(v). pv(v) can be estimated from meteorological data with a distribution
identification analysis tool. Many probabilistic models have been proposed to describe wind speed, such as the two-
parameter Weibull distribution[118, 119], the two-parameter gamma distribution[120], and the two-parameter log-
normal distribution[121]. Among these models, the two-parameter Weibull distribution is most widely used in wind
energy engineering, because it conforms well to the observed long-term distribution of mean wind speeds for a range
of sites. In some occasions, the one-parameter Rayleigh distribution, a special case of the Weibull distribution with its
shape parameter equal to 2 is used to model the wind speed[122]. In this chapter, it is assumed that the wind speed at
a given location is following a two-parameter Weibull distribution, with a scale parameter c and a shape parameter k:
pv(v) =
k
c
(v
c
)k−1
e−(
v
c )
k
(6.1)
Moreover, we assume that the wind direction θ is uniform within the terrain in consideration, and that the Weibull
distributed free stream wind speed profile within the terrain shares a same set of parameters c(θ) and k(θ) for each
wind direction θ, where c(θ) and k(θ) are continuous functions of θ. This assumption is generally reasonable for a
wind farm with relatively flat terrain.
In addition to the speed distribution, we also consider the vertical profile of the wind speed with respect to the
height: in the low atmosphere layers, wind speed is slowed down by the friction between the air and the surface of
the ground; the rougher of the ground surface, the more the friction. Following this phenomenon, the wind speed at
a certain hub height z above the ground level can be estimated through a wind shear model which extrapolates with
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the ground roughness height z0 at the location and the wind speed v(z) collected by a meteorological mast at reference
height zr[199]:
v(z) = v(zr)
ln(z/z0)
ln(zr/z0)
(6.2)
Wake Effect Modeling
As the wind stream flows through the turbine rotor, part of its kinetic energy is captured by the turbine and thus there
is a speed loss after the rotor plane. Assuming the flow to be incompressible, the flow stream must be expanded and
deflected to keep the continuity in the mass flow. This is known as the wake effect of the turbine. The expansion of the
flow stream follows a two stage process: the first (near wake) stage of the expansion begins before the wind reaches the
plane and the flow expands quickly until around 2-3 rotor diameters downstream where the reduced static pressure in
the wake rise to the free stream pressure; from that point, the wake gradually expands and mixes with the surrounding
flow in the second (far wake) stage as the wind moves downstream, and the wake effect diminishes gradually until the
flow speed has fully recovered far downstream[159]. The wake effect of a single turbine is illustrated in Figure 6.1.
Near wake Far wake
Figure 6.1: Wake Effect of a Single Turbine.
Single wake The loss of wind speed due to a turbine wake is usually accounted for by the wind speed deficit which
is defined as the fraction of speed reduction in the wake from the free stream speed. The speed deficit dv(d) at a
distance d downstream from the turbine can be approximated as follows[170]:
dv(d) = 1− v(d)
v0
=

1−√1−CT(
D0
D(d)
)2 d ≥ 0
0 else
(6.3)
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where v0 is the free stream wind speed; v(d) is the wind speed at distance d in the wake; CT is the thrust coefficient
of the turbine; D0 is the rotor diameter and D(d) is the wake diameter at distance d downstream. For simplicity of
notation, the wind direction θ is dropped from the expressions in remainder of this subsection unless noted otherwise.
Following Katic et al.[158], the wake diameter expands approximately in a linear manner:
D(d) = D0+2κd (6.4)
where κ is the wake decay constant.
Partial wake We represent the location of a wind turbine Ti by its coordinates (xi,yi) in a two dimensional Cartesian
coordinates system. Following this representation, for a given wind direction θ, the distance between the respective
rotor planes of two turbines Ti and Tj along θ can be calculated as:
di, j = (x j− xi)cosθ+(y j− yi)sinθ, (6.5)
and the distance Xi, j between the two rotor centers along the direction orthogonal to θ can be calculated as:
Xi, j =−(x j− xi)sinθ+(y j− yi)cosθ. (6.6)
The two distances are illustrated in Figure 6.2.
Figure 6.2: Decomposition of the Distance between Turbines Ti and Tj.
Assuming no other turbines are present, when Tj is fully immersed in the wake of the upstream Ti, the wind speed
that reaches Tj’s rotor, v j0, equals the wind speed at di, j in Ti’s wake, vi(di, j), which is implied from Equation (6.3).
For the scenarios where the Tj is partially immersed in the wake of Ti (as shown in Figure 6.3), an equivalent wind
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speed v j0 at the rotor plane downstream can be calculated following[172]:
(v0− v j0)2 = A j,iA0 (v0− vi(di, j))
2, (6.7)
where A0 is the area of the Tj’s rotor, and Aw is the overlapping area between Ti’s wake (at distance di, j) and Tj’s rotor:
A j,i(R, |Xi, j|,r) =

pir2 |Xi, j| ≤ R− r,
R2(γR− sin(2γR)2 )+ r2(γr− sin(2γr)2 ) |Xi, j| ∈ [R− r,R+ r],
0 |Xi, j| ≥ R+ r,
(6.8)
where R is the radius of the bigger circumference (usually the wake) and r is the radius of the smaller circumference
(usually the rotor); γR and γr are the central angle corresponding to the overlap at the bigger and smaller circumferences
respectively:
γR = cos−1
(
R2+X2i, j− r2
2|Xi, j|R
)
|Xi, j| ∈ [R− r,R+ r], (6.9)
γr = cos−1
(
R2−X2i, j− r2
2|Xi, j|r
)
|Xi, j| ∈ [R− r,R+ r]. (6.10)
Wake Steam
Rotor
Figure 6.3: Effect of a Partial Wake.
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Note that Equation (6.7) can be reformulated as:
dv2ji =
A j,i
A0
dv2i (di, j) (6.11)
where dv2ji denotes the equivalent wind speed deficit at turbine Tj due to turbine Ti, and dvi(di, j) denotes the wind
speed deficit in the wake of Ti at location di, j.
Multiple wakes In the wind farm setting, a turbine downstream could be affected by the wakes of multiple turbines
upstream (as shown in Figure 6.4). Therefore the total effect of the wakes need to be calculated. The reader is referred
to Chapter 2 for a review of methods that estimates the composite wake effect. In this chapter, the method by Katic et
al.[158] is employed. This model indicates that the square of the equivalent wind velocity deficit at a given location
can be calculated by superposing the square of the wind velocity deficits induced by all the upstream turbines at
this location. Following the model, the expression of the composite wake effect based on the partial wake model in
Equation (6.11) is given as:
dv2j =
Nupstream
∑
i
A j,i
A0
dv2i (di, j). (6.12)
where dv j represents the composite wind speed deficit at turbine Tj’s rotor plane.
Terrain Boundary
Wind direction
Figure 6.4: Wake Effect of Multiple Turbines.
Once the composite wind speed deficit of a given turbine layout are calculated for a wind direction θ, it can be
used to estimate the farm’s energy production along θ. This is discussed in the next subsubsection.
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Power Production
The power output of a wind turbine can be determined through its power curve pw(v) and the (equivalent) wind speed
that reaches its rotor. As wind generators have different power curves , the model used to describe them is also
different. Generally speaking, the power output characteristic of a typical wind turbine can be assumed in a way that
it starts generating at the cut-in wind speed Vi; the power output increases as the wind speed increases from Vi to the
rated wind speed Vr; and the rated power pwn is produced when the wind speed varies from Vr to the cut-off wind
speed Vo, at which the turbine will be shut down for safety.
In this chapter, we consider an approximated power curve that describe the turbine’s power output in a piecewise
linear manner:
pw =

v−Vi
Vr−Vi pwn, Vi ≤ v <Vr
pwn, Vr ≤ v≤Vo
0, else
(6.13)
where Vi, Vo, and Vr represent the cut-in, the cut-off, the rated wind speed of the turbine respectively. Additionally,
pwn denotes the rated power of the turbine.
Following the power curve, the expected total power generated by the wind turbine under a given wind direction
can be calculated as: ∫ Vo
Vi
pw(v)
k(θ)
c(θ)
(
v
c(θ)
)k(θ)−1
e−(
v
c(θ) )
k(θ)
dv, (6.14)
The wake effect affects the energy production of a wind turbine through the reduced wind speed at its rotor
plane. Lackner et al.[170] show that this effect can be accounted for through an equivalent Weibull distribution at
the turbine’s location. It is also shown that the composite wind speed deficit dvi at a given turbine Ti only affects the
scaling parameter c of the Weibull distribution:
c j(θ) = (1−dv j)c(θ). (6.15)
Following Equations (6.14) and (6.15), the expected total power generated by a wind farm consisting of N turbines
can be calculated as:
E(P(θ)) =
N
∑
j=1
∫ Vo, j
Vi, j
pw, j(v)
k(θ)
c j(θ)
(
v
c j(θ)
)k(θ)−1
e
−( vc j(θ) )
k(θ)
dv, (6.16)
where Vi, j and Vo, j represent the respective cut-in and cut-off wind speed of turbine Tj, and pw, j(v) is the power curve
of Tj.
113
6.2.2 System Optimization Model
This subsection presents a wind farm layout design optimization problem which determines the location of the farm’s
turbines. Specifically we consider a wind resource profile characterized by n scenarios ω(1), . . . ,ω(n), with each
scenario ω(m) defined as: {
ω(m)| θ(m), Pr(m)
}
, (6.17)
where θ(m) denotes the wind direction under scenario ω(m), and Pr(m) denotes ω(m)’s frequency of appearance. The
problem is set up such that it locates N homogenous turbines to maximize the power production of the farm . The
formulation of the problem is given as:
WFLDO : max
x1,··· ,xN ,y1,··· ,yN
n
∑
m=1
Pr(m) ·E(P(θ(m))) (6.18)
s.t. x2i + y
2
i ≤ R2c , ∀i = 1, . . . ,N, (6.19)
(xi− x j)2+(yi− y j)2 ≥ (α ·D0)2 ∀i, j = 1, . . . ,N, i 6= j, (6.20)
where xi and yi denote the two dimensional coordinates of Turbine Ti, Rc denotes the radius of the terrain in consid-
eration, D0 is the rotor radius of the turbines, α is a spacing factor that specifies the minimum inter-turbine distance,
and E(P(θ(m))) is calculated by Equations (6.16).
Note that the first set of constraints (Equation (6.19)) requires that all the turbines should be placed within the
terrain in consideration. While a circular terrain is considered in this chapter, other 2-dimensional analytical geometric
shapes can be easily considered. In addition, the second set of constraints (Equation (6.20)) indicates a minimum
technical distance between each pair of turbines in a multiple of the rotor diameter. Ensuring sufficient spacing reduces
interactions such as turbulence, thus diminishing the hazardous loads on the turbine. It also ensures the quality of the
wake model in the previous subsection as it is less accurate at the near wake phase. The the factor αmay be determined
based on empirical knowledge as well as the characteristics of the wind profile, the turbine and the terrain.
6.3 MDO-CC Approach for Wind Farm Layout Design Optimization
In this section, an MDO-CC approach for wind farm layout design optimization is presented. We first introduce
a complementarity reformulation technique which converts the nonsmooth wake effect analysis into a set of com-
plementarity constraints (CC) with continuously differentiable component functions, then present a multi-scenario
decomposition approach that solves the derived optimization model with CCs in a decomposed manner.
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6.3.1 Complementarity Reformulation
Although some of the equations in the wake effect analysis model presented in Section 6.2, Equations (6.3) and (6.8),
are nonsmooth, they are closely related to the continuous piecewise smooth function shown in Equation (4.16). There-
fore, they can be converted into complementarity constraints with smooth component functions. The reformulation is
explained in this subsection.
Reformulation of Single Wake Speed Loss
We note that the mathematical expression for single wake speed loss dv(d) in Equation (6.3) is not a continuous
function at d = 0. This is intuitive in a physical sense in that the speed deficit is zero for any point in front of the
rotor, while it becomes most prominent immediately after the rotor (as illustrated by the solid curve in Figure 6.5).
Although such discontinuities are usually difficult to approximate with smooth functions, the existence of the inter-
turbine spacing constraints (Equation (6.20)) practically makes the near rotor wake effect irrelevant to wind farm
layout design optimization. As a result, a smooth function can be employed to approximate the discontinuous single
wake speed loss. Generally, this approximation is not likely to affect the quality of wake loss analysis as long as it
provides enough accuracy in feasible regions of the inter-turbine spacing constraints.
-5 0 5 10 15 20 25
0
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Original wake loss
Reformulated wake loss
Figure 6.5: Reformulation of Single Wake Speed Loss: CT = 0.8, κ= 0.075, a = 2.5, b = 2.5.
As the first step to reformulate Equation (6.3), we introduce a pair of complementary surplus and slack variables,
s1 and s2, such that they satisfy the following:
d− s1+ s2 = 0, (6.21)
0≤ s1 ⊥ s2 ≥ 0.
Since s1 equals the maximum of d and 0, we can simplify Equation (6.3) by replacing d with s1. The resulting
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expression is shown as follows:
dv(d) =
1−√1−CT(
D0
D(s1)
)2 (6.22)
Note that the negative case of Equation (6.3) is implicitly captured by the complementarity constraint, therefore it is
no longer needed.
Finally, the approximation of the discontinuous single wake speed loss is fulfilled through introducing a logistic
function:
l(s1) =
1
1+ e−a(s1−b)
. (6.23)
This function features a smooth transition from 0 to 1, the “slope” and position of which are controlled by parameters
a and b respectively. The values of the two parameter are chosen based on the multiplier α in the inter-turbine
spacing constraint. The reformulated speed loss in Equation (6.22) is multiplied by the logistic function to create the
approximation. As a result, the product from the multiplication would closely approximate of the original speed loss
function for sufficiently large s1. The complete reformulation of Equation (6.3) (as illustrated by the dashed line in
Figure 6.5)is given as:
d˜v(s1) =
1−√1−CT(
D0
D(s1)
)2 · l(s1), (6.24)
d− s1+ s2 = 0,
0≤ s1 ⊥ s2 ≥ 0.
Reformulation of Partial Wake Overlap
In order to reformulate the expression for overlapping area A j,i (Equation (6.8)) in the partial wake analysis model,
we first note that A j,i is a twice-continuously differentiable function of R, r and |Xi, j|. This can be seen through the
gradient of A j,i in the second case of Equation (6.8):
∇2A j,i=
(
∂A j,i
∂R
,
∂A j,i
∂|Xi, j| ,
∂A j,i
∂r
)T
=

2R(γR−sin(2γR)2 )+R2(−
1
|Xi, j |−
cosγR
R√
1−γ2R
+cos(2γR)
1
|Xi, j |−
cosγR
R√
1−γ2R
)+r2(− R
r|Xi, j |
√
1−γ2r
+cos(2γr) R
r|Xi, j |
√
1−γ2r
)
R2(−
1
R−
cosγR
|Xi, j |√
1−γ2R
+ cos(2γR)
1
R−
cosγR
|Xi, j |√
1−γ2R
)+ r2(−
1
r− cosγr|Xi, j |√
1−γ2r
+ cos(2γr)
1
r− cosγr|Xi, j |√
1−γ2r
)
2r(γr−sin(2γr)2 +R2( rR|Xi, j |√1−γ2R−cos(2γR)
r
R|Xi, j |
√
1−γ2R
)+r2(−
1
|Xi, j |−
cosγr
r√
1−γ2R
+cos(2γr)
1
|Xi, j |−
cosγr
r√
1−γ2r
)
, (6.25)
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where the subscript 2 denotes the second case of Equation (6.8), i.e., R− r ≤ |Xi, j| ≤ R+ r. At a point that satisfies
|Xi, j| = R− r, γR = 0 and γr = pi. Thus the limit of Equation (6.25), as R, r and |Xi, j| approach to a point satisfying
|Xi, j|= R− r, is given as:
∇2A j,i
∣∣∣∣|Xi, j |=R−r =
(
∂A j,i
∂R
∣∣∣∣
(R=Xi, j+r)−
,
∂A j,i
∂Xi, j
∣∣∣∣
(Xi, j=R−r)+
,
∂A j,i
∂r
∣∣∣∣
(r=R−Xi, j)−
,
)T
= (0, 0, 2pir)T . (6.26)
where the subscripts + and - denote left and right derivative respectively. This limit is equal to the gradient of the first
case in Equation (6.8) at a point satisfying |Xi, j|= R− r:
∇1A j,i
∣∣∣∣|Xi, j |=R−r =
(
∂A j,i
∂R
∣∣∣∣
(R=Xi, j+r)+
,
∂A j,i
∂Xi, j
∣∣∣∣
(Xi, j=R−r)−
,
∂A j,i
∂r
∣∣∣∣
(r=Xi, j−R)+
,
)T
= (0, 0, 2pir)T . (6.27)
In addition, at a point that satisfies |Xi, j|= R+ r, γR = 0 and γr = pi. Thus the limit of Equation (6.25), as R, r and
|Xi, j| approach to a point satisfying |Xi, j|= R+ r, is given as:
∇2A j,i
∣∣∣∣|Xi, j |=R+r =
(
∂A j,i
∂R
∣∣∣∣
(R=Xi, j−r)+
,
∂A j,i
∂Xi, j
∣∣∣∣
(Xi, j=R+r)−
,
∂A j,i
∂r
∣∣∣∣
(r=Xi, j−R)+
,
)T
= (0, 0, 0)T . (6.28)
This limit is equal to the gradient of the third case in Equation (6.8) at a point satisfying |Xi, j|= R+ r:
∇3A j,i
∣∣∣∣|Xi, j |=R+r =
(
∂A j,i
∂R
∣∣∣∣
(R=Xi, j−r)−
,
∂A j,i
∂Xi, j
∣∣∣∣
(Xi, j=R+r)+
,
∂A j,i
∂r
∣∣∣∣
(r=Xi, j−R)−
,
)T
= (0, 0, 0)T . (6.29)
Following these two observations, the overlapping area A j,i has a continuous derivative. The same type of analysis
applied to the Hessian of the overlapping are shows that A j,i has a continuous second-order derivative. As the function
is apparently continuous, it is twice-continuously differentiable.
To capture the nonsmooth absolute value, we also introduce a pair of complementary surplus and slack variables,
s3 and s4, such that they satisfy the following:
Xi, j− s3+ s4 = 0, (6.30)
0≤ s3 ⊥ s4 ≥ 0.
As a result, the s3+ s4 can be used to replace |Xi, j| in Equation (6.8):
A j,i(R, |Xi, j|,r) = A j,i(D(di, j)2 ,s3+ s4,
D0
2
). (6.31)
117
Note that R and r are also replaced by D(di, j)2 and
D0
2 ) respectively, since the wake is always the larger circumference
in Figure 6.3 for homogenous turbine case. Equations (6.30) and (6.31) provide the complete reformulation of the
overlapping area A j,i in the partial wake analysis model.
Complementarity Reformulation of Wind Farm Layout Design Optimization
As a summary of this subsection, we present the complementarity reformulation of the wind farm layout design
optimization problem, which is derived through applying the presented reformulation technique to the interaction of
each pair of turbines. The formulation is given as follows:
WFLDOAIO : max
n
∑
m=1
Pr(m) ·E(P(θ(m))) (6.32)
w.r.t. xi,yi, ∀i = 1, . . . ,N, s(m)j,i,1,s(m)j,i,2,s(m)j,i,3,s(m)j,i,4, ∀m = 1, . . . ,n, ∀i, j = 1, . . . ,N, i 6= j
s.t. x2i + y
2
i ≤ R2c , ∀i,
(xi− x j)2+(yi− y j)2 ≥ (α ·D0)2, ∀i, j, i 6= j,
(x j− xi)cosθ(m)+(y j− yi)sinθ(m)− s(m)j,i,1+ s(m)j,i,2 = 0, ∀m, ∀i, j, i 6= j,
−(x j− xi)sinθ(m)+(y j− yi)cosθ(m)− s(m)j,i,3+ s(m)j,i,4 = 0, ∀m, ∀i, j, i 6= j,
c j(θ(m)) = c(θ(m))
1−
√√√√√ N∑
i=1,i6= j
A j,i(
D(s(m)j,i,1)
2 ,s
(m)
j,i,3+ s
(m)
j,i,4,
D0
2 )
1
2 D
2
0
d˜v
2
(s(m)i, j,1)
 ∀m, ∀i, j, i 6= j,
where the relation between c j(θ(m)) and the objective is dictated in Equation (6.16). Since c j(θ(m)) is an interme-
diate result rather than a constraint, the corresponding equality will be dropped from any subsequent optimization
formulations.
6.3.2 Decomposed Formulation
We note that the formulation in Equation (6.32) is twice-continuously differentiable. Therefore it can be directly solved
with various continuous MPCC solvers in an all-in-one (AIO) manner. However, the scenario specific interaction
variables increase the size of the problem, and generally make the direct solution of the AIO problem inefficient.
Following the decomposition-based approach for MDO-CC proposed in Section 3.2, a multi-scenario decomposition
formulation is presented in this subsection, which formulates the layout design of the wind farm under individual
scenarios into subproblems and coordinates among the individual scenario layout design subproblems to derive the
overall optimal solution to the original AIO problem.
In derivation of the decomposed formulation, the augmented Lagrangian decomposition (ALD) approach pre-
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sented in Section 3.2.1 is followed: the two dimensional coordinates of each turbine xi and yi are take as linking
variables; a local copy of the linking variables, x(m)i and y
(m)
i , is first introduced to each relevant scenario m, together
with a set of consistency constraints; then the consistency constraints are relaxed, and the corresponding violation
is penalized in the objective function through inconsistency variables; after that, the problem is decomposed into a
bi-level formulation composed of a system level coordination problem and a subsystem level including n separated
individual scenario subproblems. The mth scenario of the multi-scenario decomposed formulation is given as:
WFLDOALD−sub,m : max Pr(m)E(P(θ(m)))+ ε(m) (6.33)
w.r.t. ε(m), x(m)i ,y
(m)
i , ∀i = 1, . . . ,N, s(m)j,i,1,s(m)j,i,2,s(m)j,i,3,s(m)j,i,4, ∀i, j = 1, . . . ,N, i 6= j
s.t.
(
x(m)i
)2
+
(
y(m)i
)2 ≤ R2c , ∀i,
(x(m)i − x(m)j )2+(y(m)i − y(m)j )2 ≥ (α ·D0)2, ∀i, j, i 6= j,
(x(m)j − x(m)i )cosθ(m)+(y(m)j − y(m)i )sinθ(m)− s(m)j,i,1+ s(m)j,i,2 = 0, ∀i, j, i 6= j,
−(x(m)j − x(m)i )sinθ(m)+(y(m)j − y(m)i )cosθ(m)− s(m)j,i,3+ s(m)j,i,4 = 0, ∀i, j, i 6= j,
ε(m) ≥
N
∑
i=1
(
v(m)i,x · (xi− x(m)i )+w(m)i,x · (xi− x(m)i )2+ v(m)i,y · (yi− y(m)i )+w(m)i,y · (yi− y(m)i )2
)
where ε(m) is an inconsistency variable to maintain the regularity condition of the deviation constraints[177]. The
inconsistency between linking variables is penalized by the augmented Lagrangian penalty function: wi,x and wi,y
are the respective weight factors assigned to consistency constraints xi− x(m)i = 0 and yi− y(m)i = 0; vi,x and vi,y are
estimations of the respective Lagrange multipliers corresponding to the two consistency constraints.
The formulation of the upper level coordination problem is given as:
WFLDOALD−sys : min ε (6.34)
w.r.t. xi,yi,ε
s.t. ε≥
n
∑
m=1
(
N
∑
i=1
(
v(m)i,x · (xi− x(m)i )+w(m)i,x · (xi− x(m)i )2+ v(m)i,y · (yi− y(m)i )+w(m)i,y · (yi− y(m)i )2
))
The decomposed problem structure is illustrated in Figure 6.6. In the next section, a solution algorithm based
on the above MDO-CC decomposed formulation will be presented to solve the original wind farm layout design
optimization problem.
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Figure 6.6: Decomposed Problem Structure of Wind farm Layout Design Optimization.
6.4 Solution Algorithm
The wind farm layout design optimization problem has been traditionally solved by metaheuristic approaches, espe-
cially the GA[166, 168, 172]. These approaches are inherently stochastic and are thus known to possess the capability
of global exploration, which may lead to layout designs with better overall performance. However, they also lack
guarantees of optimality in generally, due to their heuristic nature. While various local search procedures have been
proposed to improve the quality of the GAs’ solution[198, 174], some of these mechanisms are still heuristic, and
the discrete solution representation that they usually employ may affect the final precision of the layout designs. In
addition, it is well known that the GA is relatively inefficient in handling constrained optimization problems. For
the case of wind farm layout design optimization, most GA approaches assume that the turbines are placed on a grid
with a large enough cell size, in order to implicitly ensure the minimum inter-turbine spacing. This assumption is
generally reasonable when a sufficiently large piece of land is allocated to the wind farm; but it may not be valid when
a relatively compact layout is expected.
We note that the MDO-CC decomposed formulation presented in Equations (6.33 and 6.34) is twice-continuously
differentiable and can thus be solved by the ALD algorithms presented in Section 3.2.2. Generally, the ALD approach
can generate locally optimal layouts in a continuous setting; it also handles constraints such as minimum inter-turbine
spacing and region shape for the case where compact layouts are expected. On the other hand, the ALD approach also
suffers from lack of global optimization capacities.
The above discussion highlights the complementary properties of GA and MDO-CC and suggests a solution al-
gorithm in the form of a hybridization between both approaches. In this section, a hybrid solution algorithm that
combines a GA and a continuous MDO-CC local refinement approach is presented to solve the wind farm layout de-
sign optimization problem. The GA employed is explained in Section 6.4.1 and the hybridization scheme is presented
in Section 6.4.2.
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6.4.1 Genetic Algorithm
This subsection describes the GA employed to solve the wind farm layout design optimization problem. The solution
representation is first stated, followed by a constraint handling mechanism. Then, the flow of the algorithm is stated,
and the genetic operators are addressed.
Solution representation A solution, referred to as an individual, to the original wind farm layout design optimiza-
tion problem in Equation (6.18) is represented by a binary string composed of N substrings:
bx = (bx1,by1, · · · ,bxN ,byN), (6.35)
where bxi, byi are two binary substrings of lb bits each, representing xi and yi respectively. Note that this representation
does not assume a grid layout as most GAs for wind farm layout design do. Therefore the constraints must be handled
explicitly to ensure feasibility. The value of lb may depend on the expected accuracy as well as the compactness of the
farm: if a more compact layout is required, higher accuracy might be necessary to facilitate the constraint handling.
Constraint handling mechanism A constraint handling mechanism is introduced in the GA following a typical
bi-objective setting. Specifically, the maximization of wind energy production and the minimization of constraint
violation are considered as two conflicting objectives. For the simplicity of notation, the maximization of wind energy
production is converted into the minimization of the its negative, so that both objectives are to be minimized. The
objectives are stated as follows:
min {O1(bx),O2(bx)} (6.36)
where
O1(bx) = −
n
∑
m=1
Pr(m) ·E(P(θ(m))), (6.37)
O2(bx) =
N
∑
i=1
max
(
0,(x2i + y
2
i −R2c)
)
+
N
∑
i=1
N
∑
j=1, j 6=i
max
(
0,((c ·D0)2− (xi− x j)2+(yi− y j)2)
)
, (6.38)
.
In order to handle the constraints, an elite set is introduced to approximate the Pareto frontier that characterizes
the trade-off between the two objectives. In the process of optimization, the elite set is updated in each iterate through
inserting all the non-dominated individuals from the population into the set and removing all the dominated individuals
from the set. Here, an individual bx1 dominates another individual bx2, represented as bx1  bx2, if the following
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conditions satisfy:
O1(bx1) ≤ O1(bx2), O2(bx1) ≤ O2(bx2), (6.39)
O1(bx1) < O1(bx2)or O1(bx1) < O1(bx2). (6.40)
An individual is called non-dominated if it is not dominated by any of the individuals evaluated so far.
Algorithm description The GA employed for wind farm layout design optimization is described in Figure 6.7.
BEGIN
Genetic Algorithm with Constraint Handling
Step 0: Initialize empty parent set      , population        and elite set       ; randomly generate
individuals to fill       ;                 ;                         ;
Step1: REPEAT
Step 1.1: Insert all the non-dominated solutions  in       into       ;  remove dominated
solutions from        .
Step 1.2: Assign fitness to individuals in        and       .
UNTIL
END
Step 1.4: Generate        new individuals to form the new population       , each by 
applying crossover to two individuals randomly selected from        , with 
probability      .
Step 1.3: Select         individuals from        and       to fill      .
Step 1.5: Mutate each individual in       , with probability        .
Step 1.6: Find the individual         with the minimum       ;
IF
Step 1.7:
THEN ;                       .
OR
ELSEIF
OR
AND
THEN ;                       .
ELSE .
,
,
Figure 6.7: Pseudo Code of the Genetic Algorithm.
Two terminating criteria are considered: the maximum number of iterations genmax and the maximum number of
iterations without improvement gennImp,max. The algorithm is terminated when either criterion is satisfied.
Fitness assignment The fitness of an individual x in the elite set SE is defined as:
f itness(bx) =
Nl(bx)
NO
, (6.41)
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where, Nl(bx) denotes the number of individuals in the population SO, which is dominated by bx. After fitness values
have been assigned to all the individuals in the elite set SE , the fitness of an individual bx′ in the population SO is then
defined as:
f itness(bx′) = ∑
bx∈SE ,bxbx′
f itness(bx)+1, (6.42)
where the first term on the right hand side is the sum of the fitness of all the individual in SE that dominate bx. The
value 1 is added to ensure that individuals in the elite set SE have a better fitness than individuals in the population SO.
The combination of the constraint handling mechanism and fitness assignment method employed is also known
as the strength Pareto approach. The approach has been applied to an evolutionary strategy algorithm by Zitzler and
Thiele[23].
Crossover, mutation and selection Both the crossover and mutation are performed on a substring basis, i.e., they
are applied between each corresponding pair of substrings. A standard two-point crossover operator and a bit mutation
operator are employed. The two operators are applied with a crossover probability PX and a mutation probability PM
respectively.
In addition, a tournament selection with replacement of size NT is employed to qualify individuals for reproduc-
tion: NT individuals are selected randomly, and the individual with the best fitness value is inserted into SP.
6.4.2 Hybridization Scheme
The MDO-CC local refinement algorithm is combined with the above described GA in the following manner: when
the maximum number of iterations without improvement gennImp,max is reached, the local refinement is applied to the
NR most feasible individuals in the elite set SE . The solution with best objective value from the local refinements is
translated into an individual bx∗ which is then compared with the most feasible individual in the elite set bxmin. If the
following criteria satisfy:
O2(bx∗)< O2(bxmin), or O1(bx∗)< O1(bxmin) · (1+ εtol), (6.43)
then bx∗ is inserted into the elite set SE ; after that, all the dominated individuals in the elite set SE are removed from
the set and the GA continues with a zero gennImp. Note that an truncation error may occur, when a solution is translated
to an individual. If Equation (6.43) fails, then the GA terminates.
Figure 6.8 shows an overall flowchart of the presented solution algorithm, including the GA and the local re-
finement. The MDO-CC local refinement follows the augmented Lagrangian decomposition algorithm introduced in
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Section 3.2. The algorithm is illustrated in Figure 6.9. In addition, the weight updating scheme presented in Equations
(3.20) and (3.21) is followed to enhance convergence.
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Max number of iterations without
improvement reached?
Max number of iterations reached?
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N
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Local refinement
Most feasible non-dominant
individual improved? 
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Update Elite Set
Local refinement
Figure 6.8: Flow Chart of the Presented Hybrid GA-MDO-CC Approach.
6.5 Numerical Case Study
In this section, a numerical study based on an illustrative wind farm is presented to demonstrate the presented MDO-
CC approach as well as the hybrid optimization algorithm. The numerical results and a sensitivity analysis are pro-
vided.
6.5.1 Demonstrative Case
This section considers a demonstrative case in which 10 identical turbines are to be placed within a circumference with
radius Rc = 500m. The diameter of the turbines’ rotor plane D0 = 77m; and the spacing factor for minimum inter-
turbine spacing α= 4. Apparently, such a parameter setting requires a compact layout of turbines; hence the constraint
handling is not an trivial issue. Other parameters of the wind turbine are given as: the rated capacity pwn = 1500kW ;
the cut-in wind speed Vi = 3.5m/s; the rated wind speed Vr = 14; the cut-off wind speed Vo = 23.5m/s; the hub height
z = 80m; the trust coefficient CT = 0.8; and the decay constant of the wake κ = 0.075. A wind scenario shown in
Table 6.1 is considered. To facilitate the calculation of wind power production, a numerical integration is conducted
with a speed interval of 0.5m/s.
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Figure 6.9: Alternate Direction Approach for MDO-CC Local Refinement.
Table 6.1: Distribution of Wind Direction and Speed Considered in the Demonstrative Case.
m θ(m) k(θ(m)) c(θ(m)) p(m)
1 30◦ 2 7 0.2
2 90◦ 2 5 0.16
3 150◦ 2 5 0.16
4 210◦ 2 5 0.16
5 270◦ 2 5 0.16
6 330◦ 2 4 0.16
6.5.2 Numerical Results
The demonstrative case described above is used to test the presented MDO-CC local refinement approach as well as the
presented hybrid GA-MDO-CC algorithm. Specifically, the MDO-CC approach is first verified through comparing its
results with those of an MPCC solver applied to the AIO complementarity formulation; then the optimization results
from the proposed hybrid GA-MDO-CC algorithm is presented in demonstration of its effectiveness; after that, the
results of a sensitivity analysis performed at one of the solutions obtained is provided to provide insight to the layout
design problem.
MDO-CC local refinement algorithm A first numerical study is conducted to show the numerical behavior of the
presented MDO-CC approach. The MDO-CC approach was applied to solve the wind farm layout design optimization
problem in the demonstrative case study from 10 randomly generated initial points. Numerical results indicates that
for each initial solution tested, the MDO-CC approach converged to a solution identical to an local optimal solution to
the AIO complementarity formulation in Equation (6.32). The local optimality of the solutions obtained is numerically
verified by feeding their corresponding AIO solution to an MPCC solver applied to the AIO complementarity formu-
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lation. Here both the AIO problem and the subproblems of the MDO-CC approach are solved with KNITROr 5.0
solver in MATLABr 7.4 environment. The MDO-CC approach employs a β value of 1.1.
In addition, the KNITRO solver was used to solve the AIO formulation from the same set of initial points against
which the MDO-CC approach was tested. We note that the AIO approach and the MDO-CC approach may converge
to different solutions when applied to a same initial solution; however, both solutions are locally optimal. The average
computation times associated with the two algorithm are compared in Table 6.2. The table indicates that the average
computation time taken by the MDO-CC approach is approximately a third of that taken by the AIO MPCC approach;
this result is obtained when the number of wind scenarios in the demonstrative case is 6. Here, the computation time
of the MDO-CC approach is measured under serial implementation, i.e., the computation time is the summation of all
the subsystem computation time. A parallel implementation will generally lead to more computational savings.
Table 6.2: Average Computation Times Associated with the MDO-CC Approach and the AIO MPCC Approach.
Solution Algorithm MDO-CC AIO MPCC
Average Computation Time (s) 964.6 3278.5
Optimization results A second numerical study is performed to verify the presented hybrid GA-MDO-CC op-
timization algorithm. The algorithm was applied to the demonstrative case study for 10 executions, all of which
generated feasible solutions to the case problem. The average performance of the algorithm is presented in Table 6.3.
For verification purpose, the problem is also solved by the GA presented in Section 6.4.1 without the MDO-CC local
refinement. The GA was tested for 20 trials, 9 of which generated feasible solutions. Of the 9 successful executions,
the average energy production and the average number of iterations it took to obtain the first feasible solution are also
presented in Table 6.3.
Table 6.3: Numerical Comparison between the Hybrid Algorithm and the GA.
Solution Algorithm GA-MDO-CC GA
Average Energy Production (KW) 130428.5 127492.0
Average Number of iterations to find first feasible solution 417 838
Average Number of iterations to terminate 1267 3000
According to Table 6.3, the hybrid optimization algorithm generations designs with an average energy production
2.3% higher than those of the designs from the GA. The ideal power generation, namely 10 times the power gener-
ation of a turbine in the free steam, is 135089.5. Therefore, the introduction of the hybridization achieves a 38.61%
reduction in wake loss: 3.45% compared with 5.62%. In addition, the hybrid algorithm tends to find feasible solu-
tions quicker; and it can be terminated earlier compared with the GA, when satisfactory solutions are obtained. A
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typical path of convergence of each algorithm is plotted in Figure 6.10, where the y axis represents the sum of the two
objectives.
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Figure 6.10: Comparison between Convergence Pathes: Hybrid vs. GA.
The GA is implemented with a population size of 120, a parent set size of 20, a crossover probability of 0.9,
a mutation probability of 0.1, and a tournament size of 4. For the hybrid implementation, a maximum number of
iteration without improvement equals to 100 is employed; and the local refinement is applied to 2 best individuals
in the elite set. When GA is executed without local refinement, both the maximum number of iterations and the
maximum number of iteration without improvement are set to be 3000, i.e., no early termination due to prematurely
convergence.
Sensitivity analysis We note that the two sets of constraints considered in the layout design involve parameters
determined in an earlier stage of the wind farm project: the regional constraints depend on the region’s radius (or
other parameters when some analytical geometric shapes else than circle is addressed); and the inter-turbine spacing
constraints depend on the spacing factor α. While these parameters can influence the wind farm layout significantly,
their determination may require empirical knowledge as well as considerations beyond the scope of layout design, such
as land purchase, environmental impact, maintenance implications, etc. In response to this concern, a third numerical
study is presented to investigate the effect of these parameters on the wind farm layout design decision. The results
may also provide some useful insight to the proper selection of these parameters.
The sensitivity analysis is applied to one of the locally optimal designs obtained with the presented algorithm. The
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turbine locations (plotted in Figure 6.11) are given as:
x=(−43.65, 170.05, 63.70, −386.27, −456.04, −204.07, −357.78, 103.09, −144.11, −158.42,
466.44, 167.49, 194.46, −82.76, −259.21, 419.77, 368.22, −337.61, 79.69, 493.33)T . (6.44)
This layout indicates that turbines T3, T8, T9 and T10 are placed on the boundary of the region and that the inter-
turbine spacing constraints are active between T2 and T5, between T2 and T9, as well as between T7 and T9. The
Lagrangian multipliers under the negative null form (i.e., minimization of the negative of the objective with all
constraints converted into less that equal to constraints) corresponding to the 7 active constraints are 0.01549208,
7.2×10−4, 0.01548545, 0.01695047, 0.00728991, 0.01809613, and 0.03681420 respectively.
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Figure 6.11: A Locally Optimal Layout of the Wind Farm Case Study.
We first consider the effect of the region radius on the power production. The theories related to the Lagrangian
multipliers indicate that if no constraint activity is changed, a small increment ∆Rc in the region radius will result in
an additional energy production of:
−(0.01549208+7.2×10−4+0.01548545+0.01695047)(∆R2c +2Rc∆Rc). (6.45)
The MDO-CC approach is applied to the above layout design, with a region radius increased from 500m to 500.2m.
The result indicated an incremental power production of 9.7kW , very close the the 9.6kW suggested from Equation
(6.45).
In a similar manner, the effect of the spacing factor α on the power production is analyzed. The Lagrange multi-
pliers imply that a decrease of ∆α in α will lead to the following additional power production if no constraint activity
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is changed:
−(0.00728991+0.01809613+0.03681420)(∆α2+2α∆α)D20. (6.46)
The followup optimization results with an α of 3.95, an 0.05 decrement, shows that the expected power production is
increased by 14.6kW , compared with the 14.7kW calculated from Equation (6.46).
A comprehensive consideration of power production and other factors may lead to more reasonable determination
of the parameters. The sensitivity analysis show above is made possible by the continuous differentiability of the
presented formulation. With this formulation, the parameters’ quantitative impact on the objective is directly available
in the optimization results. In absence of a continuously differentiable model, sensitivity analysis will require repeated
optimizations under varying parameters, and thus be extremely inefficient. Such a procedure may also be unreliable
due to the stochastic nature of current wind farm layout design optimization algorithms.
6.6 Concluding Comments
As a result of the wake effect, the layout of turbines in a wind farm has a significant impact on the performance of the
farm. However, due to the complexity of wind farm layout design, continuously differentiable optimization models
are not available for this problem. This chapter presented a decomposition-base complementarity model for wind
farm layout design optimization. Complementarity constraints are introduced so that the nonsmooth wake effect can
ultimately be considered in a continuously differentiable optimization formulation; and a decomposed formulation is
derived through multi-scenario decomposition. It has been shown that the design problem can be effectively solved by
a hybrid optimization approach which combines the global exploration capacity of a genetic algorithm with the local
optimization capability of a decomposition-based MDO-CC approach.
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Chapter 7
Conclusion
7.1 Summary
Decomposition-based design optimization approaches have been actively investigated to facilitate the design of en-
gineering systems that are too complex to be handled by a single design team. Previous research has addressed the
decomposition formulation and coordination with models primarily in the format of nonlinear programs. Nevertheless,
the increasing complexity of engineering system design often require generalization to more complex models.
Complementarity conditions are pervasively observed in engineering and economic applications. They are partic-
ularly relevant to engineering system design due to their capacity of capturing multi-mode systems as well as market
economic and procedural aspect of design. However, the consideration of complementarity conditions in engineer-
ing system optimization models introduces additional numerical complexities, which may impede the application of
existing decomposition-based design optimization approaches.
This dissertation investigated decomposition-based, complementarity models for renewable energy generation sys-
tem design optimization. The decomposition and coordination of complementarity system optimization models has
been formally presented as the problem of multidisciplinary design optimization with complementarity constraints
(MDO-CC). Two decomposition-based approaches for MDO-CC have been proposed along the directions of aug-
mented Lagrangian decomposition and regularized inexact penalty decomposition respectively. For each presented
algorithm, a correspondence has been established between the stationarity conditions of the original all-in-one formu-
lation and those of the decomposed formulations.
The design optimization of renewable energy generation system has been considered in demonstration of the pre-
sented concepts and techniques. Specifically, two research ares have been investigated: hybrid power generation sys-
tem (HPGS) design optimization and wind farm layout design optimization. A decomposition-based complementarity
model has been proposed for HPGS design optimization using deterministic simulation-based reliability analysis: a
reformulation technique has been introduced to capture the nonsmooth time-dependent battery update with comple-
mentarity constraints composed of smooth functions; and a multistage decomposition scheme has been applied to the
complementarity formulation so that the problem can be solved by the presented MDO-CC algorithms.
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As a logical extension of the deterministic scenario, HPGS design optimization under the probabilistic setting
has also been studied and an optimization formulation based on a Markovian model for HPGS reliability assessment
has been proposed. The model estimates the HPGS’s power output using statistical approaches and describes the
stochastic state of charge of the battery with a Markov chain. Numerical comparisons with a well-accepted HPGS
analysis software as well as the Monte Carlo simulation indicate that the presented model is suitable for HPGS design
optimization.
Finally, another decomposition-base complementarity model has been proposed for wind farm layout design opti-
mization: complementarity constraints have been introduced to represent the nonsmooth wake effect with a continu-
ously differentiable optimization formulation; and a decomposed formulation has been derived through multi-scenario
decomposition. It is shown that the design problem can be effectively solved by a hybrid optimization approach which
combines the global exploration capacity of a genetic algorithm with the local optimization capability of an MDO-CC
approach.
7.2 Contributions
1. The problem of multidisciplinary design optimization with complementarity constraints (MDO-CC) is proposed
as an extension of the nonlinear program decomposition-based design system optimization model, which facil-
itates the consideration of complementarity conditions.
2. An augmented Lagrangian decomposition algorithm is presented for the MDO-CC, with the correspondence be-
tween the stationarity conditions of the decomposed formulation and those of the AIO formulation established.
3. A regularized inexact penalty decomposition approach is proposed for MDO-CC. It is shown that existing
theories can be adapted to map a limit point of stationary solutions of the parameterized decomposed formulation
to a strongly-stationary solution of the AIO formulation. It is also shown that superlinear convergence rate can be
expected for the proposed algorithm following the local convergence results of standard master and subproblem
solvers.
4. A new decomposition-based, complementarity optimization model is presented for deterministic HPGS design.
The approach employs complementarity constraints and multistage decomposition to handle the logically dis-
junctive, extended deterministic simulation
5. A probabilistic optimization approach for HPGS design is developed based on a Markovian reliability assess-
ment approach. Numerical results indicate that the presented reliability approach generates results consistent
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with those from the HOMER software, and that it achieves reasonable accuracy with significantly less compu-
tation than the Monte Carlo simulation method, validating its suitability for optimization applications.
6. A novel decomposition-based complementarity model is proposed for wind farm layout design optimization.
Complementarity constraints are introduced to formulation wind farm layout design as a continuously differen-
tiable problem for the first time. A hybrid approach that combines genetic algorithm and MDO-CC is developed
to successfully solve the problem.
7.3 Future Works
Following the investigation presented in this dissertation, several research opportunities can be pursued. This section
briefly discusses research topics in engineering design optimization, which can benefit from the study of MDO-CC
presented in this dissertation; research directions that extends this dissertation are also provided.
7.3.1 Engineering Design Optimization Researches That Benefit from MDO-CC Study
Many topics in the research area of engineering design optimization can benefit from the study of MDO-CC presented
in this dissertation. Most intuitively, MDO-CC approaches facilitate the (decomposition-based) design of complex
systems that contain physical complementarities. While the mathematical modeling of physical complementarities, as
indicated in Section 1.2, is problem specific, the study of MDO-CC provides a numerical framework that addresses the
design optimization of such systems in an efficient and reliable manner. An important class of such systems, known
as multi-mode systems, involves multiple working scenarios, where a system’s behaviors under different modes are
described as different sets of equations. At any given time, not necessarily all the sets of equations are satisfied
simultaneously, indicating that the system switches among different working scenarios. The HPGS and the wind farm
addressed in this dissertation are two instances of such multi-mode systems. As demonstrated in previous chapters,
the MDO-CC offers an alternative to traditional metaheuristics, in which gradient-based optimization solvers can be
adapted to obtain relatively quick solutions with certain level of local optimality.
The study of MDO-CC also benefit the design optimization of engineering systems that involves equilibrium
conditions. These equilibria may arise from economic competitions, interactions among different parties in the design
processes, etc.; and can be represented as complementarity constraints through game theoretic models. For instance,
consider a subsystem i specified by the Nash equilibria corresponding to a set of N players competing for resources (as
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shown in Figure 7.1). Assume that the jth agent associated with subsystem i solves the convex optimization problem:
A ji : min
x ji
r ji (x
j
i ,x
− j
i ;y) (7.1)
s. t. t ji (x
j
i ;y)≥ 0,
x ji ≥ 0,
where y represents the vector of linking variables associated with subsystem i, x ji represents the vector of subsystem
i’s local variables relevant to agent j, and x− ji represents the vector of subsystem i’s local variables irrelevant to agent
j. In addition, r ji is a convex objective of agent j’s decision problem; and t
j
i is a vector of concave constraints. All
the functions are assumed to be twice continuously differentiable. Note that the objective function of the jth agent is
parameterized by competitive decisions captured by x− ji .
Subsys 1 Subsys i Subsys n
Agent 1
… …
Agent j Agent N… …
Figure 7.1: An MDO Problem with Games in Its Subsystems
The resulting first-order optimality conditions are given as
0≤

x1i
...
xNi
λ1i
...
λNi

⊥

∇r1i − (∇t1i )Tλ1i
...
∇rNi − (∇tNi )TλNi
t1i
...
tNi

≥ 0, (7.2)
or more compactly as
CPi(y) : 0≤
 xi
λi
⊥
 Fxi (y)
Fλi (y)
≥ 0, (7.3)
where Fxi and Fλi are appropriately defined vector functions. The resulting problem would then have the comple-
mentarity problem CPi(y) in Equation (7.3) as the ith set of subsystem constraints. Let SG be the set of subsystems
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comprised of games, then the resulting problem with complementarity constraints would be given by
MDOGAIO : min
y,x1,··· ,xn,λ1,··· ,λn
∑
i∈SGC
fi(xi,y)+ ∑
i∈SG
fi(y) (7.4)
s. t. 0≤
 xi
λi
⊥
 Fxi (y)
Fλi (y)
≥ 0, ∀i ∈ SG,
gi(xi,y)≤ 0, hi(xi,y) = 0, ∀i ∈ SGC
Note that Equation (7.4) is slightly different from the AIO MDO-CC formulation (Equation (3.1)) in Chapter 3. In
Equation (3.1), a subsystem may contain both complementarity constraints and regular constraints. In Equation (7.4),
the subsystems are divided into two groups noted as SG and SGC, i.e., complementarity constraints are separated from
the regular constraints gi and hi. Also, the linking variables y in A
j
i are treated as parameters, whereas in Equation
(3.1), they can be treated as parameters or variables depending on the scheme to be adopted.
When the equilibrium conditions in Equation (7.3) represent an economic equilibrium among market players,
the MDO-CC formulation in Equation (7.4) provides a framework to consider an engineering system’s economic
performance with its design phase. As a result, the enterprise-level strategic decision can be integrated with system-
level system design.
7.3.2 Extensions of This Dissertation
Comparison Study on Decomposition-based MDO-CC Approaches
This dissertation presented the augmented Lagrangian decomposition and regularized inexact penalty decomposition
approaches for MDO-CC, and compared the numerical behaviors of the two presented approaches. As a research
following this dissertation, more extensive computational studies are recommended to investigate the performance
of various decomposition-based approaches for MDO-CC. It is proposed that alternative decomposition-based ap-
proaches can be derived through combining various decomposition-based, or more importantly multidisciplinary,
design optimization methods and mathematical programming with complementarity constraints methods. Numeri-
cal comparisons among a variety of these approaches would reveal important insight in algorithmic development for
MDO-CC; they would also provide references for utilization of these approaches.
Complex System Modeling
Although this dissertation is focused primarily on HPGS design and wind farm layout design, the presented MDO-CC
approaches can be extended to other complex system design problems. One extension worth investigating is the design
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of sustainable energy systems that switch among a multiple of working conditions. Hybrid vehicle and energy efficient
building are two interesting examples of such systems. Another extension involves large-scale enterprise systems
under economic equilibria. Potential applications of such systems include strategic decision of firms in networked
power markets whose equilibria can be represented with game theoretic models.
Renewable Energy Generation System Related Extensions
The MDO-CC approach for wind farm layout design presented in this dissertation considers the asymmetric power
contribution of wind turbines resulting the wake effect. A logical extension would be to evaluate the performance of
the wind farm due to turbine outage. Because of the wake effect, the symmetric binomial models usually applied to
power system reliability analysis may not be suitable in the wind farm context. Another extension to the presented
wind farm layout optimization model would be to introduce the effect of difference in terrain height.
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