Laboratory experiments were conducted to study the formation of layers and interfaces in a fluid stratified with two scalars. Fluid with initially linear, diffusively stable temperature and salinity profiles was stirred using an arrangement of horizontally oscillating, vertical rods. Layers occurred when the density ratio, or the ratio of the contributions of temperature and salinity to the density gradient, was small, but they did not form in similar conditions of turbulence intensity and stratification strength when the density ratio was large. The difference in behavior is ascribed to differential diffusion, or the preferential transport of temperature, which occurred in all of the experiments. Eddy diffusivities were linearly proportional to ε a /νN 2 , where ε a is an averaged rate of dissipation of turbulent kinetic energy. The mixing efficiency, computed as the ratio of potential energy change to work input to the system, increased with the density ratio. As previous researchers have found, the Phillips-Posmentier mechanism describes the final layered state but not the initial, evolving states of the system. 
Introduction
A series of layers and interfaces can develop from initially linear density profiles in strongly stratified flows subjected to weak mixing. Understanding and characterizing layering effects on the transport of scalars and momentum can be important in ocean modeling, in which a detailed description of the small scales is impractical. Double diffusion, in which either temperature or salinity is unstably stratified, can produce a stepped density profile, but layers can also occur when only one scalar is present (e.g., Ruddick et al. 1989) . We extend the latter case by performing laboratory experiments with a fluid with stable distributions of both salinity and temperature. In this case, differential diffusion, or preferential transport of temperature, can affect the formation of layers.
Laboratory experiments and theoretical models have provided information on the conditions for layer formation and layer characteristics. Layers form when the Richardson number is large and the Reynolds number is small (Park et al. 1994; Holford and Linden 1999) , where the dimensionless parameters are based on the buoyancy frequency N and dimensions and velocity U of the stirring device. After layers form initially, they can merge and interfaces can decay (Park et al. 1994) . Park et al. (1994) and Holford and Linden (1999) found the thickness of equilibrium layers to be a linear function of U/N, but the scaling of Wunsch (2000) and the one-dimensional turbulence model of Wunsch and Kerstein (2001) predict that the layer thickness also depends on viscosity, or Reynolds number.
The mechanism for the layering has been debated. Phillips (1972) and Posmentier (1977) showed that layers would arise as an instability of the flow if the buoyancy flux decreases with the local density gradient. Measurements on the New England continental shelf show that the flux can decrease with increasing density gradient (or N ) in the ocean (Duda and Rehmann 2002) . Balmforth et al. (1998) proposed that the flux must increase to a peak, decrease, and increase again to obtain interfaces of finite thickness, as observed in experiments. Ruddick et al. (1989) and Park et al. (1994) argued that their experimental observations support the Phillips-Posmentier mechanism. However, Holford and Linden (1999) found that the Phillips-Posmentier mechanism described the flux-gradient relation only after the layers developed. They proposed that a vortex instability caused layers to form and that no simple expression for a flux-gradient relation describes the initial stages of layering.
A second, stably stratified scalar can change the conditions for layer formation and the evolution of the layers. Using measurements of Turner (1968) for entrainment in salt-stratified and temperature-stratified two-layer systems, Jackson and Rehmann (2003a) showed that when differential diffusion occurs the mixing efficiency can depend on the density ratio R ϭ ␣⌬T/␤⌬S, where ⌬T and ⌬S are the temperature and salinity differences (taken as positive when stabilizing), ␣ is the thermal expansion coefficient, and ␤ is the saline contraction coefficient. In fact, experiments show that above a certain value of Richardson number, the mixing efficiency increases with density ratio (Jackson and Rehmann 2003b) . Jackson and Rehmann (2003a) concluded that layering should be less likely to occur in flows with a high density ratio.
Understanding the variations in scalar fluxes is crucial for understanding the formation and evolution of layers. Although previous work shows that vertical mixing can depend on both the intensity of the turbulence and the properties of the scalars, the details of the dependence remain unclear. For example, at low values of /N 2 , where is the dissipation of turbulent kinetic energy and is the kinematic viscosity, eddy diffusivities depend on the Schmidt number Sc ϭ /D ⌽ (Barry et al. 2001) , where D ⌽ is the molecular diffusivity of the scalar ⌽, and at high values of / N 2 , effects of molecular diffusivity disappear (Barry et al. 2001; Jackson and Rehmann 2003b; Rehmann and Koseff 2004) . Using data from numerical simulations and previous experiments, Shih et al. (2005) proposed relationships for the total scalar diffusivity (i.e., the sum of the molecular and eddy diffusivities) in three regimes: a diffusive regime (/N 2 Ͻ 7) in which molecular diffusion controls transport, an intermediate regime (7 Ͻ / N 2 Ͻ 100) in which the scalar diffusivity follows the Osborn (1980) relation, and an energetic regime (/ N 2 Ͼ 100) in which the scalar diffusivity deviates from the Osborn (1980) relation.
We use laboratory experiments to study layering in a diffusively stable, two-scalar flow. Our experiments extend previous work on layering by considering flows with two scalars, and they extend previous work on mixing in stratified flows by considering the effects of molecular diffusivity at smaller /N 2 . The experimental methods are described in section 2. Section 3 contains results on the formation and characteristics of the layers. Because layering depends on the properties of the mixing, the eddy diffusivities, mixing efficiency, and differential diffusion are discussed in section 4. The main findings are summarized in section 5.
Experimental methods
The experiments consisted of using oscillating vertical rods to stir fluid with initially linear stable temperature and salinity profiles. After each stirring period of 40-60 min, internal waves were allowed to decay for 20-30 min, and temperature and conductivity profiles were measured. These profiles, along with the stirring frequency and the stirring time, were used to calculate mixing efficiency and eddy diffusivities.
The experimental facility was the same as that used by Jackson and Rehmann (2003b) . The tank was 2 m long, 0.4 m wide, and 0.6 m deep, and the water depth was 0.5 m for all the experiments. The double-bucket method was used to fill the tank and obtain linear profiles of temperature and salinity. Some reversals of the temperature profiles occurred near the water surface when the water temperature differed substantially from the ambient temperature. To reduce this effect, the tank was preheated using water close to the highest desired temperature. Even with this precaution, experiments with a high density ratio had a mixed upper layer that reduced the effective depth of the system. Wellmixed layers also occurred near the bottom because of the no-flux condition (Park et al. 1994) .
Using temperature as a stratifying agent can introduce experimental artifacts. The measured temperature flux consists of fluxes in the water, fluxes in sidewall boundary layers (Jackson and Rehmann 2003b) , and conduction through the rods and the tank. For these experiments, fluxes in the sidewall boundary layers were less than 4% of the fluxes caused by turbulence. To estimate the importance of conduction, a stratified system was allowed to diffuse without stirring. Conduction through the rods and tank was judged to be small because the measured diffusion coefficient agreed with the molecular diffusion coefficient. Heat losses from the tank were another concern since they can appear as vertical fluxes. To minimize heat losses, the tank was built using Fiberglas-reinforced plastic with foam insulation. Additional insulation was provided by covering the tank exterior and lid with 4 cm of Styrofoam and by covering the water surface with Styrofoam beads. The sidewall heat loss coefficient estimated from integral balances for our experiments agreed well with the value of 1.2 W (m 2 K) Ϫ1 from the experiments of Jackson and Rehmann (2003b) . Heat losses were included as bound-ary conditions in calculating heat fluxes. However, they were not included in calculating density and related quantities such as the potential energy change; instead, temperature and salinity were shifted to conserve mass.
The stirring mechanism consisted of 10 combs of vertical rods that oscillated horizontally at a constant frequency. Each comb had 13 square rods mounted 15 cm apart. The side of the rod was 1.27 cm, and the spacing M between combs was 4 cm across the width of the tank. Neighboring combs oscillated out of phase to reduce mean flows in the tank. The work done on the fluid was estimated from a polynomial regression between the stirring frequency and force measured with a force transducer attached to one of the rods. Because the transducer could not resolve small forces adequately, a regression developed at Reynolds numbers between 250 and 2500 was used for our experiments, in which Reynolds numbers ranged from 215 to 360.
Salinity and temperature were measured with a model 125 MicroScale Conductivity-Temperature Instrument (MSCTI) from Precision Measurements Engineering, which consists of a Thermometrics FP07 thermistor and a four-electrode conductivity sensor. The thermistor was calibrated only once during the experiments because FP07 thermistors are very stable, but the conductivity sensor was calibrated at least twice during each experiment and more often during longer experiments. The profiling velocity was 1 cm s Ϫ1 in most of the experiments; at higher speeds, differences in the time response of the conductivity and temperature sensors caused fictitious unstable features (sometimes called knees) to appear at the interfaces. The profiles were measured from about 10 to 15 mm from the water surface and up to 5 mm from the tank bottom. Salinity profiles were extrapolated to the boundaries using a no-flux condition, and temperature profiles were extended using the estimated heat loss coefficients and the measured air temperature in the room. Because of heat losses, shifts in the conductivity sensor calibration, evaporation, and other measurement errors, mean values of temperature and salinity changed throughout the experiment. The resulting changes in the mean density were corrected by shifting the profiles to conserve mass. Profiles were not shifted only when heat fluxes and their associated diffusivities were computed. Heat and salt fluxes were computed by integrating the corresponding conservation equation (Holford and Linden 1999) . For instance, for temperature the relation is
where C p is the heat capacity coefficient and q H is the heat flux vector expressed in dimensions of power per area. Integrating over the three spatial coordinates gives
where q H is the vertical component of the heat flux, z is the vertical coordinate measured from the bottom of the tank and B is the width, L is the length, and P is the perimeter of the tank. The temporal derivative is then approximated as the difference between consecutive profiles divided by the stirring time T stir , and the lateral flux q lat is approximated using the same heat loss coefficient as for the bottom. Then, the expression for the heat flux is
where C w is the heat loss coefficient of the walls and bottom, and values at time n ϩ 1/2 are calculated as the mean of values at times n and n ϩ 1. A value of C w ϭ 1.2 W m Ϫ2 K was used for all the experiments. In some of the experiments, a condition of zero gradient occurred within the measured region because of temperature reversals near the surface. While a measured zero gradient after the stirring event cannot be considered strictly as a no-flux condition throughout the stirring period, it allowed C w to be estimated dynamically. The measured values of 0.5-1.8 W m Ϫ2 K make C w ϭ 1.2 W m Ϫ2 K a reasonable mean estimate. The salt flux was calculated similarly but no-flux boundary conditions were imposed. The vertical buoyancy flux was calculated from the heat and salinity fluxes:
Profiles of eddy diffusivities K ⌽ for a scalar ⌽ (density, salt, or temperature) were calculated from the vertical flux q ⌽ with Fick's law as
where ‫ץ‬⌽/‫ץ‬z is the vertical gradient of the scalar. This direct method of finding the eddy diffusivities had the important advantage of resolving the profile of eddy diffusivity rather than assuming a constant value over the entire depth, as in Jackson and Rehmann (2003b) , because a constant eddy diffusivity cannot describe a layered system. Uncertainties and errors in the eddy diffusivities occur for several reasons. Noise in the profiles, especially in the temperature measurements, complicated the calculation of mean scalar gradients. The gradient was obtained as the slope of a polynomial interpolation around the point of interest. The number of points used in the interpolation represented a compromise between reducing the noise and smoothing real features of the profile. The method still failed where the gradient was zero, and the diffusivities in these regions had to be adjusted. Figure 1a shows an example of a diffusivity profile computed with Eq. (5) and the adjustments near the water surface. Although they differ near the boundaries, the calculated final temperature profile agrees well with the measured profile in the region of interest-the stratified interior of the water column (Fig.  1b) . The error in the eddy diffusivities is estimated with
where T tot is the time between measurements. The median value of Eq. (6) was considered as a representative error estimate. Parameters related to the energetics of the flow were used to measure mixing and the strength of the turbulence. Mixing efficiency is defined as the ratio of the change of potential energy ⌬PE to the work W done on the system:
The change in potential energy between two sets of density profiles is calculated as
The work in the interval is estimated as the product of the mean force F, the maximum velocity U m of the rod, and the stirring time:
where the drag coefficient measured for the tank is C d ϭ 2.06 Ϯ 0.02, N r is the number of rods, ᐉ r is the length of a rod, d r is the length of the side of a rod, S is the stroke, and f is the frequency of oscillation. To obtain a representative value of the mixing efficiency, a method similar to that of Rehmann and Koseff (2004) was used: the changes in potential energy from the measurements were interpolated at regular intervals, and the value of the slope at zero work input was considered equal to the initial mixing efficiency. The mixing efficiency and work can also be used to compute an average dissipation rate a . If heat losses are negligible, an integral energy balance gives (Jackson and Rehmann 2003b) a ϵ 1
Uncertainty and error in the initial mixing efficiency came from evaluating the work input, calculating the change in potential energy, and fitting a line to the data. Uncertainty in the work input was assumed to be small FIG. 1. Example calculation of the eddy diffusivity of temperature for experiment 5: (a) eddy diffusivity, where the dotted line is computed from Eq. (5) and the solid line is the adjusted profile used to compute the final temperature profile, and (b) temperature profiles, where the dashed line is the initial profile, the dotted line is the measured final profile, and the solid line is the final profile computed with the eddy diffusivity.
in comparison with that from other sources (Rehmann and Koseff 2004) . Errors in the apparent total mass, caused by drift in the calibration of the probe and heat losses, were the main source of error, and even if they were smaller than 0.01% for the initial stirring set in all the cases, they could produce large errors in the change of potential energy (up to 110% for one of the experiments). Errors resulting from uncertainties in the extrapolation to the initial value were estimated from values obtained by considering different numbers of points for fitting the linear relation.
Estimates of the thickness of layers and interfaces and representative values of the density gradient in each region are necessary to compare results from different experiments. An error function accurately describes the profile around an interface in terms of four parameters: the center position z c , found as the position of the maximum value of the derivative ‫ץ‬⌽/‫ץ‬z; the mean value of the scalar, ⌽; the difference across the interface, ⌬⌽; and the standard deviation . The function
was fit to the profiles using a least squares method. The thickness of the interface was estimated as 2, and the thickness of the layers was estimated as the distance between the centers of two neighboring interfaces. Along with the density ratio and a /N 2 , the experiments are characterized by the Richardson and Reynolds numbers:
is an estimate of the velocity scale for the large eddies. The length scale of the large eddies was estimated as the distance M between the oscillating rods, which is comparable to the mesh size in grid turbulence experiments. The length scale can also be estimated as 2-3 times the rod diameter (Ruddick et al. 1989 ). In our case, the two length scale estimates are similar.
The results for 10 experiments at moderate Reynolds number (220 Ͻ Re Ͻ 350) and high initial Richardson number (10 Ͻ Ri 0 Ͻ 25) are considered below. The initial density ratio varied between 0 and 1.2. Table 1 shows the key for the symbols in the different plots for each experiment as well as the initial parameters, and Fig. 2 shows the experimental parameters in the a / N 2 ϪR 0 plane.
Layering a. Profile evolution and layer formation
The evolution of the density profile resembled that in other experiments (e.g., Ruddick et al. 1989; Park et al. 1994; Holford and Linden 1999) for cases with and without layers. In cases without layers, the profiles resembled the solution of the diffusion equation with noflux boundary conditions (Fig. 3a, experiment 2) . Ruddick et al. (1989) , asterisks indicate parameters for which layers appeared, while the square indicates parameters for which layers were destroyed. 
. Because the flux vanishes at the boundaries, well-mixed layers still developed near the top and bottom of the tank, but the interior evolved differently than in experiment 2. In particular, a series of interfaces and well-mixed layers formed. The thickness of an interface decreased as the interface formed and increased as the interface disappeared because of decay or merging of the layers. Between these events, some layers presented a quasi-steady state in which the thickness of the interface was small and constant. Because of the finite depth of the tank, the mixed layers eventually eroded the interior region. Some internal modifications of the layered pattern also occurred, such as the merging of two interfaces and the decay of an interface. The latter event can be observed in Fig. 3b at z Ϸ 0.25 m. Effects of the density ratio on layering are illustrated by comparing experiments 1 and 7. These experiments have similar Ri 0 and Re, but experiment 7 has a low density ratio (R 0 ϭ 0.04), while experiment 1 has a high density ratio (R 0 ϭ 1.20). For the low density ratio case, interfaces appeared (Fig. 4) . In terms of the buoyancy frequency (or local Richardson number), interfaces correspond to narrow peaks. For the high density ratio case, the profile did not sharpen noticeably. The broad peak in experiment 1 (Fig. 4c) corresponds to the stratified region remaining between the two mixed layers. Thus, even though the values of Re and Ri of experiment 1 are slightly more favorable for layer formation, layers were observed only in the low density ratio case.
In general, layers are less likely to form in flows with high density ratio and high a /N 2 (Fig. 2) . As an example of the latter, at the same density ratio, layers develop in a flow with a /N 2 ϭ 12.6 (experiment 3), while they do not develop in a flow with a /N 2 ϭ 33.8 (experiment 4). Although more experiments would be needed to delineate a stability boundary precisely, the critical value of a /N 2 decreases with increasing density ratio. Previous experiments yield some estimates of the critical value of a /N 2 for flows with only salt stratification (R 0 ϭ 0). Estimates using Eqs. (9) and (10) and data from Ruddick et al. (1989) give a critical value between 13 and 32. A similar evaluation of the energy budget with the data of Park et al. (1994) Park et al. (1994) and Holford and Linden (1999) found that the layering in a single-component stratification depended on both a Richardson number and a Reynolds number; while a /N 2 incorporates effects of buoyancy and viscosity, a detailed mapping of the stability boundary in the case of a two-component stratification would require using the density ratio and any two of a Richardson number, Reynolds number, and a /N 2 . Although mixed layers form near the top and bottom of the density profile, boundary effects do not dominate layering in the interior if the instability of the density profile is large enough to create layers. Some effects of heat losses and overturning at the top appear in the initial profiles of experiments 1 and 7 (Fig. 4a) and other experiments, but the density profiles still had a significant central core of stratified fluid. In the case with a low density ratio, interfaces appeared both in the central region and near the boundaries (Figs. 4b and  4c ). In the case with a high density ratio, the mixed layers advanced faster (Fig. 4b) because of greater mixing, and as they approached each other, the stratified region between them eroded away. The lack of growth of an instability in the central core for the high density ratio case suggests that layers would not have formed even if the stratified core had occupied more of the tank.
The final evolution of the buoyancy frequency shows even more striking differences between the two cases (Fig. 5) . The low density ratio system evolved into a two-layered system; the interface between the layers was well defined, and its thickness changed little. The high density ratio system had a much thicker stratified region, which was continuously eroded by the mixed layers on the top and the bottom. The maximum value of Ri at the interface for the high density ratio case was always smaller that the initial value. Therefore, the process of formation of layers through an instability leading to an increase of the gradient (e.g., Phillips 1972) was either not present or unimportant. Significant steepening of the interface occurred for the case with a low density ratio; the maximum value of Ri at the interface was 3-4 times the initial value.
Results in Figs. 4 and 5 suggest that layers cannot develop in the case with a high density ratio. While this FIG. 4 . Evolution of profiles of N 2 for expts 1 (dotted line) and 7 (solid line). The data are expressed as a local Richardson number. The initial values of the parameters were Re ϭ 276, Ri ϭ 15.2, and R ϭ 1.2 for expt 1 and Re ϭ 289, Ri ϭ 12.7, and R ϭ 0.04 for expt 7. The panels show (a) an early stage of the evolution and then (b),(c) later stages of the evolution. The total work done on each system increases from (a) to (c), and it is the same within 10% for the two curves in each plot. conclusion holds for the density profile, if temperature and salinity are considered separately, the interpretation is more complex. Figure 6 shows the vertical derivative profiles for both scalars normalized with a mean initial gradient for each scalar. While the temperature derivatives do not exhibit sharpening, incipient layers in the salinity gradient profile appear at the edges of the boundary layer. The salinity gradient sharpened and increased above the initial value, but because the density ratio was relatively large in experiment 1, the temperature flux controlled the evolution and layers in the density profile did not develop. The different behaviors of two scalars that experience the same stirring and cause comparable density changes demonstrate that the behavior depends on the properties of the scalar generating the stratification. This observation is discussed further in section 4a.
b. Layer characteristics
In all of the cases with layers, the thickness of the layers was similar to that found in previous experiments. The layer thickness ⌳ is usually characterized in terms of a linear dependence on the buoyancy scale, U/N 0 , where U is the velocity of the rods. For example, Holford and Linden (1999) found that ⌳ ϭ 3.07U/N 0 , which was similar to the result from Park et al. (1994) . To compare with previous experiments, we took U ϭ fS. The average values of ⌳ (Fig. 7) are comparable to those from Holford and Linden (1999) and Park et al. (1994) , but the range of U/N 0 was not large enough to obtain a representative dependence on U/N 0 . The number of layers in the present experiments was small, and the layer sizes varied by up to 25% within one experiment. Initial disturbances of the profile can determine the location of interfaces (Balmforth et al. 1998) , and this effect can cause larger variation in the average value of ⌳ if the system naturally develops few layers.
The average thickness ␦ S of the salinity interfaces ranged between 1.0 and 1.9 cm, or 25% and 48% of the comb spacing M (Table 2 ). These interface thicknesses are comparable to those estimated from Fig. 11 of Park et al. (1994) . The thickness for the density interface was comparable since the density ratio was small in experiments with layers. The values of ␦ S /L T are smaller than the values reported by Crapper and Linden (1974) for their high Péclet number regime. Differences in the results could correspond to differences in the stirring methods or the definition of the length scale: Crapper Table 1 . Error bars denote the range of values. The solid line corresponds to ⌳ ϭ 3.07U/N 0 found by Holford and Linden (1999) for their experiments, and the dashed line corresponds to ⌳ ϭ 2.6U/N 0 ϩ 1 cm found by Park et al. (1994) for their experiments. Crosses denote measurements from Park et al. (1994) .
and Linden (1974) stirred their two-layer system with two horizontal grids oscillating at some distance from the interface. They also estimated L T from measurements of the integral scale in unstratified, oscillatinggrid experiments, while we estimated L T Ϸ M.
Temperature interfaces also appeared as a result of the presence of salinity interfaces. In the later stages of the experiments, when the interfaces were the most stable, the thickness of the temperature interfaces was 4-7 times larger than the thickness of the salinity interfaces. This difference in thickness can be explained by considering the conclusions of Crapper and Linden (1974) . They found that if the contribution of molecular diffusion to the flux across the interface is negligible, the thickness of the interface does not depend on Ri and depends only weakly on Re. In contrast, the interface thickness increased as the molecular contribution to the flux increased. Although they considered systems stratified with only one scalar, and the stirring mechanism was different, their results are also relevant here. In the present experiments, the contribution to the flux from molecular diffusion at the interfaces was up to an order of magnitude larger for temperature than for salinity. Therefore, our observation of ␦ T Ͼ ␦ S is consistent with the explanation of Crapper and Linden (1974) . This result is considered in more detail in section 4a (see the discussion of Fig. 11 ).
Mixing
Because layering depends on the magnitude of the vertical mixing and the dependence of the fluxes on the properties of the scalars and the relative strengths of the stratification and turbulence, eddy diffusivities and mixing efficiency are discussed in detail in this section.
a. Eddy diffusivities
Initial eddy diffusivities for salinity ranged from 8 ϫ 10 Ϫ8 m 2 s Ϫ1 to 5 ϫ 10 Ϫ7 m 2 s
Ϫ1
, and initial eddy diffusivities for temperature ranged from 6.6 ϫ 10 Ϫ7 m 2 s Ϫ1 to 1.9 ϫ 10 Ϫ6 m 2 s Ϫ1 (Table 2 ). While these values are 4-13 times the molecular values, they are much smaller than the values measured with more energetic stirring in the same facility (Jackson and Rehmann 2003b The initial eddy diffusivities for temperature and salinity depended linearly on a /N 2 , and they also depended on the molecular properties of the scalars (Fig.  8) . For each scalar the data collapsed to a single curve that can be approximated by a linear function:
The slopes were a Although the present experiments and previous studies agree on the dependence on a /N 2 in the range considered, they disagree on the effects of the Schmidt number. Our measurements, which cover only two values of Sc, yield a ⌽ ϭ 0.1Sc Ϫ0.27 . The relation of Barry et al. (2001) , which leads to a ⌽ ϭ 0.3Sc Ϫ1/3 , has a similar dependence on Schmidt number, although it overpre-TABLE 2. Initial eddy diffusivities, kinematic viscosities, and interface thicknesses. The average ratio of standard deviation and mean interface thickness was 13% for salinity interfaces and 28% for temperature interfaces.
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dicts our measurements somewhat (Fig. 8) . The recommended formula of Shih et al. (2005) , in which the slope does not include the Schmidt number, overpredicts the slope observed in the present experiments by a factor of 2.6 for temperature and 8.7 for salinity (Fig. 8) . In fact, Shih et al. (2005) found that including a factor of Sc
collapsed the data in the intermediate range (see their Fig. 4b ). As Shih et al. (2005) discuss, any comparison between experiments and simulations should also acknowledge the differences in forcing, parameter values, and methods to calculate diffusivities. In particular, the cases from the simulations with Sc Ͻ 1 may need to be treated separately from the laboratory experiments, which have Sc Ͼ 1. When Sc Ͻ 1, the scalar experiences straining only from eddies in the energy cascade, while when Sc Ͼ 1, the scalar also experiences constant straining at a rate proportional to (/) 1/2 from eddies smaller than the Kolmogorov scale (Rehmann 1995) .
The eddy diffusivity for density depends on the density ratio as well as a /N 2 . Substituting the definition of the density gradient and an expression for the density flux in terms of the eddy diffusion representation of the salinity and temperature fluxes yields
The linear fits in Eq. (14) for K T and K S allow K to be expressed as
͑16͒
Therefore, for fixed a /N 2 in the range for which the linear fits are valid, the eddy diffusivity of the density should increase and approach an asymptote as the density ratio increases. The eddy diffusivity computed with Eq. (16) using the initial value of the density ratio will not match the direct measurements with Eq. (5) when the density ratio varies significantly with depth-for example, after layers develop. However, since the eddy diffusivities we present are initial values, Eq. (16) describes the measurements well: A curve computed with a /N 2 ϭ 20 is shown in Fig. 9 with the measured diffusivities. Values for four experiments with a /N 2 Ϸ 20 lie on the curve, while except for the value for experiment 3, the others lie above or below the curve according to their value of a /N 2 . Table 1 . Values are means corresponding to the central half of the profile, and they represent the "total scalar diffusivity," as defined by Shih et al. (2005) . Error bars are computed from the uncertainty in the diffusivities. Solid lines are linear fits to the diffusivities, dashed lines are computed with 0.3Sc (Barry et al. 2001) , and dotted lines are computed with 0.2 a /N 2 (Shih et al. 2005) .
The linear dependence of K on a /N 2 is also consistent with the microstructure formula (Osborn 1980) ,
when the rightmost term in Eq. (16) (Fig. 10) , are among the lowest reported. The present data extend the curve of Jackson and Rehmann (2003b) , which was recalculated using the present method for obtaining the eddy diffusivities, to lower a /N 2 , and overall the diffusivity ratio increases as a /N 2 increases from 8 to 2000. Gargett et al. (2003) argued that differential diffusion requires larger upgradient fluxes of salinity at high wavenumbers, and Jackson et al. (2005) showed that a rapid distortion model, which reproduces the timing and the spectral distribution of upgradient fluxes, reproduces the measurements of d in Fig. 10 well.
The preferential transport of temperature is fundamental in explaining the different behaviors of the scalars regarding the formation of layers. In experiment 1, in which R 0 ϭ 1.2, layers formed in the salinity profile (Fig. 6) but not in the density profile, while in experiment 7, which had a comparable value of a /N 2 but small R 0 , layers formed in the density profile. In all cases, K T was more than 3 times K S , and in fact both diffusivities in experiment 7 exceeded the values in experiment 1. However, because temperature differences contributed more to the density gradient in experiment 1, the eddy diffusivity of the density was larger in experiment 1 and no layers formed in the density profile.
Integrating the conservation equations in z allows profiles of flux and eddy diffusivity to be examined. For example, in experiment 5, which had three well-defined layers after 15 stirring sets, K T and K S were approximately equal in the layers, where stratification was weak (Fig. 11a) Jackson and Rehmann (2003b) are shown for comparison as asterisks; the data have been recalculated using the present method. The key for the symbols is in Table 1 . Error bars are computed from the uncertainty in the diffusivities. . The ratio of the eddy diffusivity and the molecular diffusivity is larger for salt than heat (Fig. 11b) . Therefore, molecular diffusion can contribute a larger fraction of the heat flux than the salt flux, as discussed in the section on layer characteristics. The trend in Fig. 11 was found in all of the experiments.
b. Mixing efficiency
Several features of the mixing efficiency are consistent with previous observations (Fig. 12a) . The efficiency, which had a maximum of about 5%, is smaller than the efficiency of flows with shear (e.g., Linden 1979) but comparable to the efficiency of flows with similar stirring mechanisms (e.g., Park et al. 1994; Holford and Linden 1999; Jackson and Rehmann 2003b; Rehmann and Koseff 2004) . Because the Richardson number is large, the efficiency varied less with Ri in the present experiments than in the experiments of Jackson and Rehmann (2003b) . Some evidence of a decrease of the mixing efficiency with Ri can be observed, as predicted by Linden (1979) and Rehmann (2004) , but because of large uncertainties a constant value of the mixing efficiency for large Richardson number cannot be ruled out.
For the range of Ri considered, the efficiency depends most strongly on the density ratio (Figs. 12a and  12b ). As in Jackson and Rehmann (2003b) , the mixing efficiency increased with increasing R . Differential diffusion causes greater potential energy change in flows with higher density ratio, or more of the density gradient caused by temperature (Jackson and Rehmann 2003a) . This effect occurs in both the layered and the nonlayered cases for Ri Ͼ 1. Using entrainment measurements of Turner (1968) , Jackson and Rehmann (2003a) found that the mixing efficiency of a two-layer flow stirred by oscillating grids should vary with Ri and R as
where a depends on coefficients in the entrainment relations, A is related to the parameters of the tank geometry and stirring, and n ϭ Ϫ0.95 and m ϭ Ϫ1.37 correspond to the power-law coefficients found by Turner (1968) for entrainment of heat and salt, respectively. We apply an expression of the form in Eq. (18) to our results. Neglecting variations of Ri gives
and if the values aЈ ϭ 0.02 and bЈ ϭ 0.08 are chosen, Eq. (19) fits the measurements well (Fig. 12b) . The fit is better at large R because at low R changes in Ri should be also considered. Along with the initial mixing efficiency, the experiments allow the evolution of the flux-gradient relationship and the validity of the Phillips-Posmentier mechanism to be assessed. We present the flux-gradient relationship in the form of ⌫ ϭ q / a plotted against a / N 2 (Fig. 13) . The solid line represents a flux-gradient relation like that assumed in the Phillips-Posmentier mechanism. We constructed it from a polynomial fit to values of N 2 and the corresponding fluxes from layered states; the low a /N 2 part of the curve comes from interfaces, while the high a /N 2 part of the curve comes from layers. Several features in the compilation of individual flux measurements (dots in Fig. 13 ) can be observed. The initial state (Fig. 13a) , which had no layers, represented a transient state with higher flux than Jackson and Rehmann (2003b) are shown in (a) for comparison: plus signs correspond to low R , and asterisks correspond to high R . The dotted line in (b) is R f ϭ (0.02 ϩ 0.08 R )/(1 ϩ R ) [Eq. (19) ]. The key for the symbols is in Table 1. in the layered case. Eventually layers formed, and flux was constant throughout the layer (Fig. 13b) . Interface decay (Fig. 13c) produced a local increase of the flux, and Fig. 13d shows the final three-layered state of the system. The Phillips-Posmentier mechanism assumes that for a given Re a single curve of flux versus gradient describes the layered system. Holford and Linden (1999) found that instead of following a single flux-gradient relation, the initial buoyancy flux was smaller than the final value. In our experiments the flux-gradient relation also evolved, although the initial flux was larger than the final value. A possible reason for this difference is the contribution due to heat flux with a higher mixing efficiency than that for salinity. In any case, like the experiments of Holford and Linden (1999) , our experiments suggest the Phillips-Posmentier mechanism is more a representation of the layered state than an explanation for its occurrence.
Summary
We performed laboratory experiments to study layering in a flow with diffusively stable temperature and salinity stratification. Differential diffusion occurred in all of the experiments, and it inhibited layering when the density ratio was large enough. That is, in cases with the same Richardson and Reynolds numbers, layers occurred only for low density ratios, or weak temperature stratification. The temperature gradient never steepened. Layer thicknesses were consistent with previous experimental results, and the thicknesses of the temperature interfaces exceeded the thicknesses of the salinity interfaces because molecular diffusion contributed more to the temperature flux than to the salinity flux.
The present experiments extend previous measurements and predictions for the eddy diffusivity; for the range of experimental parameters studied, the eddy diffusivities followed a linear dependence on a /N 2 , and they depended on the Schmidt number. The mixing efficiency was small, as observed in previous experiments with similar stirring mechanisms. Within the experimental uncertainty, the mixing efficiency either decreased or remained constant with increasing Ri when Ri was large. The efficiency increased with increasing density ratio, as Jackson and Rehmann (2003a) ered state followed the shape required for the PhillipsPosmentier mechanism, the flux-gradient relation during the initial evolution of the system did not. Holford and Linden (1999) reached a similar conclusion; in their experiments the initial fluxes were smaller than the final fluxes, while in our experiments, the fluxes were initially larger, possibly because of differential diffusion.
