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PERIODIC TWISTED COHOMOLOGY AND T-DUALITY
Ulrich Bunke, Thomas Schick, Markus Spitzweck
Abstract. — Using the differentiable structure, twisted 2-periodic de Rham coho-
moology is well known, and showing up as the target of Chern characters for twisted
K-theory. The main motivation of this work is a topological interpretation of two-
periodic twisted de Rham cohomology which is generalizable to arbitrary topological
spaces and at the same time to arbitrary coefficients.
To this end we develop a sheaf theory in the context of locally compact topological
stacks with emphasis on:
– the construction of the sheaf theory operations in unbounded derived categories
– elements of Verdier duality
– and integration.
The main result is the construction of a functorial periodization associated to a U(1)-
gerbe.
As a application we verify the T -duality isomorphism in periodic twisted cohomol-
ogy and in periodic twisted orbispace cohomology.
Re´sume´ (Cohomologie pe´riodique tordue et T-dualite´)
La cohomology de de Rham tordue (periodique avec pe´riode 2) est une construction
bien connue, et elle est importante comme codomaine d’un characte`re de Chern pour
la K-theorie tordue.
La motivation principale de notre livre est une interpretation topologique de la
cohomology de de Rham tordue, une interpretation avec ge´neralizations a´ des espaces
arbitraire, et aux coe´fficients quelconque.
A` ce but, nous developpons une the´orie des faisceaux sur des stacks topologiques
localement compacts. Nous appuyons
– la construction des operations de la the´orie des faisceaux dans les cate´gories
derive´es non-borne´es
– e´lements de la dualite´ de Verdier
– et integration.
Le resultat principal est la construction d’une periodization fonctorielle associe´ a une
U(1)-gerbe.
Une application est la verification d’un isomorphisme de T-dualite´ pour la coho-
mologie periodique tordue et la cohomologie periodique tordue des orbi-espaces.
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CHAPTER 1
INTRODUCTION
1.1. Periodic twisted cohomology
1.1.1. — The twisted de Rham cohomology HdR(M,ω) of a manifold M equipped
with a closed three form ω ∈ Ω3(M) is the two-periodic cohomology of the complex
(1.1.1) Ω(M,ω)per : · · · → Ω
ev(M)
dω→ Ωodd(M)
dω→ Ωev(M)→ . . . ,
where dω := ddR + ω is the sum of the de Rham differential and the operation
of taking the wedge product with the form ω. The two-periodic twisted de Rham
cohomology is interesting as the target of the Chern character from twisted K-theory
[AS04], [MS03], [BCM02], or as a cohomology theory which admits a T -duality
isomorphism [BEM04], [BS05].
1.1.2. — In [BSS07] we developed a sheaf theory for smooth stacks. Let f : G→ X
be a gerbe with band U(1) over a smooth stack X , and consider a closed three-form
ω ∈ Ω3X(X) which represents the image of the Dixmier-Douady class of the gerbe
G→ X in de Rham cohomology. The main result of [BSS07] states that there exists
an isomorphism
(1.1.2) Rf∗f
∗R
X
∼
←− ΩX [[z]]ω
in the bounded below derived category D+(ShAbX) of sheaves of abelian groups on
X . Here RX denotes the constant sheaf with value R on X . Furthermore, ΩX [[z]]ω
is the sheaf of formal power series of smooth forms on X , where deg(z) = 2, and
its differential is given by dω := ddR + ω
d
dz . The isomorphism is not canonical, but
depends on the choice of a connection on the gerbe G with characteristic form ω.
1.1.3. — The complex (1.1.1) can be defined for a smooth stack X equipped with a
three-form ω ∈ Ω3X(X). It is the complex of global sections of a sheaf of two-periodic
complexes ΩX,ω,per on X . The complex of sheaves ΩX [[z]]ω is not two-periodic.
The relation between ΩX [[z]]ω and ΩX,ω,per has been discussed in [BSS07, 1.3.23].
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Consider the diagram
(1.1.3) D : Ω(X)[[z]]ω
d
dz← Ω(X)[[z]]ω
d
dz← Ω(X)[[z]]ω
d
dz← . . . .
Then there exists an isomorphism
(1.1.4) ΩX,ω,per ∼= holimD .
1.1.4. — As mentioned above, the isomorphism (1.1.2) depends on the choice of a
connection on the gerbe G. Moreover, the diagram D depends on these choices via
ω. In order to construct a natural two-periodic cohomology one must find a natural
replacement of the operation ddz which acts on the left-hand side Rf∗f
∗R
X
of (1.1.2).
It is the first goal of this paper to carry this out properly.
1.1.5. — One can do this construction in the framework of smooth stacks developed
in [BSS07]. But for the present paper we choose the setting of topological stacks.
Only in Subsection 2.3 we work in smooth stacks and discuss the connection with
[BSS07]. In Section 6 we develop some aspects of the theory of locally compact
stacks and the sheaf theory in this context. For the purpose of this introduction we
freely use notions and constructions from this theory. We hope that the ideas are
understandable by analogy with the usual case of sheaf theory on locally compact
spaces.
1.1.6. — Let G → X be a U(1)-banded gerbe over a locally compact stack. The
main object of the present paper is a periodization functor
PG : D
+(ShAbX)→ D(ShAbX)
which is functorial in G → X , and where D+(ShAbX) and D(ShAbX) denote the
bounded below and unbounded derived categories of sheaves of abelian groups on
the site X of the stack X . A simple construction of the isomorphism class of PG(F )
is given in Definition 2.4.2. The functorial version is much more complicated. Its
construction is completed in Definition 3.4.5.
1.1.7. — Let us sketch the construction of PG. Recall that gerbes with band U(1)
over a locally compact stack Y are classified by H3(Y ;Z), and automorphisms of a
given U(1)-gerbe are classified by H2(Y ;Z) [Hei05]. We consider the diagram
T 2 ×G
p
 %%K
KK
KK
KK
KK
K
u // T 2 ×G
p
yyss
ss
ss
ss
ss
G
f
%%LL
LL
LL
LL
LL
LL T
2 ×X

G
f
yyrrr
rr
rr
rr
rr
r
X
,
where the automorphism u of gerbes over T 2×X is classified by orT 2 × 1 ∈ H
2(T 2×
X ;Z), and where orT 2 denotes the orientation class of the two-torus. We define a
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natural transformation
D : Rf∗f
∗ → Rf∗f
∗ : D+(ShAbX)→ D
+(ShAbX)
of degree −2 as the composition
D : Rf∗f
∗ units→ Rf∗Rp∗Ru∗u
∗p∗f∗
fpu=fp
→ Rf∗Rp∗p
∗f∗
∫
p
→ Rf∗f
∗ ,
where
∫
p : Rp∗p
∗ → id is the integration map of the oriented T 2-bundle T 2×G→ G.
For F ∈ D+(ShAbX) we form the diagram
SG(F ) : Rf∗f
∗(F )
D
← Rf∗f
∗(F )[2]
D
← Rf∗f
∗(F )[4]
D
← . . .
in D(ShAbX).
Definition 1.1.5. — We define the periodization PG(F ) ∈ D(ShAbX) of F by
PG(F ) := holim SG(F ) ∈ D(ShAbX) .
Note that this introduction is meant as a sketch. In particular, one has to be aware
of the fact that the notion of holim in a triagulated category is ambiguous and has
to be used with great care, as will be explained below and in the body of the paper.
At present, the above definition only fixes the isomorphism class of PG(F ).
1.1.8. — The same construction can be applied in the case of smooth stacks X . It is
an immediate consequence of Theorem 2.3.2 that there exists an isomorphism of the
diagrams SG(RX) and D (see (1.1.3)). Equation (1.1.4) implies the following result.
Corollary 1.1.6. — If X is a smooth manifold, then there exists an isomorphism
PG(RX) ∼= ΩX,ω,per
in D(ShAbX). In particular we have an isomorphism of two-periodic cohomology
groups H∗dR(X,ω)
∼= H∗(X ;PG(RX)).
The existence of this isomorphism played the role of a design criterion for the
construction of the periodization functor PG.
1.1.9. — The operation D : Rf∗f
∗(F )→ Rf∗f
∗(F ) is a well-defined morphism in the
derived category. In particular, we get a well-defined diagram SG(F ) ∈ D(ShAbX)
Nop ,
where we consider the ordered set N as a category. This determines the isomorphism
class of the object PG(F ) ∈ D(ShAbX). We actually want to define a periodization
functor
PG : D
+(ShAbX)→ D(ShAbX) ,
which also depends functorially on the gerbe G→ X . These functorial properties are
required in our applications to T -duality, or if one wants to formulate a statement
about the naturality of a Chern character from G-twisted K-theory with values in
the periodic twisted cohomology H∗(X ;PG(RX)).
In order to define PG(F ) in a functorial way we must refine the diagram SG(F ) ∈
D(ShAbX)
Nop to a diagram inD((ShAbX)
Nop). This is the technical heart of the present
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paper. The details of this construction are contained in Section 3 and will be com-
pleted in Definition 3.4.5. Along the way, we have to use the enhancement of the
category of sheaves to bounded below complexes of flasque sheaves.
1.1.10. — The periodization functor PG can be applied to arbitrary objects in
D+(ShAbX). In Proposition 2.5.1 we calculate examples which indicate some
interesting arithmetic features of this functor.
1.2. T -duality
1.2.1. — Topological T -duality is a concept which models the underlying topology
of mirror symmetry in algebraic geometry or T -duality in string theory. We refer
to [BRS] for a more detailed discussion of the literature. In the present paper we
introduce the concept of T -duality for pairs (E,G) of a U(1)-principal bundle E → B
over a topological stack B together with a topological gerbe G→ E with band U(1)
using the notion of a T -duality diagram.
1.2.2. — Consider a diagram
(1.2.1) p∗G
q
~~ ~
~~
~~
~~
##H
HH
HH
HH
HH
u // pˆ∗Gˆ
{{vv
vv
vv
vv
v
qˆ
  @
@@
@@
@@
@
G
f
  A
AA
AA
AA
A E ×B Eˆ
p
zzvvv
vv
vv
vv
v
pˆ
$$H
HH
HH
HH
HH
H Gˆ
fˆ~~}}
}}
}}
}}
E
π
$$II
II
II
II
II
I Eˆ
πˆ
zzuuu
uu
uu
uu
uu
B
,
where π, πˆ are U(1)-principal bundles, and f, fˆ are gerbes with band U(1). In 4.1.3 we
describe the isomorphism class of the universal T -duality diagram over the classifying
stack BU(1).
Definition 1.2.2 (Definition 4.1.3). — The diagram (1.2.1) is a T -duality dia-
gram, if it is locally isomorphic to the universal T -duality diagram.
The pair (Gˆ, Eˆ) is then called a T -dual of (E,G).
1.2.3. — In Lemma 4.1.5 we will check that this generalizes the concept of T-duality
(for U(1)-bundles) from the classical situation of principal bundles in the category
of spaces [BS06, BRS] and the slightly more general situation of such bundles in
orbispaces [BS06] to arbitrary U(1)-actions. The situation of semi-free actions is
discussed (in a completely different way) in [Pan06]. It is an interesting open problem
to relate his approach to the approach used here.
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1.2.4. — One of the main themes of topological T -duality is the T -duality transfor-
mation in twisted cohomology theories. In [BS06] we observed that if the T -duality
transformation is an isomorphism, then the corresponding twisted cohomology theory
must be two-periodic.
This applies e.g. to twisted K-theory. In fact, one can argue that twisted K-theory
is the universal twisted cohomology theory for which the T -duality transformation is
an isomorphism(1).
1.2.5. — Our construction of PG is designed such that the corresponding T -duality
transformation is an isomorphism. To this end we define the periodic G-twisted
cohomology of E with coefficients in π∗F , F ∈ D+(ShAbB), by
H∗per(E,G;π
∗F ) := H∗(E;PG(π
∗F )) .
In this case the T -duality transformation
T : H∗per(E,G;π
∗F )→ H∗per(Eˆ, Gˆ; πˆ
∗F )
is induced by the composition
Rπ∗PG(π
∗F )
unit
→ Rπ∗Rp∗p
∗PG(π
∗F )
∼= Rπ∗Rp∗Pp∗G(p
∗π∗F )
u∗
∼= Rπ∗Rp∗Ppˆ∗Gˆ(p
∗π∗F )
πp=πˆpˆ
→ Rπˆ∗Rpˆ∗Ppˆ∗Gˆ(pˆ
∗πˆ∗F )
∼=
→ Rπˆ∗Rpˆ∗pˆ
∗PGˆ(πˆ
∗F )
∫
pˆ
→ Rπˆ∗PGˆ(πˆ
∗(F )) .
Note that here we use the functoriality of the periodization in an essential way.
Theorem 1.2.3 (Theorem 4.3.7). — The T -duality transformation in twisted pe-
riodic cohomology is an isomorphism.
1.2.6. — If G→ X is a gerbe over a nice non-singular space X , then H∗per(X,G;RX)
is the correct target of a Chern character from twisted K-theory. If X is a topological
stack with non-trivial automorphisms of points, then this no longer correct. At the
moment we do understand the special case of orbispaces. In [BSS08, Sec. 1.3] we
give a detailed motivation for the introduction of the twisted delocalized cohomology.
Let G → X be a topological gerbe with band U(1) over an orbispace X . In
[BSS08, Definition 3.4] we show that it gives rise to a sheaf L ∈ ShAbLX, where LX
is the loop orbispace of X .
(1)We thank M. Hopkins for pointing out a proof of this fact.
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The G-twisted delocalized periodic cohomology of X (with complex coefficients) is
defined as (see [BSS08, Definition 3.5])
H∗deloc,per(X,G) := H
∗(LX ;PGL(L)) ,
where GL → LX is defined by the pull-back
GL

// G

LX // X
.
Let us now consider a T -duality diagram (1.2.1) over an orbispace B. Then we
define a T -duality transformation
T : H∗deloc,per(E,G)→ H
∗
deloc,per(Eˆ, Gˆ)
by a modification of the construction 1.2.5.
Theorem 1.2.4 (Theorem 5.4.2). — The T -duality transformation in twisted de-
localized periodic cohomology is an isomorphism.
So the situation with twisted delocalized periodic cohomology is better than with
orbispace K-theory. At the moment we do not know a proof that the T -duality
transformation in twisted orbifoldK-theory is an isomorphism (see the corresponding
comments in [BS06]). Using the fact that the Chern character is an isomorphism,
our result implies that the T -duality transformation in twisted orbifold and orbispace
K-theory is an isomorphism after complexification.
1.3. Duality for sheaves on locally compact stacks
1.3.1. — In Section 6 of the present paper we develop some features of a sheaf theory
for locally compact stacks. Our main results are the construction of the basic setup,
of the functor f !, and the integration
∫
f for oriented fiber bundles. Section 6 not
only provides the technical background for the applications of sheaf theory in the
previous sections, but also contains some additional material of independent interest
(in particular the results connected with f !).
1.3.2. — A presheaf F of sets on a topological space X associates to each open
subset U ⊆ X a set of sections F (U), and to every inclusion V → U of open subsets
a functorial restriction map F (U) → F (V ), s 7→ s|V . In short, a presheaf it is
contravariant a functor from the category (X) open subsets of X to sets. A presheaf
is a sheaf of it has the following two properties:
(1) If s, t ∈ F (U) are two sections and there exists an open covering (Ui) of U such
that s|Ui = t|Ui for all i, then s = t.
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(2) If (Ui) is an open covering of U and (si) is a collection of sections si ∈ F (Ui)
such that si|Ui∩Uj = sj|Ui∩Uj for all pairs i, j, then there exists a section s ∈
F (U) such that s|Ui = si for all i.
The notion of a sheaf is thus determined by the Grothendieck topology on (X) given
by the collections of open coverings of open subsets. We will call (X) the small site
associated to X .
If X is a topological stack, then the open substacks form a two-category which does
not give the appropriate setting for sheaf theory on X . For example, if G is a finite
group, then the quotient stack [∗/G] is quite non-trivial but does not have proper open
substacks. On the other hand its identity one-morphism has the two-automorphism
group G, and in a non-trivial theory sheaves should reflect the two-automorphisms.
1.3.3. — For applications to twisted cohomology a setting for sheaf theory on smooth
stacks has been introduced in [BSS07]. In the present paper we develop a similar
theory for topological stacks. There are various choices to be made in order to define
the site of a stack in topological spaces. The sheaf theories associated to these choices
will have many features in common, but will differ in others. The main goal of the
present paper is the construction of the periodization functor PG associated to a
U(1)-banded gerbe G → X . One of the main ingredients of the construction is an
integration
∫
f
for oriented fiber bundles f with a closed topological manifold as fiber.
In order to define the integration map we need a projection formula which expresses
a compatibility of the pull-back and push-forward operations with tensor products,
see Lemma 6.2.11. Already for the projection formula in ordinary sheaf theory one
needs local compactness assumptions. For this reason we decided to work generally
with locally compact stacks and spaces though much of the theory would go through
under more general or different assumptions.
1.3.4. — A stack in topological spaces is topological if it admits an atlas A → X .
From the atlas we can derive a groupoid A ×X A ⇒ A which represents X in an
appropriate sense. The stack is called locally compact if one can find an atlas A→ X
such that the resulting groupoid is locally compact (i.e. A and A ×X A are locally
compact spaces).
The site X associated to a locally compact stack is the category of locally compact
spaces (U → X) over X such that the morphisms are morphisms of spaces over X
(i.e. pairs of a morphism between the spaces and a two-morphism filling the obvious
triangle.) We require that the structure morphism U → X has local sections. The
topology on X is again given by the collections of coverings by open subsets of the
objects (U → X). For many constructions and calculations the restriction functors
from sheaves on X to sheaves on (U) play a distinguished role. They are used to build
the connection between operations with sheaves on the stack X and corresponding
classical operations in sheaf theory on the spaces U .
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1.3.5. — For the theory of stacks in topological spaces in general we refer to [Hei05],
[BSS08], [Noo]. Some special aspects of locally compact stacks are discussed in
Subsection 6.1 of the present paper.
In our treatment of sheaf theory on the site X we give a description of the closed
monoidal structure on the categories of sheaves and presheaves of abelian groups
ShAbX and PrAbX on X. The interplay between sheaves and presheaves will be im-
portant when we study the compatibility of the monoidal structures with the functors
f∗ : ShAbY⇆ ShAbX : f∗
associated to a morphism of locally compact stacks f : X → Y . In general these
functors do not come from a morphisms of sites but are constructed in an ad-hoc
manner. Because of this we must check under which conditions properties expected
from the classical theory carry over to the present case.
The derived versions of these functors on the bounded below and unbounded de-
rived categories D+(ShAbX) and D(ShAbX) will play an important role in the present
paper. In order to deal with the unbounded derived category we use an approach via
model categories.
1.3.6. — Besides the development of the basic set up which we will not discuss fur-
ther in the introduction let us now explain the two main results which may be of
independent interest.
Theorem 1.3.1 (Theorem 6.3.2). — If f : X → Y is a proper representable map
between locally compact stacks such that f∗ has finite cohomological dimension, then
the functor Rf∗ : D
+(ShAbX) → D
+(ShAbY) has a right-adjoint, i.e. we have an
adjoint pair
(1.3.2) Rf∗ : D
+(ShAbX)⇆ D
+(ShAbY) : f
! .
We think that one could prove a more general theorem stating the existence of a
right adjoint of a functor Rf! where f! is the push-forward with proper support along
an arbitrary map between locally compact stacks such that f! has finite cohomological
dimension, though we have not checked all details.
This theorem generalizes a well-known result ([Ver95], [KS94, Ch. 3] in ordinary
sheaf theory. Its importance is due to the classical calculation
(1.3.3) f !(F ) ∼= f∗(F )[n]
(compare [KS94, Prop.3.3.2]) for F ∈ D+(ShAb(Y )), if f : X → Y is an oriented
locally trivial bundle of closed connected topological n-dimensional manifolds on a
locally compact space Y . If we would know such an isomorphism in the present case
(for sheaves on the sites X,Y and stacks X,Y ), then we could define the integration
map as the composition∫
f
: Rf∗f
∗(F )
∼
→ Rf∗f
!(F )[−n]
counit
→ F [−n] ,
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where the last map is the co-unit of the adjunction (1.3.2).
Unfortunately, at the moment we are not able to calculate f !(F ) in any interesting
example. However, we can construct the integration map in a direct manner avoiding
the knowledge of (1.3.3).
Some elements of the theory developed here are formally similar to the work [Ols07]
on sheaves on the lisse e´tale site of an Artin stack. In this framework in [LO05] a
functor f ! was introduced between derived categories of constructible sheaves. On the
one hand the methods seem to be completely different. On the other hand this functor
has the expected behavior for smooth maps, i.e. it satisfies a relation like (1.3.3). At
the moment we do not see even a formal relation between the construction of [LO05]
with the construction in the present paper which could be exploited for a calculation
of f !(F ).
1.3.7. — The following Theorem is the result of Subsection 6.4.
Theorem 1.3.4. — If the map f : X → Y of locally compact stacks is an oriented
locally trivial fiber bundle with a closed connected topological n-dimensional manifold
as fiber, then there exists an integration map, a natural transformation of functors∫
f
: Rf∗f
∗ → id[−n] : D+(ShAbX)→ D
+(ShAbX)
which has the expected compatibility with pull-back and compositions.
In Subsection 6.5 we extend the push-forward and pull-back operations to the
unbounded derived categories and construct the integration map in this setting.

CHAPTER 2
GERBES AND PERIODIZATION
2.1. Sheaves on the locally compact site of a stack
2.1.1. — Let Top denote the site of topological spaces. The topology is generated
by covering families covTop(A) of the objects A ∈ Top, where covTop(A) is the set of
coverings by collections of open subsets.
A stack will be a stack on the site Top. Spaces are considered as stacks through
the Yoneda embedding.
A map A→ X from a space A to a stack X which is surjective, representable, and
has local sections is called an atlas. We refer to 6.1.2 for definitions and more details
about stacks in topological spaces.
Definition 2.1.1. — A topological stack is a stack which admits an atlas.
Definition 2.1.2. — A topological space is locally compact if it is Hausdorff and
every point admits a compact neighborhood. A stack is called locally compact if it
admits an atlas A→ X such that A and A×X A are locally compact.
If X is a locally compact stack, then the site of X is the subcategory Toplc/X of
locally compact spaces over X such that the structure map A→ X has local sections.
The topology is induced from Top. We denote this site by X or Site(X). See 6.1.6
for more details.
2.1.2. — As will be explained in 6.1.9, a morphism of locally compact stacks f : X →
Y gives rise to an adjoint pair of functors
f∗ : ShY⇆ ShX : f∗ .
The functor f∗ is left-exact on the categories of sheaves of abelian groups and admits
a right-derived
Rf∗ : D
+(ShAbX)→ D
+(ShAbY)
between the bounded below derived categories, compare 6.1.9.
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2.1.3. — Let M be some space.
Definition 2.1.3. — A map between topological stacks f : X → Y is a locally trivial
fiber bundle with fiber M if for every space U → X the pull-back U ×Y X → U is a
locally trivial fiber bundle of spaces with fiber M .
Assume that M is a closed connected and orientable n-dimensional topological
manifold.
Definition 2.1.4. — Let f : X → Y be a map of locally compact stacks which is a
locally trivial fiber bundle with fiber M . It is called orientable if there exists an iso-
morphism Rnf∗(ZX) ∼= ZY. An orientation of f is a choice of such an isomorphism.
2.1.4. — Let f : X → Y be a locally trivial oriented fiber bundle with n-dimensional
fiber M over a locally compact stack Y . Under these assumption we can generalize
the integration map (see [KS94, Sec. 3.3])
Theorem 2.1.5 (Definition 6.4.6). — If f : X → Y be a locally trivial oriented
fiber bundle over a locally compact stack with fiber a closed topological manifold of
dimension n, then we have an integration map, i.e. a natural transformation of
functors ∫
f
: Rf∗ ◦ f
∗ → id : D+(ShAbY)→ D
+(ShAbY)
of degree −n.
2.1.5. — We consider a map of locally compact stacks f : X → Y which is a locally
trivial oriented fiber bundle with fiber a closed topological manifold of dimension n.
Furthermore let U → X be a morphisms of locally compact stacks which has local
sections. Then we form the Cartesian(1) diagram
V
v //
g

X
f

U
u // Y
.
Note that g : V → U is again a locally trivial oriented fiber bundle with fiber a closed
topological manifold of dimension n. The orientation of f (which gives the marked
isomorphism below) induces an orientation of g by
Rng∗(ZV) ∼= R
ng∗v
∗(ZX)
(6.1.15)
∼= u∗Rnf∗(ZX)
!
∼= u∗(ZY) ∼= ZU .
(1)In the present paper by a Cartesian diagram in the two-category of stacks we mean a 2-Cartesian
diagram. In particular, the square commutes up to a 2-isomorphism which we often omit to write
in order to simplify the notation. More generally, when we talk about a commutative diagram in
stacks, then we mean a diagram of 1-morphisms together with a collection of 2-isomorphism filling
all faces in a compatible way, and again we will usually not write the 2-isomorphisms explicitly.
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Lemma 2.1.6. — The following diagrams commute
(2.1.7) u∗ ◦Rf∗ ◦ f
∗
∼= //
u∗
∫
f

Rg∗ ◦ v
∗ ◦ f∗
∼=

u∗ Rg∗ ◦ g
∗ ◦ u∗∫
g
oo
Ru∗ ◦Rg∗ ◦ g
∗
∼= //
Ru∗
∫
g

Rf∗ ◦Rv∗ ◦ g
∗
∼=

Ru∗ Rf∗ ◦ f
∗ ◦Ru∗∫
f
Ru∗
oo
.
Proof. — Commutativity of the first diagram follows immediately from the stronger
(because valid in the derived category of unbounded complexes) Lemma 6.5.31. Com-
mutativity of the second diagram is proved in Lemma 6.5.31, but only for the bounded
below derived category.
2.2. Algebraic structures on the cohomology of a gerbe
2.2.1. — Let X be a locally compact stack and f : G → X be a topological gerbe
with band U(1). Then G is a locally compact stack. Indeed, we can choose an atlas
A→ X such that A and A×X A are locally compact, and there exists a section
G

A
>>
// X
.
Then A → G is an atlas and A ×G A → A ×X A is a locally trivial U(1)-bundle. In
particular, A×G A is a locally compact space.
2.2.2. — By T 2 we denote the two-dimensional torus. We fix an orientation of T 2.
We consider the pull-back pr∗2G
∼= T 2 × G → T 2 × X . The isomorphism classes of
automorphisms of this gerbe are classified by H2(T 2 ×X ;Z). Let
pr∗2G
φ //
$$I
II
II
II
II
pr∗2G
zzuuu
uu
uu
uu
T 2 ×X
be an automorphism classified by orT 2 × 1X ∈ H
2(T 2 × X ;Z). We consider the
diagram
(2.2.1) pr∗2G
$$I
II
II
II
II
φ //
p

pr∗2G
zzuuu
uu
uu
uu
p

G
f
%%JJ
JJ
JJ
JJ
JJ
J T 2 ×X

G
f
yyttt
tt
tt
tt
tt
X
.
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Notice that φ is unique up to a non-canonical 2-isomorphism. In the present paper
we prefer a more canonical choice. We will fix the morphism φ once and for all in the
special case that X is a point and G = BU(1), i.e. we fix a diagram
T 2 × BU(1)

φuniv //
%%JJ
JJ
JJ
JJ
JJ
T 2 × BU(1)
yyttt
tt
tt
tt
t
BU(1)
%%LL
LL
LL
LL
LL
T 2

BU(1)
yyrrr
rr
rr
rr
r
∗
.
If G→ X is a topological gerbe with band U(1), then we obtain the induced diagram
by taking products
G× T 2 × BU(1)

idG×φuniv //
''OO
OOO
OOO
OOO
O
G× T 2 × BU(1)
wwooo
ooo
ooo
ooo
G× BU(1)
((PP
PPP
PPP
PPP
PP
X × T 2

G× BU(1)
vvnnn
nnn
nnn
nnn
n
X
.
We now replace the products BU(1)×G by the tensor product of gerbes as explained
in [BSST, 6.1.9] and identify BU(1)⊗G with G using the canonical isomorphism in
order to get
pr∗2G
p

φ //
$$I
II
II
II
II
pr∗2G
p
zzuu
uu
uu
uu
u
G
f
%%JJ
JJ
JJ
JJ
JJ
J T 2 ×X

G
f
yyttt
tt
tt
tt
tt
X
.
In this way we have constructed a 2-functor from the 2-category of U(1)-banded gerbes
over X to the 2-category of diagrams of the form (2.2.1). By taking prefered models
for the products we can, if we want, assume a strict equality f ◦ p ◦ φG = f ◦ p.
2.2.3. — Observe that the map of locally compact stacks p : pr∗2G → G is a locally
trivial oriented fiber bundle with fiber T 2. Therefore we have the integration map
(see 2.1.5) ∫
p
: Rp∗ ◦ p
∗ → id .
2.2. ALGEBRAIC STRUCTURES ON THE COHOMOLOGY OF A GERBE 15
Definition 2.2.2. — We define a natural endo-transformation DG of the functor
Rf∗ ◦ f
∗ : D+(ShAbX)→ D
+(ShAbX)
of degree −2 which associates to F ∈ D+(ShAbX) the morphism
Rf∗ ◦ f
∗(F )
units
−→ Rf∗ ◦Rp∗ ◦Rφ∗ ◦ φ
∗ ◦ p∗ ◦ f∗(F )
f◦p◦φ=f◦p
−−−−−−−→ Rf∗ ◦Rp∗ ◦ p
∗ ◦ f∗(F )
∫
p
→ Rf∗ ◦ f
∗(F ) .
2.2.4. — It follows from Lemma 2.1.6 that DG is compatible with pull-back diagrams.
In fact, consider a Cartesian diagram
G′
f ′

// G
f

X ′
g // X
.
Using the canonical construction explained in 2.2.2 we extend this to a morphism
between diagrams of the form (2.2.1). Then we have the commutative diagram
g∗ ◦Rf∗ ◦ f
∗ ∼ //
g∗DG

Rf ′∗ ◦ (f
′)∗ ◦ g∗
DG′◦g
∗

g∗ ◦Rf∗ ◦ f
∗ ∼ // Rf ′∗ ◦ (f
′)∗ ◦ g∗
.
2.2.5. — We compute the action of DG in the case of the trivial gerbe f : G → ∗
and the sheaf F ∈ ShAbSite(∗) represented by a discrete abelian group F . Note that
Rf∗ ◦ f
∗(F ) is an object of D+(ShAbSite(∗)). We get an object Rf∗ ◦ f
∗(F )(∗) ∈
D+(Ab) by evaluation at the object (∗ → ∗) ∈ Site(∗).
Lemma 2.2.3. — There exists an isomorphism
H∗(Rf∗ ◦ f
∗(F )(∗)) ∼= F ⊗ Z[[z]] ,
where deg(z) = 2. On cohomology the transformation DG is given by DG = id⊗
d
dz .
Proof. — We choose a lift ∗ → G. Forming iterated fiber products we get a simplicial
space
· · · ∗ ×G ∗ ×G ∗ ×G∗ → ∗ ×G ∗ ×G ∗ → ∗ ×G ∗ → ∗ .
Note that ∗ ×G ∗ ∼= U(1). One checks that the simplicial space is equivalent to the
simplicial space BU(1)·, the classifying space of the group U(1),
U(1)× U(1)× U(1)→ U(1)× U(1)→ U(1)→ ∗ .
Let (U → ∗) ∈ Site(∗). If H ∈ ShAbG, then we consider an injective resolution
0 → H → I ·. The evaluation I ·(U × BU(1)·) gives a cosimplicial complex, and
after normalization, a double complex. Its total complex represents Rf∗(H)(U → ∗)
(see [BSS07, Lemma 2.41] for a proof of the corresponding statement in the smooth
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context). We calculate the cohomology of Rf∗(H)(U → ∗) using the associated
spectral sequence. Its second page has the form
Ep,q2
∼= Hp(U ×BU(1)q;H) .
We now specialize to the sheaf H = f∗(F ) ∼= FG, where F is a discrete abelian
group, and U = ∗. In this case the spectral sequence is the usual spectral sequence
which calculates the cohomology of the realization of the simplicial space BU(1)· with
coefficients in F . Note that H∗(BU(1);Z) ∼= Z[[z]] as rings with deg(z) = 2. Since it
is torsion free as an abelian group we get
H∗(R∗f∗ ◦ f
∗(F )(∗)) ∼= F ⊗H∗(BU(1);Z) ∼= F ⊗ Z[[z]] .
In a similar manner we calculate Rf∗◦Rp∗◦p
∗◦f∗(F )(∗). Its cohomology is H∗(T 2×
BU(1);F ), hence we have
H∗(Rf∗ ◦Rp∗ ◦ p
∗ ◦ f∗(F )(∗)) ∼= F ⊗H∗(T 2 ×BU(1);Z) ∼= F ⊗ Λ(u, v)⊗ Z[[z]] ,
where u, v ∈ H1(T 2,Z) are the canonical generators.
For every topological group Γ we have a natural map Γ→ Ω(BΓ). By adjointness
we get a map c : U(1)×Γ→ U(1)∧Γ→ BΓ. We will need a simplicial model c· of this
map. We consider the standard simplicial model S· of U(1) with two non-degenerate
simplices, one in degree 0, and one in degree 1. Then S· × Γ is a simplicial model
of U(1)× Γ. It suffices to describe the map c· on the non-degenerate part of S· × Γ.
The component c0 maps S0 × Γ to the base point ∗ of BΓ·. The component c1 is the
natural identification of the non-degenerate copy of Γ ⊂ S1 × Γ with Γ ∼= BΓ1.
We now specialize to the case Γ = U(1). We get a map c : T 2 ∼= U(1) × U(1) →
BU(1), or on the simplicial level, a map c· : S· × U(1) → BU(1)·. We have
H∗(BU(1);Z) ∼= Z[[z]] with z odd degree 2, and one checks that uv = c∗(z) ∈
H2(T 2;Z) (after choosing an appropriate basis u, v ∈ H1(T 2;Z)).
Note that BU(1)· is a simplicial abelian group. The discussion above shows that
the automorphism φ : G→ G in (2.2.1) with X = ∗ and classified by uv ∈ H2(T 2;Z)
can be arranged so that it induces an automorphism of bundles of BU(1)·-torsors
(2.2.4) S· × U(1)×BU(1)·
((QQ
QQQ
QQQ
QQQ
QQ φ
·
(t,x) 7→(t,c·(t)x) // S· × U(1)×BU(1)·
vvmmm
mmm
mmm
mmm
m
S· × U(1)
.
Under this isomorphism the action of
(2.2.5) φ∗ : H∗(Rf∗ ◦Rp∗ ◦ p
∗ ◦ f∗(F )(∗))→ H∗(Rf∗ ◦Rp∗ ◦ p
∗ ◦ f∗(F )(∗))
is induced by z 7→ z + uv, u 7→ u, v 7→ v. In order to see this note that m∗(z) =
z1 + z2, where m : BU(1)×BU(1)→ BU(1) is the multiplication, and H
∗(BU(1)×
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BU(1);Z) ∼= Z[[z1, z2]]. After realization the map φ· leads to the composition
T 2 ×BU(1)
(idT2 ,c)×id→ T 2 ×BU(1)×BU(1)
idT2×m→ T 2 ×BU(1)
which maps
z
(idT2×m)
∗
7→ z1 + z2
((idT2 ,c)×id)
∗
7→ uv + z .
In cohomology of the evaluations at the point the integration map∫
p
: Rf∗ ◦Rp∗ ◦ p
∗ ◦ f∗(F )→ Rf∗ ◦ f
∗(F )
induces the map F ⊗ Λ(u, v)⊗ Z[[z]] → F ⊗ Z[[z]] which takes the coefficient at uv.
This implies the assertions of Lemma 2.2.3.
2.3. Identification of the transformation DG in the smooth case
2.3.1. — In this subsection we work in the context of [BSS07] of manifolds and
smooth stacks. It can be considered as a supplement to [BSS07] concerning the
transformation DG introduced in Definition 2.2.2 which can be defined in the smooth
context in a parallel manner.
If X is a smooth stack, then ΩX denotes the sheaf of de Rham complexes on
X . It associates to (U → X) ∈ X the de Rham complex ΩX(U → X) := Ω(U) of
the manifold U . Note that in this subsection X denotes the site of a smooth stack
introduced in [BSS07].
If ω ∈ Ω3X(X) is a closed 3-form, then we form the sheaf of twisted de Rham
complexes ΩX [[z]]ω. Its evaluation at (U → X) ∈ X is the complex ΩX [[z]]ω(U →
X) := Ω(U)[[z]] ∼= Ω(U) ⊗Z Z[[z]] with differential ddR + ω ddz . In this formula the
form ω acts by wedge multiplication with the pull-back of ω to U .
Let f : G→ X be a gerbe with band U(1) over a smooth manifold X . The choice
of a gerbe connection determines a closed 3-form ω ∈ Ω3X(X) which represents the
Dixmier-Douady class of the gerbe. By [BSS07, Theorem 1.1] we have an isomor-
phism
(2.3.1) Rf∗f
∗R
X
∼
→ ΩX [[z]]ω
in the derived category D+(ShAbX).
2.3.2. —
Theorem 2.3.2. — We have a commutative diagram
Rf∗f
∗RX
∼=
←−−−−−
(2.3.1)
ΩX [[z]]ωyDG y ddz
Rf∗f
∗RX
∼=
←−−−−−
(2.3.1)
ΩX [[z]]ω.
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Proof. — The isomorphism (2.3.1) was constructed in [BSS07, Section 3] using a
particular model of Rf∗f
∗(R
X
). We first recall its construction. Let A → G be an
atlas. For (U → X) ∈ X we form the simplicial object (A·U → G) ∈ G
∆op with nth
piece
AnU := A×G · · · ×G A︸ ︷︷ ︸
n+1 factors
×XU → G .
The boundaries and degenerations are given by the projections and diagonals as usual.
If F ∈ C+(PrAbG) is a bounded below complex of presheaves, then we form the sim-
plicial complex of presheaves (U → X) 7→ F (A·U → G). We let CA(F ) ∈ C
+(PrAbX)
denote the presheaf of associated total complexes. Sometimes we will write Cm,nA (F )
for the summand of bidegree (m,n), where the first entry m denotes the cosimplicial
degree.
If F is a complex of flabby sheaves, then by [BSS07, Lemma 2.41] we have a
natural isomorphism Rf∗(F ) ∼= CA(F ). Here we use in particular that the functor
CA preserves sheaves.
Note that the resolution RG → ΩG of the constant sheaf with value R by the sheaf
of de Rham complexes is a flabby resolution (see [BSS07, Subsection 3.1]). Therefore
we have a natural isomorphism Rf∗(RG) ∼= CA(ΩG).
We choose an atlas A → X given by the disjoint union of a collection of open
subsets of X such that there exists a lift in
G
f

A //
>>
X
.
This lift is an atlas A→ G of G. We furthermore choose a connection datum (α, β) ∈
Ω1(A ×G A) × Ω
2(A). The one-form α is a connection of the U(1)-principal bundle
A×G A → A ×X A. It is related with the two-form β by ddRα = δβ. This equation
implies that δddRβ = 0 so that ddRβ assembles to a uniquely determined closed form
ω ∈ Ω3X(X) (compare [BSS07, Section 3.2]). The 3-form ω represents the Dixmier-
Douady class of the gerbe G→ X and will be used for twisting the de Rham complex.
The isomorphism (2.3.1) is given by an explicit quasi-isomorphism
(2.3.3) ΩX [[z]]ω → CA(ΩG) .
Note that ΩX [[z]]ω and CA(ΩG) are sheaves of associative DG-algebras central over
the sheaf of DG-algebras ΩX , and that z generates ΩX [[z]]ω. The quasi-isomorphism
(2.3.3) is the unique morphism of sheaves of associative DG-algebras, central over
ΩX , with
z 7→ (α, β) ∈ C1,1A (ΩG)(X)⊕ C
0,2
A (ΩG)(X) .
For more details we refer to [BSS07, Subsection 3.2]
2.3. IDENTIFICATION OF THE TRANSFORMATION DG IN THE SMOOTH CASE 19
2.3.3. — For i = 1, . . . , n there are U(1)-principal bundle structures
pi : A×G · · · ×G A︸ ︷︷ ︸
n+1 factors
→ A×G · · · ×G A︸ ︷︷ ︸
i factors
×X A×G · · · ×G A︸ ︷︷ ︸
n−i+1 factors
.
Furthermore, we have embeddings
ji : A×G · · · ×G A︸ ︷︷ ︸
n factors
→ A×G · · · ×G A︸ ︷︷ ︸
i factors
×X A×G · · · ×G A︸ ︷︷ ︸
n−i+1 factors
given by
ji := idA · · · × idA︸ ︷︷ ︸
i−1 factors
×∆A × idA · · · × idA︸ ︷︷ ︸
n−i factors
,
where ∆ : A→ A×X A is the diagonal.
If (U → X) ∈ X, then the maps pi and ji induce similar maps on the product
· · · ×X U of these manifolds over X with U which we denote by the same symbols.
For i = 1, . . . , n we define the map of degree −1
vi : Ω(A
n
U )→ Ω(A
n−1
U )
as the composition of the integration over the fiber of pi with the pull-back along ji,
i.e. vi := j
∗
i ◦
∫
pi
. Since the construction of vi is natural with respect to U we can
view vi as a morphism of sheaves C
n,m
A (ΩG)→ C
n−1,m−1
A (ΩG). We define the family
of morphisms
Dn :=
n∑
i=1
(−1)ivi : C
n,∗
A (ΩG)→ C
n−1,∗−1
A (ΩG)
and let D : CA(ΩG) → CA(ΩG) be the endomorphism of sheaves of degree −2 given
by Dn in bidegree (n, ∗).
2.3.4. —
Lemma 2.3.4. — The map D : CA(ΩG)→ CA(ΩG) is a derivation of ΩX-modules.
Proof. — Note that vj commutes with the de Rham differential. Moreover, if
qk : A×G · · · ×G A︸ ︷︷ ︸
n+1 factors
→ A×G · · · ×G A︸ ︷︷ ︸
n factors
is the projection which leaves out the k-th factor (k = 0, . . . , n), then we have the
relations
vjq
∗
k = q
∗
k−1vj , j < k
vjq
∗
k = q
∗
kvj−1, j > k + 1
vjq
∗
k = 0, j = k, k + 1.
Observe that in the last case qk factors over the bundle which is used for the inte-
gration in the definition of vk or vk+1, and the composition of a pullback along a
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bundle projection followed by an integration along the same bundle projection van-
ishes. These relations imply by a direct calculation that D is a chain map for the
Cˇech-de Rham differential of CA(ΩG).
Moreover, it follows immediately from the definition of D that it is ΩX -linear (even
ΩA-linear).
It is again a straightforward calculation to verify that D is a derivation for that
associative product on CA(ΩG) (compare [BSS07, 2.4.9] for the product structure).
2.3.5. —
Lemma 2.3.5. — We have a commutative diagram
ΩX [[z]]ω
(2.3.3)
−−−−−→ CA(ΩG)y ddz yD
ΩX [[z]]ω
(2.3.3)
−−−−−→ CA(ΩG).
Proof. — Since α is the connection one-form of a U(1)-connection on the total space
of the U(1)-principal bundle p1 : A×GA→ A×XA we have
∫
p1
α = 1. Consequently,
D(α, β) = 1. This implies the assertion, since D and ddz are ΩX -linear derivation,
and z generates ΩX [[z]]ω.
In view of Lemma 2.3.5, in order to finish the proof of Theorem 2.3.2 is suffices to
show that the operation D coincides with the operation of
∫
p
◦φ∗ ◦ p∗ on CA(ΩG).
2.3.6. — Let M · be a simplicial manifold and consider the bundle U(1)×M · →M ·.
We describe the integration map∫
: Ω(U(1)×M ·)→ Ω(M ·)
in the simplicial picture, i.e. as a map∫
: Ω(S· ×M ·)→ Ω(M ·) .
For n ≥ 1 the manifolds Sn ×Mn consists of n copies σ1(Mn), . . . , σn(Mn) of Mn
which correspond to the points of Sn which are degenerations of the non-degenerated
point of S1 (where the index measures which 1-simplex in the boundary is non-
degenerate), and an additional copy ofMn corresponding the point of Sn which is the
degeneration of the point in S0. For k = 1, . . . , n+ 1 let jk : Mn → Sn+1 ×Mn+1 be
the map Mn → σk(M
n+1) ⊂ Sn+1 ×Mn+1, which corresponds the kth degeneration
[n+ 1]→ [n]. We now define a chain map of total complexes∫
: Ω(S· ×M ·)→ Ω(M ·)
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of degree −1 which is given by
(2.3.6)
n+1∑
k=1
(−1)kj∗k : Ω(S
n+1 ×Mn+1)→ Ω(Mn) ,
and is zero on Ω(S0×M0). This map realizes the integration in the simplicial picture.
2.3.7. — For (U → X) ∈ X the automorphism of gerbes φ : T 2×G→ T 2×G induces
an automorphism of simplicial sets
φ· : S· × U(1)×A·U → S
· × U(1)×A·U
which we now describe explicitly by an extension of the special case (2.2.4) to general
base spaces.
If t ∈ Sn × U(1) belongs to U(1) ∼= σk(U(1)) ⊂ Sn × U(1), k = 1, . . . , n, then
φ·(t, a) = (t,mk(t, a)), where mk : U(1) × A
n
U → A
n
U is the action of U(1) on the
principal fibration pk. If t ∈ Sn×U(1) belongs to the degeneration of S0×U(1), then
φ·(t, a) = (t, a). This formula provides a simplicial description of the action of
φ∗ : CS·×U(1)×A(ΩG)→ CS·×U(1)×A(ΩG) .
Combining the description of the integration map (2.3.6) with this formula for the
action of φ∗ it is now straightforward to show the equality of maps
D =
∫
p
◦φ∗ ◦ p∗ : CA(ΩG)→ CA(ΩG) .
✷
2.4. Two-periodization — up to isomorphism
2.4.1. — Let f : G→ X be a topological gerbe with band U(1) over a locally compact
stack X . In Definition 2.2.2 we have constructed a natural endomorphism DG ∈
End(Rf∗ ◦f
∗) of degree −2. To any object F ∈ D+(ShAbX) we associate the inductive
system
(2.4.1) SG(F ) : Rf∗ ◦ f
∗(F )
DG← Rf∗ ◦ f
∗(F )[2]
DG← Rf∗ ◦ f
∗(F )[4]
DG← . . .
indexed by {0, 1, 2 . . .}.
Using the inclusion D+(ShAbX) → D(ShAbX) of the bounded below into the un-
bounded derived category of sheaves of abelian groups on X we can consider SG(F ) ∈
D(ShAbX)
Nop , where the ordered set of integers N is considered as a category.
2.4.2. — Using the triangulated structure of D(ShAbX) one can define for each object
S ∈ D(ShAbX)
Nop an object holim S ∈ D(ShAbX) which is unique up to non-canonical
isomorphism (see [Nee01]). An explicit construction of this homotopy limit uses the
extension of maps in D(ShAbX) to exact triangles by a mapping cylinder construction.
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In particular, we obtain holim SG(F ) by the extension to a triangle of the map 1− Dˆ
in
holim SG(F )→
∏
i≥0
Rf∗ ◦ f
∗(F )[2i]
1−Dˆ
−→
∏
i≥0
Rf∗ ◦ f
∗(F )[2i]→ holim SG(F )[1] ,
where
Dˆ :
∏
i≥0
Rf∗ ◦ f
∗(F )[2i]→
∏
i≥0
Rf∗ ◦ f
∗(F )[2i]
maps the sequence (xi)i≥0 to the sequence (DGxi+1)i≥0.
2.4.3. — We can now define the periodization PG(F ) ∈ D(ShAbX) of an object F ∈
D+(ShAbX).
Definition 2.4.2. — For F ∈ D+(ShAbX) we define PG(F ) ∈ D(ShAbX) by
PG(F ) := holim SG(F ) .
Note that PG(F ) is well-defined up to non-canonical isomorphism.
2.4.4. — The operator∏
i≥0
DG :
∏
i≥0
Rf∗ ◦ f
∗(F )[2i]→ (
∏
i≥0
Rf∗ ◦ f
∗(F )[2i])[−2]
commutes with Dˆ and therefore induces a map W : PG(F ) → PG(F )[−2] via an
extension in the diagram
PG(F )
W
−−−−→ PG(F )[−2]y y∏
i≥0 Rf∗ ◦ f
∗(F )[2i]
∏
i≥0DG
−−−−−−→
∏
i≥0 Rf∗ ◦ f
∗(F )[2i])[−2]y1−Dˆ y1−Dˆ∏
i≥0 Rf∗ ◦ f
∗(F )[2i]
∏
i≥0DG
−−−−−−→
∏
i≥0 Rf∗ ◦ f
∗(F )[2i])[−2]y y
PG(F )[1]
W
−−−−→ PG(F )[1][−2] .
Note that such an extension exists by the axioms of a triangulated category, but it
might not be unique.
The following proposition asserts that PG(F ) is two-periodic.
Proposition 2.4.3. — The map W : PG(F )→ PG(F )[−2] is an isomorphism.
Proof. — For notational convenience, we consider the following general situation. Let
D(A) be the unbounded derived category of a Grothendieck abelian category. Note
that ShAb(X) is such a category (see Section 3.3.1). We consider an object X ∈ D(A)
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together with a morphism D : X → X [−2]. We can assume that D is represented by
a map of complexes D : X → X [−2]. We obtain the extension 1− Dˆ to a triangle
(2.4.4) Y →
∏
i≥0
X [2i]
1−Dˆ
→
∏
i≥0
X [2i]→ Y [1]
where Y :=
∏
i≥0X [2i]⊕ (
∏
i≥0X [2i])[1] with the differential
δ :=
(
d 1− Dˆ
0 −d
)
,
where d is the differential of X . The induced map W : Y → Y [−2] is given by
W :=
( ∏
i≥0D 0
0
∏
i≥0D
)
.
Let
E :
∏
i≥0
X [2i]→ (
∏
i≥0
X [2i])[2]
be the shift E(xi)i≥0 := (xi+1)i≥0. Note that E commutes with 1−Dˆ, too. Therefore
we obtain the extension S : Y → Y [2] in the diagram
Y //
S

∏
i≥0X [2i]
E

1−Dˆ //
∏
i≥0X [2i]
E

// Y [1]
S

Y [2] // (
∏
i≥0X [2i])[2]
1−Dˆ // (
∏
i≥0X [2i])[2] // Y [1][2]
.
by the matrix
S :=
(
E 0
0 E
)
.
Proposition 2.4.3 is a consequence of the following Lemma.
Lemma 2.4.5. — We have the equalities W ◦ S = id = S ◦W .
Proof. — First observe that
∏
i≥0D ◦ E = Dˆ = E ◦
∏
i≥0D. Therefore W ◦ S =
S ◦W =
(
Dˆ 0
0 Dˆ
)
. In order to show that W ◦ S = id we show that the map
I :=
(
Dˆ 0
0 Dˆ
)
.
on Y is homotopic to the identity and therefore is equal to the identity in the derived
category. This follows from
1− I = δ ◦ J + J ◦ δ
with
J :=
(
0 0
1 0
)
.
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2.4.5. — We continue with the notation introduced in the proof of Proposition 2.4.3.
Applying a homological functor to the triangle (2.4.4) we get the long exact sequence
· · · → H∗(Y )→
∏
i≥0
H∗(X [2i])→
∏
i≥0
H∗(X [2i])→ H∗(Y [1])→ .
If we analyze the middle map and compare it with the ordinary definition of limits in
abelian categories we get the following result.
Corollary 2.4.6. — We have an exact sequence:
0→ lim
i
1H∗(X [2i])[−1]→ H∗(Y )→ lim
i
H∗(X [2i])→ 0 .
2.4.6. — Note that the construction
holim : D(A)N
op
→ D(A)
is not a functor. The construction of the homotopy limit holim (S) for S ∈ D(A)N
op
via mapping cylinders uses explicit representatives of the maps of the system S and
depends non-trivially on this choice.
A homotopy limit functor holim : D(AN
op
) → D(A) can be defined as the right-
derived functor of lim: AN
op
→ A. Note that in the domain we take the derived
category of the abelian category of Nop-diagrams in A as opposed to Nop-diagrams
in the derived category of A. In Section 3 we will use this idea and refine PG to a
periodization functor
PG : D
+(ShAbX)→ D(ShAbX)
which is a triangulated functor and natural in G → X . The main idea is the con-
struction of a refinement of the diagram (2.4.1) to a diagram in D((ShAbX)
Nop), see
3.4.6 (the details are in fact more complicated).
2.5. Calculations
2.5.1. — In this subsection we calculate PG(F ) in the special case, where G → ∗ is
the (trivial) U(1)-gerbe over the point, and F ∈ ShAbSite(∗) is the sheaf represented
by a discrete abelian group F . We will calculate the abelian group H∗(∗;PG(F )).
This cohomology is two-periodic so that we only have to distinguish the even and the
odd-degree case. In the table below AQf denotes the group of finite adeles of Q, which
contains Q via the diagonal embedding.
Proposition 2.5.1. — We have the following table for the cohomology H∗(∗;PG(F )).
F Hev(∗;PG(F )) H
odd(∗;PG(F ))
Z 0 AQf /Q
Q Q 0
Z/nZ 0 0
Q/Z AQf 0
.
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2.5.2. — To prove Proposition 2.5.1, we use the exact sequence 2.4.6 where
H∗(X) = H∗(∗;Rf∗ ◦ f
∗(F )) ∼= F ⊗ Z[[z]] ∼= F [[z]]
by Lemma 2.2.3 with z of degree 2. We must discuss the cohomology of the complex
0→
∏
i≥0
F [[z]][2i]
1−Dˆ
→
∏
i≥0
F [[z]][2i]→ 0 ,
where Dˆ(xi)i≥0 = (DGxi+1)i≥0 with DG =
d
dz . This means that we have to study
the solution theory for the system
(2.5.2) xi −
d
dz
xi+1 = ai , i ≥ 0 , xi ∈ F [[z]] .
2.5.3. — Let us start with the case F = Q. Since we can divide by arbitrary integers
the operator DG is surjective and we can for any (ai)i∈N solve this system inductively.
Therefore the cokernel lim1i Q[u] of 1 − Dˆ is trivial. A solution of the homogeneous
system is uniquely determined by the choice of x0 and the constant terms of the xi,
i ≥ 1. Note that the constant term of xi is in degree −2i. It follows that
Hev(∗;PG(Q)) ∼= Q , H
odd(∗;PG(Q)) ∼= 0 .
2.5.4. — We now discuss torsion coefficients F = Z/nZ. Write xi =
∑
xi,kz
k,
ai =
∑
ai,kz
k with xi,k, ai,k ∈ Z/nZ. Then we have to solve
∞∑
k=0
xi,kz
k − (k + 1)xi+1,k+1z
k =
∞∑
k=0
ai,kz
k ∀i ≥ 0.
Equating coefficients this system decouples into finite systems
xi,kn − (kn+ 1)xi+1,kn+1 = ai,kn
xi,kn+1 − (kn+ 2)xi+1,kn+2 = ai,kn+1
...
xi,kn+n−2 − (kn+ n− 1)xi+1,kn+n−1 = ai,kn+n+2
xi,kn+n−1−r + (kn+ n)xi+1,kn+n︸ ︷︷ ︸
=0
= aikn+n−1 ,
where i, k ≥ 0. We see that we can always solve this system uniquely by backwards
induction. We get
Hev(∗;PG(Z/nZ)) ∼= 0 , H
odd(∗;PG(Z/nZ)) ∼= 0 .
2.5.5. — Let us now assume that F = Q/Z. Since this group is divisible we can solve
the system (2.5.2) for every (ai)i∈N. It follows that
Hodd(∗;PG(Q/Z)) ∼= 0 .
We now discuss the solution of the homogeneous system in degree 0. We can choose
x0 arbitrary. If we have found xi for i = 0, . . . , n− 1, then we must solve xn−1 = nxn
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in the next step. We see that xn is well-defined up to the image of Z/nZ ∼= n−1Z/Z ⊂
Q/Z. We see that Hev(∗;PG(Q/Z)) admits a sequence of quotients
Hev(∗;PG(Q/Z))→ · · · → Q
n → Qn−1 → · · · → Q0
where Qn ∼= Q/Z and Qn → Qn−1 is given by multiplication with n for all n ∈ N.
The limit
AQf
∼= lim
←−
n∈N
(Q/n!Z)
is the ring AQf of finite adeles of Q, and Q ⊂ A
Q
f is a subgroup. We thus get
Hev(∗;PG(Q/Z)) ∼= A
Q
f .
2.5.6. — Finally assume that F = Z. We must again consider the system (2.5.2)
of equations above. Let us discuss this system in degree 2r. Then the relevant
coefficients of xi and ai are sequences of integers, and (writing out only these) dxi+1 =
(r + i + 1)xi+1. We see that the homogeneous equation has only the trivial solution
since otherwise the integer x0 must be divisible by n+ i+ 1 for all i ≥ 0. Hence
Hev(∗;PG(Z)) ∼= 0 .
In order to calculate Hodd(∗;PG(Z)) we consider the exact sequence
0→ Z→ Q→ Q/Z→ 0 .
It gives rise to an exact sequence of sheaves
0→ Z→ Q→ Q/Z→ 0 .
and a long exact cohomology sequence. In Section 3.4 we will construct a functorial
version of PG which is a triangulated functor, and which coincides with the isomor-
phism class constructed above. Using this functor, we get a triangle
PG(Z)→ PG(Q)→ PG(Q/Z)→ PG(Z)[1]
and therefore a long exact cohomology sequence
H∗(∗;PG(Z))→ H
∗(∗;PG(Q))→ H
∗(∗;PG(Q/Z))→ H
∗(∗;PG(Z))[1] .
By the calculations for Q and Q/Z we get exact sequences
0→ Q
c
→ AQf → H
odd(∗;PG(Z))→ 0 ,
where c is the canonical embedding. Therefore
Hodd(∗;PG(F )) ∼= A
Q
f /Q .
✷
CHAPTER 3
FUNCTORIAL PERIODIZATION
3.1. Flabby resolutions
3.1.1. — Let X be a site, e.g. the site of a locally compact stack. For U ∈ X let τ :=
(Ui → U)i∈I ∈ covX(U) be a covering family. Then we consider V :=
⊔
i∈I Ui → U .
Forming iterated fiber products we obtain a simplicial object V · in X with
V n = V ×U · · · ×U V︸ ︷︷ ︸
n+1 factors
.
If F ∈ PrX is a presheaf on X , then we form the cosimplicial set C·(τ, F ) := F (V ·).
3.1.2. — If F is a presheaf of abelian groups, then we form the Cˇech complex Cˇ(τ, F )
which is the chain complex associated to the cosimplicial abelian group C·(τ, F ).
If F is a sheaf, then H0Cˇ(τ, F ) ∼= F (U). We recall the following definition (see
[Tam94, Definition 3.5.1]).
Definition 3.1.1 (see 3.5.1, [Tam94]). — A sheaf F ∈ ShAbX is called flabby if
for all U ∈ X and τ ∈ covX(U) we have H
iCˇ(τ, F ) ∼= 0 for all i ≥ 1.
By [Tam94, Cor. 3.5.3] a sheaf F ∈ ShAbX is flabby if and only if R
ki(F ) = 0 for
all k ≥ 1, where i : ShAbX→ PrAbX is the inclusion of sheaves into presheaves.
As an immediate consequence of the definition a sheaf F ∈ ShAbX is flabby if and
only if the restriction FU of F to the site (U) is flabby for all (U → X) ∈ X (see
6.1.14 for the notation).
3.1.3. — Let now X be a locally compact stack and X be the site of X . Occasionally,
in the present paper we need the stronger notion of a flasque sheaf.
Definition 3.1.2. — A sheaf F ∈ ShAbX is called flasque if for every (U → X) ∈ X
and open subset V ⊆ U the restriction F (U → X)→ F (V → X) is surjective.
In the literature, e.g. in [KS94] or [Bre97], this is used as the definition of
flabbiness.
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Lemma 3.1.3. — A flasque sheaf is flabby.
Proof. — For U ∈ X let ΓU : ShAbX → Ab be the section functor F 7→ ΓU (F ) :=
F (U). For V ⊆ U we have ΓV (FU ) = ΓV (F ). A sheaf F ∈ ShAbX is flasque by
definition if and only if FU is flasque for all U ∈ X. But a flasque sheaf is ΓV -acyclic
for every V ⊆ U by [Bre97, Ch. 2, Thm. 5.4] (note that in this reference our flasque
is called flabby). By [Tam94, Cor. 3.5.3] it is flabby in the sense of 3.1.1.
This argument shows that FU is flabby for all (U → X) ∈ X and implies that F
itself is flabby.
We do not know if the converse of Lemma 3.1.3 is true. Therefore we must be
careful when using results from the literature.
3.1.4. —
Lemma 3.1.4. — If f : X → Y is a representable map of locally compact stacks,
then a flabby sheaf is f∗-acyclic.
Proof. — Let F ∈ ShAbX be a flabby sheaf. We must show that R
kf∗(F ) = 0 for
all k ≥ 1. We have a morphism of sites f ♯ : Y → X, see 6.1.10. The functor
pf∗ : PrX→ PrY is given by
pf∗F := F ◦ f
♯. It is in particular exact. Therefore we
have Rf∗ ∼= i
♯ ◦ pf∗ ◦Ri. Since a flabby sheaf is i-acyclic we conclude that R
ki(F ) = 0
for k ≥ 1. This implies Rkf∗(F ) = 0 for k ≥ 1.
3.1.5. —
Lemma 3.1.5. — If a morphism f : X → Y of locally compact stacks has local sec-
tions, then the functor f∗ : ShAbY → ShAbX preserves flabby sheaves.
Proof. — Let F ∈ ShAbY be flabby. We consider an object (U → X) ∈ X and
a covering family τ ∈ covX(U). Then we must show that the higher cohomology
groups of Cˇ(τ, f∗F ) vanish.
We obtain a covering family f♯τ ∈ covY(f♯U), see 6.1.11. Let V
· be the simplicial
object associated to τ as in 3.1.1. Since f♯ preserves fiber products in the sense of
[Tam94, 1.2.2(ii)] we see that f♯V
· is the simplicial object in Y associated to f♯τ .
The rule f∗F (U) ∼= F (f♯U) (see again 6.1.11) gives the isomorphism of cosimplicial
sets f∗F (V ·) ∼= F (f♯V
·) and hence an isomorphism of complexes
Cˇ(τ, f∗F ) ∼= Cˇ(f♯τ, F ) .
Since F is flabby the higher cohomology groups of the right-hand side vanish.
3.1.6. — We now construct a canonical flabby resolution functor
F l : ShAbX→ C
+(ShAbX) , id→ F l .
It associates to a F a sort of Godement resolution which consists in fact of flasque
sheaves.
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For a space U let (U) denote the site of open subsets of U with the topology of
open coverings. We will first construct flabby resolution functors
F lU : ShAb(U)→ C
+(ShAb(U)) , id→ F lU
for all (U → X) ∈ X which are compatible with the morphisms V → U in X. For
F ∈ ShAbX we obtain a collection of flabby resolutions (FU → F lU (FU ))U∈X, which
by 6.1.14 give rise to a resolution F → F l(F ). In the following we discuss these steps
in detail.
3.1.7. — Let pU : Uˆ → U be the identity map, where Uˆ is the set U with the discrete
topology. Let F ∈ ShAb(U). We set F l
0
U (F ) := (pU )∗ ◦ p
∗
U (F ) and let F → F l
0
U (F )
be given by the unit id→ (pU )∗ ◦ p
∗
U .
Lemma 3.1.6. — The sequence 0→ F → (pU )∗ ◦ p
∗
UF is exact.
Proof. — Let w ∈ U . We must show that the induced map on stalks Fw → ((pU )∗ ◦
p∗UF )w is injective. This immediately follows from the description
((pU )∗ ◦ p
∗
UF )w = colimw∈W⊆U
∏
v∈W
Fv .
✷
3.1.8. — We now construct F lU (F ) inductively. Assume that we have already con-
structed F l0U (F )→ · · · → F l
k
U (F ). Then we let
F lk+1U (F ) := (pU )∗ ◦ p
∗
U (coker(F l
k−1
U (F )→ F l
k
U (F ))
and F lkU (F )→ F l
k+1
U (F ) be again given by
F lkU (F )→ coker(F l
k−1
U (F )→ F l
k
U ))
unit
→ F lk+1U (F ) .
In this way we construct an exact complex
0→ F → F l0U (F )→ F l
1
U (F )→ · · · → F l
k
U (F )→ . . . .
All pieces of the construction are functorial. Hence, the association F 7→ F lU (F )
is functorial in F . The inclusion F → F l0U (F ) gives the natural transformation
id→ F lU .
3.1.9. —
Lemma 3.1.7. — For any sheaf F ∈ ShAb(U) the sheaf (pU )∗ ◦ p
∗
U (F ) is flasque and
flabby.
Proof. — For W ⊆ U we have
(3.1.8) (pU )∗ ◦ p
∗
U (F )(W )
∼=
∏
w∈W
Fw .
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It is now obvious that (pU )∗ ◦ p
∗
U (F )(U)→ (pU )∗ ◦ p
∗
U (F )(W ) is surjective. A flasque
sheaf is flabby by Lemma 3.1.3.
3.1.10. —We now consider a sheaf F ∈ ShAbX. For (U → X) let FU ∈ ShAb(U) denote
its restriction to (U). We apply the previous construction to all objects (U → X) ∈ X
and the sheaves FU . Then we get a collection of complexes of sheaves F lU (FU ) for all
(U → X) ∈ X. Let f : V → U be a morphism in X. We shall construct a functorial
morphism f∗F lU (FU )→ F lV (FV ).
Let G ∈ Sh(U), H ∈ Sh(V ), and f∗G→ H be a morphism of sheaves. We consider
the diagram
Vˆ
fˆ //
pV

Uˆ
pU

V
f // U
.
It induces the transformation, natural in G and H ,
f∗ ◦ (pU )∗ ◦ p
∗
U (G) → (pV )∗ ◦ fˆ
∗ ◦ p∗U (G)
∼= (pV )∗ ◦ p
∗
V ◦ f
∗(G)
→ (pV )∗ ◦ p
∗
V (H)
We now construct the map f∗F lU (FU )→ F lV (FV ) of complexes inductively. As-
sume that we have already constructed the morphisms f∗(F liU (FU ))→ F l
i
V (FV ) for
all i ≤ k compatible with the differential. Using that f∗ is right exact (Lemma 6.1.9),
we have an induced morphism
f∗coker(F lk−1U (FU )→ F l
k
U (FU ))→ coker(F l
k−1
V (FV )→ F l
k
V (FV )).
The construction above gives a morphism f∗F lk+1U (FU ) → F l
k+1
V (FV ), again com-
patible with the differential of the complexes.
In this way we get the morphism f∗F lU (FU )→ F lV (FV ). By an inspection of the
construction we check that for a second morphism g : W → V in X the morphisms
g∗f∗FU (FU )→ g
∗FV (FV )→ FW (FW ) and (f ◦ g)
∗FU (FU )→ FW (FW ) coincide.
The collections of resolutions FU → F lU (FU ), (U → X) ∈ X, determines a resolu-
tion F → F l(F ) in C+(ShAbX).
3.1.11. —
Lemma 3.1.9. — The association F 7→ (F → F l(F )) is a functorial flabby resolu-
tion.
Proof. — The local constructions FU 7→ F lU (FU ) are functorial in FU . The connect-
ing maps f∗F lU (FU ) → F lV (FV ) are compatible with this functoriality. It follows
that the construction F → F l(F ) is functorial in F .
The restrictions ShX → Sh(U) detect flabbiness and exact sequences (see 6.1.14).
Therefore the local statements 3.1.6 and 3.1.7 imply that the sequence 0 → F →
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F l(F ) is a quasi-isomorphism, and that the sheaves F lk(F ) are flabby for all k ≥
0.
Definition 3.1.10. — We call F → F l(F ) the functorial flabby resolution of F .
Note that it actually produces resolutions by flasque sheaves.
3.1.12. — Let f : X→ Y be a map of locally compact stacks which has local sections.
Let F lX and F lY denote the flabby resolution functors for X and Y according to
Definition 3.1.10.
Lemma 3.1.11. — We have a natural isomorphism of functors f∗◦F lY ∼= F lX◦f
∗.
Proof. — For (U → X) ∈ X we have by 6.1.11 a natural isomorphism f∗FU ∼= Ff♯U .
It gives natural isomorphisms F lU ((f
∗F )U ) ∼= F lf♯U (Ff♯U ) and thus F lX(f
∗F )U ∼=
(f∗F lY)U . Finally this collection of isomorphisms gives a natural isomorphism
F lX(f
∗F ) ∼= f∗F lY(F ) .
3.1.13. —
Lemma 3.1.12. — The functorial flabby resolution functor preserves flatness.
Proof. — Consider a space U , p : Uˆ → U as above and a flat sheaf F ∈ ShAb(U).
Then coker(F → p∗p
∗(F )) is flat as shown in the proof of [KS94, Lemma 3.1.4].
This implies inductively that the sheaves F lkU (F ) are flat for all k ≥ 0. The result for
the functorial flabby resolution functor on ShAbX now follows from the fact that the
restriction functors ShAbX→ ShAb(U) detect flatness (see 6.2.6).
3.1.14. — We can extend the flabby resolution functor 3.1.10 to a quasi-isomorphism
preserving functor
F l : C+(ShAbX)→ C
+(ShAbX)
by applying F l to a complex term-wise and forming the total complex of the resulting
double complex.
3.2. A model for the push-forward
3.2.1. — Let f : G → X be a morphism of locally compact stacks which has local
sections. Following [BSS07, Sec. 2.4] we construct a nice model for the functor
Rf∗ ◦ f
∗ : D+(ShAbX) → D
+(ShAbX). We choose an atlas a : A → G. Then by
Proposition 6.1.1 the composition f ◦ a : A→ G→ X is representable. Then we can
define the functor
pCA : C
+(PrAbG)→ C
+(PrAbX)
as in [BSS07, Sec. 2.4] (the subscript p indicates that it acts between categories of
presheaves).
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3.2.2. — We recall the definition pCA. For (U → X) consider the Cartesian diagram
GU

// G
f

U // X
.
Then for F ∈ PrAbG we have
(3.2.1) pCkA(F )(U → X) = F ((A×G · · · ×G A︸ ︷︷ ︸
k+1 factors
)×G GU → G) .
The differential pCkA(F )(U → X) →
pCk+1A (F )(U → X) is induced as usual as an
alternating sum by the projections
(A×G · · · ×G A︸ ︷︷ ︸
k+2 factors
)→ (A×G · · · ×G A︸ ︷︷ ︸
k+1 factors
) .
We extend the functor pCA to sheaves by the formula
CA := i
♯ ◦ pCA ◦ i .
3.2.3. — The functor
i♯ : C+(PrAbX)→ C
+(ShAbX)
is exact by 6.1.8. The functor pCA is exact, see [BSS07, 2.4.8]. Since flabby
sheaves are i-acyclic the functor i ◦ F l : C+(ShAbX) → C
+(PrAbX) preserves quasi-
isomorphisms.
Therefore the composition
i♯ ◦ pCA ◦ i ◦ F l = CA ◦ F l : C
+(ShAbG)→ C
+(ShAbX)
preserves quasi-isomorphisms and descends to the homotopy categories (1)
CA ◦ F l : hC
+(ShAbG)→ hC
+(ShAbX) .
After identification of the homotopy categories with the derived categories we have
by [BSS07, 2.41] that
CA ◦ F l ∼= Rf∗ : D
+(ShAbG)→ D
+(ShAbX) .
3.2.4. — Since f : G → X has local sections the functor f∗ is exact. It therefore
descends to
f∗ : hC+(ShAbX)→ hC
+(ShAbG) .
The composition
CA ◦ F l ◦ f
∗ : hC+(ShAbX)→ hC
+(ShAbX)
thus represents
Rf∗ ◦ f
∗ : D+(ShAbX)→ D
+(ShAbX) .
(1)By abuse of notation we use the same symbol
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3.2.5. — We now study the dependence of CA on the choice of the atlas A→ G. Let
us consider a diagram
(3.2.2) A′
φ //
a′
  A
AA
AA
AA
A
a
 



G
,
where a′ satisfies the same assumptions as a (see 3.2.1). The map φ induces maps
(A′ ×G · · · ×G A
′)×G GU
φk+1×idGU //
((QQ
QQQ
QQQ
QQQ
QQQ
(A×G · · · ×G A)×G GU
vvmmm
mmm
mmm
mmm
mm
G
and therefore
pCkA(F )(U → X) = F ((A×G · · · ×G A︸ ︷︷ ︸
k+1 factors
)×G GU → G)
→ F ((A′ ×G · · · ×G A
′︸ ︷︷ ︸
k+1 factors
)×G GU → G)
= pCkA′(F )(U → X) .
This map is natural in F and preserves the cosimplicial structures. In other words,
the diagram (3.2.2) induces a natural transformation
pCφ :
pCA →
pCA′ .
Composing with i♯ and i ◦ F l we get a morphism of functors
Cφ : CA ◦ F l → CA′ ◦ F l : hC
+(ShAbG)→ hC
+(ShAbX) .
Both CA ◦ F l and CA′ ◦ F l represent Rf∗. Using the explicit constructions and the
proof of [BSS07, Lemma 2.36] one checks that the diagram
H0(CA ◦ F l)(F )
H0(Cφ) //
''OO
OOO
OOO
OOO
H0(CA′ ◦ F l)(F )
wwooo
oo
ooo
ooo
f∗(F )
commutes. Therefore, on the level of derived categories, Cφ : CA ◦ F l → CA′ ◦ F l is
the canonical isomorphism between two realizations of Rf∗.
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3.2.6. — Let q : H → G be a representable morphism with local sections. Consider
the pullback diagram
B
b //
l

H
q

A
a // G
f

X
.
Then b : B → H is an atlas, and we can form the functor CB : C
+(PrAbH) →
C+(PrAbX).
Observe that
B ×H · · · ×H B ∼= (A×G · · · ×G A)×G H .
For (U → X) consider the diagram
HU //

H
q

GU

// G
f

U // X
.
Observe further that
(B ×H · · · ×H B)×H HU ∼= (A×G · · · ×G A)×G GU ×G H .
For a presheaf F ∈ PrH and (V → G) ∈ G we have pq∗(F )(V ) = F (V ×G H). We
now have the following identity
pCkA ◦
pq∗(F )(U → X) ∼=
pq∗(F )((A ×G · · · ×G A)︸ ︷︷ ︸
k+1factors
×GGU → G)
∼= F (((A ×G · · · ×G A︸ ︷︷ ︸
k+1factors
)×G GU )×G H → H)
∼= F ((B ×H · · · ×H B︸ ︷︷ ︸
k+1factors
)×H HU → H)
∼= pCkB(F )(U → X)
This isomorphism is functorial in F and induces a natural isomorphism
pCA ◦
pq∗ ∼=
pCq∗A ,
where we write q∗A := B.
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The functor pq∗ preserves sheaves [BSS07, Lemma 2.13]. Therefore we get the
identity
i ◦ i♯ ◦ pq∗ ◦ i =
pq∗ ◦ i
and thus an isomorphism
(3.2.3) CA ◦ q∗ ∼= i
♯ ◦ pCA ◦ i ◦ i
♯ ◦ pq∗ ◦ i ∼= i
♯ ◦ pCA ◦
pq∗ ◦ i ∼= i
♯ ◦ pCq∗A ◦ i ∼= Cq∗A .
3.2.7. — Consider a Cartesian diagram
H
g

v // G

Y
u // X
where u has local sections. We extend the diagram to
B

// A

H
v //
g

G
f

Y
u // X
.
The map B → H is again an atlas.
Lemma 3.2.4. — We have a natural isomorphism of functors
u∗ ◦ CA ∼= CB ◦ v
∗ .
Proof. — We first find a natural isomorphism
pu∗ ◦ pCA ∼=
pCB ◦
pv∗.
Let (U → Y ) ∈ Y and F ∈ PrAbG. Then we have
pu∗ ◦ pCA(F )(U) ∼=
pCA(F )(u♯U) .
We have a diagram
HU ∼= Gu♯U //

H
v //
g

G

U // Y
u // X
.
We calculate
(A×G · · · ×G A)×G Gu♯U
∼= (A×G · · · ×G A)×G H ×H Gu♯U
∼= v♯(B ×H · · · ×H B)×H HU
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This implies that
pu∗ ◦ CA(F )(U) ∼=
pCA(F )(u♯U)
∼= F ((A×G · · · ×G A)×G Gu♯U )
∼= F (v♯((B ×H · · · ×H B)×H HU ))
∼= (pv∗F )((B ×H · · · ×H B)×H HU )
∼= pCB ◦
pv∗(F )(U)
Since u and v have local sections, by 6.1.11 the functors pu∗ and pv∗ commute with
i ◦ i♯, and this isomorphism induces
u∗ ◦ CA ∼= CB ◦ v
∗
(compare with the calculation (3.2.3)).
3.2.8. — The isomorphisms of Lemma 3.2.4 and Lemma 3.1.11 induce an isomor-
phism
(3.2.5) u∗ ◦ CA ◦ F l ∼= CB ◦ u
∗ ◦ F l ∼= CB ◦ F l ◦ v
∗ .
On the other hand, by Lemma 6.1.12 we have an isomorphism
u∗ ◦Rf∗ ∼= Rg∗ ◦ v
∗ .
Lemma 3.2.6. — The following diagram of natural isomorphisms of functors
D+(ShAbG)→ D
+(ShAbH)
commutes.
u∗ ◦ CA ◦ F l
∼=

∼= // CB ◦ F l ◦ v∗
∼=

u∗ ◦Rf∗
∼= // Rg∗ ◦ v∗
Proof. — It is easy to check that this commutativity holds true on the level of ze-
roth cohomology sheaves. Since all functors are the derived versions of their zeroth
cohomology functors the required commutativity follows.
Corollary 3.2.7. — The following diagram of natural isomorphisms commutes
u∗ ◦ CA ◦ F l ◦ f
∗
∼=

∼= // CB ◦ F l ◦ g∗ ◦ u∗
∼=

u∗ ◦Rf∗ ◦ f
∗
∼= // Rg∗ ◦ g∗ ◦ u∗
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3.3. Zig-zag diagrams and limits
3.3.1. — We define the unbounded derived category D(A) of an abelian category as
the homotopy category hC(A) of complexes (with no restrictions) in A.
Definition 3.3.1. — An abelian category A with the following properties
(1) A is cocomplete,
(2) filtered colimits are exact,
(3) A has a generator, i.e. there is an object Z such that for every object F with
proper subobject F ′ ⊂ F , Hom(Z, F ′)→ Hom(Z, F ) is not surjective.
is called a Grothendieck abelian category.
In this section, we will consider a Grothendieck category in which countable prod-
ucts exist, e.g. a complete Grothendieck category. The category ShAbX of sheaves
of abelian groups on a site X is a complete Grothendieck abelian category [Tam94,
Chapter I, Thm. 3.2.1].
Lemma 3.3.2. — If Z is a small category and A is a Grothendieck abelian cate-
gory in which countable products exists, then the diagram category AZ is again a
Grothendieck abelian category in which countable products exist.
This is proved in [Tam94, 1.4.3].
3.3.2. — We consider the category C(A) of complexes in a Grothendieck abelian
category A. It is known that C(A) has a model category structure (see [Hov01,
Theorem 2.2] where this fact is attributed to Joyal, [Hov99, Thm. 2.3.12] for the
example of the category of modules over a ring, and [Bek00] for a proof in general).
This model structure is given by the following data:
(1) The weak equivalences are the quasi-isomorphisms.
(2) The cofibrations are the degree-wise injections.
(3) The fibrations are defined by the right lifting property.
By hC(A) we denote the homotopy category of C(A). The category hC(A) is trian-
gulated with the shift functor T : hC(A) → hC(A) given by the shift of complexes
T (X) = X [1]. The class of distinguished triangles is generated by the mapping cone
sequences on C(A),
· · · → A
f
→ B → C(f)→ T (A) . . . .
The extension of a morphism in [f ] ∈ hC(A) with chosen representative f ∈ C(A)
to a triangle can thus naturally be defined using the mapping cone C(f).
3.3.3. — Let A be a Grothendieck abelian category, and consider a small category
Z. Then we have an equivalence C(A)Z ∼= C(AZ ). Because AZ is a Grothendieck
category by Lemma 3.3.2, we can equip the category of Z-diagrams C(A)Z with
the injective model category structure. By translation of 3.3.2 we get the following
description.
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(1) The weak equivalences are the level-wise quasi-isomorphisms.
(2) The cofibrations are the level-wise injections.
(3) The fibrations are defined by the right lifting property.
3.3.4. — We consider the category U pictured by
• •oo // • •oo

•
OO
•
.
We let D(A) ⊂ C+(A)U be the subcategory of objects of the form
(3.3.3) Y0 Y1∼
oo // Y2 Y3∼
oo

X
OO
X [−2]
with bounded below complexes Yi, X . A morphism in the category D(A) is given
by maps Yi → Y
′
i , i = 0, 1, 2, 3, and X → X
′ which are compatible with the struc-
ture maps. A quasi-isomorphism in this category is a morphism which is a quasi-
isomorphism level-wise.
3.3.5. — We let Z be the category pictured by
...
;
;;
;;
;;
;
...
• //
@
@@
@@
@@
•
• //
@
@@
@@
@@
•
• //
@
@@
@@
@@
•
• // •
.
Let C(A)Z be the category of Z-diagrams of complexes in A. We define a functor
R1 : D(A)→ C(A)
Z
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which maps the diagram (3.3.3) to the Z-diagram
...
""D
DD
DD
DD
DD
D ...
Y3[4] //
""F
FF
FF
FF
F
Y2[4]
Y1[2] //
""F
FF
FF
FF
F
Y0[2]
Y3[2] // Y2[2]
.
The maps are induced by the shifted maps of the diagram (3.3.3), and the composition
Y3[2k + 2] → X [2k] → Y0[2k]. The functor R1 preserves quasi-isomorphisms, since
those are defined level-wise.
3.3.6. — We now define a triangulated functor
lim: h(C(A)Z )→ hC(A)
by a direct construction on the level of complexes. Consider a Z-diagram X ∈ C(A)Z
C3
c3 //
d3
  B
BB
BB
BB
B
B3
C2
c2 //
d2
  B
BB
BB
BB
B
B2
C1
c1 //
d1
  B
BB
BB
BB
B
B1
C0
c0 // B0
.
We define the morphism in C(A)
φX :
∏
i≥0
Ci →
∏
i≥0
Bi
which maps (xi)i≥0 to (ci(xi) − di+1(xi+1))i≥0. Then we define lim(X) as a shifted
cone of φX :
lim(X) := C(φX)[−1] ∈ C(A) .
Since quasi-isomorphisms in C(A)Z are defined level-wise, the functorial construction
X → limX preserves quasi-isomorphisms and thus descends to a functor
lim: h(C(A)Z )→ hC(A) .
Note that lim commutes with the shift and sum, so that it is a triangulated functor.
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3.3.7. — We now consider the composition lim ◦R1 : D(A) → hC(A). The composi-
tion of the maps (or their inverses, respectively) in the diagram (3.3.3) gives rise to a
morphism D[−2] : X → X [−2] in hC(A). We consider the sequence
(3.3.4) X• : X
D
← X [2]
D[2]
← X [4]← . . . .
in hC(A). As already explained in 2.4, for such a diagram in the triangulated category
hC(A) the homotopy limit holim (X•) ∈ hC(A) is a well-defined isomorphism class
of objects. It is given by the mapping cone shifted by −1 of the morphism∏
i≥0
X [2i]→
∏
i≥0
X [2i]
which maps (xi)i≥0 to (xi −D[2i]xi+1)i≥0 (see [Nee01, Sec. 1.6]).
Lemma 3.3.5. — For a diagram W ∈ D(A) of the form (3.3.3) we have a non-
canonical isomorphism
holim (X•) ∼= lim ◦R1(W ) .
Proof. — We use the dual statement of [Nee01, Lemma 1.7.1]. For i ≥ 1 let C2i−1 =
Y3[2i], C2i := Y1[2i], B2i−1 := Y2[2i] and B2i := Y0[2i]. Note that we have morphisms
vi : Ci → Bi in C(A) which become isomorphisms in hC(A). Moreover, we have
maps w2i : C2i → B2i−1 coming from the map Y1 → Y2 of (3.3.3), and morphisms
w2i+1 : C2i+1 → B2i coming from Y3[2] → X → Y0 of (3.3.3). We consider the
diagram in hC(A), using the invertibility of vi in hC(A),∏
i≥1 Ci
∏
vi−
∏
wi
−−−−−−−→
φR1(W )
∏
i≥1Biyid y∏i≥1 v−1i∏
i≥1 Ci −−−−→
∏
i≥1 Ci ,
whose vertical maps are isomorphism. By definition, the mapping cone of the upper
horizontal map is lim ◦R1(W ). Because the vertical maps are isomorphisms in hC(A),
this is isomorphic to the mapping cone of the lower horizontal map, which gives the
homotopy limit of the sequence
Y3[2]← Y1[2]← Y3[4]← Y1[4]← Y3[6] . . . .
We can expand this sequence to
(3.3.6) X ← Y3[2]← Y2[2]← Y1[2]← Y0[2]← X [2]
← Y3[4]← Y2[4]← Y1[4]← Y0[4]← X [4]← Y3[6] . . . ,
and because the sequence (3.3.4) is just another contraction of (3.3.6), by [Nee01,
Lemma 1.7.1] its homotopy limit holim (X•) is then also isomorphic to lim ◦R1(W ).
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3.4. The functorial periodization
3.4.1. — Let X be a locally compact stack. Define C+(ShflatAb X) ⊆ C
+(ShAbX) to be
the full subcategory of bounded below complexes of flat sheaves.
Lemma 3.4.1. — This inclusion induces an equivalence of homotopy categories
hC+(ShflatAb X)
∼
→ hC+(ShAbX) .
Proof. — We first construct a functorial flat resolution functor
R : ShAbX→ C
b(ShflatAb X) .
Note that a torsion free sheaf is flat. If F ∈ ShAbX, then let Fˆ ∈ PrX denote the
underlying presheaf of sets. Let ZFˆ ∈ PrAbX be the presheaf of free abelian groups
generated by Fˆ , and ZF := i♯ZFˆ be its sheafification. Then we have a natural
evaluation ZFˆ → F , which extends uniquely to e : ZF → F since F is a sheaf. We
define R(F ) to be the complex ker(e)→ ZF , where ZF is in degree zero. The natural
map R(F ) → F is a quasi-isomorphism. Moreover, ZF and its subsheaf ker(e) are
torsion-free, hence flat.
We extend R to a functor R : C+(ShAbX)→ C
+(ShflatAb X) by applyingR objectwise
and taking the total complex of the resulting double complex.
The inclusion C+(ShflatAb X) → C
+(ShAbX) and R : C
+(ShAbX) → C
+(ShflatAb X)
induce mutually inverse functors of the homotopy categories.
3.4.2. — Let f : G→ X be a topological gerbe with band U(1) over a locally compact
stack. Recall the associated geometry introduced in 2.2.1. Using the functorial version
we get the diagram
(3.4.2) T 2 ×G
p
{{ww
ww
ww
ww
w
m
##G
GG
GG
GG
GG
G
f
##G
GG
GG
GG
GG
G
f{{ww
ww
ww
ww
w
X
which 2-functorially depends on the gerbe G → X . The map p : T 2 ×G → G is the
projection onto the second factor, and m := p ◦ φ.
3.4.3. — Observe that p is a trivial oriented fiber bundle with fiber T 2. Let
0→ ZSite(T 2×G) → F l(ZSite(T 2×G))
be the functorial flat and flabby resolution of Z
G
constructed in 3.1.10, see also 3.1.12
for flatness. By
K · : 0→ K0 → K1 → K2 → 0
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we denote the truncation of F l(ZSite(T 2×G)) after the second term, i.e. with
K2 := ker(F l2(ZSite(T 2×G))→ F l
3(ZSite(T 2×G))) .
The complex K · is still a flat and p∗-acyclic resolution of ZSite(T 2×G) (Lemma 6.3.3).
Let
T : C+(ShAbSite(T
2 ×G))→ C+(ShAbSite(T
2 ×G))
be the functor given on objects by
TK·(F ) := F ⊗K
· .
3.4.4. — We consider the commutative diagram 3.4.2. Since f ◦ p ∼= f ◦ m (recall
that we actually can assume equality) we have by Lemma 6.6.8 and Corollary 6.6.9
isomorphisms of functors m∗ ◦ f∗ ∼= p∗ ◦ f∗ and f∗ ◦m∗ ∼= f∗ ◦ p∗. We fix an atlas
A→ G and define X : C+(ShflatX)→ C+(ShX) by
X := CA ◦ f
∗ ◦ F l .
Since f has local sections we have f∗ ◦F l ∼= F l ◦ f∗ by Lemma 3.1.11. It now follows
from 3.2.4 that X ∼= CA ◦F l ◦ f
∗ preserves quasi-isomorphisms. It therefore descends
to the homotopy categories and induces the functor Rf∗ ◦ f
∗
D+(ShAbG)
Lemma 3.4.1
∼= hC+(Sh
flat
Ab G)
X
→ hC+(ShAbX) ∼= D
+(ShAbX) .
3.4.5. — We further form B := m∗A×T 2×G p
∗A. It comes with a natural morphism
B → m∗A over T 2 ×G which induces a transformation Cm∗A → CB . Using the unit
id→ m∗ ◦m
∗, the inclusion id→ TK· , and the isomorphisms m
∗ ◦ f∗ ∼= p∗ ◦ f∗, and
using that by 3.2.6 CA ◦m∗ ∼= Cm∗A, we define a natural transformation
X = CA ◦ f
∗ ◦ F l
→ CA ◦m∗ ◦m
∗ ◦ f∗ ◦ F l
→ CA ◦m∗ ◦ TK· ◦m
∗ ◦ f∗ ◦ F l
∼= Cm∗A ◦ TK· ◦m
∗ ◦ f∗ ◦ F l
∼= Cm∗A ◦ TK· ◦ p
∗ ◦ f∗ ◦ F l
→ Cm∗A ◦ F l ◦ TK· ◦ p
∗ ◦ f∗ ◦ F l
→ CB ◦ F l ◦ TK· ◦ p
∗ ◦ f∗ ◦ F l
=: Y0
Using the other projection B → p∗A we define
Y1 := Cp∗A ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
∼
→ CB ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
∼
→ CB ◦ F l ◦ TK· ◦ p
∗ ◦ f∗ ◦ F l
= Y0 .
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Using the identity Cp∗A ∼= CA ◦ p∗ we define
Y1 = Cp∗A ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
∼= CA ◦ p∗ ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
→ CA ◦ F l ◦ p∗ ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
=: Y2
Note that p∗ ◦TK is an exact functor by Lemma 6.3.6 and calculates Rp∗ by Corollary
6.4.4. Since p∗ ◦ F l ◦ TK represents the same functor the map p∗ ◦ TK → p∗ ◦
F l ◦ TK induces a quasi-isomorphism which is preserved by CA ◦ F l. The natural
transformation Tp∗K·
∼
−→ p∗ ◦ TK· ◦ p
∗ is an isomorphism, if applied to complexes of
flat sheaves by 6.2.11. By Lemma 6.1.11 the pull-back f∗ preserves flatness.
These two facts explain the quasi-isomorphisms in
Y3 := CA ◦ F l ◦ Tp∗K· ◦ f
∗
∼
→ CA ◦ F l ◦ p∗ ◦ TK· ◦ p
∗ ◦ f∗
∼
→ CA ◦ F l ◦ p∗ ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
= Y2 .
Using the projection Tp∗K
[−2]
→ id of (6.5.8) we define the natural transformation
Y3 = CA ◦ F l ◦ Tp∗K· ◦ f
∗(3.4.3)
→ CA ◦ F l ◦ f
∗[−2]
∼= CA ◦ f
∗ ◦ F l[−2]
= X [−2] .
Observe that all functors Yi preserve quasi-isomorphisms, using that f
∗, p∗, CA ◦F l,
p∗ ◦ TK (and by Lemma 6.2.11 therefore also Tp∗K) do so.
3.4.6. — The construction 3.4.4, 3.4.5 gives a quasi-isomorphism preserving functor
R0 : C
+(ShflatAb X)→ D(ShAbX)
(see 3.3.4 for the definition of the target). By composition with the functor R1 (see
3.3.5) we get a functor
R := R1 ◦R0 : C
+(ShflatAb X)→ C(ShAbX)
Z .
It preserves quasi-isomorphisms and therefore descends to (again using Lemma 3.4.1)
R : D+(ShAbX)→ h(C(ShAbX)
Z) .
3.4.7. — The construction of the functor R0 explicitly depends on the choice of an
atlas A → G. These choices form a subcategory Z ⊂ Stacks/G. The choice of
A→ G enters the definition via the functor CA. For the moment let us indicate the
dependence on A in the notation and write RA0 for the functor R0 defined with the
choice A.
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Observe, that A → m∗A, A → p∗A and A → m∗A ×T 2×G p
∗A are functors
Stacks/G → Stacks/(T 2 × G). The construction 3.2.5 shows that for a given F ∈
D+(ShAbX) the association A→ R
A
0 (F ) extends to a functor
R...0 (F ) : Z
op → D(ShAbX) .
The components X ∼= CA ◦ F l ◦ f
∗ and Yi ∼= C∗ ◦ F l ◦ . . . (where ∗ ∈
{A, p∗A,m∗A,m∗A ×T 2×G p
∗A}) all involve a flabby resolution functor in front
of C∗. If A → A
′ is a morphism in Z, then the transformation CA′ ◦ F l → CA ◦ F l
(or the similar transformations for the other subscripts) produce quasi-isomorphisms
by 3.2.5.
It follows that the functor R...0 (F ) : Z
op → D(ShAbX) maps all morphisms to quasi-
isomorphisms. We now consider the composition R...(F ) := R1 ◦ R
...
0 (F ) : Z
op →
h(C(ShAbX)
Z).
For two objects A,B ∈ Z we consider the diagram
A×B
s
||xx
xx
xx
xx
x
t
##F
FF
FF
FF
FF
A B
,
where the fiber product is taken in Stacks/G. We consider the isomorphism
R(A,B) := Rt ◦ (Rs)−1 : RA(F )→ RB(F )
in h(C(ShAb(X))
Z). Using the commutativity of the squares in the diagram
A×B × C
xxqqq
qq
qq
qq
q
&&MM
MM
MM
MM
MM

A×B
||xx
xx
xx
xx
x
&&MM
MM
MMM
MM
MMM
A× C
ttiiii
iii
iii
iii
iii
iii
i
**UUU
UUU
UUUU
UUU
UUUU
UUU
B × C
##F
FF
FF
FF
FF
xxqqq
qqq
qqq
qq
q
A B C
we check that
R(A,B) ◦R(B,C) = R(A,C) .
This has the following consequence:.
Lemma 3.4.4. — The functor R : D+(ShAbX) → hC((ShAbX)
Z) is independent of
the choice of the atlas A→ G up to canonical isomorphism.
Consider an automorphism φ : A→ A in Z and observe that it induces the identity
on the level of cohomology, i.e. H∗(Rφ) = id. It is an interesting question whether
Rφ is the identity.
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3.4.8. —
Definition 3.4.5. — We define the periodization functor
PG := lim ◦R : D
+(ShAbX)→ h(C((ShAbX)
Z))→ hC(ShAbX) .
By Lemma 3.4.4 it is well defined up to canonical isomorphism.
3.4.9. — Let F ∈ D+(ShAbX). By 3.2.4 X(F ) = CA ◦ f
∗ ◦ F l(F ) represents Rf∗ ◦
f∗(F ). The composition D[−2] : X → X [−2] of the maps (or their inverses, respec-
tively) in the diagram RA0 (F ) ∈ D(ShAbX) represents the map DG : Rf∗ ◦ f
∗(F ) →
Rf∗ ◦ f
∗(F )[−2] defined in Definition 2.2.2. By Lemma 3.3.5 we see that PG(F ) (ac-
cording to 3.4.5) is isomorphic to our former Definition 2.4.2 of the isomorphism class
PG(F ).
3.5. Properties of the periodization functor
3.5.1. — The domain and the target of PG are triangulated categories. Distinguished
triangles in both categories are all triangles which are isomorphic to mapping cone
sequences
· · · → C(f)[−1]→ X
f
→ Y → C(f)→ . . . .
Lemma 3.5.1. — The functor PG : D
+(ShAbX)→ hC(ShAbX) is triangulated.
Proof. — We must show that it is additive, preserves the shift, and maps distin-
guished triangles to distinguished triangles. It follows from the explicit constructions
that the functors lim and R1 are additive and preserve the shift. The functorial
flabby resolution F l on sheaves is additive. On complexes of sheaves it is defined as
the level-wise application of the flabby resolution functor composed with the total
complex construction. Therefore it also commutes with the shift. All other functors
involved in the construction of R0 (e.g. CA, q
∗, TK·) are additive and commute with
the shift, too.
Since the distinguished triangles in D+(ShAbX), h(C(ShAbX)
Z), and hC(ShAbX)
are defined as triangles which are isomorphic to mapping cone sequences, and the
latter only depend on the additive structure and the shift, we see that lim and R
preserve triangles.
3.5.2. —
Lemma 3.5.2. — For F ∈ D+(ShAbX) the object PG(F ) ∈ hC(ShAbX) is two-
periodic.
Proof. — The isomorphism PG(F )[2] → PG(F ) is given by the isomorphism W in
2.4.3.
The two periodicity will be analyzed in more detail in Subsection 3.6.
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3.5.3. — Let u : Y → X be a map of topological stacks which admits local sections.
Then we consider a Cartesian diagram
(3.5.3)
H
v
−−−−→ Gyg yf
Y
u
−−−−→ X.
Lemma 3.5.4. — The diagram (3.5.3) induces an isomorphism u∗ ◦PG
∼
−→ PH ◦u
∗.
Proof. — By taking the pull-back of (3.4.2) along u we get the extension of the
Cartesian diagram above to
T 2 ×H
n,q

w // T 2 ×G
m,p

H
v //
g

G
f

Y
u // X
.
Note that there is no 2-isomorphism between n and q or m and p, respectively. Since
u has local sections the functor u∗ : ShAbX → ShAbY is exact by Lemma 6.1.11. It
therefore extends to functors u∗ : D(ShAbX) → D(ShAbY) and u
∗ : C(ShAbX)
Z →
C(ShAbY)
Z which both preserve quasi-isomorphisms. We therefore also have corre-
sponding functors on the derived categories which will all be denoted by u∗. In the
following we are going to show that there are natural isomorphisms
(1) u∗ ◦R1 ∼= R1 ◦ u
∗
(2) u∗ ◦ lim ∼= lim ◦u∗
(3) u∗ ◦R0 ∼= R0 ◦ u
∗
of functors on the level of homotopy categories.
In fact it follows from an inspection of the construction of R1 that already u
∗◦R1 ∼=
R1 ◦ u
∗ on the level of functors D(ShAbX) → C(ShAbY)
Z , i.e. before descending to
the homotopy category. Assertion (1) follows.
Since u∗ : C(ShAbX)
Z → C(ShAbY)
Z preserves products and mapping cones we
again have u∗ ◦ lim ∼= lim ◦u∗ before going to the homotopy categories. This implies
(2).
In order to see (3), using v we construct a canonical isomorphism
u∗ ◦RA0
∼= RC0 ◦ u
∗ : C+(ShflatAb X)→ D(ShAbY) ,
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where we indicate the dependence of the functor R0 on the choices by a superscript
as in 3.4.7. The atlas C → H is given by the diagram
C

// A

H
v //
g

G
f

Y
u // X
,
where the upper square is also Cartesian.
The isomorphism (3) is induced by a collection of isomorphisms indexed by the
objects of the diagram U (3.3.4) which induce a morphism of diagrams in hD(ShAbY).
First we have
u∗ ◦X = u∗ ◦ CA ◦ f
∗ ◦ F l
∼= CC ◦ v
∗ ◦ f∗ ◦ F l
∼= CC ◦ g
∗ ◦ u∗ ◦ F l
∼= CC ◦ g
∗ ◦ F l ◦ u∗
= X ◦ u∗
(3.5.5)
where we use Lemma 3.2.4, v∗ ◦ f∗ ∼= g∗ ◦ u∗ (see Lemma 6.6.9) and the fact that the
flabby resolution functor commutes with the pull-back by u, since u has local sections
(Lemma 3.1.11).
Let D := n∗C ×T 2×H q
∗C. We write K ·T 2×G for the complex formerly denoted by
K ·.
Next we observe that there is a canonical isomorphism w∗K ·T 2×G
∼= K ·T 2×H . In
fact K ·T 2×G and K
·
T 2×H are given by truncations of the complexes F l(ZSite(T 2×G))
and F l(ZSite(T 2×H)). The isomorphism is induced by the fact that w
∗ commutes with
the flabby resolution functor, and the isomorphism
w∗ZSite(T 2×G) ∼= ZSite(T 2×H).
This implies by Lemma 6.2.5 that w∗ ◦ TK·
T2×G
∼= TK·
T2×H
◦ w∗. In order to increase
readability of the formulas we will omit the double subscript from now on and write
TK· for both functors. Using this observation, Lemma 3.2.4, and the other previously
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used isomorphisms, we get
u∗ ◦ Y0 ∼= u
∗ ◦ CB ◦ F l ◦ TK· ◦ p
∗ ◦ f∗ ◦ F l
∼= CD ◦ w
∗ ◦ F l ◦ TK· ◦ p
∗ ◦ f∗ ◦ F l
∼= CD ◦ F l ◦ w
∗ ◦ TK· ◦ p
∗ ◦ f∗ ◦ F l
∼= CD ◦ F l ◦ TK· ◦ w
∗ ◦ p∗ ◦ f∗ ◦ F l
∼= CD ◦ F l ◦ TK· ◦ q
∗ ◦ v∗ ◦ f∗ ◦ F l
∼= CD ◦ F l ◦ TK· ◦ q
∗ ◦ g∗ ◦ u∗ ◦ F l
∼= CD ◦ F l ◦ TK· ◦ q
∗ ◦ g∗ ◦ F l ◦ u∗
∼= Y0 ◦ u
∗
In a similar manner we get
u∗ ◦ Y1 ∼= u
∗ ◦ Cp∗A ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
∼= Cq∗C ◦ w
∗ ◦ F l ◦ TK· ◦ p
∗ ◦ f∗
...
∼= Y1 ◦ u
∗
u∗ ◦ Y2 ∼= Y2 ◦ u
∗
u∗ ◦ Y3 ∼= Y3 ◦ u
∗
For these isomorphisms, we use in particular Lemma 6.1.12 to get v∗p∗ ∼= q∗w
∗, and
moreover Lemma 6.2.5 to get the chain of isomorphisms
v∗(F ⊗ p∗K) ∼= v
∗F ⊗ v∗p∗K ∼= v
∗F ⊗ q∗w
∗K ∼= v∗F ⊗ q∗K ∼= Tq∗K(v
∗F ),
which gives the isomorphism v∗ ◦ Tp∗K
∼= Tq∗K ◦ v
∗.
By a tedious check of the commutativity of many little squares we see that these
maps indeed define an isomorphism of functors u∗ ◦RA0
∼= RC0 ◦ v
∗. As an example of
these checks, let us indicate some details of the argument for the map Y3 → X [−2].
For F ∈ D+(ShAbX) we have the maps φ : Y3(F ) → X [−2](F ) and ψ : Y3(u
∗F ) →
X [−2](u∗F ) given by (3.4.3). We must show that
u∗Y3(F )
∼= //
u∗φ

Y3(u
∗F )
ψ

u∗X [−2](F )
∼= // X [−2](u∗F )
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commutes. This indeed follows from the sequence of commutative diagrams
(3.5.6)
u∗Y3 u
∗CAF lTp∗Kf
∗ Tp∗K
[2]
−→id
−−−−−−−→ u∗CAF lf
∗[−2] u∗X [−2]y∼= y∼=
CBv
∗F lTp∗Kf
∗ Tp∗K
[2]
−→id
−−−−−−−→ CBv
∗F lf∗[−2]y∼= y∼=
CBF lv
∗Tp∗Kf
∗ Tp∗K
[2]
−→id
−−−−−−−→ CBF lv
∗f∗[−2]y∼= y∼=
Y3u
∗ CBF lTq∗Kg
∗u∗
Tq∗K
[2]
−→id
−−−−−−−→ CBF lg
∗u∗[−2] X [−2]u∗
where for the last we use that w preserves the orientation of the fiber T 2.
The following statement directly follows from the constructions.
Lemma 3.5.7. — The isomorphism of Lemma 3.5.4 behaves functorially under com-
positions of diagrams of the form (3.5.3).
3.5.4. — Let F ∈ D+(ShAbX). Recall that PG(F ) is the homotopy limit of a Z-
diagram consisting of sheaves Y0[2i], Y1[2i], Y2[2i], Y3[2i]. For all i ≥ 0 we construct
an evaluation transformation
ei : PG(F )→ Rf∗ ◦ f
∗(F )[2i]
as the composition of the canonical map from the limit to Y3[2i+2] with the structure
map to X [2i] and the identification X [2i](F ) ∼= Rf∗ ◦ f
∗[2i](F ). To be precise we
consider Rf∗f
∗(F ) ∈ D(ShAbX) via the inclusion D
+(ShAbX) → D(ShAbX). In the
situation of 3.5.3 an inspection of the proof of Lemma 3.5.4 together with Corollary
3.2.7 shows that we have a commutative diagram in D(ShAbX)
(3.5.8)
u∗PG(F )
∼=
−−−−→
v∗
PH(u
∗F )yu∗ei yei
u∗Rf∗f
∗(F )[2i]
∼=
−−−−→
v∗
Rg∗g
∗(u∗F )[2i] .
Note, however, that the morphism in the bottom line is only defined on D+(ShAbX)
(or equivalently on its image inD(ShAbX)), and we do not know whether we can extend
it to the full unbounded derived category. Fortunately, we do not have to do this for
the purposes of the present paper.
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3.5.5. — Consider the special case of the diagram (3.5.3) where Y = X , u = idX ,
H = G, and v is an automorphism of the gerbe G. Lemma 3.5.4 provides an auto-
morphism v∗ : PG → PG of periodization functors.
3.5.6. — Let us illustrate this automorphism by an example. We consider the trivial
U(1)-gerbeG→ S2 over S2 and let φ ∈ Aut(G/S2) be classified by 1 ∈ H2(S2;Z) ∼= Z.
It induces an automorphism of the cohomology H∗(S2;PG(FS2)), where FS2 is the
sheaf represented by a discrete abelian group F . We have a Cartesian diagram
G //
g

BU(1)

S2
f // ∗
.
Since f∗F ∗
∼= FS2 we have
H∗(S2;PG(FS2))
∼= H∗(S2;PG(f
∗F ∗))
Lemma 3.5.4
∼= H∗(S2; f∗PBU(1)(F ∗))
Lemma 6.2.13
∼= H∗(S2;Z)⊗H∗(∗;PBU(1)(F ∗))
∼= Z[w]/(w2)⊗H∗(∗;PBU(1)(F ∗)) ,
where H∗(∗;PBU(1)(F ∗)) has been calculated in examples in Proposition 2.5.1. If
F = Q or Q/Z, then Hev(∗;PBU(1)(F ∗)) ∼= Q or . . . ∼= A
Q
f , respectively. If F = Z,
then Hodd(∗;PBU(1)(Z∗)) ∼= A
Q
f /Q.
Lemma 3.5.9. — In all these cases the action of φ∗ is given by
φ∗(1⊗ λ+ w ⊗ µ) = 1⊗ λ+ w ⊗ (λ+ µ) ,
where λ, µ ∈ Q, AQf , or A
Q
f /Q, respectively.
Proof. — We will use the description of H∗(S2, PG(FS2)) given in Corollary 2.4.6.
In Lemma 2.2.3 have already calculated the automorphism on H∗(S2, Rg∗g
∗FS2)
∼=
F [w][[z]]/(w2) induced by the diagram
G
φ //
g
  A
AA
AA
AA
G
g
~~}}
}}
}}
}
S2
.
It is given by z 7→ z + w, w 7→ w. The operation induced by DG is
d
dz , and the
periodized cohomology is given as the kernel (in the cases F = Q and F = Q/Z) or
cokernel (in the case F = Z) of
∏
i≥0 id[2i]−
∏
i≥0DG[2i] on
∏
i≥0 F [w][[z]]/(w
2)[2i].
Recall from 2.5.3 that the class a ∈ H0(S2, PG(QS2))
∼= Q[w]/(w2) is represented by
(a, az, az2/2, . . . , azk/k! . . . ), which is mapped by φ∗ to (a, a(w+z), a(w+z)2/2, . . . ).
We must read off a representative of this class in the form above. If a = w then
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w(w + z)k/k! = wzk/k! and therefore φ∗w = w. On the other hand, if a = 1, then
a(w + z)k/k! = zk/k! + wzk−1/(k − 1)!, so that φ∗(1) = 1 + w.
Exactly the same argument applies if F = Q/Z. Finally, the cohomology with
coefficients F = Z is the cokernel (up to shift of degree) of the map induced by the
inclusion Q →֒ AQf , which implies the assertion also for F = Z.
3.6. Periodicity
3.6.1. — We consider a topological U(1)-gerbe f : G → X over a locally compact
stack. Let F ∈ D+(ShAbX). In Lemma 3.5.2 we have argued that PG(F ) ∈ D(ShAbX)
is two-periodic. The periodicity is implemented by a certain isomorphism W :
PG(F )[2] → PG(F ) which may depend on additional choices, see also the discussion
in 2.4.4. In the present subsection we show that there is a canonical two-periodicity
isomorphism.
3.6.2. — The gerbe G→ X gives rise in a 2-functorial way to the diagram (see 2.2.1
for details)
(3.6.1) G˜
s
##F
FF
FF
FF
FF
r

φ // G˜
s
{{xx
xx
xx
xx
x
r

G
f
##G
GG
GG
GG
GG
X × T 2
p

G
f
{{ww
ww
ww
ww
w
X
.
This diagram induces the desired periodization isomorphism as the following compo-
sition of natural transformations
(3.6.2) W : PG(F )
unit
→ Rp∗p
∗PG(F )
Lemma 3.5.4
→ Rp∗PG˜(p
∗F )
φ∗
−→ Rp∗PG˜(p
∗F ) ∼= Rp∗p
∗PG(F )
∫
p
−→ PG(F )[−2] .
Proposition 3.6.3. — The transformation (3.6.2)
W : PG(F )→ PG(F )[−2]
is a canonical choice for the isomorphism in Proposition 2.4.3.
3.6.3. — To start the proof of Proposition 3.6.3, recall the definition
DG : Rf∗f
∗(F )→ Rf∗f
∗(F )[−2]
as the composition
Rf∗f
∗(F )
unit
−−→ Rf∗Rr∗Rφ∗φ
∗r∗f∗(F )
!
∼= Rf∗Rr∗r
∗f∗(F )
∫
r−→ Rf∗f
∗(F )[−2] ,
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where at the marked isomorphism ”!” we use the natural isomorphisms 6.6.13 and
6.6.9 associated to the identity f ◦ r = f ◦ r ◦ φ
Recall from 3.5.4 the definition of the natural evaluation transformation
ei : PG(F )→ Rf∗f
∗(F )[2i] for all i ≥ 0.
Lemma 3.6.4. — The following diagram commutes:
PG(F )
ei+1

W // PG(F )
ei

Rf∗f
∗(F )[2i+ 2]
DG // Rf∗f∗(F )[2i]
.
Proof. — We split this square in parts. First we observe that in D(ShAbX)
PG(F )
unit
−−−−→ Rp∗p
∗PG(F )
Rp∗r
∗
−−−−→
∼=
Rp∗PG˜(p
∗F )yei+1 yRp∗p∗ei+1 yRp∗ei+1
Rf∗f
∗(F )[2i+ 2]
unit
−−−−→ Rp∗p
∗Rf∗f
∗(F )[2i + 2]
Rp∗r
∗
−−−−→
∼=
Rp∗Rs∗s
∗p∗(F )[2i+ 2]y= y∼=
Rf∗f
∗(F )[2i+ 2]
Rf∗f
∗unit
−−−−−−−→ Rf∗f
∗Rp∗p
∗(F )
∼=
−−−−→ Rf∗Rr∗r
∗f∗(F )[2i+ 2]
commutes (use Lemma 6.1.12 for the upper left and the lower and 3.5.4 for the upper
right rectangle).
In the next step we observe that
Rp∗PG˜(p
∗F )
id
−−−−−→ Rp∗PG˜(p
∗F )
Rp∗φ
∗
−−−−−→
∼=
Rp∗PG˜(p
∗F )


yRp∗ei+1


yRp∗ei+1
Rp∗Rs∗s
∗p∗(F )[2i+ 2]
unit
−−−−−→ Rp∗Rs∗Rφ∗φ
∗s∗p∗(F )[2i+ 2]
∼=
−−−−−→ Rp∗Rs∗s
∗p∗(F )[2i+ 2]


y∼=


y∼=


y∼=
Rf∗Rr∗r
∗f∗(F )[2i+ 2]
unit
−−−−−→ Rf∗Rr∗Rφ∗φ
∗r∗f∗(F )[2i+ 2]
∼=
−−−−−→ Rf∗Rr∗r
∗f∗(F )[2i+ 2]
commutes, where we use for the upper rectangle again 3.5.4, and p ◦ s ◦ φ = p ◦ s,
p ◦ s = f ◦ r, f ◦ r ◦ φ = f ◦ r and Lemma 6.1.12 for the remaining squares.
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In the last step we observe the commutativity of
Rp∗PG˜(p
∗F )
(r∗)−1
−−−−→
∼=
Rp∗p
∗PG(F )
∫
p
−−−−→ PG(F )[−2]
T−2
∼= PG(F )yRp∗ei+1 yRp∗p∗ei+1 yT−2ei+1∼=ei
Rp∗Rs∗s
∗p∗(F )[2i+ 2]
(r∗)−1
−−−−→
∼=
Rp∗p
∗Rf∗f
∗(F )[2i+ 2]
∫
p
−−−−→ Rf∗f
∗(F )[2i]y∼= y=
Rf∗Rr∗r
∗f∗(F )[2i+ 2]
Rf∗(
∫
r
)
−−−−−→ Rf∗f
∗(F )[2i].
Again, for the commutativity of the upper left rectangle we use (3.5.8) of 3.5.4. For
the upper right corner we use the fact that
∫
p is a natural transformation between
the functors Rp∗p
∗ and id on D(ShAbX). For the lower rectangle we use Lemma
6.5.31.
3.6.4. — We now finish the proof of Proposition 3.6.3. We have an exact triangle
· · · → PG(F )
∏
i≥0 ei
→
∏
i≥0
Rf∗f
∗(F )[2i]
α
→
∏
i≥0
Rf∗f
∗(F )[2i]
[1]
→ . . .
where (using the language of elements) the map α is given by
α(xi)i≥0 = (xi −DGxi+1)i≥0.
By Lemma 3.6.4 we have a morphism of exact triangles
PG(F )
W

∏
i≥0 ei //
∏
i≥0 Rf∗f
∗(F )[2i]
β

α //
∏
i≥0 Rf∗f
∗(F )[2i]
β

PG(F )[−2]
∏
i≥0 ei//
∏
i≥0Rf∗f
∗(F )[2i− 2] α //
∏
i≥0Rf∗f
∗(F )[2i− 2]
,
where the map β is given by β(xi)i≥0 := (DGxi)i≥0. In Lemma 2.4.5 we have shown
that W is an isomorphism. ✷

CHAPTER 4
T -DUALITY
4.1. The universal T -duality diagram
4.1.1. — Topological T -duality intends to model the underlying topology of string
theoretic T -duality on the level of targets and quantum field theory. In the special
case of targets modeled by a gerbe on top of a T n-principal bundle over a space,
topological T -duality is by now a well-defined mathematical concept, see [BSST],
[BRS] and the literature cited therein. In the case of T -principal bundles it was
extended to orbifolds in [BS06]. In the present paper we propose a definition of
T -duality in the case of T -bundles over arbitrary stacks. This framework includes
arbitrary T -actions on spaces. The special case of an almost free action (i.e. every
orbit is either free or a fixed point) has been treated with completely different methods
in [Pan06].
4.1.2. — The notion of a T -duality diagram has first been introduced in [BRS].
In the present paper we first produce a universal T -duality diagram over the stack
BU(1) = [∗/U(1)]. Then we proceed to define a T -duality diagram over a general
stack as one which is locally isomorphic to the universal one.
4.1.3. — The universal T -duality diagram is a diagram of stacks
(4.1.1) p∗univGuniv
yysss
ss
ss
ss
ss
%%KK
KK
KK
KK
KK
uuniv // pˆ∗univGˆuniv
yysss
ss
ss
ss
s
%%KK
KK
KK
KK
KK
Guniv
funiv
%%KK
KK
KK
KK
KK
K
Funiv
puniv
yysss
ss
ss
ss
ss
pˆuniv
%%KK
KK
KK
KK
KK
Gˆuniv
fˆunivyysss
ss
ss
ss
s
Euniv
πuniv
%%LL
LL
LL
LL
LL
Eˆuniv
πˆunivyyrrr
rr
rr
rr
r
Buniv
.
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In the following we explain the stacks and the maps.
– Buniv := BU(1)
– Euniv := ∗ and πuniv is the map which classifies the trivial U(1)-bundle over
the point ∗.
– Guniv := BU(1), and funiv is the unique map.
– Eˆuniv := BU(1)× U(1), and πˆuniv is the projection onto the first factor.
– fˆuniv : Gˆuniv → Eˆuniv is a gerbe with band U(1) classified by z ⊗ v ∈
H2(BU(1);Z)⊗H1(U(1);Z) ∼= H3(BU(1)×U(1);Z), where z ∈ H2(BU(1);Z)
and v ∈ H1(U(1);Z) are the standard generators.
– Funiv := Euniv ×Buniv Eˆuniv
∼= U(1), and puniv, pˆuniv are the canonical projec-
tions.
– SinceH2(Funiv ;Z) ∼= 0 ∼= H3(Funiv ;Z), the pull-back pˆ∗univGˆuniv can be identi-
fied with the trivial gerbe p∗univGuniv
∼= U(1)×BU(1) by a unique isomorphism
class of maps represented by uuniv.
Let us fix once and for all a universal T -duality diagram (i.e. a choice of uuniv in its
isomorphism class and 2-isomorphisms filling the faces).
4.1.4. — Let B be a topological stack and consider a diagram
(4.1.2) p∗G
~~}}
}}
}}
}}
  A
AA
AA
AA
A
u // pˆ∗Gˆ
~~}}
}}
}}
}}
  A
AA
AA
AA
A
G
f
  A
AA
AA
AA
A F
p
~~}}
}}
}}
}} pˆ
  A
AA
AA
AA
A Gˆ
fˆ~~}}
}}
}}
}}
E
π
!!B
BB
BB
BB
B Eˆ
πˆ}}||
||
||
||
B
of topological stacks where the squares are Cartesian, f : G → E and fˆ : Gˆ → Eˆ are
topological U(1)-gerbes, and u is an isomorphism of gerbes over F .
An isomorphism between two such diagrams over B is first of all a large commu-
tative diagram in stacks, but we furthermore require that the horizontal morphisms
are morphisms of U(1)-banded gerbes in all places where this condition makes sense.
Definition 4.1.3. — The diagram (4.1.2) is called a T -duality diagram if for every
object (U → B) ∈ B there exists a covering (Ui → U)i∈I ∈ covB(U) such that for all
i ∈ I the pull-back of the diagram (4.1.2) along the map Ui → U → B is isomorphic
to the pull-back of the universal T -duality diagram (4.1.1) along a map Ui → Buniv.
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4.1.5. — In the following we describe the concept of T -duality. Let B be a topological
stack. A pair (E,G) over B consists of a T -principal bundle π : E → B and a U(1)-
gerbe f : G→ E.
Definition 4.1.4. — We say that a pair (E,G) admits a T -dual, if it appears as a
part of a T -duality diagram 4.1.2. In this case the pair (Eˆ, Gˆ) is called a T -dual of
(E,G).
This is our proposal for the mathematical concept of T -duality for pairs of T -
principal bundles and gerbes. Using the T n-bundle variant of the universal T -duality
diagram one can easily generalize this definition to the higher-dimensional case. But
note that, in contrast to the case of one-dimensional fibers, a unique isomorphism
uuniv does not exist for T
n if one uses the exact parallel setup. This explains why
suitable modifications are necessary in [BRS]. In particular, the universal base space
is not simply the n-fold product of copies of Buniv used in the one-dimensional case.
4.1.6. — In the following we show that the concept of topological T -duality as defined
above really coincides with the former definitions.
Lemma 4.1.5. — Definitions 4.1.3 and 4.1.4 reduce to the notion of T -duality as
used in [BRS], [BS05], if B is a locally acyclic space.
Proof. — By Definition 4.1.3 a T -duality triple over a spaceB is given by the following
data:
(1) locally trivial U(1)-principal bundles E, Eˆ over B,
(2) U(1)-banded gerbes G, Gˆ over E or Eˆ, respectively,
(3) an isomorphism u between the pullbacks of G and Gˆ to the correspondence
space E ×B Eˆ.
Every point b ∈ B admits an acyclic neighborhood b ∈ U ⊆ B. The bundles E and Eˆ
are trivial over U , i.e. we have E|U ∼= U × U(1) ∼= Eˆ|U . Since H
3(U × U(1);Z) ∼= 0,
the restrictions of the gerbes G|E|U and Gˆ|Eˆ|U are trivial, too. The Definition 4.1.3
requires that the isomorphism of trivial gerbes u|E|U×U Eˆ|U is classified by the generator
of H2(E|U ×U Eˆ|U ;Z) (note that E|U ×U Eˆ|U ∼= U ×U(1)×U(1)). This reformulation
of the definition of a T -duality triple over a locally acyclic space B is exactly the
definition of a T -duality triple in [BRS].
In the approach of [BS05] to T -duality we start with a pair (E,G). We characterize
T -dual pairs by topological conditions. We then analyze the classifying space of pairs
and observe that the universal pair has a unique T -dual pair which gives rise to the
T -duality transformation.
It turns out that the classifying space of pairs in [BS05] is equivalent to the
classifying space of T -duality triples in [BRS], and that the universal pair and its
dual are parts of the universal T -duality triple. This shows that the approaches of
[BS05] and [BRS] are equivalent.
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4.2. T -duality and periodization diagrams
4.2.1. — Recall that the construction of the periodization functor PG was based on
the diagrams introduced in 2.2.1. In the present subsection we relate these diagrams
to T -duality.
4.2.2. — The double of the universal T -duality diagram (4.1.1) is (by definition) the
big universal periodization diagram
(4.2.1)
pr
∗
0p
∗
univGuniv
p˜r0wwooo
ooo
ooo
oo
o
((RR
RRR
RRR
RRR
RRR
pr∗0uuniv // pr∗
Eˆ
Gˆuniv
pr∗1u
−1
univ //

pr
∗
1p
∗
univGuniv
vvlll
lll
lll
lll
ll
p˜r1 ''OO
OO
OOO
OOO
OO
p∗univGuniv
f∗univpuniv

p∗univfuniv
''PP
PPP
PPP
PPP
P
Funiv ×Eˆuniv Funiv
pr0
uullll
lll
lll
lll
l
pr1
))RR
RRR
RRR
RRR
RRR
p∗univGuniv
f∗univpuniv

p∗univfuniv
wwnnn
nnn
nnn
nnn
Funiv
puniv
))SSS
SSS
SSS
SSS
SSS
Funiv
puniv
uukkkk
kkk
kkk
kkk
kk
Guniv
funiv // Euniv Guniv
funiv
oo
Note that all squares are Cartesian, with the exception of the central square
Funiv ×Eˆuniv Funiv
wwnnn
nnn
nnn
nnn
''PP
PPP
PPP
PPP
P
Funiv
((PP
PPP
PPP
PPP
P Funiv
vvnnn
nnn
nnn
nnn
Euniv
which does not commute. The same remark applies to similar diagrams we introduce
later.
4.2.3. — We form the diagram(1)
(4.2.2) pr∗0p
∗
univGuniv
quniv
((
muniv
66Guniv
funiv // Euniv ,
where
muniv := f
∗
univpuniv ◦ p˜r1 ◦ pr
∗
1u
−1
univ ◦ pr
∗
0uuniv , quniv := f
∗
univpuniv ◦ p˜r0 .
(1)This diagram does not commute. It is a short-hand for a square of the form (3.4.2) with a 2-
isomorphism between funiv ◦ quniv and funiv ◦muniv. We will adopt a similar convention for other
diagrams written in this short-hand form below.
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Definition 4.2.3. — The diagram (4.2.2) is called the small universal periodization
diagram.
4.2.4. — Let f : G→ X be a topological gerbe with band U(1) over a stack X . Then
we consider the pull-back of the small universal periodization diagram to X via the
projection r : X → Euniv ∼= ∗. We form the tensor product with the gerbe G (see
[BSST, 6.1.9] for some details on such tensor products) and obtain the diagram
(4.2.4) H˜
q
""
m
<<H
f // X ,
where
H˜ := pr∗XG⊗ pr
∗
Funiv×Eˆuniv
Funiv
pr∗0p
∗
univGuniv , H := G⊗ r
∗Guniv ,
prX : X × Funiv ×Eˆuniv Funiv → X ,
prFuniv×EˆunivFuniv
: X × Funiv ×Eˆuniv Funiv → Funiv ×Eˆuniv Funiv
are the projections, and m, q are induced by the corresponding universal maps muniv
or quniv, respectively.
Definition 4.2.5. — The diagram (4.2.4) is called the small periodization diagram
of G→ X.
In fact we have defined a 2-functor from gerbes/X to a 2-category of such small
periodization diagrams. Using the fact that Guniv = BU(1) we have a canonical
identification H ∼= G. Furthermore, Funiv ×Eˆuniv Funiv
∼= T 2, and we can identify
H˜ → X × Funiv ×Eˆuniv Funiv with G× T
2 → X × T 2.
Lemma 4.2.6. — With these identifications the small periodization diagram (4.2.4)
is isomorphic to the diagram (3.4.2) used in the definition of PG.
Proof. — This follows directly from the definitions of these maps.
4.2.5. — The T -duality diagram (4.1.2) gives rise to the big double T -duality diagram
(4.2.7) pr∗0p
∗G
p˜r0{{ww
ww
ww
ww
w
$$JJ
JJ
JJ
JJ
JJ
pr
∗
0u // pr∗
Eˆ
Gˆ
pr
∗
1u
−1
//

pr∗1p
∗G
zzttt
tt
tt
tt
t
p˜r1 ##G
GG
GG
GG
GG
p∗G
f∗p

p∗f
$$I
II
II
II
II
I
F ×Eˆ F
pr0
yyrrr
rr
rr
rr
rr pr1
%%LL
LL
LL
LL
LL
L
p∗G
f∗p

p∗f
zzuuu
uu
uu
uu
u
F
p
&&LL
LL
LL
LL
LL
LL F
p
xxrrr
rr
rr
rr
rr
r
G
f // E G
f
oo
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Note that the middle square does not commute. We have
F ×Eˆ F
∼= (E ×B Eˆ)×Eˆ (Eˆ ×B E)
∼= E ×B Eˆ ×B E
∼
← E ×B Eˆ × U(1) ,
where the last arrow is given by (e, eˆ, eu) ← (e, eˆ, u). Under this identification
pr0(e, eˆ, u) = (e, eˆ) and pr1(e, eˆ, u) = (eu, eˆ). We can correct this non-commutativity
as follows. Let c : F ×Eˆ F → F ×Eˆ F be the isomorphism, which under the above
identification is given by c(e, eˆ, u) := (eu−1, eˆ, u). Note that pr1 ◦ c = pr0. Further-
more note that prEˆ = prEˆ ◦ c : F ×Eˆ F → Eˆ. Therefore we get a canonical morphism
cˆ satisfying prEˆ = prEˆ ◦ cˆ in the diagram
pr∗
Eˆ
Gˆ

cˆ // pr∗
Eˆ
Gˆ

prEˆ // Gˆ

F ×Eˆ F
c // F ×Eˆ F
prEˆ // Eˆ
.
If we plug this in the big double T -duality diagram, then we get the big commutative
T -duality diagram diagram
(4.2.8)
pr∗0p
∗G
p˜r0{{ww
ww
ww
ww
w
$$JJ
JJ
JJ
JJ
JJ
pr
∗
0u // pr∗
Eˆ
Gˆ

cˆ // pr∗
Eˆ
Gˆ
pr
∗
1u
−1
//

pr∗1p
∗G
zzttt
tt
tt
tt
t
p˜r1 ##G
GG
GG
GG
GG
p∗G
f∗p

p∗f
$$I
II
II
II
II
I
F ×Eˆ F
pr0
yyrrr
rr
rr
rr
rr
c // F ×Eˆ F
pr1
%%LL
LL
LL
LL
LL
L
p∗G
f∗p

p∗f
zzuuu
uu
uu
uu
u
F
p
&&LL
LL
LL
LL
LL
LL F
p
xxrrr
rr
rr
rr
rr
r
G
f // E E G
f
oo
¿From this we derive the diagram
(4.2.9) pr∗0p
∗G
qT
$$
mT
:: G
f // E ,
where
qT := f
∗p ◦ p˜r0 , mT := f
∗p ◦ p˜r1 ◦ pr
∗
1u
−1 ◦ cˆ ◦ pr∗0u .
Definition 4.2.10. — The diagram (4.2.9) is called the small double T -duality di-
agram associated to (4.1.2).
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4.2.6. — The following fact is an immediate consequence of the definitions.
Proposition 4.2.11. — The small double T -duality diagram (4.2.9) is locally iso-
morphic to the small periodization diagram (4.2.4) of G→ E.
4.3. Twisted cohomology and the T -duality transformation
4.3.1. — Let E be a topological stack. In order to write out operations on twisted
cohomology effectively we introduce some notation for operations on D+(ShAbE) or
D(ShAbE). If p : F → E is a map of topological stacks, then we let p
∗ : id→ Rp∗p
∗
denote the unit. If p is an oriented fiber bundle, then we let p! : Rp∗p
∗ → id denote
the integration map. If π : E → B is a second map, then we write π∗p
∗, π∗p! or
simply also p∗ and p! for the induced transformations Rπ∗π
∗ → Rπ∗Rp∗p
∗π∗ and
Rπ∗Rp∗p
∗π∗ → Rπ∗π
∗.
If
G
v //

H

E
u //
π
  @
@@
@@
@@
F
πˆ~~ ~
~~
~~
~~
B
is a diagram with U(1)-gerbes H → F and G→ E such that the square is Cartesian,
then we write P (v) for the transformation u∗ ◦ PH → PG ◦ u
∗, and we use the same
symbol for the induced transformation Rπ∗u
∗PH πˆ
∗ → Rπ∗PGu
∗πˆ∗.
In a commutative diagram
F
p
 


 pˆ
?
??
??
??
E
π
?
??
??
??
? Eˆ
πˆ 



B
we will use the symbol I or, if necessary, Iπ◦p=πˆ◦pˆ in order to denote the transforma-
tion
Rπ∗Rp
∗p∗π∗
∼
→ Rπˆ∗Rpˆ∗pˆ
∗πˆ∗ .
4.3.2. — We consider a topological gerbe f : G → E with band U(1) over a locally
compact stack. In [BSS07] we define the G-twisted cohomology of E with coefficients
in F ∈ D+(ShAbE) by
H∗(E,G;F ) := H∗(E;Rf∗f
∗(F )) .
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4.3.3. — Assume now that f : G→ E is a part of a T -duality diagram
(4.3.1) p∗G
q
~~}}
}}
}}
}}
  A
AA
AA
AA
A
u // pˆ∗Gˆ
~~}}
}}
}}
}} qˆ
  A
AA
AA
AA
A
G
f
  A
AA
AA
AA
A F
p
~~}}
}}
}}
}} pˆ
  A
AA
AA
AA
A Gˆ
fˆ~~}}
}}
}}
}}
E
π
!!B
BB
BB
BB
B Eˆ
πˆ}}||
||
||
||
B
.
Then we define the transformation
(4.3.2) J := qˆ! ◦ I ◦ (u
−1)∗ ◦ q∗ : Rπ∗Rf∗f
∗π∗ → Rπˆ∗Rfˆ∗fˆ
∗πˆ∗ .
Note that here I = Iπfqu−1=πˆf qˆ.
Consider a sheaf F ∈ D+(ShAbB). Note that, by definition, H
∗(E,G;π∗F ) =
H∗(B;Rπ∗Rf∗f
∗π∗F ).
Definition 4.3.3. — For F ∈ D+(ShAbE) the T -duality transformation is defined
as the map
T : H∗(E,G;π∗F )→ H∗−1(Eˆ, Gˆ; πˆ∗F )
induced by the natural transformation (4.3.2).
4.3.4. — Let us calculate the effect of the T -duality transformation in a simple exam-
ple. There is a unique isomorphism class of T -duality diagrams over the point B = ∗.
In this case E = U(1) and G = U(1)× BU(1). We consider a discrete abelian group
F . Then we have
H∗(E,G;π∗FB)
∼= Z[[z]][v]/(v2)⊗ F ,H∗(Eˆ, Gˆ; πˆ∗FB) ∼= Z[[z]][vˆ]/(vˆ
2)⊗ F ,
where deg(v) = 1 = deg(vˆ) and deg(z) = 2.
To explicitly calculate the effect of T in this case, observe that the cohomology of
Rf∗Rq∗q
∗f∗F is Z[[z]]⊗Λ(v, vˆ)⊗F with v and vˆ the generators of the two S1-factors
E and Eˆ in F . The automorphism u induces in cohomology, i.e. on Z[[z]]⊗Λ(v, vˆ)⊗F ,
the algebra homomorphism given by z 7→ z + vvˆ, v 7→ v, vˆ 7→ vˆ. It follows that
T (zn ⊗ f) =
∫
F/Eˆ
(zn ⊗ f + nzn−1vvˆ ⊗ f) = nzn−1vˆ ⊗ f
T (znv ⊗ f) =
∫
F/Eˆ
znv ⊗ f = zn ⊗ f.
We see that the T -duality transformation is not an isomorphism.
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4.3.5. — Our main motivation for introducing the periodization functor is the con-
struction of twisted sheaf cohomology which admits a T -duality isomorphism. Let
G→ E be a topological gerbe with band U(1) over a locally compact stack E.
Definition 4.3.4. — We define the periodic G-twisted cohomology of E with coeffi-
cients in F ∈ D+(ShAbE) by
H∗per(E,G;F ) := H
∗(E;PG(F )) .
Note that here we use the sheaf theory operations for the unbounded derived
category, see Subsection 6.5 for details.
4.3.6. — Assume again that f : G → E is part of a T -duality diagram (4.3.1). We
define a natural transformation
(4.3.5) J : Rπ∗ ◦ PG ◦ π
∗ → Rπˆ∗ ◦ PGˆ ◦ πˆ
∗
by
J := pˆ! ◦ I ◦ P (u)
−1 ◦ p∗ .
It again involves sheaf theory operations in the unbounded derived category.
Consider a sheaf F ∈ D+(ShAbB). Note that by definition H
∗
per(E,G;π
∗F ) =
H∗(B,Rπ∗PG(π
∗(F ))).
Definition 4.3.6. — For F ∈ D+(ShAbE) the T -duality transformation in periodic
twisted cohomology
T : H∗per(E,G;π
∗F )→ H∗−1per (Eˆ, Gˆ; πˆ
∗F )
is the map induced by the natural transformation (4.3.5).
4.3.7. — As an illustration let us calculate the action of the T -duality transforma-
tion in the example started in 4.3.4. The sequence SG(F ) for F = Z,Q,Q/Z either
has trivial lim or trivial lim1. Therefore in this special case the morphism T calcu-
lated in 4.3.4 defines uniquely an endomorphism of H∗per(E,G;π
∗FB) (we identify
E ∼= Eˆ). For example if F = Q, then we read off directly from 4.3.4 that (with
H0per(E,G;π
∗Q) ∼= Q[v]/v2) the T -duality morphism is
T : Q[v]/v2 → Q[v]/v2 , T (v) = 1 , T (1) = v .
In particular, we see in this example that now we get an isomorphism.
4.3.8. — In the remainder of the present subsection we show the following theorem.
Theorem 4.3.7. — The T -duality transformation in twisted periodic cohomology
4.3.6 is an isomorphism.
Proof. — The opposite of the T -duality diagram (4.3.1) is obtained by reflecting it in
the middle vertical, and by replacing u by its inverse. We let T ′ : H∗per(Eˆ, Gˆ; πˆ
∗F )→
H∗−1per (E,G;π
∗F ) be the associated T -duality transformation.
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Both, the T -duality diagram and its opposite can be recognized as subdiagrams of
the (slightly extended) big commutative T -duality diagram
(4.3.8)
pr∗0p
∗G
p˜r0


























7
77
77
77
77
77
77
77
77
pr
∗
0u // pr∗
Eˆ
Gˆ
""D
DD
DD
DD
DD

cˆ // pr∗
Eˆ
Gˆ
||zz
zz
zz
zz
z
pr
∗
1u
−1
//

pr∗1p
∗G









p˜r1
4
44
44
44
44
44
44
44
44
pˆ∗Gˆ

// Gˆ

pˆ∗Gˆoo

u−1
##G
GG
GG
GG
GG
p∗G
u
;;wwwwwwwww
f∗p

p∗f
##H
HH
HH
HH
HH
H
F ×Eˆ F
pr0
yysss
ss
ss
ss
ss
s
##F
FF
FF
FF
FF
c // F ×Eˆ F
pr1
%%KK
KK
KK
KK
KK
K
{{xx
xx
xx
xx
x
p∗G
f∗p

p∗f
{{vv
vv
vv
vv
vv
F
p
%%LL
LL
LL
LL
LL
LL
pˆ // Eˆ Fpˆ
oo
p
yyrrr
rr
rr
rr
rr
r
G
f // E E G
f
oo
We now calculate the composition T ′ ◦ T . The compatibility of the integration with
pull-back in the Cartesian diagram
F
pˆ

F ×Eˆ F
pr1

pr0oo
Eˆ Fpˆ
oo
is employed in the equality marked by ! below. The equality pˆ ◦ pr0 ◦ c
−1 = pˆ ◦ pr0
is used in the equality !!. Finally we use pr0 ◦ c = pr1 at !!!. We have
J ′ ◦ J = p! ◦ I ◦ P (u) ◦ pˆ
∗ ◦ pˆ! ◦ I ◦ P (u)
−1 ◦ p∗
!
= p! ◦ I ◦ P (u) ◦ pr1! ◦ I ◦ pr0
∗ ◦ I ◦ P (u)−1 ◦ p∗
!!
= p! ◦ I ◦ P (u) ◦ pr1! ◦ I ◦ P (cˆ
−1) ◦ (c−1)∗ ◦ pr0
∗ ◦ I ◦ P (u)−1 ◦ p∗
!!!
= p! ◦ pr1! ◦ P (pr
∗
1u) ◦ P (cˆ
−1) ◦ P (pr∗0u)
−1 ◦ pr1
∗ ◦ p∗
= p! ◦ pr1! ◦ P (pr
∗
1u ◦ cˆ
−1 ◦ (pr∗0u)
−1) ◦ pr1
∗ ◦ p∗
This is exactly the transformation associated to the associated small double T -
duality diagram (4.2.9) (actually its mirror). Since this is locally isomorphic to the
small periodization diagram we see that locally J ′ ◦ J coincides with π∗W , where W
is as in Proposition 3.6.3. By Proposition 3.6.3 this transformation is an isomorphism
on periodic sheaves of the form Rπ∗PG(π
∗F ). Therefore T ◦ T ′ is an isomorphism.
We can interchange the roles of T and T ′, hence T ◦ T ′ is an isomorphism, too. This
implies the result.
CHAPTER 5
ORBISPACES
5.1. Twisted periodic delocalized cohomology of orbispaces
5.1.1. — Let us recall some notions related to orbispaces (compare [BSS08]). Or-
bispaces as particular kind of topological stacks have previously been introduced in
[BS06, Sec. 2.1] and [Noo, Sec. 19.3]). In the present paper we use the set-up of
[BS06] but add the additional condition that an orbifold atlas should be separated.
This condition is needed in order to show that the loop stack of an orbifold is again
an orbifold.
(1) A topological groupoid A : A1 ⇒ A0 is called separated if the identity
1A : A
0 → A1 of the groupoid is a closed map.
(2) A topological groupoid A1 ⇒ A0 is called proper if (s, r) : A1 → A0 × A0 is a
proper map.
(3) A topological groupoid is called e´tale if the source and range maps s, r : A1 →
A0 are e´tale.
(4) A proper e´tale topological groupoid A1 ⇒ A0 is called very proper if there
exists a continuous function χ : A0 → [0, 1] such that
(a) r : supp(s∗χ)→ A0 is proper
(b)
∑
y∈Ax χ(s(y)) = 1 for all x ∈ A
0.
(5) A topological stack is called (very) proper (or e´tale, separated, respectively),
if it admits an atlas A→ X such that the topological groupoid A×X A⇒ A
is (very) proper (or e´tale, separated, respectively).
(6) An orbispace atlas of a topological stack X is an atlas A → X such that
A×X A⇒ A is a very proper e´tale and separated groupoid.
(7) An orbispace X is a topological stack which admits an orbispace atlas.
(8) If X,Y are orbispaces, then a morphism of orbispacesX → Y is a representable
morphism of stacks.
(9) A locally compact orbispace is an orbispace X which admits an orbispace atlas
A→ X such that A is locally compact.
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5.1.2. — If X is a stack, then its inertia stack (sometimes called loop stack) LX is
defined as the two-categorical equalizer of the diagram
X
idX
idX
+3 X .
In [BSS08, Sec 2.2] we have introduced an explicit model of LX and studied its
properties. The loop stack LX depends 2-functorially on X . Indeed, since HomCat is
a strict 2-functor, the loop functor is a strict functor between 2-categories. As already
mentioned before, later we will suppress the 2-morphisms in 2-commutative diagrams
in 2-categories for better legibility. If X is a topological stack (orbispace), then LX
is a topological stack (orbispace), too (see [BSS08, Lemma 2.25], [BSS08, Lemma
2.33]).
Lemma 5.1.1. — If X is a locally compact orbispace, then LX is a locally compact
orbispace, too.
Proof. — Let A → X be a locally compact orbispace atlas of X . Then we have the
proper, separated and e´tale topological groupoid A×X A⇒ A. Since the source map
of this groupoid is e´tale, the space of morphisms A ×X A of this groupoid is locally
compact, too.
In the proof of Lemma [BSS08, Lemma 2.25] we constructed an orbispace atlas
W → LX of LX , where W was given by the pull-back of spaces
W //
w

A×X A
(pr1,pr2)

A
diag // A×A
.
This implies that W is locally compact.
5.1.3. — Let G→ X be a topological gerbe with band U(1) over a locally compact or-
bispace. The truly interesting G-twisted cohomology of X (with complex coefficients)
is not the cohomology H∗per(X,G;C) (see 4.3.6), but a more complicated delocalized
version H∗deloc,per(X,G), which we will define below (see [BSS08, Sec. 1.3] for an
explanation).
As shown in [BSS08, Sec. 2.5] the gerbe gives rise to a principal bundle G˜δ → LX
with structure group U(1)δ in a functorial way, where U(1)δ denotes the group U(1)
with the discrete topology. By L ∈ ShAbLX we denote the sheaf of locally constant
sections of the associated vector bundle G˜δ ×U(1)δ C→ LX .
We define the gerbe GL → LX as the pull-back
GL
fL

// G
f

LX // X
.
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Definition 5.1.2. — We define
LG := PGL(L) ∈ D(ShAbLX) .
The G-twisted delocalized periodic cohomology of X is defined as
H∗deloc,per(X,G) := H
∗(LX ;LG) .
5.2. The T -duality transformation in twisted periodic delocalized coho-
mology
5.2.1. — We consider a T -duality diagram
(5.2.1) p∗G
~~}}
}}
}}
}}
  A
AA
AA
AA
A
u // pˆ∗Gˆ
~~}}
}}
}}
}}
  A
AA
AA
AA
A
G
f
  A
AA
AA
AA
A F
p
~~}}
}}
}}
}} pˆ
  A
AA
AA
AA
A Gˆ
fˆ~~}}
}}
}}
}}
E
π
!!B
BB
BB
BB
B Eˆ
πˆ}}||
||
||
||
B
(see Definition 4.1.3), where B is a locally compact orbispace.
We apply the loops functor L : orbispaces→ orbispaces to the subdiagram
F
pˆ
?
??
??
??
p
 



E
π
?
??
??
??
? Eˆ
πˆ
 



B
and get
LF
Lpˆ
!!D
DD
DD
DD
D
Lp
}}zz
zz
zz
zz
LE
Lπ
!!D
DD
DD
DD
D LEˆ
Lπˆ
}}zz
zz
zz
zz
LB
.
In the first diagram the maps p, pˆ, π, πˆ are all U(1)-principal bundles. The maps
Lp, Lpˆ, Lπ, Lπˆ are not necessarily surjective. Thus in general the derived diagram of
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loop stacks is not part of a T -duality diagram. But it is so locally in a certain sense
which we will explain in the following.
5.2.2. — We can extend the second diagram by the local systems (see 5.1.3)
(5.2.2) Lp∗L
}}||
||
||
||
|
""E
EE
EE
EE
EE
u // Lpˆ∗Lˆ
||yy
yy
yy
yy
!!B
BB
BB
BB
B
L
!!C
CC
CC
CC
CC
LF
Lp
||yy
yy
yy
yy
y
Lpˆ
""E
EE
EE
EE
EE
Lˆ
}}{{
{{
{{
{{
LE
Lπ
##F
FF
FF
FF
FF
LEˆ
Lπˆ{{xx
xx
xx
xx
LB
and the pull-backs of gerbes
(5.2.3) Lp∗GL
||xx
xx
xx
xx
x
""F
FF
FF
FF
FF
u // Lpˆ∗GˆL
||xx
xx
xx
xx
x
""F
FF
FF
FF
F
GL
fL
##F
FF
FF
FF
FF
LF
Lp
{{ww
ww
ww
ww
w
Lpˆ
##G
GG
GG
GG
GG
GˆL
fˆL{{xx
xx
xx
xx
x
LE
Lπ
##H
HH
HH
HH
HH
LEˆ
Lπˆ{{vvv
vv
vv
vv
LB
In particular, we have an isomorphism
(5.2.4) u : Lp∗LG
∼
→ Lpˆ∗LˆGˆ .
5.2.3. — Note that pˆ : F → Eˆ is a U(1)-principal bundle. In [BSS08, Lemma 2.34]
we have constructed a map h : LEˆ → U(1)δ which measures the action of the au-
tomorphisms of the points of Eˆ on the fibers of pˆ. We get a decomposition into a
disjoint union of open substacks
LEˆ ∼=
⊔
u∈U(1)
LEˆu ,
where LEˆu := h
−1(u). Here and in the following we use the simplified notation
h−1(u) for the pullback of h : LEˆ → U(1)δ along the inclusion iu : ∗ → U(1) with
iu(∗) := u. By [BSS08, Lemma 2.36], the map Lpˆ : LF → LEˆ factors over the
inclusion J : LEˆ1 → LEˆ, and the corresponding map Lpˆ1 : LF → LEˆ1 is a U(1)-
principal bundle. The integration
Lpˆ1! : R(Lpˆ1)∗ ◦ Lpˆ
∗
1 → id
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is well-defined. The open inclusion J induces a natural transformation J! : RJ∗◦J
∗ →
id. We can thus define
Lpˆ! := J! ◦ Lpˆ1! : RLpˆ∗ ◦ Lpˆ
∗ → id .
5.2.4. —
Definition 5.2.5. — The local T -duality transformation associated to the diagram
(5.2.1) is given by the composition
Tloc := Lpˆ! ◦ u ◦ Lp
∗ : RLπ∗LG → RLπˆ∗LˆGˆ ,
where u is induced by (5.2.4).
Note that H∗deloc,per(E,G)
∼= H∗(LB;RLπ∗LG). Hence we can make the following
definition.
Definition 5.2.6. — The T -duality transformation in twisted periodic delocalized
cohomology associated to the T -duality diagram (5.2.1) is the transformation
T : H∗deloc,per(E,G)→ H
∗
deloc,per(Eˆ, Gˆ)
induced by the local T -duality transformation Tloc defined in 5.2.5.
5.3. The geometry of T -duality diagrams over orbispaces
5.3.1. — We consider a T -duality diagram (5.2.1) over a locally compact orbispace.
As explained in [BSS08, Sec. 2.5] (see also 5.1.3) the gerbe G→ E naturally gives rise
to a U(1)δ-principal bundle G˜δ → LE. Let g : LB1 → U(1)
δ be the function which
describes the holonomy of the bundle G˜δ → LE along the fibers of LE → LB1 (see
[BSS08, 2.6.3]). In the following we recall from [BSS08] a cohomological description
of the functions g and h (introduced in 5.2.3).
Let c1 ∈ H
2(B;Z) denote the first Chern class of the U(1)-principal bundle π : E →
B, and let d ∈ H3(E;Z) denote the Dixmier-Douady class of the gerbe f : G→ E. By
integration over the fiber it gives rise to a class
∫
π
d ∈ H2(B;Z). In [BSS08, 2.4.11]
we have shown that a class χ ∈ H2(B;Z) gives rise to a function χ¯ : LB → U(1)δ in
a natural way.
Proposition 5.3.1 (Lemma 2.38 and Prop. 2.49 [BSS08] )
We have the equalities
(1)
c1 = h : LB → U(1)
δ .
(2) ∫
π
d
|LB1
= g : LB1 → U(1)
δ .
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5.3.2. — We now have functions h, hˆ : LB → U(1)δ associated to the U(1)-principal
bundles π : E → B and πˆ : Eˆ → B. We define
LB(1,∗) := h
−1(1) , LB(∗,1) := hˆ
−1(1) .
We furthermore have functions (see 5.2.1)
g : LB(1,∗) → U(1)
δ , gˆ : LB(∗,1) → U(1)
δ
measuring the holonomy of G˜δ → LE and
˜ˆ
Gδ → LEˆ along the fibers.
Proposition 5.3.2. — We have the equalities
gˆ = h−1|LB(∗,1) , g = hˆ
−1
|LB(1,∗)
.
Proof. — Let
d ∈ H3(E;Z) , dˆ ∈ H3(Eˆ;Z)
be the Dixmier-Douady classes of the gerbes GL → E and GˆL → Eˆ. Furthermore let
c1, cˆ1 ∈ H
2(B;Z)
denote the first Chern classes of the U(1)-principal bundles π : E → B and πˆ : Eˆ → B.
The theory of T -duality for orbispaces [BS06] gives the equalities
c1 = −πˆ!(dˆ) , cˆ1 = −π!(d) .
Hence the assertion follows from Proposition 5.3.1.
5.4. The T -duality transformation in twisted periodic delocalized coho-
mology is an isomorphism
5.4.1. — Let us consider a U(1)-principal bundle π : E → B in locally compact
orbispaces with first Chern class c1 ∈ H
2(B;Z) and a topological U(1)-banded gerbe
f : G → E with Dixmier-Douady class d ∈ H3(E;Z). In Definition 5.1.2 we have
introduced the object LG ∈ D(ShAbLE). Furthermore we have U(1)
δ-valued functions
h = c1 and g = π!(d) on LB. Let LB1 := h
−1(1) and note that Lπ : LE → LB factors
over the U(1)-principal bundle Lπ : LE → LB1. We fix u ∈ U(1)
δ \ {1} and consider
the component LB(1,u) := h
−1(1) ∩ g−1(u).
Lemma 5.4.1. — We have Rπ∗(LG)|LB(1,u)
∼= 0.
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Proof. — Let (T → LB(1,u)) ∈ LB(1,u). After refining T by a covering we can assume
that there is a diagram
BU(1)
y

U(1)× BU(1)
z
oo
x

s∗GL

oo // GL(1,u)

∗ U(1)
q
oo
q

T × U(1)
v
oo s //
p

LE(1,u)
π

∗ Tw
oo t // LB(1,u)
of Cartesian squares. We get
t∗Rπ∗(LG) ∼= Rp∗s
∗(LG)
= Rp∗s
∗(PGL(L))
∼= Rp∗Ps∗GL(s
∗L) .
Let H ∈ ShAb(Site(U(1))) be the locally constant sheaf over U(1) with fiber C and
holonomy u ∈ U(1) \ {1}. Then we have s∗L ∼= v∗H. We calculate further
Rp∗Ps∗GL(s
∗L) ∼= Rp∗Ps∗GL(v
∗H)
∼= Rp∗v
∗PU(1)×BU(1)(H)
∼= w∗Rq∗PU(1)×BU(1)(H) .
It remains to show that
Rq∗PU(1)×BU(1)(H) ∼= 0 .
Recall from 3.4.9 that the object PU(1)×BU(1)(H) ∈ D(ShAbSite(U(1))) is given (up
to non-canonical isomorphism) by the holim of a diagram
0← Rx∗x
∗(H)
D
← Rx∗x
∗(H)[2]
D
← Rx∗x
∗(H)[4]
D
← Rx∗x
∗(H)[6] . . . .
The functor Rq∗ commutes with this holim
(1). Therefore Rq∗PU(1)×BU(1)(H) is given
by the holim of the diagram
0← Rq∗Rx∗x
∗(H)
Rq∗(D)
← Rq∗Rx∗x
∗(H)[2]
Rq∗(D)
← Rq∗Rx∗x
∗(H)[4]
Rq∗(D)
← Rq∗Rx∗x
∗(H)[6] . . . .
The following calculation uses the projection formula twice, first by Lemma 6.2.10 for
the non-representable map x and a tensor product with a one-dimensional local system
of complex vector spacesH, secondly using Lemma 6.2.13 for the proper representable
(1)Rq∗ is a right-adjoint and commutes with products and mapping cones
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map q and the tensor product with the bounded below object Ry∗(i
♯ZSite([∗/U(1)])) ∈
D+(ShAbSite(U(1)))
Rq∗Rx∗x
∗(H) ∼= Rq∗Rx∗(ZSite(U(1)×BU(1) ⊗ x
∗(H))
∼= Rq∗(Rx∗(ZSite(U(1)×BU(1)))⊗H)
∼= Rq∗(Rx∗(z
∗ZSite(BU(1)))⊗H)
∼= Rq∗(q
∗(Ry∗ZSite(BU(1)))⊗H)
∼= Ry∗ZSite(BU(1)) ⊗Rq∗(H) .
Since the holonomy of H along U(1) is non-trivial, and the cohomology of S1 with
coefficients in a non-trivial flat line bundle is trivial, we have
Rq∗(H) ∼= 0 .
5.4.2. — We now consider a T -duality diagram (5.2.1) where B is a locally compact
orbispace.
Theorem 5.4.2. — The local T -duality transformation (Definition 5.2.5)
Tloc : RLπ∗(LG)→ RLπˆ∗(LˆGˆ)[−2]
is an isomorphism in D(ShAbLB). In particular, the T -duality transformation
T : H∗deloc,per(E,G)→ H
∗
deloc,per(Eˆ, Gˆ)
is an isomorphism.
Proof. — We have functions h, hˆ : LB → U(1) which define substacks LB(1,∗) :=
h−1(1) and LB(∗,1) := hˆ
−1(1). By Proposition 5.3.2 we have g = hˆ−1|LB(1,∗) : LB(1,∗) →
U(1)δ. By Lemma 5.4.1 the object RLπ∗(LG) ∈ D(ShAbLB) is supported on
g−1(1) = LB(1,∗) ∩ LB(∗,1) =: LB(1,1) .
Note that gˆ = h−1|LB(∗,1) , so that RLπˆ∗LˆGˆ is supported on LB(1,1), too. Let
i : LB(1,1) → LB denote the inclusion. The following diagram is the pull-back of
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(5.2.1) via the map LB(1,1) → LB → B
(5.4.3)
p∗L(GL)|LE|LB(1,1)
wwnnn
nnn
nnn
nnn
n
&&NN
NN
NN
NN
NN
NN
uL // pˆ∗L(GˆL)|LEˆ|LB(1,1)
xxppp
pp
pp
pp
pp
p
''PP
PPP
PPP
PPP
P
(GL)|LE|LB(1,1)
fL
((PP
PPP
PPP
PPP
PP
LF|LB(1,1)
Lp
wwppp
ppp
ppp
ppp
p
Lˆp
''NN
NN
NN
NN
NN
NN
(GˆL)|LEˆ|LB(1,1)
fˆLvvnnn
nnn
nnn
nnn
LE|LB(1,1)
Lpi1
''PP
PPP
PPP
PPP
P
LEˆ|LB(1,1)
Lpˆi1wwnnn
nnn
nnn
nnn
LB(1,1)
We consider
L1 := L|LE|LB(1,1)
, Lˆ1 := Lˆ|LEˆ|LB(1,1)
.
Because we restrict to the subset LB(1,1) of trivial holonomy we have isomorphisms
L1 ∼= Lπ
∗
1CLB(1,1) Lˆ1
∼= Lπˆ∗1CLB(1,1) .
The local T -duality transformation Tloc is now locally equal to the transformation J
defined in 4.3.5 applied to the T -duality diagram (5.4.3) and the sheaf C
LB(1,1)
. As
in the proof of Theorem 4.3.7 one shows, using the commutative double T -duality
diagram, that Tloc is an isomorphism.
The global second assertion can be deduced directly from Theorem 4.3.7. By the
observation on the support of RLπ∗(LG) ∈ D(ShAbLB) made above we get
H∗deloc,per(E,G)
∼= H∗per(LB(1,1);RL(π1)∗P(GL)|LE|LB(1,1)
(Lπ∗1CLB(1,1))) ,
and similarly
H∗deloc,per(Eˆ, Gˆ)
∼= H∗per(LB(1,1);RL(πˆ1)∗P(GˆL)|LEˆ|LB(1,1)
(Lπ∗1CLB(1,1))) .
With these identifications the T -duality transformation in twisted periodic delocal-
ized cohomology is then equal to the T -duality transformation in twisted periodic
cohomology for the diagram (5.4.3) and the sheaf C
LB(1,1)
∈ D+(ShAbLB1,1).

CHAPTER 6
VERDIER DUALITY FOR LOCALLY COMPACT
STACKS
6.1. Elements of the theory of stacks on Top and sheaf theory
6.1.1. — In the present paper we consider stacks on the site Top. A prestack is a
lax presheaf X of groupoids on Top. The prefix ”lax” indicates that for a pair of
composable morphisms u : U → V , v : V → W we have a natural transformation
of functors φu,v : X(u) ◦X(v) → X(v ◦ u) which is not necessarily the identity, and
which satisfies a compatibility condition for triples. A prestack is a stack if it satisfies
the standard descent conditions on the level of objects and morphisms. A sheaf of
sets can be considered as a stack in the canonical way. Via the Yoneda embedding
Top → ShTop (note that the topology of Top is sub-canonical, i.e. representable
presheaves are sheaves) we consider topological spaces as stacks in the natural way.
6.1.2. — In the following we collect some definitions and facts of the theory of stacks
in topological spaces. Stacks are objects of a two-category, and fibre products and
more general limits in stacks are understood in the two-categorial sense. Note that
two-categorial limits in stacks exists (see [BSS08] for more information), and that
the inclusion of spaces into stacks preserves those limits. A useful reference for stacks
in topological spaces and manifolds is the survey [Hei05].
(1) A morphism of stacks G → H is called representable, if for each space U and
map U → H the fibre product U ×H G is equivalent to a space.
(2) A representable map G→ H between stacks is called proper if for every map
K → H from a compact space the fibre product K ×H G is a compact space.
(3) A map f : A → B of topological spaces has local sections if for each point
b ∈ B in the image of f there exists a neighbourhood b ∈ U ⊆ B and a map
s : U → A such that f ◦ u = idU .
(4) A representable morphism G→ H has local sections if for every map U → H
from a space the induced map U ×H G→ U of spaces has local sections.
(5) A representable map G → H is surjective if for every map U → H from a
space the induced map U ×H G→ U is a surjective map of spaces.
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(6) A map A → X from a space A to a stack X is called an atlas of X , if it is
surjective, representable and admits local sections. A stack which admits an
atlas is called a topological stack.
(7) A morphism (not necessarily representable) between topological stacks G→ H
is surjective (or has local sections, respectively) if for an atlas A → G the
composition A → G → H is surjective (or has local sections, respectively)
(note that this composition is representable by Proposition 6.1.1 below).
(8) A composition of maps with local sections has local sections. The correspond-
ing assertion is true for the following properties of maps:
(a) representable
(b) representable and proper
(c) surjective.
(9) Consider a two-cartesian diagram of stacks
H −−−−→
v
Gyg yf
Y −−−−→
u
X
If u has local sections, then so has v. If f is representable, then so is g.
6.1.3. — The inclusion of spaces into sheaves and of sheaves into stacks preserves
small limits, where limits in stacks are understood in the two-categorical sense. This
implies that a map of spaces X → Y is representable. In fact we have the following
more general result.
Proposition 6.1.1. — Let G be a topological stack and X a space. Then every
morphism f : X → G is representable.
The proof will be given in 6.1.5 and needs some preparations.
6.1.4. — We will need the notion of an open substack.
Definition 6.1.2. — Let G be a stack in topological spaces. A morphism H → G
of stacks is an embedding of an open substack, if it is representable and for each map
T → G from a space T the induced map of spaces T ×GH → T is an open embedding
of topological spaces.
Note that, via Yoneda, an open embedding of spaces is an open embedding of
stacks.
Definition 6.1.3. — A morphism U → G of topological stacks is locally an open
embedding if U ∼=
⊔
i∈I Ui for a collection (Ui)i∈I of topological stacks and Ui → G is
an embedding of an open substack for every i ∈ I.
Let us first characterize spaces as stacks which can be covered by a collection of
spaces.
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Lemma 6.1.4. — Let X be a stack in topological spaces for which there exists a
morphism U → X from a space which is surjective and locally an open embedding.
Then X is equivalent to a space.
Proof. — Let U ∼= ⊔iUi be such that Ui → X is an open embedding for all i. Then
we define the space B as the coequalizer in spaces
(6.1.5) B := coeq(
⊔
i,j
Ui ×X Uj ⇒
⊔
i
Ui) .
Since Ui → X is an open embedding we see that prUi : Ui ×X Uj → Ui is an open
embedding. We can now refer to [Noo, Prop. 16.1] and deduce that the equalizer in
spaces B is also the two-categorical equalizer in stacks of the diagram (6.1.5), which is
of course equivalent to X . Note that the difficulty at this point is that the embedding
of the category of spaces (viewed as a two-category) into the two-category of stacks
does not preserve general small colimits, as opposed to the case of limits.
For completeness we will give an argument. First note that prUi : Ui ×X Ui
∼
→ Ui
is a homeomorphism. It thus follows from the groupoid structure of the coequalizer
diagram that Ui → B is injective for all i. Since
⊔
i Ui → B is a topological quotient
map it is open. Therefore
⊔
i Ui → B is a open covering. We further conclude that
the natural map Ui ×X Uj → Ui ×B Uj is in fact a homeomorphism.
The claim is that X is equivalent to B. We first construct a morphism X → B.
Let (T → X) ∈ X(T ). Then (Ti := T ×X Ui)i is an open covering of T . Using the
identification Ti ×T Tj ∼= T ×X (Ui ×X Uj) we get a diagram
⊔
i,j Ti ×T Tj



// Ui ×X Uj


⊔
i Ti
//

⊔
i Ui

T // B
,
where the horizontal maps are induced by the projections T ×X Ui → Ui, and the
left vertical is the representation of T as a coequalizer. Therefore we obtain a unique
factorization (T → B) ∈ B(T ). The construction is functorial in T and therefore
induces a morphism X → B.
In order to see that it has an inverse let (T → B) ∈ B(T ) be given. Then we define
the open covering (Ti := T ×B Ui)i of T . The compositions
φi : Ti ∼= T ×B Ui
prUi→ Ui → X
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can be considered as a collection of objects (φi ∈ X(Ti))i. The induced map
Ti ∩ Tj ∼= Ti ×T Tj ∼= (T ×B Ui)×T (T ×B Uj) ∼= T ×B (Ui ×B Uj)
prUi×BUj
→ Ui ×B Uj ∼= Ui ×X Uj → X ×X X
can be considered as a collection of isomorphisms φij : (φi)|Ti∩Tj
∼
→ (φj)|Ti∩Tj which
satisfy the cocycle condition on triple intersections. SinceX is a stack we can therefore
glue the local maps and get a map (T → X) ∈ X(T ) which is unique up to unique
isomorphism. This construction is again functorial in T and provides the map B → X .
It is easy to see that both maps X → B and B → X constructed above are
mutually inverse.
6.1.5. — We now show Proposition 6.1.1
Proof. — Consider a map T → G from a space T . We have to prove that the fiber
product T ×GX is equivalent to a space. Using the assumption that G is topological
we choose an atlas A → G of G. Because A → G has local sections, we can find an
open covering
⊔
i∈I Ui =: U → X such that U×GA→ U has a section s : U → U×GA.
We first want to show that T ×G U is a space. Since the structure map A → G of
an atlas is representable we know that U ×G A and T ×G A are spaces. Therefore,
T ×G U ×G A ∼= (T ×G A)×A (U ×G A) is a space, too. The section s pulls back to a
section sˆ : T ×G U → T ×G U ×G A which implements T ×G U as a subspace of the
space T ×G U ×G A.
T ×G U ×G A //
wwooo
ooo
ooo
oo
U ×G A
{{ww
ww
ww
ww
w

T ×G U
sˆ **
//

U

s ,,
T ×G X //

X

A
zzvv
vv
vv
vv
vv
T // G
.
Since the map U → X is surjective and locally an open embedding its pull-back
T ×G U → T ×G X is surjective and locally an open embedding, too. Therefore by
Lemma 6.1.4 the stack T ×G X is equivalent to a space.
6.1. ELEMENTS OF THE THEORY OF STACKS ON Top AND SHEAF THEORY 79
6.1.6. — Recall that a topological stack is called locally compact if it admits a locally
compact atlas A → G such that A ×G A is a locally compact space. Furthermore
recall that the site X = Site(X) associated to a locally compact stack X is the full
subcategory of locally compact spaces U → X over X such that the structure map
has local sections. A morphism in this site X is a diagram
(6.1.6) U
  @
@@
@@
@@
//

V
~~ ~
~~
~~
~
X
consisting of a morphism of spaces over X and a two-morphism. The topology on X
is given by the covering families of the objects (U → X) induced by open covering of
U .
Much of the general theory would work without the assumption of local compact-
ness. But local compactness is important in connection with the projection formula
Lemma 6.2.11 which is a crucial ingredient of the theory of integration. Since the
latter is our main goal of the present section we generally adopt the restriction to
locally compact stacks.
6.1.7. — The sheaf theory for topological stacks can be built in a parallel manner
to the sheaf theory for smooth stacks developed in [BSS07]. The transition goes via
the following replacements of words:
(1) For the definition of stacks the site of smooth manifolds Mf∞ is replaced by the
site of topological spaces Top. In the definition of the site of a locally compact
stack manifolds are replaced by locally compact spaces.
(2) The concept of a smooth stack is replaced by the concept of a locally compact
stack.
(3) The notion of a smooth map is replaced by the notion of a map which admits
local sections.
In the present paper we freely use results in the general sheaf theory for topological
stacks from [BSS07, Sec. 2] in the case of stacks in topological spaces which are
proved there for manifolds. It should be noted that with the conventions just made,
all statements and proofs carry over verbatim
6.1.8. — LetX be a locally compact stack. By PrX and ShX we denote the categories
of presheaves and sheaves on X. They are related by a pair of adjoint functors
i♯ : PrX⇆ ShX : i .
The sheafification functor i♯ is exact.
6.1.9. — Let f : X → Y be a morphism of locally compact stacks. In induces a
functor pf∗ : PrX→ PrY by
pf∗F (V → Y ) := limF (U → X) ,
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where the limit is taken over the category of diagrams
(6.1.7) U

// X
f

V //
:B
Y
with (U → X) ∈ X. For details we refer to [BSS07, Sections 2.1, 2.2]. This functor
fits into an adjoint pair
pf∗ : PrY ⇆ PrX : pf∗ .
The functor pf∗ is given by
pf∗G(U → X) = colimG(V → Y ) ,
where the colimit is again taken over the category of diagrams with (V → Y ) ∈ Y.
We extend these functors to sheaves by
f∗ := i
♯ ◦ pf∗ ◦ i , f
∗ := i♯ ◦ pf∗ ◦ i
and obtain an adjoint pair
f∗ : ShY ⇆ ShX : f∗ .
Note that pf∗ preserves sheaves (see [BSS07, Lemma 2.13]). The right-adjoint functor
f∗ : ShAbX→ ShAbY is left exact and therefore admits a right-derived functor
Rf∗ : D
+(ShAbX)→ D
+(ShAbY)
between the bounded below derived categories.
6.1.10. — If g : Y → Z is a second morphism of locally compact stacks, then we have
natural isomorphisms of functors
(g ◦ f)∗ ∼= g∗ ◦ f∗ , f
∗ ◦ g∗ ∼= (g ◦ f)∗
(see 6.6.9). Furthermore, we have
Rg∗ ◦Rf∗ ∼= R(g ◦ f)∗
on the level of bounded below derived categories by Lemma 6.6.13. The relation
f∗◦g∗ ∼= (g◦f)∗ descends to the derived categories if the pull-back functors are exact,
e.g. if f and g have local sections (see 6.1.11). These facts generalize corresponding
results shown in [BSS07].
6.1.11. — Let f : G→ H be a morphism between topological stacks which has local
sections. It induces a morphism between sites f♯ : G → H by composition. On
objects it is given by f♯(U → G) := (U → G→ H) (we will often use the short hand
U for (U → G) and write f♯U). In fact, since U → G and f have local sections, the
composition U → H has local sections. Furthermore, the map U → H from a space
to a topological stack is representable by Lemma 6.1.1. One checks that f♯ maps
covering families to covering families and preserves the fiber products as in [Tam94,
1.2.2].
6.1. ELEMENTS OF THE THEORY OF STACKS ON Top AND SHEAF THEORY 81
If f : G→ H has local sections, then the functor f∗ : ShH→ ShG is the pull-back
f∗ = (f♯)
∗ associated to a morphism of sites. Explicitly it is given by f∗F (U) :=
F (f♯U), compare Lemma [BSS07, 2.7]. In addition, the functor f
∗ : ShH→ ShG is
exact (see [BSS07, 2.5.9]) and preserves flat sheaves of abelian groups.
Lemma 6.1.8. — If f : X → Y is a morphism between locally compact stacks which
has local sections, then we have the derived adjunction
f∗ : D+(ShAbY)⇆ D
+(ShAbX) : Rf∗ .
Proof. — Since f∗ is exact its right adjoint f∗ preserves injectives. If G ∈ C
+(ShAbX)
is a complex of injectives and F ∈ C+(ShAbY), then we have
RHomShAbY(F,Rf∗(G))
∼= HomShAbY(F, f∗(G))
∼= HomShAbX(f
∗(F ), G) ∼= RHomShAbX(f
∗(F ), G) .
This implies the assertion.
6.1.12. —
Lemma 6.1.9. — Let X be a locally compact stack. If C,B → X are maps from
locally compact spaces, then C ×X B is locally compact.
Proof. — By assumption X is locally compact so that we can chose an atlas A→ X
such that A and A ×X A are locally compact. Since A → X is surjective and has
local sections, there exists an open covering (Bi) of B such that we have lifts
A

Bi
77
// B // X
.
Then (A ×X Bi) is an open covering of A ×X B. In order to show that A ×X B is
locally compact it suffices to show that the space A ×X Bi is locally compact. By
A ×X Bi ∼= (A ×X A) ×A Bi ⊆ A ×X A × Bi, this space is a closed (note that A is
Hausdorff) subspace of a locally compact space and hence itself locally compact.
The same argument shows that C×XA is locally compact. We now write C×XBi ∼=
(C ×X A) ×A Bi ⊆ (C ×X A) × Bi in order to see that C ×X Bi is locally compact.
Since (C ×X Bi) is an open covering of C ×X B we conclude that C ×X B is locally
compact.
6.1.13. — Let f : X → Y be a morphism between locally compact stacks.
Lemma 6.1.10. — If f is representable, then it induces a morphism of sites f ♯ :
Y → X given by f ♯(V → Y ) := (X ×Y V → X).
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Proof. — Let B → X be a locally compact atlas. We consider (V → Y ) ∈ Y and
form the diagram of Cartesian squares
V ×Y B //

B

U //

X
f

V // Y
.
In order to check that (U → X) ∈ X we must show that U is locally compact. Since
B → X is surjective and has local sections we see that V ×Y B → U is surjective
and has local sections, too. Since Y is locally compact we see by Lemma 6.1.9 that
V ×Y B is locally compact. Let u ∈ U and W ⊆ U be a neighborhood of u such that
there exists a section
V ×Y B
π

W
s
::
// U
.
Let K ⊆ π−1(W ) be a compact neighborhood of s(u). Then s−1(K) is a compact
neighborhood of u. Indeed, s−1(K) is a closed subset of the compact set π(K).
It is easy to see that f ♯ maps covering families to covering families and preserves
the fiber products required for a morphism of sites, see [Tam94, 1.2.2].
If f : X → Y is a representable morphism between locally compact stacks, then
we have the relations f∗ = (f ♯)∗ : ShY → ShX and f∗ = (f
♯)∗ : ShX → ShY , see
[BSS07, Lemma 2.9].
6.1.14. — Let X be a topological stack and (U → X) ∈ X. Let (U) denote the site
whose objects and morphisms are the open subsets of U and inclusions, and whose
coverings are coverings by families of open subsets. We have restriction functors
νU : ShX→ Sh(U) and
pνU : PrX→ Pr(U). For F ∈ ShX we also write νU (F ) =: FU .
We have the following assertions, most of which are straightforward to prove.
(1) Let i♯ and i♯U denote the sheafification functors on the sites X and (U). Then
we have a natural isomorphism
i♯U ◦
pνU ∼= νU ◦ i
♯ ,
see [BSS07, Lemma 2.4.7]
(2) Let F ∈ ShX. If f : U → V is a morphism (6.1.6) in X, then we have a natural
map f∗FV → FU .
(3) There is a one-to one correspondence of sheaves F ∈ ShX on the one hand,
and of collections (FU )(U→X)∈X of sheaves FU ∈ Sh(U) together with functorial
maps f∗FV → FU for all morphisms f : U → V in X on the other hand.
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(4) Let F,G ∈ ShX. There is a one-to-one correspondence between compatible
collections of morphisms gU : FU → GU for all (U → X) ∈ X and maps
g : F → G.
(5) If F,G ∈ ShX or F,G ∈ D+(ShAbX), then a map F → G is an isomorphism if
and only if the induced map FU → GU is an isomorphism for all (U → X) ∈ X.
(6) Let f : X → Y be a representable map of locally compact stacks, (A→ Y ) ∈ Y
and (B := A×Y X → X) ∈ X. Let g : B → A be the projection onto the first
factor and g∗ : Sh(B)→ Sh(A). Then we have for F ∈ ShX or G ∈ D
+(ShAbX)
(f∗F )A ∼= g∗(FB) , (Rf∗G)A ∼= Rg∗(GB) .
The second isomorphism follows from the first using the fact that the restriction
νB preserves flabby or even injective sheaves (see Lemma 6.1.11).
(7) If f : X → Y is a map of topological stacks which has local sections, (B →
X) ∈ X, then we have (B → X → Y ) ∈ Y and for F ∈ ShY
(f∗F )B ∼= FB .
(8) The collection of restriction functors (νU )(U→X)∈X detects flabby (flasque, flat)
sheaves (see Definition 3.1.1), i.e. a sheaf F ∈ ShAbX is flabby (flasque, flat)
if and only if FU ∈ ShAb(U) is flabby for all (U → X) ∈ X (compare 6.2.6 for
the flat case).
(9) The collection of restriction functors (νU )(U→X)∈X detects exact sequences,
i.e. a sequence F → G→ H of sheaves of abelian groups on X is exact if and
only if FU → GU → HU is exact for all (U → X) ∈ X.
Lemma 6.1.11. — Let (U → X) ∈ X. The functor νU : ShAbX → ShAb(U) pre-
serves injective sheaves.
Proof. — We show that νU has an exact left adjoint ν
U
Z : ShAb(U)→ ShAbX. We first
show that the restriction functor pνU : PrAbX→ PrAb(U) fits into an adjoint pair
pνUZ : PrAb(U)⇆ PrAbX :
pνU .
The left-adjoint is given by
pνUZ (F )(A→ X) := colimF (V ) ,
where the colimit is taken over the category of diagrams
V

A
φ~~ 
oo
U // X
,
where V → U is the embedding of an open subset. As explained in [Mil80, II.3.18]
we have a decomposition of this category into a union of categories S(φ) with φ ∈
HomX((A→ X), (U → X)). The category S(φ) is the category of open neighborhoods
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of φ(A) and their inclusions. It is cofiltered. Therefore F 7→ colimS(φ)F (V ) preserves
finite limits and is in particular left exact. This implies that pνUZ given by
pνUZ (F )(A→ X)
∼=
⊕
φ
colimS(φ)F (V )
is left-exact, too. We now get νUZ := i
♯ ◦ pνUZ ◦ iU . As a left-adjoint it is right-exact.
Since iU is left exact and i
♯ is exact, this composition is also left-exact.
6.1.15. —
Lemma 6.1.12. — Consider the following Cartesian diagram in locally compact
topological stacks
H
v
−−−−→ Gyg yf
Y
u
−−−−→ X
In this situation the two canonical ways to define a natural transformation
u∗f∗ → g∗v
∗ : ShAb(G)→ ShAb(Y)
give the same result, i.e. the diagram
(6.1.13) u∗f∗
unit// g∗g∗u∗f∗
ug=fv // g∗v∗f∗f∗
counit // g∗v∗
u∗f∗
unit// u∗f∗v∗v∗
ug=fv // u∗u∗g∗v∗
counit // g∗v∗
commutes. This transformation is functorial with respect to composition of Cartesian
diagrams.
Moreover, if u has local sections, then this transformation induces isomorphisms
u∗f∗ ∼= g∗v
∗ : ShAb(G)→ ShAb(Y),(6.1.14)
u∗Rf∗ ∼= Rg∗v
∗ : D+ShAb(G)→ D
+ShAb(Y).(6.1.15)
If u and f have local sections, then we get commutative diagrams
u∗
unit
%%KK
KK
KK
KK
KK
unityysss
ss
ss
ss
s
u∗g∗g
∗ ∼ // f∗v∗g∗ f∗f∗u∗
∼oo
, v∗
f∗f∗v∗
counit
99ssssssssss
∼ // f∗u∗g∗
∼ // v∗g∗g∗
counit
eeKKKKKKKKKK
u∗
unit
%%KK
KK
KK
KK
KK
unityysss
ss
ss
ss
s
u∗f∗f
∗ ∼ // g∗v∗f∗ g∗g∗u∗
∼oo
, v∗
v∗f∗f∗
counit
99ssssssssss
∼ // g∗u∗f∗
∼ // g∗g∗v∗
counit
eeKKKKKKKKKK
and their derived versions, e.g.
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(6.1.16) u∗
unit
&&MM
MM
MM
MM
MM
M
unitxxqqq
qq
qq
qq
qq
u∗Rf∗f
∗ ∼ // Rg∗v∗f∗ Rg∗g∗u∗
∼oo
,
and also
(6.1.17)
Ru∗u
∗
unit
++XXXX
XXXX
XXXX
XXXXX
XXXXX
XXX
unit
ssffffff
fffff
fffff
fffff
fffff
Ru∗u
∗Rf∗f
∗ ∼ // Ru∗Rg∗v∗f∗
∼ // Rf∗Rv∗v∗f∗
∼ // Rf∗Rv∗g∗u∗ Rf∗f∗Ru∗u∗∼
oo
Proof. — Most of the following arguments and the large diagrams were supplied by A.
Schneider. For convenience we present a proof of (6.1.13), see also [Del73, Expose
XVII, Proposition 2.1.3]. We first observe that
(6.1.18) v∗f∗f∗v∗
counit //
∼

v∗v∗
counit

(fv)∗(fv)∗
counit // id
commutes. Using this in addition to standard functorial properties we check that all
squares in the following diagram commute:
u∗f∗
unit // g∗g∗u∗f∗
∼ //
unit

g∗(ug)
∗f∗
= //
unit

g∗(fv)
∗f∗
∼ //
unit

g∗v
∗f∗f∗
counit //
unit

g∗v
∗
unit

id
}}
g∗g
∗u∗f∗v∗v
∗ ∼ // g∗(ug)∗f∗v∗v∗
= //
∼

g∗(fv)
∗f∗v∗v
∗ ∼ //
∼

g∗v
∗f∗f∗v∗v
∗counit //
∼

g∗v
∗v∗v
∗
counit

g∗g
∗u∗f∗v∗v
∗ ∼ // g∗(ug)∗(fv)∗v∗
= // g∗(fv)∗(fv)∗v∗ g∗(fv)∗(fv)∗v∗
counit // g∗v∗
g∗g
∗u∗f∗v∗v
∗ ∼ // g∗(ug)∗(fv)∗v∗
= // g∗(ug)∗(ug)∗v∗
=
OO
g∗(ug)
∗(ug)∗v
∗counit //
=
OO
g∗v
∗
g∗g
∗u∗f∗v∗v
∗ ∼ // g∗g∗u∗(fv)∗v∗
= //
∼
OO
g∗g
∗u∗(ug)∗v
∗ ∼ //
∼
OO
g∗g
∗u∗u∗g
∗v∗
counit //
∼
OO
g∗g
∗g∗v
∗
counit
OO
u∗f∗
unit // u∗f∗v∗v∗
∼ //
unit
OO
u∗(fv)∗v
∗ = //
unit
OO
u∗(ug)∗v
∗ ∼ //
unit
OO
u∗u∗g
∗v∗
counit //
unit
OO
g∗v
∗.
unit
OO id
aa
The two ways to go along the boundary from the upper left to lower right corner give
the two maps u∗f∗ → g∗v
∗ in question.
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The isomorphism (6.1.14) can be shown as in [BSS07, Lemma 2.16], where the
assumption of smoothness of u in [BSS07] corresponds to the assumption of local
sections in the present setting. The derived version (6.1.15) can be shown using
the simplicial models as in [BSS07, Lemma 2.43]. Alternatively one can use the
commutativity of the diagram asserted in Lemma 3.2.6 and the isomorphism (3.2.5).
We now show the compatibility of the units and counits with Cartesian diagrams.
The arguments are purely formal and only use that the functors involved occur as
parts of adjoint pairs. We will only give the details for the two triangles involving
derived functors. If in addition to u also f has local sections, then so has g. In this
case we have the adjoint pairs (f∗, Rf∗) and (g
∗, Rg∗). In order to see (6.1.16) we
must show that
u∗
unit//
unit
44u
∗Rf∗f
∗ Ψ // Rg∗v∗f∗
∼ // Rg∗(fv)∗
= // Rg∗(ug)∗
∼ // Rg∗g∗u∗,
commutes, where Ψ : u∗Rf∗f
∗ → Rg∗v
∗f∗ is induced by (6.1.15). This is a conse-
quence of the commutativity of
u∗
unit // u∗Rf∗f∗
unit

Ψ // Rg∗v∗f∗
vv
Rg∗g
∗u∗f∗f
∗ ∼ // Rg∗(ug)∗Rf∗f∗
= // Rg∗(fv)∗Rf∗f∗
∼ // Rg∗v∗f∗Rf∗f∗
counit
OO
u∗
unit // Rg∗g∗u∗
∼ //
unit
OO
Rg∗(ug)
∗
unit
OO
= //
hh Rg∗(fv)
∗
unit
OO
∼ //
ii
Rg∗v
∗f∗
ii
unit
OO id
aa
which follows from standard functorial properties of units and counits.
The same properties are used in the proof of (6.1.17) which is represented by the
boundary of the following big array of small commutative squares and triangles
Rf∗f
∗u∗u
∗ unit //
Φ
--
unit

Rf∗f
∗u∗Rg∗g
∗u∗
∼ //
unit

Rf∗f
∗R(ug)∗g
∗u∗
= //
unit

Rf∗f
∗R(fv)∗g
∗u∗
∼ //
unit

Rf∗f
∗Rf∗v∗g
∗u∗
counit //
unit

Rf∗v∗g
∗u∗
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
unit

Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗R(ug)∗g∗u∗Rf∗f∗
= //
∼

Rf∗f
∗R(fv)∗g
∗u∗Rf∗f
∗ ∼ //
∼

Rf∗f
∗Rf∗v∗g
∗u∗Rf∗f
∗counit //
∼

Rf∗v∗g
∗u∗Rf∗f
∗
∼

Rf∗v∗g
∗u∗
∼

unitoo
Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗R(ug)∗(ug)∗Rf∗f∗
= // Rf∗f∗R(fv)∗(ug)∗Rf∗f∗
∼ //
=

Rf∗f
∗Rf∗v∗(ug)
∗Rf∗f
∗counit //
=

Rf∗v∗(ug)
∗Rf∗f
∗
=

Rf∗v∗(ug)
∗
=

unitoo
Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗R(ug)∗(ug)∗Rf∗f∗
= // Rf∗f∗R(fv)∗(fv)∗Rf∗f∗
∼ // Rf∗f∗Rf∗v∗(fv)∗Rf∗f∗
counit //
∼

Rf∗v∗(fv)
∗Rf∗f
∗
∼

Rf∗v∗(fv)
∗unitoo
∼

Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗R(ug)∗(ug)∗Rf∗f∗
= // Rf∗f∗R(fv)∗(fv)∗Rf∗f∗
∼ // Rf∗f∗Rf∗v∗v∗f∗Rf∗f∗
counit // Rf∗v∗v∗f∗Rf∗f∗
counit
((QQ
QQQ
QQQ
QQQ
Q Rf∗v∗v
∗f∗
unitoo
id

u∗u
∗
unit
AA
unit

Rf∗v∗v
∗f∗
Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗R(ug)∗(ug)∗Rf∗f∗
= // Rf∗f∗R(fv)∗(fv)∗Rf∗f∗
∼ // Rf∗f∗Rf∗v∗v∗f∗Rf∗f∗
counit // Rf∗f∗Rf∗v∗v∗f∗
counit
66mmmmmmmmmmmm
Rf∗v∗v
∗f∗
unitoo
id
OO
Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗R(ug)∗(ug)∗Rf∗f∗
= // Rf∗f∗R(fv)∗(fv)∗Rf∗f∗
∼ // Rf∗f∗R(fv)∗v∗f∗Rf∗f∗
counit //
∼
OO
Rf∗f
∗R(fv)∗v
∗f∗
∼
OO
R(fv)∗v
∗f∗
∼
OO
unitoo
Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗R(ug)∗(ug)∗Rf∗f∗
= // Rf∗f∗R(ug)∗(fv)∗Rf∗f∗
∼ //
=
OO
Rf∗f
∗R(ug)∗v
∗f∗Rf∗f
∗counit //
=
OO
Rf∗f
∗R(ug)∗v
∗f∗
=
OO
R(ug)∗v
∗f∗
=
OO
unitoo
Rf∗f
∗u∗u
∗Rf∗f
∗ unit// Rf∗f∗u∗Rg∗g∗u∗Rf∗f∗
∼ // Rf∗f∗u∗Rg∗(ug)∗Rf∗f∗
= //
∼
OO
Rf∗f
∗u∗Rg∗(fv)
∗Rf∗f
∗ ∼ //
∼
OO
Rf∗f
∗u∗Rg∗v
∗f∗Rf∗f
∗counit //
∼
OO
Rf∗f
∗u∗Rg∗v
∗f∗
∼
OO
u∗Rg∗v
∗f∗
∼
OO
unitoo
u∗u
∗Rf∗f
∗ unit //
Ψ
11
unit
OO
u∗Rg∗g
∗u∗Rf∗f
∗ ∼ //
unit
OO
u∗Rg∗(ug)
∗Rf∗f
∗ = //
unit
OO
u∗Rg∗(fv)
∗Rf∗f
∗ ∼ //
unit
OO
u∗Rg∗v
∗f∗Rf∗f
∗ counit //
unit
OO
u∗Rg∗v
∗f∗
mmmmmmmmmmmm
mmmmmmmmmmmm
unit
OO
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6.2. Tensor products and the projection formula
6.2.1. — We consider a Grothendieck site X and a commutative ring R. The goal of
the present Subsection is to discuss aspects of the closed monoidal structures on the
categories of presheaves PrR−ModX and sheaves ShR−ModX of R-modules on X. The
material is standard, but we need to understand in detail the relation between the
sheaf and presheaf versions in order to show the compatibility with the operations
induced by a morphism of stacks.
6.2.2. — Let F,G ∈ PrR−ModX be presheaves of R-modules. The tensor product
F ⊗p G ∈ PrR−ModX is defined as the presheaf which associates to (U → X) the
R-module F (U) ⊗pR G(U). In this way PrR−ModX becomes a symmetric monoidal
category.
Since colimits of presheaves are defined objectwise we have for a diagram of
presheaves of R-modules (Fi)i∈I that
colimi∈I(Fi ⊗
p
R G)
∼= (colimi∈IFi)⊗
p
R G .
6.2.3. — For U ∈ X let hU ∈ PrX denote the presheaf represented by U and h
R
U ∈
PrR−ModX be the presheaf of R-modules generated by hU . Let F,G ∈ PrR−ModX. We
define the presheaf
Homp(F,G) ∈ PrR−ModX
by
Homp(F,G)(U) := HomPrR−ModX(h
R
U ⊗
p F,G) .
The topology of the site of a locally compact stack is sub-canonical. Hence, in this
case hU is actually a sheaf. But even in the case of a sub-canonical topology h
R
U is
only a presheaf, in general.
If U → V is a morphism in X, then Homp(F,G)(V )→ Homp(F,G)(U) is induced by
the morphism hU → hV . If H ∈ PrR−ModX, then we have
HomPrR−ModX(H, Hom
p(F,G)) ∼= HomPrR−ModX(colimhRV→Hh
R
V , Hom
p(F,G))
∼= lim
hR
V
→H
HomPrR−ModX(h
R
V , Hom
p(F,G))
∼= lim
hRV→H
Homp(F,G)(V )
= lim
hR
V
→H
HomPrR−ModX(h
R
V ⊗
p F,G)
∼= HomPrR−ModX(colimhRV→H(h
R
V ⊗
p F ), G)
∼= HomPrR−ModX((colimhRV→Hh
R
V )⊗
p F,G)
∼= HomPrR−ModX(H ⊗
p F,G)
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In other words, the pair (⊗p, Homp) together with this natural isomorphism defines
a closed symmetric monoidal structure on PrR−ModX. In particular, if (Fi)i∈I is a
diagram of presheaves, then we have
(6.2.1) Homp(colimi∈IFi, G) ∼= lim
i∈I
Homp(Fi, G) .
6.2.4. — An element of
Hom(F,G)(U) = HomPrR−ModX(h
R
U ⊗
p F,G)
is given by a collection of R-linear maps (φV→U : F (V ) → G(V ))(V→U)∈X/U such
that for a morphism (W → U) 7→ (V → U) in X/U the diagram
F (V ) //
φV→U

F (W )
φW→U

G(V ) // G(W )
commutes. Therefore
Hom(F,G)(U) ∼= HomPrR−ModX/U (F|U , G|U ) .
Lemma 6.2.2. — If G is a sheaf, then Hom(F,G) is a sheaf.
Proof. — Let U ∈ X and (Ui → U)i∈I be a covering. In order to simplify the notation
we consider V := ⊔i∈IUi. We must show that the sequence
0→ Hom(F,G)(U)→ Hom(F,G)(V )→ Hom(F,G)(V ×U V )
is exact.
Let ψ ∈ HomPrR−ModX/U (F|U , G|U ) be such that its restriction to V vanishes. If
(W → U) ∈ X/U , then W ×U V → W is a covering of W , and pr
∗
W : G(W ) →
G(W ×U V ) is injective since G is a sheaf. In view of the commutative diagram
F (W )
pr
∗
W//
ψW

F (W ×U V )
(ψ|V )W×UV

G(W )
pr
∗
W// G(W ×U V )
we see that ψW = 0.
Let now φ ∈ HomPrR−ModX/V (F|V , G|V ) be such that the induced map
Φ ∈ HomPrR−ModX/(V×UV )(F|V×UV , G|V×UV )
vanishes. We will construct ψ ∈ HomPrR−ModX/U (F|U , G|U ) such that ψ|V = φ. Let
(W → U) ∈ X/U and f ∈ F|U (W → U) = F (W ). Then W ×U V →W is a covering
of W and pr∗W f ∈ F|V (W ×U V → V ) = F (W ×U V ). We get an element
φW×UV→V (pr
∗
W (f)) ∈ G(W ×U V ) = G|V (W ×U V → V ) .
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Note that (W×U V )×W (W×U V ) ∼=W×U (V ×U V ). The difference of the pull-backs
of φW×UV→V (pr
∗
W (f)) with respect to the two projections to W ×U V induces
ΦW×U (V×UV )(pr
∗
W (f)) = 0 ∈ G((W ×U V )×W (W ×U V )) .
Again, since G is a sheaf there is a unique element ψW (f) ∈ G(W ) such that
ψW (f)|W×UV = φW×UV→V (pr
∗
W (f)) .
The morphism ψ is now given by the collection (ψW )(W→U)∈X/U .
6.2.5. — If F,G ∈ ShR−ModX, then we define F ⊗G ∈ ShR−ModX to be
F ⊗G := i♯(i(F )⊗p i(G)) .
We furthermore define
Hom(F,G) := i♯Homp(i(F ), i(G)) .
Using the fact 6.2.2 that Homp(i(F ), i(G)) is a sheaf at the isomorphism marked by !
we get for every H ∈ ShR−ModX that
HomShR−ModX(H ⊗ F,G)
∼= HomShR−ModX(i
♯(i(H)⊗p i(F ), G)
∼= HomPrR−ModX(i(H)⊗
p i(F ), i(G))
∼= HomPrR−ModX(i(H), Hom
p(i(F ), i(G))
!
∼= HomPrR−ModX(i(H), i ◦ i
♯(Homp(i(F ), i(G))))
∼= HomShR−ModX(i
♯ ◦ i(H), Hom(F,G))
∼= HomShR−ModX(H, Hom(F,G)) .
In other words, the pair (⊗, Hom) together with this natural isomorphism make
ShR−ModX into a closed symmetric monoidal category.
6.2.6. — Let F,G ∈ ShR−ModX and (U → X) ∈ X. Then we have
(F ⊗G)U ∼= FU ⊗GU .
Indeed, this follows from the fact that sheafification commutes with the restric-
tion from the site X to the site (U), see 6.1.14. Since the collection of functors
(νU )(U→X)∈X detects exact sequences it now follows that a sheaf F ∈ ShR−ModX is
flat if and only if FU ∈ ShR−Mod(U) is flat for all (U → X) ∈ X. This fact was claimed
in 6.1.14.
6.2.7. —
Lemma 6.2.3. — For F,G ∈ PrR−ModX we have i
♯(F ⊗p G) ∼= i♯(F )⊗ i♯(G).
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Proof. — This follows from (we omit the functor i at various places in order to sim-
plify the formula)
HomShR−ModX(i
♯(F ⊗p G), H) ∼= HomPrR−ModX(F ⊗
p G,H)
∼= HomPrR−ModX(F, Hom
p(G,H))
!
∼= HomPrR−ModX(i
♯(F ), Homp(G,H))
∼= HomPrR−ModX(i
♯(F )⊗p G,H)
∼= HomPrR−ModX(G, Hom
p(i♯F,H))
!
∼= HomPrR−ModX(i
♯G, Homp(i♯F,H))
∼= HomPrR−ModX(i
♯G⊗p i♯F,H)
∼= HomShR−ModX(i
♯G⊗ i♯F,H)
for arbitrary H ∈ ShR−ModX, where we use Lemma 6.2.2 at the isomorphisms marked
by !.
6.2.8. — Let f : X → Y be a morphism of locally compact stacks. Let X and Y be
the sites associated to X and Y . Consider the adjoint pair of functors
pf∗ : PrR−ModY ⇆ PrR−ModX :
pf∗ .
The proof of the following Lemma uses the product inY described in [BSS07, Lemma
3.1] in a specific way.
Lemma 6.2.4. — For F,G ∈ PrR−ModY we have a natural isomorphism
pf∗(F ⊗p G) ∼= pf∗F ⊗p pf∗G .
Proof. — We use the notation introduced in [BSS07, 2.1.4]. For (U → X) ∈ X we
consider the category U/Y of diagrams
U //

X

V // Y
.
The functor pf∗ is defined in [BSS07, Definition 2.3] as a colimit over this category.
We consider the diagonal functor U/Y→ U/Y × U/Y given on objects by
U //

X

V // Y
7→ ( U //

X

V // Y
, U //

X

V // Y
) .
In view of the definition of pf∗ by colimits it induces a map
pf∗(F ⊗p G)→ pf∗F ⊗p pf∗G .
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In the other direction we have the functor U/Y × U/Y→ U/Y given by
( U //

X

V // Y
, U //

X

V ′ // Y
) 7→ U //

X

V ×Y V
′ // Y
.
This together with the projections V ×Y V
′ → V and V ×Y V
′ → V ′ it induces the
inverse map
pf∗F ⊗p pf∗G→ pf∗(F ⊗p G) .
6.2.9. — Let f : X → Y be a morphism of locally compact stacks.
Lemma 6.2.5. — For F,G ∈ ShR−ModY we have a natural isomorphism
f∗(F ⊗G) ∼= f∗F ⊗ f∗G .
Proof. — For H ∈ ShR−ModX, using the fact that
pf∗ preserves sheaves (see 6.1.9)
and Lemma 6.2.3, we have
HomShR−ModX(f
∗(F ⊗G), H) ∼= HomShR−ModX(F ⊗G, f∗(H))
∼= HomShR−ModY(i
♯(i(F )⊗p i(G)), i♯ ◦ fp∗ ◦ i(H))
∼= HomPrR−ModY((i(F )⊗
p i(G)), fp∗ ◦ i(H))
∼= HomPrR−ModX(
pf∗(i(F )⊗p i(G)), i(H))
∼= HomPrR−ModX(
pf∗ ◦ i(F )⊗p pf∗ ◦ i(G), i(H))
∼= HomShR−ModX(i
♯(pf∗ ◦ i(F )⊗p pf∗ ◦ i(G)), H)
∼= HomShR−ModX(f
∗(F )⊗ f∗(G), H)
6.2.10. — For a derived version of Lemma 6.2.5 we assume that the morphism f :
X → Y of locally compact stacks has local sections. For simplicity we only consider
the case R = Z, i.e. sheaves of abelian groups (finite cohomological dimension of R
would suffice). Then the exact functor f∗ = (f♯)
∗ preserves torsion-free sheaves of
abelian groups. Since the derived tensor product can be calculated using torsion-free
resolutions we get the corollary
Corollary 6.2.6. — If f : X → Y has local sections, then for F,G ∈ D+(ShAbY)
we have a natural isomorphism
f∗(F ⊗L G) ∼= f∗F ⊗L f∗G .
of Lemma 6.2.5.
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6.2.11. — Let f : X → Y be a morphism of locally compact stacks.
Lemma 6.2.7. — For F ∈ ShR−ModY and G ∈ ShR−ModX we have a natural isomor-
phism
Hom(F, f∗G) ∼= f∗Hom(f
∗F,G)
in ShR−ModY
Proof. — For any T ∈ ShR−ModY we calculate
HomShR−ModY(T, f∗Hom(f
∗F,G)) ∼= HomShR−ModX(f
∗T, Hom(f∗F,G))
∼= HomShR−ModX(f
∗T ⊗ f∗F,G)
∼= HomShR−ModX(f
∗(T ⊗ F ), G)
∼= HomShR−ModY(T ⊗ F, f∗G)
∼= HomShR−ModY(T, Hom(F, f∗G))
6.2.12. — Let f : X → Y be a morphism of locally compact stacks.
Lemma 6.2.8. — For F ∈ ShR−ModY and G ∈ ShR−ModX we have a natural mor-
phism
f∗G⊗ F → f∗(G⊗ f
∗F ) .
Proof. — The transformation is the image of the identity under the following chain
of maps, where the first is induced by the counit f∗ ◦ f∗ → id of the adjoint pair
(f∗, f∗), and the second isomorphism is given by Lemma 6.2.5.
HomShR−ModX(G⊗ f
∗F,G⊗ f∗F ) → HomShR−ModX(f
∗f∗G⊗ f
∗F,G⊗ f∗F )
∼= HomShR−ModX(f
∗(f∗G⊗ F ), G⊗ f
∗F )
∼= HomShR−ModY(f∗G⊗ F, f∗(G⊗ f
∗F )) .
Lemma 6.2.9. — If f has local sections, then for F ∈ ShAbY and G ∈ ShAbX we
have a natural morphism
f∗G⊗
L F → f∗(G⊗
L f∗F ) .
Proof. — We use the same argument as for Lemma 6.2.8 based on the adjoint pair
(f∗, Rf∗) and Lemma 6.2.6.
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6.2.13. — Let f : X → Y be a morphism of locally compact stacks.
Lemma 6.2.10. — Let F ∈ ShR−ModY be sheaf which is locally isomorphic to RY,
i.e. there exist an atlas a : U → Y such that a∗F ∼= RU. In this case we have the
projection formula: For all G ∈ ShR−ModX or H ∈ D
+(ShAbX) the natural morphism
f∗G⊗ F → f∗(G⊗ f
∗F ) , Rf∗H ⊗
L F → Rf∗(H ⊗
L f∗F )
are isomorphisms.
Proof. — This can be checked locally on the atlas U → Y . We consider the pull-back
V
b //
g

X
f

U
:B
a // Y
.
We must check that
a∗ ◦ (f∗G⊗ F )→ a
∗ ◦ f∗(G⊗ f
∗F )
is an isomorphism. This map is equivalent to
a∗(f∗G⊗ F ) ∼= a
∗f∗G⊗ a
∗F
∼= a∗f∗G⊗RU
∼= a∗f∗G
∼= g∗b
∗G
∼= g∗b
∗(G⊗RX)
∼= g∗(b
∗G⊗ b∗f∗RY )
∼= g∗(b
∗G⊗ g∗a∗RY )
∼= g∗(b
∗G⊗ g∗a∗F )
∼= g∗b
∗(G⊗ f∗F )
∼= a∗f∗(G⊗ f
∗F ) .
The derived version is shown in similar manner.
6.2.14. — We will also need the projection formula with different assumptions. Let
f : X → Y be a map of locally compact stacks. We consider F ∈ ShR−ModY and
G ∈ ShR−ModX.
Lemma 6.2.11. — Assume that f is proper and representable, and that F is flat.
Then the natural transformation
f∗G⊗ F → f∗(G⊗ f
∗F )
of 6.2.8 is an isomorphism.
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Proof. — Using the observations 6.1.14 we see that it suffices to show that for all
(U → Y ) ∈ Y the induced morphism
(6.2.12) g∗GV ⊗ FU → g∗(GV ⊗ g
∗FU )
is an isomorphism. Here g : V → U is the proper map of locally compact spaces
defined by the Cartesian diagram
V
g

// X
f

U // Y
.
The map (6.2.12) is an isomorphism by [KS94, Prop. 2.5.13].
6.2.15. — We also have a derived version of the projection formula in the case of
sheaves of abelian groups. The main point is that the ring Z has a finite cohomological
dimension (in fact equal to 1). Let f : X → Y be a morphism of locally compact
stacks.
Lemma 6.2.13. — Assume that f is proper and representable. If G ∈ D+(ShAbY)
and F ∈ D+(ShAbX), then we have
Rf∗G⊗
L F
∼
→ Rf∗(G⊗
L f∗F )
in D+(ShAbY).
Proof. — As in the proof of Lemma 6.2.11 we can reduce to the small sites (U) for
all objects (U → Y ) ∈ Y. After this reduction we apply [KS94, Prop. 2.6.6] and the
fact that the cohomological dimension of Z is 1, hence finite.
6.2.16. — The following derived adjunction again uses the finiteness of the cohomo-
logical dimension of Z.
Lemma 6.2.14. — For F,G,H ∈ D+(ShAbX) we have a natural isomorphism
RHomShAbX(F ⊗
L G,H) ∼= RHomShAbX(F,RHom(G,H)) .
Proof. — If G ∈ ShAbX is flat and H ∈ ShAbX is injective, then the functor
ShAbX ∋ F 7→ HomShAbX(F, Hom(G,H))
∼= HomShAbX(F ⊗G,H) ∈ Ab
is, as a composition of exact functors, exact. It follows that Hom(G,H) is again
injective. We now show the Lemma. We can assume that H is a complex of injectives.
Furthermore, since the cohomological dimension of Z is one, hence in particular finite,
we can assume that G is a complex of flat sheaves. Then we have
RHomShAbX(F ⊗
L G,H) ∼= HomShAbX(F ⊗G,H)
∼= HomShAbX(F, Hom(G,H))
∼= RHomShAbX(F, Hom(G,H)) .
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6.3. Verdier duality for locally compact stacks in detail
6.3.1. — Let f : X → Y be a map of locally compact stacks.
Definition 6.3.1. — We say that the cohomological dimension of f∗ is not greater
than n ∈ N if the derived functor Rif∗ : ShAbX→ ShAbY vanishes for all i > n.
The main theorem of the present subsection is
Theorem 6.3.2. — Assume that f : X → Y is a representable and proper map
between locally compact stacks such that f∗ has finite cohomological dimension. Then
the functor Rf∗ : D
+(ShAbX)→ D
+(ShAbY) admits a right adjoint f
! : D+(ShAbY)→
D+(ShAbX).
The proof of Theorem 6.3.2 will be finished in 6.3.6. The main idea is to transfer
the construction of f ! from [KS94, Section 3.1] to the present situation.
6.3.2. — We consider the functorial flabby resolution (see 3.1.10) of the constant
sheaf Z
X
→ F l(Z
X
) and form the truncated complex K := τ≤nF l(Z
X
) so that in
particular Kn = ker(F ln(Z
X
)→ F ln+1(Z
X
)).
Lemma 6.3.3. — Assume that f is representable and that f∗ has cohomological di-
mension not greater than n. Then the complex
(6.3.4) 0→ ZX → K
0 → K1 → · · · → Kn → 0
is a flat and f∗-acyclic resolution of ZX.
Proof. — The sheaf ker(Kn → Kn+1) is a torsion-free subsheaf of a torsion-free
sheaf and therefore flat (compare [KS94, Lemma 3.1.4]). By Lemma 3.1.4 the flabby
sheaves Ki for i = 0, . . . , n − 1 are f∗-acyclic. In order to see that K
n is f∗-acyclic,
it suffices to show that Rif∗(ker(K
n → Kn+1)) ∼= 0 for i ≥ 1. In fact, we have
Rif∗(ker(K
n → Kn+1)) ∼= Ri+nf∗ZX ∼= 0.
6.3.3. — The fibers of a representable and proper morphism of topological stacks are
compact. This is explicitly used in the proof of the following Lemma.
Lemma 6.3.5. — If f : X → Y is a representable and proper morphism of locally
compact stacks, then the functor f∗ : ShAbX→ ShAbY preserves direct sums.
Proof. — Let (Gi)i∈I be a family of sheaves in ShAbX. Then we have a canonical
map ⊕
i∈I
◦f∗(Gi)→ f∗ ◦
⊕
i∈I
(Gi) .
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In order to show that this map is an isomorphism we show that the induced map
(
⊕
i∈I
◦f∗(Gi))U → (f∗ ◦
⊕
i∈I
(Gi))U
is an isomorphism for all (U → Y ) ∈ Y. Choose such (U → Y ) and consider the
Cartesian diagram
V
g

// X
f

U // Y
.
It suffices to show that the induced map⊕
i∈I
◦g∗(Gi)U → g∗ ◦
⊕
i∈I
(Gi)U
is an isomorphism. We consider the induced map on the stalk at x ∈ U . Since the
restriction to g−1(x) commutes with the sum and g−1(x) is compact it is given by⊕
i∈I
◦Γ(g−1(x), [(Gi)U ]|g−1(x))→ Γ(g
−1(x),
⊕
i∈I
[(Gi)U ]|g−1(x))
(see [KS94, Proposition 2.5.2]). But this last map is an isomorphism since the global
section functor on sheaves on a compact space commutes with sums.
6.3.4. — Fix j ∈ {0, 1, 2 . . . , n} and set K := Kj , see 6.3.2
Lemma 6.3.6. — Let f : X → Y be a representable, proper morphism of locally
compact stacks such that f∗ has cohomological dimension not greater than n. Then
the functor G 7→ f∗(G⊗K) is an exact functor ShAbX→ ShAbY. Furthermore, G⊗K
is f∗-acyclic.
Proof. — In the following proof we freely use the facts listed in 6.1.14. Let G· be an
exact complex in ShAbX. For (U → Y ) ∈ Y consider the Cartesian diagram
V
g

// X
f

U // Y
.
Note that (V → X) ∈ X. By construction (see [KS94, Lemma 3.1.4]) KV is flat
and g-soft. The complex G·V is exact. By [KS94, Lemma 3.1.2 (ii)] the complex
g∗(G
·
V ⊗KV ) = (f∗(G
· ⊗K))U is exact. Since this is true for all (U → Y ) ∈ Y we
conclude that f∗(G
· ⊗K) is exact.
We now show that G⊗K is f∗-acyclic. We must show that R
if∗(G⊗K) ∼= 0 for all
i ≥ 1. For (U → Y ) ∈ Y as above we have (Rif∗(G⊗K))U ∼= R
ig∗(GU ⊗KU ) ∼= 0,
since GU ⊗ KU is g-soft by [KS94, Lemma 3.1.2 (i)] (note that KU is flasque and
flat). Since (U → Y ) was arbitrary this implies that Rif∗(G⊗K) ∼= 0
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6.3.5. — For (V → X) ∈ X let hˆZV denote the sheafification of the presheaf h
Z
V ,
the presheaf of free abelian groups generated by the sheaf hV represented by V . We
consider the functor f !K : ShAbY → PrAbX which associates to a sheaf F ∈ ShAbY the
presheaf f !K(F ) ∈ PrAbX given by
X ∋ (V → X) 7→ f !KF (V ) := HomShAbY(f∗(hˆ
Z
V ⊗K), F ) ∈ Ab .
Note that K → f !K(F ) is also a functor in K (for fixed F ).
Lemma 6.3.7. — Let K be as in 6.3.4 and f : X → Y be a representable, proper
morphism of locally compact stacks such that f∗ has cohomological dimension not
greater than n. Assume that F ∈ ShAbY is an injective sheaf. Then f
!
K(F ) is an
injective sheaf. Furthermore, for G ∈ ShAbX there is a canonical isomorphism
(6.3.8) HomShAbY(f∗(G⊗K), F )
∼= HomShAbX(G, f
!
K(F )) .
Proof. — We show that f !KF is a sheaf by copying the corresponding argument in
the proof of [KS94, Lemma 3.1.3]. The functor G 7→ HomShAbY(f∗(G⊗K), F ) is exact
by Lemma 6.3.6 and injectivity of F . If we establish the isomorphism (6.3.8), then
we also have shown that f !K(F ) is injective.
For (W → X) ∈ X we have a canonical isomorphism
(6.3.9) HomShAbY(f∗(hˆ
Z
W ⊗K), F ) = f
!
K(F )(W )
∼= HomShAbX(hˆ
Z
W , f
!
K(F )) .
For a system (Gi)i∈I of sheaves we have a natural map colimi∈I ◦ f∗(Gi) → f∗ ◦
colimi∈I(Gi). For G ∈ ShAbX we get
HomShAbY(f∗(G⊗K), F )
∼= HomShAbY(f∗((colimhˆZW→G
hˆZW )⊗K), F )
!
∼= HomShAbY(f∗ ◦ colimhˆZW→G
(hˆZW ⊗K), F )
→ HomShAbY(colimhˆZ
W
→G ◦ f∗(hˆ
Z
W ⊗K), F )
∼= lim
hˆZ
W
→G
HomShAbY(f∗(hˆ
Z
W ⊗K), F )
∼= lim
hˆZ
W
→G
HomShAbX(hˆ
Z
W , f
!
K(F ))
∼= HomShAbX(colimhˆZ
W
→Ghˆ
Z
W , f
!
K(F ))
∼= HomShAbX(G, f
!
K(F )) .
The marked isomorphism uses that the tensor product of sheaves commutes with
colimits, a consequence of the fact 6.2.5 that it is part of a closed monoidal structure.
It remains to show that this composition is an isomorphism. If we write out the
definition of the colimit in G ∼= colimhˆZW→G
hˆZW we obtain an exact sequence of the
form
(6.3.10)
⊕
j∈J
hˆZWj →
⊕
i∈I
hˆZVi → G→ 0 .
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Now observe that for any collection (Gi)i∈I of sheaves in ShAbX we have
HomShAbY(f∗((
⊕
i
Gi)⊗K), F ) ∼=
∏
i∈I
HomShAbY(f∗(Gi ⊗K), F )
since f∗ (Lemma 6.3.5) and · · · ⊗K commute with sums. Clearly we also have
HomShAbX(
⊕
i
Gi, f
!
K(F ))
∼=
∏
i∈I
HomShAbX(Gi, f
!
K(F )) .
From (6.3.10) we thus get the diagram
0 0y y
HomShAbY(f∗(G⊗K), F ) −−−−→ HomShAbX(G, f
!
K(F ))y y∏
i∈I HomShAbY(f∗(hˆ
Z
Vi
⊗K), F )
α
−−−−→
∏
i∈I HomShAbX(hˆ
Z
Vi
, f !K(F ))y y∏
j∈J HomShAbY(f∗(hˆ
Z
Wj
⊗K), F )
β
−−−−→
∏
j∈J HomShAbX(hˆ
Z
Wj
, f !K(F )).
Because of the isomorphism (6.3.9) the maps α and β are isomorphisms. The left
vertical sequence is exact by Lemma 6.3.6. The right vertical sequence is exact by
the left-exactness of the Hom-functor. It follows from the five Lemma that (6.3.8) is
an isomorphism.
6.3.6. — Let IShAbX ⊂ ShAbX denote the full subcategory of injective objects and
K+(IShAbX) be the category of complexes in IShAbX which are bounded below, and
whose morphisms are homotopy classes of chain maps. Then we have an equivalence
of triangulated categories
K+(IShAbX) ∼= D
+(ShAbX) .
Let f : X → Y be a representable, proper morphism of locally compact stacks such
that f∗ has cohomological dimension not greater than n, and let K
· be as in 6.3.2.
We then define the functor f ! : K+(IShAbY)→ K
+(IShAbX) by
f !(F ·) = (f !K·(F
·))tot ,
where E·,·tot denotes the total complex of the double complex E
·,·. Since f !K preserves
injective sheaves by Lemma 6.3.7 this functor is well-defined. Furthermore, for F ∈
K+(IShAbY) and G ∈ K
+(IShAbX) we have by Lemma 6.3.7 a natural isomorphism
between spaces of chain maps
HomC+(ShAbY)(f∗(G
· ⊗K ·)tot, F
·) ∼= HomC+(ShAbX)(G
·, f !(F ·))
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which descends to an isomorphism on the level of homotopy classes
HomK+(IShAbY)(f∗(G
· ⊗K ·)tot, F
·) ∼= HomK+(IShAbX)(G
·, f !(F ·)) .
Since f !(F ·) is a complex of injective sheaves we have
HomK+(IShAbX)(G
·, f !(F ·)) ∼= HomD+(ShAbX)(G
·, f !(F ·)) .
Note that G· ∼= G· ⊗ ZX → (G
· ⊗ K ·)tot is a quasi-isomorphism, and the complex
G· ⊗K · consists of f∗-acyclic sheaves by Lemma 6.3.6. Therefore f∗(G
· ⊗ K ·)tot ∼=
Rf∗(G
·). Since F · is injective we have
HomK+(ShAbY)(f∗(G
· ⊗K ·)tot, F
·) ∼= HomD+(ShAbY)(Rf∗(G
·), F ·) .
We conclude that
HomD+(ShAbY)(Rf∗(G
·), F ·) ∼= HomD+(ShAbX)(G
·, f !(F ·)) .
This finishes the proof of Theorem 6.3.2. ✷
6.3.7. — We consider morphisms f : X → Y and u : U → Y of locally compact stacks
and form the Cartesian diagram
V
v //
g

X
f

U
u // Y
.
Lemma 6.3.11. — Assume the f is representable, proper and that f∗ has finite
cohomological dimension. Assume furthermore that u has local sections. Then we
have a natural transformation v∗ ◦ f ! → g! ◦ u∗.
Proof. — First note that g is representable, proper and that g∗ has finite coho-
mological dimension. Furthermore, v has local sections. We apply f ! to the unit
id→ Ru∗ ◦ u
∗ and obtain a morphism
(6.3.12) f ! → f ! ◦Ru∗ ◦ u
∗ .
Since f is representable and u has local sections we have the isomorphism (see Lemma
6.1.12 or [BSS07, Lemma 2.43])
u∗ ◦Rf∗ ∼= Rg∗ ◦ v
∗ .
Taking its right adjoint yields the isomorphism
f ! ◦Ru∗ ∼= Rv∗ ◦ g
! .
We plug this into (6.3.12) and obtain a transformation
f ! → Rv∗ ◦ g
! ◦ u∗ .
Its adjoint is the desired transformation
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6.3.8. — The following adjunction is a consequence of the derived projection formula
Lemma 6.2.13 and the derived adjunction Lemma 6.2.14
Lemma 6.3.13. — If f : X → Y is a representable proper morphism of locally
compact stacks which has local sections and is such that f∗ has finite cohomological
dimension, then for G ∈ D+(ShAbX) and F ∈ D
+(ShAbX) we have a natural isomor-
phism
Rf∗RHom(G, f
!F ) ∼= RHom(Rf∗G,F ) .
Proof. — Let H ∈ D+(ShAbX) be arbitrary. Then we calculate using Lemma 6.1.8
and Lemma 6.2.13 that
RHomShAbY(H,Rf∗RHom(G, f
!F )) ∼= RHomShAbX(f
∗H,RHom(G, f !F ))
∼= RHomShAbX(f
∗H ⊗L G, f !F )
∼= RHomShAbY(Rf∗(f
∗H ⊗L G), F )
∼= RHomShAbY(H ⊗
L Rf∗G,F )
∼= RHomShAbY(H,RHom(Rf∗G,F )) .
6.3.9. —
Definition 6.3.14. — If f : X → Y is a proper morphism of locally compact stacks
such that f∗ has finite cohomological dimension, then we define the relative dualizing
complex by
ωX/Y := f
!(Z
Y
) .
It would be interesting to know the structure of ωX/Y for a topological submersion
f in the sense of [KS94, Def. 3.3.1].
6.3.10. — In a different setup of Artin stacks and the lisse-e´tale site in [LO05] a six
functor calculus was constructed. Starting with the observation that dualizing sheaves
on the small sites are sufficiently functorial the functors Rf! and f
! are constructed
on constructible sheaves by duality. In this approach one can relate the global f ! with
the local versions without any difficulty.
A similar approach may work in the present topological context as well, but it is
not clear how the resulting f ! will relate to the construction in the present paper.
6.4. The integration map
6.4.1. — LetM be a closed connected orientable n-dimensional topological manifold.
Definition 6.4.1. — A map between locally compact stacks f : X → Y is a locally
trivial fiber bundle with fiber M if for every space U → X the pull-back U ×Y X → U
is a locally trivial fiber bundle of spaces with fiber M .
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Note that a locally trivial fiber bundle f with fiber M is representable, proper and
has local sections, and f∗ has finite cohomological dimension. In order to see the
last fact and to calculate Rnf∗(ZX) we consider (U → Y ) ∈ Y and let V → U be
surjective and locally an open embedding such that we have a diagram with Cartesian
squares
(6.4.2) M
q

V ×Y Xoo
h

// U ×Y X
g

// X
f

∗ Vp
oo // U
u // Y
.
The map g is a topological submersion in the sense of [KS94, Def. 3.3.1]. As
remarked in [KS94, Sec. 3.3] the cohomological dimension of g∗ is not greater than
n. This implies (Rif∗F )U ∼= R
ig∗(FU×Y X) = 0 for all i > n. Since this holds true for
all (U → Y ) ∈ Y we conclude that Rif∗F = 0 for all i > n.
We use the left part of the diagram (6.4.2) in order to see that Rnf∗(ZX) is locally
isomorphic to Z
Y
. In fact, we have
Rf∗(ZX)V ∼= Rh∗Z(V×YX)
∼= p∗Rq∗Z(M) .
A choice of an orientation ofM gives an isomorphism Rnq∗Z(M) ∼= Z(∗) and therefore
Rnf∗(ZX)V ∼= p
∗Z(∗) ∼= Z(V ).
Definition 6.4.3. — A locally trivial fiber bundle f : X → Y with fiber M is called
orientable if there exists an isomorphism Rnf∗(ZX) ∼= ZY. An orientation of f is a
choice of such an isomorphism.
6.4.2. — Let f : X → Y be a locally trivial fiber bundle with fiber M , where M is a
compact closed n-dimensional topological manifold. We consider the f∗-acyclic and
flat resolution K defined in (6.3.4). The following was observed in 6.3.6
Corollary 6.4.4. — The functor Rf∗ : D
+(ShAbX)→ D
+(ShAbY) is represented by
f∗ ◦ TK , where TK is tensor product with the complex K.
We now define a natural transformation
RHom(Rnf∗(ZX), F )→ Rf∗ ◦ f
!(F ) .
Let F ∈ C+(IShAbY) be a complex of injectives. We start from the observation that
Rnf∗(ZX) ∼= f∗(K
n)/im(f∗(K
n−1)→ f∗(K
n)) .
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For (U → Y ) ∈ Y we thus obtain a chain of maps of complexes
Hom(Rnf∗ZX, F )(U) ∼= HomShAbY(hˆ
Z
U , Hom(R
nf∗ZX, F ))
∼= HomShAbY(hˆ
Z
U ⊗R
nf∗(ZX), F )
∼= HomShAbY(hˆ
Z
U ⊗ f∗(K
n)/im(f∗(K
n−1)→ f∗(K
n)), F )
!
→ HomShAbY(hˆ
Z
U ⊗ f∗(K), F )
6.2.11
∼= HomShAbY(f∗(f
∗hˆZU ⊗K), F )
6.3.7
∼= HomShAbX(f
∗hˆZU , f
!
K(F ))
∼= HomShAbX(hˆ
Z
U , f∗ ◦ f
!
K(F ))
∼= f∗ ◦ f
!
K(F )(U) ,
where the map marked by ! has degree n. The projection formula Lemma 6.2.11
can be applied since f∗hˆZU is flat. This transformation preserves homotopy classes of
morphisms F → F ′. Since F is injective we have
Hom(Rnf∗ZX, F ) ∼= RHom(R
nf∗ZX, F ) .
Further note that f !K(F ) is still a complex of injectives by Lemma 6.3.7. Therefore f∗◦
f !K(F )
∼= Rf∗◦f
!(F ). Hence this chain of maps of complexes induces a transformation
(6.4.5) RHom(Rnf∗ZX, F )→ Rf∗ ◦ f
!(F ) .
6.4.3. — Its adjoint is a natural transformation
Rf∗f
∗RHom(Rnf∗ZX, F )→ F .
Let us now assume that f : X → Y is in addition oriented by an isomorphism
Rnf∗ZX ∼= ZY. We precompose with this isomorphism and get the integration map.
Definition 6.4.6. — The integration map∫
f
: Rf∗ ◦ f
∗ → id
is the natural transformation of functors D+(ShAbY) → D
+(ShAbY) of degree −n
defined as the composition
Rf∗f
∗(F ) ∼= Rf∗f
∗(Hom(Z
Y
, F )) ∼= Rf∗f
∗(Hom(Rnf∗(ZX), F ))→ F .
In Lemmas 6.5.20 and 6.5.31 we will verify in the more general case of unbounded
derived categories that the integration map is functorial with respect to compositions
and compatible with pull-back diagrams.
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6.5. Operations with unbounded derived categories
6.5.1. — The category of sheaves ShAbX on a locally compact stack is a Grothendieck
abelian category (see 3.3.1). The category of complexes in a Grothendieck abelian cat-
egory carries a model category structure (see 3.3.2). The unbounded derived category
is the associated homotopy category. The goal of the present subsection is to extend
the sheaf theory operations (f∗, f∗) and the integration map
∫
f
to the unbounded
derived category.
Many results of the present subsection would continue to hold if one drops the
assumption of local compactness in the definition of the site associated to stacks
as well as for the stacks themselves. But the assumption of local compactness is
important for the integration map since it uses versions of the projection formula.
6.5.2. — Let f : X → Y be a morphism between locally compact stacks. Then we
have an adjoint pair of functors
f∗ : C(ShAbY)⇆ C(ShAbX) : f∗ .
In order to descend the functor f∗ to the bounded below derived category it was
sufficient to know that f∗ is left exact. In this case the idea is to apply f∗ to injective
resolutions. The descent of the other functor f∗ is usually only considered if it exact,
but see e.g. [Ols07] for more general constructions. We know by 6.1.11 that the
functor f∗ is exact if f has local sections.
It is not possible to show using the left exactness that f∗ preserves quasi-
isomorphisms between unbounded complexes of injectives. Even worse, it is not
clear how to resolve an unbounded complex by an injective complex. The method to
descend f∗ to the derived category uses abstract homotopy theory and works under
the additional assumption that f has local sections.
Recall that we use a model structure on the category C(ShAbX) of unbounded
complexes of sheaves for which the equivalences are the quasi-isomorphisms, and the
cofibrations are the level-wise injections (see 3.3.2). The inclusion C+(ShAbX) →֒
C(ShAbX) of the full subcategory of bounded below complexes induces an identifica-
tion D+(ShAbX) ∼= hC
+(ShAbX) →֒ hC(ShAbX) =: D(ShAbX) of the bounded below
derived category as a full subcategory of the unbounded derived category.
The functor Rf∗ : D
+(ShAbX) → D
+(ShAbY) is the adjoint of the restriction of
f∗ to the bounded below derived categories, and it is therefore the restriction of
Rf∗ : D(ShAbX)→ D(ShAbY) to be defined below.
Lemma 6.5.1. — If the morphism f : X → Y of locally compact stacks has local
sections, then (f∗, f∗) is a Quillen adjoint pair.
Proof. — We use the criterion [Hov99, Def. 1.3.1 (2)] in order to show that f∗
is a left Quillen functor. We must show that it preserves cofibrations and trivial
cofibrations. In other words, we must show that f∗ preserves injections and injections
6.5. OPERATIONS WITH UNBOUNDED DERIVED CATEGORIES 105
which induce isomorphisms on cohomology. Both properties follow from the exactness
of f∗ : ShAbY → ShAbX.
6.5.3. — Let f : X → Y be a map between locally compact stacks which has local
sections. Since (f∗, f∗) is a Quillen adjoint pair it induces a derived adjoint pair
Lf∗ : hC(ShAbY)⇆ hC(ShAbX) : Rf∗
(see Lemma [Hov99, Lemma 1.3.10]). Since f∗ is exact it directly descends to the
homotopy category.
6.5.4. — Let g : Y → Z be a second map of locally compact stacks which admits
local sections. Then we have adjoint canonical isomorphisms
(6.5.2) (g ◦ f)∗ ∼= f∗ ◦ g∗ , (g ◦ f)∗ ∼= g∗ ◦ f∗ .
Lemma 6.5.3. — We have a canonical isomorphism
R(g ◦ f)∗ ∼= Rg∗ ◦Rf∗ .
Proof. — Using [Hov99, Thm. 1.3.7] we have a natural transformation
(6.5.4) R(g ◦ f)∗ ∼= R(g∗ ◦ f∗)→ Rg∗ ◦Rf∗
which is adjoint to
(6.5.5) Lf∗ ◦ Lg∗ → L(f∗ ◦ g∗) ∼= L(g ◦ f)∗ .
Since Lf∗, Lg∗, and L(g◦f)∗ are plain descents of f∗, g∗, and (g◦f)∗ to the homotopy
category it follows from (6.5.2) that (6.5.5) is an isomorphism. Therefore its adjoint
(6.5.4) is also an isomorphism.
6.5.5. — Consider a Cartesian diagram of locally compact stacks
U
g

v // X
f

V
u // Y
,
where all maps have local sections. Using the unit id→ v∗◦v
∗, the counit u∗◦u∗ → id,
and (6.5.2) we define (see Lemma 6.1.12) a transformation
u∗ ◦ f∗ → u
∗ ◦ f∗ ◦ v∗ ◦ v
∗ ∼= u∗ ◦ u∗ ◦ g∗ ◦ v
∗ → g∗ ◦ v
∗ .
It is functorial with respect to compositions of such Cartesian diagrams. By the same
method we obtain a transformation
(6.5.6) Lu∗ ◦Rf∗ → Rg∗ ◦ Lv
∗ .
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6.5.6. — By Lemma 6.1.12 we know that the transformation
u∗ ◦ f∗ → g∗ ◦ v
∗
is in fact an isomorphism. The derived version is more complicated and needs an
additional assumption.
Lemma 6.5.7. — Assume that g is representable and g∗ : ShAbU→ ShAbV has finite
cohomological dimension. Then the transformation (6.5.6) is an isomorphism.
Proof. — We choose fibrant replacement functors
IX : C(ShAbX)→ C(ShAbX) , IU : C(ShAbU)→ C(ShAbU) .
In terms of these replacement functors we can write the compositions of derived
functors as descents of quasi-isomorphism preserving functors on the level of chain
complexes:
Lu∗ ◦Rf∗ ∼= u
∗ ◦ f∗ ◦ IX , Rg∗ ◦ Lv
∗ ∼= g∗ ◦ IU ◦ v
∗ .
Let F ∈ C(ShAbX). We must show that the marked arrows (induced by id→ IU and
id→ IX) in the following sequence are quasi-isomorphisms
u∗f∗IX(F ) ∼= g∗v
∗IX(F )
(∗)
→ g∗IUv
∗IX(F )
(∗∗)
← g∗IUv
∗(F ) .
The arrow marked by (∗∗) is a quasi-isomorphism since the functors g∗IU and v
∗
preserve quasi-isomorphisms, and F → IX(F ) is a quasi-isomorphism.
The morphism (∗) is more complicated, and it is here where we need the assump-
tion. It is a property of the injective model structure on the chain complexes of a
Grothendieck abelian category that a fibrant complex consists of injective objects. An
injective sheaf is in particular flabby. Since v has local sections v∗ preserves flabby
sheaves (Lemma 3.1.5). We conclude that v∗IX(F ) is a complex of flabby sheaves.
Let G ∈ C(ShAbU) be a complex of flabby sheaves. We must show that g∗(G) →
g∗IU (G) is a quasi-isomorphism. Since g∗ is an additive functor this assertion is
equivalent to the assertion that g∗(C) is exact, where C is the mapping cone of
G→ IU (G). Note that C is an exact complex of flabby sheaves. It decomposes into
short exact sequences
0→ Zn → Cn → Zn+1 → 0 ,
where Zn := ker(Cn → Cn+1). Since g is representable we know by Lemma 3.1.4
that flabby sheaves are g∗-acyclic. Therefore we obtain the exact sequence
0→ g∗(Z
n)→ g∗(C
n)→ g∗(Z
n+1)→ R1g∗(Z
n)→ 0
and the isomorphisms
Rkg∗(Z
n+1) ∼= Rk+1g∗(Z
n)
for all k ≥ 1. By induction we show that for k ≥ 1 and all l ∈ N we have
Rkg∗(Z
n) ∼= Rk+lg∗(Z
n−l) .
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Since we assume that g∗ has bounded cohomological dimension we conclude that
Rk(Zn) ∼= 0 for all n ∈ Z and k ≥ 1. In particular the sequences
0→ g∗(Z
n)→ g∗(C
n)→ g∗(Z
n+1)→ 0
are exact for all n ∈ Z. This shows the exactness of g∗(C).
6.5.7. — Let now f : X → Y be a representable map between locally compact stacks
which is an oriented locally trivial fiber bundle of closed oriented manifolds of dimen-
sion n. In particular, f has local sections and is proper, and f∗ has cohomological
dimension ≤ n. We consider the canonical flabby resolution (see 3.1.10)
0→ Z
X
→ F l0(Z
X
)→ F l1(Z
X
)→ . . . .
Then we know that f∗F l(ZX) is exact above degree n. We letK denote the truncation
(6.3.4) of this resolution at n. Then the orientation of the bundle (see 6.4.3) gives the
last isomorphism in the following composition
f∗K
n → f∗K
n/im(f∗K
n−1 → f∗K
n) ∼= Rnf∗ZX ∼= ZY .
We let TK : C(ShAbX)→ C(ShAbX) denote the functor which associates to the complex
F the total complex TK(F ) of F ⊗K. The projection formula Lemma 6.2.11 for the
proper representable map f gives an isomorphism
f∗ ◦ TK ◦ f
∗(F ) ∼= Tf∗K(F )
for complexes of flat sheaves F ∈ C(ShAbY). The inclusion ZX → K and the projec-
tion f∗K → ZY[−n] induces transformations
(6.5.8) id→ TK , Tf∗K· → id[−n] .
6.5.8. — We know by Lemma 6.3.6 that the functor
f∗ ◦ TK : ShAbX→ ShAbY
is exact. We choose a functorial fibrant replacement functor id→ I on C(ShAbX). Let
R : C(ShAbY)→ C(ShAbY) be the functorial flat resolution functor of 3.4.1, extended
to unbounded complexes. Then we consider sequence
(6.5.9)
f∗◦I◦f
∗ → f∗◦TK◦I◦f
∗ !← f∗◦TK◦f
∗ !← f∗◦TK◦f
∗◦R ∼= Tf∗K◦R→ R[−n]→ id[−n] .
All functors in this sequence preserve quasi-isomorphisms and therefore descend
plainly to the homotopy category hC(ShAbX). Since f∗ ◦ TK is exact the arrows
marked by ! induce isomorphisms of functors on the homotopy category. Now observe
that the descent of f∗ ◦ I ◦ f
∗ to the homotopy category is isomorphic to Rf∗ ◦ Lf
∗.
Therefore (6.5.9) induces a transformation
(6.5.10)
∫
f
: Rf∗ ◦ Lf
∗ → id[−n] .
Definition 6.5.11. — The transformation (6.5.10) is called the integration map.
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It generalizes Definition 6.4.6 from the bounded below to the unbounded derived
category.
6.5.9. — In order to have a simple definition we have defined the integration map
using a canonical resolution of Z
X
of length n. In fact, we can use more general
resolutions. This will turn out to be useful for the verification of functorial properties
of the integration map.
6.5.10. — Let us first recall some notation. An object (U → X) ∈ X represents the
presheaf hU ∈ PrX (see also 6.2.3). We let h
Z
U ∈ PrAbX be the free abelian presheaf
generated by hU and form hˆ
Z
U := i
♯hZU ∈ ShAbX.
Definition 6.5.12. — Let f : X → Y be a map of locally compact stacks. A sheaf
F ∈ ShAbX is called locally f∗-acyclic, if for every (U → X) ∈ X and k ≥ 1 we have
Rkf∗(hˆ
Z
U ⊗ F )
∼= 0.
6.5.11. — Let f : X → Y be a map of locally compact stacks.
Lemma 6.5.13. — Assume that the cohomological dimension of f∗ is bounded by n.
If
L0 → L1 → · · · → Ln−1 → Ln → 0
is an exact complex such that the Li are f∗-acyclic (or locally f∗-acyclic) for i =
0, . . . , n− 1, then Ln is f∗-acyclic (or locally f∗-acyclic, respectively).
This can be shown by a similar induction argument as used in the proof of Lemma
6.5.7. ✷
6.5.12. — Let f : X → Y be a map of locally compact stacks.
Lemma 6.5.14. — Let (V → X) ∈ X and F be locally f∗-acyclic. Then hˆ
Z
V ⊗ F is
locally f∗-acyclic.
Proof. — Indeed, let (U → X) ∈ X. Then we have
hˆZU ⊗ (hˆ
Z
V ⊗ F )
∼= (hˆZU ⊗ hˆ
Z
V )⊗ F .
Furthermore we have
hˆZU ⊗ hˆ
Z
V
Lemma 6.2.3
∼= i♯(hZU ⊗
p hZV )
∼= i♯(hU × hV )
Z ∼= i♯hZU×XV
∼= hˆZU×XV ,
where we use the fact, that the absolute product in X is given by the fiber product
spaces over X ([BSS07, Lemma 2.3.3]). It follows that
Rkf∗(hˆ
Z
U ⊗ (hˆ
Z
V ⊗ F ))
∼= Rkf∗(hˆ
Z
U×XV ⊗ F )
∼= 0
for all k ≥ 1.
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6.5.13. — Let f : X → Y be a map of locally compact stacks.
Lemma 6.5.15. — Assume that f is proper, representable, and that the cohomolog-
ical dimension of f∗ is bounded. If F ∈ ShAbX is flat and locally f∗-acyclic, then for
any sheaf G ∈ ShAbX the tensor product G⊗ F is f∗-acyclic and locally f∗-acyclic).
Proof. — We construct a resolution · · · → Gj → Gj−1 → · · · → G0 → G, where all
Gj are coproducts of sheaves of the form hˆ
Z
U . In fact, we have a surjection⊕
hˆZ
U
→G
hˆZU → G .
If we have already constructed Gj → · · · → G0 → G, then we extend this complex by⊕
hˆZ
U
→ker(Gj→Gj−1)
hˆUZ → Gj .
Since F is flat, the complex
· · · → Gj ⊗ F → · · · → G0 ⊗ F → G⊗ F
is exact. The tensor product commutes with direct sums. Therefore Gj ⊗F is a sum
of f∗-acyclic sheaves, and by Lemma 6.5.14 also of locally f∗-acyclic sheaves. Since
f∗ commutes with direct sums (Lemma 6.3.5) the sheaves Gj ⊗ F are themselves
f∗-acyclic and locally f∗-acyclic. With Lemma 6.5.13 we conclude that G ⊗ F is
f∗-acyclic and locally f∗-acyclic.
6.5.14. — Let f : X → Y be a map of locally compact stack.
Lemma 6.5.16. — If f is representable, then a flasque sheaf is locally f∗-acyclic.
Proof. — Let F ∈ ShAbX be flasque. We consider (U → Y ) ∈ Y and form the
Cartesian diagram
V //
g

X
f

U // Y
.
Then (V → X) ∈ X and we have Rf∗(F )U ∼= Rg∗(FV ). The restriction FV ∈ ShAb(V )
is still flasque. A flasque sheaf on (V ) is g-soft (see [KS94, Definition 3.1.1]). But
this implies that Rkg∗(FV ) = 0 for k ≥ 1. Since U → Y was arbitrary we see that
Rkf∗(F ) = 0 for k ≥ 1.
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6.5.15. — Let us from now on until the end of this subsection assume that f : X → Y
is a proper representable map of locally compact stacks which is an oriented locally
trivial fiber bundle with fiber a closed connected topological manifold of dimension
n.
Since a flat and flasque sheaf is locally f∗-acyclic and K is a truncation of a flat
and flasque resolution of Z
X
we see by Lemma 6.5.13 that K is a complex of flat and
locally f∗-acyclic sheaves. These are the two properties which make the theory work.
Let L → M be a quasi-isomorphism between upper bounded complexes of locally
f∗-acyclic and flat sheaves.
Lemma 6.5.17. — For every complex F ∈ C(ShAbX) the induced map
f∗(F ⊗ L)→ f∗(F ⊗M)
is a quasi-isomorphism.
Proof. — We form the mapping cone C of L → M . It is an exact complex of lo-
cally f∗-acyclic and flat sheaves. Since the tensor product and g∗ commute with the
formation of a mapping cone it suffices to show that f∗(F ⊗ C) is exact.
We know by Lemma 6.5.15 that F ⊗C is a complex of f∗-acyclic sheaves. We claim
that F ⊗ C is exact.
To this end we first show that H ⊗ C is exact for an arbitrary sheaf H ∈ ShAbX.
We decompose the exact complex C into short exact sequences
S(k) : 0→ Zk → Ck → Zk+1 → 0
where Zk := ker(Ck → Ck+1). Using the fact that the sheaves Ck are flat we obtain
0→ Tor1(H,Z
k+1)→ H ⊗ Zk → H ⊗ Ck → H ⊗ Zk+1 → 0
and the isomorphisms Torm+1(H,Z
k+1) ∼= Torm(H,Z
k) for all m ≥ 1. Since Z is
one-dimensional we know that Torm ∼= 0 for m ≥ 2. Inductively we conclude that
Tor1(H,Z
k) ∼= 0 for all k ∈ Z. It follows that H ⊗ S(k) is exact for all k ∈ Z. This
implies that H ⊗ C is exact.
Let now F be a complex. Using the previous result and a spectral sequence argu-
ment we conclude that the total complex associated to the double complex F ⊗ C is
exact.
Let now C ∈ C(ShAbX) be an exact complex of f∗-acyclic sheaves. We show
that this implies that f∗(C) is exact. The complex C decomposes into short exact
sequences
0→ Zn → Cn → Zn+1 → 0 ,
where Zn := ker(Cn → Cn+1). Using the fact that Cn is f∗-acyclic we obtain the
exact sequence
0→ f∗(Z
n)→ f∗(C
n)→ f∗(Z
n+1)→ R1f∗(Z
n)→ 0
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and the isomorphisms
Rkf∗(Z
n+1) ∼= Rk+1f∗(Z
n)
for all k ≥ 1. By induction we show that for k ≥ 1 and all l ∈ N we have
Rkf∗(Z
n) ∼= Rk+lf∗(Z
n−l) .
Since f∗ has bounded cohomological dimension we conclude that R
kf∗(Z
n) ∼= 0 for
all n ∈ Z and k ≥ 1. In particular the sequences
0→ f∗(Z
n)→ f∗(C
n)→ f∗(Z
n+1)→ 0
are exact for all n ∈ Z. This shows the exactness of f∗(C).
6.5.16. —
Lemma 6.5.18. — The integration map is independent of the choice of a flat locally
f∗-acyclic resolution K of ZX of length n.
Proof. — Let K,L are two such resolutions. Assume that there exists a quasi-
isomorphism K → L. The identification
coker(f∗L
n−1 → f∗L
n) ∼= coker(f∗K
n−1 → f∗K
n) ∼= Rnf∗(ZX) ∼= ZY
gives a map f∗L → ZY[−n] which induces the transformation Tf∗L → id of degree
−n.
It induces a commutative diagram
f∗If
∗ // f∗TKIf∗

f∗TKf
∗

∼oo f∗TKf∗R
∼oo ∼= //

Tf∗KR //

R // id
f∗If
∗ // f∗TLIf∗ f∗TLf∗
∼oo f∗TLf∗R
∼oo ∼= // Tf∗LR // R // id
The upper horizontal composition is the integration map defined using K (see
6.5.9), and the lower horizontal composition is the integration map defined using L.
We see that both maps are equal.
Let now K,L again be flat and locally f∗-acyclic resolutions of ZX of length n. We
complete the proof of the Lemma by showing that there exists a third such resolution
M together with quasi-isomorphisms K
∼
→M
∼
← L.
The maps Z
X
→ K and Z
X
→ L, respectively, induce maps K → K ⊗ L and
L→ K⊗Lwhich are quasi-isomorphisms. We further get induced quasi-isomorphisms
(6.5.19) K → F l(K ⊗ L) , L→ F l(K ⊗ L) .
We let M := τ≤nF l(K ⊗ L). The maps (6.5.19) factorize over M . Note that K ⊗ L
is flat. Since F l and truncation preserve flatness (see Lemma 3.1.12), we see that M
is flat. Since F l in fact produces flasque and hence locally f∗-acyclic resolutions, and
the cohomological dimension of f∗ is bounded by n we conclude by Lemma 6.5.13
that M is locally f∗-acyclic.
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6.5.17. — In this paragraph we show that the integration map is functorial. Let
g : Y → Z be a second proper and representable map of locally compact stacks which
is an oriented locally trivial fiber bundle of closed m-dimensional manifolds.
Lemma 6.5.20. — We have a commutative diagram
Rg∗ ◦Rf∗ ◦ Lf
∗ ◦ Lg∗
Rg∗(
∫
f
)

∼= // R(g ◦ f)∗ ◦ L(g ◦ f)∗
∫
g◦f

Rg∗ ◦ Lg
∗[−n]
∫
g // id[−n−m]
.
Proof. — The following sequence of modifications transforms the down-right compo-
sition into the right-down composition.
(6.5.21) g∗If∗If
∗g∗ → g∗If∗TKIf
∗g∗
∼
← g∗If∗TKf
∗g∗R→ g∗Ig
∗R
→ g∗TLIg
∗R
∼
← g∗TLg
∗R→ id
(6.5.22) g∗If∗If
∗g∗ → g∗TLIf∗If
∗g∗ → g∗TLIf∗TKIf
∗g∗
∼
← g∗TLf∗TKIf
∗g∗
∼
← g∗TLf∗TKf
∗g∗R→ g∗TLg
∗R→ id
(6.5.23) g∗If∗If
∗g∗ → g∗TLIf∗If
∗g∗
∼
← g∗TLf∗If
∗g∗ → g∗TLf∗TKIf
∗g∗
∼
← g∗TLf∗TKf
∗g∗R→ g∗TLg
∗R→ id
(6.5.24) g∗If∗If
∗g∗
∼
← g∗f∗If
∗g∗ → g∗TLf∗If
∗g∗ → g∗TLf∗TKIf
∗g∗
∼
← g∗TLf∗TKf
∗g∗R→ g∗TLg
∗R→ id
(6.5.25) g∗f∗If
∗g∗ → g∗TLf∗If
∗g∗ → g∗TLf∗TKIf
∗g∗
∼
← g∗TLf∗TKRIf
∗g∗
∼
← g∗TLf∗TKRf
∗g∗R→ g∗TLg
∗R→ id
(6.5.26) g∗f∗If
∗g∗ → g∗TLf∗TKIf
∗g∗
∼
← g∗f∗Tf∗L⊗KRIf
∗g∗
∼
← g∗f∗Tf∗L⊗KRf
∗g∗R→ g∗TLg
∗R→ id
(6.5.27) (g ◦ f)∗I(g ◦ f)
∗ → (g ◦ f)∗TMI(g ◦ f)
∗ ∼← (g ◦ f)∗TM (g ◦ f)
∗R → id
The transition from (6.5.21) to (6.5.22) uses the fact that tensoring with L and the
map id → TL can be commuted with the intermediate operations. In order to go
from (6.5.22) to (6.5.23) we use the fact that g∗TL preserves quasi-isomorphisms. The
same reason and the fact that f∗ preserves fibrant objects is behind the transition from
(6.5.23) to (6.5.24). We use e.g. the isomorphism g∗f∗If
∗g∗
∼
→ g∗If∗If
∗g∗. There
is a vertical quasi-isomorphism from (6.5.25) to (6.5.24). The step from (6.5.25)
to (6.5.26) uses the isomorphism TLf∗TKR
∼
→ f∗Tf∗L⊗KR given by the projection
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formula. The weak equivalence in (6.5.26) is not obvious (since f∗L ⊗ K is not
obviously g∗f∗-acyclic), but follows from the fact, that this line is isomorphic to
the previous (6.5.25). In the last step from (6.5.26) to (6.5.27) we use the map
f∗L ⊗K → M given by a truncated flabby resolution of f∗L ⊗K and the fact that
the integration map is independent of the choice of the resolution.
6.5.18. — Consider a cartesian diagram of locally compact stacks
(6.5.28) V
g

v // X
f

U
u // Y
.
We assume that f and u, and hence also g and v have local sections. Furthermore
we assume that f is representable and a locally trivial oriented fiber bundle with a
closed manifold as fiber. Then g has these properties, too. The orientation of g is
induced by
Rng∗ZV ∼= R
ng∗v
∗Z
X
∼= u∗Rnf∗ZX ∼= u
∗Z
Y
∼= ZU
We get diagrams
(6.5.29) u∗Rf∗f
∗
u∗
∫
f

(6.5.6)// Rg∗v∗f∗
(6.5.5)

u∗ Rg∗g
∗u∗∫
g
oo
(6.5.30) Ru∗Rg∗g
∗
Ru∗
∫
g

// Rf∗Rv∗g∗
Ru∗ Rf∗f
∗Ru∗∫
f
Ru∗
oo
∼
OO
For the upper horizontal transformation in (6.5.29) we use 6.5.3, and for the right
vertical one (6.1.15) or 6.5.7. Note that only in the bounded below derived category
the right vertical morphism is an equivalence for general u (which is anyway the
situation in which we will apply the assertion).
Lemma 6.5.31. — The diagrams (6.5.29) and (6.5.30) commutes.
To prove Lemma 6.5.31, we start with the following two technical lemmas.
Lemma 6.5.32. — Given a Cartesian diagram (6.5.28) of locally compact stacks
such that f and u have local sections, then for sheaves K ∈ ShAbX and F ∈ ShAbU
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the following diagram commutes:
f∗K ⊗ u∗F
=
−−−−→ f∗K ⊗ u∗Fy6.2.8 y6.2.8
f∗(K ⊗ f
∗u∗F ) u∗(u
∗f∗K ⊗ F )
∼
y6.1.12 ∼y6.1.12
f∗(K ⊗ v∗g
∗F ) u∗(g∗v
∗K ⊗ F )y6.2.8 y6.2.8
f∗v∗(v
∗K ⊗ g∗F ) u∗g∗(v
∗K ⊗ g∗F )
∼
y6.6.8 ∼y6.6.8
h∗(v
∗K ⊗ g∗F )
=
−−−−→ h∗(v
∗K ⊗ g∗F )
,
where h := f ◦ v = u ◦ g.
Proof. — By Definition 6.2.8, the left vertical morphism is the image of the identity
under the following sequence of maps
Hom(v∗K ⊗ g∗K, v∗K ⊗ g∗K)→ Hom(v∗f∗f∗K ⊗ v
∗v∗g
∗K, v∗K ⊗ g∗K)
→ Hom(v∗(f∗f∗K ⊗ f
∗u∗K), v
∗K ⊗ g∗K)→ Hom(f∗(f∗K ⊗ u∗K), v∗(v
∗K ⊗ g∗K))
→ Hom(f∗K ⊗ u∗K, f∗v∗(v
∗K ⊗ g∗K))→ Hom(f∗K ⊗ u∗K,h∗(v
∗K ⊗ g∗F )).
The right vertical morphism, on the other hand, is given by
Hom(v∗K ⊗ g∗K, v∗K ⊗ g∗K)→ Hom(g∗g∗v
∗K ⊗ g∗u∗u∗K, v
∗K ⊗ g∗K)
→ Hom(g∗(u∗f∗K ⊗ u
∗u∗K), v
∗K ⊗ g∗K)→ Hom(u∗(f∗K ⊗ u∗K), g∗(v
∗K ⊗ g∗K))
→ Hom(f∗K ⊗ u∗K,u∗g∗(v
∗K ⊗ g∗K))→ Hom(f∗K ⊗ u∗K,h∗(v
∗K ⊗ g∗F )).
In both cases, we first use the counit, then “commute” pushdown and pullback using
Lemma 6.1.12 and finally use adjunctions. By Lemma 6.1.12, the two ways to apply
the counit and the push-pull isomorphism commute. This implies commutativity of
the diagram of homomorphism sets, and therefore the commutativity of the original
diagram.
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Lemma 6.5.33. — In the situation of Lemma 6.5.32 for K ∈ ShAbX and F ∈ ShAbY
the following diagram commutes:
u∗(f∗K ⊗ F )
6.2.8
−−−−→ u∗f∗(K ⊗ f
∗F )y6.2.5 y6.1.12
u∗f∗K ⊗ u
∗F g∗v
∗(K ⊗ f∗F )y6.1.12 y6.2.5
g∗v
∗K ⊗ u∗F g∗(v
∗K ⊗ v∗f∗F )y= y6.6.9
g∗v
∗K ⊗ u∗F −−−−→
6.2.8
g∗(v
∗K ⊗ g∗u∗F )
.
Proof. — The left vertical and lower composition is by definition the image of the
identity under the sequence of maps
Hom(K ⊗ f∗F,K ⊗ f∗F )
unit
−−−→ Hom(K ⊗ f∗F, v∗v
∗(K ⊗ f∗F ))
adj
−−→ Hom(v∗(K ⊗ f∗F ), v∗(K ⊗ f∗F ))→ Hom(v∗K ⊗ g∗u∗F, v∗K ⊗ g∗u∗F )
counit
−−−−→ Hom(g∗g∗v
∗K⊗g∗u∗F, v∗K⊗g∗u∗F )
adj
−−→ Hom(g∗v
∗K⊗u∗F, g∗(v
∗K⊗g∗u∗F ))
→ Hom(u∗(f∗K ⊗ F ), g∗(v
∗K ⊗ g∗u∗F )).
The upper and right vertical composition is the image of the identity under the
sequence of maps
Hom(K ⊗ f∗F,K ⊗ f∗F )
counit
−−−−→ Hom(f∗f∗K ⊗ f
∗F,K ⊗ f∗F )
adj
−−→ Hom(f∗K ⊗ F, f∗(K ⊗ f
∗F ))
unit
−−−→ Hom(f∗K ⊗ F, u∗u
∗f∗(K ⊗ f
∗F ))
adj
−−→ Hom(u∗(f∗K ⊗ F ), u
∗f∗(K ⊗ f
∗F ))→ Hom(u∗(f∗K ⊗ F ), g∗v
∗(K ⊗ f∗F ))
→ Hom(u∗(f∗K ⊗ F ), g∗(v
∗K ⊗ v∗f∗F ))→ Hom(u∗(f∗K ⊗ F ), g∗(v
∗K ⊗ g∗u∗F )).
These two maps coincide, as follows from the fact that units and counits commute
(in the appropriate sense) with α∗ and β
∗.
6.5.19. — We now show that (6.5.29) commutes. We simplify the definition of the
integration map which is represented by all horizontal compositions in the following
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diagram.
f∗If
∗ //
∼

f∗TKIf
∗

f∗TKf
∗R
∼oo //

id
∼

f∗If
∗I
∼ // f∗TKIf∗I f∗TKf∗RI
∼oo // I
f∗f
∗I
∼
OO
//
∼

f∗TKf
∗I
∼

∼
OO
f∗TKf
∗RI∼
oo
∼

// I
∼

f∗f
∗IF l // f∗TKf∗IF l f∗TKf∗RIF l∼
oo // IF l
f∗f
∗F l
∼
OO
// f∗TKf∗F l
∼
OO
f∗TKf
∗RF l∼
oo
∼
OO
// F l
∼
OO
Let us comment about the isomorphisms in the first column. Let F ∈ C(ShAbX).
Then f∗If
∗(F ) → f∗If
∗I(F ) is a quasi-isomorphism since f∗If
∗ preserves quasi-
isomorphisms and F → I(F ) is a quasi-isomorphism. The map f∗f
∗I(F ) →
f∗If
∗I(F ) is a quasi-isomorphism since I(F ) is a complex of injective, hence flabby
sheaves, the functor f∗ preserves flabby sheaves, and therefore the acyclic mapping
cone of C := C(f∗I(F ) → If∗I(F )) is an exact complex of flabby sheaves. In
particular it is an exact complex of f∗-acyclic sheaves. Since f∗ has bounded coho-
mological dimension this implies that f∗(C) is exact (see the argument in the proof
of Lemma 6.5.17), and therefore f∗f
∗I(F ) → f∗If
∗I(F ) is a quasi-isomorphism.
The map f∗f
∗I(F ) → f∗f
∗IF l(F ) is a quasi-isomorphism by a similar argument.
In fact, f∗F l(F ) → f∗IF l(F ) is a quasi-isomorphism of f∗-acyclic sheaves. This
implies again by the mapping cone argument, that f∗f
∗F l(F ) → f∗f
∗IF l(F ) is a
quasi-isomorphism.
The lower line of the diagram (6.5.29) expresses the integration map in terms of
the flabby resolution functor F l. Since we know that F l preserves flat sheaves (we do
not know this for I) we can drop the flat resolution functor R from the construction of
the integration by adopting the convention that the functors are applied to complexes
of flat sheaves.
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We get the following commutative diagram
(6.5.34)
u∗Rf∗f
∗ ∼−−−−→ u∗Rf∗f
∗
u∗
∫
f
−−−−→ u∗y∼ y∼ y∼
u∗f∗TKf
∗F l
∼
←−−−− u∗Tf∗KF l −−−−→ u
∗F ly∼ y∼ y∼
g∗v
∗TKf
∗F l Tu∗f∗Ku
∗F l −−−−→ Tu∗Zu
∗F ly∼ y∼ y∼
g∗Tv∗Kv
∗f∗F l Tg∗v∗Ku
∗F l −−−−→ u∗F ly∼ y= y=
g∗Tv∗Kg
∗u∗F l
∼
←−−−− Tg∗v∗Ku
∗F l −−−−→ u∗F ly∼ y∼ y=
g∗Tv∗Kg
∗F lu∗
∼
←−−−− Tg∗v∗KF lu
∗ −−−−→ F lu∗y∼ y∼ y∼
Rg∗g
∗u∗
=
−−−−→ Rg∗g
∗u∗
∫
g
u∗
−−−−→ u∗
The commutativity of all the small squares is evident. The commutativity of the large
rectangle relies on the fact that the projection formula is compatible with pullbacks,
this is the statement of Lemma 6.5.33. The commutativity of the boundary of this
diagram gives (6.5.29).
6.5.20. — In order to show that (6.5.30) commutes we start with the following ob-
servation.
Lemma 6.5.35. — Assume, in the situation of Lemma 6.5.32, that K is a flat lo-
cally f∗-acyclic resolution of ZX of length n, and that f is a projection of a locally triv-
ial orientable fiber bundle of n-dimensional closed manifolds. Assume that f∗K → ZY
is an orientation. Let g∗v
∗K → ZU be the induced orientation of the pullback bundle
g. Then the following diagram commutes, where all the horizontal maps are given by
the orientations.
f∗K ⊗ u∗F −−−−→ ZY ⊗ u∗Fy y
u∗(u
∗f∗K ⊗ F ) −−−−→ u∗(u
∗ZY ⊗ F )y∼ y∼
u∗(g∗v
∗K ⊗ F ) −−−−→ u∗(ZU ⊗ F )
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Proof. — The upper diagram commutes because of the naturality of the homomor-
phism of the projection formula, the lower diagram commutes by the definition of the
induced orientation of g.
To understand the relation between derived pushdown along a non-representable
map and integration we need to use an explicit model of the derived pushdown. If
u : U → Y is a morphism between locally compact stacks which has local sections,
then Ru∗ is given by CA ◦ F l, where F l is the functorial flabby resolution functor,
and CA is defined in Section 3.2, using an atlas A→ U . Note that CA indeed can be
decomposed as the composition of a functor LA on sheaves on U and u∗. Here LA is
the sheafification of the functor on presheaves given by
pLkAF (W → U) := F (A×U · · · ×U A︸ ︷︷ ︸
k + 1 factors
×UW → U) .
i.e. pLkA = pk∗p
∗
k, with pk : A×U · · · ×U A︸ ︷︷ ︸
k + 1 factors
→ U .
Lemma 6.5.36. — In the situation of Lemma 6.5.35, we obtain a commutative di-
agram
f∗TKf
∗u∗LAF l
=
−−−−→ f∗TKf
∗u∗LAF l
∼
←−−−− Tf∗Ku∗LAF l −−−−→ u∗LAF ly∼ y∼ y y=
f∗TKv∗Lg∗Ag
∗F l
3.2.4
−−−−→
∼
f∗TKv∗g
∗LAF l u∗Tu∗f∗KLAF l −−−−→ u∗LAF ly y∼ y=
f∗v∗Tv∗Kg
∗LAF l u∗Tg∗v∗KLAF l −−−−→ u∗LAF ly∼ y= y=
u∗g∗Tv∗Kg
∗LAF l ←−−−− u∗Tg∗v∗KLAF l −−−−→ u∗LAF l.
Here, the right horizontal maps are given by the orientations f∗K → ZY and g∗v
∗K →
ZU .
Proof. — This is the direct translation of Lemma 6.5.32 and Lemma 6.5.35.
Note that the upper composition is a representation (when applied to flat sheaves)
of
Rf∗f
∗Ru∗
∫
f
−→ Ru∗.
The leftmost vertical arrow represents the morphism
(6.5.37) Rf∗f
∗Ru∗ → Rf∗Rv∗g
∗,
since g∗ preserves flabby sheaves, and v∗Lg∗A indeed is a model for Cg∗A, which can
be used to calculate Rv∗.
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Therefore the diagram in Lemma 6.5.36 contains one part (lower right-up) of the
diagram (6.5.30).
6.5.21. — To represent the other composition of the diagram (6.5.30), we have to
commute not only u∗ but also LA with the other operations. Recall that LA provides
some kind of a resolution, i.e. we have a canonical map id → LA, which is used in
the Lemma below.
Lemma 6.5.38. — In the situation of Lemma 6.5.35, the following diagram com-
mutes, where the horizontal maps are induced by the orientation of g.
u∗Tg∗v∗KLAF l −−−−→ u∗TZLAF ly y
u∗TLAg∗v∗KLAF l −−−−→ u∗TLAZLAF ly y
u∗LATg∗v∗KF l −−−−→ u∗LATZF l
The second vertical map in each column follows from a variant of the projection for-
mula, using that LA is given by application of (pk)∗p
∗
k (or by directly inspecting the
definitions).
Proof. — If G→ H is a morphism of sheaves, then we get a natural transformation
of functors TG → TH . This naturality implies the commutativity of the first square.
The second square is commutative by the naturality of the morphism in the projection
formula.
Observe that we have a natural isomorphism g∗LA ∼= Lg∗Ag
∗.
Lemma 6.5.39. — In the situation of Lemma 6.5.35, we obtain the following com-
mutative diagram
u∗g∗Tv∗Kg
∗LAF l ←−−−− u∗Tg∗v∗KLAF ly y
u∗g∗TLg∗Av∗Kg
∗LAF l ←−−−− u∗Tg∗Lg∗Av∗KLAF l
3.2.4
y∼ y∼
u∗g∗TLg∗Av∗KLg∗Ag
∗F l u∗TLAg∗v∗KLAF ly y
u∗g∗Lg∗ATv∗Kg
∗F l u∗LATg∗v∗KF l
3.2.4
y∼ y=
u∗LAg∗Tg∗v∗Kg
∗F l ←−−−− u∗LATg∗v∗KF l
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Proof. — The upper square is commutative because of the naturality of the morphism
in the projection formula. The commutativity of the lower rectangle follows from
Lemma 6.5.32, as we basically have to commute two different applications of the
projection formula.
We now prove the commutativity of (6.5.30). Using explicit representatives of the
maps in question, we obtain (applied to flat sheaves)
Rf∗f
∗Ru∗ −−−−→
=
Rf∗f
∗Ru∗
∫
f
Ru∗
−−−−→ Ru∗y∼ y∼ y∼
f∗TKf
∗u∗LAF l
∼
←−−−− Tf∗Ku∗LAF l −−−−→ u∗LAF ly y y=
u∗g∗Tv∗Kg
∗LAF l ←−−−− u∗Tg∗v∗KLAF l −−−−→ u∗LAF ly y y=
u∗LAg∗Tg∗v∗Kg
∗F l ←−−−− u∗LATg∗v∗KF l −−−−→ u∗LATZF ly y y=
u∗LAF lg∗Tg∗v∗Kg
∗F l ←−−−− u∗LAF lTg∗v∗KF l −−−−→ u∗LAF ly∼ y∼ y∼
Ru∗Rg∗g
∗ −−−−→
=
Ru∗Rg∗g
∗
Ru∗
∫
g
−−−−→ Ru∗
Here, the first and the last rows are just added as illustration what the next or
preceding line, respectively, computes in the derived category. The map from the
third-last to the second-last row is induced by the inclusion into the flabby resolution.
This step is necessary because we don’t know that the functors in question are u∗-
acyclic, and explains why one can directly define only the map f∗Ru∗ → Rv∗g
∗, and
why it is hard to show that this is an equivalence. The other vertical maps, and
the commutativity of the remaining four squares, is given by Lemmas 6.5.36, 6.5.38,
6.5.39.
Note that the left vertical composition is the composition
Rf∗f
∗Ru∗ → Rf∗Rv∗g
∗ → Ru∗Rg∗g
∗,
as shown in the reasoning for (6.5.37). The assertion follows. ✷
6.5.22. — Compared with the simplicity of its statement the proof of Lemma 6.5.31
seems to be too long. But let us mention that the proof of a similar result in the
algebraic context is quite involved, too. The book [Con00] is devoted to this problem.
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6.6. Extended sites
6.6.1. — We consider the lower right Cartesian square of the diagram
U ×Y B //

B

A×Y X

// U ×Y X

// X
f

A // U // Y
in stacks where U,X, Y are locally compact.
Lemma 6.6.1. — If U is a space or f is representable, then U ×Y X is a locally
compact stack.
Proof. — We first assume that U is a locally compact space. Let B → X be a
locally compact atlas. Then U ×Y B → U ×Y X is an atlas. Indeed, surjectivity,
representability, and local sections for this map are implied by the corresponding
properties of the map B → X . The stack U ×Y B is a space since U → Y is
representable by Proposition 6.1.1. By Lemma 6.1.9 the space U ×Y B is locally
compact. Furthermore, again by Lemma 6.1.9,
(U ×Y B)×(U×YX) (U ×Y B)
∼= U ×Y (B ×X B)
is locally compact since B×XB is locally compact. Hence the atlas U×Y B → U×Y X
has the properties required in Definition 2.1.2 so that U ×Y X is a locally compact
stack.
We now assume that f is representable. Let A → U be a locally compact atlas
such that A×U A is locally compact. Then A×Y X ∼= A×U (U ×Y X)→ U ×Y X is
an atlas of U ×Y X . We again verify the properties required in Definition 2.1.2. By
the special case of the Lemma already shown this atlas is locally compact. Moreover
[A×U (U ×Y X)]×U×YX [A×U (U ×Y X)]
∼= (A×U A)×Y X is locally compact.
6.6.2. — If f : X → Y is a representable map with local sections between locally
compact stacks, then for (U → Y ) ∈ Y we have pf∗hU ∼= hU×XY (see the proof
of Lemma 6.6.6 below). If we drop the assumption that f is representable, then in
general pf∗hU is not representable. In order to overcome this defect we enlarge the
site X to X˜ so that it contains the stacks U ×X Y → X over X .
We consider the 2-category Stackstop,lc/ls,repX of locally compact stacks U → X
over X , where the structure map is representable and has local sections. A morphism
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in this category is a diagram
U
  @
@@
@@
@@
//

V
~~ ~
~~
~~
~
X
consisting of a one-morphism and a two-morphism. The composition is defined in the
obvious way. If there is a two-morphism between two such one-morphisms, then it is
unique by the representability of the structure maps. Therefore Stackstop,lc/ls,repX is
equivalent in two-categories to the one-category obtained by identifying all isomorphic
one-morphisms.
6.6.3. — Let f : X → Y be a map between locally compact stacks.
Definition 6.6.2. — We let X˜ be the category obtained from Stackstop,lc/ls,repX
by identifying all isomorphic one-morphisms.
We now define the topology on X˜. A covering family (Ui → U) of (U → X) ∈ X˜
is a family of locally compact stacks over U such that Ui → U is representable, has
local sections and ⊔i∈IUi → U is surjective
(1). Using Lemma 6.6.1 one easily checks
the axioms listed in [Tam94, 1.2.1].
Let Xˆ be the site with the same underlying category as X˜, but with the topol-
ogy generated by the covering families of (U → X) given by families (Ui → U) ∈
Stackstop,lc/X such that Ui → U is a map from a locally compact space with local
sections and ⊔iUi → U is surjective.
Lemma 6.6.3. — We have a canonical isomorphism
ShX˜ ∼= ShXˆ .
Proof. — The covering families of Xˆ are covering families in X˜. Here we use Propo-
sition 6.1.1 in order to see that the maps Ui → U from spaces Ui are representable.
On the other hand, every covering family (Ui → U) of (U → X) in X˜ can be refined
to a covering family in Xˆ by choosing a locally compact atlas Ai → Ui for each Ui.
This implies the lemma.
6.6.4. — The natural functor Toplc/X → Stackstop,lc/X from locally compact spaces
over X to locally compact stacks over X induces a map of sites j : X→ X˜.
Lemma 6.6.4. — The restriction functor
j∗ : ShX˜→ ShX
is an equivalence of categories.
(1)These maps are actually equivalence classes, but in order to simplify the language we will not
mention this explicitly in the following
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Proof. — The inverse of j∗ is the functor j∗ given by
j∗F (U) := lim
(V→U)∈X//U
F (V )
for all (U → X) ∈ X˜, where X//U is the category of all pairs (V ∈ X, j(V ) → U ∈
Mor(X˜)) such that the map j(V )→ U has local sections.
If U ∈ j(X), then (U, idj(U) : j(U) → j(U)) it is the final object of X//U . This
gives a natural isomorphism j∗j∗(F )(U) ∼= F (U).
We now define a natural isomorphism j∗j
∗(F ) → F for all F ∈ ShX˜. Let (U →
X) ∈ X˜. The family (V → U)X//U is a covering family of U → X in Xˆ. Since F is
also a sheaf on Xˆ by Lemma 6.6.3 we get an isomorphism
j∗j
∗(F )(U) ∼= lim
(V→U)∈X//U
j∗(F )(V ) ∼= F (U) .
6.6.5. —
Lemma 6.6.5. — A map f : X → Y between locally compact stacks induces a map
of sites
f˜ ♯ : Y→ X˜
by
f˜ ♯(U → Y ) := U ×Y X → X .
Proof. — Indeed, if U → Y is a map from a locally compact space, then the stack
U ×Y X is locally compact by Lemma 6.6.1. If (Ui → U) is a covering family of
(U → Y ) ∈ Y by open subspaces, then (Ui ×Y X → U ×Y X) is a covering family in
X˜ by open substacks.
Furthermore it is easy to see that f˜ ♯ preserves fiber products, i.e. if (Ui → U) is a
covering family and V → U is a morphism in Y, then f˜ ♯(Ui ×U V ) ∼= f˜
♯(Ui) ×f˜♯(U)
f˜ ♯(V ).
6.6.6. — We consider a map f : X → Y between locally compact stacks. Then we
have an adjoint pair of functors
f˜ ♯∗ : ShY ⇆ ShX˜ : (f˜
♯)∗ .
Lemma 6.6.6. — We have an isomorphism of functors j∗ ◦ f˜ ♯∗ ∼= f
∗ : ShY → ShX
Proof. — The map j : X → X˜ induces a map pj∗ : PrX˜ → PrX. We show the
relation first on representable presheaves. Let (U → Y ) ∈ Y and observe that
(U ×Y X → X) ∈ X˜ by Lemma 6.6.1. The following chain of natural isomorphisms
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(for arbitrary F ∈ PrX˜) shows that f˜ ♯∗hU ∼= hU×YX :
Hom
PrX˜
(f˜ ♯∗hU , F )
∼= HomPrY(hU , (f˜
♯)∗F )
∼= (f˜ ♯)∗F (U)
∼= F (f˜ ♯(U))
∼= F (U ×Y X)
∼= HomPrX˜(hU×YX , F ) .
For (U → Y ) ∈ Y we have pf∗hU ∼=
pj∗hU×YX . Indeed, for (V → X) ∈ X we have
pj∗hU×YX(V )
∼= HomX˜(j(V ), U ×Y X)
!
∼= pf∗hU (V ) ,
where the marked isomorphism can be seen by making the definition of pf∗ explicit.
Since pj∗ ◦ pf˜ ♯∗ and
pf∗ commute with colimits the equation pj∗ ◦ pf˜ ♯∗ ∼=
pf∗ holds
on all presheaves. The restriction to sheaves (note that all functors preserve sheaves)
gives j∗ ◦ f˜ ♯∗ ∼= f∗.
By adjointness we get
(6.6.7) (f˜ ♯)∗ ◦ j∗ ∼= f∗ .
6.6.7. — Consider two composeable maps between locally compact stacks.
X
f
→ Y
g
→ Z .
The following lemma generalizes [BSS07, Lemma 2.23] by dropping the unnecessary
additional assumptions that f has local sections or g is representable.
Lemma 6.6.8. — We have an isomorphism of functors g∗ ◦ f∗ ∼= (g ◦ f)∗ : ShX →
ShZ.
Proof. — We consider the following diagram:
ShX
(g◦f)∗
))
jX∗ //
f∗

ShX˜
((˜g◦f)
♯
)∗
uu
(f˜♯)∗

ShY
jY∗ //
g∗

ShY˜
(g˜♯)∗

ShZ
jZ∗ //
ShZ˜
.
We know that the squares commute (Equation (6.6.7)), and that the horizontal arrows
are isomorphisms (Lemma 6.6.4). It follows from the constructions that
f˜ ♯ ◦ g˜♯ = (˜g ◦ f)
♯
on the level of sites. Hence the right triangle commutes, too. This implies commuta-
tivity of the left triangle.
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Taking adjoints we get:
Corollary 6.6.9. — We have an isomorphism f∗ ◦ g∗ ∼= (g ◦ f)∗ : ShZ→ ShX.
6.6.8. — We consider a topological stack X and the inclusion j : X → X˜ which
induces by Lemma 6.6.4 an equivalence of categories of sheaves
j∗ : ShX˜⇆ ShX : j∗ .
Note that the notion of flabbiness depends on the site.
Definition 6.6.10. — We call a sheaf F ∈ ShAbX strongly flabby if j∗(F ) is flabby.
Since flabbiness is a condition to be checked for all covering families and since all
covering families in X induce covering families in X˜ it follows that a strongly flabby
sheaf is flabby. Since injective sheaves are strongly flabby each sheaf admits a strongly
flabby resolution.
6.6.9. — Let f : X → Y be a morphism of locally compact stacks.
Lemma 6.6.11. — Strongly flabby sheaves are f∗-acyclic.
Proof. — In view of Lemma 6.6.6 it suffices to show that flabby sheaves in ShAbX˜ are
f˜∗-acyclic. We now can write f˜∗ = i˜
♯ ◦ pf˜∗ ◦ i˜, where i˜
♯ and i˜ are the sheafification
functor and the inclusion of sheaves into presheaves for the tilded sites, and pf˜∗ =
p(f˜ ♯)∗ : PrX˜ → PrY˜. Since pf˜∗(F )(V → Y ) = F (V ×Y X → X) we see that
pf˜∗
is exact. Since strongly flabby sheaves are i˜-acyclic, and i˜♯ is exact, it follows that
strongly flabby sheaves are f˜∗-acyclic.
Lemma 6.6.12. — The functor
f∗ : ShAbX→ ShAbY
preserves strongly flabby sheaves.
Proof. — We must show that f˜∗ preserves flabby sheaves. Let F ∈ ShAbX˜ and τ =
(Ui → U) be a covering family of (U → Y ) in Y. We must show that the Cˇech
complex C(τ, f˜∗F ) is acyclic. Note that f˜∗F (V ) = F (V ×Y X). The family f
♯(τ) :=
(Ui×Y X → U ×Y X) is a covering family of U ×Y X in X˜. We see that C(τ, f˜∗F ) ∼=
C(f ♯(τ), F ). Since F is strongly flabby, the complex C(f ♯τ, F ) is acyclic.
6.6.10. — Consider again a sequence of composeable maps between locally compact
stacks.
X
f
→ Y
g
→ Z .
The following Lemma generalizes [BSS07, Lemma 2.26], again by dropping the un-
necessary assumptions that f has local sections or g is representable.
Lemma 6.6.13. — We have an isomorphism of functors
Rg∗ ◦Rf∗ ∼= R(g ◦ f)∗ : D
+(ShAbX)→ D
+(ShAbZ).
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Proof. — The isomorphism (g ◦ f)∗ → g∗ ◦ f∗ induces a transformation R(g ◦ f)∗ →
Rg∗ ◦ Rf∗. Since injective sheaves are strongly flabby, f∗ preserves strongly flabby
sheaves, and strongly flabby sheaves are g∗-acyclic, this transformation is indeed an
isomorphism.
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