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The duality theorem
Let X be an n × p random matrix. Then its characteristic function is defined by X (T ) = E(e itrT X ) for all T ∈ R n×p . Thus if X (T ) is real valued, −X has the same distribution as X, which is what we shall mean by the distribution of X being symmetric about O n×p , and if the distribution of X is described by a pdf f (X), X ∈ R n×p , we may assume f (X) = f (−X). The Fourier Inversion Theorem states (e.g. [9, p. 497] ) that if a characteristic function X (T ) is absolutely integrable over R n×p , then X has a bounded continuous pdf given by
In the present note we are concerned with application to mixtures on the covariance matrix of a matrix generalized inverse Gaussian (MGIG) distribution of the following result.
Theorem 1.1 (The Duality Theorem). If a characteristic function (T ), T ∈ R
n×p , satisfies is a pdf over R n×p whose characteristic function is
Proof. By the Fourier Inversion Theorem
The corresponding characteristic function over U ∈ R n×p is
In the case n = p = 1 the above simple theorem has long been taught at the University of Sydney by N. C. Weber and E. Seneta. It should be well-known, but we have been unable to trace its origin; it is not (quite) to be found in Feller [9, p. 477] who mentions a "self reciprocal pair". It is at the heart of the exposition of Dreier and Kotz [6] , which it could be used to simplify.
We shall be concerned with a matrix variate normal distribution with mixing on the covariance matrix. Specifically, consider 
and the ch. fn. of X is 5) where T ∈ R n×p [10, Chapter 2] . Now suppose Y is a random matrix described by the p.d.f. P (Y ), Y > 0, and write
Then the following explains the nature of condition (1.1) for such X.
Proof.
and since the inner integral integrates the p.d.f of a matrix normal random variable (see (1.4));
In general the Duality Theorem's conditions are restrictive, but it is well-suited to the duality between p.d.f.'s and ch.fns., when Y has distribution of MGIG class described in the next section.
The MGIG distribution
The MGIG distribution is defined over the space of n × n symmetric positive definite matrices (Y; Y > 0). Suppose and are n × n symmetric non-negative definite matrices ( 0, 0) and ∈ R. Then the MGIG n ( , , ) pdf is
When n 1, the domain of variation for parameters and with a fixed is
B (·) is the type-two Bessel function of Herz of matrix argument. The MGIG distribution was introduced in Barndorff-Nielsen et al. [1] ; we refer to Butler [2] for a recent concise presentation, where, however, the parameter domain for is too narrowly specified.
We note for the sequel two important identities of Bessel functions of matrix argument [11,10, p. 39]:
where [10, p. 19] 
, where (.) is the usual Gamma function. Using identity (I 1) we may rewrite (2.1) as,
We focus on two special cases of (2.1).
Special cases of MGIG distribution
Comparing with Definition 3.4.1 of Gupta and Nagar [10, p. 111] and using identity (I2), we see that (2.4) is the pdf of an inverted Wishart distribution: in Gupta and Nagar's [10] notation:
(In the case n = 1, (2.4) is precisely the inverse gamma pdf.)
The Case
3) and using (I2) we obtain, 
Duality theorem conditions
It can be verified that,
and using identity (I1) that,
For the inverted Wishart distribution, = 0, it can be seen from (2.7) and identity (I2) that the
2 ) < ∞ holds, if and only if,
In the case of the (ordinary) Wishart, = 0, it holds for
(so does not hold for all > n−1
2 ).
Duality of the MGIG special cases
The two special cases the inverted Wishart and the (ordinary) Wishart, as their names suggest, are dual to each other in that we may obtain the functional form of pdf of one of (2.4) and (2. 
which is (2.4) if we replace by and by − . Note that the conditions for integrability in (2.4) and (2. 2 ) may be inferred by using the convergence condition for the pdf of Y −1 .
MGIG mixing on a normal covariance matrix

The probability density function
If Y has pdf given by (2.1) and P (X|Y ) is given by (1.4) we obtain the pdf of X as
Using identity (I1), if > 0, (3.1) can be rewritten as
If > 0, (3.1) can also be rewritten as
The characteristic function
If now Y has MGIG pdf given by (2.1), using (1.6)
after some algebra, keeping in mind tr(AB) = tr(BA), we get
By using identity (I1), providing > 0 this may also be written as
Special cases
The matrix variate t-distribution
and > 0, (3.3) implies
and (3.4) implies
The distribution with pdf (3.6) is seen to be the matrix variate t distribution. This distribution initially appeared in the statistical literature in the late 1950s. Due to a Bayesian application, it has been a subject of further investigation. For example, several stochastic representations and a Bayesian application of it was derived in Dickey [5] . A rigorous treatment of the matrix variate t distribution can be found in Gupta and Nagar [10, Chapter 4] .
The case n = 1 of the matrix variate t distribution is the multivariate t distribution, which has, since at least the work of Cornish [3] and Dunnett and Sobel [7] , played a central role in the theory and application of multiple comparisons, as a generalization of the univariate "Student" t-test.
More recently, the multivariate t distribution has been of interest in modelling multivariate financial returns data (daily log price increments on several stocks), following the introduction of the univariate scaled t distribution to model the distribution of such returns for a single stock by Praetz [13] . A recent exposition on the use of the multivariate t in this context is given by Demarta and McNeil [4] .
The matrix variate V.G. distribution (
and (3.5)
Definition 3.1. An n × p random matrix X is said to have matrix variate Variance Gamma (V.G.) distribution with parameters , and , written as X ∼ MVG n,p ( , , ) with > n−1 2 , if its pdf is given by (3.8).
When n = 1 (3.8) and (3.9) are valid for > 0. The consequent univariate (p = 1) and multivariate V.G. distributions were first discussed as financial models in Madan and Seneta [12] . The univariate (symmetric) V.G. distribution as a model for log price increments of a single stock was introduced by these authors as a direct competitor to the Praetz t model as regards kurtosis structure and analytical simplicity. Madan and Seneta [12] used (in effect) the univariate gamma as the mixing distribution on the variance of a univariate normal, rather than the univariate inverse gamma which gives the Praetz t. An account of the univariate financial setting may be found in Epps [8] and Seneta [14] . Our two special matrix variate cases, the matrix variate V.G. and t distributions, arise in a way analogous to these univariate mixing procedures. Ideas on duality for the univariate case in Seneta [14] , Section 6, led to our present paper.
A crucial feature of the univariate and multivariate V.G. (n = 1) distribution is most easily seen from the characteristic function (3.9), which shows that the distribution then remains matrix variate V.G. under scale transformation of the parameter . A corresponding independent increments stochastic process model may thus be taken to have the distribution of its increments again as V.G., with proportional to the time length over which the increment is considered. The other parameter is unaffected. Thus, the form of the V.G. pdf does not depend on time length over which the increment is considered, a scaling property which the "Student" t process does not have. The property permits the sampling and analysis through time for the V.G. process in a straightforward fashion.
For the matrix variate V.G. when n 2, we do have the following comparable result which follows directly from (3.9), which may also allow modelling in finance.
Let X 1 , X 2 , . . . , X q be iid random matrices with X 1 ∼ MVG n,p ( , , ) . Then,
X i ∼ MVG n,p (q , , ).
Duality
We first apply Theorem 1.1 to P (X) in (3.6) and X (T ) in (3.7). By Theorem 1. 2 . Then by Theorem 1.1 we obtain that
X (T ) (2 ) np P (0)
is the pdf (3.8) and the corresponding ch. fn. is (3.9), but with replaced in (3.8) and (3.9) by − + p 2 , replaced by −1 , and replaced by .
Analogously, starting with (3.8) and (3.9) and applying Theorem 1.1, we obtain the pdf (3.6) and its ch. fn. (3.7) but with replaced by − + 
