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1 Einleitung
Elektronische Bauteile auf Basis von organischen Halbleitern (OHL) haben in den letzten Jahr-
zehnten eine rasante Entwicklung erfahren. Nachdem Tang und VanSlyke [1] 1987 erstmals
gezeigt hatten, dass effiziente Elektrolumineszenz aus Dünnschichtbauteilen mit amorphen,
organischen Schichten möglich ist, wuchs zunächst vor allem das wissenschaftliche Interes-
se an dieser Materialklasse. So haben 1990 bzw. 1991 Burroughes et al. [2] bzw. Braun und
Heeger [3] von organischen Leuchtdioden (OLED engl.: organic light emitting diode) auf Poly-
merbasis berichtet. Im Jahr 2000 wurde sogar der Chemie-Nobelpreis für die Entdeckung und
Entwicklung von leitfähigen Polymeren vergeben. Einer der Gründe, weshalb auch ein großes
industrielles Interesse am Einsatz von OHLs besteht, ist das Potential zur Reduktion der Produk-
tionskosten durch Bedrucken oder Bedampfen von großflächigen Substraten. Anwendungen
liegen heute in den Bereichen organische Photovoltaik (OPV), Displays, Beleuchtung und ge-
druckte Elektronik bzw. Schaltkreise [4]. Bedingt durch die niedrigen Temperaturen bei der
Herstellung ist im Gegensatz zu anorganischen Halbleitern die Verwendung von leichten, fle-
xiblen Substraten (z.B. Polymerfolien) möglich. Somit weisen alle genannten Anwendungen die
Flexibilität als Alleinstellungsmerkmal gegenüber alternativen Technologien auf.
OLED-Displays benötigen keine Hintergrundbeleuchtung, was sie energieeffizient macht. Au-
ßerdem weisen sie eine vom Betrachtungswinkel unabhängige Leuchtdichte (Lambert’sche Ab-
strahlcharakteristik) auf. Weitere Vorteile sind eine hohe Farbbrillanz und hohe Kontraste. So
scheinen sich OLED-Displays als Standard im Hochpreissegment der Smartphones durchzuset-
zen (z.B. Samsung Galaxy SIII, Nokia Lumia 800, HTC Desire).
Im Gegensatz zu Displays, bei denen möglichst kleine Pixel erwünscht sind, steht bei Be-
leuchtungsanwendungen die Eigenschaft als Flächenlichtquelle im Vordergrund. So sind OLEDs
energieeffizient, extrem dünn und bieten eine gute Farbqualität ohne Einschaltverzögerung. Im
ausgeschalteten Zustand können sie ein transparentes, spiegelähnliches oder milchiges Erschei-
nungsbild aufweisen. Dadurch ergeben sich eine Vielzahl von völlig neuen Anwendungen und
Designmöglichkeiten. Diese erweitern sich in der Zukunft noch, wenn flexible OLED-Module
marktreif werden. Die erste kommerziell erhältliche OLED-Leuchte wurde 2008 von OSRAM
in Zusammenarbeit mit dem Lichtdesigner Ingo Maurer unter dem Namen Early Future vor-
gestellt. Die europäischen Marktführer für Leuchtmittel OSRAM und Philips vertreiben aktuell
Leuchtmittel unter den Namen ORBEOS bzw. Lumiblade.
Diese Beispiele zeigen, dass erste organische Bauteile schon heute erfolgreich in den Markt
eingeführt wurden. Trotzdem sind eine weitere Effizienzsteigerung und eine größere Lebens-
dauer notwendig, um sie gegenüber herkömmlichen Technologien wettbewerbsfähig zu ma-
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chen. Ein Punkt auf dem Weg zur Realisierung effizienterer OLEDs ist die Erlangung eines
besseren Verständnisses der komplexen Wechselwirkungen von Ladungsträgern, angeregten Zu-
ständen, elektrischen Feldern etc. innerhalb eines Bauteils.
Ziel dieser Arbeit ist es daher, die elektronischen Prozesse zu modellieren, um die Einfluss-
faktoren z. B. für die Injektion von Ladungsträgern aus den jeweiligen Elektroden in die orga-
nischen Transportschichten und den Ladungstransport besser verstehen zu können. Denn über
experimentelle Methoden lassen sich die Wechselwirkungen aus dem integralen Bauteilverhal-
ten nur sehr bedingt extrahieren. Durch Modellierungen können außerdem zeit- und kostenauf-
wändige Experimente ersetzt werden.
Es erfolgt eine selbstkonsistente Modellierung im Rahmen des Drift-Diffusions-Modells.
Selbstkonsistent bedeutet, dass sich die physikalischen Prozesse aus der Rechnung selbst er-
geben und nicht empirisch in die Simulation eingeführt werden.
Den Ausgangspunkt dazu bildet das von Neumann et al. [5, 6] entwickelte, selbstkonsistente
Modell für eine Metall/Isolator/Metall-Diode (MIM-Diode). Es erlaubt eine durchgehende Be-
schreibung der Diode vom injektionslimitierten bis zum raumladungslimitierten Grenzfall ohne
weiter einschränkende physikalische Annahmen für die Kontaktbildung. Das Modell wird in
Kap. 2 abgeleitet und weitere, wichtige Grundlagen werden dort erläutert. In Kap. 3 werden die
verwendeten Verfahren zur numerischen Lösung der nichtlinearen Differentialgleichungen mit
den entsprechenden Randbedingungen vorgestellt. Danach werden sowohl die statischen (Kap.
4) als auch die frequenzabhängigen (Kap. 5) Eigenschaften von MIM-Dioden numerisch model-
liert. Hier werden undotierte und ladungstransferdotierte Isolatorschichten mit verschiedenen
Schichtaufbauten betrachtet. Dotierte Schichten werden in Injektions- und Transportschichten
eingesetzt, wobei meist nur ein Teil des organischen Halbleiters dotiert ist. Außerdem wird
der Einfluss von zusätzlicher Tunnelinjektion betrachtet, die im Ansatz von Neumann et al.
nicht enthalten ist. Diese ist besonders bei Dioden mit stark dotierten Injektionsschichten von
Bedeutung.
In Kap. 7 wird das Modell auf die Vermessung der Kontaktbildung zwischen Metall und OHL
mittels der Kelvinsondenmethode angewandt. Diese Berechnungen zeigen, dass eine direkte
Interpretation der Oberflächenpotentialentwicklung mit wachsender Schichtdicke als Potential-
verlauf im Volumen einer dicken Schicht falsch ist. Eine Zusammenfassung der Arbeit erfolgt in
Kap. 8.
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2 Grundlagen organischer (Leucht-)dioden
In diesem Kapitel werden für das Verständnis der Arbeit wichtige Grundlagen zu organischen
Halbleitern und organischen Dioden bzw. Leuchtdioden dargestellt. Weiterhin werden einige Ab-
schätzungen für Grenzfälle aufgeführt, die später zum Vergleich mit den numerischen Lösungen
herangezogen werden. In Kap. 2.3.2 wird das dieser Arbeit zugrunde liegende, selbstkonsis-
tente Drift-Diffusions-Modell abgeleitet. Die daraus resultierenden Randbedingungen (Gl. 2.30)
weisen feldabhängige effektive Injektionsbarrieren auf.
2.1 Organische Halbleiter
Organische Halbleiter (OHL) sind aus Kohlenwasserstoffverbindungen bestehende Materialien,
die auf Grund ihrer konjugierten pi-Elektronensysteme halbleitende Eigenschaften aufweisen.
Ihre Leitfähigkeit beruht auf der Existenz von konjugierten Doppelbindungen (abwechselnde
Einfach- und Doppelbindungen) zwischen den C-Atomen. Einfache Vertreter sind das lineare
Polyacetylen und das ringförmige Benzolmolekül (Abb. 2.1): Jedes Kohlenstoffatom hat hier ein
benachbartes Wasserstoffatom und zwei benachbarte Kohlenstoffatome. Drei in hybridisierten
sp2 Orbitalen befindliche Elektronen bilden σ-Bindungen zu den benachbarten Kohlenstoffato-
men. Diese befinden sich in einer Ebene und spannen zwischen den C-Atomen einen Winkel
von jeweils 120° auf. Es handelt sich hierbei um starke Bindungen mit lokalisierten Ladungsträ-
gern. Das vierte Valenzelektron der Kohlenstoffatome befindet sich in einem nicht hybridisierten
pz-Orbital senkrecht zur Molekülebene. Überlappende pz-Orbitale stellen ein außerhalb der Mo-
lekülebene befindliches pi-Elektronensystem dar (Abb. 2.2). Die beteiligten Elektronen sind über
das gesamte pi-System hinweg delokalisiert. In einem perfekten Polymer wären die pi-Elektronen
über die gesamte Kettenlänge delokalisiert. In realen Polymeren aber ist die Delokalisation durch
Verunreinigungen, Knicke oder Verdrillungen in den Molekülketten auf wenige Wiederholein-
(a) Polyacetylen (b) Benzol
Abbildung 2.1: Darstellung der chemischen Strukturformeln von Polyacetylen (a) und Benzol (b).
Es sind jeweils beide Grundzustandskonfigurationen der degenerierten Systeme dargestellt.
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heiten beschränkt. In kleineren Molekülen sind die Elektronen meist über das komplette Mole-
kül delokalisiert. Somit unterscheidet sich die intramolekulare elektrische Leitfähigkeit zwischen
langkettigen Polymeren und kleinen Molekülen nicht grundsätzlich.
Die Überlagerung der Orbitale führt zur Aufspaltung in bindende und antibindende Orbitale.
Die pi-Orbitale haben die schwächste Aufspaltung zwischen bindenden pi- und antibindenden
pi∗-Orbitalen und bilden deshalb die Grenzorbitale des Moleküls. Bei T = 0K sind die bindenden
pi−Orbitale komplett gefüllt und die energetisch höher liegenden antibindenden pi∗-Orbitale
vollkommen entleert. Bei endlichen Temperaturen können Elektronen durch thermische Aktivie-
rung in das pi∗-Orbital übergehen. Das höchste bindende, im Grundzustand besetzte pi-Orbital
wird auch als HOMO (engl.: highest occupied molecular orbital) und das niedrigste antibin-
dende, im Grundzustand unbesetzte pi∗-Orbital als LUMO (engl.: lowest unoccupied molecular
orbital) bezeichnet.
In einem Festkörper verändern die intermolekularen Van-der-Waals Bindungen sowie die
Wechselwirkungen der Moleküle bzw. Polymere untereinander die Lagen der Energieniveaus.
Die Orbitale eines isolierten Moleküls, das aus n Atomen besteht, sind jeweils in n Zustände
aufgespalten. In einem Festkörper, der aus m Molekülen aufgebaut ist, entstehen n ·m neue
Zustände. Dies führt zu einem verringerten Abstand zwischen HOMO- und LUMO-Niveaus
im Vergleich zur Gasphase. Die intermolekulare Leitfähigkeit in einem Festkörper ist deutlich
geringer als die intramolekulare. Dies liegt daran, dass die intermolekularen Abstände im Fest-
körper größer sind als die atomaren Abstände im Molekül. Außerdem wird im Festkörper die
Orientierung der pi−Elektronensysteme zueinander gestört. Damit ist der Überlapp zwischen
pi−Elektronensystemen benachbarter Moleküle geschwächt.
Sind das HOMO oder das LUMO eines Moleküls durch Überschussladungsträger besetzt, so
liegt das Molekül als geladenes Kation bzw. Anion vor. Chemisch gesehen, kann der Ladungs-
transport zwischen Molekülen so als Reihe von Redoxreaktionen verstanden werden. In einem
Festkörper wird die Umgebung eines geladenen Moleküls polarisiert. Gegenüber einem einzel-
nen, geladenen Molekül führt die Polarisation der Umgebung des Moleküls zu einem Energie-
gewinn von etwa 1 eV. Zusätzlich zur Polarisation treten auch Veränderungen der Struktur des
Moleküls selbst und der Umgebung des geladenen Moleküls auf. Diese Strukturänderung wird
als molekulare Relaxation bzw. als Gitterrelaxation bezeichnet. Der Energiegewinn dadurch ist
zwar kleiner, der Abstand zwischen HOMO und LUMO wird aber noch einmal verringert. Im
Folgenden werden die Lagen von HOMO und LUMO auf die vollständig relaxierter OHLs bezo-
gen.
Üblicherweise liegen OHLs in amorphen Schichten vor, die eine ungeordnete Struktur aufwei-
sen. Auf Grund der fehlenden Translationssymmetrie können sich so keine Bänder ausbilden.
Im Gegensatz zu anorganischen Halbleitern, in deren breiten Bändern sich Elektronen über den
ganzen Festkörper frei bewegen können, sind Elektronen im OHL deshalb auf einzelne Mole-
küle bzw. Polymerketten lokalisiert. Eine weitere Konsequenz aus der ungeordneten Struktur
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sp2-Orbital
pz-Orbital
Delokalisiertes
p-Elektronensystem
Abbildung 2.2: Schematische Darstel-
lung der Orbitale eines Benzolrings. Die
sp2-Orbitale bilden die σ-Bindungen
die pz-Orbitale ein delokalisiertes pi-
Elektronensystem ober- und unterhalb
der Ringebene.
ist, dass die direkte Umgebung von jedem Molekül unterschiedlich aussieht. Dies führt zu einer
Variation der HOMO- und LUMO-Niveaus mit dem Ort und wird als energetische Unordnung
bezeichnet. Zusätzlich zur energetischen Unordnung kommt noch eine räumliche Unordnung
hinzu. Sie beruht auf den unterschiedlichen Abständen zwischen den Molekülen.
Der statistischen Verteilung Rechnung tragend, wird von einer Gauss’schen Verteilung der
Zustände in HOMO und LUMO ausgegangen [7, 8]. Die Zustandsdichteverteilung DOS (engl.:
density of states) kann dann beispielsweise für das LUMO durch
DOS(E) =
Neffp
2piσ2DOS
exp
−(E − ELUMO)2/2σ2DOS (2.1)
beschrieben werden. Neff steht dabei für die effektive Zustandsdichte und die um E = ELUMO
zentrierte Verteilung hat die Breite σDOS, die typischerweise mit ∼ 100 meV angegeben wird.
Der Ladungsübertrag von lokalisierten Ladungsträgern zwischen einzelnen Molekülen bzw.
Zuständen erfolgt durch thermisch aktiviertes Tunneln, sogenannte Hüpfprozesse (engl.: hop-
ping) [8]. Ein sehr weit verbreitetes und physikalisch gut begründetes Modell zur Beschreibung
der Hüpfprozesse in OHLs stellt das Bässler-Modell [7–9] dar. Die Übergangs- bzw. Hüpfrate
νi→ j zwischen zwei Zuständen i und j beträgt im Rahmen des Miller-Abrahams-Modells [10]
νi→ j = ν0e−2γri, j
e−
∆E
kT , für Aufwärtssprünge
1, für Abwärtssprünge.
(2.2)
Der Vorfaktor ν0 ist durch die Anklopfrate (engl.: attempt-to-escape frequency) gegeben. Sie wird
durch die Phononenfrequenz des OHLs bestimmt und liegt zwischen 1010 s−1 und 1014 s−1 [11].
Der erste, vom Abstand der Zustände ri, j abhängige Exponentialterm beschreibt die Transmis-
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x DOS 
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Abbildung 2.3: Schematische
Darstellung der energetisch gaus-
sverteilten LUMO-Zustände in
einem molekularen OHL aufge-
tragen über dem Ort. Zusätzlich
ist die Zustandsdichteverteilung
(DOS) eingezeichnet. Der vergrö-
ßerte Ausschnitt illustriert einen
Abwärts- (1a,b) und einen Auf-
wärtssprung (2a,b) bei Bewegung
in positiver x-Richtung.
sionswahrscheinlichkeit für einen Tunnelprozess, wie es für Prozesse 1a und 2b in Abb. 2.3
angedeutet ist. Er fällt sehr schnell mit dem inversen Lokalisationsradius γ ab. Die Angleichung
der Energieniveaus für die isoenergetischen Tunnelprozesse erfolgt durch Phononenabsorpti-
on bzw. -emission entsprechend den Prozessen 2a bzw. 1b in Abb. 2.3. Die Wahrscheinlichkeit
dafür hängt vom Energieunterschied ∆E, der Boltzmann-Konstanten k und der absoluten Tem-
peratur T ab. Die Wahrscheinlichkeit für die Energieaufnahme durch thermische Aktivierung
bei Aufwärtssprüngen (∆E ≥ 0) wird durch die Boltzmann-Näherung beschrieben. Für Ab-
wärtssprünge (∆E < 0) wird angenommen, dass die überschüssige Energie stets in Form von
Phononen abgegeben werden kann und die Wahrscheinlichkeit somit eins beträgt.
Unter der Berücksichtigung des Miller-Abrahams-Ansatzes und der energetischen Verteilung
der Zustandsdichte DOS(E) kann gezeigt werden, dass es eine wahrscheinlichste Energie gibt,
bei der der Transport von Ladungsträgern stattfindet [12–15]. Diese wird als Transportenergie
ETrans bezeichnet und liegt unterhalb des Zentrums der Gauss’schen DOS. Die Transportener-
gie bildet eine energetische Trennung zwischen beweglichen E ≥ ETrans und unbeweglichen
E < ETrans Ladungsträgern (engl.: mobility edge, Beweglichkeitskante). Zusätzlich zu den be-
weglichen Ladungsträgern gibt es also unbewegliche, gefangene Ladungsträger der Dichte nt .
Es wird eine schmale DOS angenommen, so dass die Dichte beweglicher Ladungsträger deutlich
größer ist als nt . Damit kann nt im Gauss’schen Gesetz vernachlässigt werden. Die Einführung
von Transportenergien hat zwei wichtige Konsequenzen: Erstens kann auch bei degenerierten
OHLs für die Berechnung der Besetzungswahrscheinlichkeit die Boltzmann-Statistik statt der
Fermi-Statistik eingesetzt werden [16]. Zweitens kann unter der Voraussetzung, dass Transport-
niveaus existieren die Einstein Relation in der klassischen Form D
µ
= kT
e
abgeleitet werden [17].
Beides sind Voraussetzungen für die Gültigkeit des Drift-Diffusions-Modells, wie es im Weiteren
verwendet wird.
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Kathode 
Anode 
Uext 
Abbildung 2.4: Aufbau einer OLED mit ei-
ner einzigen organischen Schicht. Sie befin-
det sich auf einem mit einer transparenten,
leitfähigen Anode beschichteten transparen-
ten Substrat, durch das das Licht ausgekop-
pelt wird. Die Kontaktierung erfolgt über die
Anode und die auf dem OHL aufgebrachte
Kathode.
2.2 Organische (Leucht-)dioden
2.2.1 Aufbau & Funktionsweise
Organische Leuchtdioden (OLEDs) sind Flächenleuchtquellen, die im einfachsten Fall aus ei-
nem einzigen organischem Halbleiter zwischen zwei Kontaktelektroden bestehen (Einschicht-
bauteil), wie es in Abb. 2.4 dargestellt ist. OHLs, die in Einschichtbauteilen Verwendung fin-
den, sind beispielsweise Superyellow oder Poly(p-phenylen-vinylen) (PPV). Die Einführung von
mehreren Funktionsschichten mit jeweils optimierten Eigenschaften führte zu deutlich besseren
Bauteileigenschaften im Vergleich zu den Einschichtbauteilen [9, 18–20]. Mindestens eine der
Elektroden muss prinzipiell optisch transparent sein, damit das erzeugte Licht die Diode verlas-
sen kann. Die aktive Fläche der Diode, von der aus die Lichtemission stattfindet, ist durch den
Überlappbereich der beiden Elektroden definiert. Als Substrat dient typischerweise Glas, das
mit einem transparenten, leitfähigen Oxid (z.B. Indium-Zinn-Oxid (ITO)) als Anode bedeckt ist.
ITO bietet durch seine hohe Austrittsarbeit eine niedrige Injektionsbarriere für Löcher. Niedrige
Elektroneninjektionsbarrieren werden durch die Verwendung von Alkali- und Erdalkalimetal-
len mit niedrigen Austrittsarbeiten wie Calcium, Magnesium oder Barium oder deren Salze wie
LiF, CsF oder Cs2CO3 [21, 22] erhalten. Diese weisen aber eine hohe chemische Reaktivität auf
und stellen deshalb hohe Anforderungen an die Verkapselung. Deshalb wird auf diese noch eine
Deckschicht aus Aluminium oder Silber aufgebracht. Um die OLED als Ganzes vor Umgebungs-
einflüssen wie Sauerstoff oder Wasser zu schützen, wird sie mit einer Glaskapsel hermetisch
abgedichtet.
Wird an die Elektroden eine positive äußere elektrische Spannung angelegt, so werden aus
der Kathode Elektronen in das LUMO und aus der Anode Löcher in das HOMO des OHLs inji-
ziert. Treffen im OHL auf einem Molekül ein Elektron und ein Loch zusammen, so bildet sich
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Abbildung 2.5: Energieniveaus eines Metalls und eines OHLs ohne Kontakt (a) und im elektrischen
Kontakt mit angeglichen Fermi-Niveaus (b). Die Kontaktspannung UKo wird durch die Differenz der
Fermi-Niveaus der Materialien vor dem Kontakt bestimmt.
ein Exiton. Die Bildung von Exitonen ist durch die Langevin-Rekombinationsrate gegeben und
proportional zum Produkt aus Elektronen- und Lochdichte. Das Exiton ist ein neutraler, ange-
regter Zustand, auf dessen Bewegung das äußere Feld keinen Einfluss hat, der aber bis zu einige
10 nm durch den OHL diffundieren kann. Im optimalen Fall zerfällt das Exiton strahlend und
das emittierte Licht wird durch das Substrat aus der Diode ausgekoppelt.
In dieser Arbeit werden die unipolare Ladungsträgerinjektion und der Ladungstransport durch
eine organische Diode untersucht. In diesem Fall treten die Exitonenbildung, die Lichtemission
und die Lichtauskopplung nicht auf und werden deshalb auch nicht weiter diskutiert.
2.2.2 Ladungsträgerinjektion
Organische Halbleiter weisen auf Grund der großen Energielücken von 2-3 eV [9] eine sehr
geringe intrinsische Ladungsträgerdichte auf. Deshalb hat die Ladungsträgerinjektion einen
entscheidenden Einfluss auf das Bauteilverhalten. Die Raumladungszonen an Metall/Organik-
Kontakten erstrecken sich für intrinsische OHL oft über Distanzen, die deutlich größer als typi-
sche Bauteilabmessungen sind (s. auch Kap. 7). Somit sind nicht nur die Volumen-, sondern vor
allem die Kontakteigenschaften und dabei vor allem die Injektionsbarrieren und die relativen
Lagen der Fermi-Niveaus in Elektrode und OHL entscheidend für das Verhalten von OLEDs.
Unter der Ladungsträgerinjektion wird der Transfer von Elektronen aus einer Kontaktelektro-
de in das LUMO des OHLs (Elektroneninjektion) bzw. von Elektronen aus dem HOMO des OHLs
in eine Elektrode (Lochinjektion1) verstanden. Die Injektion wird im Wesentlichen durch die
1 Der Übertrag eines Elektrons aus dem HOMO in die Elektrode entspricht im Bild von Löchern einem Lochtrans-
port in entgegengesetzter Richtung.
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Energiebarrieren am Kontakt bestimmt. Die elektronischen Eigenschaften des Kontakts wer-
den durch die Austrittsarbeiten der metallischen Elektroden Φm und des OHLs Φor g , sowie
durch das Ionisationspotential IP und die Elektronenaffinität EA des Halbleiters bestimmt. IP
entspricht der Energiedifferenz zwischen Vakuumlevel (EVak) und HOMO-Niveau. EA gleicht je-
ner zwischen EVak und LUMO-Niveau des OHLs (Abb. 2.5). Das Fermi-Niveau der Elektrode
EF,m bzw. das im OHL EF,or g liegt um den Wert der Austrittsarbeit Φm bzw. Φor g unterhalb von
EVak. Die Energiebarriere zur Injektion von Elektronen ∆n und die zur Injektion von Löchern
∆p ergeben sich nach dem Mott-Schottky-Modell [23] zu
∆n = Φm− EA (2.3a)
∆p = IP −Φm. (2.3b)
Hierbei wird idealisiert von einem stetigen Vakuumniveau ausgegangen, was z.B. die Abwesen-
heit von Oberflächenladung oder Dipolen bei der Kontaktausbildung bedeutet. Die Summe der
Energiebarrieren für Elektronen und Löcher entspricht der Energielücke Eg = IP−EA =∆n+∆p.
Besitzen die für ein Dünnschichtbauteil verwendeten Elektroden unterschiedliche Austritts-
arbeiten, so besteht im thermodynamischen Gleichgewicht ( j = 0) eine Potentialdifferenz zwi-
schen den beiden Elektroden. Die Fermi-Niveaus sind dann im gesamten System angeglichen
und die Differenz in den Austrittsarbeiten resultiert in der Built-in-Spannung (engl.: built-in
voltage) Ubi.
Ideal injizierende Kontakte werden auch als Ohm’sche Kontakte oder Anreicherungskontak-
te bezeichnet, da sich durch die kleine Injektionsbarriere ein Ladungsträgerreservoir am Kon-
takt ausbildet. Ein Ohm’scher Kontakt hat einen im Vergleich zum Volumen vernachlässigbar
kleinen Widerstand. Im thermodynamischen Gleichgewicht kann für einen Anreicherungskon-
takt, bestehend aus Elektrode und unendlich ausgedehntem OHL, das elektrische Potential im
OHL analytisch bestimmt werden (s. Kap 9.2). Ausgehend von der Ladungsträgerdichte an der
Grenzfläche n(x = 0) ändert sich dabei die Ladungsträgerdichte auf der Skala der Debye-Länge
λD =
q
εε0kT
e2n0
, wenn für n0 die Ladungsträgerdichte an der Elektrode/OHL-Grenzfläche n(x = 0)
eingesetzt wird. Auf Grund der geringen Schichtdicke von organischen Dünnschichtbauteilen
von wenigen 100 nm ist die Abschirmlänge für Barrierenhöhen von mehr als ≈ 0,4eV größer
als die Schichtdicke.
Das Gegenteil des Anreicherungskontakts ist der Verarmungskontakt. In diesem Fall ist die
Ladungsträgerdichte am Kontakt sehr gering. Der Verarmungskontakt wird auch als injektions-
limitierender Kontakt bezeichnet, wenn er den limitierenden Faktor für den Stromtransport im
Bauteil darstellt. Der Verarmungskontakt ist dadurch definiert, dass das Fermi-Niveau im OHL
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höher liegt als jenes in der Elektrode. In Folge dessen fließen Ladungsträger aus dem OHL in
die Elektrode ab. Dieses Verhalten kann zum Beispiel bei dotierten OHLs beobachtet werden.
Der Vollständigkeit halber soll noch der neutrale Kontakt aufgeführt werden. Hierbei sind
Elektrode und OHL an der Grenzfläche neutral und es existiert keine Raumladung und somit
keine Verbiegung der Energieniveaus. Dies kann durch verschiedene Konstellationen zustan-
de kommen: Zum einen, wenn die Austrittsarbeiten von Elektrode und OHL übereinstimmen.
Zum anderen kann aber auch die bewegliche Ladungsträgerdichte zu klein sein, als dass eine
relevante Bandverbiegung auftreten könnte [24].
Bei Verarmungskontakten ist der Schottky-Effekt, der auch als Bildladungseffekt bekannt ist,
von großer Bedeutung. Er bewirkt eine Verringerung der Barrierenhöhe für die Ladungsträger-
emission aus einer Metalloberfläche. Eine Erklärung dafür liefert das Konzept der Bildladung.
Das Potential, welches durch eine Ladungskonfiguration in der Umgebung einer metallischen
Fläche entsteht, kann danach durch die Ladungskonfiguration und zusätzliche Bildladungen er-
halten werden [25]. Das einfachste Beispiel hierfür ist eine Ladung q im Abstand x vor einer
unendlich ausgedehnten Metallplatte. Die Ladung bewirkt die Verschiebung von Influenzladung
auf der Metallplatte in der Art, dass das resultierende Feld an der Metalloberfläche lediglich
eine senkrechte Komponente hat. Dieselbe Feldverteilung wird durch die Ladung q und eine
weitere Punktladung der Ladung −q im Abstand x hinter der Metalloberfläche spiegelsym-
metrisch zur ersten Ladung erzeugt. Hierbei werden nur die Felder vor der Metalloberfläche
richtig wiedergegeben. Die zusätzliche Ladung bezeichnet man als Bildladung (engl.: image
charge). Zwischen der Metalloberfläche und der Ladung wirkt also eine attraktive Kraft. Das
resultierende Bildladungspotential beträgt
ΦBildladung =− e
2
16piεε0x
(2.4)
wobei ε0 die Dielektrizitätskonstante des Vakuums und ε die relative Permittivität des das Elek-
tron umgebenden Mediums ist und für q die Elementarladung e eingesetzt wurde. Das Potential
divergiert an der Oberfläche (x → 0) und verschwindet für einen unendlich großen Abstand
von der Oberfläche (x →∞).
Das Modell des Schottky-Effekts wurde zwar für die Elektronenemission aus einem Metall
ins Vakuum entwickelt, gilt aber nach Anpassung der Dielektrizitätskonstante ε auch für die
Emission aus einer Elektrode in einen Isolator. Im klassischen Fall des Schotty-Effekts [23, 26]
setzt sich das auf das Fermi-Niveau des Metalls bezogene Potential vor der Metallfläche aus der
Barriere ∆, dem Bildladungspotential ΦBildladung und dem aus dem externen Feld resultierenden
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Abbildung 2.6: Das Bildladungspotenti-
al (ΦBildladung = − e216piεε0x ) eines Elek-
trons superponiert mit dem für negative
Felder linear fallenden, externen Poten-
tial (eF x) ergibt das Gesamtpotential
ΦGesamt mit einer um δSchottky verringer-
ten Injektionsbarriere und einem Maxi-
mum im Abstand xm vom Kontakt.
externen Potential Φex t zusammen. Wird das externe Feld als konstant angenommen, so gilt
Φex t = eF x und das Gesamtpotential beträgt
ΦGesamt =∆− e
2
16piεε0x
+ eF x . (2.5)
Hat das elektrische Feld ein negatives Vorzeichen, so liegt das Maximum des Gesamtpotentials
ΦGesamt unterhalb der ursprünglichen Barrierenhöhe in dem Abstand
xm =
r
e
16piεε0|F | (2.6)
von der Grenzfläche, wie es in Abb. 2.6 dargestellt ist. Die für die Injektion eines weiteren
Elektrons zu überwindende Barriere ist dann um δSchottky = ∆ − ΦGesamt(xm) erniedrigt. Die
Barrierenerniedrigung beträgt
δSchottky = 2|F |xm =
È
e3|F |
4piεε0
(2.7)
und ist proportional zur Wurzel des Betrags des elektrischen Feldes. Hat das externe Feld ein
positives Vorzeichen, so steigt das Gesamtpotential stetig an und es tritt keine Änderung der
effektiven Barrierenhöhe auf und die Gl. 2.6 und 2.7 gelten nicht.
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2.2.3 Strom-Spannungs-Charakteristika
In diesem Abschnitt werden für Bauteile mit ideal injizierenden Anreicherungskontakten und
mit Verarmungskontakten Ansätze für die Bestimmung von unipolaren Strom-Spannungs-
Charakteristika ( j-U-Charakteristika) vorgestellt. Hier wirkt der Anreicherungskontakt als
Ohm’scher Kontakt und der Verarmungskontakt als injektionslimitierender Kontakt. Wie sich
bei weiteren Diskussionen der Simulationsergebnisse herausstellen wird, ist diese Beziehung
aber nicht eindeutig. Zwischen Kontakteigenschaften und den j-U-Charakteristika besteht viel-
mehr ein nichttrivialer Zusammenhang.
2.2.3.1 Bauteile mit ideal injizierenden Kontakten
Im Rahmen des Drift-Diffusions-Modells soll zunächst für Dioden mit Ohm’schen Kontakten auf
die makroskopische Größe der Strom-Spannungs-Charakteristik geschlossen werden. In diesem
Fall haben die Kontakte einen vernachlässigbar kleinen Einfluss und die j-U-Charakteristik wird
durch den Ladungstransport im Volumen bestimmt [27]. Idealer Ohm’scher Transport liegt vor,
wenn der Ladungstransport ausschließlich über intrinsisch vorhandene Ladungsträger erfolgt,
also keine Raumladung vorhanden ist. Die Dichte der intrinsischen Ladungsträger sei durch n0
bezeichnet.
Der Strom ist dann ausschließlich durch Drift bestimmt und das Feld ist konstant, sodass durch
das Ohm’sche Gesetz
jOhm = σ · F = eµn0
U
L
(2.8)
ein linearer Zusammenhang zwischen Stromdichte und Spannung ( j ∝ U) hergestellt wird.
OHLs haben wegen ihrer großen Energielücke eine sehr geringe intrinsische Ladungsträgerdich-
te. Ohne eine nennenswerte Dotierung wird deshalb über die Anreicherungskontakte Ladung in
den OHL injiziert (s. Kap. 2.2.2). Somit liegt im Gegensatz zum idealen Ohm’schen Gesetzes
Raumladung vor, die hier analog zur intrinsischen Dichte durch n0 beschrieben wird. Für sehr
kleine Spannungen tritt trotzdem stets ein linearer Strom-Spannungs-Zusammenhang inner-
halb des Relaxationsbereichs auf. Dieser zeichnet sich dadurch aus, dass die Transitzeit τTransi t
größer als die Relaxationszeit τrel ist. Diese sind durch
τTransi t =
L2
µU
(2.9a)
τrel =
εε0
µn0e
(2.9b)
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Abbildung 2.7: Raumladungsbegrenzte
Stromdichte ( jSC LC) und Ohm’sche
Stromdichten ( jOhm) für als konstant
angenommene Ladungsträgerdichten
n0, entsprechend den Dichten am
Kontakt für Injektionsbarrieren von
0,4 eV und 0,5 eV. Die zu beobach-
tende Stromdichte des Bauteils wird
jeweils durch die größere der beiden
Stromdichten bestimmt.
mit der mittleren Ladungsträgerdichte n0 definiert. τrel ist die Zeit nach der sich das System bei
einer Störung wieder im Gleichgewicht befindet. Ist also τTransi t  τrel so relaxiert das System
viel schneller als das injizierte Ladung innerhalb des OHLs transportiert werden kann. Somit
wird ein Aufbau von Raumladung unmöglich. Die Injektion von Ladung führt also zu einer
netto unveränderten Ladungsträgerdichteverteilung n(x), da die gleiche Menge an injizierten
Elektronen am ejizierenden Kontakt wieder herausfließt [24].
Eine Abweichung vom Ohm’schen Gesetz tritt auf, wenn ein weiterer Aufbau von Raumladung
erfolgt. Dies ist zum Beispiel für sehr kleine Schichtdicken der Fall und hat eine Verringerung
des elektrischen Feldes am Kontakt zur Folge. Im Extremfall verschwindet das Feld am Kontakt
und die Ladungsträgerdichte divergiert dort. Unter Vernachlässigung der Diffusion ergibt sich
damit zusammen mit der Poisson-Gleichung das sogenannte Mott-Gurney Gesetz für raumla-
dungsbegrenzte Ströme
jSC LC =
9
8
εε0µ
U2
L3
. (2.10)
Der Übergang zwischen linearem und quadratischem Zusammenhang zwischen j und U erfolgt
bei Gleichheit von jOhm und jSC LC bei der Spannung U =
8
9
en0L
2/εε0. Der Übergang wird also
mit steigender Dichte n0 zu größeren Spannungen verschoben. Dies ist in Abb. 2.7 für Barrieren
von 0,4 eV und 0,5 eV und den entsprechenden, als konstant angenommenen, Ladungsträ-
gerdichten n0 = Neff exp(−∆/kT ) dargestellt. Die Konstanz der Ladungsträgerdichten gilt hier
näherungsweise wegen der großen Debye-Länge und der geringen verwendeten Schichtdicke
von L = 100 nm. Dies folgt aus den Ausführungen im Anhang zur Ladungsverteilung am Anrei-
cherungskontakt.
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2.2.3.2 Bauteile mit injektionslimitierenden Kontakten
Im Rahmen des Drift-Diffusions-Modells werden für injektionslimitierende Kontakte vor allem
das Richardson-Schottky (RS) [23, 28–30] und das Fowler-Nordheim (FN) [23, 29–32] Modell
angewendet. Das Richardson-Schottky (RS) Modell beschreibt die Injektion durch thermisch
aktiviertes Überkommen der Barriere, wobei die Barrierenerniedrigung durch den Schottky-
Effekt (s. Abschnitt 2.2.2) berücksichtigt wird.
jRS = A
∗T 2 exp
−∆−
q
e3U
4piεε0L
kT
 (2.11)
Die effektive Richardson-Konstante A∗ hängt von der effektiven Elektronenmasse in der inji-
zierenden Elektrode ab. Unter der Annahme eines konstanten Feldes im gesamten Bauteil der
Dicke L ist in Gl. 2.11 das Feld durch den Quotienten U/L ersetzt worden.
Für stark dotierte Halbleiter oder bei tiefen Temperaturen ist die Tunnelstromdichte entschei-
dend für den Injektionsstrom. Im Fowler-Nordheim (FN) Modell wird die Ladungsträgerinjekti-
on als Tunneln durch eine dreiecksförmige Barriere in einen ungebundenen Zustand im Vakuum
beschrieben und ergibt die Stromdichte
jFN = B
U2
L2
exp
−4p2meL∆3/2
3ħheU
 (2.12)
mit dem konstanten Vorfaktor B. Davids et al. [30] berücksichtigen für einen OHL eine Kom-
bination aus FN Tunnelinjektion und thermischer Injektion unter Einfluss der Grenzflächenre-
kombination. Im Gegensatz zu heißen Elektronen relaxieren im OHL die Elektronen schnell
auf das Transportniveau. So spüren sie das rücktreibende Potential für x < xm, das durch den
Schottky-Effekt erzeugt wird (vgl. Abb. 2.6) und können mit ihren Bildladungen rekombinieren.
Sowohl das RS- als auch das FN-Modell wurden für die Glühemission aus Metallen ins Vakuum
entwickelt und erst später auf die Emission z.B. in kristalline, anorganische Halbleiter oder auf
die in OHLs angewendet. Die Adaption besteht dabei allerdings lediglich in der Anpassung der
Dielektrizitätskonstanten ε. Somit werden die spezifischen Eigenschaften von OHLs, wie der
Hüpftransport, keinesfalls berücksichtigt.
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2.3 Modellierung der elektrischen Eigenschaften von organischen Leuchtdioden
Für die Modellierung der elektrischen Eigenschaften von OLEDs gibt es eine Vielzahl sehr unter-
schiedlicher Modellansätze. Dies liegt unter anderem daran, dass verschiedene Modelle einen
unterschiedlichen Fokus auf einzelne spezifische Eigenschaften der OHLs bzw. der organischen
Bauelemente haben. Auch das Ziel der Modellierung bestimmt die Auswahl des zu verwen-
denden Modells. So gelten für die Betrachtung von mehrschichtigen Bauteilen andere Anforde-
rungen, als für die Untersuchung von Volumeneigenschaften eines OHLs. Einige Modellansätze
sollen im Folgenden Abschnitt kurz vorgestellt werden.
2.3.1 Vergleich verschiedener Modellansätze
Drei wichtige Ansätze zur Beschreibung des Ladungstransports sind das Drift-Diffusions-Modell,
der Mastergleichungsansatz und Monte-Carlo-Simulationen.
Bei der Monte-Carlo-Simulation wird, ausgehend von einer konkreten Besetzung von Zustän-
den, der Transport durch eine Reihe von Zufallsexperimenten simuliert. Um allgemeine Aussa-
gen zu erhalten, erfolgt eine Mittelung über die Experimente. Monte-Carlo-Simulationen sind
gut geeignet, um Informationen über Transportphänomene zu erhalten oder auch Hüpfpro-
zesse an der Injektionsbarriere durch die Berechnung von Raten zu untersuchen. Sie werden
dem statistischen Charakter des Transports von Ladung über lokalisierte Zustände in einer
Zustandsdichteverteilung besonders gut gerecht. Der bekannteste Vertreter, der Monte-Carlo-
Simulationen zur Untersuchung des Ladungstransports in OHLs durchgeführt hat, ist H. Bässler,
nach dem das Bässler-Modell benannt ist [7, 8]. Durch statistische Mittelung über die Ergeb-
nisse der Monte-Carlo-Simulationen konnte z.B. eine Temperatur- und Feldabhängigkeit der
phänomenologischen Beweglichkeit µ bestimmt werden. Die wiederum ist eine wichtige Ein-
gangsgröße für Drift-Diffusions-Modelle. Die Beweglichkeit wird dabei als gemittelte Größe aus
den statistischen Hüpfprozessen bestimmt. Grundsätzlich sollte die Beweglichkeit nicht als Ma-
terialkonstante gesehen werden. Sie wird vom Zustand des OHLs über die lokal vorliegenden
elektrischen Feldstärken oder die Ladungsträgerdichten bestimmt. In einer Reihe von weiteren
Arbeiten wurde auch die Ladungsträgerinjektion durch das Überwinden der Schottky-Barriere
zum Beispiel von Arkhipov et al. [33], Gartstein et al. [34] oder Wolf et al. [35] betrachtet.
Ein anderes, auch auf den Hüpftransport zugeschnittenes Modell ist der Mastergleichungsan-
satz. Dabei wird ausgehend von Übergangsfrequenzen νi→ j die Besetzungswahrscheinlichkeiten
p j des Zustands j aus der Mastergleichung
dp j
d t
=
∑
i 6= j

νi→ jpi(1− p j)− ν j→ip j(1− pi)

= 0 (2.13)
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errechnet. Dieser Zusammenhang gilt für alle N betrachteten Zustände, sodass es gilt, ein Set
aus N Gleichungen zu lösen. Der erste Summand in Gl. 2.13 beschreibt die Übergangswahr-
scheinlichkeit von Zustand i nach Zustand j und der zweite Summand die Wahrscheinlichkeit
für einen Rücksprung von j nach i . Die Übergangswahrscheinlichkeit hängt jeweils von der
Wahrscheinlichkeit ab, dass der Ausgangszustand besetzt und der Zielzustand unbesetzt ist.
Aus Gl. 2.13 resultiert die Besetzungswahrscheinlichkeit im stationäre Gleichgewicht des Sys-
tems. Dieser Ansatz wurde beispielsweise von Pasveer et al. [36] und van der Holst et al. [37]
verwendet. Letztere haben in einem dreidimensionalen kubischen Gitter den Hüpftransport zwi-
schen Zuständen mit zufällig verteilten Energieniveaus betrachtet. Die Besetzungswahrschein-
lichkeiten und die elektrischen Felder wurden aus der Lösung von Mastergleichungen unter
Berücksichtigung der Feldabhängigkeit der Injektionsbarriere bestimmt. Im Rahmen dieses drei-
dimensionalen Ansatzes ist sogar die Abbildung von Perkolationseffekten möglich. Sowohl die
Monte-Carlo- als auch die Mastergleichungsansätze kommen der Natur der Hüpfprozesse sehr
nah, haben aber den Nachteil eines großen Rechenaufwands. Somit sind sie für die Anpassung
an gemessene Größen von realen Bauteilen nur sehr bedingt einsetzbar.
Das am weitesten verbreitete und auch für die analytische Anpassung an die Kenngrößen
realer Bauelemente gut geeignete Modell ist das phänomenologische Drift-Diffusions-Modell.
Dieses ist auch bereits sehr erfolgreich für die Simulation anorganischer und organische Halb-
leiterbauelemente eingesetzt worden. Der Driftanteil wird dabei durch das Ohm’sche Gesetzt
jDrift = σF mit der Leitfähigkeit σ = eµn bestimmt. Der Diffusionsanteil jDiff = eD∇n mit der
Diffusionskonstanten D folgt aus dem ersten Fick’schen Gesetz. Unter der Voraussetzung, dass
Transportniveaus existieren, kann die klassische Einstein Relation D
µ
= kT
e
ausgenutzt werden
und es folgt die klassische Diffusionsstromdichte jDiff = µkT∇n. Die spezifischen Eigenschaften
der organischen Halbleiter werden im Rahmen des Drift-Diffusionsmodells meistens durch eine
temperatur-, feld- oder auch ladungsträgerdichteabhängige Beweglichkeit berücksichtigt.
Auf Grund der niedrigen intrinsischen Ladungsträgerdichte ist die Injektion für das Verhalten
organischer Bauteile ein wichtiger Einflussfaktor. Die Injektionsbarriere bestimmt die Ladungs-
trägerdichte an der Grenzfläche zwischen Elektrode und OHL. Allerdings wird die Ladungsträ-
gerdichte auch durch das Feld am Kontakt beeinflusst, welches wiederum die Barrierenhöhe
bestimmt. Das Problem ist nun, dass im Allgemeinen sowohl das elektrische Feld als auch die
Ladungsträgerdichte am Kontakt unbekannt sind. Es bleibt also die Frage nach einer passen-
den Randbedingung. Die einfachste Randbedingung ist eine vom Feld am Kontakt unabhängige
Ladungsträgerdichte, wie sie beispielswiese von Shen et al. [38] verwendet wurde. Ein sol-
cher Ansatz ist für die j-U-Kennlinien in Abb. 4.6 angewendet worden und führt nicht zu
den experimentell beobachteten Ergebnissen. Eine andere idealisierte Randbedingung für die
ideale Ohm’sche Injektion wurde bereits in Kap. 2.2.3.1 eingesetzt und ergibt stets die SCLC-
Stromdichte.
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Auch in weiter entwickelten Injektionsmodellen wie dem Richardson- und dem Fowler-
Nordheim-Modell wird jeweils nur der Injektionsprozess eines einzelnen Ladungsträgers be-
trachtet. Die Existenz weiterer Ladungsträger würde das verwendete elektrostatische Potential,
das in den Modellen verwendet wird, ändern. Auch eine Kopplung mit dem Drift-Diffusions-
Modell, wie sie von Crowell und Sze [39] vorgenommen wurde, ist fragwürdig. Denn dabei
wird eine Randbedingung, die für ein Einzelteilchenmodell abgeleitet wurde, auf ein Vielteil-
chenmodell angewendet [40]. Spätestens beim Übergang zu großen Ladungsträgerdichten wird
dies problematisch. Außerdem werden im RS- und im FN-Modell keine Eigenschaften des OHLs
berücksichtigt. So treten weder die Zustandsdichte noch die Ladungsträgerbeweglichkeiten auf.
Das von Neummann et al. [5, 6] entwickelte selbstkonsistente Modell umgeht dieses Problem
durch Einbeziehung der Eigenschaften der Elektroden und des organischen Halbleiters. Rand-
bedingungen sind die Gleichgewichtsparameter der Elektroden unendlich weit entfernt von den
Elektroden/OHL-Grenzflächen. Die Übergangsbedingungen an den Grenzflächen folgen aus der
Stetigkeit der dielektrischen Verschiebung und der des elektrochemischen Potentials. So müssen
keine zusätzlichen künstlichen oder einschränkenden Bedingungen an das System gestellt wer-
den. Dadurch ist es nicht auf einzelne Bereiche wie den SCLC-Bereich beschränkt, sondern ist
in der Lage, einen kontinuierlichen Übergang zwischen injektionslimitiertem und raumladungs-
limitiertem Bereich zu beschreiben. Dieses selbstkonsistente Modell bildet die Grundlage dieser
Arbeit und wird im folgenden Abschnitt vorgestellt.
2.3.2 Selbstkonsistentes Drift-Diffusions-Modell für organische Dioden
In diesem Abschnitt wird das von Neumann et al. [5, 6] entwickelte eindimensionale, selbst-
konsistente Modell zur Beschreibung von unipolaren, organischen Dioden entsprechend der
Darstellung von Neumann et al. [5] vorgestellt. Bei ausreichender Homogenität stellt die Ein-
dimensionalität der Betrachtung auf Grund der Geometrie von OLEDs mit einer Dicke von ma-
ximal wenigen 100 nm und einer lateralen Ausdehnung von mindestens einigen Millimetern
keine Einschränkung dar.
Der Schwerpunkt dieser Arbeit liegt auf der Untersuchung und Diskussion der Ladungsträger-
injektion. Dazu wird im Folgenden das unipolare Modell für die Elektroneninjektion und den
Elektronentransport abgeleitet. Es kann aber auch auf Löcher und bipolaren Transport übertra-
gen werden. Die Beschränkung auf die Betrachtung einer Ladungsträgersorte ist in der Nähe
eines Kontakts erlaubt, solange die Elektronen- oder die Lochinjektionsbarriere deutlich kleiner
als die Hälfte der Energielücke ist. Dann ist die Dichte der Ladungsträgersorte mit der kleineren
Injektionsbarriere wegen der großen Bandlücke um Größenordnungen höher als die der ande-
ren. So ist im Fall kleiner Elektroneninjektionsbarrieren die Lochdichte vernachlässigbar klein.
Dabei bedeutet klein für die Elektroneninjektionsbarriere bei Eg ∼ 3 eV ein Wert von weniger
als 1 eV. Für asymmetrische Bauteile, bei denen an einem Kontakt ∆n < ∆p und an dem ande-
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ren ∆n > ∆p gilt, müssen beide Ladungsträgersorten betrachtet werden. Für diesen Fall haben
Yampolskii et al. [41] das Modell weiterentwickelt. Eine Erweiterung von Genenko et al. [42]
wird an entsprechender Stelle in Kap. 4.3 vorgestellt.
Es wird im Folgenden ein eindimensionaler Isolator der Dicke L betrachtet, der einen OHL
mit großer Energielücke repräsentiert. Dieser befindet sich zwischen zwei Metallelektroden. Die
organische Diode wird also durch eine Metall/Isolator/Metall-Diode (MIM-Diode) repräsentiert.
Der Isolator erstreckt sich über den Bereich x0 ≤ x ≤ xL mit x0 = 0 und xL = L. Die sich daran
anschließenden Elektroden sind in beide Halbräume unendlich weit ausgedehnt. In das Modell
gehen sowohl die Elektroden- als auch die Isolatoreigenschaften ein. Die jeweiligen Gleichungen
und die Anschlussbedingungen werden im Folgenden abgeleitet.
2.3.2.1 Elektroden
Die metallischen Elektroden werden im Rahmen des Modells freier Elektronen betrachtet. Mit
der Thomas-Fermi-Näherung [16, 43] kann so das ortsabhängige elektrochemische Potential
E±F,m(x) =
ħh2
2m±e
[3pi2n±m(x)]2/3− eφ(x) + E±b (2.14)
abgeleitet werden. Dabei bezeichnet n±m(x) die lokale Elektronendichte, φ(x) das lokale elek-
trische Potential, m±e die materialabhängige effektive Elektronenmasse und E±b die Unterkanten
der Leitungsbänder. Der Index m bezeichnet die metallischen Kontakte und durch den Index ±
wird zwischen der rechten (x > L) und der linken (x < 0) Elektrode bzw. den entsprechenden
Grenzflächen mit dem Isolator unterschieden.
Die Gleichgewichtsstromdichte j ist allgemein durch die Leitfähigkeit σ und die lokale Än-
derung des elektrochemischen Potentials EF(x) gegeben. Die Stromdichte in den Elektroden
beträgt damit
j =
σ±m
e
dE±F,m(x)
dx
. (2.15)
Aus Gründen der Ladungserhaltung ist im betrachteten eindimensionalen Fall die Stromdichte
räumlich konstant ( d j
d x
= 0). Die Leitfähigkeit der Elektroden σ±m = eµ±mn±∞ ist proportional zur
Elektronenbeweglichkeit µ±m und mit der Thomas-Fermi-Näherung zur Gleichgewichtsladungs-
trägerdichte n±∞. Diese ist weit weg von etwaigen Grenzflächen und unter Gleichgewichtsbe-
dingungen definiert. Am Metall/Isolator-Kontakt kommt es, abhängig von der relativen Lage
der Fermi-Niveaus von Elektrode und Isolator, zum Ladungsübertrag zwischen der metallischen
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Elektrode und dem Isolator. Dadurch kann auch in den Elektroden eine Raumladung entstehen.
Das resultierende Feld lässt sich durch das Gauss’sche Gesetz
dF±m(x)
dx
=− e
ε±mε0
δn±m(x) (2.16)
beschreiben. Dabei ist die Überschussladungsträgerdichte δn±m(x) = nm(x)− n±∞ die lokale Ab-
weichung von der Gleichgewichtsladungsträgerdichte n±∞. Die in Metallen grundsätzlich sehr
hohen Ladungsträgerdichten erlauben die Thomas-Fermi-Näherung |δn±m(x)|  n±∞. Diese be-
sagt, dass die Überschussladungsträgerdichte klein gegen die Gleichgewichtsladungsträgerdich-
te ist. Setzt man nun Gl. 2.14 und Gl. 2.16 in Gl. 2.15 ein und nutzt die Thomas-Fermi-Näherung
aus, so ergibt sich die Differentialgleichung für die Stromdichte zu
j
eµ±mn±∞
=−2ε
±
mε0E
±
F,∞
3e2n±∞
F±′′m (x) + F±m(x). (2.17)
Dabei ist E±F,∞ das elektrochemische Potential in den Elektroden unendlich weit weg von den
Kontakten. Dort existieren keine Raumladungseffekte sodass die Ableitung des Felds verschwin-
det. Damit der Potentialabfall über die Elektroden nicht unendlich groß ist, muss auch das Feld
an sich verschwinden. Somit ergibt sich als analytische Lösung für Gl. 2.17 die Feldverteilung
F±m(x) innerhalb der Elektroden zu
F±m(x) =

F±m(x0,L)−
j
σ±m

exp

∓ x ∓ x0,L
l±T F

+
j
σ±m
. (2.18)
Das Feld fällt von den Kontakten nach außen hin exponentiell auf der Längenskala der Thomas-
Fermi-Länge
l±T F =
s
2ε±mε0E±F,∞
3e2n±∞
(2.19)
ab. l±T F beträgt für typische Parameter ca. 10−10 m. Ist das Feld am Metall/Halbleiter-Kontakt
bekannt, so ist das Feld und somit auch das Potential in der Metallelektrode vollständig be-
stimmt. Die Annahme unendlich dicker Kontakte ist auf Grund des schnellen Feldabfalls für
typische Elektrodendicken von einigen 10 nm gerechtfertigt. In Tab. 2.1 sind die Parameter ei-
niger Elektrodenmaterialien zusammengefasst. Die freie Ladungsträgerdichte im Gleichgewicht
ergibt sich aus n∞ = NA ZVρmAm . Dabei ist NA = 6,022 ·10
22 mol die Avogadrozahl, ZV die Anzahl
freier Valenzelektronen, ρm die Massendichte und Am die Atommasse.
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Material EF,∞ [eV] n∞ [ 1022 cm−3] µ [cm2/Vs] EA [eV] lT F [Å]
Ca 4,69 4,6 39,5 2,8 0,61
Mg 7,08 8,6 16,8 3,6 0,55
Ba 3,64 3,2 3,3 2,5 0,65
Al 11,70 18 14,1 4,3 0,49
Ag 5,49 5,9 70,5 4,3 0,59
Au 5,53 5,9 51,9 4,3 0,59
Cu 7,00 8,5 47,2 4,4 0,55
ITO 0,225 0,01 30 4,7 0,88
Tabelle 2.1: Auflistung von Materialparametern gebräuchlicher Elektrodenmaterialien. In das Mo-
dell fließen die (Gleichgewichts-) Fermi-Energien EF,∞, die freie Ladungsträgerdichten im Gleichge-
wicht n∞, die Beweglichkeiten µ, die Austrittsarbeiten EA und die daraus resultierenden Thomas-
Fermi-Längen lT F ein.
2.3.2.2 Isolator
Die Injektionsbarrieren für Elektronen ∆±n und für Löcher ∆±p an den Elektroden/Isolator-
Grenzflächen sind durch den energetischen Unterschied zwischen dem elektrochemischen Po-
tential in den Elektroden E±F,∞ und der Unterkante der Leitungsniveaus, dem LUMO bzw. der
Oberkante der Valenzniveaus, dem HOMO im Isolator bestimmt. Da die Elektronenaffinität und
das Ionisationspotential des OHLs unabhängig von der Lage des Fermi-Niveaus im OHL sind,
gelten die Relationen:
E−A −∆−n = E+A −∆+n (2.20a)
E−A +∆−p = E+A +∆+p (2.20b)
zwischen den Austrittsarbeiten E±A der Elektroden und den Injektionsbarrieren ∆±n bzw. ∆±p .
Der Übersichtlichkeit wegen, wird im Folgenden der unipolare Elektronentransport betrachtet.
Die Ausführungen können aber ebenso für den Lochtransport durchgeführt werden. Der Isolator
sei durch seine Zustandsdichteverteilungen DOS(E) charakterisiert, welche die energetische
Verteilung von Zuständen innerhalb des LUMOs im Isolator beschreibt.
Die Elektronendichte im Isolator nor g(x) folgt aus dem Integral über das Produkt aus der Zu-
standsdichteverteilung DOS(E) und der statistischen Verteilungsfunktion f (E) über alle mögli-
chen Energien.
nor g(x) =
∫ +∞
−∞
DOS

E −∆−n − E−F,∞+ eφ(x)

f (E)dE (2.21)
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Für nicht degenerierte Isolatoren mit schmaler DOS kann für die Verteilungsfunktion die
Boltzmann-Näherung eingesetzt werden. Unter Verwendung des Konzepts der Transportener-
gie gilt dies auch für degenerierte Isolatoren. Somit kann das elektrochemische Potential
EF,or g(x) = kT ln

nor g(x)
Neff

+∆−n + E−F,∞− eφ(x) (2.22)
für Elektronen im Isolator über die Elektronendichte ausgedrückt werden. Dabei ist
Neff =
∫ +∞
0
DOSn,or g(E
′)exp
−E′
kT

dE′ (2.23)
die effektiv besetzbare Zustandsdichte für Elektronen im LUMO. Sie charakterisiert den OHL bei
gegebener Temperatur und führt dazu, dass das elektrochemische Potential (Gl. 2.22) unabhän-
gig von der Form der DOS ausgedrückt werden kann.
Aus dem Prinzip der Ladungserhaltung folgt die eindimensionale Kontinuitätsgleichung
d
dx
j+
∂
∂ t
ρ = 0. (2.24)
Somit ist im statischen Gleichgewicht ( ∂
∂ t
ρ = 0) die Stromdichte in der gesamten Diode kon-
stant. Die Stromdichte besteht aus einem Drift- und einem Diffusionsstromdichtenanteil
j = eµor gnor g(x)For g(x) + kTµor g
dnor g(x)
dx
. (2.25)
Zusammen mit dem Gauss’schen Gesetz
dFor g(x)
dx
=
e
εor gε0
[Nd(x)− nor g(x)] (2.26)
ist der Transport durch den Isolator vollständig bestimmt. Die Dotierkonzentration Nd stellt
dabei eine positive Hintergrundladung dar, deren Ursprung beliebiger Natur sein kann. Die
Verteilung von Nd(x) ist im Folgenden räumlich variabel, wird aber als zeitlich konstant an-
genommen. Im nächsten Schritt müssen die Bedingungen für die elektrochemischen Potentiale
und die Felder in den Elektroden und im OHL durch Anschlussbedingungen miteinander ver-
knüpft werden. Da für die Elektroden analytische Lösungen vorliegen, können die Lösungen, die
Übergangsbedingungen und die Randbedingungen in den Elektroden im unendlichen Abstand
vom OHL zu neuen Randbedingungen an den Punkten x0 und xL zusammengefasst werden.
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2.3.2.3 Randbedingungen
Die Randbedingungen für das betrachtete System wurden von Neumann et al. [5] aus der Ste-
tigkeit der dielektrischen Verschiebung und der Stetigkeit des elektrochemischen Potentials ab-
geleitet. Die dielektrische Verschiebung ist im gesamten Bauteil stetig; dies gilt insbesondere
auch für die Grenzflächen. Somit ergeben sich an den Elektroden/Isolator-Grenzflächen die
Relationen
ε−mF−m(x0) = εor gFor g(x0) (2.27a)
ε+mF
+
m(xL) = εor gFor g(xL). (2.27b)
In Abwesenheit eines Sprungs im Vakuumniveau z.B. durch einen Dipol an den Grenzflächen ist
das elektrostatische Potential stetig woraus die Bedingungen
E−F,m(x0) = EF,or g(x0) (2.28a)
EF,or g(xL) = E
+
F,m(xL) (2.28b)
folgen. Auch das elektrochemische Potential ist an den Grenzflächen stetig. Daraus resultieren
die Randbedingungen in Gl. 2.29, die eine feste Relation zwischen elektrischem Feld und La-
dungsträgerdichte an den Kontakten herstellen. Dabei gehen sowohl Materialeigenschaften von
den Elektroden als auch dem Isolator ein:
n(x0)≈ Neff exp

−∆
−
n
kT
− el
−
T Fεor g/ε
−
m
kT
F(x0)

(2.29a)
n(xL)≈ Neff exp

−∆
+
n
kT
+
el+T Fεor g/ε
+
m
kT
F(xL)

. (2.29b)
Bei der Ableitung der Randbedingungen in Gl. 2.29 wurde der Term el±T F j/σ±kT im Exponenten
vernachlässigt, da er für alle praktischen Fälle sehr klein gegen die übrigen Summanden im
Exponenten ist. Aus den Gl. 2.29 und dem Zusammenhang n = Neff exp (∆eff/kT ) können die
effektiven Injektionsbarrieren
∆−n,eff ≈∆−n + el−T Fεor g/ε−mF(x0) (2.30a)
∆+n,eff ≈∆+n − el+T Fεor g/ε+mF(xL) (2.30b)
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abgeleitet werden. Sie werden durch die Stärke des elektrischen Feldes an den Elektroden/Isolator-
Grenzflächen variiert. Die Änderung der Injektionsbarrierenhöhe ist eine direkte Folge aus dem
Ladungstransfer zwischen Isolator und Elektrode. Sie entspricht gerade der Potentialänderung
innerhalb der Elektroden. Je nach Vorzeichen des elektrischen Feldes kann es zu einer Vergrö-
ßerung oder Verkleinerung der ursprünglichen Barrierenhöhe kommen.
Somit liegt nun ein selbstkonsistentes Modell zur Beschreibung der Ladungsträgerinjektion
und des -transports vor. Damit können sowohl Strom-Spannungs-Charakteristika sowie die ört-
lichen Verteilungen von elektrischem Feld und der Ladungsträgerdichte bestimmt werden. Dies
geschieht, indem sowohl die Eigenschaften der Elektroden als auch die der OHLs berücksichtigt
werden.
2.4 Zusammenfassung
In diesem Kapitel wurden die für das Verständnis der folgenden Kapitel notwendigen Grund-
lagen dargelegt. Es wurde auf die Spezifika von organischen Halbleitern eingegangen und
wichtige Grundlagen für den Aufbau und die Funktionsweise von organischen Dioden wur-
den vorgestellt. Weiter wurde auf die Ladungsträgerinjektion und die Bestimmung von Strom-
Spannungs-Charakteristika eingegangen und es wurden approximative Ansätze für deren Be-
schreibung aufgeführt. Im Abschnitt 2.3 wurden verschieden Modellansätze zur Beschreibung
von OLEDs vorgestellt und schließlich das im Weiteren verwendete selbstkonsistente Drift-
Diffusions-Modell nach Neumann et al. [5, 6] in Kap. 2.3.2 abgeleitet. Das Ergebnis sind die
Randbedingungen (Gl. 2.29), die eine Feldabhängigkeit der effektiven Injektionsbarrieren und
damit der Ladungsträgerdichten an den Grenzflächen ergeben.
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3 Numerische Lösungsverfahren für das
Drift-Diffusions-Modell
In diesem Kapitel werden zwei Lösungsverfahren für das in Kap. 2.3.2 eingeführte Drift-
Diffusions-Modell mit selbstkonsistenten Randbedingungen vorgestellt. Dabei handelt es sich
zum einen um das Schießverfahren und zum anderen um die Finite-Elemente-Methode.
Die Beschreibung des Ladungstransports in organischen Halbleitern basiert dabei auf Diffe-
rentialgleichungen (DGLs). Diese stellen Relationen zwischen gesuchten Funktionen und deren
Ableitungen dar. In den Naturwissenschaften sind DGLs Grundlage für die Beschreibung von
einer Vielzahl von Prozessen (z.B. Wachstumsprozesse, Zerfallsprozesse und Wellenphänome-
ne) [44]. Die hier verwendete, eindimensionale Drift-Diffusions-Gleichung bildet zusammen
mit dem Gauss’schen Gesetz (Gl. 2.3.2) eine gewöhnliche, inhomogene DGL 2. Ordnung. Eine
DGL höherer Ordnung kann immer auch in ein System von gekoppelten DGLs 1. Ordnung über-
führt werden. Allgemeine Lösungsverfahren für DGLs existieren im Wesentlichen für Systeme
aus DGLs 1. Ordnung, weshalb von der allgemeinen Form
y′(x) = f (x ,y(x)) (3.1)
ausgegangen wird. Der Vektor y′ beinhaltet alle Ableitungen 1. Ordnung und y die abhängigen
Variablen des DGL-Systems. Eine DGL n-ter Ordnung definiert zunächst lediglich eine Lösungs-
schar. Erst durch die Vorgabe von n Randbedingungen (RB) wird aus dieser eine eindeutige
Lösung herausgegriffen. Je nach geforderten RBs wird zwischen Anfangswertproblemen und
Randwertproblemen unterschieden. Bei Anfangswertproblemen sind alle abhängigen Variablen
an einem Punkt x0 durch die RB y(x0) = y0 vorgegeben. Bei Randwertproblemen sind sie auf
mindestens zwei verschiedene Ränder verteilt. Für Anfangswertprobleme sind sowohl die Exis-
tenz einer Lösung durch den Satz von Peano [44] als auch die Eindeutigkeit dieser durch den
Satz von Picard-Lindelöf [44] für endliche und stetig differenzierbare Funktionen f (x ,y(x)) ga-
rantiert. Für Randwertprobleme ist dies nicht der Fall. Für physikalisch sinnvolle RBs existieren
allerdings immer eindeutige Lösungen.
Im Idealfall lassen sich die Lösungen geschlossen analytisch darstellen. Dies ist für das in dem
Kap. 2 eingeführte Modell nur für wenige Spezialfälle (z.B. undotierter Halbleiter im thermody-
namischen Gleichgewicht) möglich. Andere Problemkonstellationen müssen numerisch gelöst
werden. Im Rahmen dieser Arbeit wurden dazu zwei grundsätzlich verschiedene Ansätze ge-
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wählt: i) Zum einen wurden die DGLs mit Hilfe des Schießverfahrens [45, 46] und numerischer
Integration gelöst. Dies wurde in der Programmiersprache FORTRAN implementiert. ii) Zum
anderen wurde das kommerzielle Programm COMSOL Multiphysics Version 3.5a1 eingesetzt,
welches die Finite-Elemente-Methode (FEM) zur Lösung von DGLs verwendet. Alle Rechnun-
gen für Dioden im thermodynamischen oder im statischen Gleichgewicht mit den von Neumann
et al. [5] eingeführten RBs wurden mit beiden Ansätzen i) und ii) durchgeführt. Die Analyse
von Tunnelphänomenen bei der Injektion erfolgte mittels COMSOL und die von frequenzabhän-
gigen Impedanzmessungen ausschließlich mit FORTRAN. Im Folgenden wird auf beide Ansätze
genauer eingegangen.
3.1 Lösung mittels Schießverfahren
Eine Möglichkeit zum Lösen von DGLs ist die numerische Integration, wofür die Kenntnis über
die Anfangsbedingung, den Funktionswert y0 = y(x0) an der Stelle x0 Voraussetzung ist. Unter
Verwendung der durch die Funktion f (x , y(x)) gegebenen Steigung y ′(x) ist der Funktionswert
am Punkt xN durch
y(xN ) = y(x0) +
∫ xN
x0
y ′(x)dx (3.2)
gegeben. Die einfachste Form der numerischen Integration ist das Euler-Verfahren [45]. Aus-
gehend von dem Funktionswert yn am Punkt xn wird so der Funktionswert yn+1 an der Stelle
xn+1 = xn+ h durch einen Integrationsschritt der Schrittweite h zu
yn+1(xn+1) = yn+ h · f (xn, yn) (3.3)
mit xn+1 = xn+h bestimmt. Durch iteratives Fortführen kann so eine Näherung für den Funkti-
onswert yN am Punkt xN = xL bestimmt werden. Bei konstanter Schrittweite über das gesamte
betrachtete Intervall mit der Länge L und der Unterteilung in N gleichgroße Schritte beträgt
h = L
N
. Je kleiner h bzw. je größer N ist, umso genauer ist die Näherung durch den Integrati-
onsschritt. Wegen seiner Linearität hat das Euler-Verfahren einen Fehler der Ordnung h2. Mehr-
schrittverfahren höherer Ordnung wie z.B. das Runge-Kutta-Verfahren [47–49] bieten deutlich
effizientere Möglichkeiten der numerischen Integration mit höherer Genauigkeit bei gleichem
Rechenaufwand. Ihre Überlegenheit beruht auf der Reduzierung der Asymmetrie der Integra-
tionsschritte durch Berücksichtigung von Punkten innerhalb des Intervalls. Beim Runge-Kutta-
Verfahren vierter Ordnung wird die Information von vier Euler-Schritten kombiniert. Dabei wird
f (x , y) an verschiedenen Stellen des betrachteten Intervalls zwischen xn und xn+1 ausgewer-
1 wird im Folgenden als COMSOL bezeichnet
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Abbildung 3.1: Schematische Dar-
stellung des klassischen Runge-Kutta-
Verfahrens vierter Ordnung am Beispiel
der DGL y ′ = 2 y(x) mit der RB
y(xn) = 2, xn = 0 und der Schrittweite
h = 1. Die Funktion y(x) = 2e2x
ist als durchgezogene schwarze Linie
dargestellt. Die Steigungen ki sind an
den Auswertungspunkten jeweils durch
kurze durchgezogene Linien angedeu-
tet. Sie werden jeweils zur Auffindung
des Auswertungspunktes von ki+1
(gestrichelte Linie) ausgenutzt.
tet. Die resultierenden Steigungen k1 bis k4 werden in eine Taylor-Reihen-Entwicklung höherer
Ordnung eingesetzt und damit der Funktionswert yn+1 bestimmt:
k1 = f (xn, yn) (3.4a)
k2 = f (xn+
h
2
, yn+
h
2
k1) (3.4b)
k3 = f (xn+
h
2
, yn+
h
2
k2) (3.4c)
k4 = f (xn+ h, yn+ h k3) (3.4d)
yn+1 = yn+
h
6
 
k1+ 2k2+ 2k3+ k4

+O(h5) (3.4e)
Der erste Schritt zur Bestimmung der Steigung k1, definiert in Gl. 3.4a, entspricht exakt dem
Euler-Verfahren mit Schrittweite h/2 bis in die Mitte des Intervalls. Im zweiten Schritt wird k2
(Gl. 3.4b) bestimmt und die Steigung f (xn+h/2, yn+
k1
2
) wird in der Mitte des Intervalls ausge-
wertet, wobei als Funktionswert die lineare Näherung für k1 aus dem ersten Schritt eingesetzt
wird. Der dritte Schritt zur Bestimmung von k3 (Gl. 3.4c) erfolgt analog zu Schritt zwei von der
Intervallmitte aus, wobei nun für den Funktionswert die Information aus Schritt zwei genutzt
wird. k4 wird im vierten Schritt (Gl. 3.4d) bestimmt. Dabei wird die Steigung am Punkt xn+1
ausgewertet und zur Bestimmung des Funktionswertes die Steigung k3 verwendet. Der Funkti-
onswert yn+1 folgt schließlich aus den Einzelschritten durch einen Euler-Schritt mit gewichteten
Steigungen k1 bis k4. Diese Prozedur ist in Abb. 3.1 exemplarisch für die DGL y
′ = 2 y(x) mit
dem Anfangswert y(xn) = 2 und der Lösung y(x) = 2e2x für den Schritt von xn = 0 nach
xn+1 = 1 mit h = 1 skizziert. Dabei sind k1 bis k4 jeweils als durchgezogene Linien am Ort
der Auswertung und die Geraden zum Auswertungspunkt des jeweils nächsten Schrittes (gestri-
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chelt) in derselben Farbe dargestellt. Der Mittelwert ist mit k¯ bezeichnet und stimmt hier zufällig
mit k3 überein. Es ergibt sich yn+1 = 14, wobei die analytischen Lösung yn+1 = 14,78 beträgt.
Der Fehler des Verfahrens ist von der Ordnung h5, sodass eine Verkleinerung der Schrittweite
den Fehler des Verfahrens deutlich stärker reduziert als beim Euler-Verfahren. Dies spiegelt sich
auch in der Tatsache wieder, dass aus vier aufeinander folgenden Euler-Schritten mit Schrittwei-
te h= 0,25 der Funktionswert y(xn+1) = 10,125 folgt. Dieser Wert weicht von der analytischen
Lösung deutlich stärker ab, als das Ergebnis des Runge-Kutta-Verfahrens bei gleichem Rechen-
aufwand.
Die direkte Integration ist bei Randwertproblemen im Gegensatz zu Anfangswertproblemen
nicht möglich, da kein vollständiger Satz von abhängigen Variablen an einem einzigen Punkt
gegeben ist. Die beiden Randpunkte werden im Folgenden mit x0 und xN bezeichnet. Damit
auch bei einem Randwertproblem eine Integration möglich wird, müssen für die an x0 nicht
vorgegebenen Variablen zusätzliche Startwerte angenommen werden. Durch systematische Va-
riation der an x0 unbestimmten Variablen erfolgt eine Annäherung an die Lösung, für die auch
die RBs am Punkt xN erfüllt sind. Dieses Vorgehen wird als Schießverfahren (engl.: Shooting)
[45, 46] bezeichnet.
Das Schießverfahren soll nun auf die in Kap. 2 abgeleiteten stark nichtlinearen RBs (Gl. 2.30)
angewandt werden. Die abgeleiteten RBs geben keine festen Werte für die Variablen vor, sondern
bilden lediglich eine Relation zwischen dem elektrischen Feld F(x) und der Ladungsträgerdichte
n(x) an den Randpunkten x0 und xN . Durch die Wahl eines Feldes F(x0) ist also auch die
Ladungsträgerdichte n(x0) = n(F(x0)) eindeutig bestimmt. Aus der gekoppelten Integration
von Ladungsträgerdichte und elektrischem Feld ergeben sich ihre Werte n(xN ) und F(xN ) am
Punkt xN . Das aus der Dichte n(xN ) am Punkt xN über die RB folgende Feld beträgt F∗(n(xN )).
Bei richtig gewählten Startwerten am Punkt x0 stimmt F
∗(n(xN )) mit dem Feld F(xN ), das
aus der Integration des Feldes folgt, überein. Zum Auffinden des Startwerts muss also ∆F =
F(xN )− F∗(n(xN )) durch Variation von n(x0)minimiert werden. Dieses Vorgehen ist in Abb. 3.2
schematisch anhand des elektrischen Feldes dargestellt.
Kurve 1 ist eine divergente Lösung für das elektrische Feld F(x). Kurven 2 und 3 stellen
endliche Lösungen dar. Dabei erfüllt Kurve 3 die RB besser, weil eine kleinere Differenz ∆Fi
zwischen Variablenwert Fi(xN ) und dem aus der Dichte folgenden Feld F∗i (n(xN )) besteht. Ziel
ist es, einen Startwert zu finden, der ein |∆Fi| < δ zur Folge hat. δ ist ein fester Parameter, der
für die Qualität der Erfüllung der RB steht und hier zu 10−15 · F0 mit dem Normierungfaktor des
elektrischen Feldes F0 (s. Normierungen in Fortran-Rechnungen im Anhang) gewählt wurde.
Zur Lösung des hier vorliegenden Problems müssen die Integrationsschritte für die beiden
abhängigen Variablen Feld und Dichte jeweils parallel erfolgen, damit die Werte des gekoppel-
ten Systems bestimmt werden können. Um den Einfluss von Rundungsfehlern zu reduzieren,
wurden die Rechnungen mit normierten Größen (s. Anhang) durchgeführt.
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Abbildung 3.2: Visualisierung der Idee
des Schießverfahrens durch die Darstel-
lung von drei möglichen Lösungen des
elektrischen Feldes für verschiedene An-
fangswerte F(x0): Kurve 1 divergiert
und besitzt damit am Punkt xN kei-
nen endlichen Wert. Für die Kurven 2
und 3 existieren endliche Lösungen am
Punkt xN . Aus der entsprechenden Lö-
sung der parallel integrierten Dichte
wird das über die RB korrespondierende
Feld F∗(n(xN )) bestimmt und mit Feld
F(xN ) verglichen. Der Startwert ist um-
so besser, je kleiner der Absolutwert der
Differenz ∆F = F(xN )− F∗(n(xN )) ist.
Das Lösungsschema für die Bestimmung der statischen (dc) und der frequenzabhängigen (ac)
Gleichungen ist in Abb. 3.3 dargestellt. Eingangsgrößen sind die Materialparameter sowie die
zu betrachtende Stromdichte. Es werden ein Startwert für das Feld Fdc(x0) gesucht, die dazu-
gehörige Dichte ndc(Fdc(x0)) bestimmt und die DGLs integriert. Das so ermittelte Feld Fdc(xN )
wird mit dem Feld F∗dc(xN ) verglichen welches aus der Ladungsträgerdichte ndc(xN ) über die
RB folgt. Ist die Differenz ∆Fdc = Fdc(xN ) − F∗dc(n(xN )) größer als der Parameter δ, so wird
Fdc(x0) erneut verändert. Dabei wird mit großen Schritten (meist in der Größenordnung des
normierten Feldes F0 (Gl. 9.1)) in positive und negative Richtung angefangen und die Schritt-
weite verkleinert, wenn der zuvor gewählt Wert den kleineren Fehler hatte. Ist ∆F kleiner als
δ, so wird die Lösung akzeptiert. Da die frequenzabhängigen RBs von der statischen Lösung
abhängen, fließt diese zusätzlich in das Lösungsschema für die frequenzabhängige DGL mit ein.
Ansonsten erfolgt die Lösung analog zum statischen Fall. Die Lösungen bestehen jeweils aus den
Feld- und Dichteprofilen, die die komplette Information über das System enthalten. Aus ihnen
können alle anderen gewünschten Größen des Systems z.B. Spannung, Stromkomponenten und
Impedanz bestimmt werden.
An dieser Stelle soll noch darauf hingewiesen werden, dass es sich bei dem Lösungsalgo-
rithmus um ein asymmetrisches Verfahren handelt. Sowohl die Integrationsschritte mit dem
Runge-Kutta-Verfahren, als auch das Schießverfahren sind nicht symmetrisch. Das Schießver-
fahren sorgt dafür, dass die eine Randbedingung am Anfangspunkt x0 exakt erfüllt ist und die
andere am Endpunkt xN nur bis auf eine Differenz δ. Besonders kritisch sind dann Konstellation-
en, in denen hohe Dichtegradienten an den Rändern auftreten, wie z.B. bei hohen Dotierungen.
Durch die Nichtlinearität der Randbedingungen im statischen Fall kann es hier dazu kommen,
dass keine Lösung gefunden werden kann.
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Abbildung 3.3: Schematische Vorgehensweise bei der Lösung der gekoppelten Randwert DGL mittels
des Schießverfahrens. Die Lösung des statischen Problems ist Eingangsparameter für die frequenz-
abhängige Lösung.
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3.2 Lösung mittels Finite-Elemente-Methode
Eine weitere Möglichkeit zur numerischen Lösung von Differentialgleichungen ist die Finite-
Elemente-Methode (FEM) [50]. Sie wurde ursprünglich für strukturmechanische Anwendungen
entwickelt. Heute wird sie in einem breiten Anwendungsbereich zur Lösung verschiedenster
Problemstellungen angewendet. Bei der FEM wird das betrachtete Gebiet in endliche (finite)
Elemente zerlegt. Der Funktionsverlauf innerhalb der Elemente wird durch Ansatzfunktionen
interpoliert. Dies können konstante, lineare, quadratische oder beliebige andere Funktionen
sein. Die Ansatzfunktionen sind jeweils nur innerhalb weniger Elemente ungleich null. Durch
Einsetzen der Ansatzfunktionen in die DGLs wird die schwach besetzte, quadratische Gesamt-
steifigkeitsmatrix A erzeugt. Die Dimensionalität von A und damit auch gleichzeitig die Anzahl
der Freiheitsgrade des zu lösenden Gleichungssystems ergibt sich aus dem Produkt von der Ele-
mentanzahl und der Anzahl an freien Variablen. Beim Drift-Diffusions-Modell liegen mit dem
elektrischen Feld bzw. dem Potential und der Ladungsträgerdichte zwei freie Variablen vor. Das
zu lösende Gleichungssystem
A ·u= b (3.5)
wird durch die Gesamtsteifigkeitsmatrix A, den Vektor der globalen Verschiebungen u und den
Vektor der Kräfte b bestimmt. Dabei ist u durch die Funktionswerte und die Dirichlet-RBs und b
durch Neumann-RBs gegeben.
Zur Lösung des linearen Gleichungssystems in COMSOL wurde der direkte Löser UMFPACK
eingesetzt, der sich der LU-Faktorisierung bedient. Dabei wird die Matrix A in ein Produkt von
einer unteren (L) und einer oberen (U) Dreiecksmatrix zerlegt und damit die anschließende
Lösung vereinfacht. Der relative Fehler er r für einen Variablenvektor u˜ ist definiert als er r =
|u−u˜|
|u| . Dabei ist |u| die Norm von u. Mit der LU-Faktorisierung L ·U = M und der vorgegebenen
relativen Toleranz tol lässt sich der Fehler zu
er r · |M−1 · (b− A · u˜)|< tol · |M−1 · b| (3.6)
abschätzen[51, 52]. Die relative Toleranz er r wurde im Bereich zwischen 10−6 und 10−10 ge-
wählt. Für die Implementierung des Drift-Diffusions-Modells in COMSOL 3.5 wurde das Poisson-
Gleichungs-Modul mit dem Potential als Variable und das Konvektions- und Diffusions-Modul in
konservativer Form mit der Ladungsträgerdichte als Variable verwendet. Die Felder wurden in
Form von Neumann-Randbedingungen im Poisson-Gleichungsmodul und im Konvektions- und
Diffusionsmodul die Stromdichte vorgegeben. Der Vorteil bei der Lösung mittels FEM liegt in
der Symmetrie des Lösungsverfahrens, weil im Gegensatz zum Schießverfahren keine Asymme-
trie durch bevorzugte Behandlung einer der RBs in der Lösung erzeugt wird. Die Verwendung
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des Potentials an Stelle des Feldes als Variable führt dazu, dass sich die Ordnung der zu lösen-
den DGL um eins erhöht. Trotzdem gelang es, sogar zusätzliche Tunneleffekte in Form einer
Reaktionsrate in die Stromdichtegleichung einzuführen und zu lösen.
3.3 Einflussgrößen auf die Lösbarkeit
Wichtige Einflussfaktoren auf die Lösbarkeit und für die Genauigkeit der numerischen Lösung
sind die Netzdichte (1/h bei konstanter Schrittweite), die Verteilung der Netzpunkte über das
betrachtete Gebiet, die Qualität der Startwerte sowie die verwendete Lösungsmethode selbst.
Dabei besteht stets das Bestreben, eine hohe Genauigkeit bei gleichzeitig kurzer Rechenzeit zu
erzielen.
Die Wahl der Startwerte ist schon insofern wichtig, als dass sie Voraussetzung dafür ist, dass
überhaupt eine Lösung gefunden werden kann. Als Startwerte wurden deshalb die analyti-
schen Lösungen von undotierten Systemen im thermodynamischen Gleichgewicht eingesetzt.
Die davon abweichenden Parameter wurden nacheinander angepasst, um zu dem gewünschten
Parametersatz zu gelangen. So wurden gute Startwerte für das eigentliche Problem gewonnen.
Auch die Erstellung des Netzes ist ein sensibler Punkt. Ausgehend von geringen Netzdichten
führt eine höhere Netzdichte prinzipiell zu größerer Rechengenauigkeit. Limitiert wird dieser
Trend dadurch, dass auch die Summation von Rundungsfehlern bei sehr hohen Netzdichten zu
nennenswerten Fehlern führen kann [53, 54].
In COMSOL wurde das Netz über die freien Netzgenerierungsparameter in Form von ma-
ximalen Elementgrößen auf dem Gebiet des organischen Halbleiters (≤ 1 nm) und an den
Randpunkten (≤ 1 Å) vorgegeben. Diese wurden meist so gewählt, dass die Elementgröße am
Rand weniger als 1/10 von der in der Mitte des Gebiets betrug, um den größeren Gradienten am
Rand Rechnung zu tragen. Besonders wichtig ist eine hohe Netzdichte bei großen Stromdich-
ten, da hier starke Gradienten in der Ladungsträgerdichte am ejizierenden Kontakt auftreten.
Auch hohe Dotierkonzentrationen führen zur Notwendigkeit höherer Netzdichten auf Grund
der auftretenden Gradienten in den Ladungsträgerdichten. Bei zu kleinen Netzdichten treten
Oszillationen in den Ladungsträgerdichten auf. Dies wird dann als eindeutiger Hinweis auf eine
zu kleine Elementanzahl gewertet und die Knotendichte erhöht. Für eine Knotenzahl zwischen
1000 und 10000 Punkten hat sich in COMSOL eine ausreichende Genauigkeit bei vertretbarem
Rechenaufwand ergeben.
In den auf Fortran basierenden Rechnungen, wurden die Stützstellen für die Integration durch
eine sinusförmige Verteilung der Punkte vorgegeben. Der Punkt xn ist durch
xn =
1
2
+
1
2
sin

pi
n
N
− pi
2

(3.7)
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definiert, wobei 0≤ n≤ N ist. Somit ist gewährleistet, dass die Netzdichte am Rand stets größer
als in der Mitte ist. Weiter hat eine Vergrößerung von N eine überproportionale Reduktion der
Schrittweiten am Rand zur Folge. Für N = 1000 ist der Netzabstand am Rand etwa drei Grö-
ßenordnungen kleiner als in der Mitte des organischen Halbleiters. Für die meisten Rechnungen
hat sich ein N zwischen 1000 und 2000 als praktikable Größe herausgestellt.
Zusätzlich zu den in Kap. 3.1 und 3.2 aufgeführten Kriterien für die Akzeptanz einer Lö-
sung wurde bei allen Rechnungen überprüft, ob die Resultate stetige j-U- bzw. C-U-Kennlinien
ergeben. Außerdem wurden Vergleiche mit analytischen Näherungen und Betrachtungen von
Grenzfällen vorgenommen, um die Richtigkeit der numerischen Ergebnisse zu überprüfen.
3.4 Zusammenfassung
Es wurden in diesem Kapitel zwei mögliche Lösungsverfahren für das im Kap. 2.3.2 vorgestell-
te Modell abgeleitet: Beim Schießverfahren wird durch iterative Integration der Differential-
gleichungen mittels Runge-Kutta-Verfahren und Variation der Startwerte eine Lösung für das
Randwertproblem gesucht. Die Lösung mittels Schießverfahren wurde in Fortran implemen-
tiert. Außerdem wurde das Modell in das kommerzielle Programm COMSOL implementiert, das
auf der Finite-Elemente-Methode basiert. Damit stehen nun zwei unabhängige Werkzeuge zur
Modellierung von OLEDs zur Verfügung.
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4 MIM-Dioden Systeme im statischen
Gleichgewicht
In diesem Kapitel wird das in Kap. 2.3.2 aufgestellte, selbstkonsistente Modell auf MIM-Dioden
angewandt. Es wird der unipolare Elektronentransport in MIM-Dioden zuerst im thermodynami-
schen Gleichgewicht ( j = 0) und anschließend im statischen Gleichgewicht ( j 6= 0) betrachtet.
Dies geschieht jeweils für Systeme mit intrinsischem und dotiertem Halbleiter. Somit kann der
Einfluss einer Dotierung des OHLs untersucht werden. Anschließend wird eine Modellerweiter-
ung um Einzelteilcheneffekte diskutiert.
4.1 Dioden im thermodynamischen Gleichgewicht
4.1.1 Dioden mit intrinsischem Halbleiter
Im thermodynamischen Gleichgewicht ist das elektrochemische Potential EF(x) konstant, sodass
nach Gl. 2.15 die Stromdichte j verschwindet. Die Drift-Diffusions-Gleichung ist in diesem Fall
integrierbar, wenn keine Dotierung (Nd = 0) vorliegt. Die analytische Lösung für das elektrische
Feld lautet dann
F(x) =
2kT
e
Λ tan (Λ(x + L/2) +λ) (4.1)
mit den Integrationskonstanten Λ und λ, die durch die Randbedingungen bestimmt werden.
Für symmetrische Barrieren verschwindet λ aus Symmetriegründen. In Abb. 4.1 sind die elek-
trischen Feld- und Ladungsträgerdichteverteilungen für einen intrinsischen OHL (Nd = 0) mit
einer Schichtdicke von L = 100 nm zwischen zwei Ca-Elektroden mit verschiedenen Injektions-
barrierenhöhen gezeigt. Weitere, im Folgenden verwendete Parameter sind in Tab. 4.1 aufge-
listet. Durch Vergleich der Verteilungen aus Abb. 4.1 mit den entsprechenden von Neumann et
al. [5] konnte die Korrektheit der Ergebnisse überprüft werden. Zusätzlich sind in Abb. 4.1 (a)
die Ladungsträgerdichten für Anreicherungskontakte, wie sie aus Gl. 9.3 mit n(x) = Neffe
− eΦA(x)kT
für einen Kontakt bei x = 0 folgen, eingezeichnet. Da beim idealen Anreicherungskontakt der
OHL unendlich ausgedehnt ist, kommt es hier durch die endliche Ausdehnung des OHLs zu mit
dem Abstand vom Kontakt steigenden Abweichungen. Diese sind für kleine Injektionsbarrieren
besonders groß, da hier die Rückkopplung vom Kontakt bei x = L am größten ist.
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Abbildung 4.1: Ladungsträgerdichteprofile (a) und Verläufe der elektrischen Felder (b) im OHL einer
unipolaren MIM-Diode mit intrinsischem OHL zwischen Ca-Elektroden für Barrierenhöhen zwischen
0 und 0,4 eV im thermodynamischen Gleichgewicht ( j = 0). Dabei gilt die Legende aus (a) auch
für Abbildung (b). Die Ladungsträgerdichten für einen Anreicherungskontakt bei x = 0 sind für die
entsprechenden Barrierenhöhen jeweils in entsprechender Farbe gestrichelt in (a) eingezeichnet. Im
Einsatz von (b) sind die Felder am linken Kontakt bis zum maximalen Wert dargestellt.
In Kontakt mit den Elektroden diffundieren solange Elektronen aus beiden Elektroden in den
intrinsisch ladungsträgerfreien OHL, bis sich Drift- und Diffusionsströme überall gegenseitig
kompensieren. An dieser Stelle soll angemerkt werden, dass in der unipolaren Näherung die
intrinsische Ladungsträgerdichte ni = 0 ist. Dies entspricht einer unendlich großen Bandlücke
bzw. einem unendlich weit entfernten Fermi-Niveau vom LUMO. Die unipolare Näherung ist we-
gen der großen Energielücken und der geringen Schichtdicke möglich. Das sich ausbildende Feld
im OHL wirkt der Injektion durch Diffusion entgegen. Es bilden sich sowohl im OHL als auch in
den Elektroden durch Ladungsübertrag Raumladungszonen aus. Die Existenz von Raumladung
soll hier im weiteren Sinne als Vorhandensein von Nettoladung aufgefasst werden, die auch
beweglich sein kann. Die Feldverteilung in Elektrode und OHL für die barrierefreie Diode ist in
Abb. 4.2(a) in der Nähe des linken Kontakts gezeigt. Das elektrische Feld im Metall fällt nach Gl.
2.18 exponentiell über eine Distanz von lT F ab. Im OHL dagegen ist der steile Teil des Feldabfalls
selbst für die extrem hohe Ladungsträgerdichte eines barrierefreien Kontakts zumindest über ei-
nige Nanometer ausgedehnt. Die Diskontinuität des Feldes an der Grenzfläche beruht auf dem
µorg εorg Neff L T
10−8 m2/Vs 3 1027 m−3 100 nm 300 K
Tabelle 4.1: Liste der verwendeten Parameter.
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Abbildung 4.2: Feldprofil im OHL und in der Ca-Elektrode eines barrierefreien Bauteils (a). Die
Abstände zwischen Fermi-Niveau und LUMO in der Diodenmitte EF(L/2)− ELUMO(L/2) sind für
symmetrische, undotierte Dioden mit Schichtdicken von 100 nm in Abhängigkeit der Barrieren-
höhen ∆ in (b) als Quadrate aufgetragen. Weiter ist dort gestrichelt der Abstand, der direkt am
Kontakt ohne Barrierenerniedrigung auftreten würde, dargestellt.
Sprung in der dielektrischen Konstante zwischen Metall (εm = 1) und OHL (εor g = 3). Wegen
der Stetigkeit der dielektrischen Verschiebung am Kontakt εmFm(0) = εor gFor g(0) ist das Feld
in der Elektrode dreimal so hoch wie das im OHL. Weil mit Gl. 2.18 und dem Feld im OHL am
Kontakt (For g(x = 0 bzw. L) auch das Feld in der Elektrode bekannt ist, wird im Folgenden nur
noch das Feld im OHL dargestellt. Für die Berechnung der externen Spannung sind allerdings
immer die Potentialabfälle in den Elektroden mit zu berücksichtigen. So beträgt die Spannung,
die über die Diode abfällt
U =
∫ ∞
−∞
F(x)dx . (4.2)
Bei asymmetrischen Dioden mit unterschiedlichen Barrierenhöhen muss zusätzlich die Built-in-
Spannung eUbi = ∆−−∆+ zum Feldintegral addiert werden, sodass die Spannung gleichzeitig
mit der Stromdichte verschwindet.
Mit steigender Barrierenhöhe sinkt die Elektronendichte an den Kontakten, sodass die diffu-
sionsgetriebene Injektion abgeschwächt wird und geringere Felder zur Kompensation der Dif-
fusion ausreichen. Das Profil der Ladungsträgerdichte für eine Barriere von 0,4 eV ist wegen
der beschränkten Bauteilabmessungen nahezu konstant. Dies erklärt sich durch Betrachtung
der Debye-Länge λD, die in einem Anreicherungskontakt näherungsweise der Längenskala für
den Abfall der Ladungsträgerdichte entspricht (s. Kap 2.2.3.1 und Anhang 9.2). Dafür wird die
Ladungsträgerdichte am Kontakt in die Debye-Länge eingesetzt. Für ∆ = 0,4 eV ergeben sich
fast 150 nm was deutlich mehr als die Bauteilabmessung von L = 100 nm ist. In einer Diode mit
größerer Schichtdicke fällt die Ladungsträgerdichte auf einen niedrigeren Wert ab als in einer
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dünneren Diode. In der unipolaren Betrachtung kommen alle Ladungsträger im OHL aus den
Elektroden. Für eine feste Schichtdicke L ist somit die Lage des Fermi-Niveaus in der Mitte der
Diode nur von den Barrierenhöhen abhängig.
Für die symmetrischen, undotierten Dioden, die bereits in Abb. 4.1 diskutiert wurden, ist der
Abstand zwischen Fermi-Niveau und LUMO in der Diodenmitte EF(L/2)− ELUMO(L/2) in Ab-
hängigkeit der Barrierenhöhen ∆ in Abb. 4.2(b) aufgetragen. Zusätzlich ist die Barrierenhöhe
als gestrichelte Linie dargestellt. Sie entspricht dem Abstand zwischen EF und ELUMO, der direkt
am Kontakt ohne Barrierenerniedrigung auftreten würde. Für die verwendete Schichtdicke von
100 nm sättigt der Abstand zwischen LUMO und Fermi-Niveau für kleine Barrieren bei einem
endlichen Wert von 0,302 eV. Dies liegt an der Rückkopplung zwischen den beiden Elektroden
und der endlichen Schichtdicke. Die mit kleiner werdender Injektionsbarriere größere Ladungs-
trägerdichte fällt auf kürzeren Distanzen ab und die resultierende Potentialänderung nimmt ab.
Mit zunehmender Barrierenhöhe verringern sich der Potentialabfall innerhalb der Diode und die
Barrierenerniedrigung, sodass für ∆ = 0,4 eV der Abstand zwischen Fermi-Niveau und LUMO
in der Mitte des OHLs nahezu mit der Barrierenhöhe ∆ übereinstimmt.
Zu erwähnen ist noch, dass es für intrinsische OHLs zu einer Barrierenerhöhung (∆e f f > ∆)
und damit zur Verringerung der Ladungsträgerdichte kommt. Dies ist in Abb. 4.1(a) für ∆ = 0
direkt zu sehen, da die Ladungsträgerdichte an den Kontakten mit 1,26 ·1026 m−3 fast eine Grö-
ßenordnung unter der effektiven Zustandsdichte (Neff = 1027 m−3) liegt, welche die Ladungs-
trägerdichte am Kontakt für∆eff = 0 darstellt. Da die Änderung der effektiven Injektionsbarriere
aber proportional zum Feld ist, sinkt der Einfluss für steigende Barrierenhöhen.
4.1.2 Dioden mit homogen dotiertem Halbleiter
Die Ladungstransferdotierung von OHLs ist eine übliche Methode, um die Leitfähigkeit oder die
Injektion zu verbessern [55–57]. Die Dotierung wird durch eine positive Hintergrundladung der
Dichte Nd modelliert, welche auf Grund der Ladungsneutralität durch bewegliche Ladungsträ-
ger kompensiert wird. Dadurch wird der Abstand des Fermi-Niveaus vom LUMO von −∞ zu
einem endlichen Wert hin verschoben. Es wird eine unveränderte Beweglichkeit im OHL an-
genommen, sodass die Leitfähigkeit nur durch eine Änderung der freien Ladungsträgerdichte
zustande kommt. Der Haupteffekt durch die Dotierung ist so, dass die minimale Ladungsträ-
gerdichte und damit auch die Leitfähigkeit im Bauteil erhöht werden. Wie im intrinsischen Fall
führt auch eine Dotierung einer barrierefreien Diode zu einer negativen Raumladung. Dies liegt
daran, dass vor dem Kontakt der Materialien das Fermi-Niveau im OHL unterhalb des Fermi-
Niveaus im Metall liegt. Es werden so über den Kontakt mehr Elektronen injiziert als durch die
Dotierung positiv geladene Donatoren vorhanden sind (s. Abb. 4.3(a)). Die negativen Feldgra-
dienten an den Kontakten steigen mit der Dotierkonzentration Nd an. Es liegt also weiterhin
ein Anreicherungskontakt vor. So stimmen die Verläufe von n(x) mit der Ladungsträgerdichte
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(a) (b)
Abbildung 4.3: Verteilungen der Ladungsträgerdichte (a) und des elektrischen Feldes (b) im OHL für
eine barrierefreie MIM-Diode mit Dotierkonzentrationen zwischen 1022 m−3 und 1024 m−3 sowie
für einen intrinsischen OHL. Zusätzlich sind in (a) die Ladungsträgerdichte nA(x) eines barriere-
freien Anreicherungskontaktes bei x = 0 dargestellt. Die Ladungsträgerdichten der dotierten Dioden
erreichen im Abstand der Debye-Länge von nA(x) = Nd die Größenordnung der Dotierung n ≈ Nd .
Für die kleinste Dotierung gilt dies nicht, da durch die Rückkopplung von der rechten Elektrode
überall n(x) > Nd ist. Die Debye-Längen sind für alle Nd mit entsprechenden Farben auf Höhe der
Dotierkonzentrationen eingezeichnet.
eines Anreicherungskontaktes nA(x) (gestrichelt, s. Kap. 9.2) bei x = 0 für kleine x überein.
Für große Dotierkonzentrationen, deren entsprechende Debye-Länge λD sehr viel kleiner als die
Schichtdicke des OHLs ist, verschwindet die Ladungsdichte in der Bauteilmitte und es gilt dort
n(x) ≈ Nd . Dies gilt hier für alle Nd > 1022 m−3. Für Nd = 1022 m−3 ist im gesamten OHL
n(x)> Nd . Der Übergang zwischen dem Verlauf entsprechend nA(x) und der konstanten Dichte
entsprechend der Dotierkonzentration erfolgt auf der Skala der Debye-Länge. Die Debye-Längen
für die verschiedenen Nd sind in entsprechenden Farben auf Höhe von Nd vom Punkt nA(x) = Nd
aus in Abb. 4.3(a) eingezeichnet.
Die Situation ändert sich, wenn eine größere Injektionsbarriere z.B. ∆ = 0,4 eV betrachtet
wird. Dann handelt es sich bei den Kontakten um Verarmungskontakte. Wie in Abb. 4.4 sichtbar,
ändern sowohl die Ladungsdichten ρ(x) = Nd − n(x) als auch die elektrischen Felder durch die
Dotierung das Vorzeichen. Dies ist der Fall, wenn vor dem Kontakt zwischen Elektroden und
OHL das Fermi-Niveau im Volumen des OHLs durch die Dotierung oberhalb des Fermi-Niveaus
in den Elektroden liegt. Ein Teil der durch die Dotierung eingebrachten Kompensationsladungs-
träger fließt so nach der Kontaktierung in die Elektroden ab. Es bleibt eine positive Raumladung
durch unkompensierte Donatoren zurück. So entstehen Verarmungszonen, in denen die Dichte
der festen Hintergrundladung groß gegen jene der freien Elektronen ist. Das dabei aufgebaute
elektrische Feld verhindert nun das weitere Hinausdiffundieren von Elektronen in die Elektro-
den, sodass der Nettostrom unterdrückt wird. Mit der Dotierkonzentration steigt das elektrische
Feld an den Kontakten und die Weite der Verarmungszone wRLZ (s. Gl. 4.7) wird verringert.
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Abbildung 4.4: Verteilungen der Ladungsträgerdichten n(x) (a) und der elektrischen Felder F(x)
(b) für eine MIM-Diode mit symmetrischen Injektionsbarrieren von ∆ = 0,4 eV und Dotierkon-
zentrationen zwischen 1022 m−3 und 1024 m−3 sowie für einen intrinsischen OHL. Dabei gilt die
Legende aus (b) auch für Abbildung (a). Die Weiten der Raumladungszonen nehmen mit steigen-
der Dotierung ab und der Gradient des Feldes wird größer. Entspricht die Ladungsträgerdichte der
Dotierkonzentration, so sind die Dotieratome kompensiert und der OHL ist neutral.
Dadurch, dass das elektrische Feld am linken Kontakt negativ und am rechten positiv wird, setzt
nach Gl. 2.29 eine Reduzierung der effektiven Barrierenhöhe ∆eff ein. Eine Erhöhung der Do-
tierkonzentration erzeugt also eine Vergrößerung des Feldes am Kontakt und damit eine stärkere
Barrierenerniedrigung. Dies führt zu einer verstärkten Injektion von Elektronen.
Um den Effekt der Dotierung auf ∆eff abzuschätzen, soll das elektrische Feld am Kontakt in
der Näherung einer vollständig verarmten Raumladungszone mit abruptem Übergang in den
neutralen Bereich bestimmt werden. Die Weite der Raumladungszone
wRLZ =
È
2εor gε0UKo
eNd
(4.3)
ergibt sich aus der Kontaktspannung UKo und der Steigung des elektrischen Feldes
dF(x)
dx
=
e
εor gε0
Nd . Die Kontaktspannung, die durch die Dotierkonzentration und die Barrierenhöhe be-
stimmt ist, beträgt
eUKo =∆− (EF,or g − ELUMO) = ∆+ kT ln

Nd
Neff

. (4.4)
Das Feld am Kontakt ist betragsmäßig maximal und fällt innerhalb von wRLZ linear auf null ab.
Mit dem daraus resultierenden Feld F(x = 0) kann nun die Barrierenerniedrigung ∆−∆eff in
Folge der Dotierung durch Gl. 4.5 bestimmt werden.
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Abbildung 4.5: Darstellung der Barrierener-
niedrigung in Abhängigkeit der Dotierkon-
zentration für eine Barrierenhöhe von ∆ =
0,4 eV aus Simulation (Punkte) und der
analytischen Näherung aus Gl. 4.5 (Linie).
∆−∆eff = elT F εor gεm
√√√√2Nd ∆+ kT ln NdNeff
εε0
. (4.5)
Dieser Zusammenhang ist in Abhängigkeit der Dotierkonzentration für eine Barriere von 0,4 eV
in Abb. 4.5 dargestellt. Die größte in Abb. 4.4 betrachtete Dotierkonzentration hat im thermody-
namischen Gleichgewicht eine Änderung der effektiven Barrierenhöhe um weniger als 10 meV
zur Folge. Eine stärkere Änderung der effektiven Injektionsbarriere wird nur durch noch höhere
Dotierkonzentrationen erzielt. So bewirkt z.B. eine Dotierung mit Nd = 5 ·1025 m−3, entspre-
chend 5 % der effektiven Zustandsdichte, eine Änderung der effektiven Injektionsbarriere um
gut 80 meV. Das entspricht knapp 20 % der ursprünglichen Barrierenhöhe von 0,4 eV. Für
Dotierungen unterhalb von einem Promille ist der Effekt der Barrierenerniedrigung im ther-
modynamischen Gleichgewicht schwach. Durch Anlegen einer externen Spannung wird die
Barrierenerniedrigung jedoch größer und ermöglicht überhaupt erst den Übergang vom injekti-
onslimitierten in den raumladungslimitierten Bereich. Dies wird nun in Kap. 4.2 betrachtet.
4.2 Dioden im statischen Gleichgewicht
In diesem Abschnitt wird diskutiert, wie die MIM-Diode beim Anliegen einer äußeren Spannung
reagiert. Aus dem vorgestellten Drift-Diffusions-Modell folgt die Feldverteilung für eine vorge-
gebene Stromdichte. Durch Integration des Feldes F(x) über das gesamte Bauteil inklusive der
Elektroden ergibt sich die angelegte Spannung U . Durch Variation der vorgegebenen Stromdich-
te wird so eine Strom-Spannungs-Charakteristik ermittelt. Bei der Injektion von Elektronen aus
der linken Elektrode ist die Stromdichte negativ. Da meist logarithmische Auftragungen gewählt
werden, wird stets der Betrag der Stromdichten | j| betrachtet.
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Abbildung 4.6: Ladungsträgerdichteprofile (a) im thermodynamischen Gleichgewicht (durchgezo-
gen) und bei einer Spannung von 105 V (gestrichelt) für Barrieren zwischen 0 eV und 0,4 eV.
Die Dichten am Kontakt sind spannungsunabhängig in der Form n(∆) = Neffe
− ∆kT angesetzt. Die
entsprechenden Strom-Spannungs-Kennlinien sind in (b) für eine Dicke von L = 100 nm und ei-
ne Beweglichkeit µ = 10−8 m2/Vs aufgetragen. Zusätzlich sind die SCLC-Stromdichte und lineare
Ohm’sche Stromdichte jeweils gestrichelt eingezeichnet. Die Quadrate markieren die Spannungen,
die aus Q = C ·U mit der maximalen Flächenladung Q(∆) und der geometrischen Flächenkapazität
C der Diode resultieren.
4.2.1 Dioden mit intrinsischem Halbleiter
Bevor die von Neumann et al. [5] abgeleiteten feldabhängigen RBs verwendet werden, wer-
den zuerst vereinfachte RBs für Dioden mit intrinsischem OHL eingesetzt. Sie ergeben sich aus
Gl. 2.29 durch den Übergang lT F → 0 bzw. eine unendlich hohe Ladungsträgerdichte in den
metallischen Elektroden. Die effektive Barrierenhöhe ist damit unabhängig von der angelegten
Spannung und die Ladungsträgerdichten an den Kontakten betragen n(x0,L) = Neff exp

−∆±
kT

.
Es wird ein intrinsischer OHL mit symmetrischen Kontakten und Barrierenhöhen zwischen 0 eV
und 0,4 eV im Rahmen des Drift-Diffusions-Modells betrachtet. Höhere Barrierenhöhen führen,
wie bei ∆ = 0,4 eV, zu einer konstanten Ladungsträgerdichte und einer durchweg linearen
j-U-Charakteristik. Die im thermodynamischen Gleichgewicht auftretende Form der Ladungs-
trägerdichten ändert sich durch die Vereinfachung kaum (vgl. Abb. 4.4(a) und Abb. 4.6(a)), der
Absolutwert in Kontaktnähe erhöht sich allerdings. Für die kleinste in Abb. 4.6(b) dargestell-
te Spannung von 0,01 V steigt die Stromdichte mit fallender Barrierenhöhe bis ∆ = 0,25 eV
an und sättigt für noch kleinere Barrierenhöhen. Für die Barrierenhöhen ≤ 0,25 eV gehen die
Kennlinien bei U ≈ 1 V in das SCLC-Regime mit quadratischer Spannungsabhängigkeit über.
Dies entspricht der Spannung, bei der dielektrische Relaxationszeit und Transitzeit übereinstim-
men (s. Kap. 2.2.3.1). Die feldunabhängige Dichte an den Kontakten limitiert die maximale
Ladungsträgerdichte im OHL. Dies ist in Abb. 4.6(a) zu sehen, wo neben den Ladungsträger-
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Abbildung 4.7: Strom-Spannungs-
Kennlinien von symmetrischen Dioden
mit intrinsischen OHLs und Injek-
tionsbarrieren zwischen ∆ = 0 eV
und ∆ = 0,6 eV. Zusätzlich sind die
analytischen Näherungen nach Gl. 4.6
für alle Barrieren ≥ 0,2 eV (gestrichelt
mit gleicher Farbe wie die Punkte der
jeweiligen j-U-Kennlinien) eingezeich-
net. Das SCLC Limit ist als Hilfe für
Spannungen größer 10 V dargestellt.
dichten für j = 0 auch die nahezu konstanten Verteilungen für U = 105 V als gestrichelte Kurven
eingezeichnet sind. Die Übergänge der u-förmigen Dichteverteilungen für j = 0 zu konstanten
Ladungsträgerdichten erfolgt jeweils in den j ∝ U2-Bereichen der Strom-Spannungs-Kennlinien.
Die Ladungsträgerdichte n(x) kann in der gesamten Diode im Limit großer Spannungen höchs-
tens auf die Dichte am injizierenden Kontakt ansteigen. Es gibt also eine maximale Flächen-
ladung Q = n(x = 0) · L, die in den OHL injiziert werden kann. Die Spannung, bei der dies
erreicht ist, beträgt U(∆) = Q(∆)
C
mit der geometrischen Flächenkapazität C der Diode. Eine
weitere Erhöhung der Spannung führt nicht zur Injektion zusätzlicher Raumladung in den OHL
sondern zur Aufladung der Elektroden. Für höhere Spannungen wird die Strom-Spannungs-
Charakteristik linear. Die Spannungen U(∆) sind in Abb. 4.6(b) in Verlängerung zu kleine-
ren Spannungen des linearen Bereichs der j-U-Charakteristik eingezeichnet. Für Barrieren von
0,35 eV und größer findet kein Übergang in den SCLC-Bereich statt. Es ist durchweg ein linearer,
Ohm’scher Zusammenhang zwischen j und U zu erkennen. In diesen Fällen ist die Stromdichte
injektionslimitiert. Der Übergang von der quadratischen zurück zur linearen j-U-Charakteristik
ist auf die feldunabhängige Injektionsbarrierenhöhe an den Kontakten zurückzuführen. Ohne
die vereinfachten Randbedingungen ändert sich dies deutlich. An diesem vereinfachten Beispiel
wird deutlich, dass der Übergang in das raumladungsbegrenzte SCLC-Regime abhängig von der
Injektionsbarrierenhöhe nicht für alle Dioden auftritt.
Nun werden die Strom-Spannungs-Kennlinien, die aus dem in Kap. 2.3.2 aufgestellten Mo-
dell mit den von Neumann et al. [5] eingeführten Randbedingungen folgen, betrachtet. In
Abb. 4.7 sind die j-U-Kennlinien für Dioden mit intrinsischem OHL und symmetrischen Bar-
rieren, wie in [5] diskutiert, abgebildet. Im Bereich kleiner Spannungen sind die Verläufe sehr
ähnlich und für ∆ = 0 und 0,2 eV sogar durchweg fast identisch mit denen, die für die ver-
einfachten RBs bestimmt wurden. Bei Spannungen oberhalb von ∼ 200 V nähern sich dagegen
alle Kennlinien unabhängig von der Barrierenhöhe der raumladungsbegrenzten Stromdichte
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(SCLC-Stromdichte) an. Je kleiner die Injektionsbarriere ist, bei desto kleineren Spannungen
findet auch der Übergang in das SCLC-Regime statt. Der erneute Übergang aus dem SCLC-
Bereich in eine lineare j-U−Charakteristik mit steigender Spannung wie in Abb. 4.6(b) tritt
wegen der Barrierenerniedrigung nicht auf. Lediglich für Barrieren von 0,3, 0,35 eV und bei
genauem Hinsehen für 0,4 eV ist die S-Form der j-U−Kennlinie aus in Abb. 4.6(b) noch er-
kennbar. Der Effekt der Barrierenerniedrigung wird hier erst für höhere Spannungen deutlich
wirksam. Die S-Form resultiert also aus dem Aufbau von zusätzlicher Raumladung.
Die Charakteristika der Bauteile mit injektionslimitierten Eigenschaften wurden von Neumann
et al. [5] für U  kT/e mit der effektiven Drift-Stromdichte
j = eµ
U
Leff
Neff exp

−∆
−
kT
+
εor gel
−
T F
εmkT
U
Leff

(4.6)
verglichen und sind als gestrichelte Linien in Abb. 4.7 eingezeichnet. Gl. 4.6 geht aus der Drift-
stromdichte mit dem mittlerem Feld (F = U/Leff) und der unter der Berücksichtigung der Bar-
rierenerniedrigung am Kontakt vorliegenden Ladungsträgerdichte hervor. Für Barrierenhöhen
von mindestens 0,3 eV, die injektionslimitierende Kontakte ausbilden, ist die Näherung bis zum
Übergang zur j ∝ U2-Abhängigkeit kaum von den numerischen Ergebnissen zu unterscheiden.
Gl. 4.6 stellt also eine sehr gute Näherung für intrinsische Dioden mit injektionslimitierenden
Kontakten dar. Außerhalb des Diffusionsbereichs kann Gl. 4.6 nach Korrektur um die Built-in-
Spannung auch bei asymmetrischen Barrieren verwendet werden. Für Barrierenhöhen unter-
halb von 0,3 eV passt dieser Zusammenhang allerdings nicht mehr. Dies liegt an dem starken
Abfall der Ladungsträgerdichte in größer werdendem Abstand vom Elektroden/OHL-Kontakt.
4.2.2 Dioden mit homogen dotiertem Halbleiter
Nachdem bereits die Auswirkungen einer homogenen Dotierung des OHLs im thermodynami-
schen Gleichgewicht besprochen wurden, werden diese nun im statischen Gleichgewicht be-
trachtet und die dazugehörigen j-U-Kennlinien diskutiert. Für barrierefreie Injektion (∆ = 0)
führt die Dotierung zu einer Vergrößerung der Dichte freier Ladungsträger n0 im Volumen der
Diode. Der Einfluss auf die Kontakte ist marginal. Dies hat im Wesentlichen eine Verringerung
der dielektrischen Relaxationszeit τrel =
εε0
µn0e
zur Folge. So wird der Übergang in den raum-
ladungslimitierten Bereich zu größeren Spannungen hin verschoben. Es bleibt aber bei einem
direkten Übergang von einer linear zu einer quadratisch ansteigenden Stromdichte, wie es be-
reits in Abb. 2.7 angedeutet wurde.
Größeren Einfluss hat eine Dotierung bei einer intrinsisch injektionslimitierten Diode, z.B. mit
Injektionsbarrieren von 0,4 eV, deren statische Profile in Abb. 4.4 gezeigt sind. Im Limit kleiner
Spannungen zeigt sich in Abb. 4.8 für alle Kennlinien ein lineares Verhalten. Durch die Dotie-
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Abbildung 4.8: Strom-Spannungs-
Kennlinien einer symmetrischen Diode
mit Injektionsbarrieren von 0,4 eV,
L = 100 nm, µ = 10−8 m2/Vs und Do-
tierkonzentrationen zwischen Nd = 0
und 1024 m−3. Die Stromdichten für
die Ersatzschaltung zweier entgegenge-
setzt geschalteter Schottky-Dioden mit
entsprechenden Dotierkonzentrationen
sind gestrichelt in der jeweils gleichen
Farbe aufgetragen.
rung wird, wie an den Dichteprofilen für j = 0 gezeigt, die Ladungsträgerdichte und damit die
Leitfähigkeit erhöht, sodass die Stromdichte mit steigender Dotierkonzentration wächst. Hätte
die Dotierung ausschließlich einen Effekt auf die Leitfähigkeit, wäre mit einem linearen Anstieg
von j mit Nd zu rechnen. Der Anstieg der Stromdichte ist aber deutlich sublinear. So erhöht sie
sich bei einer Spannung von 1 mV von 12 mA/m2 für Nd = 1022 m−3 lediglich um einen Faktor
25 auf 300 mA/m2 für Nd = 1024 m−3. Dies liegt daran, dass der Spannungsabfall in den kon-
taktnahen Bereichen mit zunehmendem Nd zunimmt und nicht linear über das Volumen abfällt
(s. Abb. 4.4).
Ab einer Spannung von ∼ 0,1 V wird die Steigung der Stromdichte sublinear, bleibt aber
positiv. Die Kurve für Nd = 1022 m−3 nähert sich bei einer Spannung von ∼ 2 V und jene für
Nd = 1023 m−3 bei ∼ 50 V der Kurve des intrinsischen Halbleiters an. Oberhalb dieser Span-
nungen hat die Dotierung keinen nennenswerten Einfluss auf den Verlauf der j-U-Kennlinien.
Für die höheren Dotierkonzentrationen von 5 ·1023 m−3 und 1024 m−3 liegen die j-U-Kennlinien
im gesamten Spannungsbereich oberhalb jener von der Diode mit intrinsischem OHL. Erst im
quadratischen SCLC-Regime, das mit einer schwarz gestrichelten Gerade markiert ist, wird die
Stromdichte mit weiter steigender Spannung unabhängig von der Dotierung.
In Abb. 4.8 sind für mittlere Spannungen sublinear ansteigende Bereiche in den j-U-
Kennlinien zu sehen. Um zu klären, weshalb die sublinearen Bereiche in den Kennlinien auftre-
ten, wurden die spannungsabhängigen Profile und hier im Speziellen die Ladungsträgerdichten
n(x) betrachtet. In Abb. 4.9 sind die Ladungsträgerdichteverteilungen für eine Barrierenhöhe
von ∆= 0,4 eV und eine Dotierung von Nd = 1023 m−3 in Abhängigkeit von der Spannung und
des Ortes im Isolator in einem dreidimensionalen Graphen aufgetragen. Der Elektronentrans-
port erfolgt in positiver x-Richtung. Die bei 0,1 V noch nahezu symmetrische Verteilung wird
mit zunehmender Spannung asymmetrischer, wobei die Elektronenverteilung vom injizierenden
Kontakt weggedrückt wird. Die Weite der Raumladungszone wRLZ des Verarmungskontakts wird
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Abbildung 4.9: Dreidimensionale Dar-
stellung der Ladungsträgerdichtevertei-
lung in einer Diode mit ∆ = 0,4 eV
und Nd = 1023 m−3 in Abhängigkeit
der Spannung.
für j = 0 näherungsweise durch Gl. 4.7 beschrieben. Durch das Anliegen der äußeren Spannung
Ure wird die Spannung vergrößert, die über die Raumladungszone abfällt. Somit ergibt sich die
Weite der Raumladungszone am injizierenden Kontakt wRLZ ,0 durch
wRLZ ,0 =
È
2εor gε0(UKo + Ure)
eNd
(4.7)
Mit zunehmender Spannung wird das Maximum der Elektronendichte also in Richtung des eji-
zierenden Kontakts verschoben und kleiner, bis schließlich der gesamte OHL entleert ist. Dann
erstreckt sich die Raumladungszone über die gesamte Dicke L. In dem Bereich abnehmender
Ladungsträgerdichte sinkt also die mittlere Dichte mit der Spannung, woraus der sublineare
Anstieg der j-U-Kennlinie resultiert. Für U = 10 V ist n(x) dann konstant auf etwa dem Ni-
veau, dass im thermodynamischen Gleichgewicht im intrinsischen Fall vorliegt. Mit zunehmen-
der Spannung steigt die Ladungsträgerdichte nun wieder an. Dies wird durch die Barrierener-
niedrigung am injizierenden Kontakt verursacht und führt zu einem sehr steilen, exponentiellen
Anstieg.
Für die approximative Beschreibung einer MIM-Diode mit dotiertem Isolator bietet das Modell
der Schottky-Diode einen guten Ansatz. Für Halbleiter mit geringen Beweglichkeiten, wie es
OHLs sind, ist die Diffusionstheorie im Gegensatz zur Theorie der thermischen Emission für
Halbleiter hoher Beweglichkeiten geeignet [23]. Die Diffusionstheorie gilt für Metall/Halbleiter-
Kontakte, bei denen der Halbleiter nicht degeneriert ist und die Barriere ∆  kT ist. Die aus
der Diffusionstheorie folgende spannungsabhängige Stromdichte lautet
jSchottky = eµNeff
È
2eNd
 
UKo − U
εε0
exp

−∆eff
kT

exp

eU
kT

− 1

. (4.8)
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Dabei wird erneut die Kontaktspannung UKo aus Gl. 4.4 und die daraus folgende Barri-
erenerniedrigung aus Gl. 4.5 verwendet. Die Schottky-Diode am injizierenden Kontakt ist in
Rückwärtsrichtung und die am ejizierenden Kontakt in Vorwärtsrichtung geschaltet, sodass un-
abhängig von der Richtung der angelegten Spannung stets zwei entgegengesetzt geschaltete
Schottky-Dioden vorliegen. Die Stromdichte durch die sperrende Schottky-Diode (engl.: rever-
se) beträgt dann jre = − jSchottky(−U) und jene durch die in Durchlassrichtung (engl.: forward)
geschaltete Diode j f or = jSchottky(U). Da die Stromdichte über die Diode konstant ist, muss
jre = j f or gelten. Die Spannungen, die über die Dioden abfallen, werden zur Gesamtspannung
USchottky = U f or + Ure addiert. Die daraus resultierende Strom-Spannungs-Charakteristik kann
nicht analytisch bestimmt werden, sondern wurde numerisch1 berechnet. Sie sind in Abb. 4.8
gestrichelt eingezeichnet. Die Abweichungen zu den simulierten Kennlinien im Bereich kleiner
Spannungen könnten durch den Spannungsabfall über den intrinsischen Bereich des OHLs und
die Annahme eines abrupten Übergangs zwischen dotiertem und undotiertem Bereich hervor-
gerufen werden.
4.2.3 Dioden mit grenzflächennah dotiertem Halbleiter
Die grenzflächennahe Dotierung ist eine verbreitete Methode zur gezielten Verbesserung der
Ladungsträgerinjektion. Die allgemeine Annahme dahinter ist, dass durch die Dotierung die
Tunnelbarriere so schmal wird, dass die Tunnelinjektion zum dominanten Injektionsprozess
wird und ein Ohm’scher Kontakt entsteht. In diesem Abschnitt wird für eine Barrierenhöhe
von 0,4 eV gezeigt, dass die Barrierenerniedrigung aus den selbstkonsistenten RBs in Folge der
Dotierung ausreicht, um allein durch thermische Injektion aus einem injektionslimitierten einen
Ohm’schen Kontakt werden zu lassen. Der Effekt einer Dotierung des OHLs innerhalb der ersten
Nanometer vom Kontakt wird am Beispiel verschiedener Dotierkonzentrationen innerhalb einer
Distanz von Ldot = 5 nm von der injizierenden Elektrode diskutiert.
Die j-U-Kennlinien symmetrischer Dioden mit Injektionsbarrieren von 0,4 eV sind für Dotier-
konzentrationen bis zu Nd = 5 ·1025 m−3 in Abb. 4.10(a) abgebildet. Auch bei grenzflächenna-
her Dotierung ist für kleine Spannungen eine Erhöhung der Stromdichte durch die Vergrößerung
der Leitfähigkeit zu beobachten. Da die Dotierung auf 1/20 der Dicke des OHLs beschränkt ist,
ist die Erhöhung der Stromdichte mit der Dotierung allerdings deutlich schwächer als bei einer
homogenen Dotierung. Die Erhöhung der Ladungsträgerkonzentration ist aber nicht auf den
dotierten Bereich beschränkt, sondern ragt in den undotierten Bereich hinein. So bewirkt eine
Dotierung mit Nd = 5 ·1025 m−3, was 5 % der effektiven Zustandsdichte entspricht, dass die
j-U-Kennlinie für ∆= 0,4 eV direkt in den quadratischen SCLC-Bereich übergeht.
Die entsprechenden Banddiagramme sind in Abb. 4.10(b) für j = 0 relativ zum Fermi-Niveau
der linken Elektrode dargestellt. Hier ist zu erkennen, dass durch das Einbringen der asymmetri-
1 Mit Hilfe des Programms Mathematica 6 mit der FindRoot-Funktion
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schen Dotierung die sonst symmetrische Diode stark asymmetrische Potentialverläufe aufweist.
Nur für die höchste Dotierung bildet sich eine Raumladungszone aus, innerhalb der die kom-
plette Kontaktspannung abfällt. Die effektive Barrierenhöhe sinkt mit der Dotierkonzentration in
Folge des erhöhten Feldes und beträgt für die 5 prozentige Dotierung 0,32 meV. Diese mit zu-
nehmender Spannung noch ansteigende Barrierenerniedrigung bewirkt, dass die Stromdichte
nach dem Relaxationsbereich direkt in eine j ∝ U2 Abhängigkeit übergeht. Es soll hier noch
angemerkt werden, dass die Injektion hier rein thermisch erfolgt und Tunnelprozesse nicht
berücksichtigt werden. Die Verbesserung der Injektion erfolgt ausschließlich über die Barrie-
renerniedrigung. Die Tunnelinjektion wird erst in Kap. 6 eingeführt. Zwischen 0,1 V und 5 V
liegt j sogar oberhalb von jSC LC . Dies liegt daran, dass die Dotierung so hoch ist, dass der Bereich
der Diode, in dem Raumladungseffekte auftreten, erst nach dem dotierten Bereich anfängt. Die
Diode hat eine reduzierte effektive Schichtdicke Leff = L − Ldot + l+T F , die zur Berechnung von
jSC LC verwendet werden muss. Erst für weiter steigende Spannungen wird die Ladungsträger-
dichte im gesamten OHL größer und nähert sich der Dotierkonzentration an bzw. übersteigt sie.
In dem Bereich entspricht j der erwarteten SCLC-Stromdichte für die gesamte Schichtdicke.
Es wurden auch andere Dotierprofile Nd(x) mit verschiedenen Dotierkonzentrationen unter-
sucht. Die grundsätzliche Schlussfolgerung ist, dass eine hohe Dotierung an der injizierenden
Elektrode die Injektionseigenschaften verbessert, was sich in einem Übergang in den SCLC-
Bereich bei kleineren Spannungen äußert. Dotierungen weiter weg vom injizierenden Kontakt
vergrößern vor allem die Leitfähigkeit und erhöhen die Stromdichte im Relaxationsbereich.
Die starke Bandverbiegung im dotierten Bereich für Nd = 5 ·1025 m−3 wirft die Vermutung auf,
dass das Verhalten dieser Diode durch das Zusammenspiel einer in Rückwärtsrichtung geschal-
teten Schottky-Diode zusammen mit einer gleichrichtenden OLED erklärbar ist. Die Schottky-
Diode besteht aus dem Kontakt zwischen Metallelektrode und hochdotiertem OHL. Da der do-
tierte Bereich bereits durch die Schottky-Diode beschrieben wird, muss für die asymmetrische
OLED die effektive Schichtdicke Leff eingesetzt wird. Die gleichrichtende OLED hat eine Built-
in-Spannung entsprechend der Kontaktspannung der Schottky-Diode. Der Strom-Spannungs-
Zusammenhang der asymmetrischen, gleichrichtenden Diode kann aus dem Modell numerisch
bestimmt werden. Die Kombination der Schottky-Diode erfolgt wie bei den entgegengesetzt
geschalteten Schottky-Dioden, indem die Stromdichten gleichgesetzt und die entsprechenden
Spannungen addiert werden. Die resultierende Kennlinie der mit 5 % dotierten Diode ist durch
Kreuze markiert in Abb. 4.10(a) aufgetragen und stimmt mit dem Verlauf der simulierten Kenn-
linie sehr gut überein.
4.3 Einzelteilcheneffekte im Rahmen des Drift-Diffusions-Modells
Das bisher entwickelte und diskutierte eindimensionale Modell beruht auf der Beschreibung
mit gemittelten Feldern und Ladungsträgerdichten und wird deshalb auch als „Mean-Field“
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(a) (b)
Abbildung 4.10: j-U-Kennlinie (a) und Bandstruktur (b) einer Diode mit grenzflächennaher Dotie-
rung über eine Weite von 5 nm mit Dotierkonzentrationen von Nd = 0,1023, 1024 und 5 ·1025 m−3.
Für die höchste Dotierkonzentration ist in (a) zusätzlich die Kennlinie einer Kombination aus hinter-
einander geschalteter sperrender Schottky-Diode und asymmetrischer OLED mit Ubi = UKo, durch
Kreuze markiert, aufgetragen.
(MF-) Modell bezeichnet. Obwohl es die generellen Abhängigkeiten der j-U-Charakteristika
widerspiegelt, bedarf es der Erweiterung um weitere, für die organische Elektronik bedeu-
tende Prozesse. Ist der Bereich nahe des injizierenden Kontakts verarmt, so ist der Bildla-
dungseffekt mit zu berücksichtigen, der eine feldabhängige Änderung der Injektionsbarriere
(Schottky-Effekt) zur Folge hat (s. Kap. 2.2.2). So gilt das in Kap. 4.2 ausgeführte Modell für
sehr große Injektionsbarrieren ∆ > 1 eV nur noch bedingt. Der Übergang in den SCLC-Bereich
wird experimentell auch für hohe Injektionsbarrieren beobachtet [58]. Insbesondere für die
Beschreibung von hochdotierten Injektionsschichten ist der Bildladungseffekt von fundamen-
taler Bedeutung, da durch diesen die Injektionslimitierung des Schottky-Kontaktes aufgehoben
werden kann. Das Fehlen des Schottky-Effekts ist der Grund dafür, dass der Übergang der Strom-
Spannungs-Charakteristika in den raumladungsbegrenzten Bereich teilweise erst bei sehr hohen
Spannungen von einigen hundert Volt auftritt.
Problematisch ist, dass die 1/r-Abhängigkeit des Bildladungspotentials aus der dreidimensio-
nalen, glockenförmigen Feldverteilung eines Ladungsdipols, bestehend aus einem Ladungsträ-
ger und seiner Bildladung, resultiert (Abb. 4.11(a)). Eine solche Feldverteilung ist jedoch nicht
für jeden Ladungszustand des organischen Halbleiters gewährleistet. Befinden sich, wie in Abb.
4.11(b) weitere Ladungsträger in der Ebene parallel zur Grenzfläche, ändert sich das Bild. In der
Abbildung haben die Ladungen untereinander denselben Abstand wie zur Grenzfläche, sodass
die Feldlinien weitgehend senkrecht zur Grenzfläche verlaufen und die Äquipotentiallinien pa-
rallel dazu liegen. Eine solche Potential- und Feldverteilung entspricht einer Verteilung, wie sie
in eindimensionalen Modellen angenommen wird, in denen lediglich lateral gemittelte elektri-
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(a) (b) (c)
Abbildung 4.11: Potentiallandschaft, dargestellt durch die farbliche Abstufung, sowie Äquipotential-
und Feldlinien von einer einzelnen Ladung mit ihrer Spiegelladung (a). Selbiges ist für drei Ladung-
en mit entsprechenden Spiegelladungen mit gleichem Abstand rs zueinander wie zur Metalloberflä-
che in (b) und für drei Ladungen mit gleichem Abstand zueinander wie in (b), aber nur 1/3 davon
zur Metalloberfläche in (c) abgebildet.
sche Felder und Ladungsträgerdichten verwendet werden. Somit kann sich der Schottky-Effekt
nicht inhärent in einem eindimensionalen Modellansatz ergeben.
Eine nennenswerte Ladungsträgerdichte in der Organik muss also zu einer Veränderung des
Schottky-Effekts führen, da bei dessen Herleitung nur von der Wechselwirkung eines einzigen
Ladungsträgers mit einer Metalloberfläche ausgegangen wird. Ist die Ladungsträgerdichte groß,
wie es bei kleinen Injektionsbarrieren der Fall ist, führen Wechselwirkungen zwischen den La-
dungen zur Abweichung vom 1/r-Potential. Im Grenzfall sehr hoher Dichten verschwindet der
Einfluss des Bildpotentials ganz. Der Einfluss des Bildladungseffekts ist dann auf Grund von
Abschirmungseffekten vernachlässigbar und das Drift-Diffusions-Modell ist in der eindimensio-
nalen MF-Näherung ohne Schottky-Barrierenerniedrigung gültig. Ist die Ladungsträgerdichte
dagegen sehr klein, wie es für hohe Injektionsbarrieren der Fall ist, so ist die Wechselwirkung
zwischen injizierten Ladungsträgern vernachlässigbar gegenüber der Wechselwirkung zwischen
den Ladungsträgern und ihren jeweiligen Bildladungen. Ein solcher Fall ist in Abb. 4.11(c) mit
einem Verhältnis von 1:3 zwischen dem Abstand von der Grenzfläche und dem lateralen Abstand
zwischen den Ladungsträgern dargestellt.
Die für die Gültigkeit des Schottky-Effekts relevanten Größen sind der mittlere Abstand rs :=
n−1/3(F(x0,L)) zwischen Ladungsträgern im OHL und der Abstand des Potentialmaximums xm
aus Gl. 2.6 von der Grenzfläche. Beide werden durch das elektrische Feld am Kontakt bestimmt.
Aus bisherigen Betrachtungen folgt, dass der Schottky-Effekt relevant ist, wenn rs  xm gilt.
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Abbildung 4.12: Die Felder, für die das Über-
gangskriteriums xm = 0,2 · rs erfüllt ist, kön-
nen aus der Auftragung vom Abstand des Po-
tentialmaximums xm und dem mittleren Ab-
stand zwischen den Ladungsträgern 0,2 · rs
abgelesen werden. Für Barrieren größer als
0,16 eV gibt es jeweils zwei Schnittpunkte,
die mit Fmin und durch Kreuze bzw. Fmax und
durch Quadrate bezeichnet sind.
Er kann vernachlässigt werden, wenn innerhalb des Abstands xm von der Elektrode eine große
Anzahl von freien Ladungsträgern existiert (rs xm).
Ein Übergangskriterium zwischen den Grenzfällen sowie die daraus folgende, modifizierte
Randbedingung an der Elektroden/OHL-Grenzfläche wurde von Genenko et al. [40, 42] abge-
leitet. Dazu wurden die zwei charakteristischen Längen des Systems xm und rs verwendet. Es
wurde eine mikroskopische, statistische Betrachtung der Kräfte und der Potentiale durchgeführt,
die aus der Coulombschen Wechselwirkung der freien Ladungsträger untereinander bzw. einer
Ladung mit seiner Bildladung resultieren. Das daraus folgende Übergangskriterium, für das die
Wechselwirkungen mit der Bildladung und den benachbarten Ladungsträgern gleich groß sind,
lautet xm = 0,2 · rs.
Um zu illustrieren, wann das Übergangskriterium erfüllt ist, wurden in Abb. 4.12 xm und
0,2 · rs in Abhängigkeit des am Kontakt vorherrschenden elektrischen Feldes aufgetragen. Für
kleine Barrieren gibt es keine Schnittpunkte und xm ist stets größer als 0,2 · rs, sodass für das
System stets das MF-Modell ohne Schottky-Effekt gültig ist. Für größere Barrierenhöhen als
0,16 eV gibt es zwei Schnittpunkte zwischen xm und 0,2 · rs, die durch Fmin und Fmax gekenn-
zeichnet sind. Unterhalb von Fmin existieren zwar wenig Ladungsträger, aber auch xm ist dort
sehr groß. Für Felder um Fmax steigt dagegen die Dichte bzw. sinkt rs stärker als xm und es gibt
einen weiteren Übergang zwischen den Regimen. Nur für dazwischen liegende Felder ist der
Schottky-Effekt zu berücksichtigen. Mit steigender Barrierenhöhe vergrößert sich das Fenster,
innerhalb dessen der Schottky-Effekt zu berücksichtigen ist.
Zur Integration des Schottky-Effekts in das Drift-Diffusions-Modell wird von Geneko et
al. die Barrierenerniedrigung als Dipolsprung δSchottky im Potential an der Elektroden/OHL-
Grenzfläche aufgefasst. Dies geschieht unabhängig von dem Abstand xm des Maximums. Somit
wird die aus dem bisherigen Modellansatz bekannte Randbedingung aus Gl. 2.29 durch den
zusätzlichen Term δSchottky erweitert. Der empirische Einschaltterm 1− b/(0,2 · rs) wurde von
Genenko et al. [40, 42] eingeführt, um einen kontinuierlichen Übergang zwischen den Regimen
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zu gewährleistet. Für b wird, wenn der Schottky-Effekt wirksam ist, die größere der beiden Län-
gen xm und lT eingesetzt. Die aus der mikroskopischen Betrachtung folgende charakteristische
Länge lT kann durch den Coulombschen Einfangradius rc = e2/(4piεor gε0kT ) als lT = rc/8 an-
gegeben werden und beträgt für die verwendeten Parameter ∼ 2 nm. Die Ladungsträgerdichte
am Kontakt ergibt sich damit zu
n(±L/2) = Neff exp
− 1
kT
∆∓ elT F F(x0,L)εor gε±m −

1− b
0,2 · rs
È
e3F(x0,L)
4piεor gε0
. (4.9)
Unter Verwendung von Gl. 4.9 wird das Drift-Diffusions-Modell nun im Gegensatz zum bis-
her verwendeten „Mean-Field“(MF) Modell als „Modified-Mean-Field“(MMF) Modell bezeich-
net. Die klassische Schottky-Barrierenerniedrigung
Ç
e3F(x0,L)
4piεor gε0
wird hier durch den Einschaltterm
reduziert.
Es existieren zwei weitere Einschränkungen für die Gültigkeit des Modells bei besonders
großen und besonders kleinen Abständen rs:
i) Ist die Ladungsträgerdichte so klein, dass sich im Mittel weniger als ein Ladungsträger zwi-
schen den Elektroden befindet (rs = L), so ist der kontinuierliche Drift-Diffusions-Ansatz mit
der lateralen Mittelung prinzipiell fraglich. Hier ist eine Beschreibung allein auf Einzelteilchen-
phänomenen beruhend gefordert. Dies ist der Bereich, der in Referenz [42] als „Single Particle“
(SP) Region bezeichnet wird.
ii) Für sehr große Dichten gibt es zum einen eine Limitierung durch die Zustandsdichte auf
rs ≥ N−1/3eff und durch die Verwendung der Boltzmann-Näherung. Zum anderen muss für sehr
kleine Abstände unterhalb von der bereits erwähnten Länge lT eine quantenmechanische Be-
handlung des Problems erfolgen.
Die so definierten Gültigkeitsbereiche wurden von Genenko et al. in einem Spannungs-
Barrierenhöhen-Diagramm für intrinsische OHL aufgetragen. Durch Asymmetrie und vor al-
lem Dotierung können die Gültigkeitsbereiche allerdings deutlich verschoben werden. Somit
ist es notwendig, für jede Stromdichte bzw. Spannung eine individuelle Prüfung der Gültigkeit
durchzuführen und den jeweiligen Einschaltparameter zu berechnen. Für hohe Dotierkonzen-
trationen2, für die sich Verarmungszonen an den Kontakten ausbilden, ist der Schottky-Effekt
auf Grund des hohen Feldes stets zu berücksichtigen. Es soll hier noch darauf hingewiesen wer-
den, dass durch die Wahl des Einschaltterms die Größe der Barrierenerniedrigung zum Teil
deutlich reduziert wird. Weiter stellt sich die Frage, ob es möglich ist, einen physikalisch besser
begründeten Einschaltterm abzuleiten.
2 Hoch heißt hier, dass das Fermi-Niveau im OHL vor dem Kontakt einige kT oberhalb des Fermi-Niveaus in der
Elektrode liegt.
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Abbildung 4.13: Strom-Spannungs-
Kennlinien einer Diode mit Injektions-
barrieren von 0,4 eV und intrinsischem
(grün) bzw. mit Nd = 1023 m−3
dotiertem (rot) OHL. Für beide Va-
rianten ist die MF- (gestrichelt) und
die MMF-Lösung (durchgezogen)
dargestellt.
Die MMF-Randbedingungen wurden in die Fortran- und die COMSOL-Simulationen im-
plementiert. Der Unterschied zwischen dem MF- und dem MMF-Modell ist für die Strom-
Spannungs-Charakteristik einer symmetrischen ITO / Isolator / ITO-Diode in Abb. 4.13 ex-
emplarisch gezeigt. Die Barrieren betragen jeweils 0,4 eV und es werden ein intrinsischer
Isolator sowie ein dotierter Isolator betrachtet. In allen Fällen sind die j-U-Charakteristika
für kleine Spannungen linear (Relaxationsbereich). Für den intrinsischen Isolator ist die Bar-
rierenerniedrigung klein und der Kontakt liefert n ∼ Neff exp(−∆/kT ) Ladungsträger. Für eine
Spannung von 0 V ist in diesem Fall die Schottky-Barrierenerniedrigung ausgeschaltet. Erst bei
Spannungen oberhalb von 0,01 V führt die Verwendung des MMF-Modells zu einer zunehmen-
den Abweichung vom MF-Modell. Da die Schottky-Barrierenerniedrigung hier größer ist als der
Potentialabfall innerhalb des Metalls, ist ein im Vergleich deutlich steilerer Anstieg der Strom-
dichte zu beobachten. Der Übergang in das raumladungslimitierte Regime (SCLC) geschieht
bei ∼ 10 V wohingegen der Übergang für die MF-Näherung erst bei ∼ 100 V stattfindet. Im
SCLC-Bereich ist die j-U-Kennlinie unabhängig von dem Injektionsverhalten, sodass dort beide
Kennlinien aufeinandertreffen.
Im zweiten Beispiel eines dotierten Isolators führt die Dotierung von Nd = 1023 m−3 bereits
für kleinste Spannungen zu einem Anstieg der Stromdichte im Vergleich zum intrinsischen Fall.
Dies liegt an der vergrößerten Leitfähigkeit durch die höhere Ladungsträgerdichte im Volumen.
Durch die Dotierung wird am Verarmungskontakt ein ausreichend großes Feld aufgebaut, sodass
bereits für 0 V das MMF-Modell gültig ist. Eine zunehmend deutlichere Abweichung zwischen
MF- und MMF-Modell tritt hier schon bei 0,05 V auf.
Im MF-Regime wird die durch die Dotierung existente Ladung aus dem Isolator hinaus ge-
schwemmt, da die Ladungsträgerdichte am Kontakt zu gering ist, um diese aufrechtzuerhalten
(vgl. Abb. 4.9). Im MMF-Fall wird schon im thermodynamischen Gleichgewicht die effektive In-
jektionsbarriere ∆eff reduziert. Somit ist die Injektionsrate ausreichend hoch, dass das Bauteil
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nicht entleert wird. In beiden Fällen tritt für weiter steigende Spannungen durch die feldabhän-
gige Barrierenerniedrigung ein Übergang in das SCLC-Regime auf. Unter Berücksichtigung des
Schottky-Effekts werden die Betriebsspannungen wesentlich reduziert und die j-U-Kennlinien
rücken in ein realistischeres Spannungsfenster.
4.4 Zusammenfassung
In diesem Kapitel wurde das Verhalten von Dioden mit intrinsischem und dotiertem OHL zu-
nächst im Rahmen des MF-Ansatzes diskutiert. Es wurden sowohl Dioden im thermodyna-
mischen Gleichgewicht als auch im statischen Gleichgewicht betrachtet und die Ergebnisse
mit analytischen Lösungen für Anreicherungs- und Verarmungskontakte verglichen. Die j-U-
Kennlinien von intrinsischen Dioden mit injektionslimitierenden Kontakten können unterhalb
des SCLC-Bereichs gut durch eine modifizierte Drift-Stromdichte (Gl. 4.6) wiedergegeben wer-
den. Die Kennlinien von dotierten Dioden mit hohen Injektionsbarrieren entsprechen ansatzwei-
se dem Verhalten von zwei entgegengesetzt geschalteten Schottky-Dioden mit entsprechenden
Dotierkonzentrationen. Dies wiederum spiegelt den großen Einfluss der Kontakteigenschaf-
ten bei kleinen Spannungen wider, da eine Schottky-Diode gerade die Eigenschaften eines
Metall/Halbleiter-Kontakts abbildet. Weiter wurde gezeigt, dass bei unzureichend hoher Do-
tierung eine Verarmung des gesamten Isolators auftreten kann. Dies führt zur Ausbildung eines
sublinearen Bereichs in der j-U-Charakteristik. Dagegen konnte auch dargelegt werden, dass
durch eine hohe grenzflächennahe Dotierung die Barrierenerniedrigung ausreichend stark sein
kann, sodass ein direkter Übergang vom linearen Relaxationsbereich in den quadratisch anstei-
genden SCLC-Bereich der j-U-Kennlinien und damit keine Verarmung auftritt.
Der von Neumann et al. [6] entwickelte MF-Ansatz wurde zusätzlich bezüglich des Schottky-
Effektes durch eine Fallabfrage und die gegebenenfalls notwendige Korrektur der Randbedin-
gungen wie in [42] zum MMF-Modell erweitert. Unter Verwendung des MMF-Modells werden
die Betriebsspannungen wesentlich reduziert und die j-U-Kennlinien werden in ein realistisches
Spannungsfenster verschoben. Als Resultat wird beispielsweise der Übergang in das raumla-
dungslimitierte Regime (SCLC) in den Spannungsbereich verschoben, der für OLEDs in der Tat
beobachtet wird. Ein Teil dieser Ergebnisse wurde auch in der Publikation von Melzer et al. [59]
veröffentlicht.
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5 Impedanzmessungen -
Frequenzabhängige Simulation von
MIM-Dioden
Die elektrische Impedanzspektroskopie ist eine sehr häufig verwendete Charakterisierungs-
methode für Halbleiterbauelemente im Allgemeinen und für OHL-Bauelemente im Speziellen
[23, 60–64]. Mit Hilfe der Impedanzspektroskopie können Volumeneigenschaften wie dielektri-
sche Konstanten, Leitfähigkeiten, Ladungsträgerbeweglichkeiten oder Gleichgewichtsladungs-
trägerkonzentrationen bestimmt werden. Sie erlaubt aber auch die Bestimmung von Grenzflä-
cheneigenschaften wie die Kapazität der Grenzfläche [60] oder die Bestimmung der Built-in-
Spannung einer Diode. In diesem Kapitel wird das in Kap. 2.3.2 vorgestellte MF-Modell um die
zeit- bzw. frequenzabhängige Verschiebungsstromdichte erweitert. Dadurch wird die Simulation
von frequenzabhängigen Größen wie Impedanz bzw. Kapazität möglich. Es werden Simulations-
ergebnisse für intrinsische und dotierte MIM-Dioden vorgestellt und diskutiert.
5.1 Grundlagen der Impedanzspektroskopie
In der am häufigsten verwendeten Messkonfiguration zur Impedanzmessung wird nach Anle-
gen einer harmonischen Wechselspannung bzw. Induktion eines Wechselstroms mit der Kreis-
frequenz ω die Phase und die Amplitude oder der Real- und der Imaginärteil der Strom- bzw.
Spannungsantwort gemessen. Kommerzielle Geräte sind heute in der Lage, die Impedanz als
Funktion der Frequenz von f = 1 mHz hinauf bis zu einigen Megahertz zu bestimmen. Der zu
untersuchende Zustand des Bauteils wird durch die konstante Vorspannung Udc eingestellt. Die
anliegende Gesamtspannung ist durch Gl. 5.1a gegeben, wobei Uac,0 die Amplitude der Wech-
selspannung, i die imaginäre Einheit (i2 = −1) und t die Zeit sind. Für ausreichend kleine
Amplituden der Wechselspannung verhält sich das System linear. Die Stromantwort im einge-
schwungenen Zustand wird dann durch Gl. 5.1b mit der Phasenverschiebung Θ(ω) zwischen
Spannung und Strom beschrieben. Bei rein resistivem Verhalten ist die Phasenverschiebung null
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und das System reagiert instantan. Durch kapazitive bzw. induktive Anteile kommt es zu einer
negativen bzw. positiven Phasenverschiebung.
Uˆ(t) = Udc + Uac,0e
iωt (5.1a)
Iˆ(t) = Idc + Iac,0e
iωt+iΘ(ω). (5.1b)
Da die Analyse der Signale im Frequenzraum deutlich einfacher ist, werden üblicherweise fou-
riertransformierte Größen betrachtet. Analog zum realen Widerstand R = Udc
Idc
ist die komplexe
Impedanz Zˆ(ω) = Uˆac(ω)
Iˆac(ω)
=
Uac,0(ω)
Iac,0(ω)
e−iΘ(ω) als komplexer Widerstand definiert. Die Admittanz,
der komplexe Leitwert, beträgt Yˆ (ω) = 1
Zˆ(ω)
=
Iac,0(ω)
Uac,0(ω)
eiΘ(ω).
Da die Betrachtungen weiter unabhängig vom Querschnitt des Bauteils sein sollen, wird die
Stromdichte anstelle des Stroms verwendet. Deshalb werden im Folgenden auch Impedanz und
Admittanz als Flächengrößen Z(ω) = Zˆ(ω) ·A und Y (ω) = Yˆ (ω)/A definiert.
5.2 Ableitung des frequenzabhängigen Modells
Zur Simulation der komplexen Impedanz muss zusätzlich zu der Drift-Diffusions-Stromdichte
die Verschiebungsstromdichte betrachtet werden, die die Zeitabhängigkeit des Systems trägt. In
der Literatur sind bereits einige Ansätze dazu zu finden [65–71]. Der Unterschied zu dem im
folgenden Abschnitt entwickelten Modell ist, dass in der Literatur vereinfachende, z.B. SCLC-
Randbedingungen angesetzt werden. Hier sollen Kapazitäten mit den in Kap. 2.3.2 vorgestell-
ten statischen Randbedingungen bestimmt werden. Dazu werden zunächst die entsprechenden
DGLs und neue Randbedingungen für den frequenzabhängigen Anteil abgeleitet.
5.2.1 Die frequenzabhängige Drift-Diffusions-Gleichung
Die zeitabhängige Stromdichte j(t) setzt sich aus Drift-, Diffusions- und Verschiebungsstrom-
dichte
j(t) = eµn(x , t) · F(x , t) +µkT ·n′(x , t) + εor gε0
dF(x , t)
d t
(5.2)
zusammen. Aus der Ladungserhaltung folgt ∇ j(x) = 0, sodass j unabhängig vom Ort ist. Oh-
ne Beschränkung der Allgemeinheit kann die Stromdichte mit dem Separationsansatz in einen
zeitlich konstanten jdc und einen zeitabhängigen Anteil jac(t)
j(t) = jdc + jac(t) (5.3)
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aufgeteilt werden. Der Separationsansatz kann entsprechend auch für das elektrische Feld und
die Ladungsträgerdichte vorgenommen werden
F(x , t) = Fdc(x) + Fac(x , t) (5.4a)
n(x , t) = ndc(x) + nac(x , t). (5.4b)
Im Gauss’schen Gesetz, das die Ladungsdichte mit der Ableitung des elektrischen Feldes linear
verknüpft, werden die statischen und die zeitabhängigen Terme nicht gemischt. Es gilt deshalb
getrennt für die dc- und ac-Komponenten
F ′dc(x) =
e
εor gε0
 
Nd(x)− ndc(x) (5.5a)
F ′ac(x , t) =
e
εor gε0
nac(x , t). (5.5b)
Da von vollständig ionisierten Dotieratomen ausgegangen wird, ist die Dotierkonzentration
Nd(x) zeitlich konstant. Nach Einsetzen des Separationsansatzes für das elektrische Feld und
die Ladungsträgerdichte (Gl. 5.4) in die Stromdichte (Gl. 5.2) kann diese in die bekannte, rein
statische Drift-Diffusions-Stromdichte und eine zeitabhängige Stromdichte bestehend aus Drift-,
Diffusions- und Verschiebungsstromdichte aufgeteilt werden.
jdc = eµndc(x) · Fdc(x) +µkT ·n
′
dc(x) (5.6a)
jac(t) = eµ

ndc(x) · Fac(x , t) + nac(x , t) · Fdc(x) +
kT
e
n′ac(x , t)

+ εor gε0
dFac(x , t)
d t
(5.6b)
Unter der Annahme, dass die zeitabhängigen Größen im Vergleich zu den statischen Größen
klein sind, wurde der quadratische Störungsterm (∝ nac(x , t) · Fac(x , t)) vernachlässigt. Die Ver-
nachlässigung des quadratisch zeitabhängigen Terms führt dazu, dass bei der Fouriertransforma-
tion keine Faltungsintegrale auftreten. Hierbei ist zu beachten, dass für die Rechnung nur eine
Stromdichte jac direkt vorgegeben werden kann, die stets kleiner als die statische Stromdich-
te jdc ist. Die Ladungsträgerdichten und die Felder werden allerdings nicht direkt vorgegeben.
Durch Ausklammern von Fac ist allerdings zu erkennen, dass für die Vernachlässigung der qua-
dratischen Störung lediglich nac  ndc vorausgesetzt werden muss. Da die Ladungsträgerdichte
eine positiv definite Größe und somit ndc stets größer null ist, ist dies durch hinreichend kleine
nac in Folge von kleinen ac-Stromdichten stets erfüllbar.
Auf dem Weg zu den gesuchten frequenzabhängigen Gleichungen wird als nächstes Gl. 5.6
fouriertransformiert. Aus der Zeitableitung in der Verschiebungsstromdichte folgt durch die
Fouriertransformation der Faktor iω.
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Die komplexe Stromdichte jac(ω) ergibt sich damit zu
jac(ω) =
ρdc︷ ︸︸ ︷
endc(x) ·
vac︷ ︸︸ ︷
µFac(x ,ω)︸ ︷︷ ︸
Geschwindigkeitsterm
+
ρac︷ ︸︸ ︷
enac(x ,ω) ·
vdc︷ ︸︸ ︷
µFdc(x)︸ ︷︷ ︸
Dichteterm
+µkTn′ac(x ,ω)︸ ︷︷ ︸
Diffusionsterm
+ iωεor gε0Fac(x ,ω),︸ ︷︷ ︸
Verschiebungsstrom
(5.7)
wobei die einzelnen Beiträge ihrer Herkunft nach beschriftet sind. Die von der Kreisfrequenz
abhängigen Größen sind nun komplexe Funktionen. Die x-Abhängigkeiten werden aus Gründen
der Übersichtlichkeit im Folgenden nicht mehr explizit aufgeführt. Die Stromdichte kann in eine
reelle und eine imaginäre Gleichung
Re[ jac(ω)] = eµ

ndc · Re[Fac(ω)] +Re[nac(ω)] · Fdc +
kT
e
Re[n′ac(ω)]

−ωεor gε0 Im[Fac(ω)]
(5.8a)
Im[ jac(ω)] = eµ

ndc · Im[Fac(ω)] + Im[nac(ω)] · Fdc +
kT
e
Im[n′ac(ω)]

+ωεor gε0Re[Fac(ω)]
(5.8b)
separiert werden. Die Operatoren Re[ f (ω)] und Im[ f (ω)] liefern den Real- bzw. den Imagi-
närteil von f (ω). Die Mischung von imaginären und realen Anteilen kommt durch die Verschie-
bungsstromdichte zustande. Aufgelöst nach der Ortsableitung der Dichte ergibt sich zusammen
mit dem Gauss’schen Gesetz ein System von komplexen DGLs 1. Ordnung:
n′ac(ω) =
jac(ω)
µkT
− e
kT

ndc(x) · Fac(ω) + nac(ω) · Fdc
− iωεor gε0
µkT
Fac(ω) (5.9a)
F ′ac(ω) =−
e
εor gε0
nac(ω). (5.9b)
Da für die Impedanzspektroskopie nur die Phasenverschiebungen und nicht die absoluten Pha-
sen relevant sind, kann entweder die Phase der Stromdichte oder die der Spannung beliebig
vorgegeben werden. Hier bietet es sich an, die Phase der Stromdichte null zusetzen, sodass sie
eine rein reelle Größe ist und damit Im[ jac(ω)] = 0 gilt.
5.2.2 Die frequenzabhängigen Randbedingungen
Im statischen Modell wurden die Randbedingungen aus der Stetigkeit der dielektrischen Ver-
schiebung und des elektrochemischen Potentials abgeleitet. Inwieweit dies auch beim Anliegen
einer frequenzabhängigen Störung gilt, muss überprüft werden.
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Voraussetzung für die Stetigkeit des elektrochemischen Potentials ist, dass sich an jedem Punkt
in der MIM-Diode ein lokales Gleichgewicht ausbilden kann. Dies ist auch Voraussetzung für
die Verwendung der Drift-Diffusions-Gleichung, da sonst die Ladungsträger nicht gemäß der
Fermi- bzw. der Boltzmann-Verteilung verteilt sind. Bedingung für die Einstellung des lokalen
Gleichgewichts ist, dass die Periodendauer 1/2piω der angelegten Störung viel länger ist, als die
Zeitskala, auf der die Thermalisierung von Ladungsträgern im OHL erfolgt. Für eine maximale
Frequenz von einigen MHz ist das elektrochemische Potential in der gesamten MIM-Diode und
damit auch an den Grenzflächen stetig und es gilt
EF,m(x0,L, t) = EF,or g(x0,L, t) (5.10)
Die dielektrische Verschiebung an den Grenzflächen ist nur stetig, wenn sich keine Grenz-
flächenladung an den Kontakten aufbauen kann. Dies ist dann der Fall, wenn die Zeit zum
Überwinden der Barriere größer ist als die Periodendauer der Störung. Die kritische Frequenz
fkri t für das Überwinden der Injektionsbarriere kann für eine Barrierenhöhe ∆ und eine An-
klopfrate ν0 über fkri t = ν0 exp(∆/kT ) abgeschätzt werden. Für eine maximale Frequenz von
einigen MHz und eine Anklopfrate von 1015 s−1 baut sich an der Grenzfläche bis zu einer Barrie-
renhöhe von≈ 0,5eV keine Grenzflächenladung auf. Für kleinere Frequenzen sind entsprechend
höhere Barrieren erlaubt. Die dielektrische Verschiebung an den Kontakten ist also stetig, wenn
ω 2pi fkri t ist. Dann gilt
εm · Fm(x0,L, t) = εor g · For g(x0,L, t). (5.11)
Mit den Gl. 5.10 und 5.11 folgen dann zu Gl. 2.29 analoge RBs, allerdings nun mit zeitabhän-
gigen Komponenten:
ln

−εor gε0
eNeff
F ′(x0,L, t)

+
∆±
kT
∓
εor g
ε±m
el±T F
kT
For g(x0,L, t) =∓ l
±
T F
µmn∞kT
j(t) (5.12)
Der Stromterm auf der rechten Seite wird hierbei vernachlässigt, da er für alle praktisch vor-
kommenden Fälle klein gegen die übrigen Terme ist.
Wird nun der Separationsansatz aus Gl. 5.4 eingesetzt und die statische Feldableitung im Lo-
garithmus ausgeklammert, so kann für
F ′ac
F ′dc
 1 die Taylorentwicklung ln

(1+ F
′
ac
F ′dc
)

≈ F ′ac(x0,L)
F ′dc(x0,L)
durchgeführt werden. Diese Näherung gilt, wie bereits bei der Herleitung der zeitabhängigen
Gleichungen ausgeführt, für hinreichend kleine Ströme. Sie erlaubt durch die Linearisierung
von Gl. 5.12 deren einfache Fouriertransformation zu
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F ′ac(x0,L,ω)
F ′dc(x0,L)
∓
εor g
εm
el±T F
kT
Fac(x0,L,ω) =−∆
±
kT
±
εor g
εm
el±T F
kT
Fdc(x0,L)− ln

−εor gε0
eNeff
F ′dc(x0,L)

.
(5.13)
Nach der Trennung von frequenzabhängigem und statischem Anteil lässt sich die rechte Sei-
te von Gl. 5.13 als statische Randbedingung identifizieren. Ist die statische RB erfüllt, ver-
schwindet der Teil rechts des Gleichheitszeichens. Nach dem Einsetzen des frequenzabhängi-
gen Gauss’schen Gesetzes ergeben sich für den frequenzabhängigen Teil lineare RBs, die die
frequenzabhängigen elektrischen Felder Fac(x0,L,ω) und die frequenzabhängigen Ladungsträ-
gerdichten nac(x0,L,ω) an den Kontakten miteinander verknüpfen:
nac(x0,L,ω) =±ndc(x0,L)
εor g
εm
el±T F
kT
Fac(x0,L,ω). (5.14)
Durch Trennung von Real- und Imaginärteil folgen je zwei Randbedingungen an den Punkten
x0 und xL:
Re[(nac(x0,L,ω)] =±ndc(x0,L)
εor g
ε±m
el±T F
kT
Re[Fac(x0,L,ω)] (5.15a)
Im[nac(x0,L,ω)] =±ndc(x0,L)
εor g
εm
el±T F
kT
Im[Fac(±x0,ω)] (5.15b)
Um die Impedanz zu berechnen, müssen die Gleichungen 5.8 bzw. 5.9 zusammen mit den neu
abgeleiteten RBs aus Gl. 5.15 numerisch gelöst werden. Die Ergebnisse werden im Folgenden
diskutiert.
5.3 Interpretation der Impedanz in Form von resistiven und kapazitiven Elementen
Die Impedanz lässt sich in verschiedenen Formen darstellen: als Real- und Imaginärteil, als Be-
trag und Phase oder als resistive und kapazitive Komponente im Bild von einem Widerstand
seriell oder parallel zu einem Kondensator. Im Folgenden wird die letztgenannte Form der Inter-
pretation als paralleles RC-Glied für die Analyse der Impedanzen verwendet1. Die komplexe Im-
1 Diese Interpretation hat nichts mit der Suche nach einem passenden Ersatzschaltbild zu tun, sondern stellt
lediglich eine Darstellungsweise der Impedanz dar.
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pedanz eines solchen parallelen RC-Glieds mit der Impedanz eines idealen Widerstands ZR = R
und der einer idealen Kapazität ZC =
1
iωC
lautet
Z(ω) =
1
1
R
+ iωC
=
R
1+ω2R2C2
− iωR
2C
1+ω2R2C2
. (5.16)
Im Umkehrschluss können aus jeder komplexen Impedanz der resistive und der kapazitive Anteil
bestimmt werden:
C(ω) = Re

1
iωZ(ω)

=− Im[Z(ω)]/ω
Re[Z(ω)]2+ Im[Z(ω)]2
(5.17a)
R(ω) =− Im[Z(ω)]/Re[Z(ω)] · 1
ωC(ω)
. (5.17b)
Zur Interpretation von Kapazitäten ist der Vergleich mit der geometrischen Flächenkapazität
Cgeo =
εor gε0
L
(5.18)
hilfreich. Für eine dielektrische Konstante von εor g = 3 und eine Dicke von L = 100 nm beträgt
die geometrische Flächenkapazität Cgeo = 2.655 ·10−4 F/m2. Die Impedanz pro Fläche folgt aus
der frequenzabhängigen Spannung und der Stromdichte, wobei die Stromdichte als rein real
(Im[ jac] = 0) angesetzt wird.
Z(ω) =
Uac(ω)
jac(ω)
=
Re[Uac(ω)] + i Im[Uac(ω)]
jac
(5.19)
Mit der frequenzabhängigen Spannung Uac(ω) =
∫ +∞
−∞ Fac(x ,ω)dx ergeben sich Real- und Ima-
ginärteil der Impedanz zu
Re[Z(ω)] =
Re[Uac(ω)]
jac
(5.20a)
Im[Z(ω)] =
Im[Uac(ω)]
jac
. (5.20b)
5.3 Interpretation der Impedanz in Form von resistiven und kapazitiven Elementen 65
5.4 Simulation und Diskussion von Impedanzmessungen
In diesem Abschnitt wird das in Kap. 5.2 und 5.2.2 aufgestellte, frequenzabhängige Modell auf
MIM-Dioden angewendet: Für Dioden mit undotiertem OHL wird i) zur Überprüfung des Mo-
dellansatzes eine barrierefreie Diode betrachtet, deren frequenzabhängige Kapazität für hohe
Stromdichten mit der analytischen Lösung mit SCLC-Randbedingungen verglichen wird. Weiter
werden sowohl ii) intrinsische Dioden als auch iii) homogen dotierte Dioden im niederfrequen-
ten Limit in Abhängigkeit der dc-Spannung betrachtet. Die zusätzlichen Informationen über die
Kapazität und ihre Frequenz- und Spannungsabhängigkeiten werden diskutiert und mit den
bisher bestimmten statischen Betrachtungen verglichen.
5.4.1 Dioden mit intrinsischem Halbleiter
Das frequenzabhängige Modell wird zunächst auf i) barrierefreie, symmetrische MIM-Dioden
mit intrinsischem OHL angewendet. Die Frequenzspektren der berechneten Kapazitäten sind in
Abb. 5.1 für hohe Stromdichten von 106 A/m2 und 107 A/m2 zu sehen. Die Kapazität wurde auf
die geometrische Flächenkapazität normiert. Für sehr große Frequenzen ist die Beweglichkeit
zu klein, als dass innerhalb des Isolators eine Umverteilung der Ladung während einer Periode
stattfinden kann. Deshalb werden nur die Elektroden ge- und entladen, sodass die Kapazität der
geometrischen Kapazität entspricht. Für Frequenzen kleiner als 1/τTrans konvergiert die Kapazi-
tät gegen 0,75 ·Cgeo. Dabei ist τTransi t = L2/µU die Transitzeit. Dieses Verhalten stimmt mit den
analytischen Lösungen von Shao et al. [65] und Martens et al. [72] überein. Die analytischen
Lösungen nach Martens et al. sind in Abb.5.1 für die entsprechenden Spannungen von 56,9 V
und 118 V mit aufgetragen. Sie wurden für raumladungslimitierte Bauteile unter Vernachlässi-
gung von Diffusionseffekten bestimmt. Diese Näherung gilt zwar nicht im thermodynamischen
Gleichgewicht, ist aber für sehr hohe Spannungen gerechtfertigt. Für kleinere Spannungen steigt
die Kapazität im Limit kleiner Frequenzen an (s. Abb. 5.2 die Kurve für ∆= 0).
Die simulierten und analytisch bestimmten Frequenzspektren stimmen inklusive der Oszilla-
tionen für Frequenzen oberhalb von 3 ·108 s−1 bzw. 109 s−1 sehr gut überein. Die Kurve für
die kleinere Stromdichte liegt leicht oberhalb der analytischen SCLC-Lösungen. Bei der höheren
Spannung ist die Abweichung dagegen kaum noch sichtbar. Dass die Kurven für die größere
Spannung nach rechts verschoben sind, liegt an der kleineren Transitzeit.
Der induktive Einfluss im Bereich unterhalb von ω∼ 1/τTransi t lässt sich wie folgt verstehen:
In einer raumladungslimitierten Diode kann die ac-Spannung sowohl zu einer Umverteilung der
vorhandenen Ladung als auch zur Injektion zusätzlicher Ladung führen. Die Zeitskala für den
Aufbau zusätzlicher Raumladung durch injizierte Ladungsträger ist durch die Transitzeit gege-
ben. Bei Frequenzen unterhalb der inversen Transitzeit erzeugen zusätzlich injizierte Elektronen
einen Strom, der relativ zum ac-Stimulus verzögert auftritt. Dies entspricht einem induktiven
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Abbildung 5.1: Kapazitäts-Frequenz-
Plot für eine symmetrische Diode mit
verschwindenden Injektonsbarrieren
bei hohen Stromdichten von 106 A/m2
und 107 A/m2. Zusätzlich sind die
analytischen Lösungen für die ent-
sprechenden Spannungen unter der
Annahme von SCLC Randbedingungen
und Vernachlässigung der Diffusion
analog zu Martens et al. [72] aufge-
tragen. Die Kapazität ist hier auf die
geometrische Kapazität Cgeo normiert.
Beitrag zur Impedanz. Die Periodendauer, während der die ac-Spannung anliegt, ist bei hö-
heren Frequenzen zu kurz, als dass eine Umverteilung der Raumladung stattfinden kann. Der
induktive Beitrag zur Impedanz verschwindet also und es wird eine Kapazität in Höhe der geo-
metrischen Kapazität gemessen.
Neben der Frequenz kann auch die angelegte Spannung Udc und damit der untersuchte stati-
sche Zustand der Diode variiert werden. Die Kapazitätsverläufe für symmetrische Dioden ohne
Dotierung ii), Barrierenhöhen zwischen 0 und 0,4 eV und einer Frequenz von ω= 1 s−1 sind in
Abb. 5.2 in Abhängigkeit der dc-Spannung aufgetragen. Die dazugehörigen Strom-Spannungs-
Kennlinien (Abb. 4.7) und Ladungsträgerdichteverteilungen im thermodynamischen Gleich-
gewicht (Abb. 4.1(a)) wurden bereits in Kap. 4.2.1 diskutiert. Die verwendete Frequenz von
ω = 1 s−1 liegt im niederfrequenten Limit, da 1/τTransi t  ω auch für die kleinste Spannung
von 2 mV erfüllt ist.
Unabhängig von den Barrierenhöhen konvergieren die Kapazitäten für hohe Spannungen ge-
gen einen Wert von 0,75 ·Cgeo. Für Spannungen unterhalb von 50 V ist die Diode mit Barrie-
ren von 0,4 eV injektionslimitiert, sodass die Kapazität der geometrischen Kapazität entspricht.
Die Kapazitäten von den Bauteilen mit kleineren Barrieren sind unterhalb einer Spannung von
∼ 0,1 V größer als die geometrische Kapazität. Dies liegt daran, dass wegen den niedrigen In-
jektionsbarrieren Ladungsträger in den Halbleiter eindiffundieren und so durch hohe Ladungs-
trägerdichten in den Randbereichen leitfähige Bereiche entstehen. Der schwach leitfähige Teil in
der Mitte der Dioden ist dadurch schmäler als die Isolatordicke L, was sich in vergrößerten Ka-
pazitäten widerspiegelt. Die barrierefreie Diode hat mit C = 1,28 ·Cgeo die größte Kapazität, die
einer äquivalenten Dicke von d = 78 nm entspricht. Die Dioden mit Barrieren von 0,25 eV und
0,3 eV weisen zwischen 0,1 V und 10 V ein Kapazitätsminimum unterhalb der geometrischen
Kapazität auf. Dies ist auf den induktiven Effekt des Aufbaus von zusätzlicher Raumladung zu-
rück zu führen. Dabei soll beachtet werden, dass Ladungsträger in einer intrinsischen Diode
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Abbildung 5.2: Spannungsabhängige
Kapazitäten für intrinsische, symme-
trische Dioden mit Injektionsbarrieren
von 0, 0,2, 0,25, 0, 3 und 0,4 eV. Die
Kapazität ist bei einer Anregung mit
ω = 1 s−1 bestimmt und ist auf die
geometrische Kapazität Cgeo normiert.
grundsätzlich Raumladung darstellen. In dem Spannungsbereich, in dem sich das Minimum
ausbildet, wird aus der symmetrischen, u-förmigen Ladungsträgerdichteverteilung eine asym-
metrische Verteilung. Dessen Minimum wird in Richtung des ejizierenden Kontakts verschoben.
Dabei erhöhen sich gleichzeitig die mittlere Dichte und auch das Minimum selbst. Dieser Effekt
ist auch in den j-U-Kennlinien aus Abb. 4.7 sichtbar. Das lokale Minimum in der Kapazität korre-
liert mit dem Bereich des superlinearen Anstiegs in den j-U-Kennlinien, wo bei den genannten
Barrieren eine Erhöhung der Leitfähigkeit durch die Erhöhung der Ladungsträgerdichte auf-
tritt. Dies hat allerdings nichts mit der Barrierenerniedrigung zu tun, da der Übergang in den
j-U-Kennlinien auch für eine konstante Dichte an den Kontakten auftritt (vgl. Abb. 4.6(b)).
Erst bei Spannungen von einigen 10 bis 100 V setzt die Barrierenerniedrigung entsprechend
∆ − ∆eff = εor gεm el−T F F−(0) merklich ein und die Elektronendichte in den Dioden erhöht sich
deutlich. Ausgehend von einer über das OHL-Volumen hinweg gleichmäßigen Elektronendichte
wird in diesem Bereich die Dichte am injizierenden Kontakt zunehmend erhöht. Die Elektro-
nendichteverteilung nähert sich mit steigender Spannung an die für den SCLC-Bereich typische
1/
p
x Abhängigkeit an. Der dadurch bewirkte Aufbau von mehr Raumladung mit asymmetri-
schem Profil führt zu einer weiteren Reduktion der Kapazität. Für Barrieren ≥ 0,2 eV treten bei
Spannungen zwischen 60 und 100 V globale Kapazitätsminima mit Werten < 0,75 ·Cgeo auf, die
mit den Wendepunkten in den j-U-Kennlinien korrelieren. Offenbar ist der induktive Beitrag im
Bereich zunehmend asymmetrisch werdender Ladungsträgerdichteverteilungen noch stärker als
im SCLC-Limit. Dazu passt auch die Reduzierung des Kapazitätsminimums mit steigender Bar-
rierenhöhe, wobei der Einfluss durch die Barrierenerniedrigung größer und der Übergang vom
injektionslimitierten in den raumladungslimitierten Bereich schärfer wird. Alternativ könnte es
auch an der Form der Ladungsträgerdichteverteilung liegen, die für größere Barrieren stärker
von der 1/
p
x-Abhängigkeit im idealen SCLC-Bereich abweicht.
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(a) (b)
Abbildung 5.3: C-U-Charakteristik (a) einer mit Nd = 1023 m−3 dotierten Diode mit Barrieren von
jeweils 0,4 eV und ω = 1 s−1. Neben der simulierten Kapazität ist auch die Kapazität der Ersatz-
schaltung, bestehend aus zwei entgegengesetzt geschalteten Schottky-Dioden in Serie, aufgetragen.
Die inverse quadratische normierte Kapazität aus der Simulation ist in (b) gegen die Spannung
dargestellt. Aus dem Schnittpunkt mit der x-Achse folgt die Built-in-Spannung und aus der Steigung
die Dotierkonzentration.
5.4.2 Dioden mit dotiertem Halbleiter
Beispielhaft für dotierte Dioden soll hier die spannungsabhängige Kapazität einer iii) sym-
metrischen Diode mit Barrieren von 0,4 eV und einer homogenen Dotierung des Isolators
mit Nd = 1023 cm−3 diskutiert werden. Wie schon im Abschnitt zuvor wird die Impedanz-
simulation im niederfrequenten Limit mit einer Frequenz von ω = 1 s−1 durchgeführt. Die
zugehörigen Strom-Spannungs-Kennlinien und Ladungsträgerdichteverteilungen im statischen
Gleichgewicht wurden bereits im Kap. 4.2.2 diskutiert. Die aus dem Impedanzmodell folgen-
de C-U-Kennlinie (Abb. 5.3(a)) zeigt für Spannungen < 10 mV eine konstante Kapazität von
C = 2,2 ·Cgeo. Die gegenüber der geometrischen Kapazität erhöhte Kapazität erklärt sich durch
einen Blick auf die Ladungsträgerdichteverteilung: Es existieren an den beiden Kontakten Raum-
ladungszonen, wie es in Abb. 4.4 dargestellt ist. Im Bereich kleiner Spannungen sind die Ausdeh-
nungen der Raumladungszonen für symmetrische Kontakte an injizierendem und ejizierendem
Kontakt gleich groß. In dem Bereich entspricht die simulierte Kapazität zwei hintereinander
geschalteten Kapazitäten mit Ausdehnungen entsprechend der Weiten der Raumladungszonen
d = wRLZ . Die Kapazität C = 2,2 ·Cgeo entspricht dabei einer Ausdehnung der Verarmungszonen
von d = 22,7 nm.
Das Heranziehen des Vergleichs mit dem Verhalten von zwei entgegengesetzt geschalteten
Schottky-Dioden erscheint auch bei den kapazitiven Eigenschaften als sinnvoll, da dadurch be-
reits eine gute Näherung der statischen j-U-Kennlinien der homogen dotierten Dioden erzielt
werden konnte. Die Kapazität einer Schottky-Diode ist durch CSchottky =
q
2εor gε0
eNd
· (UKo − Uex t)
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mit der externen Spannung Uex t und der Kontaktspannung UKo gegeben [23]. Die Spannung-
en Uex t = U f or bzw. Uex t = −Ure werden wie in Kap. 4.2.2 bestimmt. Nach Gl. 4.7 beträgt
wRLZ für Nd = 1023 m−3 in der Tat 23 nm, passend zu den aus der Gesamtkapazität ermittelten
22,7 nm. Mit steigender Spannung Udc werden auch resistive Eigenschaften relevanter und die
Ersatzschaltung muss durch jeweils parallele Widerstände zu zwei RC-Gliedern in Serie erwei-
tert werden. Die Kapazität steigt mit der Spannung bis U ∼ 0,1 V auf einen Maximalwert von
3,2 ·Cgeo. Dies wird durch die Verschmälerung der Verarmungszone am ejizierenden Kontakt
und die daraus folgende vergrößerte Kapazität verursacht (s. Abb. 4.9). Die Verarmungszone
am injizierenden Kontakt wird nur minimal vergrößert und bewirkt wegen C ∝ 1/d nur eine
geringe Reduktion der Kapazität dort.
Mit weiter steigender Spannung reduziert sich der Widerstand des Bereichs am ejizierenden
Kontakt, sodass die Kapazität dort schließlich kurzgeschlossen wird. Die steigende Sperrspan-
nung vergrößert gleichzeitig die Raumladungszone am injizierenden Kontakt, wodurch die Ge-
samtkapazität verringert wird. Dies geschieht im Spannungsfenster zwischen 0,1 und 3 V. Bei
U ≈ 3 V ist die komplette Diode entleert und die Kapazität nimmt den Wert Cgeo an. Ab 50 V ist
in der j-U-Kennlinie (Abb. 4.8) ein steiler Anstieg zu beobachten, der mit dem Abfall der Kapa-
zität unter die geometrische Kapazität korreliert. In diesem Bereich wird durch die einsetzende
Barrierenerniedrigung der Aufbau von Raumladung ermöglicht. Das Kapazitätsminimum wird
bei einer Spannung von Udc ∼ 100 V erreicht und liegt hier bei C = 0,66 ·Cgeo am Wendepunkt
der j-U-Kennlinie, wie es auch bei der intrinsischen Dioden mit ∆ = 0,4 eV der Fall war. Für
weiter ansteigende Spannungen konvergiert die Kapazität wiederum gegen 3/4 ·Cgeo.
Eine übliche Methode zur Bestimmung von Dotierkonzentrationen beruht auf der spannungs-
abhängigen Impedanzmessung. Aus der Theorie der Schottky-Dioden folgt der Zusammenhang,
1
C2
=
2
εor gε0eNd
 
UKo − U , (5.21)
aus dem die Dotierung und die Built-in-Spannung für einen Metall/Halbleiter-Übergang abge-
lesen werden können. Allerdings hat jede Diode zwei Metall/OHL-Kontakte die nicht isoliert
voneinander betrachtet werden dürfen, wie es bei der Diskussion der j-U-Kennlinien und C-U-
Kennlinien gezeigt wurde. Dies hat Auswirkungen auf die Extraktion von Parametern über den
C-U-Zusammenhang aus Gl. 5.21. Die hier betrachtete Diode besitzt keine Built-in-Spannung,
sodass nach Gl. 5.21 im 1/C2(U)-Plot ein Nulldurchgang bei U = 0 V zu erwarten ist. Wird die
aus der Simulation ermittelte Kapazität entsprechend aufgetragen (s. Abb. 5.3(b)), so hat die
auftretende Gerade zwar wie erwartet eine Steigung von 2
εor gε0eNd
, der Achsenabschnitt beträgt
allerdings 0,16 V. Dies entspricht der Kontaktspannung, also der Differenz in den elektrochemi-
schen Potentialen von Kathodenmaterial und dotiertem Isolator. Durch den Achsenabschnitt
wird also nicht die Built-in-Spannung wiedergegeben. Demzufolge müssen derartige Rück-
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schlüsse mit Vorsicht betrachtet bzw. durch Simulationen überprüft und korrigiert werden.
Es lässt sich mit dieser Methode in der Konstellation von symmetrischen Barrieren allerdings
die Kontaktspannung bestimmen. Vorsicht ist hierbei insofern geboten, als dass sowohl die Kon-
taktspannung als auch die Built-in-Spannung die Lage des Achsenabschnitts beeinflussen.
5.5 Zusammenfassung
In diesem Kapitel wurde zusätzlich zur Drift- und Diffusionsstromdichte die Verschiebungs-
stromdichte eingeführt. Mit Hilfe eines Separationsansatzes konnten die linearisierte Drift-
Diffusions-Gleichung sowie die Poisson-Gleichung fouriertransformiert werden. Außerdem wur-
den zeitabhängige, linearisierte Randbedingungen abgeleitet. So können nun sowohl frequenz-
abhängige als auch spannungsabhängige Impedanzsimulationen durchgeführt werden. Damit
konnte sowohl der Übergang zur geometrischen Kapazität im Limit hoher Frequenzen als auch
der Übergang zu durch Raumladung reduzierten Kapazitäten, wie sie aus der Literatur bekannt
sind, abgebildet werden. Es wurden Beispiele für Dioden mit intrinsischem und dotiertem OHL
diskutiert und Korrelationen zu den entsprechenden j-U-Kennlinien abgeleitet. Wie bereits bei
den statischen j-U-Charakteristika konnte für das Beispiel einer dotierten Diode unterhalb des
SCLC-Bereichs eine gute Reproduktion der Ergebnisse durch die Ersatzschaltung von zwei ent-
gegengesetzt geschalteten Schottky-Dioden erzielt werden.
Weiterhin wurde gezeigt, dass die Extraktion von Built-in-Spannungen nach dem Schottky-
Modell mittels C-U-Messungen kritisch zu betrachten ist, da auch für Ubi = 0 ein endlicher
Achsenabschnitt in der 1/C2(U)-Auftragung abgelesen werden konnte. Dieser endliche Wert re-
sultierte aus der Kontaktspannung zwischen injizierender Elektrode und dotiertem organischen
Halbleiter, spiegelt also nicht das vorherrschende Built-in-Potential wider. Demzufolge müssen
derartige Rückschlüsse mit Vorsicht betrachtet bzw. durch Simulationen überprüft und korrigiert
werden.
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6 Tunnelprozesse im Rahmen des
Drift-Diffusions-Modells
Bei der Betrachtung von stark dotierten Dioden traten sehr schmale Injektionsbarrieren auf (s.
Abb. 4.10(b)). Dies wirft die Frage auf, ob bei der Injektion nicht auch Tunnelprozesse eine
Rolle spielen könnten. Um dem nachzugehen, wird das Drift-Diffusions-Modell um eine Tunnel-
komponente zur Injektion erweitert. Es wird dazu ein Ausdruck für die Tunnelstromdichte jTun
abgeleitet und anschließend für einen Elektroden/OHL-Kontakt spezifiziert. Schließlich werden
j-U-Kennlinien unter Einfluss von Tunnelinjektion berechnet und eine Parameteranpassung an
experimentelle Daten vorgenommen.
Das bisher diskutierte Drift-Diffusions-Modell beschreibt zusammen mit den abgeleiteten
Randbedingungen die Kontaktbildung ausschließlich über die thermische Injektion von La-
dungsträgern. Mögliche Tunnelphänomene bei der Injektion über eine Grenzfläche zwischen
zwei Materialien werden dagegen nicht abgebildet. Das Tunneln im Rahmen des Hoppingtrans-
ports innerhalb eines OHLs wird im Drift-Diffusions-Modell bereits näherungsweise durch die
phänomenologische, effektive mittlere Beweglichkeit µ beschrieben.
Deshalb wird in diesem Kapitel der Ansatz verfolgt, für die Injektion von Ladungsträgern
quantenmechanisches Tunneln als zusätzliche Stromkomponente in das phänomenologische
Drift-Diffusions-Modell zu integrieren. Dabei soll die Selbstkonsistenz des Modells beibehal-
ten werden. Mit der Gesamtstromdichte jGes, die sich aus der Drift-Diffusions-Stromdichte jDD
und der Tunnelstromdichte jTun zusammensetzt, folgt aus dem Prinzip der Ladungserhaltung
d jGes
dx
=
d jTun(x)
dx
+
d jDD(x)
dx
= 0. (6.1)
Die Stromkomponenten jDD und jTun sind nun ortsabhängig. Damit kann an jedem Ort sowohl
Stromtransport durch Drift und Diffusion als auch durch Tunnelinjektion auftreten.
6.1 Ableitung des Tunnelinjektionsstroms
In diesem Abschnitt wird nun ein Ausdruck für die Tunnelstromdichte jTun abgeleitet. Die Strom-
dichte ist durch die Ladung definiert, die ein Flächenelement pro Zeit passiert, und hat die Ein-
heit [A/m2]. Der Definition folgend ergibt sich die Tunnelstromdichte durch ein Flächenelement
aus allen Tunnelprozessen, die diese Fläche pro Zeiteinheit durchqueren. Bei Beschränkung auf
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Abbildung 6.1: Schematische Darstellung der
Tunnelprozesse zwischen verschiedenen Punkten
x i und x j über die Grenzfläche bei x = 0. Zur
Tunnelstromdichte jTun(x) tragen alle Hüpfpro-
zesse bei, für die x j > x gilt. Diese sind rot,
die Transfers, die keinen Beitrag zur Tunnelstrom-
dichte liefern, sind grau dargestellt.
die Tunnelinjektion an einer Grenzfläche ergibt sich die Tunnelstromdichte jTun(x) am Ort x
wie folgt: Sie besteht aus der Summe aller Tunnelprozesse zwischen der einen Schicht und der
anderen Schicht, die über den Punkt x hinausgehen. Sie beträgt
jTun(x) =−e
∞∫
0
 ∞∫
x
R(x i, x j)dx j
 dx i (6.2)
wobei die Schicht links von der Grenzfläche mit dem Index i und die rechts von der Grenzfläche
mit dem Index j bezeichnet wird. R(x i, x j) ist die Nettotunnelrate zwischen den Punkten x i und
x j und ergibt sich aus der Differenz von Hin- und Rücksprüngen. x i und x j sind die jeweiligen
Abstände der Zustände von der Grenzfläche. Die Beiträge zur Tunnelstromdichte jTun am Ort x
sind in Abb. 6.1 skizziert. Da der Ort x die untere Grenze des zweiten Integrals festlegt, ist der
Tunnelstrom über die Grenzfläche am Kontakt maximal und nimmt mit zunehmendem Abstand
x vom Kontakt ab.
Zur Bestimmung der Tunnelstromdichte ist also die Kenntnis der Nettotunnelrate R(x i, x j)
notwendig. Da Tunneln stets ein isoenergetischer Prozess ist, handelt es sich um thermisch
aktivierte Tunnelprozesse zwischen den beteiligten Zuständen. Zunächst wird die Übergangs-
wahrscheinlichkeit für bereits aktivierte Zustände, die Transmission, betrachtet. Diese kann
durch die WKB-Approximation (benannt nach Wentzel, Kramers und Brillouin) [23, 73, 74]
abgeschätzt werden. Die Transmissionswahrscheinlichkeit T einer ebenen Welle durch einen
Potentialwall wird aus der Betrachtung der Aufenthaltswahrscheinlickeiten auf den beiden Sei-
ten eines Potentialwalls zwischen den Punkten x i und x j abgeleitet.
T ≈ exp
−2∫ x j
xi
r
2m∗
ħh2
(V (x)− E0,ein)dx
 (6.3)
Dabei wird, wie von Fathollahi et al. [75], eine mögliche Reflexion der Welle im Anschluss an
den Transmissionsprozess vernachlässigt. T hängt von der Energie E0,ein der einlaufenden Welle,
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Abbildung 6.2: Schematische Darstel-
lung des Potentialwalls V (x) zwischen
den Zuständen x i an der Metallober-
fläche und x j im OHL-Volumen für
einen Metall/OHL-Kontakt unter Anwe-
senheit eines externen Feldes F . Für den
Übergang ist im Metall eine thermische
Aktivierung der Ladungsträger um E j−
Ei notwendig. Die schmalen Potential-
töpfe im OHL spiegeln den lokalisierten
Charakter der Ladungsträger wider.
der ortsabhängigen Höhe der Potentialbarriere V (x) sowie der effektiven Masse m∗ ab. Übertra-
gen auf einen organischen Halbleiter entspricht die Lage des Transportzustands für Elektronen
der Lage des LUMO. Es gilt also E0,ein = ELUMO. Die lokalisierten Zustände von Ladungsträgern
im OHL spiegeln sich in hohen Potentialbarrieren zwischen den einzelnen Zuständen wider. Die
Potentialbarriere V (X ) eines Metall/OHL-Kontakts ist in Abb. 6.2 schematisch dargestellt. Es ist
zu erkennen, dass der Potentialwall nicht durch den Verlauf des LUMOs gegeben ist, sondern
eher durch das Vakuumniveau definiert ist.
Die Form der Potentialbarrieren zwischen den Molekülen im OHL wird durch die Wechsel-
wirkungen im OHL bestimmt. Im Fall eines schwachen Überlapps zwischen den Zuständen ent-
spricht V (x) ungefähr dem Vakuumlevel EVak. Die Differenz V (x)−E0,ein ist dann durch die Aus-
trittsarbeit EA des OHLs, die aus dem Verlauf des elektrischen Potentials und der Ladungsträger-
dichte bekannt ist, gegeben. Mit dieser Annahme soll nun die Transmissionswahrscheinlichkeit
T bestimmt werden. Ohne angelegte äußere Spannung bildet V (x) näherungsweise eine Recht-
eckbarriere, sodass der Integrand in Gl. 6.3 konstant ist. Durch Ausführen des Integrals in Gl. 6.3
kommt so lediglich ein Faktor ri, j hinzu, der dem Abstand zwischen den Zuständen entspricht.
Der konstante Exponentialterm wird als inverser Lokalisationsradius γ =
p
2m∗EA/ħh2 interpre-
tiert, sodass sich der Ausdruck für die Transmissionswahrscheinlichkeit zu T = exp(−2γ ri, j)
vereinfacht. Wird für m∗ die freie Elektronenmasse und für EA eine typische Austrittsarbeit
von 3 eV [20] eingesetzt, so ergibt sich γ ≈ 9 ·109 m−1, was einem Lokalisationsradius von
R0 = 1/γ≈ 1 Å entspricht.
Durch das Anlegen einer äußeren Spannung werden die Energieniveaus verkippt und die Bar-
riere wird für niedrige Ladungsträgerdichten dreiecksförmig. Es muss überprüft werden, inwie-
fern die Rechtecknäherung dann noch gerechtfertigt ist. Ein mittleres Feld F ergibt, wie in Abb.
6.4 dargestellt, einen Potentialabfall ∆E = eF ri, j zwischen den Zuständen. Für große Felder
und große Abstände kommt es also zu einer nennenswerten Veränderung der Potentialbarriere.
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Abbildung 6.3: Entwicklung von log(T ) in
Abhängigkeit von dem Abstand ri, j unter
der Annahme einer Rechteckbarriere bzw. ei-
ner Dreiecksbarriere für die Potentialbarrie-
re V (x), eine externe Spannung von 30 V
und eine Elektronenaffinität EA = 3 eV.
Die Abweichung steigt mit der Weite des
Sprungs, wobei aber gleichzeitig die Trans-
mission fällt.
Um die Auswirkungen der Näherung einer Rechteckbarriere anstelle einer Dreiecksbarriere ein-
schätzen zu können, wurde log(T ) in Abb. 6.3 für eine rechteckige und für eine dreiecksförmige
Potentialbarriere in Abhängigkeit von ri, j aufgetragen. Dabei wurde ein Feld F = U/L entspre-
chend einer hohen Spannung von 30 V und einer Diodendicke von L = 100 nm angesetzt. Die
Abweichung steigt mit zunehmendem Abstand ri, j. In dem Bereich, in dem der Fehler durch die
Rechtecknäherung groß wird, ist die Transmission sehr klein relativ zur Transmission bei kleinen
ri, j, für die der Fehler klein ist. Somit ist der Einfluss durch die Näherung einer rechteckigen Po-
tentialbarriere für die gesamte Tunnelstromdichte vernachlässigbar klein. Die Potentialbarriere
V (x) kann also auch bei Anliegen einer äußeren Spannung als rechteckig angenommen werden.
Für die thermische Aktivierung durch Phononen wird für Aufwärtssprünge die Boltzmann-
Näherung verwendet und für Abwärtssprünge angenommen, dass die Energie stets an das Pho-
nonenbad abgegeben werden kann. Dies führt letztlich zu einer Übergangsrate νi→ j
νi→ j = ν0e−2γri, j
e−
E j−Ei
kT , E j > Ei
1, E j ≤ Ei
(6.4)
zwischen einem besetzten Zustand i und einem unbesetzten Zustand j, die der von Miller und
Abrahms [10] entspricht (s. auch Gl. 2.2). Der Vorfaktor ν0 ist durch die Anklopfrate (engl.:
attempt-to-escape frequency) gegeben. Der erste, abstandsabhängige Exponentialterm beschreibt
die Transmissionswahrscheinlichkeit. Die Fallunterscheidung mit einem zweiten Exponential-
term beschreibt die energieabhängige Wahrscheinlichkeit für die thermische Aktivierung.
Da die Zustände im statischen Gleichgewicht mit einer Wahrscheinlichkeit f (E) besetzt bzw.
unbesetzt sind, muss zusätzlich die Besetzungswahrscheinlichkeiten f (E) zur Bestimmung der
Übergangsraten berücksichtigt werden. Dazu wird nun der Übergang zwischen zwei infinitesi-
malen Volumenelementen dVi und dVj an den Punkten x i und x j betrachtet, die jeweils mit
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Abbildung 6.4: Energielandschaft von zwei Zuständen mit dem Abstand ri, j in einem äußeren elek-
trischen Feld F . Beim Abwärtssprung (links) findet der Transmissionsprozess von Zustand i nach j
statt und dann auf Zustand j die Relaxation durch Energieabgabe an das umgebende Phononenbad.
Für den Aufwärtssprung (rechts) bedarf es zuerst einer thermischen Aktivierung. Erst anschließend
kann die Transmission stattfinden.
der Wahrscheinlichkeit f (Ei) bzw. f (E j) besetzt sind. Es können sowohl Sprünge von i nach j
(i→ j) als auch von j nach i ( j→ i) auftreten, die durch die differentiellen Übergangsraten
dR˜i→ j = νi→ jNeff,i f (Ei)dVi ·Neff, j(1− f (E j))dVj (6.5)
dR˜ j→i = ν j→iNeff, j f (E j)dVj ·Neff,i(1− f (Ei))dVi (6.6)
beschrieben werden. Die Zahl der besetzten Zustände wird durch Neff f (E)dV und die der
unbesetzten durch Neff(1 − f (E))dV bestimmt. In der verwendeten Boltzmann-Näherung ist
die Wahrscheinlichkeit, einen unbesetzten Zustand vorzufinden, ungefähr eins. Damit verein-
facht sich der Ausdruck für die Zahl der unbesetzten Zustände zu NeffdV . Die Besetzungs-
wahrscheinlichkeit am Punkt x i ist durch f (Ei) = exp[−(E(x i) − EF(x i))/kT] gegeben. Ist
Ei > E j, so ist keine thermische Aktivierung für den i → j - Sprung notwendig. Die für
den entgegengesetzten Sprung j → i relevante Besetzungswahrscheinlichkeit beträgt f (E j) =
exp[−(E(x j)− EF(x j))/kT]. Die Wahrscheinlichkeit für die thermische Aktivierung von einem
besetzten Zustand mit der Energie E j auf das höhere Energieniveau Ei wird nach Gl. 6.4 durch
die Energiedifferenz der Zustände bestimmt und beträgt exp[(Ei − E j)/kT]. Für eine verein-
fachte Ausdrucksweise werden im Folgenden die Besetzungswahrscheinlichkeit und die Wahr-
scheinlichkeit für die thermische Aktivierung zusammengefasst. Diese Wahrscheinlichkeit wird
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Abbildung 6.5: Die Tunnelrate R(x i, x j)
pro Flächenelement dA j ergibt sich aus
der Integration über alle Pfade mit Ur-
sprung in der y-z-Ebene am Punkt x i
und dem Zielort x j. Mit steigendem ra-
dialen Abstand ρi steigt auch die Tun-
neldistanz ri, j, wie es hier für ρ0 = 0
sowie ρ1,2 und entsprechende r0,1,2 skiz-
ziert ist.
durch f (x i) = exp[−(Ei, j − EF,i)/kT] mit der Energie Ei, j = max(Ei, E j) ausgedrückt (vgl. Abb.
6.4). Die differentielle Nettoübergangsrate dR˜i, j = dR˜i→ j − dR˜ j→i wird dann zu
dR˜i, j = ν0Neff,iNeff, je
−2γri, j  f (x i)− f (x j) dVidVj. (6.7)
Da die Besetzungswahrscheinlichkeiten von den relativen Lagen der Fermi-Niveaus zu den
Transportzuständen an den am Sprung beteiligten Molekülen abhängt, sind die Sprünge durch
die nicht lokale Differenz der Fermi-Niveaus bedingt.
Das Modell soll zwar weiter eindimensional bleiben, um die x-abhängige Übergangsrate zu
erhalten, muss dafür allerdings eine Integration über die zu x senkrechte Ebene durchgeführt
werden. Auf Grund der Translationssymmetrie in der y-z-Ebene gibt es keine Nettotunnelra-
te innerhalb der Ebene. Allerdings ist die Übergangsrate abstandsabhängig und damit für ein
festes dVj von der Position des Volumenelements dVi in der y-z-Ebene abhängig. Aus Sym-
metriegründen wird für die weitere Betrachtung eine Transformation in Zylinderkoordinaten
vorgenommen. Der laterale Abstand zwischen ~x i und ~x j wird durch den Radius ρi bezeichnet,
sodass der Gesamtabstand ri, j =
p
(x i + x j)2+ρ2i beträgt und die Transmissionswahrschein-
lichkeit nun auch von ρi abhängt (s. Abb. 6.5). Durch die Koordinatentransformation und
nach der Integration über den Winkel kommt auf Grund der Radialsymmetrie die Determi-
nante der Transformationsmatrix 2piρi als Faktor hinzu. Da nicht der Gesamtstrom, sondern
die Stromdichte berechnet werden soll, wird die Rate auf das Flächenelement dA j bezogen. Die
differentielle Übergangsrate pro Fläche dRi, j =
dR˜i, j
dA j
beträgt nun
dRi, j = 2piρiν0Neff,iNeff, je
−2γÆ(xi+x j)2+ρ2i  f (x i)− f (x j) dx idρidx j. (6.8)
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Wird noch die Integration über ρi ausgeführt, so ist der resultierende Zusammenhang lediglich
noch von den Abständen zur Grenzfläche der Bereiche i und j entlang der x-Achse abhängig. Er
entspricht der gesuchten Nettotunnelrate für das eindimensionale Modell:
R(x i, x j)dx idx j =
pi

1+ 2γ(x i + x j)

2γ2
· e−2γ(xi+x j)ν0Neff,iNeff, j

f (x i)− f (x j)

dx idx j. (6.9)
Der Vorfaktor liefert einen linearen Anstieg der Rate mit dem Abstand. Der Anstieg rührt daher,
dass die Fläche in der y-z-Ebene bei gleichem Raumwinkel mit dem Abstand steigt. Durch Ein-
setzen von Gl. 6.9 in Gl. 6.2 erhält man einen allgemeinen Ausdruck für die Tunnelstromdichte
jTun(x) =−e
∞∫
0
+∞∫
x
pi

1+ 2γ(x i + x j)

2γ2
· e−2γ(xi+x j)ν0Neff,iNeff, j

f (x i)− f (x j)

dx idx j.
(6.10)
Die Tunnelstromdichte hängt nur noch von den Materialparametern γ,ν0,Neff,i und Neff, j sowie
den ortsabhängigen Energieniveaus, die in f (x i) und f (x j) eingehen, ab. Sie ist sowohl für die
Injektion von einer Elektrode in einen OHL, als auch für Tunnelprozesse zwischen zwei OHLs
gültig, wie er bei einer CGL auftritt. Die Kopplung an das für den Ladungstransport innerhalb
des OHLs gültige Drift-Diffusions-Modell erfolgt über das elektrochemische Potential und über
die Kontinuitätsgleichung d j(x)/dx = 0. Die Integrale über x i und x j führen zu einer zusätz-
lichen Kopplung in den Drift-Diffusions-Gleichungen über große Distanzen. Dies erschwert die
Lösbarkeit des Problems deutlich.
Betont werden soll an dieser Stelle noch einmal, dass bei diesem Ansatz das Fermi-Niveau im
thermodynamischen Gleichgewicht konstant ist und somit die Nettotunnelrate verschwindet.
Nur außerhalb des Gleichgewichtsfalls kann eine effektive Tunnelrate auftreten.
6.2 Die Tunnelinjektion aus einer metallischen Elektrode
Für den Spezialfall der Tunnelinjektion aus einem Metall in einen organischen Halbleiter kann
Gl. 6.10 weiter vereinfacht werden. Innerhalb des Metalls sind Elektronen nach dem Modell des
freien Elektronengases [43] frei beweglich. Tunnelprozesse finden deshalb nur zwischen der
Elektrodenoberfläche (x i = 0) und dem Volumen des OHLs statt. Das Modell vereinfacht sich
also insofern, als dass die Integration über dx i in der Elektrode wegfällt. Stattdessen muss
lediglich die Oberflächenzustandsdichte des Elektrodenmaterials bestimmt und anstelle der
Volumenzustandsdichte eingesetzt werden. Sind die Zustände in der Elektrode gleich verteilt
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Abbildung 6.6: Darstellung möglicher
Pfade für die Tunnelinjektion von ei-
ner Elektrode in einen OHL. Oberhalb
der effektiven Injektionsbarrieren findet
rein thermische Injektion statt (0). Pro-
zesse (1) und (2) sind beide thermisch
aktiviert. Auch unterhalb des Fermi-
Niveaus der Elektrode ist die Injekti-
on möglich, da Metalle sehr breite Lei-
tungsbänder besitzen (3). Zur Tunnel-
stromdichte jTun(x) tragen nur Prozesse
(2) und (3) bei.
und gibt es keine zusätzlichen Oberflächenzustände, so beträgt die Oberflächenzustandsdichte
σi = N
2/3
eff,i. Die Tunnelstromdichte am Punkt x im OHL vereinfacht sich so zu
jTun(x) =−eν0σiNeff,j
+∞∫
x
pi

1+ 2γx j

2γ2
exp
−2γx j f (0)− f (x j) dx j. (6.11)
Mögliche Pfade für einen Tunnelprozess von der Oberfläche einer Elektrode in einen organi-
schen Halbleiter sind in Abb. 6.6 skizziert. Oberhalb der effektiven Injektionsbarriere∆eff findet
rein thermische Injektion (0) statt, die schon durch das Drift-Diffusions-Modell beschrieben
wird. Des Weiteren gibt es thermisch aktivierte Tunnelprozesse (1 & 2), wobei nur (2) einen
Beitrag zum Tunnelstrom jTun(x) am Ort x liefert. Prozess (1) überquert bei dem Injektions-
sprung nicht den Punkt x und trägt somit nicht zum Tunnelstrom bei. Eine weitere Möglichkeit
besteht in Prozess (3), bei dem der Tunnelprozess unterhalb der Fermi-Energie EF,m des Metalls
stattfindet und so keine thermische Aktivierung notwendig ist. Diese Prozesse umfassen alle
möglichen Pfade für einen Sprung in den OHL. Der weitere Transport im OHL wird durch das
Drift-Diffusions-Modell beschrieben.
Der Einfluss der Tunnelinjektion auf das Gesamtverhalten von Dioden soll anhand von sym-
metrischen, homogen dotierten Dioden untersucht werden. Durch die Wahl großer Injektions-
barrieren mit einer Höhe von 0,8 eV ist die thermische Injektion sehr schwach. Das Bauteil
ist deshalb trotz der Schottky-Barrierenerniedrigung aus dem MMF-Ansatz über einen weiten
Spannungsbereich injektionslimitiert. Die hohen Barrieren wurden gewählt, da, wenn raumla-
dungsbegrenzte Ströme auftreten, der Injektionsprozess keinen nennenswerten Einfluss mehr
auf das Bauteilverhalten hat. Hier soll aber gerade das Injektionsverhalten untersucht werden.
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Quelle [76] [77] [78] [79] [11] [80] [81]
ν0 [s−1] 1014 1013 1012 5 ·1012..3.3 ·1014 1010..1014
R0 [Å] 10 2..5 2 2 2
Tabelle 6.1: Auflistung von Werten für die Anklopfrate ν0 und den Lokalisationsradius R0 aus der
Literatur und von den entsprechenden Quellen.
Wegen der zusätzlichen Kopplung durch die Tunnelinjektion kann das Modell allerdings nicht
mehr vollständig selbstkonsistent gelöst werden. Deshalb wird für den ejizierenden Kontakt eine
konstante, effektive Injektionsbarriere ∆+eff angesetzt. Als Ejektionsbarriere wurde die effektive
Barrierenhöhe ∆+eff = ∆
+
eff(U = 0 V) = 0,692 eV aus dem MMF-Ansatz im thermodynamischen
Gleichgewicht eingesetzt. Für das klassische MMF-Modell (ohne Tunnelinjektion) ist die voll-
ständig selbstkonsistente Lösung möglich (Punkte in Abb. 6.7). Ein Unterschied zwischen der
Strom-Spannungskennline für die fixierte effektive Ejektionsbarriere (schwarze Linie) und der
vollständig selbstkonsistenten Lösung ist nicht erkennbar. Die Vereinfachung hat also keinen
nennenswerten Einfluss auf die j-U-Charakteristik.
Bleibt die Frage nach der Wahl der eingeführten Tunnelparameter γ bzw. R0 = 1/γ und ν0:
Tab. 6.1 gibt einen Überblick über Werte, die in der Literatur verwendet werden. Für den Lo-
kalisationsradius R0 wurde bereits unter Annahme einer Rechteckbarriere ein Wert von 1 Å
abgeleitet. Um den Wertebereich für R0 und ν0, der in der Literatur auftritt, weitestgehend ab-
zudecken, werden im Folgenden der Lokalisationsradius zwischen R0 = 1 Å und 5 Å und die
Anklopfrate zwischen ν0 = 1012 s−1 und 1015 s−1 variiert.
Zunächst wird ein Lokalisationsradius R0 = 1/γ zwischen R0 = 1 Å und 5 Å bei konstan-
ter attempt-to-escape-frequency von ν0 = 1012 s−1 betrachtet. Ein größerer Lokalisationsradi-
us führt zu einer exponentiell wachsenden Tunnelwahrscheinlichkeit, sodass weitere Injekti-
onssprünge auftreten. Die Ergebnisse sind in Abb. 6.7 zusammen mit den Charakteristika ohne
Tunnelinjektion (R0 = 0) dargestellt. Im Bereich kleiner Spannungen ist die Vergrößerung der
Stromdichte durch Tunneln sehr klein. Die Stromdichte wird bei einer Spannung von 10−3 V
lediglich um einen Faktor 1,5 vergrößert. Für U → 0 im Grenzfall des thermodynamischen
Gleichgewichts verschwindet der Einfluss durch Tunnelinjektion. Erst oberhalb von 5 ·10−2 V
tritt eine deutliche Abweichung der Stromdichten durch die Tunnelinjektion für die verschie-
denen Lokalisationsradien auf. Für R0 = 1 Å besteht ein kaum sichtbarer Unterschied zum
MMF-Modell ohne Tunnelinjektion. Für R0 = 5 Å wird die Stromdichte bei einer Spannung von
über 10 V dagegen um fast vier Größenordnungen erhöht. Der Übergang in das SCLC-Regime
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Abbildung 6.7: Strom-Spannungs-
Kennlinien einer symmetrischen Diode
mit Barrieren von 0,8 eV und homo-
gener Dotierung mit Nd = 1023 m−3
bei einer effektiven Zustandsdichte
Neff = 1027 m−3 und einer Anklopfrate
von ν0 = 1012 s−1. Der Lokalisations-
radius wird zwischen R0 = 1/γ = 1 Å
und 5 Å in 1 Å Schritten variiert.
Zusätzlich sind die Kennlinien ohne Be-
rücksichtigung der Tunnelinjektion mit
der MMF-RB am injizierenden Kontakt
und der vereinfachten RB ∆eff = ∆
(einseitig) und der MMF-RB für beide
Kontakte (beidseitig) aufgetragen.
liegt für R0 = 5 Å bei weniger als 10 V. Trotz der Schottky-Barrierenerniedrigung und der Tun-
nelinjektion verarmt die Diode zunächst für Spannungen oberhalb von 0,1 V, wie es bereits für
kleinere Barrieren von ∆ = 0,4 eV in Abb. 4.8 diskutiert wurde. Hier ist auf Grund der hohen
Injektionsbarrieren von ∆= 0,8 eV kein direkter Übergang in das SCLC-Regime zu beobachten.
Der Effekt einer Veränderung der Anklopfrate ν0 wird für die Lokalisationsradien von 1 Å
und 5 Å betrachtet. Der Vorfaktor für die Tunnelstromdichte wird von ν0 = 1012 s−1 auf 1015
s−1 erhöht. Da die Tunnelstromdichte proportional zu ν0 ist, würde dies bei sonst unveränder-
ten Bedingungen zu einer Vergrößerung der Tunnelstromdichte jTun um drei Größenordnungen
führen. In Abb. 6.8 ist allerdings zu sehen, dass die Erhöhung der Gesamtstromdichte für beide
verwendeten R0 mit maximal etwas mehr als einer Größenordnung deutlich kleiner ausfällt.
Dies liegt daran, dass die Veränderung durch die Tunnelinjektion auch Auswirkungen auf den
weiteren Ladungstransport in der Diode hat. So resultiert aus einer erhöhten Ladungsträger-
dichte in Folge des Tunnelns auch eine größere Rücksprungwahrscheinlichkeit. Außerdem ist
die Injektion nicht der einzige stromlimitierende Prozess.
So kann die Tunnelinjektion nur im Übergangsbereich zwischen dem linearen Relaxations-
bereich und dem quadratischen, raumladungslimitierten Regime zu einer Erhöhung der Ge-
samtstromdichte führen. Nur dort gibt es eine deutliche Veränderung in der Strom-Spannungs-
Kennlinie durch die zusätzliche Tunnelkomponente. Die Gesamtstromdichte steigt um mehr als
zwei Größenordnungen, wenn ν0 von 10
12 s−1 auf 1015 s−1 erhöht wird. Bei reiner Injektionsli-
mitierung wäre zu erwarten, dass die Stromdichte j mit ν0 linear wächst. Der sublineare Anstieg
der Gesamtstromdichte mit ν0 rührt daher, dass die Drift-Diffusions-Stromdichte auch in dem
Bereich, in dem Injektion durch Tunneln stattfindet, noch eine wichtige Rolle spielt. Der Über-
gang in den SCLC-Bereich wird für R0 = 5 Å für die größte Anklopfrate von ν0 = 1015 s−1 auf
gut 5 V verringert und so im Vergleich zur minimalen Anklopfrate noch einmal halbiert.
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Abbildung 6.8: Strom-Spannungs-
Charakteristika einer symmetrischen
Diode mit Barrieren von 0,8 eV, homo-
gener Dotierung mit Nd = 1023 m−3
bei einer effektiven Zustandsdichte
Neff = 1027 m−3 und einem Lokali-
sationsradius R0 = 1 bzw. 5 Å. Für
die Anklopfrate werden die Werte
ν0 = 1012 s−1, 1013 s−1, 1014 s−1 und
1015 s−1 eingesetzt. Zusätzlich sind
die klassischen Lösungen mit einseitig
und beidseitig selbstkonsistenten RBs
aufgetragen.
Um das Zusammenspiel von Tunnelinjektion und thermischer Injektion sowie dem Transport
durch Drift und Diffusion genauer zu verstehen, sollen die Prozesse anhand einiger Profile ge-
nauer diskutiert werden. In Abb. 6.9 sind Profile für den Tunnelparametersatz R0 = 5 Å und
ν0 = 1012 s−1 für Spannungen zwischen 0,001 V und 19 V dargestellt. Die Strom-Spannungs-
Charakteristik dieses Bauteils ist in Abb. 6.8 aufgetragen.
Die Differenz in den Besetzungswahrscheinlichkeiten ∆ f (x) = f (x) − f (0), deren Profile
in Abb. 6.9(a) abgebildet sind, verschwindet am Kontakt wegen der Stetigkeit des elektroche-
mischen Potentials. Im thermodynamischen Gleichgewicht verschwindet es sogar im gesam-
ten Bauteil. Erst durch Anlegen einer externen Spannung werden Tunnelprozesse möglich, da
∆ f (x) mit der angelegten Spannung wächst.
Durch den fallenden Verlauf der Transportenergie mit x (Abb. 6.9(d)) steigt ∆ f (x) steil an,
bis direktes Tunneln ohne thermische Aktivierung aus der Elektrode möglich ist. Dann sind Tun-
nelprozesse vom Kontakt aus in das Transportniveau auf Höhe bzw. unterhalb des Fermi-Niveaus
des Kontakts möglich. Auf Grund der Breite der elektronischen Bänder in Metallen (siehe Tab.
2.1) sind die Zustände dort besetzt. Aus dem Energieschema in Abb. 6.9(d), das relativ zu EF
im Kontakt aufgetragen ist, kann der Übergang zum direkten Tunneln an den Nulldurchgängen
abgelesen werden. Mit zunehmender Spannung werden diese zu kleineren Abständen verscho-
ben. Die Rücksprungrate ist für nicht degenerierte Halbleiter vernachlässigbar klein gegen die
Injektionsrate aus voll besetzten Zuständen, sodass dann ∆ f (x) ≈ 1 ist. Die kleinen Schultern
in Abb. 6.9(a) und 6.9(b) unterhalb 1 nm für die höheren Spannungen sind auf numerische
Fehler zurückzuführen und werden durch Erhöhung der Netzdichte in der Simulation weiter
reduziert.
Die Transmissionswahrscheinlichkeit ist proportional zu
 
1+ 2x/R0

exp
 −2x/R0 und fällt
mit dem Abstand von der Grenzfläche. Sie ist in Abb. 6.9(b) als gestrichelte Linie eingezeichnet.
Die Nettotunnelrate R(x) aus Gl. 6.11 ist in Abb. 6.9(b) aufgetragen. Sie wird durch das Produkt
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Abbildung 6.9: Profile einer symmetrischen Diode mit den Parametern∆= 0,8 eV, Nd = 1023 m−3,
R0 = 5 Å und ν0 = 1012 s−1, jeweils für Spannungen von 0,001 V, 0,01 V, 0,1 V, 0,5 V und von
1 V bis 19 V in 2 V Schritten. Aufgetragen sind die Differenzen der Besetzungswahrscheinlichkeiten
∆ f (x) (a) und die Nettotunnelraten R(x i) (b), die sich aus dem Produkt von∆ f (x) und dem orts-
abhängigen Term∝  1+ 2x/R0exp −2x/R0 (gestrichelt) zusammensetzen. Aus der Integration
von R(x i) resultieren die Tunnelstromdichten jTun(x) in (c). Die entsprechenden Energieschemata
relativ zum Fermi-Niveau der linken Elektrode sind in (d) dargestellt. Die Tunneldistanz xTun wird
über den Schnittpunkt von jTun und jDD definiert und ist in (e) in Abhängigkeit der Spannung
aufgetragen. Zusätzlich sind die Tunneldistanzen bei jeweiligen Energien in (e) eingezeichnet. In (f)
sind die Gesamtstromdichte jGes = jTun+ jDD sowie deren Komponenten für U = 13 V dargestellt.
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von der rein abstandsabhängigen Transmissionswahrscheinlichkeit und der Differenz in den
Besetzungswahrscheinlichkeiten ∆ f (x) = f (x)− f (0) bestimmt.
Für alle Spannungen ≥ 3 V treffen die Nettotunnelratenprofile auf eine durch die Transmis-
sionswahrscheinlichkeit definierte Gerade. Dies ist der Bereich, in dem direktes Tunneln ohne
Aktivierung stattfindet und∆ f (x)≈ 1 ist. Für sehr kleine Abstände vom Kontakt wird in diesem
Beispiel die Nettotunnelrate durch das ansteigende ∆ f (x) bestimmt. Dazwischen existiert ein
Maximum. Für kleine Spannungen ist das Maximum von R(x) nahezu konstant. Es wird ledig-
lich von 2,3 nm auf 2,8 nm verschoben und deutlich breiter. Erst oberhalb von 7 V wird das
Maximum auf die gemeinsame, nur noch von der Transmissionswahrscheinlichkeit abhängige
Kurve verschoben. Dabei wandert das Maximum beim Übergang deutlich weiter von der Grenz-
fläche weg, um mit zunehmender Spannung dann wieder kleiner zu werden. Dies entspricht
ungefähr dem Verlauf von xTun in Abb. 6.9(e).
Die Tunnelstromdichten in Abb. 6.9(c) sind wegen der sehr kleinen Nettotunnelrate über die
ersten ≈ 2 nm nahezu konstant. Ihrer Definition nach ist jTun(x) mit dem Abstand monoton
fallend. Für den Bereich, in dem direktes Tunneln in Zustände auf der Höhe des Fermi-Niveaus
des Kontakts möglich wird, fallen die Tunnelstromdichten in der logarithmischen Darstellung
alle auf einer Geraden zusammen. Im Fall von direktem Tunneln treten deutlich weitere Sprünge
auf als für die aktivierten Prozesse. Im Bereich dazwischen fällt die Tunnelstromdichte weniger
schnell als die Transmissionswahrscheinlichkeit. Dies liegt daran, dass das Niveau der Trans-
portenergien mit dem Abstand reduziert wird und somit die notwendige thermische Aktivierung
kleiner wird (s. ∆ f (x) in Abb. 6.9(a)).
Die Zusammensetzung des Gesamtstroms jGes = jDD + jTun ist in Abb. 6.9(f) exemplarisch
für eine Spannung von 13 V dargestellt. Der Strom wird die ersten 4,2 nm vor allem durch
Tunnelprozesse getragen und erst danach im Wesentlichen durch Drift verursacht. Wie anfangs
angesetzt, ist die Gesamtstromdichte konstant, und es gilt d jGes
dx
= 0. Durch den Schnittpunkt von
jTun und jDD sei die Tunneldistanz xTun definiert. Diese ist in Abb. 6.9(e) in Abhängigkeit der
angelegten Spannung aufgetragen. Sie entspricht ungefähr der Lage der Maxima der Nettotun-
nelraten. Für kleine Spannungen ist sie konstant bei 2,5nm und steigt bis zu einem Maximum
bei 9 V und fällt anschließend wieder.
Um zu veranschaulichen, welche Aktivierungsenergie am wahrscheinlichsten ist, sind die Tun-
neldistanzen in die Verläufe der Energieniveaus in Abb. 6.9(d) mit aufgetragen. Es ist zu erken-
nen, dass für kleine Spannungen die Injektion nur wenig unterhalb des Barrierenmaximums
stattfindet. Mit der Spannung sinkt die notwendige Aktivierungsenergie auf null, wenn das Po-
tential auf die Höhe des Fermi-Niveaus in der injizierenden Elektrode abfällt.
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Abbildung 6.10: Energiediagramm für eine ITO/α-NPD/Ag-Diode im thermodynamischen Gleichge-
wicht mit den aus der Parameteranpassung resultierenden Werten (a). Vergleich von experimentell
bestimmten und daran angepassten, simulierten Strom-Spannungs-Charakteristika einer ITO/α-
NPD/Ag-Diode mit NPD Schichtdicken von 50, 100 und 150 nm (b). Für die 100 nm dicke Diode
wurden die in (a) aufgeführten Parameter gefunden. Die j-U-Charakteristika für die größere und
die kleinere Schichtdicke wurde mit denselben Parametern berechnet.
6.3 Vergleich mit experimentellen Daten
Als nächstes soll überprüft werden, inwieweit das hier entwickelte Modell auch mit experi-
mentellen Daten Übereinstimmung finden kann. Zum Vergleich werden α-NPD Dioden mit
Indium-Zinn-Oxid- (ITO) bzw. Silber-Kontakten verwendet. Es wird erwartet, dass unipolarer
Lochtransport auftritt, da die (Nullfeld-)Beweglichkeit für Löcher mit µh = 3 ·10−8 m2/Vs deut-
lich größer ist, als die für Elektronen mit µe = 10−13 m2/Vs [62]. Die HOMO- und LUMO-Lagen
von α-NPD betragen 5,4 eV bzw. 2,3 eV [82], woraus folgt, dass die Energielücke 3,1 eV groß
ist. Die Austrittsarbeit von Ag beträgt 4,3 eV [83]. Für ITO wurde von Austrittsarbeiten zwischen
4,4 eV [84] und 5,5 eV [85] berichtet. Die daraus resultierenden Lochbarrieren betragen 1,1 eV
aus Ag und bis zu 1,0 eV aus ITO. Als dielektrische Konstante wurde wie auch von Schmeits et al.
[86] εor g = 3 angesetzt. Es lagen Strom-Spannungs-Kennlinien für drei verschiedene Schichtdi-
cken von 50 nm, 100 nm und 150 nm, gemessen bei Raumtemperatur, vor1. Durch Anpassung
der Parameter an die Strom-Spannungs-Charakteristik der 100 nm dicken Diode wurden fol-
gende Parameter gefunden: R0 = 2 ·10−10 m, ν0 = 1012 s−1, ∆− = 0,7 eV, ∆+ = 2,2 eV und
µh = 10−7 m2/Vs. Das resultierende Energieschema der Diode ist in Abb. 6.10(a) dargestellt.
Bei der Parameteranpassung wurden die Abweichungen unterhalb der Built-In-Spannung
Ubi = 1,5 V ignoriert, die auf Leckströme in den experimentellen j-U-Kennlinien zurückzu-
1 Sie wurden von OSRAM OS im Rahmen des BMBF Projekts TOPAS 2012 (Projekt-Nr. 13N1047) zur Verfügung
gestellt.
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führen sind. Die aus demselben Parametersatz resultierenden j-U-Kennlinien für die anderen
Dicken sind zusammen mit den experimentellen Werten in Abb. 6.10(b) aufgetragen. Insbeson-
dere die Daten der 150 nm dicken Diode passen ähnlich gut wie die der 100 nm dicken Diode.
Die Stromdichte der 50 nm dicken Diode erreicht bei ca. 5 V den Maximalwert des Messge-
räts. Die Abweichung zwischen Experiment und Simulation für die dünne Diode könnte auf
das Vorhandensein von Zuleitungswiderständen zurückzuführen sein. Dieser wäre mit 1,5 kΩ
allerdings sehr groß. Insgesamt konnte unter Berücksichtigung der Tunnelinjektion, die für die
Anpassung der Steigung der Kurve maßgeblich ist, eine Anpassung an die experimentell be-
stimmten j-U-Kennlinien erfolgen. Die erhaltenen Parameter passen, bis auf die Barriere am
Ag-Kontakt, gut zu den erwarteten Werten. Die Injektionsbarriere von 2,2 eV am Ag-Kontakt ist
fast doppelt so groß, wie erwartet. Dies ist eventuell durch das Vorhandensein eines Grenzflä-
chendipols erklärbar. Aus den Stromspannungskennlinien erscheint die große Built-in-Spannung
durchaus plausibel. Insgesamt passen die Ergebnisse der Simulation gut zu den experimentell
bestimmten j-U-Kennlinien.
Für die Parameteranpassung an die experimentellen Daten wurde eine konstante Beweglich-
keit angesetzt. Eine feldabhängige Beweglichkeit in der Form µ(F) ∝ exp(apF), wie sie aus
der Pool-Frenkel-Theorie[8] herrührt, führt zu einer vergrößerten Steigung der j-U-Kennlinien.
Da die Tunnelinjektion mit steigender Spannung zunimmt, hat auch sie eine Vergrößerung der
Steigung der j-U-Charakteristik zur Folge. Dieser zu µ(F) zusätzliche Einfluss auf die Steigung
in der j-U-Kennlinie sollte für die Diskussion von Diodendaten stets berücksichtigt werden.
6.4 Zusammenfassung
In diesem Kapitel wurde das MMF-Modell um die Tunnelinjektion in Form einer zum Drift-
Diffusions-Strom parallelen Stromkomponente erweitert. Die Entwicklung und Evaluierung des
Tunnelmodells hat gezeigt, dass das erweiterte MMF-Modell nun insbesondere bei hohen Barrie-
ren und kontaktnah hohen Feldern substanzielle Injektionsströme über direktes Durchtunneln
der Barriere ermöglicht. Dabei wurde der Tunneleffekt über den Miller-Abrahams Ansatz mo-
delliert. Er wird also durch den für OHLs spezifischen Hoppingtransport abgebildet und nicht
durch das Tunneln durch eine über die Transportniveaus definierte Potentialbarriere, wie es bei
Halbleitern mit delokalisierten Elektronen der Fall ist.
Zu beachten ist, dass die Vorteile der selbstkonsistenten Modellierung nach der Integration des
Tunneleffekts erhalten bleiben. Die kontinuierliche Beschreibung des Bauteilverhaltens über den
gesamten Spannungsbereich unter Berücksichtigung der Kontakte und möglicher Raumladungs-
effekte ist weiter uneingeschränkt möglich. Zur Validierung des Ansatzes wurde eine Parame-
teranpassung an experimentell bestimmte j-U-Kennlinien von ITO/αNPD/Ag-Dioden durchge-
führt. Die daraus resultierenden Parameter liegen in einem realistischen Bereich.
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Die energetische Anpassung am Kontakt zwischen Elektrode und OHL bzw. verschiedenen OHLs
ist entscheidend für den Ladungstransport und damit für das Bauteilverhalten von OLEDs,
OFETs und in der OPV. Wünschenswert ist deshalb die Kenntnis der elektrischen Kenngrößen
des Kontaktes wie beispielsweise die Kontaktpotentiale, die Ausbildung eines Grenzflächendi-
pols oder die Dotierung der OHLs. Eine direkte Messung der Potentialverläufe am Kontakt ist im
fertigen Bauteil nicht möglich. Deshalb werden hierzu sukzessive, dickenabhängige Messungen
der Potentiale an den Probenoberflächen mittels Kelvinsondenmessungen [55, 87–89] (engl.:
Kelvin Probe, KP) oder Photoelektronenspektroskopie (PES) [90, 91] durchgeführt. In diesem
Kapitel wird das MF-Modell auf die Modellierung von KP-Messungen angewandt. Es wird die
übliche Interpretation der gemessenen Potentiale an der Probenoberfläche als Potentialverlauf
im Volumen einer dicken Schicht überprüft. Weiter werden die Abweichungen bestimmt, und
Methoden für eine verbesserte Interpretation abgeleitet.
7.1 Konzept der Kelvinsondenmessung
Die nach Lord Kelvin benannte Kelvinsondenmethode dient zur Bestimmung von der Austrittsar-
beitsdifferenz∆φ zwischen einer metallischen Probenoberfläche und einer Referenzsonde. Eine
absolute Bestimmung der Austrittsarbeit der Probe φProbe ist nur möglich, wenn die Austritts-
arbeit des Referenzmaterials in der Sonde φSonde bekannt ist. Die metallische Sonde, die sich
in kleinem Abstand (∼ 1 mm) oberhalb der Probenoberfläche befindet, formt zusammen mit
der Probenoberfläche einen Plattenkondensator. Werden die beiden Elektroden miteinander lei-
tend verbunden (Abb. 7.1 (a) und (d), so gleichen sich die Fermi-Niveaus im gesamten System
durch Ladungsverschiebung an. Bei ungleichen Austrittsarbeiten (∆φ 6= 0) sind die Proben- und
die Sondenoberfläche geladen. Zwischen der Probenoberfläche und der Oberfläche der Sonde
bildet sich eine Potentialdifferenz in Höhe des Kontaktpotentials ∆φ bzw. eine entsprechende
Kontaktspannung ∆U aus:
e∆U =∆φ = φProbe−φSonde. (7.1)
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Während der Kelvinmessung wird der Abstand d der Platten und damit auch die zum Abstand
antiproportionale Kapazität C = εε0/d periodisch variiert. Die Ladung Q auf den Plattenober-
flächen bestimmt sich durch die Kapazität und die Potentialdifferenz zwischen den Platten:
Q(t) = C(t) ·∆U . (7.2)
Durch die Kapazitätsmodulation und da die Kontaktspannung ∆U vom Plattenabstand unab-
hängig ist, ändert sich nach Gl. 7.2 die Ladung Q(t) auf den Platten. Dadurch wird ein zur
zeitlichen Änderung der Ladung proportionaler, periodischer Strom messbar. Nur wenn die Kon-
densatorplatten ungeladen sind, also die Potentialdifferenz zwischen den Platten verschwindet,
verschwindet auch der Strom ((Abb. 7.1 (b) und (e)). Dies wird erreicht, indem eine zusätzli-
che äußere Spannung, die Kelvinspannung UK = −∆U , angelegt wird. Diese kompensiert die
Kontaktspannung zwischen Probe und Sonde, sodass der Raum zwischen ihnen feldfrei wird
und die Vakuumniveaus von Probenoberfläche und Sonde übereinstimmen. Mit der bekannten,
angelegten Spannung ist auch die Kontaktspannung und damit die Austrittsarbeitsdifferenz der
Elektroden bekannt.
Was passiert nun, wenn die metallische Probe als Substrat dient und beispielsweise mit ei-
ner nichtmetallischen Schicht der Dicke L bedeckt ist? Die Fermi-Niveaus der beiden Schichten
werden sich durch Ladungsübertrag angleichen, sodass sich der Potentialverlauf innerhalb der
aufgebrachten Schicht ändert (Abb. 7.2). Weiter wird auch ein Ladungsübertrag zwischen Sub-
strat und Sonde stattfinden. Insgesamt bleibt das System aus Probe, Sonde und der darauf
befindlichen Schicht aber neutral. Durch die Kelvinsondenmessung wird auch in diesem Fall
die Austrittsarbeit an der Oberfläche der Probe bestimmt. Wichtig ist, dass so nicht nur die
Austrittsarbeit1 unendlich weit von einem Kontakt entfernt, sondern auch schichtdickenabhän-
gig bestimmt werden kann. Damit kann die Veränderung durch die Kontaktbildung untersucht
werden.
So wird üblicherweise die Kelvinsondenmessung während der Schichtabscheidung in si-
tu durchgeführt, indem der Aufdampfprozess schrittweise ausgeführt wird. Für zunehmende
Schichtdicken wird dann zwischen den Dampfschritten die Austrittsarbeit gemessen. Dadurch
wird die Austrittsarbeit eUK(L) an der Oberfläche der aufgebrachten Schicht in Abhängigkeit
der Schichtdicke L bestimmt. Hier soll nun darauf eingegangen werden, wie aus den gemes-
senen UK(L)-Profilen Informationen über den Verlauf des Potentials im Volumen einer dicken
Schicht gewonnen werden können.
Dies wird am Beispiel eines OHLs diskutiert, der auf ein metallisches Substrat aufgetragen
wurde. Die zum Teil sehr geringe Leitfähigkeit der OHLs hat zur Folge, dass zwei Bedingung-
1 An dieser Stelle sei angemerkt, dass die Austrittsarbeit definitionsgemäß eine Oberflächeneigenschaft ist. Der
Begriff soll hier aber auch für die Bezeichnung der Energiedifferenz zwischen theoretischem Vakuumniveau
und der Fermi-Energie verwendet werden.
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(a) (b)
(c) (d) (e)
Abbildung 7.1: Schema einer Kelvinsondenmessung mit der starren Probe und einer vibrierenden
Sonde, die über ein Strommessgerät elektrisch miteinander verbunden sind. Im thermodynamischen
Gleichgewicht sind Probe und Sonde auf Grund der unterschiedlichen Austrittsarbeiten geladen und
in Folge der Vibration der Sonde fließt ein Strom (a). Durch Anlegen der Kelvinspannung wird
die Austrittsarbeitsdifferenz kompensiert, die Platten sind ungeladen und es fließt kein Strom mehr
(b). Dargestellt sind außerdem die Energieschemata für Probe und Sonde vor dem Kontakt (c), mit
Kontakt im thermodynamischen Gleichgewicht (d) und mit angelegter Kelvinspannung (e).
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Abbildung 7.2: Prinzip der Kelvinsondenmessung an einer Halbleiterschicht auf einem Substrat. Die
Energieschemata von metallischem Substrat, OHL und der Referenzelektrode sind vor Kontakt (a),
mit Kontakt im thermodynamischen Gleichgewicht (b) und mit Kontakt bei angelegter Kelvinspan-
nung (c) dargestellt. Im Kontakt kompensieren Substrat und OHL jeweils gemeinsam die Ladung
auf der Sonde.
en an das System gestellt werden müssen, damit die Kelvinsondenmessung funktioniert. Dies
ist zum einen, dass die Messung, also die Variation der externen Spannung, so langsam er-
folgt, dass das System sich stets in einem dielektrisch relaxierten Zustand befindet [55]. Eine
Kontrolle hierfür bilden Messungen mit verschieden schnell variierten externen Spannungen
und der Vergleich der daraus jeweils resultierenden Kelvinspannungen. Zum anderen muss die
Kapazität der OHL-Schicht selbst größer als die des Vakuums zwischen Organikoberfläche und
Sonde sein [55]. Wäre dies nicht der Fall, so würde die Gesamtkapazität durch die Kapazität der
organischen Schicht dominiert. Dann hätte die Oszillation der Sonde auch bei externen Span-
nungen, die von der Kelvinspannung abweichen, keinen Strom zur Folge. Dies entspricht der
Bedingung, dass der Plattenabstand d > L/εor g ist, was für typische d von 1 mm und Schicht-
dicken von maximal einigen Mikrometern keine weitere Einschränkung darstellt. In Abb. 7.2
sind analog zu Abb. 7.1 nur mit einer zusätzlichen organischen Halbleiterschicht auf dem Sub-
strat die Energiediagramme von Substrat, OHL und Sonde vor dem Kontakt (a), mit Kontakt im
thermodynamischen Gleichgewicht (b) und bei angelegter Kelvinspannung (c) dargestellt.
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7.2 Modell für die Kelvinsondenmessung
In diesem Abschnitt werden nun die Gleichungen zur Modellierung einer Kelvinsondenmessung
abgeleitet. Für die Simulation von Kelvinsondenmessungen genügt die Betrachtung von Substrat
und OHL. Die vibrierende Sonde selbst muss nicht mit einbezogen werden, da diese lediglich
zur Einstellung der Kelvinspannung dient und die Randbedingung für Substrat und OHL vorgibt.
Substrat und OHL befinden sich dann im statischen Gleichgewicht. Im gesamten System fließt
kein Strom, da dieser durch das Anlegen der Kelvinspannung UK(L) eliminiert wird. Gleichzeitig
verschwindet das Feld an der Oberfläche des OHLs. Betrachtet wird also ein OHL der Schichtdi-
cke L, der auf das über den negativen Halbraum (x < 0) ausgedehnte Substrat aufgebracht ist.
Das elektrochemische Potential des Substrats in unendlichem Abstand von dem Kontakt wird
mit κ∞ bezeichnet. Somit sind die Injektionsbarrieren ∆n und ∆p durch die Energiedifferenz
zwischen κ∞ und dem LUMO bzw. dem HOMO des Halbleiters gegeben. Die Energielücke des
Halbleiters beträgt Eg = ∆n + ∆p. Wie bereits in Kap. 2 beschrieben, wird von der Existenz
von Bandkanten ausgegangen. Die Besetzungswahrscheinlichkeiten sowohl für Elektronen als
auch für Löcher werden durch die Boltzmann-Statistik beschrieben. Die Ladungsträgerdichten
für Elektronen n(x) und Löcher p(x) können somit im elektrochemischen Gleichgewicht unter
Verwendung der effektiven Injektionsbarrieren ∆n,eff und ∆p,eff durch
n(x) = Neff exp

−∆n,eff− eφ(x)
kT

(7.3a)
p(x) = Peff exp

−∆p,eff+ eφ(x)
kT

(7.3b)
beschrieben werden, wobei Neff und Peff die entsprechenden effektiven Zustandsdichten für
Elektronen und Löcher sind. φ(x) beschreibt das elektrische Potential, das so gewählt ist,
dass es im Substrat weit weg vom Kontakt verschwindet. Unter Berücksichtigung möglicher
n- und p-Dotierungen mit den räumlich abhängigen Konzentrationen Nd(x) und Na(x) lautet
die Poisson-Gleichung
d2φ(x)
dx
=− e
εor gε0

p(x)− n(x) + Nd(x)− Na(x) . (7.4)
Die Gleichungen 7.3a, 7.3b und 7.4 müssen simultan und mit den noch zu bestimmenden Rand-
bedingungen gelöst werden.
Auf Grund der sehr großen Energielücke in OHLs von 2−3 eV ist die intrinsische Ladungsträ-
gerdichte sehr gering. Für eine vergleichsweise niedrige Energielücke von Eg = 2 eV und eine
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effektive Zustandsdichte von Neff = 1027 m−3 beträgt die Dichte intrinsischer Ladungsträger
gerade einmal ni = 2 ·1010 m−3. Somit wird die Ladungsträgerdichte im Wesentlichen durch
Injektion aus dem leitfähigen Substratmaterial bestimmt und zwar aus der kleineren der Injek-
tionsbarrieren∆n und∆p. Wenn die Barriere für die Elektroneninjektion deutlich kleiner als die
für die Löcher ist, so ist die Lochdichte gegen die Elektronendichte am Kontakt vernachlässigbar
klein. Dies gilt auch weiter weg vom Kontakt, da die Debye-Länge λD(x) =
p
εor gε0kT/(e2n(L))
für kleine Dichten weit weg vom Kontakt an der Oberfläche der Schicht sehr groß ist. Sie ist
bei Raumtemperatur und der intrinsischen Ladungsträgerdichte mehr als 1 cm groß und be-
trägt bei einem Unterschied zwischen Elektronen- und Lochdichte von fünf Größenordnungen
noch immer 50 µm. Dies liegt immer noch deutlich oberhalb von üblichen Schichtdicken für
OHL-Bauelemente, die meist kleiner als 1 µm sind. Auch für im Vergleich zur intrinsischen
Ladungsträgerdichte hohe Dotierkonzentrationen Nd bzw. Na ist die Loch- bzw. die Elektronen-
dichte vernachlässigbar klein. Dies ist sogar relativ häufig der Fall, da Verunreinigungen des
OHLs auch eine dotierende Wirkung haben [92, 93]. Im Folgenden wird deshalb mit der uni-
polaren Näherung gearbeitet, welche es erlaubt, das Problem zumindest teilweise analytisch
zu lösen. Für die folgenden Betrachtungen wird die Beschreibung des Elektronentransports ge-
wählt und für eine bessere Übersichtlichkeit ∆ = ∆n verwendet. Damit vereinfacht sich die
Poisson-Gleichung zu
d2φ(x)
dx
=− e
εor gε0
−n(x) + Nd(x) . (7.5)
Es bleibt noch die Frage nach den Randbedingungen: Dadurch, dass die Vakuumenergien
durch die angelegte Kelvinspannung zwischen Proben- und Sondenoberfläche gleich sind, ist
der Raum dazwischen feldfrei. Daraus resultiert die Bedingung dΦ(x)
dx

L = F(L) = 0 an der
Probenoberfläche. Der Strom im Proben-Sonden-System verschwindet, sodass j = 0 ist. Als
Randbedingung für die Injektion von Ladungsträgern vom leitfähigen Substrat in den OHL soll
die in Kap. 2.3.2.3 eingeführte Randbedingung (Gl. 2.29)
n(0) = Neff exp

−∆− elT Fεor g/εm · F(0)
kT

(7.6)
verwendet werden. Im Zähler des Exponenten steht die effektive Injektionsbarriere, die aus der
Injektionsbarriere selbst und dem Potentialabfall im Metall folgt. Es ist also die Drift-Diffusions-
Gleichung zusammen mit den Randbedingungen 7.6 und F(L) = 0 im thermodynamischen
Gleichgewicht zu lösen. Die Potentialverteilung entlang der x-Richtung ist durch das Integral
über das elektrische Feld
eU(x , L) =−
∫ x
−∞
eF(x ′, L)dx ′ (7.7)
94 7 Kelvinsondenmethode
mit 0 ≤ x ≤ L gegeben. Das elektrische Potential an der Organikoberfläche ist eU(L, L) und
damit im thermodynamischen Gleichgewicht die Differenz der Austrittsarbeiten zwischen Or-
ganikoberfläche und Substrat. Besteht die Sonde aus demselben Material wie das Substrat
ist U(L, L) gleichzeitig die Kelvinspannung UK(L). Dies wird im Folgenden zur vereinfachten
Darstellung angenommen, kann aber jederzeit durch Addition der Austrittsarbeitsdifferenz kor-
rigiert werden. Bei der Kontaktbildung eventuell auftretende Grenzflächendipole sind hier nicht
berücksichtigt, können aber ebenso integriert werden.
7.3 Simulation & Diskussion von Kelvinsondenmessungen
Im Folgenden wird das in Kap. 7.2 abgeleitete Modell zur Simulation von Kelvinsondenmes-
sungen angewendet. Es wird zunächst ein intrinsischer OHL und ein homogen dotierter OHL
betrachtet und anschließend ein Vergleich mit experimentell bestimmten Daten vorgenommen.
7.3.1 Intrinsische Halbleiter
Zuerst wird ein intrinsischer Halbleiter (Nd = 0) betrachtet, für den bei vereinfachter Randbe-
dingung aus Gl. 7.6 mit ∆eff ∼ ∆ die Potentiale teilweise analytisch bestimmbar sind. Aus den
Gleichungen 7.3a und 7.5 sowie der Randbedingung F(L) = 0 folgt die Beziehung
F(x) =
2kT ·B
eL
tan

B · (L− x)
L

(7.8)
für das Feld mit der Integrationskonstanten B. Für intrinsische Halbleiter ist der Potentialabfall
im Metall sehr klein, solange die Barrieren nicht zu klein sind (> 0.2 eV). So kann näherungs-
weise ∆eff ∼ ∆ angenommen werden. Das Oberflächenpotential wird allein durch Integration
des Felds über den OHL bestimmt und beträgt damit UK(L) = U(L, L) = −2kT/e log[cos[B]].
Durch Einsetzen dieser Beziehung in die Feldgleichung 7.8 kann das Feld als Funktion der Kel-
vinspannung angegeben werden. Mit der Näherung ∆eff ∼ ∆ beträgt die Ladungsträgerdichte
am Kontakt n(0) = Neff exp(−∆/kT ). Damit kann der Zusammenhang zwischen Schichtdicke L
und Kelvinspannung
L =
È
2kTεor gε0
e2Neff
· exp

∆+ eUK(L)
2kT

· arccos

exp

−eUK(L)
2kT

. (7.9)
abgeleitet werden. Ein Auflösen dieser Beziehung nach der Kelvinspannung UK(L) ist zwar nicht
möglich, diese Gleichung gibt aber die Möglichkeit der Bestimmung von UK(L) aus der Umkehr-
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Abbildung 7.3: Oberflächen- (durchgezogen) und Volumenpotentiale (gestrichelt) in einem intrin-
sischen OHL mit einer Injektionsbarriere von 0,4 eV. In der vergrößerten Darstellung a) ist für
kleine Schichtdicken eine quadratische Abhängigkeit des Oberflächenpotentials erkennbar. In b) ist
zu sehen, dass das Potential einer sehr dicken Schicht an der Stelle x mit dem Oberflächenpotential
der Schichtdicke L = x + λD übereinstimmt, wobei λD die Debye-Länge ist. Die Volumenpotentiale
eU(x , L) sind für L = 0,2 µm, 0,5 µm, 3,8 µm, 13,7 µm und für L =∞ aufgetragen. Die maxi-
male Abweichung von Oberflächen- und Volumenpotential im selben Abstand von der Grenzschicht
liegt unterhalb von kT/e.
funktion von L(UK). Durch Integration der Feldgleichung 7.8 und Verwendung der Beziehung
B = B(UK(L)) kann U(x,L) an der Stelle x innerhalb einer Schicht der Dicke L zu
U(x , L) =
2kT
e
log
cosB(UK(L)) · L−xL 
cos
 
B(UK(L))
  . (7.10)
berechnet werden. Auch dies ist nur von der Kelvinspannung abhängig. Die Kenntnis des Ober-
flächenpotentials ersetzt also die Randbedingung für die Ladungsträgerdichte n(0) am Kontakt.
Es soll an dieser Stelle betont werden, dass Gl. 7.9 und Gl. 7.10 auf Basis der Kenntnis bzw. der
Annahme der vorliegenden physikalischen Phänomene am Kontakt abgeleitet wurden, die im
Allgemeinen aber unbekannt sind.
Die Entwicklung der Kelvinspannung mit zunehmender Schichtdicke ist in Abb. 7.3 zusammen
mit den in verschieden dicken Schichten vorliegenden elektrischen Potentialen eU(x , L) darge-
stellt. Dabei wurden eine Injektionsbarriere ∆ = 0,4 eV, eine dielektrische Konstante εor g = 3
und die effektive Zustandsdichte Neff = 1027 m−3 verwendet. Die unterschiedlichen Austrittsar-
beiten in Substrat und Organik bewirken einen Ladungsübertrag. Die Diffusion von Elektronen
in die organische Schicht wird durch das sich aufbauende Feld kompensiert, was zu einem mit
dem Abstand zur Metalloberfläche steigenden Potential führt. Gut zu sehen ist in Abb. 7.3, dass
eUK(L) nicht mit dem Potentialverlauf innerhalb einer dickeren Schicht eU(x , L) übereinstimmt.
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Das elektrische Potential ändert sich für Schichtdicken unterhalb einiger Nanometer kaum (Abb.
7.3 a). Gerade in diesem Bereich ist allerdings die Änderung des elektrischen Potentials einer
dicken Schicht besonders groß. Daher besteht die Gefahr der Missinterpretation von mit der
Kelvinsonde bestimmten Oberflächenpotentialen. Auf der einen Seite (i) könnte das nahezu
konstante Oberflächenpotential für dünne Filme zur Schlussfolgerung führen, dass die Schicht
elektrisch neutral ist, weil die Austrittsarbeiten von Elektrode und OHL identisch sind. Damit
würde schon bei einigen 10 nm Schichtdicke die Messung abgebrochen werden und die Poten-
tialänderung mit steigender Schichtdicke nicht beobachtet werden. Denn diese wird hier erst
bei ca. 300 nm Dicke größer als die thermische Energie kT , welche als minimale experimentel-
le Unsicherheit bei der Kelvinsondenmessung gilt. Die falsche Schlussfolgerung wäre, dass die
Austrittsarbeiten von Substrat und OHL identisch sind. Auf der anderen Seite (ii) könnte aus
dem quadratischen Bereich der Messung auf eine konstante Ladungsträgerdichte im Halbleiter
und damit auf eine Dotierung geschlossen werden (s. hierzu auch Kap. 7.3.2). Beide Interpreta-
tionen sind falsch, da in Wirklichkeit ein Ladungsübertrag vom Metall in die Organik stattfindet
und die Ladungsträgerdichte in der Organik mit dem Abstand zum Metall stark abfällt.
Der Unterschied zwischen dem dickenabhängigen Oberflächenpotential und der Potentialver-
teilung innerhalb einer dicken Schicht kann wie folgt verstanden werden: Die Diffusion von
Ladungsträgern aus dem Metall in den OHL wird durch das von der Raumladung aufgebau-
te Feld ausbalanciert. Unabhängig von der Schichtdicke zwingt die Kelvinsondenmessung das
Feld an der Organikoberfläche auf null. Dies reduziert das rücktreibende Feld an der Oberflä-
che, sodass die Ladungsträger weiter in den Halbleiter hinein diffundieren können. Deshalb ist
die Ladungsträgerdichte n(x) in der Nähe der Oberfläche höher als an gleicher Position inner-
halb einer dickeren Schicht. Der Einfluss der Oberflächenrandbedingung ist im Wesentlichen
auf einen Abstand der Größe der Debye-Länge λD von der Oberfläche beschränkt. Die Debye-
Länge λD =
p
εor gε0kT/(e2n(L)) hängt von der Ladungsträgerdichte an der Oberfläche der
Schicht mit der Dicke L ab. Für Punkte x < L − λD mit größerem Abstand von der Oberflä-
che stimmen so die Ladungsträgerdichten n(x , L) und n(x ,∞) einer Schicht der Dicke L und
einer unendlich dicken Schicht überein. Aus der Dichte n(x) kann über die Poisson-Gleichung
das Potential bestimmt werden. Das Potential einer unendlich dicken Schicht auf einem Me-
tallsubstrat, abgeleitet von Neumann et al. [6], und das aus Gleichung 7.10 in der Näherung
für große Kelvinspannungen UK(L) kT/e folgende Oberflächenpotential eUK(L) stimmen am
Ort x = L − λD überein (Abb. 7.3 b). Die Abweichung zwischen dem Potential innerhalb einer
unendlich dicken Schicht an der Stelle L und dem Oberflächenpotential einer Schicht der Di-
cke L beträgt maximal näherungsweise log(pi2/4)kT . Sie liegt damit in der Größenordnung der
thermischen Energie, die bei Raumtemperatur circa 25 meV beträgt. Somit entspricht der maxi-
male theoretische Fehler bei der Interpretation der Oberflächenpotentiale als Volumenpotentiale
gerade dem minimalen experimentellen Fehler.
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Die Debye-Länge beträgt für die Ladungsträgerdichte, die aus der verwendeten Barrierenhöhe
von 0,4 eV folgt, etwa 150 nm. Für kleinere Barrieren reduziert sich die anfängliche Debye-
Länge deutlich und kann auch kleiner werden als die dünnste aufgetragene Schicht. Dann wird
das gesamte Volumen der Schicht durch die Randbedingung an der Oberfläche beeinflusst und
es stellt sich eine nahezu konstante Ladungsträgerdichte in der ganzen Schicht ein. Dies hat
die unter ii) erwähnte L2-Abhängigkeit des Oberflächenpotentials für kleine Schichtdicken zur
Folge.
7.3.2 Dotierte Halbleiter
In diesem Abschnitt wird diskutiert, wie die Ergebnisse einer KP-Messung an dotierten Schichten
zu interpretieren sind. Dazu wird eine homogen dotierte Schicht betrachtet. Ist die Dotierkon-
zentration Nd so hoch, dass das Fermi-Niveau in der dotierten Schicht oberhalb dessen in der
Elektrode liegt, so wird die Ladung im OHL durch die Dotierung bestimmt (Nd  n(x)). Für die
konstante Raumladungsdichte Nd folgt aus der Poisson-Gleichung und der Bedingung F(L) = 0
die analytische Lösung
eU(x , L) =− e
2Nd
2εor gε0
· x · (2L− x) (7.11)
für das elektrische Potential in einer Schicht der Dicke L. Die Entwicklung des Oberflächenpo-
tentials mit der Schichtdicke ergibt sich aus U(x = L, L) zu
eUK(L) =− e
2Nd
2εor gε0
· L2. (7.12)
Es fällt also mit der Dicke quadratisch ab. Die beiden Gleichungen 7.11 und 7.12 gelten al-
lerdings nur innerhalb der Raumladungszone. Die beiden Verläufe von U(x , L) und UK(L), die
in Abb. 7.4 aufgetragen sind, stimmen offensichtlich nicht überein. U(x , L) nimmt für große L
und kleine x linear mit dem Abstand x ab, wogegen UK(L) quadratisch mit der Schichtdicke
abfällt. Die maximale Abweichung zwischen UK(L) und U(x , L) ergibt sich am Ort x = L/2
und beträgt dort UK(L)/2. Innerhalb der Raumladungszone steigt UK(L) quadratisch mit der
Schichtdicke, sodass auch die Abweichung quadratisch ansteigt. Sie kann durchaus einige hun-
dert Elektronenvolt groß werden. Es ist also wichtig, das gemessene Kelvinpotential richtig zu
interpretieren, um daraus den Verlauf des elektrischen Potentials extrahieren zu können.
Einen zusätzlichen Einfluss auf die Form des Kelvin-Potentials in Abhängigkeit der Schichtdi-
cke bedingt die Randbedingung am Metall/OHL-Kontakt. Die Barrierenerniedrigung durch den
Ladungsübertrag zwischen Elektrode und OHL hängt von dem Feld am Kontakt ab, das sich
mit der Schichtdicke ändert. Somit ändert sich auch der Potentialabfall in der Elektrode mit
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Abbildung 7.4: Darstellung des schicht-
dickenabhängigen Kelvinpotentials
eUK(L) (Gl.7.12) und des Potenti-
als im Volumen eU(x , L) (Gl. 7.11)
einer 20 nm dicken Schicht. Hier
ist für den OHL eine Dotierung von
Nd = 1023 m−3 und ε = 3 gewählt
und es wird eine völlige Verarmung
innerhalb des OHLs angenommen. Die
maximale Differenz tritt bei x = 10 nm
auf und beträgt UK(20 nm)/2.
der Schichtdicke. Der Ladungsübertrag am Kontakt wird im Rahmen des Konzepts der effekti-
ven Injektionsbarriere ∆eff wie ein Grenzflächendipol am Kontakt behandelt. Im Gegensatz zu
der allgemeinen Vorstellung, dass sich ein Grenzflächendipol beim Schichtwachstum innerhalb
weniger Nanometer ausbildet und sich danach mit steigender Schichtdicke nicht weiter verän-
dert, ändert sich∆eff auch noch nach deutlich größeren Schichtdicken durch eine Änderung des
Feldes am Kontakt.
Die Verringerung der effektiven Barrierenhöhe mit der Schichtdicke führt dazu, dass das über
die Raumladungszone abfallende Built-in-Potential reduziert wird. Für starke Dotierungen kann
sich dadurch sogar die Form des schichtdickenabhängigen Kelvin-Potentials deutlich verändern.
Das Feld am Kontakt ist für L > wRLZ durch F(0) = e/(εor gε0)Nd L gegeben. Die daraus folgende
Barrierenerniedrigung ist damit proportional zu Nd · L. Dieser Term steigt für kleine Schichtdi-
cken schneller mit L als das Built-In-Potential, das proportional zu L2 ist. Somit kann der Po-
tentialabfall in der Elektrode für kleine Schichtdicken zu einer zu L linearen Abhängigkeit des
Potentials führen.
Um den Effekt des Potentialabfalls im Kontakt zu demonstrieren, sind in Abb. 7.5 das Poten-
tial und einzelne Anteile davon aufgetragen. Dies ist zum einen das dickenabhängige Kelvin-
potential eUK(L) selbst, das für einen Metall/Organik-Kontakt mit einer Injektionsbarriere von
∆ = 0,4 eV und einer Dotierung des OHLs mit Nd = 1025 m−3, entsprechend 1 % der effek-
tiven Zustandsdichte, bestimmt wurde. Zusätzlich sind die Anteile des Kelvinpotentials, die im
Kontakt δ∆(L) = ∆−∆eff und im OHL-Volumen eUK ,Vol(L) abfallen, eingezeichnet. Dabei gilt
zwischen ihnen die Beziehung eUK(L) = δ∆(L) + eUK ,Vol(L). Durch das steigende Feld nimmt
der Potentialabfall im Kontakt mit der Dicke zu. Die effektive Injektionsbarriere wird bei einer
Schichtdicke von 5 nm um fast 40 meV reduziert, was an dem Verlauf von eU(x , L) im Kontakt
(x < 0) zu sehen ist. Der Potentialabfall im Volumen des OHLs ist also kleiner als die gemessene
Austrittsarbeitsänderung.
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Abbildung 7.5: Darstellung des Kelvinpotentials UK(L) einer Konfiguration mit einer Injektionsbar-
riere von 0,4 eV und einer Dotierung in Höhe von einem Volumenprozent (1025 m−3). Außerdem
sind die Potentialabfälle jeweils anteilig im Kontakt (δ∆(L)) und im OHL-Volumen (eUK ,Vol(L))
aufgetragen. Als durchgezogene Linie ist der Potentialverlauf in einer 5 nm dicken Schicht inklusive
dem Verlauf in dem Substrat, wo bereits fast 40 meV abfallen, die der Barrierenerniedrigung durch
Ladungsübertrag (die Schottky-Barrierenerniedrigung wurde nicht berücksichtigt).
7.3.3 Vergleich mit experimentellen Daten
Im Folgenden soll nun ein Beispiel für experimentelle KP-Messungen betrachtet und mit Hilfe
der bisherigen Erkenntnisse ausgewertet werden. Dazu werden Daten von Hayashi et al. [94]
für ein Material mit einer sehr schwachen Dotierung durch Verunreinigungen herangezogen.
Die Gruppe von Ishii war eine der ersten, die dickenabhängige Kelvinsondenmessungen an
Buckminster-Fulleren (C60) auf Kupfer bis zu einigen hundert Nanometern Schichtdicke durch-
geführt hat. Die dickenabhängigen Werte für das Oberflächenpotential2 wurden aus Abb. 5b)
aus der Referenz [94] extrahiert und sind in Abb. 7.6 als Punkte dargestellt. Die Entwicklung der
Austrittsarbeit mit der Schichtdicke im Bereich von 5 bis 500 nm wird von den Autoren durch
Ausbildung einer Raumladungszone erklärt. Diese rührt ihrer Vermutung nach von Verunrei-
nigungen her, die im C60 enthalten sind. Die Potentialänderung für Schichtdicken unterhalb
von 5 nm wird der Bildung einer Dipolschicht an der Grenzfläche zugeschrieben. Sie ist hier
nicht dargestellt und soll auch nicht weiter diskutiert werden, da sie durch die Simulation nicht
darstellbar ist. Das durch die Raumladungszone überbrückte Kontaktpotential ∆φ zwischen
Substrat und Organik wird als Differenz der Austrittsarbeiten für x = 5 nm und x = 500 nm ge-
setzt. Hayashi et al. haben die Dotierkonzentration Nd unter der Annahme vollständig ionisierter
Donatoren abgeschätzt. Dazu haben sie das effektive Kontaktpotential und die Weite der Raum-
2 Die Austrittsarbeit, also die Energiedifferenz zwischen dem Vakuumniveau am Ort x und dem Fermi-Niveau ist
in [94] mit εFv ac bezeichnet.
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Abbildung 7.6: Die gemessenen Austrittsarbeiten von C60 auf Kupfer entnommen aus Abb. 5b) von
Hayashi et al. [94] sind für verschiedene Schichtdicken als Punkte dargestellt und der von Hayashi
et al. interpretierte Potentialverlauf im Volumen einer dicken Schicht grün gestrichelt (Fit Hayashi).
An die experimentellen Daten wurde das dickenabhängige Kelvinpotential (UK Fit Sim), dargestellt
als durchgezogene Linie, angepasst. Daraus resultierende Volumenpotentiale für drei Schichtdicken
sind rot gestrichelt aufgetragen und das aus der Näherung vollständiger Verarmung resultierende
Kelvinpotential ist grau gestrichpunktet eingezeichnet.
ladungszone als Abstand, in dem die Austrittsarbeit ihren Gleichgewichtswert erreicht hat, ab-
gelesen. Mit einer dielektrischen Konstante von εor g = 4,4 folgt aus Nd = 2εor gε0∆φ/(ewRLZ)2
eine Dotierkonzentration von Nd = 5,6 ·1020 m−3.
Das in Kap. 7.2 vorgestellte Modell für UK(L) wurde, ebenfalls unter Annahme einer konstan-
ten Dotierkonzentration, mit den Randbedingungen F(L) = 0 und der Gl. 7.6 an die experimen-
tellen Messwerte von Ishii et al. gefittet. Es wurde hierfür dasselbe Kontaktpotential ∆φ wie
von Hayashi et al. verwendet und als Referenzpotential die Austrittsarbeit in der Organik nach
der Ausbildung des Grenzflächendipols bei x = 5 nm angesetzt. Der Fit der Oberflächenpoten-
tiale eUK(L) passt gut zu den gemessenen Werten bis zu einer Dicke von 200 nm. Für größere
Schichtdicken ist der Verlauf der experimentell bestimmten Oberflächenpotentiale deutlich fla-
cher als der simulierte. An dieser Stelle sei noch darauf hingewiesen, dass der Einfluss des
Potentialabfalls im Metall wegen der hier sehr niedrigen Dotierkonzentration vernachlässigbar
klein ist. Die aus der Anpassung resultierende Dotierkonzentration beträgt N ∗d = 2,8 ·1021 m−3
und die Barrierenhöhe ∆=∆φ + (ELUMO − EF) = 0,63 eV. Die Dotierkonzentration ergibt sich
auch, wenn die genäherte Lösung aus Gl. 7.12 (gepunktete Linie in Abb. 7.6) für vollständige
Verarmung im Bereich kleiner Schichtdicken angewendet wird. Die Weite der Raumladungszo-
ne w∗RLZ = 230 nm ergibt sich dann aus dem Schnittpunkt von Gl. 7.12 mit dem Sättigungswert
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der Austrittsarbeit für große Schichtdicken. Die Abweichung der extrahierten Dotierkonzentra-
tionen kommt durch die verschiedenen Interpretationen der Oberflächenpotentiale zustande.
Die Weite der Raumladungszone wird deutlich überschätzt, wenn der Verlauf der Oberflä-
chenpotentiale als Verlauf des Potentials im Volumen interpretiert wird. In diesem konkreten
Beispiel resultieren eine mehr als doppelt so große Raumladungszone und eine um einen Faktor
fünf kleinere Dotierkonzentration.
7.4 Zusammenfassung
In diesem Kapitel wurde die Interpretation von Kelvinsondenmessungen diskutiert. Grundsätz-
lich stimmen ein gemessenes Oberflächenpotential und das Potential im Volumen einer leitfähig-
en Schicht nicht überein. Ohne einschränkende Annahmen oder exaktes Wissen über die Physik
des untersuchten Materials ist damit die Rekonstruktion des Potentials im Volumen einer dicken
Schicht nicht möglich. Dies stimmt mit den Erkenntnissen von Arch und Fonash [95] überein,
die Kelvinsondenmessungen und Rechnungen an amorphem Siliziumhydroxid α-SI:H durchge-
führt haben. In der vorliegenden Arbeit wurde zusätzlich die Größe der Fehler abgeschätzt und
nach Möglichkeiten einer verbesserten Interpretation gesucht: Bei intrinsischen Schichten ist
die Abweichung des Oberflächenpotentials vom Volumenpotential auf die thermische Energie
kT begrenzt. Der Fehler liegt damit zwar in der Größenordnung des minimalen experimen-
tellen Fehlers, stellt aber eine zusätzliche systematische Fehlerkomponente dar. Bei dotierten
Schichten beträgt die Differenz zwischen Oberflächen- und Volumenpotential bis zur Hälfte
der größten gemessenen Kelvinspannung UK(L). Somit können, wie in Kap. 7.3.2 und 7.3.3
gezeigt, durch eine Fehlinterpretation deutliche Abweichungen z.B. in den bestimmten Raumla-
dungszonen oder Dotierkonzentrationen auftreten. Eine verbesserte Methode zur Bestimmung
der Dotierkonzentration besteht darin, den quadratischen Bereich von UK(L) für kleine L mit
Gl. 7.12 auszuwerten.
Die hier für die Kelvinsondenmessung gezeigten Ergebnisse sind prinzipiell auch auf andere
oberflächensensitive Methoden wie die Photoelektronenspektroskopie übertragbar und wurden
von Ottinger et al. [96] veröffentlicht.
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8 Zusammenfassung
Für die elektrischen Eigenschaften organischer Halbleiterbauteile sind die Ladungsträgerinjekti-
on und der Ladungstransport entscheidende Prozesse. Ziel dieser Arbeit war es, die komplexen
Wechselwirkungen dieser Prozesse durch Modellierungen im Rahmen eines selbstkonsistenten
Drift-Diffusions-Modellansatzes zu untersuchen.
Den Ausgangspunkt stellte der Modellansatz von Neumann et al. [5, 6] (MF-Modell) zur Be-
schreibung von Metall/Isolator/Metall-Dioden (MIM-Dioden) dar, der in Kap. 2.3.2 vorgestellt
wurde. Dabei werden für die Anschlussbedingungen an den Grenzflächen zwischen Elektroden
und Isolator lediglich die Stetigkeit der dielektrischen Verschiebung und die des elektrochemi-
schen Potentials vorausgesetzt. Darüber hinaus werden keine weiteren künstlichen oder ein-
schränkenden Annahmen für die Beschreibung der Kontaktbildung benötigt. Aus der selbstkon-
sistenten Behandlung resultieren feldabhängige, effektive Injektionsbarrieren (Gl. 2.30). Diese
ermöglichen einen stetigen Übergang zwischen injektionslimitierten bis hin zu raumladungsli-
mitierten Stromdichten in vor- und rückwärtig gepolten Dioden. Die zur numerischen Lösung
des Modells verwendeten Verfahren wurden in Kap. 3 vorgestellt.
Um dem Ziel der Modellierung der Injektion in dotierte Transportschichten gerecht zu wer-
den, wurden neben der Einführung einer Ladungstransferdotierung (Kap. 2.3.2.2) schrittweise
folgende Erweiterungen vorgenommen: Eine Fallunterscheidung für die Berücksichtigung von
Einzelteilcheneffekten (Schottky-Effekt) in Kap. 4.3, die Verschiebungsstromdichte in Kap. 5
und die Tunnelinjektion in Kap. 6.
Zunächst wurde im Rahmen des MF-Modells das Verhalten von MIM-Dioden mit intrinsischem
und dotiertem Isolator betrachtet. Damit konnten die Auswirkungen von Ladungstransferdotie-
rungen untersucht werden (Kap. 4), die beispielsweise in Injektions- und Transportschichten
zum Einsatz kommen. Die Diskussion berücksichtigte sowohl den Fall des thermodynamischen
Gleichgewichts als auch den des statischen Gleichgewichts. Außerdem wurden die Simulati-
onsergebnisse mit analytischen Lösungen verglichen. Anhand der durchgeführten Simulationen
konnte gezeigt werden, dass gerade bei dotierten Systemen die Barrierenerniedrigung und die
daraus resultierende Nachlieferrate von Ladungsträgern eine entscheidende Rolle spielen (Kap
4.2.2). Hierzu ist bei der Dotierkonzentration darauf zu achten, dass eine ausreichende Barrie-
renerniedrigung hervorgerufen wird. Sonst könnte es beim Anlegen einer äußeren Spannung
zu einem Abzug der eingebrachten Ladungsträger und damit zu einer Verarmung des Isolators
mangels nachgelieferter Ladungsträger kommen. Dieses Phänomen war für alle hier untersuch-
ten Bauteile mehr oder weniger stark zu beobachten. Es wird aber bei Berücksichtigung der
Schottky-Barrierenerniedrigung und der Tunnelinjektion abgeschwächt. Bei mehrschichtigen
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pin-Dioden ist der Spannungsabfall im Wesentlichen auf den Isolatorbereich konzentriert, so
dass die Nachlieferung schon bei kleinen, kontaktnahen Feldern gewährleistet sein muss. Dies
hängt dann primär von der Dotierkonzentration und der Barrierenhöhe ab.
Eine wichtige Methode zur experimentellen Charakterisierung von OLEDs ist die Impe-
danzspektroskopie. Um sowohl frequenz- als auch spannungsabhängige Impedanzsimulationen
durchführen zu können, wurde zusätzlich zur Drift- und Diffusionsstromdichte die Verschie-
bungsstromdichte eingeführt. Weiter wurden die linearisierte Drift-Diffusions-Gleichung und die
Poisson-Gleichung fouriertransformiert. Außerdem wurden zeitabhängige, linearisierte Randbe-
dingungen abgeleitet. Das Ergebnis ist eine linearisierte Approximation der frequenzabhängigen
Impedanz. Es lassen sich damit übliche Cole-Cole-Plots bei verschiedenen dc-Spannungen simu-
lieren, aber auch C-U-Messungen bei verschiedenen Testfrequenzen berechnen. Generell wur-
den die unter statischem Betrieb gefundenen Phänomene auch in der frequenzabhängigen Im-
pedanz wiedergefunden. Es hat sich beispielsweise gezeigt, dass symmetrische MIM-Dioden mit
Verarmungskontakten über einen weiten Spannungsbereich unterhalb des SCLC-Regimes sehr
gut durch das Verhalten von zwei entgegengesetzt geschalteten Schottky-Dioden abgebildet wer-
den können. Dies gilt sowohl für die statischen Eigenschaften als auch für die frequenzabhängige
Kapazität im niederfrequenten Limit und spiegelt den großen Einfluss der Kontakteigenschaften
bei kleinen Spannungen wider. Weiterhin wurde gezeigt, dass die Extraktion von Dotierkonzen-
trationen und Built-in-Spannungen aus C-U-Messungen mit dem Schottky-Modell kritisch zu be-
trachten ist. So kann sogar für Ubi = 0 ein endlicher Achsenabschnitt in der 1/C2(U)-Auftragung
auftreten. Dieser endliche Wert resultiert aus der Kontaktspannung zwischen injizierender Elek-
trode und dotiertem organischen Halbleiter, spiegelt also nicht das vorherrschende Built-in-
Potential wider. Weiter konnten Übergänge zu durch Raumladung reduzierten Kapazitäten, wie
sie aus der Literatur bekannt sind, abgebildet werden.
Bis dato wurde lediglich die Barrierenerniedrigung durch den Spannungsabfall in den Elektro-
den und nicht der Schottky-Effekt betrachtet. Die Einsatzspannungen des raumladungslimitier-
ten Stroms sind bei undotierten Systemen im MF-Modell sehr hoch. Daher wurde der MF-Ansatz
in Kap. 4.3 bezüglich des Schottky-Effektes durch eine Korrektur der Randbedingungen nach
Genenko et al. [42] zum MMF-Modell erweitert. Die Korrektur ist je nach Verhältnis zwischen
elektrischem Feld und Ladungsträgerdichte an den Kontakten notwendig. Unter Verwendung
des MMF-Modells werden die Betriebsspannungen wesentlich reduziert und die j-U-Kennlinien
in ein realistisches Spannungsfenster verschoben. Als Konsequenz wird z.B. der Übergang in
den raumladungslimitierten Transport zu für OLEDs typische ≈ 10 V verschoben. Es konnte
gezeigt werden, dass für Verarmungskontakte der Schottky-Effekt im gesamten Spannungsbe-
reich unterhalb des SCLC-Regimes von großer Bedeutung ist (Publikation von Melzer et al.
[59]). Dagegen existiert bei Anreicherungskontakten je nach Barrierenhöhe nur ein schmales
Spannungsfenster für dessen Wirksamkeit.
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Bei den in Kap. 4 untersuchten hoch dotierten Verarmungskontakten sind sehr schmale Bar-
rieren aufgetreten. In diesen Fällen sind Tunneleffekte bei der Injektion relevant. Daher wurde
der MMF-Ansatz in Kap. 6 um die Tunnelinjektion als zusätzliche Injektionskomponente erwei-
tert. Es konnte demonstriert werden, dass insbesondere bei hohen Barrieren und hohen Feldern
an den Kontakten substanzielle Injektionsströme über direktes Durchtunneln der Barriere auf-
treten. Dabei wurde der Tunneleffekt über den Miller-Abrahams Ansatz modelliert. Es wird also
der für organische Halbleiter spezifische Hoppingtransport abgebildet und nicht das Tunneln
durch eine über die Transportniveaus definierte Potentialbarriere, wie es bei Halbleitern mit
delokalisierten Elektronensystemen der Fall ist. Zu beachten ist, dass die Vorteile der selbstkon-
sistenten Modellierung auch nach der Integration des Tunnel- und des Schottky-Effekts erhalten
bleiben. Die kontinuierliche Beschreibung des Bauteilverhaltens über den gesamten Spannungs-
bereich unter Berücksichtigung der Kontakte und möglicher Raumladungseffekte ist weiterhin
uneingeschränkt möglich. Mit dem um die Tunnelinjektion erweiterten MMF-Modell wurde eine
Parameteranpassung an j-U-Kennlinien von ITO/α-NPD/Ag-Dioden für verschiedene Schichtdi-
cken durchgeführt. Die daraus resultierenden Parameter liegen alle in dem aus der Literatur zu
erwartenden Bereich.
In Kap. 7 wurde letztlich das MF-Modell auf Kelvinsondenmessungen angewendet. Diese ober-
flächensensitive Methode wird zur Bestimmung der Austrittsarbeit von organischen Halbleitern
eingesetzt. Es wurde sowohl für intrinsische als auch für dotierte organische Halbleiter ge-
zeigt, dass das gemessene Oberflächenpotential und das Potential im Volumen einer dicken,
leitfähigen Schicht generell nicht übereinstimmen. Die direkte Interpretation eines gemesse-
nen Oberflächenpotentials als Volumenpotential in einer dicken Schicht ist also nicht zulässig.
Obwohl dies im Nachhinein offensichtlich erscheint, wird die Interpretation gängigerweise an-
gewandt. Für intrinsische Schichten ist dabei die maximale Differenz zwischen Oberflächen-
und Volumenpotential auf die thermische Energie beschränkt und damit meist vernachlässig-
bar klein. Sie ist für dotierte Schichten aber durchaus relevant und beträgt maximal die Hälfte
der gemessenen Kelvinspannung UK(L). Durch eine Fehlinterpretation können deshalb deutliche
Abweichungen z.B. in den resultierenden Weiten von Raumladungszonen oder Dotierkonzentra-
tionen auftreten. Eine verbesserte Methode zur Bestimmung einer Dotierkonzentration besteht
darin, bei der Auswertung die analytische Lösung für die Entwicklung der Kelvinspannung mit
der Schichtdicke an die gemessenen Werte anzupassen. Dies wurde mithilfe des entwickelten Si-
mulationstools für Kelvinsondenmessungen für einen Satz experimenteller Daten in Kap. 7.3.3
demonstriert. Besonders für hoch dotierte Schichten konnte weiter gezeigt werden, dass der
mit der Schichtdicke wachsende Potentialabfall im Substrat fälschlicherweise dem organischen
Halbleiter zugerechnet wird. Die hier für die Kelvinsondenmessung gezeigten Ergebnisse sind
prinzipiell auch auf andere oberflächensensitive Methoden, wie die Photoelektronenspektrosko-
pie, übertragbar und wurden veröffentlicht [96].
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Im Rahmen dieser Arbeit sind zwei Simulationstools entwickelt worden. Das eine dient zur
Modellierung von frequenzabhängigen j-U- und C-U-Charakteristika im Rahmen des MF bzw.
MMF-Modells und ist in FORTRAN implementiert. Das andere Modul ist in COMSOL Multi-
physics implementiert und beinhaltet alle erarbeiteten Aspekte zur Modellierung der statischen
Ladungsträger injektion in organische Dioden. Es berücksichtigt die thermische Ladungsträger-
injektion, je nach Zustand des organischen Halbleiters die Schottky-Barrierenerniedrigung und
die Injektion durch Tunnelprozesse. Damit wurde ein Modell entwickelt, welches das elektrische
Verhalten von MIM-Dioden umfassend beschreibt und den Zugriff auf Zustandsgrößen, wie z.
B. die Feld- und Ladungsträgerdichteverteilung, ermöglicht, die experimentell nicht zugänglich
sind.
AUSBLICK
Mit den Simulationstools stehen nun Werkzeuge für die Untersuchung der Injektionseigenschaf-
ten von MIM-Dioden zur Verfügung. Als nächsten Schritt sollten spezifische Eigenschaften von
organischen Halbleitern wie die feld- und ladungsträgerdichteabhängige Beweglichkeit bzw.
die Zustandsdichteverteilung (DOS) in die Modellierung Eingang finden. Weiter muss für die
Beschreibung von OLEDs das Modell so erweitert werden, dass bipolarer Transport, Ladungsträ-
gerrekombination und für Mehrschichtbauteile auch Heteroübergänge abgebildet werden. Für
die ersten beiden Punkte könnte beispielsweise auf die Arbeiten von Yampolskii et al. [41] zu-
rückgegriffen werden. Auch eine Übertragung auf andere Bauteile wie OFETs und organische
Solarzellen wäre interessant. Denn auch dort spielen die Kontakteigenschaften eine wichtige
Rolle. Nach einer Evaluierung des Modellansatzes durch Vergleich mit experimentellen Ergeb-
nissen könnte das Modell zur weiteren Entwicklung und Optimierung von organischen Bauteilen
eingesetzt werden.
Der entwickelte Ansatz für die Tunnelinjektion ist prinzipiell auch auf den Ladungsträgertrans-
port in Ladungsgenerationsschichten (CGL) anwendbar. Dieser wird nach bisherigen Erkennt-
nissen zumindest für eine Ladungsträgersorte durch Tunnelprozesse getragen [97–99]. Damit
wäre dann sogar die Modellierung von gestapelten Bauelementen möglich.
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9 Anhang
9.1 Normierungen in Fortran-Rechnungen
Bei den in Fortran implementierten Rechnungen wurden zur Verringerung von Rundungsfehlern
durch zu große Unterschiede in den Variablen (Ladungsträgerdichte > 1020 m−3 und elektri-
sches Feld 107 V/m) folgende Normierungsparameter eingeführt:
l0 = 1A
E0 =
kT
e
F0 =
kT
e · l0
N0 =
εor gε0 · kT
e2 · l20
j0 =
εor gε0 ·µi · (kT )2
e2 · l30
.
Es werden die Längen auf l0, die Energien auf E0, die Felder auf F0, die Ladungsträgerdichten
auf N0 und die Stromdichten auf j0 normiert.
9.2 Der Anreicherungskontakt
Das elektrische Potential und die Ladungsverteilung im OHL kann für einen Anreicherungskon-
takt im thermodynamsichen Gleichgewicht analytisch bestimmt werden. Ausgehend von der
Drift-Diffusions-Stromdichte
jDD = eµn(x)F(x) +µkTn
′(x) = 0, (9.1)
die im thermodynamischen Gleichgewicht verschwindet und dem Gauss’schen Gesetz kann für
das Potential des Anreicherungskontakts ΦA die Differentialgleichung
d2ΦA(x)
dx2
=− e
εε0
Neffe
− eΦA(x)kT (9.2)
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abgeleitet werden [24]. Dabei wird der Zusammenhang n(x) = Neffe
− eΦA(x)kT zwischen Elektro-
nendichte und dem Potential ausgenutzt. Für die Lösung von Gl. 9.2 werden zwei Randbedin-
gungen benötigt. Am Kontakt gilt eΦA(x = 0) = Φm−EA und wenn die Potentialänderung gerade
der Differenz der Austrittsarbeiten von Elektrode und OHL Φm −Φor g entspricht muss das Feld
verschwinden, also dΦA(x)
d x
= 0 erfüllt sein. Damit ergibt sich der Potentialverlauf ΦA(x) eines
Anreicherungskontaktes zu
ΦA(x) =
2kT
e
log
eΦor g−EA2kT sin
e−Φor g+EA2kT x
λA
+ csc−1

e
Φor g−Φm
2kT

 . (9.3)
Dabei ist λA =
q
2εor gε0kT
e2Neff
eine analog zur Debye-Länge λD definierte Länge. Für εor g = 3
und Neff = 1027 m−3 beträgt λA bei Raumtemperatur 9,3 ·10−11 m. Die Distanz, auf der die
Potentialänderung stattfindet, kann über die Beziehung eΦA(x =WΦ) = Φm−Φor g zu
WΦ = λAe
Φor g−EA
2kT
pi
2
− csc−1

e
Φor g−Φm
2kT

(9.4)
bestimmt werden. Aus dem Potentialverlauf folgt die Ladungsträgerdichteverteilung nA(x) =
Neffe
− eΦA(x)kT . Weiter kann die Distanz Wn vom Kontakt bestimmt werden, bei der die Ladungsträ-
gerdichte auf 1/e des Wertes am Kontakt abgefallen ist (nA(Wn) = nA(0)/e). Diese beträgt
Wn = λAe
Φor g−EA
2kT

− csc−1

e
Φor g−Φm
2kT

csc−1

e−
kT−Φor g+Φm
2kT

(9.5)
Interessant ist hier ein Vergleich von Wn mit der Debye-Länge λD =
q
εor gε0kT
e2n0
, die für intrin-
sische Bereiche gilt. Dabei ist n0 die intrinsische Gleichgewichtsladungsträgerdichte. Setzt man
anstelle dessen die Ladungsträgerdichte am Kontakt n0 = n(x = 0) = Neffe
− ∆kT mit der Defi-
nition der Injektionsbarrierenhöhe von ∆ = Φm − EA ein, so erhält man für große Differenzen
in den Austrittsarbeiten die Relation Wn ≈ 0,92 λD. Somit gibt die Debye-Länge λD auch den
Abfall der Ladungsträgerdichte eines Anreicherungskontaktes näherungsweise wieder.
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Symbole & Abkürzungen
Verwendete Symbole:
∆ Injektionsbarrierenhöhe
∆eff Effektive Injektionsbarrierenhöhe
∆E Energieunterschied zwischen Zuständen
∆Φ Kontaktpotential
∆U Kontaktspannung
δ Parameter für Akzeptanz der Lösung
δn Überschussladungsträgerdichte
δSchottky Barrierenerniedrigung durch Schottky-Effekt
ε Relative Permittivität
ε0 Dielektrizitätskonstante
γ Inverser Lokalisationsradius
λD Debye-Länge
µ Ladungsträgerbeweglichkeit
ν Übergangsrate
ν0 Anklopfrate
Φ Elektrisches Potential
ΦA Elektrisches Potential im Anreicherungskontakt
Φm,or g Austrittsarbeit der Elektrode bzw. des organischen Halbleiters
ΦSonde,Probe Austrittsarbeit der Sonde bzw. der Probe
ΦBildladung Bildladungspotential
ΦGesamt Gesamtpotential (Schottky-Effekt)
ω Winkelfrequenz
pi Kreiszahl (3,14159)
ρ Ladungsdichte
ρi Radialer Abstand im Bereich i
ρm Massendichte
σ Leitfähigkeit
σDOS Breite der Zustandsdichte
τTransi t Transitzeit
τrel Relaxationszeit
109
Θ Phasenverschiebung
A Fläche
Am Atommasse
A∗ Effektive Richardson-Konstante
C Kapazität
Cgeo Geometrische Kapazität
d Dicke der Kapazität
D Diffusionskonstante
e Elementarladung
E Energie
E0 Normierungsfaktor der Energie
E0,ein Energie einer einlaufenden Welle
EA Austrittsarbeit
EF Fermi-Energie
Eg Energielücke
ELUMO Energetische Lage des LUMO-Niveaus
ETrans Transportenergie
Ev ac Vakuumniveau
f (E) Besetzungswahrscheinlichkeit
f Frequenz
F Elektrisches Feld
F0 Normierungsfaktor des elektrischen Feldes
h Schrittweite
ħh Reduzierte Planck-Konstante
i Imaginäre Einheit
IP Ionisationspotential
j Stromdichte
j0 Normierungsfaktor der Stromdichte
jDD Drift-Diffusions-Stromdichte
jDiff Diffusions-Stromdichte
jDrift Drift-Stromdichte
jGes Gesamtstromdichte
jOhm Ohm’sche Stromdichte
jSchottky Stromdichte einer Schottky-Diode
jSC LC Raumladungsbegrenzte Stromdichte
jTun Tunnelstromdichte
k Boltzmann-Konstante
kT Thermische Energie
110 Symbole & Abkürzungen
L Schichtdicke
Leff Effektive Schichtdicke
l0 Normierungsfaktor der Länge
lT F Thomas-Fermi-Länge
me Effektive Elektronenmasse
n Elektronendichte
n0 Mittlere Elektronendichte
ni Intrinsische Ladungsträgerdichte
N Zahl der Netzpunkte
N0 Normierungsfaktor der Ladungsträgerdichte
NA Avogadrozahl
Nd,a Dotierkonzentration für Donatoren bzw. Akzeptoren
Neff Effektive Zustandsdichte für Elektronen
pi Besetzungswahrscheinlichkeit des Zustands i
p Lochdichte
Peff Effektive Zustandsdichte für Löcher
Q Ladung
rc Coulomb’scher Einfangradius
ri, j Abstand zwischen Zustand i und Zustand j
rs Mittlerer Ladungsträgerabstand am Kontakt
R Widerstand
dR˜i→ j differentielle Übergangsrate zwischen Zustand i und j
dR˜i, j differentielle Nettoübergangsrate zwischen Zustand i und j
dRi, j differentielle Nettoübergangsrate pro Fläche zwischen x i und x j
R(x i, x j) Nettoübergangsrate zwischen x i und x j
R0 Lokalisationsradius
t Zeit
T Transitwahrscheinlichkeit
U Spannung
Ubi Built-in-Spannung
Uext Externe Spannung
Ufor Spannung über Schottky-Diode in Vorwärtsrichtung
UK Kelvinspannung
UKo Kontaktspannung
Ure Spannung über Schottky-Diode in Rückwärtsrichtung
V Volumen
wRLZ Weite der Raumladungszone
x Ortskoordinate
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x0 Position linker Grenzfläche (x=0)
xL Position rechter Grenzfläche (x=L)
xm Lage vom Maximum des Bildladungspotentials
Y Admittanz
Z Impedanz
ZV Zahl freier Valenzelektronen
X± Größe bezogen auf die rechte bzw. linke Elektrode oder Grenzfläche
X∞ Größe bezogen auf Gleichgewichtszustand in der Elektrode
Xac Frequenzabhängiger Anteil einer Größe
Xdc Statischer Anteil einer Größe
Xn Größe bezogen auf Elektronen
Xm Größe bezogen auf Elektrode
Xor g Größe bezogen auf organischen Halbleiter
X p Größe bezogen auf Löcher
112 Symbole & Abkürzungen
Verwendete Abkürzungen:
α-NPD Organischer Halbleiter (N,N′-Di(naphth-1-yl)-N,N′-diphenylbenzidin )
CGL engl.: charge generation layer, Ladungsgenerationsschicht
DGL Differentialgleichung
DOS engl.: density of states, Zustandsdichte
FEM Finite-Elemente-Methode
FN Fowler-Nordheim
HOMO engl.: highest occupied molecular orbital
ITO engl.: indium tin oxide, Indium-Zinn-Oxid
KP engl.: Kelvin Probe
LUMO engl.: lowest unoccupied molecular orbital
MF engl.: Mean-Field
MF engl.: Modified-Mean-Field
OFET Organischer Feldeffekttransistor
OHL Organischer Halbleiter
OLED engl.: organic light emitting diode
OPV Organische Photovoltaik
PES Photoelektronenspektroskopie
RB Randbedingung
RS Richardson-Schottky
SCLC engl.: space charge limited current, Raumladungsbegrenzter Strom
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