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ABSTRACT
Yoon, Sang Ho Ph.D., Purdue University, December 2017. Designing Hand-Driven
Input with Novel Sensing Techniques for Natural Interactions in Tangible and Soft
Interfaces. Major Professor: Dr. Karthik Ramani, School of Mechanical Engineering.
The advancements in electrical components and computing power have introduced
new types of sensing capabilities and interfaces. To support upcoming interfaces like
augmented/virtual reality (AR/VR), previous studies suggested on utilizing natural
correspondences like human motions and natural behaviors [1]. However, conventional
input methods still rely on utilizing built-in motion and touch sensors. Although
these approaches are oﬀered in eﬀective and eﬃcient manner, they do not fully accommodate human’s natural motions and behaviors as a meaningful input metaphor.
Introducing new sensing techniques that are capable of understanding human motions
and behaviors will become essential in supporting emerging interfaces.
Recent works have explored new input metaphors such as eyes-free [2], around device [3], and object interactions [4] enabled with improved or novel sensing techniques.
Still, there are rooms to improve performance, richness, and accessibility of existing
input methods. By focusing on investigating novel sensing techniques, we can even
further suggest futuristic input methods that can accommodate upcoming new interfaces. This thesis focuses on introducing novel sensing techniques with hand-driven
inputs for natural soft and tangible interfaces. We select a hand as the main interaction medium from the human side since it represents human intents precisely with
high ﬂexibility [5]. We investigate and design hand-driven input along with suggesting novel magnetic, multimodal, and soft-matter sensing techniques. Furthermore,
we introduce diﬀerent form factors, user customization workﬂow, instant deployment
capability, larger interaction volumes, and rich input types. In overall, this thesis con-

xviii
tributes towards improving performance, richness, and accessibility for interpreting
human’s natural actions into input intents.
First, the magnetic sensing has been explored deeply to oﬀer real-time 3D position
tracking around the mobile device with a stylus form factor. The magnetic sensing
has been further explored to bring interactivity to plain objects by simply embedding
a small magnet. Here, we employed a ﬁnger-worn device and implemented an instant
and customizable user interface with any given objects. This allows us to deploy
the customizable interface easily while supporting various types of inputs including
continuous and discrete inputs. By enabling 3D volume around the mobile device
as interactive space, we improve the richness of physical input space. Moreover, we
advance the accessibility by providing easily customizable and deployable interface
while enhancing baseline position tracking performance.
Subsequently, we developed a multimodal sensing (ﬁnger pressing and bending)
smart textile to support an eyes-free input based on the somatosensory tactility of
the ﬁnger. The proposed prototype showed performance improvement in terms of a
response time and an accuracy during eyes-free interaction use cases. The rich input
types were provided by forming input vocabulary based on ﬁnger press and bending.
The wearable form factor allows users to maintain comfort level as wearing a clothing
which encourages accessibility.
In the ﬁnal stage of this work, we introduce a novel soft-matter sensors. High
performance and rich interactions have been feasible by proposing novel sensing algorithm that works with existing electrical impedance tomography (EIT) sensing. We
also suggest a multimodal sensing pipeline that combines the computational-based
and learning-based sensing methods. This sensing pipeline allows us to easily customize and instantly learn user’s physical motions as input intents which greatly
enhance the accessibility of existing soft sensors.
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1. INTRODUCTION
Recent development in sensors, displays, computing hardware has evolved the way
how people interact with digital devices including computer and smartphone. To
this extent, state-of-art technologies enable seamless interactions through tangible
and soft media. In terms of user’s perspective, this establishes more natural settings
for interacting with digital devices. The current paradigm of natural interactions
is aligned with Mark Weiser’s quote “The most profound technologies are those that
disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it”. Inspired by this comment, this thesis focuses on realizing
new input metaphors through soft and tangible interfaces since the nature of their
physical properties encourages weaving themselves into everyday life seamlessly.
From the early era of using a computer, cost of hardware and performance have
improved in accordance with Moore’s law. However, no such improvement has been
made for user interface (UI) design and related input devices [6]. One of the early
evolutions in interaction was windows-icons-menus-pointers (WIMP) for graphical
user interface (GUI) control. With physical keyboard and mouse, WIMP enabled
easy and fast interactions with GUI. Nowadays, keyboard and mouse are still most
dominant input devices because the interface itself has not evolved signiﬁcantly after
rising of WIMP. However, the emergence of new hardware and interfaces such as
smartphone and 3D UI have brought touch input and 3D motion sensing as new input
metaphors. Since keyboard and mouse cannot support seamless and intuitive inputs
in these contexts, these new input methods have been suggested and adopted. This
indicates that there is a limitation in fully understanding human’s natural motions
and behaviors using conventional input devices. Therefore, the forthcoming interfaces
like mixed reality (AR & VR) will require a new type of input metaphors that can
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understand user intents eﬃciently and communicate with digital world seamlessly.
To this end, we introduce novel sensing techniques to suggest new input metaphors.
The human hand has played a key role in representing user intents for input
controls. In general, direct hand control is widely adopted in conventional inputs
including keyboard, mouse, and touchscreen. Nowadays, most interfaces rely on 2D
characteristics of hand-driven input. For instance, hands deal with hovering ﬂat
screens or pressing/clicking simple mechanical buttons. With upcoming interfaces, it
would be hard to persist on using current way of operating hands for input purpose.
Thus, we aim to design new types of hand-driven input. This approach will require
eﬀorts in designing physical form factor and enhancing sensing performance. We believe that our research towards enhanced hand-driven input will improve performance,
richness, and accessibility.

1.1

Natural Inputs in Human-Computer Interactions
To interact with computers or mobile phones, we constrain ourselves to manipu-

late existing input devices like keyboard, mouse, and touchscreen. The constraints
are mainly due to the limitation from existing input devices in lack of understanding
natural human behaviors. In order to interpret human’s natural actions seamlessly,
researchers started to focus on input metaphors which free users from ﬂat screens.
Representative examples include eyes-free, around-device, and interactions with everyday objects. By freeing users from the ﬂat screen using novel sensing techniques
and hardware, we approach one step toward natural interactions by removing physical
constraints from existing methods.
Recently, 3D UI has widely adopted human motions as one of its input metaphors.
With widespread of depth camera hardware like Kinect, new input metaphors like human motion tracking become easily available. Furthermore, various input metaphors
have been introduced to address speciﬁc problems. For example, Ashbrook [7] introduced a concept called Microinteractions which represented interactions requiring
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a short instance to initiate and complete. Here, subtle and quick interactions are
provided through wristwatch based on human’s general behaviors with a round-faced
watch. Aligned with this direction, our aim is to formulate input metaphors that enable natural input methods in interacting with upcoming interfaces while supporting
various physical form factors.

1.2

Motivation
In human-computer interaction, diverse set of sensing techniques have been in-

troduced with novel input metaphors in practical applications. These include multidevice interactions (tablet+stylus, smartwatch+smartphone, and air+touch), arounddevice interaction through magnetic sensing, on-body interaction with the camera,
and wearable control through a smart ring or ﬁnger-tip camera. As noted from these
works, sensing techniques have played a key role in satisfying needs from the application domain. In this thesis, we will be looking at current needs from emerging
platform in tangible and soft interfaces.

Figure 1.1. An overview of our framework in this thesis.
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Newly suggested inputs have successfully implemented hand-driven input with a
seamless form factor. These include capacitive sensor sheet wrapped around a pen
body, a small magnet attached to a ﬁngertip or inserted into a pen, and pressure
sensor placement around the wrist. The concept of suggested input is to encourage
the use of natural motions/behaviors by minimizing physical/mental interference on
understanding user intents. Here, our idea is to introduce novel sensing techniques
that can be embedded seamlessly for natural working environments while capturing
user intents eﬃciently.

1.3

Research Goals, Approach, & Contributions
The overarching goal of this thesis is to design hand-driven input with novel sens-

ing techniques to improve richness, performance, and accessibility. We will focus on
these characteristics to understand human’s intents with emerging interfaces where
existing inputs have shown limited capability in supporting these interfaces. The
challenges are 1) developing appropriate sensing techniques to fulﬁll the needs from
various interfaces, 2) designing proper physical form factors to promote natural interactions, and 3) verifying applicability and feasibility in real use cases. In this thesis,
we propose an overall framework that can answer above mentioned challenges (Figure 1.1).

1.3.1

Sensing Techniques

• As the ﬁrst step towards designing natural hand-driven inputs, we demonstrate magnetic sensing with real-time 3D position tracking through TMotion
& TRing (Chapter 3,4). In TMotion, we embed a permanent magnet and an
inertial measurement unit (IMU) in a stylus to expand the interaction volume
around the smart devices. Our approach focuses on providing precise 3D tracking in a real-time solely based on the existing device components. By further
integrating particle ﬁlter with a magnetic sensing, we can track the ﬁnger tip’s
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position relative to the embedded magnet. The core contribution here is providing richness in inputs by expanding the interaction region seamlessly where
performance quality is still maintained.
• We demonstrate a smart textile composed of a single layer of the textile painted
with a conductive silicone rubber (Chapter 5). The highlight of this prototype is
to implement physical multimodal sensing including ﬁnger pressing and bending. A regression analysis, multi-level thresholding and a temporal position
tracking algorithm are applied to capture the diﬀerent levels and modes of ﬁnger interactions. Here, we develop an input which can support rich eyes-free
interaction with better accuracy and user reaction times.
• Lastly, we develop a soft sensor capable of sensing real-time contact localization, deformation, and magnitude of deformation (Chapter 6,7). To do this,
we propose a multimodal sensing pipeline: 1) electrical impedance tomography (computational-based) for contact localization and 2) support vector machine (learning-based) for classifying deformation and their magnitudes. The
hybrid sensing pipeline allows us to provide a new type of soft sensor with rich
inputs, high-quality performance as well as customization capability.

1.3.2

Supporting Interfaces & Form Factors

• Our initial targeting interface is existing mobile platform since new types of
experiences can be easily brought with utilizing natural human motions and
behavior with existing platform. We introduce sensing techniques which can
enhance the user experience through eyes-free and around-device interactions
(Chapter 3,5). Our methods has been also applied to the emerging interface
like mixed reality (Chapter 3,4). By expanding the interaction region from 2D
to 3D, we could entitle a new user experience with AR applications.
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• The physical form factor was a key aspect in designing hand-driven inputs. A
human has used lots of diﬀerent tools and worn a diverse set of artifacts with
hands. Thus, it is crucial to provide a form factor that users are familiar with.
In this thesis, we entitle interactivity in various form factors such as textiles,
accessories (stylus, ring, band), soft silicone, and everyday/fabricated objects.

1.3.3

User Evaluations & Applications

• For all works in this thesis, our ultimate goal is to introduce new input metaphors
for natural human-computer interaction. Therefore, it is essential for us to go
through rigorous technical and user evaluations. Also, we collect qualitative
feedback from actual users to further analyze and improve our work.
• Input metaphors do not mean anything without actual use cases. This is the
main reason that we will spare substantial portion of each work for implementing
real applications. We develop a software toolkit to provide easy accessibility in
customizing and deploying various inputs instantly. Moreover, we implement
all our prototypes in real operating platforms that cover our target platforms.

1.3.4

Contributions

We outline the following contributions of this thesis.
1. Explore ﬁnger-level interactions using multimodal sensing technique which enhances mobile interaction experiences;
2. Enable 3D position tracking of permanent magnet with magnetic sensing algorithm;
3. Develop input device that utilizes 3D volume around mobile devices for interactions;
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4. Develop ﬁnger wearables to enable instant and customizable interactions with
objects;
5. A novel sensing technique providing real-time continuous contact and stretching
sensing with carbon-ﬁlled elastomer;
6. Hardware and software workﬂows that enable users to customize and deploy
soft sensors for instant interactions;
7. A multimodal sensing pipeline for contact localization and classiﬁcation of deformation type and magnitude;
8. A multilayer sensor structure that enhances physical properties as well as the
sensor settlement;
9. Evaluate task performance of suggested inputs in terms of accuracy, time response, and robustness against external distractions; and
10. Example applications demonstrating the practical applications of using above
sensing capability using various form factors.

1.4

Presentation
The research contributions focus on above goals and rest of this thesis is organized

as follow. Chapter 2 describes previous works related to our contributions. Specifically, we focus on recent input metaphors related to wearables, magnetic sensing
technique, soft sensors, and interactive objects. In Chapter 3, we enable 3D position
tracking of an input device by computing location of an embedded permanent magnet.
By utilizing 3D volume around the mobile device, we support various interfaces like
mobile AR and around-device UI. Chapter 4 extends an idea from Chapter 3 where
we enable tracking of magnets embedded in diﬀerent objects with a ﬁnger wearable
input. This encourages users to interact naturally with everyday/fabricated objects.
Chapter 5 proposes a wearable textile input with multimodal sensing for eyes-free
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mobile interaction during daily activities. A two-phase and a polynomial regression
analysis are used to understand diﬀerent levels of ﬁnger pressing and bending. We
discover that utilizing multimodal aspects of the ﬁnger provides rich and robust interactions. In Chapter 6, we introduce a single volume soft sensor capable of sensing
real-time continuous contact and unidirectional stretching. We also provide a software toolkit for users to design and deploy personalized interfaces with customized
sensors. Chapter 7 further works on the soft-matter sensing by enabling sensing realtime contact localization, deformation, and magnitude of deformation. We propose a
multimodal sensing pipeline with computation-based and learning-based approaches.
This dissertation ﬁnalizes with future research direction for exploring on other sensing techniques that can contribute to our main research goal, Interactions enriching
performance, richness, and accessibility.

9

2. BACKGROUND
Our work referred to related research areas ranging from wearables, machine learning,
sensing techniques, soft sensors, and human-computer interaction. Here, we describe
related works in speciﬁc areas which can support and distinguish our contributions
with respect to the state-of-art research.

2.1

Interaction Through Wearables
Wearable input devices provide signiﬁcantly faster access time to interact with

mobile devices [8]. With an advancement in sensor technology, small and powerful
wearable input devices have been introduced. Previous works implement wearable input system in various form factors including smart clothing, ring, necklace, wristband,
and on-body [9–13]. Among sensing techniques, mechanical sensing is a promising approach to wearable input metaphors [14]. Mechanical sensing is intuitive since sensor
values are created directly by the body movement such as ﬁnger bending, pressing, or
rubbing. We diﬀerentiate our work by introducing a wearable device which demonstrates multimodal mechanical sensing including pressure and strain. In addition, our
proposed work does not require attachment of rigid components around the sensing
area and is designed to perform under the dynamic environment.
Textile sensors have been also developed over the last two decades due to its
comfort and softness. Previous research has demonstrated a pure textile pressure
sensor as well as a strain sensor [15, 16]. Utilizing conductive elastomers on a ﬂexible
substrate enabled a single layer fabrication of the strain sensor [17]. Shimojo et al.
implement a single layer of a pressure sensor using carbon elastomer and metallic
wires [18]. Recent work [19] successfully embed suﬃcient numbers of input signals
for the mobile interaction. However, these approaches require embedding sensors
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in multiple layers which diminish the tactility and comfort due to the stacked layer
thickness [20]. Inspired by previous works, we integrate conductive elastomer and
threads in a single layer of elastic fabric to provide a multimodal sensing capability
that maintains both tactility and sensory comfort.
Interaction devices that can be worn on the ﬁnger have been highlighted because
it represents human intent precisely with high ﬂexibility [5]. Previously, various ﬁnger
interaction tools are implemented with diﬀerent sensing techniques and form factors.
In the early work, a ﬁnger-worn controller is implemented by merging tactile buttons,
capacitive touch sensor, and bend sensor [21]. However, it would be diﬃcult to carry
physical components along the ﬁngers which prevent the users from maintaining the
natural hand pose. During dynamic environment, it would increase false triggering
from the capacitive touch sensor since the touch can be easily recognized with slight
contact of other ﬁngers. Other sensing techniques utilize magnetic hall sensors [22]
and accelerometers [23]. Still, it is not reliable upon environmental magnetic ﬁeld
change and this method also requires instrumentation of magnet on the ﬁnger. The
infrared marker detection and vision based approach are also introduced in ﬁngerbased interaction [24–27]. Vision based approach has a limitation that it requires a
clear line-of-sight view of hands and speciﬁc markers within the camera or optical
sensing volume. Ring type devices are intuitive and easy to wear, but they generally require bi-manual operations and do not provide natural haptic feedback. One
of our approaches suggests a ﬁnger operating wearable device which promotes using
somatosensory tactility to support mobile interaction with a passive haptic experience (Chapter 5). In another approach, we enable interactions with a physical object
by deﬁning a coordinate system around an embedded magnet using magnetic sensing
technique (Chapter 4).
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2.2

Augmented Interaction
An eyes-free interaction is motivated to enhance the controllability while visually

distracted from mobile devices [28]. There exist commercial eyes-free support input
devices including wearable neckband headset and steering wheel controller. In recent
works, eyes-free input methods have been suggested where users perform interaction
without looking at the devices [9, 29]. Suggested interactions are intuitive and eyesfree, but they either require an extra motion to approach the sensing area or provide
limited input gestures. With the multimodal feedback, the eyes-free interaction can
perform as good as eyes-on interactions [30]. This indicates that an eyes-free interaction is suitable in applications where multimodal feedback information is naturally
available. Our prototype supports an eyes-free interaction with reliable and rich interactions where the applications naturally provide feedback to users (e.g. controlling
the music player, hovering smartglasses user interface, and presenting slides). Furthermore, we perform multitasking user study with existing input devices to compare
the performance and the perceived workload with our prototype (Chapter 5).
Around-device interaction using 3D space has been explored with a diﬀerent set
of sensing techniques while achieving equivalent performance with touch input [31].
Optical and vision based sensing techniques including depth cameras, IR proximity,
and RGB camera are exploited to augment the general interaction with mobile device [3, 32, 33]. However, these techniques require on the line-of-sight view of hand
interaction medium which limit the interaction space within the range of the camera
or optical sensor.
Around-device interaction with magnetic sensing has been also investigated. Abracadabra and Nenya demonstrated 1D and 2D tracking techniques based on a single
magnetometer to showcase the potential of magnet sensing as an input metaphor [10,
34]. In a similar manner, later works introduce the use of magnetic sensing to achieve
delicate and rich mobile interactions [22, 35–37]. However, these works still focus on
retrieving discrete gesture inputs or 2D position tracking for symbolic interactions.
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We focus on embedding 3D tracking through which user’s embodied motions are
projected into intended interaction directly (Chapter 3).

2.3

Sensing Technique Method
Magnetic sensing has been explored extensively for position tracking. Tracking

using active magnetic sources has been thoroughly explored in gaming [38], tangibles [39], and 3D interactions [40] based on its ability to track multiple points with
high precision. Position tracking using passive magnetic sources and magnetometers
has been also explored. This approach has demonstrated an acceptable performance
as a wearable input for mobile applications [41]. Previous approaches required hardware installation on the reference part, which limited their deployment in everyday
objects. In this work, we are interested in enabling instant and customizable interactions with a low-cost setup and minimal maintenance through only embedding a
single magnet. We integrate a gradient descent algorithm [42] with a particle ﬁlter [43]
to estimate ﬁnger orientation under high magnetic distortion.
A passive magnetic source has been adopted to accomplish 3D mobile input.
Recent work provides a magnet tracking system with 192 Hall-eﬀect sensors embedded
board [44]. However, the sensor board should be installed at the back of the device and
only supports near-surface tracking (within 20mm). uTrack implements 3D position
tracking of a permanent magnet using two magnetometers. It supports an accurate
3D input for wearables application [41]. As discussed by the authors, however, it still
requires a desktop computation due to the extensive search algorithm. The heavy
computation limits scalability and practicability as a stand-alone input technique for
the mobile device. In addition, previous approaches required hardware installation on
the reference part, which limited their deployment in everyday objects. In our work,
we provide 1) a real-time tracking with a larger interaction volume solely based on the
existing components of the mobile device (Chapter 3) and 2) instant and customizable
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interactions with a low-cost setup and minimal maintenance through only embedding
a single magnet (Chapter 4).
Electrical impedance tomography (EIT) has been explored widely in the robotics
ﬁeld to implement artiﬁcial skin [45]. In particular, the EIT approach has enabled
the tactile sensing without distributed sensory elements in the sensing area. This
frees sensors from complex wirings and allows sensing with a single-volume material.
By incorporating conductive materials, previous works have evolved the EIT sensing
in terms of robustness against stretching [46], the accuracy with neural learning [47],
and aﬀordance with various shapes [48]. Recent studies in HCI also employed EIT
for gesture recognition with a wearable form factor [49] and enabling touch sensing
on arbitrary surfaces [50]. However, previous approaches required additional material
layers (e.g., conductive textile matrix) for real-time continuous tracking, which was
susceptible to environmental noises, and did not support a fully stretchable interface.
In our work, we utilize the EIT sensing technique to support real-time continuous
contact and stretching in both ﬂexible and stretchable form factors (Chapter 6).
A system that follows general theory or known behavior can easily produce a
high performance using a computation-based approach, with no dataset required for
training. For instance, EIT and magnetic sensing have been formulated with a computational method to provide inputs [46, 51]. On the other hand, a system that
produces complex, non-linear, and user-dependent sensor signals require a learningbased approach to achieve a robust performance. Recent works have also shown the
robustness of the learning-based system for understanding/recognizing user inputs
with wearables [52], deformations [53], a conﬁguration of hands [54], arbitrary surface [50], and multiple sensors [55]. In our work, we aim to bring the beneﬁts from both
computational and learning-based methods by using EIT for contact localization (user
independent) and SVM for understanding deformation (more user-dependent) (Chapter 7).
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2.4

Adding & Customizing Interactivity
In practice, bringing interactivity to objects has been done through installing

electronic hardware in existing products. In the post-processing stage, users generally assemble and test hardware modules manually. Recent approaches in fabricating interactive objects have focused on reducing the time and cost of this postprocessing. These include multi-directional/multi-material 3D printing [56,57], physical mark-up [58], embedded single-camera [59], structural electronics [60], acoustic
sensing [61, 62], and layered fabrics [63]. These approaches still require substantial
amounts of post-processing such as wiring and electronic module assembly, but it can
be eliminated, saving signiﬁcant time.
We further suggest a method to fully remove the electronic hardware components
from the object side, thereby enabling easy and low-cost installation and maintenance.
Although previous approaches require less instrumentation [62, 64], the richness and
sustainability of the interaction are still limited due to either the lack of position tracking or the requirement to install additional hardware. Our approach also introduces
a simple way to modify the interface without iterating the whole post-processing or
data training steps (Chapter 4).
Performing interaction using everyday objects oﬀers task aﬀordance while utilizing
existing environments where these objects are used. This creates an opportunity
for an instant and casual interaction in which naturally embedded behaviors with
existing objects function as meaningful interactions [65]. To this extent, iCon and
Instant Interface employ ﬁxed cameras to transform everyday objects into an auxiliary
controller and instant interface [66,67]. Kranz et al. [68] demonstrate everyday object
interfaces integrated with multimodal sensors to track human activity. ReachMedia
and IDSense instrument everyday objects with RFID tags to detect object motions or
related human activities [69, 70]. However, these approaches require a room/objectlevel hardware set-up that limits the availability and applicability of the interactions.
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We only require embedding a small permanent magnet into existing objects to create
an instant interface (Chapter 4).
The advances in electronics and sensors have promoted adding interactivity to
objects. This process has been applied to 3D printed pieces and existing objects by
retroﬁtting [71], visible annotations [58], capacitive sensing [72], magnetic sensing [73],
and mobile devices [74]. To support an easily customizable interface, conductive
inkjet printing [75,76] and cuttable circuits [77,78] have been suggested. To this end,
these approaches involve easy and maturing fabrication processes such as 3D printing
and 2D circuit printing. In terms of soft composite materials, previous researchers
have also demonstrated shape changing interfaces which incorporate external pneumatic actuation and auxiliary sensing components [79, 80]. However, because of the
multi-step fabrication and multi-layer structure which are commonly used for soft
sensors [81, 82], the customization has not been supported for the soft sensing based
interfaces. Thus, we propose a workﬂow providing interface customization using soft
sensors (Chapter 6).

2.5

Soft Sensors & Sensing Modality
Recent developments in soft sensors have shown their capability for complex sens-

ing with high ﬂexibility and stretchability [83]. With the advancements in materials,
the soft sensors have enabled the measurement of highly accurate contact pressure,
strain, and shear deformations [84–86]. However, the fabrication of these sensors still
requires expensive materials and complex fabrication processes. To this extent, recent
works in HCI have demonstrated fabricating soft sensors for adding touch interactions
to physical objects and human body [81, 82]. Our work also maintains the spirit of
low-cost soft-matter sensors by introducing a simple fabrication process along with a
customization software toolkit (Chapter 6,7).
Diﬀerent forms of sensing have been explored for soft sensors to promote natural
motions and behaviors as an input. Previous works have been fundamentally based
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on sensing the mechanical strain and introduced various sensing modalities such as
contact pressure [87–89], bending [90–92], and stretching [93, 94] for input interfaces.
Along these directions, a variety of applications such as a wearable gesture recognizer [52, 95], a jamming/pinching/squeezing interface [9, 53, 79], and a smart textile
for prosthetics [96] have been proposed. For ﬂexible and eﬀective sensing, previous
works adopted soft materials to avoid the rigidity of the components. Still, it is
hard to modify an already implemented design or instrument with multiple sensing
modalities. In our work, we support ﬂexibility in customizing the sensors as well
as multimodal sensing using a single-volume material (Chapter 6). We further suggest a method to enable multimodal sensing that includes localization, deformation
classiﬁcation, and deformation level estimation (Chapter 7).
Among the many available soft conductive materials, carbon-ﬁlled liquid silicone rubber has been used widely for sensing purpose. Since it possesses excellent piezoresistive properties to sense the mechanical deformations [97]. Previous
researchers utilized carbon ﬁlled elastomer for recognizing and monitoring hand gestures [98], contact/force-sensing input pad [99, 100], breathing and speech [101], seat
posture [102], and structural health [103]. However, the long settling time requirement
after deformations and nonlinear characteristics hinder researchers from utilizing this
material for real-time applications [98]. In particular, we focus on overcoming this
issue for real-time contact localization. We propose a dynamic baseline update to
use with the existing EIT techniques. The updates are controlled by ﬁngertip contact
and movement detections. Thus, we achieve real-time continuous contact sensing with
a carbon ﬁlled elastomer (Chapter 6). By utilizing the beneﬁts from a deformationaware system, we preserve the EIT based contact localization performance upon/after
deformation (Chapter 7).
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3. TMOTION: EMBEDDED 3D MOBILE INPUT USING MAGNETIC SENSING
TECHNIQUE
Recent developments in smartphone displays and sensors have resulted in enhanced
visual experiences such as mobile augmented (AR) and virtual reality (VR) [104,105].
To support these 3D interfaces, previous study suggested on providing a natural
correspondence like human motion in 3D space from the input device [1].
3D input method also oﬀers more intuitive and quicker way to interact with 3D
interfaces [106]. To this extent, researchers have proposed an around-device mobile
interaction [3]. It frees a physical boundary limited by mobile device screens and
incorporates surrounding 3D space as an interaction space. Recent works employ
2D tracking [34] and event-based discrete inputs [36] in 3D space to enlarge the
interaction space. Inspired from these works, we develop a real-time 3D position
tracking technique, which enables rich spatial mobile input.
Acquiring input data from 3D mobile space has been investigated through vision
and magnet-based techniques. Recent work shows mid-air gesture-based interaction
using a depth camera [32]. Occlusion and lighting condition still limit the use of
vision-based techniques in mobile environments. On the other hand, the magnetic
sensing techniques which are free from occlusion and diﬀerent light conditions have
also been investigated [41, 44]. Although these works show high 2D/3D tracking
accuracy in real-time operation, they still require either a desktop computation, or
extensive modiﬁcations on the mobile device.
In this chapter, we enable a mobile device to track the stylus embedded with
a magnet and an IMU. This leads to the following three contributions including
1) A novel sensing technique providing a real-time position tracking as 3D mobile
input, 2) An analysis of experiments and task evaluations including tracking and
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Figure 3.1. TMotion enables a real-time 3D position tracking using embedded permanent magnet and IMU with existing mobile device. TMotion provides interaction
spaces above and behind the device while supporting discrete and continuous interactions.

targeting accuracy using our prototype, and 3) Demonstration of example applications
exploring embedded continuous/discrete interactions in expanded spaces.

3.1

Position Tracking Principle & Algorithm
2D and 3D position tracking using multiple magnetic sensors have been explored [41,

44,107]. However, they require either hardware modiﬁcation or desktop computation.
In this section, we introduce the background knowledge of the magnetic ﬁeld sensing
and our novel approach.
From the magnetism theory, 3D position of the permanent magnet in the magnetic
sensor oriented space (F mobile ) can be solved using the following equation


K 3r(m · r)
M
H(r) = 3
− m , r = |r|, K =
2
r
r
4π

(3.1)
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Figure 3.2. Magnetic vector (H) is generated by magnet. Magnetic directional vector
from TMotion (M ) is transformed to mobile’s frame (M 0 ).

Here, H refers to the magnetic ﬁeld vectors, M denotes for the magnetic moment, m
is the directional vector of the magnet, and r is the location vector of magnet relative
to the sensor. With known m, M, and H, r can be solved.
We assume magnet is located at (x, y, z) resulting in r to be (−x, −y, −z). The
directional unit vector of magnet is (Mx ,My ,Mz ). We perform space transformation
from IMU space (F IM U ) to mobile space (F mobile ). Figure 3.2 illustrates the transformation of the directional unit vectors (M) from TMotion to the mobile space (M0 ).
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Thus, Equation (3.1) can be dissected into the following three scalar nonlinear equations.
Hx =
Hy =
Hz =

K


5
2

(x2 + y 2 + z 2 )

K
5
2

(x2 + y 2 + z 2 )

K
(x2 + y 2 + z 2 )

5
2


− 3x(−Mx0 x − My0 y − Mz0 z) − Mx0 (x2 + y 2 + z 2 )

− 3y(−Mx0 x − My0 y − Mz0 z) − My0 (x2 + y 2 + z 2 )

(3.2)


− 3z(−Mx0 x − My0 y − Mz0 z) − Mz0 (x2 + y 2 + z 2 )

[J(x(n) )v (n) ] = −F (x(n) ), e = 10−7
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(3.3)

(3.4)

By taking known orientations from attached IMU (M) and 3-axis magnetometer
readings (H) from a mobile device as inputs, we employ Newton’s method (Equation (3.3)) to solve nonlinear Equation (3.2). Figure 3.3 illustrates the system ﬂow of
our technique:
1. Input orientations from IMU (M) and magnetometer readings from phone’s
magnetometer (H) to the system.
2. Apply space transformation to calculate orientation (M0 ) in the mobile space
(F mobile )
3. Apply Newton’s Method to solve nonlinear equations (Equation (3.2)). If it
fails to converge (e<10−7 ) within 15 iterations (i) or diverges (e>103 ) at any
time, returns to the beginning to process new input signals.
4. On successful computation, updates an initial value with a new root (x, y, z)
and apply transformation (Equation (3.4)) to the root (x, y, z) for deriving the
tip position (xt , yt , zt ).
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Our approach enables a faster computation since we conduct the numerical solving once with known orientations from IMU. Whereas [41] requires multiple iterations of solving equations for the exhaustive searching. In preliminary work, we
observe that the position tracking succeeds when the prototype operates within
160 mm × 160 mm × 200 mm volume around the mobile device. The limited sensing
range is due to the fact that the magnet strength is inversely proportional to the cubic
distance to the magnetometer. Newton’s method fails to converge occasionally due
to mismatched pair of inputs (IMU orientation & mobile’s magnetometer reading).
The mismatches are potentially caused by the low signal to noise ratio when the permanent magnet locates at the tracking range borderline. To compensate this issue,
we simply apply thresholding to pass valid sensor readings to the numerical solver.
With the mitigation, we do not observe computation failure during continuous motion
within the interaction volume.
In our work, we adopt a 9 degrees-of-freedom (DOF) IMU to disambiguate the
unknown orientations which enables real-time mobile 3D tracking using a single magnetometer. Thus, we achieve a stand-alone mobile input which performs in a real-time
and can be used with an unmodiﬁed mobile device. This approach distinguishes us
from related works [41, 44].

Figure 3.3. Tracking algorithm ﬁnds magnet’s position through numerical solver
and performs transformation to output the tip position. With known orientations,
exhaustive search is not required.
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3.2

Implementation
Figure 3.4 illustrates our prototype in detail. The diameter and the length of the

prototype are 10 mm and 170 mm respectively. The prototype can hold multiple
form factors to support embedded magnets of various orientation and size. While
the stylus form is assumed to oﬀer better comfort on and above device interaction,
the wand design is considered to provide better comfort for behind device interaction.
The conductive rubber is placed at the stylus tip to support conventional touch input.
In our demonstration, we use a cylinder-shaped, N42 grade, neodymium magnet with
3.2 mm × 11 mm in diameter and length respectively.

3.2.1

Hardware

For orientation, we use Sparkfun’s 9 DOF sensor stick which comprises of gyroscope (Invensense ITG-3200 ), magnetometer (Honeywell HMC5883L), and accelerometer (Analog Devices ADXL345 ). These sensors meet the technical requirement including sensing range and resolution. To avoid the magnetometer saturation,
we conﬁgure the sensor stick and the embedded magnet in distinct locations (>5 cm)

Figure 3.4. TMotion prototype and breakdown of its components. Permanent magnet
and 9-DOF IMU are embedded for 3D position tracking.
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Figure 3.5. Tracking accuracy is tested in three heights a) 10mm, b) 50mm, and
c) 100mm using TMotion. The grayscale indicates the Euclidean distance between
the ground truth and our tracking. Origin of the graph represents the center of the
magnetometer from mobile device’s side. The mean error is 4.55mm in the volume
that covers the 5.500 smartphone, 80mm (x-axis) × 120mm (y-axis) × 100mm (z-axis).

in our prototype. Furthermore, we adopt an one-time calibration including scaling
each axis value relative to the gravity (accelerometer), subtracting oﬀset reading (gyroscope) and soft+hard iron calibration (magnetometer) [108]. The initial calibration
process ensures the functionality of the IMU regardless of the embedded permanent
magnet. The microcontroller integrated with a Bluetooth 4.0 Low Energy (BLE)
module (ATmega32U4, Nordic nRF8001) captures and transmits analog readings
from sensors to the smartphone wirelessly. We use a 110 mAh battery which provides
6 hours of active operation with peak performance. For capacitive sensing, we inkjetprinted a sheet of electrodes using AgIC ink while processing capacitive proximity
through MPR121.
We formed a self-contained setup using LG Optimus G Pro smartphone (1.7 GHz
quad-core with 2GB RAM). We were unable to retrieve the location of the embedded
magnetometer from vendor’s manual, and that necessitates an additional magnetometer attachment on the mobile. Here, we added a single HMC5883L with a microcontroller at the back of the phone using On-The-Go cable. Evidently, given the accurate
sensor placement information of the mobile device, we need no such modiﬁcation.
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3.2.2

Software

The orientation of the prototype is computed using Direction Cosine Matrix algorithm for fast and stable performance during dynamic motion. The microcontroller
streams calculated Euler angles and capacitive touch sensor values (15 bytes in total)
through the BLE module (45∼50 Hz). With the streamed mobile’s magnetometer
data (75 Hz), we update the tip position from the latest computation. In our test
setup, each numerical computation takes between 1∼8 ms (3 ms in average), which
results in overall tracking rate of >30 Hz. In the example applications, we adopted
Kalman ﬁlter to smooth the raw data. For capacitive sensing, we set threshold value
to detect the tap gesture. The system requires an initial calibration to compensate
noises from the geomagnetic ﬁeld. We subtract average magnetometer readings before
the prototype gets into the interaction volume.

3.3

Tracking Accuracy Experiment
To ﬁnd out the tracking performance of TMotion, we have conducted three exper-

iments: tracking accuracy in diﬀerent 1) heights, 2) orientations, and 3) tracings. We
measured accuracy performance by comparing Euclidean distance between a physical ground truth and computed positions. We set a plastic shelf (160mm×160mm)
covered with a grid paper (20mm space in both x and y directions). We adjusted
the height of the shelf with a set of blocks to test the prototype in heights of
10, 50, and 100mm above the mobile device. We placed the prototype’s tip on each
grid intersection point with normal usage orientations (0∼60◦ ) and recorded 100 readings at each point. The overall testing volume was 160 mm (x-axis), 160 mm (y-axis),
and 10∼100 mm (z-axis) about the magnetometer’s center, with a total number of
24300 data points (100 readings × 81 intersections × 3 heights).
To further investigate the eﬀect of the diﬀerent orientations, we rotated the prototype around a set of ﬁxed points for (1) normal usage range (<60 ◦ ) and (2) steeper tilt
angles (60∼90 ◦ ). A total of 5000 data points were captured at ﬁve ﬁxed points [0,0],[-
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Figure 3.6. Visualization of the shape tracing at 50mm above the device.

50,-50],[-50,50],[50,-50],[50,50] with z=50mm. At last, we traced the printed shapes
on the testing jig which were assumed to be our ground truth. We repeatedly traced
each shape for 40 s and captured more than 1000 data points.

3.3.1

Results

Figure 3.5 illustrates the Euclidean distance between our readings and the ground
truth at each point. In a total volume with 160 mm(W)×160 mm(H)×100mm(D),
an average error is 6.27 mm (σ = 4.56 mm). The errors are mainly caused by the
environmental magnetic ﬁeld noises as the prototype moves away from the sensor
similar to previous works [34, 41]. If we narrow down to an interaction space of
80 mm(W)×120 mm(H)×100mm(D) which still encapsulates the 5.500 smartphone,
the error signiﬁcantly reduces to the 4.55mm (σ = 2.6 mm). It is also noticeable that
the tracking shows more errors near the center at z = 10 mm than at z = 50 mm. Such
inconsistency is caused by the saturated magnetometer readings when the magnet
approaches the center at z = 10 mm due to the strong magnet strength. For later
task evaluations and applications, we adopt a height range of 10∼100 mm as our
interaction space.
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Figure 3.7. Evaluation task setup: (a) given physical object for measurement, (b) participant measures length of the object (Task 1) and (c) Participant navigates along
z-axis for targeting task (Task 2).

We carried out experiments to test performance variations during diﬀerent orientations and dynamic tracings. For normal usage orientation (<60 ◦ ), the mean
error was µ = 5.66 mm (σ = 3.33mm). The steeper orientation (60∼90 ◦ ) showed
no signiﬁcant increase in the mean error (µ = 6.13 mm, σ = 3.05 mm). Thus, our
tracking technique performs uniformly regardless of tilt angles. For tracing, we came
up with a visual inspection of traced data points to conﬁrm the dynamic performance
of our tracking. As shown in Figure 3.6, the tracking performance does not degrade
signiﬁcantly comparing with previous results. The tracing results still form a shape
similar to the ground truth and the z-direction tracking deviates within ±1.5 mm.

3.4

Task Evaluations
For further veriﬁcation of using TMotion as an embedded 3D mobile input, we

conducted two task evaluations with the same test set-up from previous experiments.
We carried out evaluation tasks to investigate the applicability and design guidelines
for such 3D input. We recruited 14 participants (13 males, 1 female) with a mean age
of 28. All participants had previous experience with smartphones over 3 years and
one of them was left-handed. Participants were seated at the table throughout the
study due to the duration of the evaluation. Users performed following tasks with
TMotion.
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3.4.1

Task1: Tracking accuracy during physical measurement

In Task 1, we evaluated the tracking accuracy when users interact with the physical object above the device. We conducted the task in a physical measurement scenario and that allows us to quantitatively analyze the performance of using TMotion.
Participants were asked to perform length measurement on a provided object (Figure 3.7a) constructed with four skewed overhangs of diﬀerent lengths (30 mm and
50 mm) and orientations (20 ◦ , 35 ◦ , 50 ◦ , and 75 ◦ ). Participants were allowed to freely
pose the object within the designated interaction space (80 mm(W) × 120 mm(H)
× 100 mm(D)) above the screen. Using capacitive sensing on the stylus body, users selected the start and end points along the overhang to complete one measurement (Figure 3.7b). Each measurement was repeated 5 times for a total of 40 trials for each
user.
Table 3.1 shows average errors of measuring the given object using TMotion. The
mean error for 50mm measurement is 1.67mm and 30mm measurement is 1.54mm.
The error slightly increases for longer and steeper blocks due to the performance
degradation at greater distance. Mean errors from participants show better accuracy than that of our tracking accuracy experiment (u = 4.55mm). This is mainly
due to the fact that participant’s natural habit to hold an object near the mobile
device (0∼50mm). Furthermore, this observation veriﬁes the consistency of tracking
performance while interacting with physical objects. We also want to highlight that
users showed favors in the easiness of performing the spatial-tangible measurement
in their feedbacks. All participants required less than 1 minute of training before the
test.

3.4.2

Task2: Targeting accuracy above mobile device

In Task 2, we evaluated the participant’s targeting controllability above the mobile device space with TMotion. The pointing task using ﬁnger and stylus showed
similar performances in 2D scenario [109]. With regard to 3D interactions, recent
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Table 3.1. Errors in measurements of using TMotion by users (in mm).

work investigated on design guidance for ﬁnger input in mid-air space above the device [110]. From human ergonomic perspective, the result shows that 20 mm is a
minimum layer thickness necessary for targeting in the mid-air. Comparatively, our
evaluation aims to verify whether the targeting performance using TMotion (stylus
form) is similar to [110].
Participants were asked to navigate with the prototype above the device vertically
regardless of horizontal direction and control given UI displaying user’s cursor position
as texts (Figure 3.7c). We asked users to select the randomly called layers with their
elbows resting on the table. The qualifying criteria was to reach the called layer and
stay reliably in it for 2 seconds. We set a height limit as 100mm above the screen and
tested with 6 diﬀerent layer thicknesses (50, 25, 20, 10, 5, and 2mm). Participants
performed 20 trials on all 6 layer conﬁgurations. Additionally, we selected 20mm and
5mm as two representatives to perform elaborated studies (additional 80 trials for
each).
As shown in Figure 3.8 (Left), the users achieve accuracy in excess of 98% with
layer thickness of 20 mm or greater. However, the accuracy drops with smaller layer
thicknesses (<20mm) which is consistent with aforementioned ﬁnger point study [110].
Figure 3.8 (Right) shows the selection accuracy at diﬀerent heights with 20mm and
5mm layer thickness. For the layers of 20 mm thickness, the accuracy drops smoothly
with increasing targeting height while maintaining overall 98% accuracy. This is due
to the degradation of system performance with larger distance from the magnetometer. With a 5 mm layer thickness, however, we observe random pattern in accuracy
drop. This is supported by comments from users where they report ergonomic issues
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like fatigues for precise control. In this task, it does not meet the perspective of Fitts’
law since the system does not provide a uniform performance along diﬀerent heights.
With this result, we validate TMotion can serve as an alternative for ﬁnger input in
above-device mid-air interaction space. Furthermore, this rationalizes employing the
embodied mid-air input with TMotion as a promising discrete interaction metaphor.

3.5

Example Applications
To demonstrate the usage scenarios of our technique in around device interactions,

we develop four applications. Enabled by the occlusion free 3D position tracking
with TMotion, we are capable of expanding the interaction space to both above
and behind device. On the other hand, TMotion delivers a wide range of interaction
types such as hovering, tracing, and pointing. We categorize the provided interactions
into continuous spatial tracking and discrete spatial zoning. We consider the spatial
tracking as a continuous relationship tailored to the user intents expressed by natural
motions. We characterize the spatial zoning as a dissection of physical volume around
the mobile device or the real object into several zones to embed discrete information.
In above device interaction space, we demonstrate the spatial tracking feature
with an example that associates user movement with the measurement of object’s

Figure 3.8. Left: Targeting accuracy with diﬀerent layer thickness. Right: Targeting
accuracy of 20 mm and 5 mm layer thickness at diﬀerent heights above the mobile
device.
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Figure 3.9. 3D position tracking guided by tap gesture enables physical measurements
of length (Left) and angle (Right) above the device.

dimensions. The multi-level menu interface shows how we use above device spatial
zones to embed discrete information. For behind device, we leverage the back camera
on the smartphone, and construct applications in AR environment. Through this
set up, we show direct manipulation and registration of digital contents within the
augmented scene using continuous and discrete interactions respectively.

3.5.1

Above Device Interaction

Spatial tangible measurements With a spatial tracking above the device, application designers are encouraged to utilize the mid-air interaction space. As described in SPATA [111], the measurement is one of a key element for fabrication-aware
context, especially for designers. Here, we develop an application which measures dimensions of real objects. First, users take picture of the target object. Then, users
pre-annotate the measurements that will be taken. Subsequently, users place the
stylus tip on the interesting points and tap pen body to complete the measurements.
For length and angle measurements, 2-points and 3-points selection are required respectively. Upon completing the physical measurement, results will be displayed on
the pre-selected annotation label (Figure 3.9). This illustrates TMotion’s capability
to achieve the user-guided spatial tracking above the device.
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Figure 3.10. TMotion enables a mid-air multi-level menu control oﬀering (A) hovering
around the device to open option lists and (B) depth control and tapping for option
selection (C) in a drawing application.

Multi-level menu interface Previously, single menu control using around device
interaction has been demonstrated based on 2D tracking [36, 44]. Using 3D position
information oﬀered by TMotion, we implement richer interactions through 3D spatial
zones formed around the mobile device. We constructed a drawing application embedded with a mid-air controlled multi-level menu interface. While hovering around
the displayed icons, user pops up a ﬁrst-level menu. Then, the user moves along the
z-axis to hover the option list and taps to conﬁrm selection. This showcases richer
interactions using discrete spatial zones around the mobile device.

3.5.2

Behind Device Interaction

In our AR applications, we use VuforiaTM SDK for tracking in physical environment. In both demos, pre-built LEGO blocks are used as world frame reference. The
natural feature points of the LEGO blocks are ﬁrst captured and stored for object
tracking and recognition purpose. Furthermore, we align the physical pen tip with
corresponding virtual contents within an augmented scene.
In-situ building blocks The early tangible AR manipluation which is based on
monocular vision tracking suﬀers from occlusion and bulky size of the marker [112].
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Figure 3.11. TMotion is aligned with virtual model in the augmented scene (Left).
The system enables manipulating virtual blocks with respect to the physical object (Right).

Figure 3.12. TMotion interacts with the spatially embedded digital contents around
the real objects such as discovering hidden virtual character (Left) and playing sounds
for diﬀerent characters (Right).

On the other hand, TMotion enables a low proﬁle 3D input device in mobile AR
application by providing full 3D tracking capability. Here, we apply TMotion to
manipulate the virtual contents directly. Users place and drop virtual models onto the
existing LEGO construction within the augmented scene. The virtual creations are
superimposed onto the designated locations. Then, users conduct visual inspections
from diﬀerent points of view by moving the mobile device. This example showcases
the use of continuous interactions behind the device.

33
Digital contents overlay The mobile AR setup also suﬀers from the limited alternatives to interact with the physical environment. Vuforia SDK provides a virtual
button solution which is triggered by blocking the line-of-sight view. Such solution
requires users to block the printed buttons on a marker sheet to trigger them. However, 3D tracking using TMotion allows us utilizing the discrete spatial zoning feature.
We successfully embed the virtual contents including sounds and virtual characters
into the dissected space around the physical LEGO blocks. To access the contents,
user can hover or tap in the speciﬁc regions in the physical world. This demonstrates
TMotion’s capability of providing discrete interactions behind the device.

3.6

Discussion
In this work, we show that TMotion achieves a real-time 3D position tracking

with a deeper understanding of user intents in 3D mobile space. Our work represents
human’s natural motion with physical input device as an embedded 3D interaction.
Demonstrated applications show a potential to oﬀer new interaction metaphors which
cannot be provided by previous 2D tracking or gesture based discrete inputs. Here,
we discuss design implications, limitations and future work.
Coarse Interaction Strata for Discrete Input We observe that the performance of targeting in the mid-air using a physical input device becomes worse under
20mm layer thickness. Multiple factors other than the system performance comes
into play such as fatigue from the users during the mid-air interaction. This implies
that even if the system supports better accuracy, the users still have limited discrete
controllability above the device. Aligned with previous study [110], our ﬁnding also
suggests to use coarse interaction strata for above device interaction with 3D mobile
input to provide an acceptable discrete input controllability.
3D Mobile Input as Spatial Tangible Interaction For spatial tangible interaction, the tracking accuracy during physical interaction decides the overall performance. From our task evaluation with users, we noticed that the tracking accuracy
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with the physical object improved from experimental results due to the user’s tendency of interacting near the mobile device. We presume users prefer the near-surface
interaction in order to maintain the visibility of the mobile screen. This implies that
the 3D mobile input oﬀered by TMotion has a potential to provide spatial inputs for
tangible interaction.
Real-time Registration in Augmented Scene Registration of the virtual
contents to the physical input device in the augmented scene is particularly important
to seamlessly connect virtual and physical worlds. In this work, we successfully
register the virtual and the physical pen tips by translating the tracked pen tip from
the magnetometer’s frame to camera frame and scaling the interaction volume to ﬁt
into the video scene.
Furthermore, we use the camera’s pose estimation to superimpose the virtual
contents to the physical environment. Through examples, we successfully showcase
using the physical 3D input device freely manipulates virtual contents in AR environment. This implies that TMotion could potentially serve as an interaction medium
to support upcoming mobile AR interface.
Future work will include further expansion of applications into both AR and VR
ﬁelds. We are in process of enhancing the prototype to be compatible with diﬀerent
size of mobile devices including tablet and smartwatch. Extensive user studies with
real applications using proposed technique are also within our interest. These works
will explore how users perform and perceive 3D mobile input for upcoming interfaces.

3.7

Concluding Remarks
In this chapter, we present TMotion, an embedded 3D mobile input using magnetic

sensing technique. With the known orientations from 9DOF-IMU, we explicitly solve
the position of the embedded magnet through numerical solver. In our experiments,
we have shown that TMotion achieves a real-time and accurate 3D tracking with an
existing mobile device. We also verify that TMotion maintains tracking and targeting
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accuracy with real users. Example applications showcase the continuous/discrete
interactions in expanded spaces. As 3D mobile interfaces develop, the needs for better
method to handle and exploit richer user inputs also increase. We demonstrate that
TMotion potentially fulﬁlls these requirements by presenting a real-time 3D mobile
input.
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4. TRING: INSTANT AND CUSTOMIZABLE INTERACTIONS WITH
OBJECTS USING AN EMBEDDED MAGNET AND A FINGER-WORN DEVICE
The rise of the Do-It-Yourself (DIY) and maker movements [113] has resulted in
widespread use of additive manufacturing. In addition, the scaled up manufacturing
of low cost embedded electronic hardware (microcontroller and sensors) has enabled
rapid prototyping of interactive objects [114]. Recent approaches have focused on minimizing the post-processing stage for embedding interactive elements through novel
sensing techniques [59] or printing methods [56]. A multi-material 3D electronics
printer [115] is also in the process of commercialization. Utilizing these approaches,
users can save time and money when making interactive objects. Moreover, these approaches support a growing number of novice “makers” who possess little background
knowledge in dealing with electronic components and sensors.
Researchers also utilize the aﬀordance and the availability of everyday objects to
perform interactions [66, 68]. By utilizing everyday objects, users can lessen their
dependence on dedicated input devices such that the object itself becomes the interface and the controller. Due to the nature of the existing physical structure of
objects, previous works have adopted depth cameras, sensors, or tags to formulate
interactions. These works demonstrate a natural way to bridge the gap between the
physical environment and cyberspace as proposed in Tangible Bits [116].
However, existing methods of making objects interactive still require users to postassemble basic electronic components including batteries, wires, and ICs on the object
side [117]. Moreover, conventional approaches require battery management for each
interactive object for the duration of use. In terms of sensing techniques, interactions
with objects still rely on computer vision, for which users need to install a camera
and attach visible tags to the object. These limitations increase manufacturing costs
and reduce the ﬂexibility of the interface customization for many users.
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Figure 4.1. TRing is (A) a ﬁnger-worn device with a magnetic sensing technique to
track the ﬁngertip around a permanent magnet. (B) By embedding a magnet in the
object, (C) we bring interactivity to objects without placing electronic components
or hardware in the object.

Recent magnetic sensing techniques have provided various input metaphors, from
proximity sensing to position tracking. Previous works focused on using permanent magnets with magnetometers. However, these works embedded magnets in the
tracked parts, such as a ﬁnger or stylus. Previously, putting a magnetometer in a
tracked body was not feasible since high magnetic ﬂux from a magnet distorted the
geomagnetic ﬁeld. This led to the inability of inertial measurement units (IMUs) to
provide orientation estimation near the permanent magnet. In this work, we adopt
a particle ﬁlter to obtain robust orientation estimation regardless of magnetic distortion. With our approach, we track the 3D position of the ﬁngertip relative to the
magnet. This allows us to make objects interactive by embedding magnets instead of
installing electronic components.
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In this chapter, we present TRing, which is an instant and customizable input
based on magnetic sensing through a ﬁnger-worn device. Our work supports both
fabricated and everyday objects as interaction mediums. Through our approach, users
can instantly build and control interactive objects by simply inserting or attaching a
magnet. Our contributions are as follows:
• A novel sensing technique providing real-time 3D position tracking around embedded magnets using a 9-axis IMU;
• A magnet placement algorithm that guides the magnet location based on a
user’s interface customization;
• A new approach to bring interactivity to objects using a ﬁnger-worn device that
senses embedded magnets;
• Example applications demonstrating instant and customizable interactions with
objects.

4.1

Design Rationale
We consider several design factors. This helps us in formulating our design pa-

rameters to implement instant and customizable interactions with the target object.
Placement of the sensor Our approach requires sensor modules attached to the
tracked part. We choose the index ﬁnger since it is most commonly used in surface
computing control [118]. To use our approach, we need to keep the sensor module
close to the interacting surface due to the limited tracking volume. Moreover, we need
to limit the variations of the ﬁnger posture to achieve accurate ﬁngertip tracking. We
select the middle phalanx to satisfy these constraints while preserving the sense of
touch in the ﬁngertip.
Commitment Method To complete the interaction with the position tracking,
a commitment action similar to a mouse-click is required. In a previous work [119],
a physical tap was detected using 3-axis acceleration as the commitment method.
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Aligned with this approach, we also used the 3-axis accelerometer values to detect
several motions including a physical tap, double-tap, and ﬁnger lift. This permits the
use of ﬁnger motions in common with existing touch interfaces, such as touching a
button to activate and lifting a ﬁnger to complete an adjustment of a slider or knob.
Magnet Selection A stronger magnetic dipole moment increases both the upperlimit and the saturation volume around the magnet. Here, sensor saturation prevents
us from interacting very closely to the embedded magnet. Therefore, we need to
choose the magnet size carefully to maximize the tracking volume while minimizing
the saturation volume. To determine the proper magnet size, we measured the lowerlimit and upper-limit of the magnetic sensing distance of diﬀerent sizes. Based on our
preliminary experiment, we chose a neodymium magnet (N42 grade) with a 5 mm
diameter and 11.5 mm length. Using the magnet, we conﬁrmed that no saturation
occurs at >15 mm distance. Our system is capable of sensing a magnet at a 1500 mm
range. With this small physical size, we can embed the magnet in most handheld
objects seamlessly.
Object Identiﬁcation To interact with a number of objects, the system should
recognize diﬀerent objects. Recent works have employed RFID technology for object
identiﬁcation [120], but this requires an attachment of an additional tag. To avoid
using components other than the magnet, we focus on formulating object recognition
through a simple gesture. Previous user-deﬁned gesture sets for surface computing
suggested a one-ﬁnger double-tap gesture as a candidate for an ‘Open’ task [121]. We
employ this gesture since the procedure for selecting an object is similar to that of
an ‘Open’ task. We use double-tapped locations to identify the object ID. Moreover,
we can merge a calibration process into the same gesture to retrieve both the object’s
ID as well as the initial orientation.
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Figure 4.2. (A) We use a magnetic dip angle to detect magnetic distortion caused by
the magnet. (B) Under magnetic distortion, we use a particle ﬁlter for orientation
estimation. (C) By solving the magnetism equation with the estimated orientation,
we achieve 3D ﬁngertip tracking.

4.2

Sensing Technique Principle
Previous 2D and 3D position tracking methods using magnetic sensing have been

explored using multiple magnetometers [41], hall sensor array [22], or a 9-axis inertial measurement unit (IMU) [122]. However, these works require placing a magnetic
source within the tracking body and a sensor installation in the reference object or
platform. To this extent, all electronic hardware components should reside within
the target object to support position tracking. The diﬃculty of embedding a magnet
in the reference body remains twofold: 1) estimating the absolute orientation around
the permanent magnet in spite of magnetic distortion and 2) recognizing the magnet’s initial orientation. We explain how we overcome these bottlenecks through our
tracking mechanism (Figure 4.2).

4.2.1

Orientation Estimation

A gradient descent algorithm provides a robust absolute orientation estimation
using a 9-axis IMU [42]. However, this does not compensate for sudden changes in
the magnetic ﬁeld due to the slow responsiveness [43]. To provide robust orientation estimations under high magnetic distortion, a previous work [43] employed a
particle ﬁlter [123,124] along with a fast magnetic distortion detection based on mag-
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netic dip angle. Outside of the high distortion region, we still adopt the gradient
descent method because this method is computationally inexpensive in compensating
for minor environmental distortions. As in previous works, we employ a sequential
importance resampling/particle ﬁlter (SIR-PF) for orientation estimation under high
magnetic distortion conditions. Thus, we maintain an accurate orientation both close
to and far from the permanent magnet. The magnetic dip angle(θdip ) is the angle
between the lines of ﬂux of the Earth’s magnetic ﬁeld and the surface of the Earth.
~)
θdip = (pi/2) − arccos(~g · m

(4.1)

The dip angle reacts faster than the magnetic strength under magnetic distortion
which is ideal for magnetic distortion detection. We compute θdip with readings from
the accelerometer and magnetometer using Equation (4.1). In our approach, we also
include the rate of magnetic dip angle change (θ̇dip ) and the rate of magnetic strength
change (mag)
˙
for magnetic distortion detection. These parameters ensure that the
distortion detection reacts against fast motions during ﬁnger interactions, the larger
magnetic ﬂux from the magnet, and the bigger sensor noises from constant motions.
Figure 4.3 illustrates the overall system ﬂow of our proposed orientation estimation
method:
1. Input accelerometer and magnetometer readings to calculate the magnetic dip
angle using Equation (4.1).
2. Detect magnetic distortion based on the following parameters: magnetic dip angle (θdip ), threshold (θmin , θmax ), rate of magnetic dip angle change (θ̇dip ), mag˙
netic strength threshold (maginit ), and rate of magnetic strength change (mag).
3. Perform orientation estimation using the gradient descent method [42] if no
severe magnetic distortion exists.
4. Under magnetic distortion, use particle ﬁltering for orientation estimation [43]
with full weight on the gyroscope readings.
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Figure 4.3. Orientation estimation system ﬂow. Based on magnetic distortion status,
we choose between the gradient descent algorithm and the particle ﬁlter for orientation
computation.

5. Apply 0.5∼1 seconds delay before transitioning from the particle ﬁlter to the
gradient descent method. This helps reduce erroneous transitions back to the
gradient descent method in regions of magnetic distortion.
6. Obtain Euler angles from the computed quaternions.
In the SIR-PF, we choose quaternions to represent the orientation. Here, q̂i− and
q̂i+ represent prior and posterior estimated state at a time instant i, respectively.
Then, we use the angular velocity (ωi ) from a gyroscope as input to the state space
transition based on the quaternion rate (q̇) as shown in Equation (4.2) and Equation (4.3).
⎡

0

⎤

1
⎦
q̇i = q̂i+ ⎣
2
ωi

where,

ωi = [ωix ωiy ωiz ]

−
q̂i+1
= q̂i+ + q̇i Δt

(4.2)
(4.3)

The SIR-PF performs importance sampling and resampling recursively as following:
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1. Initialization: Generate particles qij ∼ pqi , i = 0, j = 1, . . . , N . qij is the j th
particle at time instant i. In our case, we choose pqi as a uniform distribution
centered at qi . Further, we set the initial weights Wij− equally (N −1 ).
2. Updating Weights: We update the weights using the likelihood. We ﬁrst convert quaternion particles to direction cosine matrices (DCM) as shown in Equation (4.4). Then, the columns of diﬀerence between the direction cosine maj
trices (DCMdif
f ) is used to calculate the axes of an ellipsoid. The ellipsoid

volume is used for likelihood (Lj ) computation (Equation( 4.5)). Next, we
update the posterior weight (Wij+ ) based on the prior weight (Wij− ), the likelihood (Lj ), the transition probability (p(qij |qij−1 )) and the importance denj
, ωi )) (Equation (4.6)). We choose one of the standard SIR-PF
sity (π(qij |qi−1
j
j
varieties, where π(qij |qi−1
, ωi ) = p(qij |qi−1
) [125].

j
DCMdif
f = DCMqi − DCMq j

(4.4)

1
Δrx Δry Δrz

(4.5)

i

Lj := p(ωi |qij ) ∝
Wij+

=

j
Wij− Lj p(qij |qi−1
)
j
π(qij |qi−1
, ωi )

= Wij− Lj

(4.6)

3. State Estimation: The ﬁnal estimated state q̂i+ at time i is calculated as the
weighted sum of the particles (Equation( 4.7)).

q̂i+ =

N
X

Wij+ qij

(4.7)

j=0

4. Resampling: Take N samples which are drawn from the set {qij }j=1,N where
the probability to take sample j is the updated weight Wij+ . Then, reset the
j−
= N −1 for the next step.
weights as Wi+1

5. Prediction and Updating Particles: To update each particle, we perform angular
velocity sampling (a normal distribution with current gyroscope reading, ωi , as
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the mean value, and the ﬂoor noise of the gyroscope as the standard deviation,
σω ). In Equation (4.8), the function F takes an angular velocity ωij to update
the particles.
j
= F(q̂i+ , N {ωi , σω })
qi+1

(4.8)

6. Let i := i + 1 and iterate to item 2.
We apply full weights on the gyroscope readings whereas a previous work [43]
employed partial weights on both magnetometer and gyroscope readings. By excluding the erroneous values from the magnetometer under distortion, our approach
deals better with the higher magnetic ﬂux (from a magnet) than that of previous
works (ferromagnetic materials).

4.2.2

Position Tracking

From magnetism theory, the 3D position of the permanent magnet can be solved
using the following equation:


K 3r(m · r)
M
H(r) = 3
− m , r = |r|, K =
2
r
4π
r

(4.9)

H refers to the magnetic ﬁeld vectors in the global frame, M denotes the magnetic
moment, m is the directional vector of the magnet, and r is the magnet’s location
vector relative to the sensor. With known m, M , and H, r can be solved up to a sign
ambiguity as follows:
Similar to TMotion [122], we ﬁrst take the estimated orientations of r and 3-axis
magnetometer readings (H). Then, we carry out a numerical approach to solve the
nonlinear Equation (4.9). Last, we remove the bias of the magnet orientation by
ﬁxating the magnet’s orientation. Here, without loss of generality, we simply choose
to use (0,0,1) as the directional unit vector, which means the north pole should face
upward when it is installed on the reference object.
Solving Equation (4.9) with the above parameters leads to two possible solutions.
We clear up this ambiguity by applying a half-plane restriction. Lastly, the computed
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Figure 4.4. Estimated orientation is used to solve nonlinear magnetic equations.
Magnetic direction vector (M) from the prototype is transformed to the object’s
frame (M’) to provide relative position tracking.

magnet position enables the system to track the 3D position of the ﬁngertip relative
to the magnet in the object frame (Equation (4.10)).
⎡
⎤ ⎡ ⎤
x
x
⎢ t ⎥ ⎢ ⎥
⎥ ⎢ ⎥
⎢
Object Global IM U
⎢ yt ⎥ = ⎢ y ⎥ + RGlobal RIM
U TF ingertip
⎦ ⎣ ⎦
⎣
zt
z

(4.10)

To track the ﬁngertip with respect to the magnet, we transform the directional
unit vector from the IMU frame (F IM U ) to the object frame (F Object ) as shown in
Figure 4.4. We further keep F Object aligned with the local frame of the magnet.
This allows us to maintain the input interface regardless of the object orientation.
Moreover, we implement a simple gesture-based one-time calibration process which
is explained in the Software section.
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Algorithm 1: Progressive Magnet Placement
Input: S is the input triangular mesh model; Ii s is a set of user deﬁned
interface elements
Output: PMj s are a set of magnets associated with all interface elements
Function ResultM agnetSet = FindMagnetPosition(S, Ii s)
M agnetP ositionSet ← ∅;
Interf aceSet ← all Ii s;
candidateSet ← ∅;
InitialU nif ormM eshResampling();
candidateSet ← V ertexClassif ication(S, Interf aceSet);
SortV ertices(candidateSet);
while Interf aceSet 6= ∅ do
foreach candidate position PMj ∈ candidateSet do
error = checkError(PMj , Interf aceSet);
if error < δ then
M agnetP ositionSet+ = PMj ;
UpdateInterfaceSet(InterfaceSet);
return MagnetPositionSet;

4.3

Magnet Placement
In accordance with the tracking solution, we develop a magnet placement algo-

rithm that computes the magnet installation location based on a user’s interface
customization. A key challenge is to ﬁnd a location in which to place the embedded magnet such that all interface elements work. An algorithm for automatically
determining the location of the magnets is explained and demonstrated using a proofof-concept toolkit that supports 3D printed parts. To instrument pre-existing objects
with our system, the magnet must be placed manually, but we can still compute the
location if a 3D model is given.

4.3.1

Magnet Placement Formulation

Given a 3D triangular mesh model S and a set of n interface elements (Ii ), the
number (N ) and locations (PMj ) of magnets need to be determined. Each interface
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element Ii is enabled by one magnet Mj , but multiple elements can be covered using
the same magnet. Here, we describe the requirements for determining the magnet
location and the corresponding objective function with constraints.
Number of Magnets To simplify the fabrication and assembly, the number of
magnets N should be minimized.
Distance Deviation For each magnet Mj and its associated interfaces Ii s, we deﬁne a function EMj which is the mean squared error function to measure the variation
of distances between each interface element and magnet Mj .
Magnet Range Constraint From the viewpoint of magnet tracking, the distance
di,j between the interface Ii and its corresponding magnet Mj should satisfy the
constraints deﬁned in Equation (4.11). Here, dmin and dmax are the minimum and
maximum magnet sensing ranges respectively.
By combining all objective functions and constraints together, a constrained optimization can be formulated as
argmin[N,PM1 ,PM2 ,...,PMN ]

N
X

EMj

j=1

(4.11)

s.t. dmin < di,j < dmax , i = 1, 2, ..., n, j = 1, 2, ...N.
Directly solving Equation (4.11) could be challenging, as both the number and position of the magnets are unknown. Instead, we propose an algorithm to solve this
issue by progressively adding magnets.

4.3.2

Progressive Magnet Placement Algorithm

The progressive magnet placement algorithm is shown in Algorithm A1. The input
3D model is represented by a triangular mesh model S = (V, E, F). We choose to place
the candidate magnets on the vertices for simplicity. Because the input mesh may
have a highly non-uniform distribution of vertices, we conduct a uniform resampling
on the mesh model. Then, we set up a candidate vertices set Vc = {vi |∃j, s.t. dmin <
di,j < dmax }. For the magnet position computation, we only consider vertices ∈ Vc .
Next, we sort all candidate vertices in descending order according to the number of
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Figure 4.5. (A) Proof-of-concept toolkit where (B) user customizes interface. (C) The
algorithm seeks for a magnet installation location and generates a magnet holder
embedded 3D model. (D) With the 3D printed model, (E) user only needs to insert
the magnet during the post-print assembly.

satisﬁed constraints. Subsequently, we start a loop to check each candidate vertex in
this order and calculate the mean squared errors of the distance between this vertex
and all the related interface elements. Once the mean squared error is below the preset
threshold, δ, the position of this vertex is selected as a dedicated magnet position.
Furthermore, a preset enclosure for housing the magnet is added onto the 3D model
and oriented to the designated direction (north pole upward) automatically.
Afterwards, we iteratively check all interface elements to add magnets associated with them by repeating the aforementioned procedure. Based on the associated
magnet position, the local coordinates of each interface element are computed. We
transfer this information to a mobile device and map the function to each interface
element.

4.3.3

Proof-of-Concept Toolkit

As shown in Figure 4.5, we implement a proof-of-concept design toolkit. Users
can customize diﬀerent interface elements using a drag-and-drop approach. In the
toolkit, we provide interface elements for a music player including a rotary knob, a
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linear slider, and buttons. We map each element to speciﬁc music player functions of
the mobile device, such as volume control.

4.4

Implementation
Figure 4.6 illustrates our prototype in detail. The overall prototype’s dimensions

are 35(W)×22(D)×25(H) mm. We consider the current dimensions as an upper limit:
custom circuitry could be manufactured to be much smaller than the oﬀ-the-shelf
modules we used in this prototype. We place the IMU at the center of the ring body
and align it based on the given sensor axis. To provide a secure magnet attachment to
an existing object, we provide a magnet holder (15(W)×15(D)×10(H) mm). Along
with the holder, we use a cylinder-shaped, N42 grade, neodymium magnet with 5 mm
in diameter and 11.5 mm in length.

4.4.1

Hardware

For our 9-axis IMU, we choose MPU-9250 due to its high magnetic sensing range
and resolution (±4800 µT, 0.15 µT\bit). It also provides an accelerometer, gyroscope, and magnetometer in a small form factor (15 × 15 mm). A Bluetooth 4.0 Low
Energy (BLE) module (Nordic nRF51822 SoC) integrated microcontroller captures
and transmits readings from sensors to the smartphone wirelessly. Each MPU-9250
requires a one-time soft+hard iron calibration for the magnetometer [108]. The accelerometer and the gyroscope are calibrated automatically in every power-up. We
use a 110 mAh lithium polymer battery, which provides 6 hours of active operation
with peak transmitting performance. We test and implement the prototype with two
mobile devices: LG Optimus G Pro (1.7GHz quad-core, 2GB RAM) and Galaxy Tab
10.1 (1.9GHz quad-core, 3GB RAM). This ensures that our approach does not require extra hardware for the tracking computation and it can be used in ubiquitous
settings.
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Figure 4.6. TRing (A) prototype and (B) its components. 9-DOF IMU is used to
provide 3D tracking around the permanent magnet. (C) A magnet holder is provided
for easy attachment to existing objects.

4.4.2

Software

In our prototype, the orientation is computed on a mobile device using mixed gradient descent and particle ﬁlter methods. The microcontroller streams nine channels
of raw sensor values including 3-axis accelerations, angular velocities, and magnetic
ﬁeld readings. For tap and double-tap detection, we adopt the built-in algorithm
from MPU-9250, which detects motion based on the accelerometer readings, dead
time, and tap counts. A total of 19 bytes of data are streamed through the BLE
module at a frequency of 45∼50 Hz. The orientation estimation takes an average
of <10 ms whereas the particle ﬁlter mode takes slightly longer (∼5 ms). The total
computation takes <20 ms on average, which results in an overall tracking rate of
>30 Hz.
To compensate for geomagnetic ﬁeld noises and to set the proper dip angle thresholds, we require a 2 second calibration. Here, we subtract the average magnetometer
readings collected in a clean environment. To initiate interaction through TRing, the
user performs a double-tap on the designated location. Upon performing the doubletap, the system acquires the object’s orientation angles and the position of the tapped
spot. Thus, we set the reference orientation and recognize the object through one
double-tap action.
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Figure 4.7. Heading estimation using gradient descent (Left) and gradient descent+particle ﬁlter (Right) during intermittent magnetic distortions.

4.5

Technical Evaluation
To fully understand the performance of our system, we devised our evaluation to

investigate all attributes that aﬀect system performance. In particular, we evaluated
the accuracy of the orientation estimation, 3D position tracking, absolute targeting,
and position tracking algorithms with diﬀerent dwell time and speed. We used a
Galaxy Tab 10.1 for all experiments.

4.5.1

Experiment I: Orientation Estimation

We compared the angle diﬀerence between ground truth and the estimated values. We employed a rotating platform with a range of ±90◦ and a high angular
velocity (>15 deg/s). We chose this range and speed to simulate plausible ﬁnger
motion [126]. And we introduced magnetic distortion by intermittently placing the
magnet near the prototype by hand. Figure 4.7 illustrates the performance of the
heading estimation under magnetic distortion. The gradient descent method showed
high overall errors whenever magnetic distortion was introduced. On the other hand,
the mixed method which combined gradient descent and particle ﬁltering showed
robust estimation throughout all sessions. Overall, the gradient descent approach
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worked well in a clean environment (RMS: 4.5◦ , Max: 10◦ ), but performed poorly
with high magnetic ﬂux (RMS: 40◦ , Max: 100◦ ). Using our approach, we achieved a
comparable orientation estimation (RMS: 6◦ , Max: 15◦ ) even under magnetic distortion.

4.5.2

Experiment II: 3D Position Tracking

For 3D position tracking measurement, we obtained ground truth using OptiTrack
V120:DuoTM . This device utilizes multiple cameras to capture the sub-millimeter
movement of markers sampled at 120 Hz. We attached four markers on the testing
platform to set up the reference plane and a single marker on the IMU’s center. The
magnet was aﬃxed to the center of the reference plane. We attached the IMU to a
plastic stick and moved it randomly in a 3D volume of ±80 mm (x-axis), ±80 mm (yaxis), and 20∼100 mm (z-axis). We used a minimum height of 20 mm in order to
avoid magnetic saturation.
We limited each set of motions to be less than 30∼40 seconds to remove bias
from the particle ﬁlter performance. The ground truth data was saved on the desktop and the computed data was saved on a tablet. Both data sets were synchronized using a global time frame for oﬀ-line analysis. We collected a total of 30,213
data points. In the total volume of 2,048,000 mm3 , the average Euclidean error was
15.61 mm (σ=9.05). There were two factors contributing to the high overall error:
First was the outer region inaccuracy due to an increase in environmental magnetic
ﬁeld noises as the magnetometer moved away from the permanent magnet, as observed in previous works [41, 122]. Another factor was an orientation error caused by
fast re-entry into the magnetic distortion region during the algorithm transition.
Considering only the data in the range of ±60 mm (x,y-axis) and 20∼60 mm (zaxis) with successful orientation estimation sessions (>95% of total data points), the
overall error is only 8.6mm (σ=2.98). The mean error in the x-axis and y-axis were
4.44 mm (σ=3.12) and 4.38 mm (σ=3.04), respectively. This is suﬃcient to provide
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Figure 4.8. Tracking accuracy at (A,B) two diﬀerent height ranges and (C) targeting accuracy are shown in mm. The color bar indicates the Euclidean distance between ground truth and our tracking. The magnet is located at the center (0,0).
The mean tracking error is 8.6 mm in the area covering the conventional trackpad (120mm×120mm) with successful orientation estimation. In the same area, the
mean targeting error is 4.96 mm.

commonly-used touch interactions on planar surfaces. From the analysis, we noticed
that the relative position tracking performed much better than the absolute tracking.
By only comparing the deltas between data points, we observed errors lower than
3 mm in both the x-axis and y-axis. This implies that our prototype is also suited to
ﬁne cursor control.

4.5.3

Experiment III: Targeting Accuracy & Tracking Parameters

In order to evaluate the targeting accuracy and tracking with diﬀerent parameters,
ground truth was captured by tablet touch screen with virtual grids (10 mm spacing). This provided accurate ground truth data without occlusion. We attached a
permanent magnet on the center of the tablet’s backside and mounted our prototype
on a 3D-printed ﬁxture with a conductive tip. Before the evaluation, we conﬁrmed
that the magnetic ﬁeld noise created by the tablet was minimal by comparing magnetometer readings with/without the tablet (>5000 data points). In order to measure
the initial targeting accuracy, we collected data at each grid intersection point in
±60 × ±60 mm. To simulate all possible entering directions to the magnetic distortion region, we brought the prototype from left, right, up, down, and top. We collected
a total of 42,250 data points (50 readings × 169 intersections × 5 directions). To
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measure the tracking with diﬀerent parameters, we hovered the prototype randomly
with diﬀerent speeds on the tablet surface (Steady: 0 mm/s, Normal: > 100mm/s,
Fast: > 200m/s) over at least 100 seconds.
As shown in Figure 4.8 (Right), the average targeting error was 4.96 mm (σ=3.1)
in a region of ±60 mm (x-axis)× ±60 mm (y-axis). It showed better accuracy than
the position tracking experiment since the targeting always happened at the lower
height (∼20 mm). With regard to the direction of entry, we did not observe any
discrepancy in the accuracy. This demonstrates that TRing can be used with any
ﬁnger motion.
As shown in Figure 4.9, higher motion speed and longer dwell time cause the
tracking performance to deteriorate. This arises from the behavior of the particle
ﬁlter, which accumulates errors due to the diﬃculty of dead reckoning under noisy
sensor data. Based on this result, it is wise to limit the user interaction period to no
more than 60 seconds to ensure a robust performance. This implies that the prototype
would be a good ﬁt for appliance/digital device control where average digital device
interaction duration spans less than 60 seconds [127]. In terms of speed, our prototype
can be used for general ﬁnger interaction since average ﬁnger-based control speed is
within 150 mm/s [128].

Figure 4.9. Tracking performance at diﬀerent speeds and dwell times. Our prototype’s
low error rates at slower speeds indicate that it is suitable for use at typical speeds
of ﬁnger movement.
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Figure 4.10. The overall study setup including (Left) targeting/double-tapping and
(Right) cursor control tasks.

4.6

Task Evaluation
To further verify the feasibility of our prototype for controlling basic user inter-

faces, we conducted two task evaluations. We explored user performance on absolute
targeting and cursor control tasks. We recruited 12 male participants with a mean
age of 28. The study duration was approximately 60 minutes. We took post surveys
on the user experience as well as suggestions for system improvements and potential
applications.
In our study, we set up a testing platform using a Galaxy Tab 10.1 (Figure 4.10).
We embedded a magnet in the center of the testing platform, which became the tracking coordinate origin. The participants wore our prototype on the middle phalanx of
the index ﬁnger. We oﬀered two ring body sizes with tape padding to ensure a good
ﬁt for all users. We measured each user’s index ﬁnger to calibrate the space transformation parameters from the IMU to the ﬁngertip. To maintain uniform performance,
the initial calibration step was done before each task.

4.6.1

Task1: Targeting and double-tap calibration accuracy

We carried out two tasks: absolute targeting and double-tap calibration. We
looked at whether the targeting accuracy was consistent across diﬀerent user behaviors
including diﬀerent approaching orientations, speeds, and ﬁnger postures. The task
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Figure 4.11. The position error rate for targeting and double-tap tasks for diﬀerent
distances.

aims to verify the accuracy of absolute position targeting, which can be used for
placing interface elements relative to the magnet. The double-tap calibration task
veriﬁes whether we can use tapped information to set reference orientation as well as
to recognize diﬀerent objects.
Setup: Participants were asked to place and hold their ﬁngertip on the printed
grids, and the positions were then logged by researchers. We chose a grid size of
15 × 15 mm, the size of an average keycap. We guided users to approach from the
outside of the magnetically distorted region for each trial. This ensured that each
trial condition was independent, including the user’s approaching motion and initial
sensor conditions. A total of 768 data points were collected (64 positions × 12 users).
Subsequently, the users carried out a double-tap and held their ﬁngertip on the designated grid. During the double-tap task, we ﬁxed the heading direction of the user’s
ﬁnger to compare it with ground truth. On a successful double-tap, we logged the
orientation angles and computed the ﬁngertip positions. A total of 192 data points
were collected (16 positions × 12 users).
Results: Figure 4.11 shows that the error rates for targeting and double-tap
increased with distance. This behavior was expected due to the degradation of the
tracking performance over distance. The double-tap task exhibited a higher error
rate than the targeting task at greater distances. We observed that the double-tap

57
gesture often caused a fast in-and-out motion near the magnetic distortion boundary.
Since our approach requires 0.5∼1 seconds delay for stabilization during transitions
to or from magnetic distortion regions, this speciﬁc motion causes higher orientation
and position errors. Within 45 mm distance from the embedded magnet, the overall
accuracy was 92%, with 87% for the targeting and double-tap tasks. Meanwhile, the
heading angle only showed a 3.24◦ error, small enough to be used in calibration.

4.6.2

Task2: Cursor control accuracy and reaction time

In Task 2, we evaluated users performing an absolute cursor control task. Since
our goal was to evaluate user performance under diﬀerent commitment methods and
distances, we adopted a similar study design to previous work [22]. We employed surface tap and bimanual touch as a baseline and an upper-bound commitment method,
respectively. Throughout the study, we explored how small a target and how far from
the magnet users can control.
Setup: The study design for the task was 2×4×4×8 (Commitment Method×
Distance×Target Size×Target Position). The participants were asked to move the
cursor to the target region using a given commitment method. The target sizes were 3,
5, 10, and 15 mm. We categorized the distance into two groups: Near (0∼15 mm) and
Far (30∼45 mm). We changed the cursor color when the cursor was located within the
target. A random target was shown when users approached the magnetically distorted
region. We randomized the order of the task parameters except for the commitment
method, which was counterbalanced. We recorded task error, completion time, and
all sensor data in each trial.
Results: For the error rate and completion time, we found a signiﬁcant interaction eﬀect between [Distance×Commitment Method]. Furthermore, there was a
signiﬁcant diﬀerence in the error rate for diﬀerent target sizes. For distance parameters, a pairwise t-test showed a signiﬁcant diﬀerence in the error rate during tap
commitment when the target size was below or equal to 10 mm. There was no sig-
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Figure 4.12. The error rate (Top) and completion time (Bottom) on diﬀerent target
sizes with tap and bimanual touch commitment methods under near and far distances
from the magnet.

niﬁcant diﬀerence in completion time caused by distance. The error was higher in
the Far distance condition since participants had to carry out the tap gesture under
greater tracking noise. For designers using our toolkit, we explicitly avoided ﬁnegrained user interface components at far distances. For example, we limited slider
resolution or button size according to the distance from the magnet. Furthermore,
the results imply that a robust commitment method has the potential to minimize
performance degradation due to distance. A pairwise t-test shows that there is a
signiﬁcant diﬀerence in error rate between commitment methods. Furthermore, the
bimanual touch method is signiﬁcantly faster than tap gesture only in the Far distance condition. Performance can be improved by applying a user-speciﬁc calibration
for the tap detection. In each user’s accelerometer readings, we observed a diﬀerence
in tap accelerations among diﬀerent participants. For design improvements, we recommend setting a unique tap threshold for diﬀerent users. We carried out a pairwise
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t-test to explore the relationship between target sizes and overall performance. For
both error and completion time, the smallest target size (3 mm) was signiﬁcantly
diﬀerent from the other sizes regardless of distance and commitment method. There
was a signiﬁcant diﬀerence in error rates for tap commitment at the 5 mm target size
when compared to bigger sizes. Thus, the results indicate that the target size should
exceed 5 mm for robust performance.
Summary: From each task condition, that is, Distance, Commitment Method,
and Target Size, we gained design insights for our prototype. First, the Distance parameter showed an increase in errors when combined with an inaccurate commitment
method. However, increasing the target size (10 mm or higher) still provided a robust performance. Secondly, we observed that the Commitment Method signiﬁcantly
aﬀected the performance. So, based on the user feedback, we designed alternative
Commitment Methods. These were 1) 1∼2 seconds hold motion near the surface and
2) tap or touch on the side of the prototype using the thumb. The suggested methods can be instantly adopted without modifying the physical hardware or requiring
a two-handed operation. Last, the target size should exceed 5 mm. Even with a
bimanual touch commitment, smaller targets resulted in excessive error rates.

4.6.3

User feedback

We elicited qualitative feedback about the experience with our prototype in a
post-survey. Participants were surprised by the fact that there was only a small
magnet under the testing jig. They also reported that our prototype was easy to learn
given their experiences with conventional trackpads. For improvements, participants
recommended adding haptic feedback for commitment conﬁrmation and to support for
various ﬁngers. For potential applications, participants suggested that our prototype
would be a good ﬁt for appliance control (TV, audio system, and indoor light) and
eyes-free control using the ﬁngers. We demonstrated some applications from these
suggestions.
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4.7

Interaction Techniques
We devise our interaction techniques into continuous and discrete inputs. While

discrete inputs support event-driven approaches, continuous inputs utilize on-going
tracking to control a given interface. Thus, we combine ﬁngertip tracking with motion
events as an input metaphor.

4.7.1

Discrete Input

Button & Gesture By merging position tracking with commitment method, the
system receives input signals with local coordinate information. This enables button
interface around the embedded magnet such that distinctive functions are mapped
to each button. To prevent false triggering, we discriminate between commitment
events occurring near the surface from those occurring in mid-air using the 3D ﬁngertip position. We can also detect a simple gesture based on the tracking history.
Furthermore, more complex ﬁnger gestures are feasible with trained data sets.
Proximity & Tilt The detection of magnetic distortion using a dip angle provides
a robust cue to determine the proximity of the tracked ﬁnger. Using proximity alone,
we can instantiate the virtual interface as the user’s ﬁnger approaches the object.
Proximity can also be used to prevent false triggering by disregarding any input
signals when the user’s ﬁnger is out of the interaction region. On the other hand,
TRing can sense a ﬁnger tilting under magnetic distortion. In combination with
proximity sensing, a robust mode-shift function is achievable. For example, users can
open diﬀerent menus in a TV interface by simply tilting their ﬁngers.

4.7.2

Continuous Input

Cursor Control TRing oﬀers cursor control on an object’s surface or in mid-air.
This is achievable by utilizing continuous real-time position tracking. This technique
is especially helpful when users are depending heavily on visual feedback to control
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a virtual interface. For instance, users do not focus on the object surface when
controlling the virtual interface. During cursor control, the commitment method can
be used to trigger a virtual interface.
Linear & Rotary Slider To implement linear and rotary sliders, we employ a
multi-level trigger along with continuous position tracking. An on/oﬀ ﬂag is needed
to initiate and end continuous control. Here, we use a tap gesture in a slider region to
initiate, and a ﬁnger lift to end the interaction. The linear and rotary sliders support
interactions in both relative and absolute manners. The slider changes values based
on the initial position in a relative mode whereas the value of a slider is ﬁxed to the
speciﬁc position in the absolute approach.

4.8

Example Applications
We demonstrate four applications to show the capability of using TRing in four

contexts: rapid prototyping of interactive objects, bringing interactivity to existing
objects, personalized interfaces, and wearable computing.
3D Printed Music Box Previously, post-print assembly was required to embed
sensing capability in 3D printed parts [117]. Figure 4.13(A) demonstrates a simple
process to bring interactivity to a 3D printed object through our approach. Here,
users insert a magnet for building a music box with various controls including buttons,
linear sliders, and rotary sliders. Combining 3D ﬁngertip tracking with commitment
methods such as tap and ﬁnger lift, we successfully operate all controls using TRing.
We demonstrate a potential to improve the rapid prototyping process of interactive
objects.
Furniture Remote Controller Cheng et al. [66] suggest that everyday objects
are a good ﬁt for auxiliary and instant interface to minimize distracting contextswitching. To this end, we implement a TV remote control in existing furniture by
attaching a magnet. As shown in Figure 4.13(B), we implement general functions
provided in existing remote controllers. Furthermore, we implement a ﬁnger posture
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control which launches a Gallery by tilting a ﬁnger within the control region. This
example showcases the simple approach of making existing objects act as an auxiliary
and instant interface.
Personalized Oﬃce Desk To make a change in the interface, a previous approach [117] required users to go through hardware rearrangement. As shown in
Figure 4.13(C), users can customize the interface with simple steps using TRing.
They can 1) print a new cover which works as an overlay for an updated interface
and 2) update local coordinates of the interface. We implement a personalized desk
interface that provides oﬃce environment control with password typing. Here, a user
can relocate the interface elements and change the password typing method to a swipe
gesture using these two steps. This example illustrates TRing’s ﬂexibility in interface
customization.
Wearable Controller Existing wearable interface for clothing either requires
placing circuit boards sewn with conductive threads [129] or a whole sensor array [12].
The high durability of magnets against heat (up to 80◦ C) and water makes a good
ﬁt for use with clothing. As shown in Figure 4.13(D), a small magnet is placed in
an unobtrusive manner. We employ a diametrically magnetized magnet to reduce
the magnet’s thickness. We demonstrate controlling a mobile device using a magnet
embedded inside a shirt. This illustrates the potential of our prototype for use with
mobile interaction.

4.9

Limitation and Future Work
We show that TRing utilizes 3D position tracking to bring interactivity to objects

with a simple customization process. We believe that the reduced post-processing
stage for making an object interactive will beneﬁt interaction designers and novice
“makers” who do not possess deeper knowledge of sensors or electronic components.
Here, we discuss the limitations and future work.
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Figure 4.13. Example applications showing the capability of TRing. (A) Rapid
prototyping of interactive object. (B) Making interactive furniture by attaching a
magnet. (C) Easy customization process without requiring hardware changes. (D)
Wearable interface connected to mobile device (Red circles indicate the embedded
magnets).

4.9.1

Magnetic sensing challenges

Our tracking exploits magnetic sensing. This suggests that TRing will not work
properly with ferromagnetic materials. However, some interaction techniques including tilting and proximity can still be used. Since most 3D printers employ plastic
materials, 3D printed parts would be a good ﬁt for use with TRing.
Due to the constraints of our sensing mechanism, we require a magnet installation
in a speciﬁc orientation (north pole facing upward). Also, the half-plane restriction
used in the position tracking algorithm requires all interface elements to be on the
same side of the magnet’s polarity. In theory, one could eliminate these restrictions
by employing multiple magnetometers [130] to obtain the magnet’s orientation. With
the known magnet orientation, no limitation will be imposed on the conﬁguration of
the magnet installation.
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4.9.2

Scalability

Our system’s current interaction area is limited to a 120 × 120 mm region with
a single magnet. Although this is enough for making a small interactive object, it is
not suﬃcient for larger objects such as a big table. If we can obtain the embedded
magnet’s orientation in future work, we can identify each magnet using a unique orientation. In this way multiple magnets can be employed for enlarging the interaction
volume without requiring manual identiﬁcation.
Our approach recognizes diﬀerent objects through gesture, which is suﬃcient to
implement the usage scenarios shown in our demonstration. However, the gesture
approach cannot scale to the notion of hundreds of objects becoming interactive. A
potential approach would be employing magnetic-RFID tag [131].
Due to the degradation in tracking performance over time, TRing is best suited
for controlling tasks which require relatively short engagement. In current ongoing
work, we are investigating diﬀerent particle ﬁlter resampling techniques for potential
improvement. Moreover, designing UIs with a larger target size helps maintain a
robust performance over longer durations.

4.10

Concluding Remarks

We have proposed an instant and customizable interaction mechanism through a
ﬁnger-worn device. Employing a magnetic sensing technique with a particle ﬁlter, we
obtain 3D ﬁngertip tracking around the magnet. To this extent, we bring interactivity to objects by simply embedding a magnet. Through evaluations, we have veriﬁed
system accuracy (8.6 mm in 3D space) as well as user performance (button: 92%
accuracy, cursor control: 91% accuracy). We also showcase our approach of making various objects interactive with high customization ﬂexibility. We believe that
our work will beneﬁt novice interaction designers as well as general users who want
to quickly implement a personalized physical interface without deeper knowledge of
electronic components.
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5. WEARABLE TEXTILE INPUT DEVICE WITH MULTIMODAL SENSING
FOR EYES-FREE MOBILE INTERACTION DURING DAILY ACTIVITIES
Modern smartphone and wearable devices have laid the foundation for the pervasive
computing in daily life. Nevertheless, they still adopt a touch-screen based input
method due to the limitation of vision and biosignal based sensing such as occlusions
and motion artifacts [132, 133]. The touch-based input requires users to switch their
visual attention to the device while in use. However, splitting the attention during
daily activities (exercising, driving, and working) causes falling, bumping, or traﬃc
accidents [28]. Multimodal eyes-free interaction has a strong potential to prevent
users from encountering dangerous situations by reducing cognitive/physical loads
especially when access time for mobile devices is one of the key factor [2]. Wearables
are found to be eﬃcient in diminishing the access time during the mobile interaction [134]. Thus, a multimodal sensing based wearable device supporting eyes-free
mobile interaction beneﬁts users in terms of safety and accessibility.
Mobile interactions with various sensing techniques have drawn interest from researchers and developers to substitute the touch input [135]. Among them, smart
textiles have been explored over the past decade as an solution for wearable devices
due to the wearability and the soft texture [136]. By leveraging the material selection
and fabrication, recent work has decreased the thickness of the smart textile while
maintaining the performance [15]. However, previous works prefer implementing a
single modal sensing for measuring passive inputs such as event recognition [137].
With a single sensing element, it is hard to provide a rich enough data to fulﬁll the
input taxonomy needs of the state-of-art mobile devices. To this end, we explore
a smart textile which is capable of supporting multimodal sensing capability as an
input metaphor.
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Figure 5.1. Our prototype provides multimodal sensing through a single layer of textile to support eyes-free interaction during daily activities such as exercising, driving
and working.

In mobile interaction, the hand embodies complex gestures with high precision and
ﬂexibility, and has been a key input mechanism. Within a hand, the most frequent
interactions are created by the ﬁngers [138]. By leveraging the use of ﬁngers, previous
works highlight performing rich interactions while maintaining a small wearable form
factor as a pervasive input metaphor [21, 22, 24, 25]. Although these techniques support pervasive computing, their approaches are not designed to work under dynamic
environments including exercising, driving, or working.
In this chapter, we present a multimodal sensing technique by merging strain
and pressure sensors on a single layer of the textile. Based on two diﬀerent sensing modalities, we deﬁne two types of ﬁnger motions: ﬁnger pressing and bending.
We employ a two-phase and a polynomial regression analysis to model the relationship between magnitudes of pressure and strain against applied ﬁnger pressing and
bending. By using a multi-level thresholding, we capture diﬀerent magnitudes from
pressure and strain sensing. The swipe gesture is captured via the temporal position
tracking algorithm. In total, 14 or more distinct inputs can be created with two-ﬁnger
interaction. The prototype consists of elastic and soft materials to better preserve
and improve the tactility and the wearability compared to attaching hard and rigid
components. Use of elastic textile which induces pretension upon wear enhances the
system robustness by correcting the initial oﬀset values as well as providing stable
ﬁxation onto the body. Furthermore, we have compared the proposed prototype with
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other conventional input devices to get both quantitative and qualitative feedback
from users.

5.1

Design Rationale
For wearable devices, a placement of the system around human hand has shown

the best performance and the user comfort [139,140]. In our work, the combination of
thumb and inner index ﬁnger phalanx (towards thumb) is chosen as a main interaction
area. The biomedical advantages of using index ﬁnger are two folds: a digit-wise
independence and a pinch strength. The index ﬁnger shows a minimal passive motion
due to the motions from other ﬁngers [141]. The lateral pinch between thumb and
index ﬁnger can exert more strength than any other pinching motion even including
a chuck pinch [142]. This implies that the interaction using the thumb and the side
of index ﬁnger phalanx can be regarded as a comfortable zone to perform physical
interactions. Our choice also aligns with prior observations that these areas are the
most frequently used during normal hand activities [138].
We implement sensing elements in a form of the smart textile. Strain and pressure
sensing elements can understand basic ﬁnger motions including bending and pressing.
Adopting these elements also frees users from the drawbacks of using other sensing
techniques such as vision, that suﬀers from occlusions, and biosignal that is aﬀected
by motion artifacts. The textiles are chosen as base materials in order to maintain
the passive haptic feedback and the sensory comfort of users. With a single layer
of textile, we promote users to utilize somatosensory tactility under eyes-free mobile
interaction. The sensory comfort is also entitled since no hard/rigid components are
embedded in the prototype.
The development of mobile devices broadens the input taxonomy. A common
touchscreen supports rich interactions through various input types including swipe,
pinch, tap, and hold. To develop an input device which can accommodate current
input vocabulary, the prototype should support rich enough inputs with natural in-
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teractions. It is hard to achieve the goal with a single sensing element. A synthesis
of multiple sensing elements brings interaction richness which neither can provide
alone. The suggested input metaphor consists of following unit interactions: 1) three
diﬀerent levels of ﬁnger pressing, 2) bending, 3) bi-directional swipe, and 4) simultaneous ﬁnger pressing + bending. These set of interactions are not rich enough
to compare with the coordinate based touchscreen input. However, it provides rich
enough interactions to control basic interface for the eyes-free mobile interaction.

5.2

System Design
In the design of the prototype, the main goal is to achieve a ﬁnger-worn device

that can perform rich and stable daily mobile interactions with comfort. To attain
these goals, we implement the prototype with multimodal sensing in a single layer of
textile. We explore the design rationale of our work and describe how the sensor is
fabricated and the system is developed. The methodology of capturing diﬀerent types
of input are discussed with mathematical models and algorithms. The preliminary
sensor evaluations to verify the multimodal sensing capability as well as dynamic
environment feasibility are shown. We also demonstrate interaction design process
with three example applications for an eyes-free approach.

Figure 5.2. Fabrication process (left), schematic workﬂow (middle), and our prototype (right).
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(a) Diﬀerent widths and strains.

(b) Over a pressing/releasing cycle.

Figure 5.3. Strain and pressure sensing performance of fabricated smart textiles.

5.2.1

Sensor design and hardware

Our prototype consists of an elastic fabric painted with conductive carbon elastomer [143] and conductive threads stitched on the fabric (Figure 5.2). Nylon-Spandex
fabric (80% Nylon and 20% Spandex) is selected due to the exceptional elasticity. The
elasticity enables us to apply the pretension in the wearable setting to reduce sensor
noises. The diluted conductive elastomer is painted using a stencil and a brush. We
apply the conductive elastomer due to exceptional rebound elasticity (52%). The
painted fabric is cured at 120 ◦ C for 10 minutes. Combined Nylon-Spandex and customized ink exhibits a good piezoresistive properties (0.15mm thick, resistance change
of 50 Ω/in2 ∼ 40 kΩ/in2 due to pressure, gauge factor of 5).
We conducted experiments on early fabricated samples to check the piezoresistive eﬀect according to pressure and strain. The ﬁnal design of strain and pressure
sensing elements were based on the observed piezoresistive performance. For strain
sensing, we tested several design candidates in terms of width and shape of the carbon elastomer. Although the high density of carbon composite is expected to increase
the gauge factor, we observed decrease in fabric’s elasticity with extensive elastomer
stacking. As shown in the Figure 5.3a, a 2 mm width exhibits the greatest gauge
factor. However, 2 mm width often causes the crack during the usage and it was hard
to align the center of upper ﬁnger with the thin design for proper usage. Thus, we
choose 5 mm width to ensure the durability, to promote proper wear, and to keep
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acceptable performance. We also consider a ’V-shape’ pattern in order to encourage wiring from the same side. Instead, we employ the straight line pattern which
demonstrates higher gauge factor. The range of resistance change on strain sensing
element (Figure 5.3a) indicates that diﬀerent levels of bending can be captured from
raw sensor values. Meanwhile the pressure sensing design comprises of a 5 mm diameter circle which covers the typical size of a human ﬁngertip. Fabricated pressure
sensing area exhibits a maximum hysteresis of 15% which is similar to commercial
force sensor resistor. Nevertheless, Figure 5.3b implies that the hysteresis diminishes
below 2% when applied pressure is larger than 1.5 N/cm2 . Since tactile triggers from
users generally produce more than 1.5 N/cm2 , the hysteresis eﬀect is negligible. The
ﬁnal design consists of a single line with 5 mm width and three spots with 5 mm diameter (Figure 5.2) to measure strain and pressure respectively. While strain sensing
is addressed with normal stitching, cross stitching into the front and back surfaces
applies for pressure sensing [18].
Analog readings are transmitted to microprocessor through a customized fabric
connector which is made of conductive thread on one end and metallic wires on the
other end over spandex fabric (< 0.2 Ω/cm). Instead of pure metallic wires, the
customized fabric connector is used to keep the robust connection. In one end, the
conductive threads are tied up with the prototype where the threads are wrapped
around the metallic wires in the other end to hook up with microcontroller. The
processing unit comprises a chip sized microcontroller [144] (ATmega328, 16 MHz
clock speed), Bluetooth module (115200 bps), and 110mAh lithium-ion battery which
provides 2.5 hours of operation with constant peak performance (Figure 5.2). We
select 2.2 kΩ and 4.7 kΩ resistors for pressure and strain sensing elements based on
the voltage divider calculation:
arg max (

R

−

R

)
(5.1)
Rsensor,max + R Rsensor,min + R
HID Bluetooth module passes input data via standard communication protocol which
R

enables our system working with various platforms. The total weight of the system
is under 50 g.
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5.2.2

Multimodal sensing implementation

The analog outputs behaviors against ﬁnger pressing and bending from the fabricated smart textiles are processed with two diﬀerent regression models. Based on
these models, we set global thresholds for diﬀerent magnitude levels which is not subject dependent. Then, a temporal position tracking algorithm is applied to capture
the bi-directional swipe gesture.
The bending and pressing magnitudes levels are deﬁned by the regression analysis.
Two-phase and polynomial regression models have been used for estimating magnitudes of pressure and strain [16, 145]. The resistance changes are plotted against
applied pressure and ﬁnger bending angle. The zero-calibration is performed before
each trial to compensate for variations due to ﬁnger-worn conditions. For pressure, we
use a two-phase regression model which can represent linear and exponential characteristics of the sensor behavior. Based on force gauge measurements with more
than 20 samples, we come up with the threshold (0.7N/cm2 ) for two-phase model.
For ﬁnger bending, we employ a polynomial regression model which represents magnitudes between 0∼90◦ of proximal interphalangeal joint bending. Magnitude mappings
are primarily carried out since mapped values are used as a reference in recognizing
diﬀerent levels of the input signal.
Two-phase Regression Model:
yi = mxi + b, f or x ≤ 0.7 N/cm2

(5.2)

yi = αxβi , f or x > 0.7 N/cm2

(5.3)

Polynomial Regression Model:
yj =

n
X

ai xij + j

(5.4)

i=0

These magnitude models show an average accuracy of 97.3 % (pressing) and 90.6 %
(bending). Plots illustrate the raw data and the developed regression models (Figure 7.13).
We utilize these magnitude models to capture diﬀerent inputs. In this work, we
dissect pressure and bending magnitudes into three regions which can distinguish
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Figure 5.4. Magnitude model using two-phase regression model for ﬁnger pressing (left) and polynomial regression model for ﬁnger bending (right).

more than an on/oﬀ status. The segmentation levels can be adjusted according to
applications. We employ a temporal position tracking method to detect the swipe
gesture and diﬀerentiate it from discrete ﬁnger pressing. If users trigger the two
farthest painted spots with the lowest level of pressure input, the algorithm counts
the time gap between the two events. The whole event is recognized as a swipe
gesture only if the time gap falls within a speciﬁc constant for which we use 0.5
seconds (<0.1 m/s). Total of 14 diﬀerent inputs are provided including three diﬀerent
levels of ﬁnger bending and pressing as well as bi-directional swipe gesture.

5.3

Preliminary Evaluation
We carry out initial tests on pressing and bending to investigate the discrete and

simultaneous multimodal sensing capability of fabricated smart textile. We assume
that each sensing element performs without physical crosstalk if we isolate them to
discrete faces of a ﬁnger. In the tests, we put pressure on diﬀerent painted spots while
straightening and bending the ﬁnger. As shown in Figure 5.5a, strain values ﬂuctuate
within a small range due to the natural ﬁnger motion while pressing each spot. The
normalized output of the strain and pressure sensor outputs stay within ± 0.1 when
they are not intentionally activated. The result indicates that the interference between
sensing elements is negligible. The applied painted spot size is found out to be
reasonable since ﬁngertip only triggers intended sensing element.
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(a)

(b)

(c)

Figure 5.5. Preliminary experiments with the prototype for feasibility test in daily
mobile interaction. (a) Interference experiments: 0◦ ﬁnger bending + pressing at 3
diﬀerent locations (A) and 60◦ ﬁnger bending + pressing at 3 diﬀerent locations (B).
(b) Real-time manipulation: slight bending (A), slight bending with tapping (B),
pressing gently (C), and full bending with pressing ﬁrmly (D). (c) Sensor outputs
during three activities: walking, jogging, and driving.
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To verify the functional feasibility during daily mobile interaction, we also examine the prototype in three dynamic activities: walking, jogging, and driving. The
pretension from the elastic band provides a stable ﬁxation between the prototype
and the index ﬁnger. This diminishes the sensor noises caused by dynamic motions
as shown in Figure 5.5c. The strain values show high noise intensity which comes
from the natural passive motions during swinging the upper arm. Also, pressure values occasionally drop when the prototype loses contact with the ﬁnger. By setting
bigger threshold intervals for the strain sensing and ﬁltering sudden pressure drop,
these noises are eliminated. The virtual ﬁngers are animated to check the real-time
performance of the prototype in a wireless setting (Figure 5.5b). The preliminary experiments and real-time demonstration ensure the performance of multimodal sensing
capability and the robustness during daily activities.

5.4

User Study
In this section, we carry out two users studies: performance evaluation and multi-

tasking study. In performance evaluation, we examine the overall system performance
of our prototype. The purpose of multitasking study is to explore the multitasking
performance and perceived workload in respect to existing eyes-free and eyes-on input
devices.

5.4.1

Performance Evaluation

We evaluate the system accuracy from users on using proposed application with
the prototype. We perform two sets of evaluation: 1) Basic functionality accuracy in
a static environment and 2) Pressure trigger accuracy in dynamic and eyes-free environments. For the evaluation, we intentionally design algorithms based on a simple
thresholding using raw sensor values. Although machine learning can improve the
performance, here we test the raw data usability and performance. For all studies, we
had a practice session where participants play with the prototype using the graphical
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Figure 5.6. Confusion matrix of diﬀerent input types. Rows indicate presented inputs
and columns refer to selected inputs (left). Correlation Matrix from a participant
showing the independent relationship among each sensing element (right).

representation as shown in Figure 5.5b. In average, participants were ready for the
study within 10 minutes of the practice. All users were able to reach all sensing spots
provided by our prototype. The ﬁnger bending intensity to reach each pressure sensing spot was diﬀerent from users, but all users showed that they had to bend their
ﬁngers in order to reach outer most spot.
Basic Performance Evaluation: To check the accuracy of the basic functionality, we conducted a small session to conﬁrm the input classiﬁcation performance
in a static environment. It involved 7 participants with a mean age of 27 (all righthanded). We asked them to execute every input type designed in our prototype (14
classes) 10 times including diﬀerent levels of pressing and bending as well as swiping
in both directions. The zero-calibration was carried out with a straight ﬁnger posture
prior to each test.
Figure 5.6 illustrates the confusion matrix of diﬀerent input types. Pressing and
bending magnitude detection exhibited an average accuracy of 97% and 92% respectively while swipe gesture detection gave 80% accuracy. Less accuracy was observed
in swipe gestures due to diﬀerences in swipe velocities among users. The result indicated that the prototype performs well in a static environment. This leads us to
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(a)

(b)

Figure 5.7.
Evaluation results on the performance of the proposed prototype.
(a) Confusion matrix of eyes-free triggering on three distinct pressure sensing locations during walking. (b) Analog outputs from three diﬀerent users during three
activities: (A) walking, (B) simulated jogging, and (C) simulated driving.

perform next evaluation in more complex scenario involving dynamic and eyes-free
environments.
Dynamic Eyes-Free Performance Evaluation: In this evaluation, we recruited another 8 participants with mean age of 27.5 to evaluate the performance
under dynamic and eyes-free environments (all right-handed). We collected raw sensor values for three diﬀerent tasks: 1) Physical interference check during normal
usage, 2) Perform dynamic activities without input trigger (walking and simulated
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running/driving) , and 3) Eyes-free input control. Through these tasks, we evaluate
the sensor interference with real users, unintentional triggers during dynamic motions,
and eyes-free performance on control using the prototype.
For the ﬁrst task, users were asked to trigger three pressure sensing elements while
straightening and 60◦ bending. We visualize sensor outputs of one participant with
a correlation matrix in Figure 5.6. This matrix illustrates that each sensing element
does not interfere with other sensors demonstrating the independence relationship of
each sensing element. Similar results were observed from all other participants. The
result aﬃrms that each sensing element works robustly without physical interference
for various users with diﬀerent ﬁnger sizes.
In the following task, users were told not to trigger any inputs during walking,
simulated running by swinging the upper arm, and simulated driving by manipulating the steering wheel on the desk. Our aim was to check the unintentional pressure
sensor triggering. We set analog thresholds of 200 as a triggering the inputs which
was used for the lowest level of pressure detection in our previous application. Figure 5.7b illustrates that three diﬀerent users barely trigger pressure based input over
the course of diﬀerent activities. Results for all other users show high consistency.
The simulated driving activity (last region in each graph) created the most noise
values among all activities. From our observation, it was mainly due to user’s habitual motion behavior such as holding a steering wheel at skewed positions. However,
these noises were not large enough to pass over the threshold. For strain sensing, the
outputs exhibited ﬂuctuations caused by natural passive motion. In order to prevent
accidental triggering from ﬁnger bending, a switch to initialize the ﬁnger bending
interaction should be embedded as suggested in the Interaction Design Example section. The results indicate that the motion artifact does not cause the false-trigger
during daily activities.
In the last task, we asked users to trigger three distinct pressure sensing areas at
least 5 times each with a random order. Users performed the task while they were
walking. The user intentions were conﬁrmed manually as the users notiﬁed which
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Table 5.1. Stimulus and response modality for primary and secondary tasks.

Figure 5.8. Primary task level ”hard” with 35 two digits numbers (left), secondary
task instruction (Middle), and dual task with both primary (”Hard” level) and secondary task (right).

element they intended to trigger after each action. The confusion matrix shows the
accuracy in an eyes-free environment for three diﬀerent pressure spots (Figure 5.7a).
The average accuracy of eyes-free triggering is 88%. Based on the results, we conclude
that the 3-button UI for eyes-free interaction is feasible to implement in the mobile
interaction. We did not explore the eyes-free performance of ﬁnger bending since it
is designed to be used for a slider mechanism rather than selection tasks.
Above results support that the prototype is composed of independent pressure and
bending sensing elements. Although the user rarely triggered the pressure sensing
elements due to their habitual behaviors, the prototype also exhibited robustness
against general dynamic motions. The eyes-free performance of 3-button UI implies
that locating more than 3 buttons on a single ﬁnger will not provide enough accuracy
for the mobile interaction (< 88%).
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Figure 5.9. Test setting for dual task with diﬀerent input devices including (A)
phone (B) Bluetooth headset (C) steering wheel, and (D) textile with same input
functions (volume up/down, play/pause, previous, next, and power). Mappings are
demonstrated on the right ﬁgures.

5.4.2

Multitasking Evaluation

The purpose of this study is to explore how user performance in terms of accuracy
and reaction time diﬀer under visually distracted condition. We compare with other
input devices which support both eyes-free and non eyes-free feature. As suggested in
Schumacher’s study [146], we adopted independent stimulus-response (S-R) channel
for primary and secondary task rather than using single S-R channel. To avoid
modality conﬂict, we used vocal response for the primary task and motor response for
the secondary task (Table 5.1). All tasks were based on visual stimulus since auditory
stimulus will interfere with the vocal response from the primary task. We have two
hypotheses for this evaluation: Since our prototype encourages use of proprioception
from ﬁngers, 1) users will get less aﬀected by the visual distraction on secondary task
performance and 2) less overall workload while maintaining primary task performance.
Setup: For study setup, we divided tasks into two groups: primary and secondary.
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Table 5.2. Conditions for all tasks in the main session (1:Easy, 2:Moderate, 3:Hard,
P:Phone, H:Bluetooth headset, T: Textile, S: Steering wheel).

We considered the interaction with the world as the primary task and interaction
with input devices as the secondary task. Previously, multitasking evaluation for
wearable tactile alert perception has been done thoroughly [147]. The purpose of
previous study was to measure the performance of the alert perception during visual
distractions. This aligned with our study goal where we aimed to ﬁnd the input device
performance under visual distractions. Therefore, we adopted same visual screening
tasks with three diﬃculty levels proposed by previous work (9, 25, and 35 stimuli).
The primary task was a forced-choice visual screening task like shown in Figure 5.8.
Participants were instructed to ﬁnd the target stimuli (a two-digit red number on the
top-left corner) among other stimuli (black number between 0-99) within ﬁve seconds.
Then, the participants were asked to respond ”Yes” for stimuli detection or ”No” for
missing target stimuli. The location and combination of stimuli were randomly mixed
for each trial and half of the trials contained target stimuli. The trials for each task
were in random order.
For secondary task, we chose music control task since it is general mobile tasks in
various environments including driving, running, walking, or sitting. As shown in Figure 7.10, the diﬀerent setup and input mappings (play/pause, power, previous/next
song, and volume up/down) were used for simulating diﬀerent environments. We
chose three conventional input devices to compare with our prototype: smartphone
with touch input, steering wheel with buttons (Gaming Steering Wheel), and Bluetooth headset with buttons (LG Tone Pro). These devices were chosen since they
represent conventional input device to control the music player in diﬀerent settings.
The ﬂag for the secondary task was given visually like shown in (Figure 5.8). Based
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on given instruction, the participants required to trigger the given target stimuli.
During the user study, we named our prototype as ”Textile” for easy reference.
We recruited 9 participants in this study with a mean age of 28.6 (all righthanded). Participants had average of 5 years with smartphone experience. 6 users
had experience with Bluetooth headset and 5 users had used steering wheel with
buttons. The test duration was approximately 90 minutes.
Procedure: We used a within-subject design method in this evaluation since
individual performance varies in controlling diﬀerent input devices. The study comprises of practice and main sessions. In the practice session, three trials for each level
of the primary task and three trials for each device in the secondary task were carried
out as a single set to reduce the learning eﬀect.
In the main session, the accuracy and reaction time for both primary and secondary task were collected through logged data from input devices and audio-video
recordings. As shown in table 5.2, there were total of 19 task conditions. In ’Single’
tasks, primary and secondary tasks were measured individually (S1-7). In dual task
conditions, however, each input device was paired with diﬀerent levels of visual distraction (D1-12). For each condition, the number of trials were 30 and 15 for primary
and secondary task, respectively. The total trials were 4050 trials (30 trials x 9 users
x 15 conditions) and 2160 trials (15 trials x 9 users x 16 conditions) for the primary
and the secondary task. The interval between the primary task was 5 seconds. The
interval between the secondary task was between 7-13 seconds with average of 10
seconds. To prevent user fatigue, we oﬀered 2 minute break every 10-15 minutes.
After all sessions, we took workload assessment survey based on NASA-TLX. We
also received user comments on using tested devices as input methods in various
environments.
Task Result: In this section, results are divided into two folds: primary task
and secondary task. For primary task, the independent variables are diﬃculty of
visual distractions and diﬀerent input devices(no input device, smartphone, Bluetooth
headset, steering wheel, and textile). In secondary task, the independent variables
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Figure 5.10. Primary task by visual distraction diﬃculties: Accuracy (left) and Reaction Time (right).

Figure 5.11. Primary task results: Accuracy (left) and Reaction Time (right).

Figure 5.12. Accuracy and reaction time for diﬀerent input devices in single and dual
task conditions: phone, Bluetooth headset, steering wheel, and textile (left to right).
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Figure 5.13. Secondary task results: Accuracy (left) and Reaction Time (right).

are diﬀerent types of input devices and types of task (single task and dual task with
diﬀerent visual distraction diﬃculties).
The eﬀects of diﬀerent visual distraction diﬃculties on the primary task performance in both accuracy and reaction time are statistically signiﬁcant using a one-way
ANOVA (Figure 5.10, p< .01). As the visual distraction gets harder, the accuracy and
time reaction performance decrease. Although most users came up with the strategy
to prioritize the primary task to manage multitasking, we observed that participants
prepared for the input triggering while carrying out the primary task.
Figure 5.11 shows accuracy and reaction time for the primary task during single
and dual task conditions. As expected, single task performs the best in respect to both
accuracy and reaction time due to low cognitive load comparing to dual task. The
primary task accuracy using smartphone is signiﬁcantly diﬀerent from other input
devices. We assume that the requirement of an eyes-on interaction from the phone
adds task loads. The primary task accuracies using Bluetooth headset, steering wheel,
and textile are not signiﬁcantly diﬀerent. However, participants show much higher
miss rate (participants skipped the trial without response) when using Bluetooth
headset (10%) comparing to steering wheel and textile (<5%). The reaction times
are not signiﬁcantly diﬀerent across all input devices for the primary task.
In the secondary task, we look at the accuracy and reaction time for each input
device during single and dual task conditions. We perform a one-way ANOVA to
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compare the signiﬁcant diﬀerence. The eﬀects of the multitasking on accuracy are
statistically signiﬁcant for phone and steering wheel (p<.05), but not signiﬁcant for
Bluetooth headset (p>.05) and textile (p>.4). The eﬀect of the multitasking on
reaction time is statistically signiﬁcant for phone, Bluetooth headset, and steering
wheel (p<.01) , but not for the textile input (p>.15). This implies that the textile
input device is less susceptible to multitasking while all other input methods perform
worse in either category (accuracy and reaction time) during multitasking.
Figure 5.13 represents accuracy and reaction time for secondary task for all input
devices during single and dual task conditions as well as for diﬀerent visual distraction
diﬃculties. The textile input device shows the least maximum accuracy due to the
prototype limitation as discussed in previous section. However, the accuracy drop
rate is more evident in phone, Bluetooth headset, and steering wheel during dual
tasks. In addition, the average reaction time from single task to dual task increases
more with the phone (55%), Bluetooth headset (40%), and steering wheel (63%) than
the textile input (17%).

5.4.3

Workload Assessment & User Feedback

Following the main session, all participants ﬁlled out NASA Task Load Index rating sheet [148] for each tested input device. By including conventional input devices
supporting both eyes-free and eyes-on interactions, we obtain the comparable perceived workload with our prototype. Moreover, participants gave us verbal/written
feedback about their experiences with diﬀerent devices in multitasking scenario.
In Figure 5.14, the perceived workload diﬀerence for each input device is shown.
Although participants show good task performances with Bluetooth headset, the
perceived workload is the highest. This aligns with the user comments that they
were uncomfortable with controlling the headset which were worn around the neck.
Participants report that they have to check every button to trigger the proper one.
This was also observed during the user study where most users exhibited rubbing
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motion on the Bluetooth headset before pushing the button. Phone shows high
workload rating next to Bluetooth headset. This is due to the fact that phone requires
eyes-on interaction unlike other devices. All participants report that they have to
concentrate very hard onto the display in order to keep track of the primary task
while completing the secondary task. Steering wheel exhibits the lowest workload
among all devices. Easily approachable button location appeals to most participants.
However, some participants comment that the steering wheel cannot be a universal
input device since it only works within the car.
Our prototype shows lower workload than Bluetooth headset and phone, but
slightly higher workload than the steering wheel. Most participants like that they
could easily locate where to press based on their own proprioception. This leads
to the lowest workload regarding ‘Temporal’ for our prototype comparing to other
devices. However, participants still comment that it causes some level of workload
due to following reasons. First, few users state that the ﬁtting of the prototype
is not optimized for each individual. They report that uncomfortable wearability
increases the workload regarding to ‘Physical’ and ‘Performance’. Furthermore, one

Figure 5.14. Overall perceived workload for diﬀerent input devices: Phone, Bluetooth
headset, Steering wheel, and Textile.
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user mention that the fabric knots from the sensing area causes a minor pain over
the time and his long thumb prevents him from triggering the inner pressure sensing.
We assume this aﬀects ‘Frustration’, ‘Eﬀort’, and ‘Mental’ workload components.
The positive comments about the proposed input device include:
“I like that I can control the mobile application right away without wearing a huge
device”
“It is convenient to control music without looking at anything”
“Since I was pressing on my own ﬁnger, I had an idea where I was supposed to press
without looking after a time”
“I moved my ﬁngers less than smartphone and Bluetooth devices”
Users favor on the eyes-free feature and simple working principles of the proposed
prototype with less required motion. Users also like the form factor which encourages
the use of proprioception and natural haptic feedback at the ﬁnger. The need-toimprove feedback include:
“The Finger glove seems to be slippery. When I tried to perform swipe gesture, the
glove got wear oﬀ few times.”
“I don’t have to look at the ﬁnger while controlling, but I need to look at the phone
for information from time to time”
“It starts to hurt as I select some buttons due to fabric knots”
From user feedback, we ﬁnd out that all users favor in the eyes-free feature in
mobile interaction. Comparatively low perceived workload show that the prototype
has a potential to reduce physical/cognitive costs as a new input device. User’s
comments also imply that the prototype still has a room to further bringing down
the cognitive load with hardware and software improvements.

5.5

Interaction Design
The prototype enables the following natural ﬁnger motions as input methods:

inter-ﬁnger pressing (pressure sensing), ﬁnger bending (strain sensing), and inter-
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ﬁnger rubbing (swipe). In this section, we design interactions using the above ﬁnger
motions to embody an eyes-free interaction. Finger motions are naturally used in
mobile devices and computers during everyday use. Thus, ﬁnger motions can easily
represent basic functions such as selection, hovering, and intensity control.
There are three distinct pressure sensing areas placed on the side of the index
ﬁnger. This area has biomechanical and ergonomic advantages for ﬁnger interaction
accuracy and accessibility. Thumb ﬁngertip covers the entire area of the side of the
index ﬁnger and it is hard to miss this area for pressing due to human’s somatosensory tactility and proprioception. We implement a low-proﬁle simple 3-button user
interface (UI) on the side of the ﬁnger. Since the prototype is capable of sensing three
diﬀerent levels of pressure magnitude, multiple-layer input sets are applied which provides us with the ability to support nine diﬀerent inputs. The maximum number of
functions increases with adding more intervals based on the ﬁnger press, but it expects to increase both complexity and physical/cognitive load. The swipe gesture has
been widely used in existing devices such as ﬂipping pages in e-book, skipping to previous/next song in multimedia player, and hovering through the UI menu. Thus, we
provide bi-directional swipe to be mapped with these inherent conventional functions.
Finger bending has been generally used as a common gesture for sliding, scrolling,
and scaling UI. People bend their index ﬁngers when they scroll the wheel for skimming through web pages or documents [149]. In previous research, bending involved
pinching is also mapped to the slider mechanism as a level controller [150]. We select
the ﬁnger bending as a key component to manipulate the slider UI.
The prototype provides concurrent sensing of ﬁnger bending and pressing. For
the prototype, a false trigger might result an issue since the prototype is designed
to be used under dynamic environments. In order to prevent this, the interaction
should encompass the user intent which cannot be easily triggered by passive human
motions. We suggest using ‘Hold’ gesture as a switch to initialize the interaction.
After initialization, the ﬁnger bending motion is incorporated as a slider. Moreover,
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Figure 5.15. Example applications with corresponding interaction mapping for controlling (A) smartphone music player (B) smartglasses user interface, and (C) presentation slides. All controls are based on four input metaphors: 1) Touch, 2) Press,
3) Swipe, and 4) Press+Finger Bending.

diﬀerent types of intensity control can be embedded at each location with distinct
pressure sensing locations.

5.6

Example Applications
In our work, we implemented three applications: controlling smartphone’s music

player, smartglasses user interface and presentation slides. All applications naturally support auditory/visual feedback upon user’s input. With the passive tactile
feedback from a low-proﬁle sensor, suggested applications provide a robust eyes-free
interactions. In our examples, we directly pair it with existing devices without any
software or hardware modiﬁcations. This ensures the compatibility of our prototype
for general input device. Demonstrated examples envision that existing and future
wearables, mobiles, and digital products will get beneﬁts from new interaction aﬀordance provided by our prototype.
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The eyes-free mobile interaction assists the user during daily activities in both
indoor and outdoor. Shifting from traditional mobile phone to smartphone makes
people spend more time on looking and touching the screen [151]. This puts users in
situations where their attention is split such as reckless driving or careless walking.
We provide rich enough interactions to control music player’s overall functions including initiate/exit music player, play/pause, fast forward, rewind, scan previous/next
song, and volume up/down. Even though the prototype has a great eﬃciency under an eyes-free environment, it can be also applied in general situations. If the
users cannot operate touchscreen (e.g. wet/stained ﬁnger, touchscreen malfunction,
exercising), it provides a basic graphic user interface (GUI) control function including left/right/up/down cursor movement, selection, back/cancel, and home functions.
We demonstrate a stable and rich interaction tool that works during various activities
with digital devices including mobile and computer.
As a wearable input device, the prototype brings a new input metaphor by combining it with existing wearables. Although people generally use built-in trackpad or
touchscreen, our prototype provides richer input methods. Currently, people interact
with Google GlassTM using an embedded track pad on the frame which requires noticeable hand movement by nearby people. Controlling through ﬁngers emphasizes
the private aspect of interaction where user’s intent to use the device is less noticeable. The existing track pad in Google GlassTM enables only few input mechanisms
including left/right swipe, select/cancel using touch and power on/oﬀ with a button.
Although smartglasses adopts the voice control for executing complex task, people
are not in favor of exposing their voices to the public. As shown in the smartphone
application, we provide plenty of mapped functions to control the general GUI. Thus,
it has a high potential to improve the social acceptability by providing rich taxonomy
for inputs.
Our prototype also supports existing desktop or laptop as an auxiliary input device. Keyboard and mouse are general input devices with high accuracy and speed.
However, people uses extra input device based on diﬀerent usage context. For exam-
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ple, people often use wireless laser presenter/pointer or gesture control arm band [152]
for the presentation during meeting or conference. As shown in the ﬁgure (Figure 5.15), controlling presentation slides is achievable using our prototype.
Our examples imply that the prototype can be used in various daily activities
during exercising, driving, and working. The prototype provides an always-available
and easily approachable control mechanism which is embodied by ﬁnger motions. Our
main design space would be using the prototype with the application which requires
less-context speciﬁc control. The reason is that the eyes-free interaction aims for less
physical/cognitive load. Thus, the prototype is more suitable to deal with the context
with less steps to accomplish a task such as reacting to incoming call, controlling music
player, and manipulating slides. With display-support wearables like smartglasses,
our prototype still achieves full control under the context-speciﬁc application since
smartglasses generally provides similar input mechanism such as touch and swipe. In
this case, our prototype expects to bring down the social awkwardness of using the
smartglasses by providing subtle motion during input triggering.

5.7

Concluding Remarks
We use conductive threads to provide a soft conductive path in our current design.

In our next step, we plan to explore the ink-jet printing technology with textiles to
further improve the fabrication process. For better accuracy, we consider using supervised learning method like Support Vector Machine (SVM). The signal from the
ﬁnger bending shows a potential to be used as an unique feature for diﬀerent input
controls. For example, the natural ﬁnger bending angle is diﬀerent when activating
inner and outer pressure sensing spots. In order to understand the habitual motion
better and increase the robustness, we plan to collect and analyze larger number of
samples. It is also in our interest to mitigate the ambient activity by fusing additional sensors like accelerometer and gyroscope. Future designs embedding higher
sensitivity for bending with deeper ergonomic considerations will bring out additional
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user experiences based on our initial work. Lastly, it will be interesting to apply our
proposed work in other application area such as input device for blind people.
We demonstrate a ﬁnger-worn textile input device with multimodal sensing capabilities for eyes-free mobile interaction during daily activities. We implemented
pressure and strain sensor on a single layer of fabric by painting carbon elastomer
and stitching conductive threads. We conducted both quantitative and qualitative
user studies to evaluate the prototype’s system performance as well as comparative
workload. The performance evaluations verify that the prototype is robust against
physical interferences and motion artifacts while causing only a few accidental triggers during various activities. The eyes-free interaction with 3-button UI shows an
acceptable performance of the proposed work (88%). The multitasking study veriﬁes
that our prototype is less susceptible to the visual distraction comparing with other
conventional input devices. We expect that our work will beneﬁt in exploiting smart
textiles as a multimodal input device which supports an eyes-free mobile interaction
during daily activities.
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6. ISOFT: A CUSTOMIZABLE SOFT SENSOR WITH REAL-TIME
CONTINUOUS CONTACT AND STRETCHING SENSING
Stretchable soft sensors have been explored as promising input methods for adding
interactions on both rigid and elastic physical objects, smart textiles, shape-changing
surfaces, humanoids, and the human body [81, 82, 85, 96, 153]. With a high ﬂexibility
and stretchability of the sensors, a wide scope of natural interactions such as contacting [92], bending [90], squeezing [53], and stretching [94] have been suggested. Still,
the expensive and multi-step fabrication processes keep people from quickly making
and deploying inexpensive, customized soft sensors.
Recent approaches have shown the potential for reducing the fabrication complexity [82] and improving the design freedom [81] for soft-matter sensors. These previous
works focused on employing capacitive sensing and demonstrated discrete inputs such
as touching and pressing. To support more advanced inputs such as contact localization and continuous tracking, a common solution for capacitive sensing is via a
sensing array which further introduces complexities in both design and fabrication.
Moreover, developing multi-modal sensing capability through capacitive sensing by
using a single-volume sensor could be diﬃcult. Further, ad-hoc modiﬁcations on the
prototyped sensor shapes and ease of deploying the sensors show signiﬁcant opportunity for creating customized interfaces [77, 78]. Yet such interaction metaphors have
not been studied well for soft sensors. By emphasizing these directions, we investigate
a single-volume soft-matter sensor that provides multimodal sensing. Our approach
allows users to fabricate sensors inexpensively, customize interfaces easily, and deploy
them instantly.
We take advantage of carbon-ﬁlled liquid silicone rubber, a non-toxic piezoresistive material which has been widely explored for diﬀerent types of low-cost, easy-toimplement sensing methods [143]. The major hurdle in employing the carbon-ﬁlled
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silicone as an interaction input is the lack of real-time sensing capability. This is
mainly due to a rebound elasticity of the material, which causes a slow-recovery of the
sensing signals after material deformations. In a previous work, a modeling approach
was proposed [98] for posture estimation, but a solution for real-time continuous contact localization has not been fully studied. In our work, we adopt a dynamic baseline
update process using the EIT approach to achieve real-time continuous contact localization. In addition, the carbon elastomer has been used for building a single-layer
wearable sensor which supports multiple sensing modalities such as ﬁnger pressing
and bending [154]. Here, we also utilize stretching which enables multimodal sensing
with iSoft.
By employing the EIT technique, we can interface the sensor by placing electrodes
on the sensor boundary only. In this way, the sensor can be fabricated with ease
as simple process and implemented without invasive wirings. Recent work with EIT
sensing has shown its potential for touch sensing on an arbitrary surface using machine
learning models [50]. We extend the EIT sensing to the soft-matter sensors with
multimodal sensing capability. Moreover, we propose a customization toolkit for
users to support the design and deployment of the sensors. To this end, we allow
users to perform interactions instantly after deployment without any extra training
processes.
In this work, we introduce iSoft, which supports multimodal inputs based on
the deformation of a single-volume carbon-ﬁlled elastomer. Our prototype supports
real-time continuous contact and stretching sensing. Using the proposed fabrication
method, a sensing technique, and a software toolkit, we enable users with the ability to
create and customize soft-matter sensors even if they have no professional knowledge
on material processing and use of specialized processing equipment. Our contributions
are as follows:
• A novel sensing technique providing real-time continuous contact and stretching
sensing with carbon-ﬁlled elastomer;
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• Hardware and software workﬂows that enable users to customize and deploy
soft sensors for instant interactions; and
• Example applications demonstrating the use of the multi-modal sensing capability of the proposed soft sensors.

6.1

Design Goals and Challenges
Form Factor: With soft sensors, users can bring interactivity to stretchable,

ﬂexible, and deformable mediums such as desk lamps, clothing, and malleable and
soft objects. Our proposed method should allow one to use soft materials to add
natural interactions to objects. With carbon elastomer, both 2D thin sensor sheets
and 3D soft sensor blocks can be implemented. For this chapter, we emphasize the
design and fabrication of thin soft sensors with customized 2D shapes which can be
deployed standalone or wrapped onto 3D objects.
Sensing Capability: We aim to provide rich sensing capabilities while preserving
the desired form factors. iSoft is designed to provide multimodal sensing including
real-time contact and stretching. Allowing real-time contact sensing can bring touch
pad capability (continuous tracking and 2D ﬁnger-tip gestures) using natural ﬁngertip
movements. To map natural motions and behaviors as a meaningful input, our approach also supports multimodal sensing capabilities. For example, to sense actions
such as stretching clothing and bending a ﬂexible lamp arm with our hands, both
contact sensing and stretching/bending sensing are required.
Fabrication and Implementation: A simple and a low-cost sensor fabrication
is desirable to support users who have no professional material knowledge or expensive equipments. Our approach targets allowing HCI practitioners and hobbyists to
quickly design and deploy their personalized interfaces with soft-matter sensors. Also,
a customization toolkit for the hardware assembly guidance is needed to lower the
barrier for implementing the soft sensors. Moreover, the toolkit should support a cer-
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Figure 6.1. Voltage reading from a sensing channel fed with ﬁxed DC current upon
pressure (Left). Movement detection using divV̄i smoothed by a 5-frame running
average (Right).

tain level of design freedom in a visual and intuitive manner. Further, the assembly
process should be concise to reduce costs in the post-processing stage.

6.2

Sensing Principle
Our contact sensing is based on the EIT technique which estimates the resistance

distribution of the conductive material using inverse problem analysis based on measurements from the sensor boundary. The diﬃculty of providing real-time sensing
with the carbon-ﬁlled silicone rubber is due to its rebound elasticity (> 50%), which

Figure 6.2. Four-terminal sensing employing the Neighboring Method with a capacitive sensing channel.
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causes a long settling time (> 10s) and small shifts in baseline values as shown in
Figure 6.1. In this section, we explain the resistance measurements method we used.
Then, we show our approach to overcome previous diﬃculties and achieve real-time
contact sensing with a carbon ﬁlled silicone rubber. Furthermore, we explain how
other sensing modality (i.e., stretching) works.

6.2.1

Resistance Measurement Method

Our sensing approach is based on carbon-ﬁlled silicone rubber which changes its
resistance distribution upon mechanical deformations. Four-terminal sensing is used
to measure resistance since this method reduces the inaccuracy from contact resistances. Unlike matrix tactile sensors where arrays of electrodes are required within
the sensing area, we place sensing electrodes on the outer edge of the sensor. Then,
we use Neighboring Method where DC current is fed through two adjacent electrodes
and the voltage diﬀerential is measured successively throughout the adjacent electrode
pairs as shown in Figure 6.2. Among the diﬀerent pooling methods, the neighboring method has shown the highest selectivity [155] which is suited for implementing
contact localization.

6.2.2

Real-time Contact Sensing with EIT

EIT image reconstruction is carried out by comparing the measurements at two
diﬀerent instances. Previous work showed discrete contact sensing using EIT with
carbon elastomer by taking measurements under the initial no-load condition as a
constant baseline [46]. However, a small shift in the reference baseline can easily
distort the contact localization. Thus, the use of a constant baseline will not perform
accurately if the baseline shifts. Furthermore, the long settling time limits the applicability in dynamic situations such as fast discrete contacts and continuous movement.
In order to eliminate the distortion and apply EIT for real-time contact sensing, we
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Figure 6.3. (A) Contact localizations through continuous update only lasts for a short
amount of time. (B) Eﬀects of residual deformations can be solved utilizing both
ﬁngertip contact and movement detections enabling (C) real-time contact sensing.

introduce a dynamic baseline update mechanism. Our baseline update mechanism
emerges through following three steps:
1. Continuous Update: A simple approach would be using the Fast EIT [156]
approach where the system updates the baseline values at every frame. However, this
contact localization only lasts for a short amount of time (<0.3s) for piezoresistive
materials as shown in Figure 6.3(A). The reason is that, if the baseline keeps refreshing every frame, the changes in voltage readings disappear once the ﬁngertip stops
creating new deformations (e.g., staying at the same location).
2. Contact Switch: From the observations on the Fast EIT, a ﬁngertip contact
switch is needed to update the baseline properly. Once a contact is detected, the
baseline stops updating and holds until the contact disappears. Thus, the contact
localization remains valid even if the ﬁngertip stays at the same location. So far,
the performance of discrete contact localization becomes robust. However, during a
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Figure 6.4. System ﬂow of real-time continuous contact sensing.

continuous ﬁngertip movement, the residual deformations on the path mark on the
reconstructed images as a long stroke as shown in Figure 6.3(B). We detect ﬁngertip
contact robustly by adding an extra capacitive sensing channel (Figure 6.2) within
the resistance measurement loop.
3. Contact + Movement Switches: Moreover, if we can detect the ﬁnger
movement and use it for a secondary level switch, real-time contact localization in
continuous ﬁnger movement becomes feasible. While a ﬁngertip remains in contact
with the sensor, we initiate updating the baseline once a movement is detected and
end updating when the movement stops. Therefore, the marks from the residual
deformations are erased as in Figure 6.3(C). In our preliminary experiments, we
observed that the average of all channels’ instant measurements (Vavg i ) reﬂects a
similar behavior with overall resistance distribution. To this extent, we use a discretetime derivative div Vavg i as an indicator to detect a movement. Also, we apply a
running average on div Vavg i for a stable and robust detection (Figure 6.1).
By utilizing the proposed two-step event detection for the dynamic baseline updating, we achieve real-time contact sensing system. Figure 6.4 illustrates the overall
ﬂowchart:
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1. Update a homogeneous baseline data (VH ) with instant measurement readings (Vi , running average of recent 5 frames) while no contact is detected, i.e.,
the capacitive sensing value (capi < capthreshold ).
2. If capi >= capthreshold , → movement detection process.
3. If a movement is not detected, i.e., divVavg i < divVavg threshold , → image reconstruction.
4. If divVavg i >= divVavg threshold , we update VH with previous frame’s data (Vi−1 )
and → image reconstruction.
5. We apply a color ﬁlter to the reconstructed image for blob detection and localize
a contact coordinate from the center of the blob (Figure 6.5).
With the proposed method, we can localize multiple contact points. However, the
low-resolution of the reconstructed image allows multi-point contact sensing with a
distinct separation greater than 5 cm.

6.2.3

Multimodal Sensing with Stretching

Our approach achieves a multimodal sensing with real-time contact and stretching. We employ a regression analysis to recognize diﬀerent levels of stretching. We

Figure 6.5. EIT technique based tracking workﬂow: Finite Element Model (Left),
a 20×20 cm sensor, the reconstructed image, and tracking through blob detection (Right).

100
observed from our preliminary test that the stretching caused changes in all of the
sensor values. Thus, at the ﬁrst instantiation, we utilize Vavg for the regression analysis. The regression analysis results are further discussed in the Task Evaluation
section. Since the carbon elastomer shows hysteresis, which produces diﬀerent resistance distributions under loading and unloading conditions [157], we only focus on
stretching sensing under loading instances (pulling). An unloading condition can be
detected since a high peak appears before decreasing to the settling value [98]. Since
stretching along diﬀerent axes exhibit diﬀerent behaviors, they should be modeled
separately. In this chapter, we only showcase stretching along a single axis.

6.3

Fabrication Process
Material & Equipment: We employed a carbon-ﬁlled silicone liquid rubber

from Wacker Ltd [143]. which exhibits similar volume resistivity (11 Ω·cm) as polymer
sensors made with carbon nanotubes (1 ∼ 200 Ω·cm) [158]. The curing condition of
the material is 15 minutes at 165◦ C using compression molding. We proposed quick

Figure 6.6. Simple material fabrication process: (A) Mixing and painting material
and (B) curing them with either a T-shirt heat press or a toaster oven. This produces
(C) various single-volume soft sensors.
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approaches either using a T-shirt heat press machine (<$150) or a pair of tightly
screwed steel blocks heated inside a toaster oven (<$50) as shown in Figure 6.6(B).
We used reusable heat stabilized ﬁlm ($1.7/sheet) to protect the surface from damage
during curing. The current material cost of making a letter-sized sensor is about $4.
Procedure: As shown in Figure 6.6(A), the process started with applying mixed
two-part components of carbon-ﬁlled elastomer to the heat stabilized ﬁlm using a
palette knife. Based on the size and thickness requirement, users need to adjust the
volume of the elastomer. After putting another ﬁlm on the other side, we used either
a T-shirt heat press machine or steel blocks+oven to cure the material with constant
pressure. We controlled the thickness of the material (>500 µm) by placing steel
washers around the curing sample. In this chapter, we used a thickness of 0.8 mm.
The curing takes about 140 seconds and 60 minutes using a T-shirt heat press and a
toaster oven, respectively. For the T-shirt heat press, we ﬂipped the material at 70 s
to apply uniform heat on both sides. It is worth noting that the material is sensitive
to the curing durations where excessive durations cause Scorching. Therefore, the
single volume sensor is fabricated with no additional material processing.
Supporting Form Factors: Our form factors include arbitrary 2D shapes and
textiles (Figure 6.6(C)). To fabricate on textiles, we replace heat stabilized ﬁlm with
the textile materials.

6.4

Customization and Deployment

6.4.1

Customization Toolkit

We develop a customization toolkit to support users in designing and deploying
their own personalized interface with iSoft (Figure 6.8). The current EIT toolkit
(EIDORS ) requires users to manually input geometry information and electrode locations as a set of coordinates [159]. Using our toolkit, users can simply draw/import
their own designs. Then the toolkit interfaces with the EIDORS by exporting boundary and electrode information. Lastly, it is critical to place electrodes in accordance
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Figure 6.7. Potential electrode placement problems: Electrode placement (A) not
enclosing a whole sensor region and (B) enclosing the whole area; (C) Improper
electrodes placement on sharp edge corners.

with the simulation model since small discrepancies increase the error [160]. Thus,
the toolkit generates a guidance image which users can refer to in designing the sensor
and deploying electrodes.

6.4.2

Electrode Placement

There are two main factors we need to consider: 1) Placing electrodes with equal
distances on the boundary of the given shape, and 2) Avoiding sharp corners when
placing the electrodes. First, not enclosing the whole sensor area shows unbalanced
performance in localization among the diﬀerent regions compared to the electrode
placement with enclosing all the area (Figure 6.7(A, B)). We maintain equal distance
between electrodes to guarantee enclosing all the sensor regions. Second, we avoided
the sharp corners since they create singularity problems due to the Neumann boundary condition used in ﬁnite element analysis of the EIT [161]. In addition, we prevent
a situation where users could not place the electrodes properly (could not make full
contacts or put electrodes in the designated locations) as shown in Figure 6.7(C).
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Figure 6.8. Proof-of-concept toolkit showing (A) overall interface, (B) interface customization, (C) electrode placement, (D) guidance template, and (E) prototype.

Thus, we design our customization toolkit to produce an electrode conﬁguration that
works with the EIT software toolkit which will be discussed in the Implementation section. To fulﬁll the two factors discussed, we proposed an electrode placement
algorithm as follows:
Initial electrode placement: All the points on a boundary curve are parameterized using arc length parameterization. Based on this parameterization, with a
randomly chosen starting point, N evenly distributed electrode locations are generated in the parametric domain. The electrode number N is determined by the
eﬀective area of the interaction. In our test, we set N to be either 8 or 16. This
initial electrode placement guarantees the even distribution of all electrodes.
Best electrode placement search: Based on the results of the initial electrode
placement, we apply a search algorithm to ﬁnd the best electrode placement which
avoids placing the electrode onto the sharp corners on the boundary curve. The
evaluation metric for the sharp corners is deﬁned as follows:
N
X
Score =
chordal(ΨPi ),

(6.1)

i=1

where Pi is each electrode location, ΨPi is the set storing neighboring points of Pi ,
and chordal(· · · ) measures the average chordal length error of all points in ΨPi . The
number of Pi ’s neighbors to be added in ΨPi is determined with a width ω·l, where l is
the ribbon end size, and ω is a user speciﬁed factor. In all our experimental tests, ω is
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set to be 2.0. The search algorithm is designed to ﬁnd a set of electrode locations with
a minimum score evaluated by Equation (6.1). By rotating the boundary of curve at
every small step δ in the parametric domain, we recursively parameterize the same
boundary curve and evaluate the score to ﬁnd the best electrode locations. Note
that, the searching stops when the rotation reaches

2π
N

degrees due to the rotational

symmetry of the electrode locations. The rotation step angle δ is set to

0.04π
N

for

balancing the search resolution and the speed.

6.5

Implementation
Figure 6.9(A) illustrates our prototype including a sensor (20×7 cm, 0.8T) and

sensing board. The dimensions of the sensing board were 5(W)×5(D)×3(H) cm.

6.5.1

Electrode Connection

Once the sensor fabrication was done, electrodes should be installed on the periphery of the sensor to perform EIT sensing. Among the various available materials,
we chose Ribbon Crimp Ends used in jewelry craft. These provided a ﬁrm contact
with the sensor and easy installation/detachment. The wires were soldered onto the
ribbon ends and provide connections between the sensor and the sensing board.

6.5.2

Hardware

Figure 6.9(B) shows our customized 16-channel shield operated with Teensy 3.2 (72
MHz Cortex-M4) [162]. The board contained an adjustable current source (LM334,
Texas Instruments) for current injection and an instrumentation ampliﬁer (AD623,
Analog Devices). A total of four 16-to-1 multiplexers (CD74HC4067, Texas Instrument) were used to form a switching matrix. A pair of multiplexers connected the
current source and ground to the target electrodes. Another pair of multiplexers
connected the voltage measurement electrodes to the instrumentation ampliﬁer. The
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Figure 6.9. (A) EIT sensing board with the sensor and (B) customized 16-channel
shield.

total cost of the customized shield and microcontroller was $30. We consider the current dimensions and the cost as an upper limit which can be further reduced through
optimization and larger scale production.

Figure 6.10. Schematic view of our system for 16 electrodes.
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6.5.3

Sampling & Data Acquisition

Figure 6.10 illustrates the schematic view of our prototype. The sampling was done
in two steps: voltage measurements and capacitive sensing. The voltage measurements were ampliﬁed to maximize the dynamic range of the ADC reading. Teensy’s
ADC provides a 12-bit resolution and we modiﬁed ADC sampling setting to maximize
the frame rate. When we injected the ﬁxed current (<0.5 mA), we put 100 µs delay
to provide suﬃcient time for the current to propagate before starting the voltage measurements. We averaged 10 analog readings for a single voltage measurement (3 µs).
At the end of the voltage reading cycle, we disabled all multiplexer channels and
perform capacitive touch sensing through designated pin (TouchPin) in Teensy. We
modiﬁed the current, a number of scans, and prescaler setting of the capacitive sensing to minimize the measurement time (<100 µs). The overall frame rate for the
diﬀerent number of electrodes (8,16, and 32) along with the capacitive sensing was
investigated. To test the 32 channels, we used a customized 32-channel shield with
four 32-to-1 multiplexers (ADG732, Analog Devices) and Teensy 3.2. We observed
a low frame rate (13 Hz) using 32 channels due to the limited microcontroller clock
speed. Since we are interested in real-time contact sensing, we focus on 8 and 16
electrodes.

6.5.4

Contact Localization

Our contact localization platform was developed based on the use of EIDORS
EIT toolkit [159]. We performed contact localization on a 15” MacBook Pro with
a 2.5 GHz Intel Core i7 processor. After preliminary explorations, our image reconstruction was formulated by a regularized maximum a posteriori [163] using one step
Gauss Newton solver. More speciﬁcally, we ﬁxed hyperparameter value at µ =0.01
which controlled the smoothing of the output along with NOSER prior. Similar
to [49], we also had a pre-computation step during initialization (<3 s) where subsequent image reconstruction was carried out as a single matrix multiplication (2.5 ms).

107
After forming a reconstructed image (25 ms), we set thresholds on the blue channel
to compute the centroid of the eﬀective region (0.5 ms). The frame rate of the EIT
image reconstruction came out to 35 Hz when using 16 electrode conﬁguration.

6.5.5

Stretching Sensing

For the stretching sensing, we employed a regression analysis to model the sensor
behaviors upon stretching. We chose the average value from all channels (V̄i ) as a
dependent variable since stretching the material changed the resistance distribution
over the sensor area. Since the stretching sensing is a model-based approach, the
frame rate is similar to the sampling frame rate (> 50 Hz). We will discuss the
details of the stretching model in the Technical Evaluation section.

6.6

Technical Evaluation
To fully understand the performance of the proposed sensor, we devised our eval-

uation to explore all attributes that aﬀect the sensor performance. In particular, we
evaluated the contact localization performance with diﬀerent sensor sizes, a number
of electrodes, and stretching conditions. Moreover, we modeled one case of stretching
sensing using a regression analysis to conﬁrm the feasibility.

6.6.1

Experiment I: Contact Localization

In this evaluation, we investigated 1) the required force to activate the sensor,
2) the sensor sizes, and 3) the number of electrodes for their eﬀects on the contact
localization performance. We employed a discrete targeting method where we compared the distance error of each contact with the ground truth. We used a digital force
gauge with a ﬂat conductive head (15 mm, similar to a ﬁngertip size) as a targeting
medium. To guide accurate contact locations, we attached a printed 10×10 grid paper
with cut holes which dissected each sensor into 100 contact regions. Each region was
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Figure 6.11. Targeting accuracy on three diﬀerent sensor sizes with 16-electrode
conﬁguration as shown in mm.

pressed manually 5 times in a random order. In each trial, we averaged 50 readings
for a single measurement. We collected 6000 data points (100 locations×3 sensor
sizes×2 electrode conﬁgurations).
Contact Force Requirement: Prior to the targeting experiment, we preliminarily evaluated the contact force requirement for targeting the contact localization.
We tested with three sensor sizes (10×10 cm, 15×15 cm, and 20×20 cm) with a
16-electrode conﬁguration. We measured the force required to activate the contact
sensing at each grid location. The system logged the force from the digital force gauge
when a contact sensing was activated. We observed that the required force increased
as the contact distance increased from the electrodes. The threshold contact forces
were in a range of 0.97∼2.8 N which is considered to be a comfortable ﬁngertip force
range for pressing [164]. This result shows that users do not need to put excessive
eﬀorts into activating the contact sensing. It is worth noting that iSoft was still
capable of localizing contact with a contact force exceeding the threshold range.
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Figure 6.12. Targeting accuracy on three diﬀerent sensor sizes with 8-electrode conﬁguration as shown in mm.

Sensor Size: We tested the contact localization accuracy on 3 diﬀerent sized
sensors (10×10 cm, 15×15 cm, and 20×20 cm) with a 16-electrode conﬁguration. We
scaled the 10×10 grid to diﬀerent sensor sizes accordingly, which resulted in a grid
size of 10×10 mm,15×15 mm, and 20×20 mm. The average targeting errors were
3.8 mm (SD=2.89), 6.89 mm (SD=3.63), and 7.53 mm (SD=3.49) for 10×10 cm,
15×15 cm, and 20×20 cm respectively. As shown in Figure 6.11, we found that some
locations near the electrodes showed higher errors. We saw improvements of 10∼30%
in distance errors when focusing on 80% of the center area for each sensor size.
Number of Electrodes: We performed another experiment with an 8-electrode
conﬁguration for the same sensor sizes. As mentioned before, 32-electrode conﬁguration was not considered due to the low frame rate. As shown in Figure 6.12, the average targeting errors were 9.89 mm (SD=7.09), 16.34 mm (SD=8.54), and 18.41 mm
(SD=13.51) for 10×10 cm, 15×15 cm, and 20×20 cm sensor sizes. Compared with
the results from the 16-electrode setup, the overall errors increased. In particular, we
observed that the outer region showed much worse performance in localization. If we
had only considered the accuracy in the center area (80%), similar accuracies (<10%
diﬀerence) as the 16 electrode conﬁguration would have been achieved. This implied
that a small number of electrodes can be employed for larger sensors if the center
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area is utilized as an eﬀective sensing region. To fully utilize the whole sensor area,
a greater number of electrodes is recommended.

6.6.2

Experiment 2: Sensor Performance with Stretching

We evaluated the characteristics of our sensor with stretching to check the feasibility of employing stretching under loading conditions as an input. Prior to testing
each parameter, we checked the maximum strain range for the stretching. This ensured that we performed evaluations in a feasible sensing range. We observed that
the resistivity increased up to a 50% strain, but started to decrease above this region. With this ﬁnding, we conﬁned our maximum strain range to 0∼40% for all
evaluations. In this experiment, we used a sample size of 20×8 cm with 16-electrode
conﬁguration.
Previous work demonstrated that the carbon ﬁlled elastomer changes its resistivity
non-reversibly after the ﬁrst few stretches [157] due to a breakdown of the internal
carbon black network. In our evaluation, we stretched the sensor up to 40% and back
to 0%. We measured the resistance at the two ends along the stretching direction of
the sensor after conducting 1, 5, 10, 50, 100, 500, and 1000 stretches operating at a

Figure 6.13. (A) Sensor durability undergoing a number of stretches and (B) a regression model for unidirectional stretching.
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frequency of 0.5 Hz. Before the next set of stretching, we left the sensor unloaded for
suﬃcient amount of time (>1 day) to minimize the eﬀect of the recovery rate in this
experiment. As shown in Figure 6.13(A), a sharp increase in resistance was observed
after the ﬁrst few stretches. After 50 stretches, no substantial change in sensor reading
was observed. This result indicates that the sensor should be stretched at least 50
times before deployment to ensure a uniform performance during stretching. Thus,
we performed all further experiments with samples that underwent at least 50 cycles
stretches.
For regression analysis, we used the average of measurements from all channels
(Vavg ) for the modeling. As previously mentioned, the hysteresis behavior of the sensor makes it hard to perform bi-directional stretching sensing. Therefore, we modeled
the stretching at loading instance only for unidirectional stretching. Figure 6.13(B)
illustrates a linear regression model with our sensor. Here, we stretched the sensor
for a range between 0∼40% for every 5%. We stretched the sensor from the released
condition for the data collection. This shows the feasibility of using our prototype
for stretching sensing with diﬀerent magnitude (R2 = 0.97). We further evaluated
stretching with users in the Task Evaluation section to see how many diﬀerent magnitude levels can be used for inputs. It is worth noting that the diﬀerent directional
stretching should be modeled separately.

6.6.3

Experiment 3: Multimodal Sensing

In this experiment, we focused on multimodal sensing performance with contact
sensing and stretching since the proposed prototype will mainly utilize these modalities for applications. First, we investigated sensor behavior during dynamic stretching
and compared it to sensing values from contact sensing. Then, we looked at contact
sensing performance under diﬀerent stretching conditions. We used a sensor size of
10×10 cm with 16 electrode conﬁguration.
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Figure 6.14. (A) Sensor reading during dynamic stretches and contact sensing,
(B) contact localization performance under stretching, and (C) experiment setup
showing 0% and 40% stretches.

To test the contact localization under stretching, we designed a test jig (Figure 6.14(C)) where we applied a unidirectional strain between 0∼40%. Here, we used
a printed 4×4 grid paper scaled along the stretched direction where each grid is 2 cm
square with the cut hole at the center. We used diﬀerent sized grids according to the
diﬀerent stretching levels. Figure 6.14(B) illustrates the mean distance errors on 16
locations at diﬀerent strain values. The result shows a slight increase in errors for
higher strains from 4.85 mm to 5.95 mm. This conﬁrms that contact localizations
can still be employed in various stretching conditions.
We compared Vavg under diﬀerent excitations: contact press and ﬁnger movement versus stretching. Figure 6.14(A) demonstrates the sensor performance under
dynamic stretches. The result shows that the sensor readings during the contact
sensing were less than the sensor readings for a 10% stretch. To prevent the sensor
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Figure 6.15. The overall study setup for (A) discrete contact, (B) stroke tracing (i.e.,q
15×15 cm sensor) and (C) stretching control tasks.

from an unintentional trigger due to the contact pressure, we suggest utilizing the
stretching range above 10% for inputs.

6.7

Task Evaluation
To further verify the system performance with real users, we conducted three task

evaluations including discrete contact, stroke tracing, and stretching controllability.
For all our evaluations, we used a 16-electrode conﬁguration. We recruited 10 participants with a mean age of 26. Prior to each trial set, we oﬀered a practice session to
reduce the learning eﬀect. However, it is worth noting that possible learning eﬀects
may still apply across diﬀerent tasks.

6.7.1

Task1: Discrete Contact

We studied the system accuracy of the discrete targeting and the absolute positioning. We looked at whether the contact localization was robust across diﬀerent
users.
Setup: We evaluated users with three diﬀerent sensor sizes as in our previous
experiments. We chose a grid size of 2×2 cm to mimic the size of the common
keycaps. Based on the technical evaluations, we utilized the center region as the
eﬀective sensing region which was 80% of the whole sensor area. More speciﬁcally,
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we applied 16, 36, and 64 contact locations on diﬀerent sensor sizes accordingly. We
randomized the order of both sensor sizes and contact locations. A total of 1500 data
points were collected (50 trials×3 sensor sizes×10 users). We measured the accuracy
of the grid targeting and the absolute positioning.
Result: As shown in Figure 6.16(A), the average of the discrete targeting accuracy was 96.03% and the distance error was 8.53 mm (SD=1.98) for all three sizes.
Using repeated measures ANOVA for univariate analysis, there was no signiﬁcant difference among the targeting accuracies, but there existed signiﬁcant diﬀerence among
distance errors (F(2,18) =20.97, p<0.05). The post-hoc pairwise comparisons with Bonferroni correction showed signiﬁcantly diﬀerent distance errors between the 20×20 cm
sensor size and the other sizes (p<0.05). We evaluated all sensor regions without using the machine learning models. Comparing with the closest related work [50], our
results showed similar performance for discrete contact sensing. The high targeting
accuracies across all sensor sizes indicate that iSoft supports robust discrete contact
localizations for instant interactions.

Figure 6.16. An accuracy of targeting 2×2 cm grid space and absolute position error
during discrete contacts (Left), and distance errors for stroke distance and ending
contact point (Right) on the three sensor sizes.
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6.7.2

Task2: Stroke Tracing

We explored the system accuracy on the continuous contact sensing. We looked
at the continuous contact localization using ﬁngertip movement detection with users.
Setup: With the same sensors in Task1, we designed a stroke tracing task to
evaluate the performance of our ﬁngertip movement detection. We asked users to
trace pre-deﬁned strokes with ﬁxed length on the soft sensors. For diﬀerent sensor
sizes, users traced diﬀerent lengths (60, 100, 140 mm) both horizontally and vertically
for each column and row (Figure 6.15(B)). We randomized the order of both sensor
sizes and tracing distances. A total of 1080 data points were collected (18 stroke
instances×2 directions×3 sensor sizes×10 users). We measured the absolute position
at the ending contact point of the tracing and the stroke distances.
Result: Figure 6.16(B) shows that the average distance errors were 8.76 mm
(SD=4.59) for the ending contact points and 13.48 mm (SD=5.74) for the stroke distance in all sensor sizes. Compared to Task1’s result, we did not observe a signiﬁcant
diﬀerence in the distance errors in the ending location of the tracing. This conﬁrms
that the ﬁngertip movement detection worked robustly across diﬀerent users’ strokes.
As expected, the stroke distance error was bigger than the ending point contact localization since we used both starting and ending points to compute the distance. It
is worth noting that the stroke distance errors were less than 10% of the sensor sizes.
This shows that iSoft supports continuous contact sensing.

6.7.3

Task3: Stretching Controllability

We evaluated the participant’s targeting controllability with stretching using our
prototype. Our goal was to conﬁrm how many stretching resolutions users can handle
with our sensor. We measured both accuracy and reaction time.
Setup: We evaluated users’ target controllability with a stretching range of
20∼40% on ﬁve diﬀerent resolutions (i.e. evenly dissecting a total sensing range
into 2, 3, 4, 5, and 10 layers). The target was labeled as a number from 0 (No
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Figure 6.17. The targeting accuracy and completion time for controlling stretching
with 5 diﬀerent resolutions.

Stretching) to the maximum range (2∼10 levels) which was displayed on the screen
as a reference. We asked users to stretch the material to the designated target within
one unidirectional stretching. Hence, users could not adjust the input by stretching
and releasing. Participants then released the sensor fully before the next trial. We
randomized the order of resolutions and collected a total of 1000 data points (20
trials×5 layers×10 participants).
Result: As shown in Figure 6.17, the participants achieved an average accuracy
of more than 90% in controlling 3 or fewer levels of stretching in both conditions.
However, the performance quickly dropped starting from 4 or more levels (<75%).
Also, the completion time increase as the resolution grew. This shows that even with
the high stretching capability of iSoft, it is recommended to limit the interaction
resolutions of 3 or fewer levels for robust interactions.

6.8

Example Applications
We highlight the multimodal sensing capability and the interactions enabled by the

real-time contact and stretching sensing with iSoft. The following examples demonstrate the wide range of ﬂexibility and applicability of iSoft.
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Figure 6.18. iSoft enables a personalized interface with 2D shapes.

Customizable 2D Soft Sensor Accessory: A user can cut various shapes from
a fabricated sheet and color them with paint markers to create customized soft sensors (Figure 6.18). These sensors can be used as controllers for various digital devices.
The sensors work instantly with discrete/continuous contact sensing capability.
Lamp Arm: We wrapped a 15×6 cm sensor on to the adjustable arm (Figure 6.19) with 8 electrode conﬁguration. The arm of the lamp became capable of
sensing bending, discrete contact, and swiping. In this example, users simply turned
on the lamp by bending the arm and controlled the brightness using diﬀerent arm
locations. This example demonstrates the versatile sensing capability of iSoft.
Add-on Interactive Sticker for a Tumbler: Using our sensor and the toolkit,
users can build their own soft interface for a Tumbler (Figure 6.20). Users can customize interfaces and the toolkit automatically generates the interface layout onto a
2D rectangular pattern and creates a guide for users to build a soft sensor sticker.

Figure 6.19. By attaching iSoft, we bring interactivity to a lamp arm.
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Figure 6.20. Users design a personalized interface sticker for a tumbler.

The fabricated sensor can be attached onto the cup with adhesives and the tumbler
instantly turns into a personalized music controller.

Figure 6.21. iSoft brings multimodal sensing capability for the textile.

Smart Textile Controller: We fabricated textile sensors and decorated them
with fabric transfer paper and paint markers (Figure 6.21). The sensor can be attached either outside or inside, and a user can use the smart textile as a wearable
controller. Various parts of clothing can be made interactive such as sleeves and
pockets.

Figure 6.22. An interactive pillow provides a TV interface control.
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Neck Pillow TV Control: The sensor can be attached or embedded in a volumetric fabric such as neck pillow. In this example, a user can control the channel by
pressing diﬀerent parts of the pillow and the volume by pressing+stretching diﬀerent
sides of the pillow. This demonstrates the use of the multimodal sensing capability
utilizing a user’s natural motions. A user can also further stretch the pillow for faster
volume change.

6.9

Discussion & Future Work
Although the fabrication processes, sensing techniques, and work ﬂow we pre-

sented with iSoft suﬃce our design goals in general, we identify several challenges
learned from the investigation. We discuss these challenges and future works.
Scalability & Form Factor: In our current setting, our physical sensor size is
limited. However, the sensor can be fabricated using an industrial heat compression
machine for larger working areas. For such constraints, more electrodes are recommended for robust performance. Further, applying our soft sensors conformally onto
complex 3D surfaces remains unresolved. The potential solution would be providing
a feature of ﬂattening complex 3D surfaces into 2D pieces [165].
Customization Freedom: Since iSoft is constructed with a carbon-based material, the base color is pure black. In our current approach, we colored it with paint
markers which can be damaged with excessive stretching. A future approach would
be using special silicone inks [166].
Supporting Other Sensing Modalities: We also saw the potential of using
iSoft for other sensing modalities such as bending, squeezing, and contact pressure.
We observed promising results to recognize bending along diﬀerent directions using
an ad-hoc training approach on a 10 × 10 cm sensor.
EIT Performance: The electrode connections can be further improved by incorporating long protrusions on the sensors for placing the electrode [99]. We can further
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improve the localization accuracy by with improved meshing model, enhanced blob
detection, and optimized electrode placement.
Capacitive Sensing: Our current approach is limited to interactions through
the conductive medium like human skin since we employed capacitive sensing. The
localization still works with conductive materials if the electrodes are isolated.
The employed capacitive sensing does not indicate the material’s viscoelastic response. However, as long as suﬃcient deformation happens during the on/oﬀ state
transition period, localization works robustly. We conﬁrmed that there is no performance degradation unless users repeatedly contact the same location with high
frequency (> 5Hz), which usually is not the case for common interactions.
Stretching Performance: In this chapter, we showed stretching under loading
conditions only due to the hysteresis. By modeling the hysteresis, it is possible to
achieve stretching sensing under both loading and unloading conditions.Our prototype
supports up to 1 Hz stretching due to the settling time, which can fulﬁll most of the
commonly used interactions.
Calibration Process: For capacitive, movement, and stretching sensing, initial
calibrated data/models are required. By collecting sensor designs (size and material properties) and calibrated thresholds/models across the community, we expect
generalized and shareable models can be developed.

6.10

Concluding Remarks

We have proposed a customizable soft sensor, iSoft, with multimodal sensing for
instant interactions. By employing a dynamic baseline update to the EIT technique
using ﬁngertip contact and movement detection, we have achieved real-time continuous contact sensing. iSoft also provides multimodal sensing capability with stretching
sensing. We have developed a software toolkit that facilitates the customization and
deployment process for implementing a functional soft sensor with a personalized interface. We also have veriﬁed the system accuracy and evaluated user performance.
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Our work will beneﬁt HCI practitioners and novice makers who want to make their
own functional soft sensors without in-depth knowledge of material processing or
access to expensive equipment.
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7. MULTISOFT: SOFT SENSOR ENABLING REAL-TIME MULTIMODAL
SENSING WITH CONTACT LOCALIZATION AND DEFORMATION
The advancements in electronic hardware and signal processing techniques have enabled new types of sensing capabilities. Recent works have shown unique capabilities using acoustic, capacitive, piezoelectric, and bioimpedance sensing [54, 167–169].
With these versatile sensing capabilities, a wide range of interactions, from touch
sensing [50] to deformation sensing [53], has been investigated. However, providing
multimodal sensing is diﬃcult because of the software supporting the single sensing technique and the limited sensing modality inherent in the hardware. For these
reasons, we suggest a multimodal sensing pipeline (software) along with a soft sensor (hardware) to expand the interaction possibilities.
Sensing techniques have been implemented with computation-based and learningbased algorithms. A robust sensor system following a predeﬁned computational model
exhibits high accuracy, and so data training is not usually necessary. Since the use of
the computational method to fully understand the complex pattern of sensor values
is limited, recent works have been adopting learning-based algorithms [50, 52, 53].
Although data training is required, the learning-based method has shown a robustness
in interpreting complex sensor values for meaningful inputs. A recent work [170] has
incorporated learning-based algorithms with the heuristics to explain both surface and
deformation gestures. To this end, we propose a multimodal sensing pipeline which
adopts a computational method (EIT) for the contact localization and a learningbased algorithm (SVM) for classifying the deformation type as well as magnitude.
With the development of soft materials, recent works have transformed the form
factor of the sensor from a rigid body to a soft [81], ﬂexible [171], stretchable [82],
and conformable [172] body. With this freedom from the rigidity, these works have
introduced various types of input sensing including touch, pressure, bend, and squeeze
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to both soft and rigid substrates. However, a speciﬁc sensor design is required for
implementing a diﬀerent sensing modality and it is hard to modify the sensor from the
predeﬁned sensing. To this end, a recent work [173] has taken a low-cost approach to
fabricate a customizable soft sensor. We build upon previous works, but our prototype
does not require predeﬁned sensing for contact localization and it supports ad hoc
learning on deformation types and intensities.
We employ a non-toxic piezoresistive carbon-ﬁlled elastomer [143] which has been
widely used for providing various sensing methods. A slow recovery and small baseline shifts of the sensing signals after excitations make it hard to support real-time
localization as well as training deformation behaviors. A previous work resolved the
real-time localization with a dynamic baseline update involving the aid of capacitive
touch sensing [173]. However, maintaining the contact localization upon deformation
is still challenging without a deformation-aware system. To enable robust training
for deformation behavior, we apply dynamic manipulation to encourage fast sensor
settlement. Moreover, we employ a deformation switch to maintain/restore contact
localization upon/after deformation. We also introduce a multilayer sensor structure
to enhance the physical properties and the performance of the prototype.
In this work, we introduce MultiSoft, which enables real-time multimodal sensing
using a multilayer soft sensor. We employ a multimodal sensing pipeline where localization is computed with an EIT image reconstruction while diﬀerent types and
magnitudes of deformations are classiﬁed with a trained SVM classiﬁer and regression
models. Using a low-cost soft sensor, we empower users to perform interactions that
support natural motions and behaviors which cannot be accommodated with a single
sensing modality. Our contributions are as follows:
• A multimodal sensing pipeline for contact localization and classiﬁcation of deformation type and magnitude;
• A multilayer sensor structure that enhances physical properties as well as the
sensor settlement; and
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• Example applications demonstrating the use of the multimodal sensing capability of the proposed soft sensor.

7.1

Design Challenges and Goals
Contact Localization with Deformation: We aim to support multimodal

sensing that accommodates natural human motions and behavior. To achieve this,
our proposed multimodal sensing pipeline should maintain contact localization (local deformation) upon and after global deformation. Here, global deformation refers
to any deformation that causes high strain changes in overall sensing regions (i.e.,
stretching & bending). Throughout the chapter, we refer to global deformation as
deformation. It is not common for normal humans to continuously move their ﬁngertips during the deformation. Thus, we utilize the contact localization information
before the deformation for maintaining and restoring the localization during and after
the deformation.
Interactions with Soft Sensors: With the stretchable and ﬂexible nature of
the soft sensor, the sensing technique should support expanded input vocabulary
utilizing its physical properties. Understanding deformations can contribute to this
goal where various deformation types (stretching, bending, squeezing, pressing, etc.)
are potential candidates for interactions with the soft sensor. Furthermore, the rich
information regarding deformation (e.g., level of intensity) would enable additional
dimensions to the existing input metaphor.
Fabrication & Form Factor: Low cost and less setup are desirable for sensor
fabrication. Speciﬁcally, low temperature and short curing duration conditions can
reduce the equipment cost as well as the applicability of embedding sensors into various materials and objects. In terms of the performance, highly ﬂexible and stretchable
sensors that are free from sensor settlement after excitation would be ideal. In this
chapter, we emphasize making soft sensors that can easily be attached to objects or
equipped as a wearable device.
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Figure 7.1. Average change in all sensor values (A) without and (B) with dynamic
manipulation upon applied strains.

7.2

Multimodal Sensing Principles
Our multimodal sensing is based on both the computational-based (EIT) and

learning-based (SVM) methods. The changes in resistance distribution of the piezoresistive material provide suﬃcient information for understanding the deformation.
With a deformation-aware system, we can correctly update the contact localization
information in the presence of the deformation. The proposed approach allows us to
maintain/restore contact localization during and after the deformation.

7.2.1

Resistance Measurement Method

The core sensor values are based on real-time resistance distribution along the
material, which changes upon external mechanical strains caused by contact pressure,
stretching, and bending. Similar to in previous EIT works [50,173], we employed fourterminal sensing, which reduced inaccuracy from the variance in contact resistance.
The electrodes were placed surrounding the objects and we adopted the Neighboring
Method which injected DC current into two adjacent electrodes, and a number of
voltage measurements were done on successive adjacent electrode pairs as illustrated
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in [174]. We fed the same raw sensor values into EIT and SVM channels in the
multimodal sensing pipeline.

7.2.2

Multimodal Sensing with Localization & Deformation

Dynamic Manipulation: The carbon elastomer is known for non-linear and long
settlement after excitation. We captured several trials of uniform large stretching with
existing carbon ﬁlled silicone as shown in Figure 7.1(A), which shows a small baseline
shift for each trial as well as a long settlement duration. Although we can learn
the pattern behavior from the sensor values, this phenomenon can easily confuse the
classiﬁer. During our preliminary evaluation, the SVM classiﬁer worked robustly if
we kept the same zero-level when there was no excitation. To maintain the zero level
during the No Deformation state, we employed a calibration method for handling
the temporal drift [175]. Here, we simply apply diﬀerential dynamic manipulation by
setting the baseline of sensor values to zero-level when the sensor settlement enters
into a quasi-steady state (Figure 7.1(B)). The quasi-steady state is determined by
looking at an average of discrete-time derivative of changes in all channels’ sensor
readings dVavg (running average of 10 frames) when an average change in all sensor
values (Vavg ) are within a low strain range.
Deformation Switch: The EIT image reconstruction is processed with a diﬀerence in resistance measurement (δV) which is the diﬀerence between an instant measurement reading (Vi ) and the homogeneous baseline (VH ). Previous work showed
discrete contact sensing by taking a no-load condition as a constant baseline for computing the δV [46]. A real-time continuous contact localization was also introduced
by updating the homogeneous baseline upon touch and movement [173]. Still, the
EIT image reconstruction can easily deteriorate from deformations due to resistance
changes in the overall sensor region as shown in Figure 7.2(A).
We adopt a deformation switch to maintain and restore the contact localization
performance under and after the deformation instance. When deformation occurred,
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Figure 7.2. Contact localization upon stretching. (A) Previous methods cannot maintain the localization due to a lack of deformation-awareness. (B) With a deformation
switch, MultiSoft maintains contact localization during and after stretching.

we kept the most recent δV before the deformation occurred. Then, this δV was maintained during the deformation. Upon release from the deformation, we updated the
homogeneous baseline using δV, where VH = Vi − δV. With the proposed method,
the contact localization can be maintained during the deformation and restored after
the deformation as shown in Figure 7.2(B).
With the aforementioned approaches, we achieved a multimodal sensing with contact localization and classiﬁcation of deformation (i.e. stretching & bending) type
with magnitude. Figure 7.3 illustrates the detailed workﬂow of the system.
1. Raw sensor readings are fed into EIT and SVM channels.
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2. Before feeding the sensor values to the SVM classiﬁer, we apply diﬀerential
dynamic manipulation when the sensor settlement enters the quasi-steady state,
i.e., dVavg < dVavg,threshold when Vavg < Vavg,threshold .
3. We classify the deformation type using SVM with polynomial kernel.
4. If there is “No Deformation,” we conﬁrm the presence of deformation in the
previous frame.
5. If the deformation event exists in the previous frame, we set VH = Vi − δV
to update the homogeneous baseline. Otherwise, we process EIT localization
using [173], update δV with current Vi and localize a contact coordinate.
6. If any deformation is detected, multiple channels are activated: 1) we use δV
from the most recent localization during “No Deformation” and output a contact
coordinate and 2) we determine the level of the corresponding deformation using
SVM regression with polynomial kernel.

Figure 7.3. System ﬂow of multimodal sensing pipeline.
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Figure 7.4. MultiSoft fabrication process: (A) Preparing highly stretchable silicone
base with mold and paint carbon-ﬁlled elastomer over cured base and (B) curing
substance with a toaster oven at 65◦ C for 10 minutes. This produces (C) highly
ﬂexible and stretchable soft sensors for multimodal sensing.

7.3

Fabrication Method
Material & Equipment: Our core material is carbon-ﬁlled silicone rubber from

Wacker Ltd. [143], which has a volume resistivity (11Ω·cm ) similar to that of carbon
nanotube based polymer sensors (1 ∼ 200Ω·cm). We also used very soft, highly
stretchable platinum cure liquid silicone compounds (Dragon Skin R [176]) which can
be stretched up to more than 500% without rupture. We enabled fabrication using a
toaster oven (< $50) where the curing condition is 10 minutes at 65◦ C. Heat stabilized
ﬁlm ($1.7/letter-size sheet) can be used to produce smooth sensor surfaces, but are
not required. The current cost of making a letter-sized sensor is about $6∼10 for a
thickness of between 0.8∼2.5mm.
Multilayer Fabrication: Our fabrication employs a multilayer approach where
we used platinum cure liquid silicone as our base substrate. As shown in Figure 7.4,
we started by making the base substrate (30∼75 minutes at 25◦ C) and then applied
carbon-ﬁlled rubber on top as recommended in [177]. We directly applied carbon-
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ﬁlled rubber to the base substrate using a pallet knife. By only applying the carbonﬁlled rubber as a very thin substrate rather than forming a single-volume sensor, the
curing requirements for temperature and duration came down. We conﬁrmed that
our fabrication process also worked with Elastosil R Film [143] which can be used to
make an even thinner (< 0.2mm) sensor.

7.4

Implementation
Figure 7.5 illustrates our sensing boards. The dimensions of the sensing boards

are 5(W)×5(L)cm (16-Channel) and 8(W)×9(L)cm (32-Channel), respectively. For
the electrodes, we used ribbon crimp end since it provided a ﬁrm contact with quick
installation. Wires were soldered on the crimp end to provide a connection between
the board and the sensor.

7.4.1

Hardware & Data Acquisition

As shown in Figure 7.5, our customized 16 and 32 channel shields were equipped
with Teensy [162]. The general components included an adjustable current source

Figure 7.5. 16- & 32-channel customized sensing board.
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Figure 7.6. Schematic view of our system.

(LM334, Texas Instruments) and an instrumentation ampliﬁer (AD623, Analog Devices). A total of four 16-to-1 (CD74HC4067, Texas Instrument), and four 32-to1 (AD732, Analog Devices) multiplexers were used to implement a switching matrix
according to the required number of channels. The total cost of each board was
$30 (16-channel) and $70 (32-channel), respectively. The current size and cost are an
upper limit which can be further reduced with commercial production.
Figure 7.6 represents a schematic view of our prototype. We adopted a neighboring
method which has been used as a robust pooling method in previous works [50, 173].
The system underwent a two-step process including voltage measurement and capacitive sensing. First, a small current (0.5 mA) was injected and voltages were measured
after the current propagation (100 µs delay). After the voltage measurement cycle,
capacitive reading was performed with a designated Touch Pin from Teensy, which
utilized a microcontroller’s internal capacitance (<100 µs). Due to the low frame
rate (<15 Hz) from pooling 32-channels, instead we utilized the 32-channel board for
pooling multiple 16-channels (>30 Hz) when needed.
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7.4.2

Contact Localization & Deformation Sensing

The implemented contact localization followed the method in [173] where EIDORS
EIT Toolkit [159] was employed. A regularized maximum a posteriori [163] using one
step Gauss Newton solver was applied to the four-step image reconstruction: 1) a precomputation (< 3s), 2) a single matrix computation with resistance changes (2.5ms),
3) reconstructing image (25ms), and 4) a color ﬁlter for computing the eﬀective region’s centroid (0.5ms). The frame rate of the EIT image reconstruction was 35Hz
with 16 electrode conﬁguration.
For the deformation sensing, we employed a Support Vector Machine (SVM). For
the input features, we only used raw voltage measurements with no additional data
modiﬁcations. Thus, the length of our feature set was 208 voltage readings (16channel). We used a Weka toolkit [178] to perform SVM (SMO, Polykernel with
E=1.0) for deformation classiﬁcation and SVM regression (SMOreg, Polykernel with
E=1.0) to estimate the magnitude of the deformation. Multiple independent regression models were needed to support the magnitude estimation for multiple deformations (e.g. stretching in X and Y directions). For processing time, we observed less
than 15 ms (> 65Hz) to run one SVM model along with ﬁve SVM regression models
using Macbook Pro (2.7GHz). A linear classiﬁer did not work well with the deformation classiﬁcation due to the non-linear characteristics of the sensor response. Thus,
we used a non-linear classiﬁer.

7.5

Technical Findings
To understand the sensing capability of the proposed sensor, we investigated the

attributes that aﬀected the sensor performance. To be more speciﬁc, we evaluated
the contact localization accuracy and the activation required force. Then, we checked
the pattern of the sensor values with diﬀerent deformations and compared the sensor
settlement after a large strain (> 40%).
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Figure 7.7. Average change in voltage readings on a multilayer sensor upon > 40%
strain with (A) fast and (B) slow excitations.

7.5.1

Localization Accuracy & Contact Force Requirement

In this evaluation, we evaluated the absolute distance error for the contact localization and force required to activate the sensor. Our main purpose was to compare
these performances with [173] to conﬁrm the feasibility of the proposed sensor for
the contact localization. The setup included a 15×15 cm multilayer sensor with 16electrode conﬁguration. We used a digital force gauge (HF-200) with a ﬂat steel head
for both evaluations. A 10×10 grid was used to dissect the sensor region for the
evaluation. For the contact force measurement, the digital gauge logged the force
when the contact sensing was activated.
The average targeting error was 5.21mm (SD=3.02). This error is similar to
that of [173] where it veriﬁed the equivalent contact localization performance with
the proposed multilayer fabrication. On the other hand, the average contact force
requirement was 1.55N (SD=0.46) with a range of 0.92∼2.8N. Even with a thinner
layer of the carbon-ﬁlled elastomer due to the multilayer structure, the prototype
still maintained a similar force requirement as a single-volume elastomer. The results
conﬁrmed that contact localization is feasible with the suggested prototype.
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7.5.2

Sensor Settlement

We investigated the sensor settlement performance with the prototype. Previously,
a single-volume carbon elastomer required a long sensor settling time (> 10s) after
excitation [98,173]. We wanted to check how the settlement of the sensor changes with
the multilayer structure that has a highly stretchable base. For the evaluation, we
applied a large strain (> 40% stretch) and released the sensor with fast (Figure 7.7(A))
and slow (Figure 7.7(B)) excitations. This was done to check all possible behaviors
of the proposed prototype since carbon-ﬁlled elastomer generally exhibits diﬀerent
characteristics according to frequency of applied strains. The required settling times
were around 5s for high frequency stretching and 2∼3s for slow frequency stretching.
This is a major improvement in the sensor settlement when compared to the existing
sensor (20s). Along with the proposed calibration using a dynamic manipulation, the
proposed multilayer sensor can provide high repeatability. This would beneﬁt the use
of a learning-based algorithm where the same pattern of sensor values is expected for
the same deformation.

7.5.3

Signal Patterns with Deformations

In our learning-based algorithm, the feature set consists of a single frame of 208
raw voltage readings. We utilize these values to perform SVM and SVM regression to
ﬁnd out the type of deformation along with the level of deformation. Therefore, it is
essential to check whether the sensor readings exhibit unique patterns upon distinct
deformations and magnitudes. We especially explore this with stretching and bending
since they cover deformations caused by both small (bending) and large (stretching)
strains. Bending in mid-air will not produce any strain with the prototype. Also,
we found out with a preliminary experiment that the sensor’s base substrate should
be greater than 0.8mm in thickness due to insigniﬁcant sensor value changes upon
bending. Therefore, we attach a 1mm-thick fabricated sensor to a binder made with
polypropylene for testing bending deformation.

135

Figure 7.8. Voltage measurements from all electrode pairs under diﬀerent gestures
for (A) Stretching and (B) Bending.

We visualize a set of sensor readings for a single frame during diﬀerent stretching (Figure 7.8(A)) and bending (Figure 7.8(B)) deformations. We can easily conﬁrm
from the visualization that each diﬀerent deformation triggers a unique set of channels,
but it is hard to ﬁnd the overlapped sensor value pattern for diﬀerent deformations.
As expected, bending generally causes smaller changes in sensor values compared with

Figure 7.9. Voltage measurements from all electrode pairs under diﬀerent magnitudes
of deformations for (A) Stretching and (B) Bending.
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Figure 7.10. The overall study setup for (A) contact localization with deformation,
(B) bend, and (C) stretch gestures.

stretching due to small strain changes. We also checked the sensor values in diﬀerent
magnitudes for the same deformation. As shown in Figure 7.9, we conﬁrmed that
the deformations with diﬀerent magnitudes produce similar sensor value patterns except for their intensities. No diﬀerence was observed in terms of sensor value pattern
for the same type of deformation. This conﬁrms that the learning-based regression
method can be employed for the magnitude estimation of deformations.

7.6

Task Evaluation
To verify the sensor performance with real users, we conducted three task eval-

uations: 1) contact localization accuracy during and after deformation, 2) accuracy
of deformation classiﬁcation, and 3) error rate of estimation on deformation magnitude. In all the evaluations, we used a 16-electrode conﬁguration with a sensor size
of 15×15cm. For bending deformation, we used a prototype that is attached to a
polypropylene binder similar to in Technical Findings. We recruited 15 participants (3 females) with a mean age of 29.
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7.6.1

Task 1: Localization Accuracy Under Deformation

We tested the robustness of our system in maintaining the contact localization in
the presence of deformations. Our goal was to verify whether the contact localization
worked correctly upon and after deformation using our approach.
Setup: We chose stretching as a representative deformation since stretching normally causes a large strain change in overall sensor regions compared to in other types
of deformation. First, we trained sensor values for each user’s stretching behavior to
form a deformation switch. If the deformation was not correctly classiﬁed during the
contact accuracy evaluation, we excluded those trials (< 5% of total trials) since our
aim was to check the robustness of the localization. We evaluated the localization
performance when users were stretching and releasing the prototype while grasping
ﬁve diﬀerent painted locations on the sensor (Figure 7.10(A)). We averaged at least
20 readings for Before, Under, and After deformations. Here, the contact localization
before the stretching was set as the ground truth. We divided the evaluation criteria into targeting accuracy (15×15mm grid around the ground truth) and distance
error. A total of 9000 data points was captured for the comparison (20 readings×3
instances×10 Trials×15 users).

Figure 7.11. Targeting accuracy and distance error of contact localization under and
after stretching.
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Result: As shown in Figure 7.11, the participants maintained target accuracies of
96.4% and 92.7% and distance errors of 4.59mm (SD=1.86) and 7.59mm (SD=3.22)
for Under and After stretching, respectively. The pairwise t-test showed no signiﬁcant
diﬀerence for the targeting accuracy, but there was a signiﬁcant diﬀerence (p<0.05) in
distance errors. The small distance error in “Under Stretching” represents the robustness of the deformation switch for maintaining the contact localization. For “After
Stretching,” we observed that the initial few frames (<10 frames) contributed heavily
to the increased distance error. This suggests that we need to hold a few frames
before re-initiating localization after releasing deformation. The results demonstrate
that MultiSoft supports localization during deformations.

7.6.2

Task 2: Classiﬁcation Accuracy

We evaluated the classiﬁcation accuracy of various deformations with the SVM
classiﬁer. We looked at the real-time classiﬁcation accuracy of our prototype with a
per-user classiﬁer and performed post-hoc analysis to check the “Walk Up” accuracy.
Setup: We divided our evaluation into two deformations (Stretching and Bending) with three diﬀerent numbers of gesture set. The researcher recorded the raw
sensor values when users performed the deformation. Participants held onto a visually instructed deformation for 1s so the data could be captured. Here, we did
not specify the detailed posture or the deformation intensity, which were solely the
user’s decision. We recorded the raw sensor values of 50 frames from each gesture for
training purposes. Then, we processed an N -class classiﬁer for diﬀerent numbers of
gesture sets. Subsequently, we held a test session where we evaluated the classiﬁcation
accuracy live. Participants were asked to perform at least ﬁve trials of each gesture
in a random order. During the evaluation, we only used a per-user classiﬁer to test
the accuracy of the instant training, but we did keep records of the sensor values. For
post-hoc analysis, we processed a leave-one-user-out crossfold validation experiment
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Figure 7.12. Per-user (Real-time) and “Walk Up” (Post-hoc) classiﬁcation accuracy
for diﬀerent numbers of stretch and bend gesture sets.

to measure the “Walk Up” accuracy. We employed 14 users’ data to train the model
to test along with the 15th user’s data.
Result: As shown in Figure 7.12, per-user classiﬁcation in real-time showed
high accuracy overall. Even with the larger gesture set, the accuracy came out
to be 92.78% (SD=5.69) and 91.85% (SD=5.92) for the large gesture set.

Un-

like our expectation, we observed that the performance with “Stretch” increased to
99.19% (SD=2.58) for “Walk Up” accuracy. We assume this might be due to the nature of the stretching deformation where users exhibited a similar grasp, posture, and
stretching magnitude during training. These similarities contributed to accumulating
a similar set of data for a robust classiﬁer. “Walk Up” accuracy decreased an average
of 7.13% for bending deformation classiﬁcation. We observed that bending had more
ﬂexibility for performing deformation, where points of inﬂection and supporting hand
positions were diﬀerent for each user. Still, the “Walk Up” classiﬁer accuracy for
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Figure 7.13. Per-user (Real-time) and “Walk Up” (Post-hoc) regression error rate for
stretch and bend magnitude estimation.

nine bending gestures exceeded 87.45% (SD=4.60). This veriﬁes that our system can
easily be trained for individual users. Also, the “Walk Up” accuracy suggests that
small amounts of data can be trained for use with a large number of users.

7.6.3

Task 3: Regression Accuracy

We evaluated the regression accuracy in estimating the magnitude of the deformation. Similar to in Task 2, we looked at the estimation error in 1) real-time per-user
regression model, and 2) post-hoc analysis with “Walk Up” regression model.
Setup: We followed a setup as in Task 2. The only diﬀerence is that we trained
for the magnitudes of the deformation using SVM regression. We devised the deformation into stretching and bending and recorded 0 to 5 levels of stretching and
bending. Initially, we planned to train for the smallest and largest levels of deformations only to avoid the overﬁtting issue. During our preliminary experiment, however,
we found out that training with various magnitudes produced a more robust regression model. For “Stretch,” we asked users to stretch up to 50% (Level 5) and each
level was set at every 10%. For “Bend,” we asked users to bend up to 150◦ (Level 5)
for every 30◦ . We provided a physical stand with marked labels for visual guidance
on following the diﬀerent levels of deformation correctly (Figure 7.10(B),(C)). Other
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than that, no other guidance was given. We asked users to hold the deformation at
each diﬀerent level for 1s, and we captured the dataset which again consisted of 50
frames of raw sensor values. Then, we processed with a regression classiﬁer for estimating deformation levels. As in Task2, we held a test session to evaluate the error
rate of the regression model live with at least ﬁve trials for each level of deformation.
We used a per-user classiﬁer during the study and kept records of the sensor values
to carry out a post-hoc analysis for the “Walk Up” error rate.
Result: We used an estimation error to evaluate the accuracy of the regression
model. Upon the user’s input, the SVM regression classiﬁer put out ﬂoat values ranging from 0∼5. Then, we computed the error by comparing it to the ground truth (i.e.
0,1,2,3,4, and 5). Figure 7.13 shows the error rates for estimating the level of deformation. For the per-user regression model, the error rates were 9.09% (SD=3.53)
and 6.93% (SD=3.31) for “Stretch” and “Bend,” respectively. The error rates for
“Walk Up” estimation were 10.45% (SD=3.41) for “Stretch” and 12.63% (SD=7.5)
for “Bend.” There were no signiﬁcant diﬀerences (p>0.2) among error rates for diﬀerent levels of deformation. The change in error rates for “Stretch” was not signiﬁcant,
but there was a signiﬁcant diﬀerence (p<0.05) for “Bend.” The results aligned with
ﬁndings from Task 2 where freedom in performing gestures in “Bend” was more
suitable for formulating an individual regression model with better accuracy. Still, all
regression models achieved estimation errors of less than 12.63%, which can be interpreted as an average error at the 1.26 level for the range of 0∼10 levels. This shows
that the prototype is suitable for detecting the intensity of deformation with instant
training. Also, small amounts of trained data can be utilized for a large number of
users.

7.6.4

User Feedback

In a post-survey, we elicited qualitative feedback about the participants’ experience with the prototype. They enjoyed the softness and rich sensing capability of the
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prototype, and they mentioned that the deformations were easy to perform since they
often encountered this type of deformations in their everyday life. For improvements,
participants recommended developing soft wires and electrodes to make all the components as soft materials. For potential applications, participants reported that the
prototype would be a good ﬁt for controlling digital devices with multimodal sensing
features. The suggested form factors included gamepad, wristband, soft toys, phone
case, etc. We demonstrate a few applications from these suggestions.

7.7

Example Applications
We demonstrate three applications that showcase the capabilities and interactions

enabled by the real-time multimodal sensing. The following examples highlight the
applicability in various environments with numerous form factors.
Stretchable Gamepad: Previously, a deformable gamepad was introduced utilizing discrete touch with bending deformation [88, 179, 180]. In this example, we
implemented a stretchable gamepad where users can utilize stretching magnitude as
an extra input in addition to discrete buttons. As shown in Figure 7.14, we inserted
a single multilayer sensor with 20×5cm between 3D printed parts. We demonstrate
how natural human motions can be exploited by introducing multimodal sensing.

Figure 7.14. Contact localization and stretching are embedded for utilizing natural
human motions as input metaphors.

Flexible Flip Cover: FlexCase [91] introduces an interactive ﬂip cover utilizing
grip and bend gestures. We made a ﬂexible ﬂip cover embedded with sensing bending
in diﬀerent locations and levels. The cover was made with semi-ﬂexible material (TPU
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95A) where the prototype was attached to the backside as shown in Figure 7.15.
Users can simply bend in diﬀerent locations to execute mapped applications. The
level of bending can be used to control the intensity of the continuous control. We
demonstrate the applicability of the prototype which can easily be attached to provide
multimodal sensing capability to existing objects.

Figure 7.15. Flip cover is embedded with bending gestures to provide discrete and
continuous interactions.

Wearable Input: We fabricated a wristband which is embedded with contact
localization and diﬀerent levels of the stretch as inputs. StretchEBand [181] demonstrated various applications utilizing the continuous stretch input. We further extended the interaction by merging two distinct sensing modalities. As shown in Figure 7.16, we showcase a wearable band that can be used with a smartwatch. Functions
requiring secure interaction can be mapped with stretching input, which will produce
fewer false triggers than contact sensing. A multi-level interaction is also possible
with the multimodal sensing prototype, where users can 1) stretch the band to trigger the “Message Reply” function, 2) stretch the band using diﬀerent levels to choose
automated messages from the list, and 3) lift a contact ﬁnger on top to send the
message. In this example, we demonstrate how rich inputs can be accomplished by
utilizing multimodal sensing.
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Figure 7.16. A multi-level interaction is enabled with multimodal sensing with a
wearable form factor.

Figure 7.17. Fabrication via painting is possible using PDMS and a carbon elastomer
mixture which can support 3D objects.

7.8

Discussion and Limitations
In the course of developing and testing MultiSoft, we identiﬁed several challenges

and potential ﬁndings for improvements. We discuss these along with future works.
Alternative Fabrication Method: We introduce a multilayer sensor structure
in this chapter. Although not fully developed, we tested and saw potential in mixing
PDMS with a carbon elastomer. With a ratio greater than 5:1 (PDMS:carbon elastomer), the sensor can be cured under 70◦ for 10 minutes. With further investigation,
we can make a soft interactive agent that can be painted on any 3D objects as shown
in Figure 7.17.
Electrode Connection & Placement: The high ﬂexibility and stretchability
of the prototype produce signal noises due to the physical ﬂuctuation on the attached
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hard wires and electrodes. In the future, we plan to employ a stretchable conductive
wire [182] which can possibly replace the existing rigid components.
In our work, electrodes were evenly placed around the sensing region. However,
this electrode conﬁguration reduces the ﬂexibility in design since physical electrodes
need to be placed all around the region. As demonstrated in a previous work [46], it
is in our interest to test distinct electrode conﬁguration setups.
Scalability & Form Factor: In the current lab environment, the physical size
of the sensor is limited due to the size of the molds, oven, etc. However, this limitation can be overcome with recent manufacturing setups such as multi-stage extrusion [183, 184]. The current form factor is also limited in terms of 2D sheets. Recent
developments in carbon nanotube related fabrication [185] show potential for the 3D
printing of soft sensors. Thus, it is within our interest to explore further the feasibility
of making a 3D printable soft sensor.
Improving Deformation Sensing: As shown in our evaluation results, a deformation involving more freedom in execution often leads to worse performance. To
provide robust interactions, we recommend providing a set of general guidelines for
the HCI designer on how the deformation should be performed. In this way, the
accuracy of the classiﬁcation and the estimation of the deformation can be improved.

7.9

Concluding Remarks
We propose a multimodal sensing soft sensor for localization and deformation.

By suggesting the multimodal sensing pipeline with the computational and learningbased algorithm, we enable real-time contact localization, deformation classiﬁcation,
and estimation of deformation levels. By introducing a dynamic manipulation and
a deformation switch, contact localization can be maintained in the presence of deformation. We also introduce a multilayer sensor structure with high ﬂexibility and
stretchability to reduce the sensor settlement duration. We conﬁrmed the system
accuracy and performance with real users through per-user and “Walk Up” classiﬁca-
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tions. Our work will bring about expanded interactions through multimodal sensing
capability for future input metaphors.
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8. CONCLUSION
We will conclude this thesis by summarizing the overall research contributions and
potential approaches regarding future research for natural hand-driven input with
novel sensing techniques.

8.1

Summary
Tangible and soft interfaces have been proposed with the advancement in elec-

tronic hardware, computing power, and displays. Current input methods still rely
on existing devices and metaphors based on 1D/2D physical devices like keyboard,
mouse, and touchscreen. Recent eﬀorts in sensor development along with sensing techniques have introduced the use of motion sensing for interface control. The popularity
of motion sensing indicates that utilizing natural human motions and behaviors is a
key step towards the next-generation input. In this thesis, we focus on designing
input for soft and tangible interfaces since nature of using these interfaces encourages
users to exploit their natural motions and behaviors for the interaction.
We followed a framework in carrying out each research task. First, we explored
diﬀerent sets of sensing techniques that can achieve natural interactions in soft and
tangible interfaces. Subsequently, we developed and implemented our system in various form factors for emerging interfaces. Lastly, we evaluated user performance
while implementing real applications to conﬁrm the feasibility and applicability of our
works. Below, we summarize research works that have been carried out to contribute
this thesis’s goals and vision in designing hand-driven input for natural interactions.
In Chapter 3 and 4, we focused on employing and developing novel sensing techniques for magnetic sensing to provide real-time 3D position tracking. To be more
speciﬁc, Chapter 3 enabled the 3D tracking using the permanent magnet around
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the unmodiﬁed mobile devices. By embedding the 9-DOF IMU and the magnet in
the stylus, we bring continuous/discrete interactions in expanded interaction spaces.
Chapter 4 demonstrates another approach with particle ﬁlters to provide local 3D position tracking around the embedded magnet. By simply embedding a small magnet,
plain objects can turn easily into interactive objects. These works showed that use
of magnetic sensing techniques can contribute in achieving natural interaction with
tangible interface by freeing interaction region from 2D to 3D spaces along with rich
input contexts.
Chapter 5 explored the multimodal physical sensing (bending and pressing) of
a ﬁnger. Our approach enables rich eyes-free interactions. By embedding an input
as a ﬁnger wearable, we observed better performance (accuracy & reaction time)
comparing to existing input devices. Here, the main idea was to support handdriven input with physical multimodal sensing for enriching existing input metaphors.
Our approach enhanced existing input by providing richer input types and improved
accuracy and reaction time.
For Chapter 6 and 7, we looked into soft sensor which has been highlighted as
preferred forms of input for emerging interfaces. In Chapter 6, we developed a single
volume soft sensor capable of sensing real-time continuous contact and stretching.
Moreover, we provided a customization workﬂow enabled with a software toolkit and
an easy-to-follow hardware workﬂow. In subsequent work (Chapter 7), we further
introduced a multimodal sensing pipeline that is capable of sensing real-time contact
localization, deformation, and magnitude of deformation. The physical and electrical
properties of sensor performance were also enhanced with newly proposed multilayer
sensor structure. Our approach with soft sensors has shown that these can understand
human intents more seamlessly with its soft physical characteristic.
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8.2

Future Directions
Our main approach in this thesis was to explore and develop novel sensing tech-

niques to provide natural interactions in tangible and soft interfaces. With a forthcoming evolution in materials, sensors, and machine learning, there exist abundant
opportunities for bringing the current status of works to the next level. Below, we
provide prospective directions that can further enhance interactions for tangible and
soft interfaces.
• Sensing Physical Properties of Hand: Although our approaches provided
enhanced input metaphors using novel sensing techniques, they still required instrumenting sensors or magnet near the sensing area. Here, we see potential in
utilizing the physical properties and biosignals from around-hand region to provide interactions in an unobtrusive manner. It will be interesting focus more on
physical properties including skin deformations and pressure distributions since
they distinguish diﬀerent motions of hands. The initial investigation should
be carried out on around-hand region analysis of physical characteristics. This
will help to formulate the optimal areas around the hand to classify diﬀerent
motions or gestures from hands.
• Integration with Deep Network: Machine learning approaches have been
utilized to classify user intents with the data from a large set of sensors. This
approach has shown eﬀectiveness in classifying a small set of input commands.
With the aid of emerging machine learning approach such as deep convolution
neural network (DCNN) and Long short-term memory (LSTM), richer input
commands based on humans natural motion behavior can be recognized. By
empowering the sensing with a deep network, there is a high potential for further
improving the performance and richness in input metaphors.
• Supporting Scalability: Tangible and soft devices introduced in this thesis
has not been fully veriﬁed for production-level scalability. Supporting larger
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scalability will bring down the cost of implementing our work and can be directly
employed various commercialized digital devices. For magnetic sensing, it would
be interesting to expand the interaction volume with multiple magnets through
an algorithm that can actively localize the target point in a big scale magnetic
ﬁeld. For soft-matter sensors, we can adopt diﬀerent forms of fabrication such
as screen printing along with conductive ink to completely remove the physical
interconnection with external devices.
• Inputs for Mixed Reality: Mixed reality has been populated recently and
the technology is developing rapidly regarding this interface. Recently launched
commercial devices such Oculus Rift starts to accommodate hand-driven input
devices to replace computer vision based hand gesture recognition. The physical
form factors of the input devices range from the new type of joystick to wearable
gloves. Thus, further works on physical form factors and combining diﬀerent
sensing elements from introduced hand-driven input will bring new types of
input for mixed reality. As the mixed reality has a high potential in succeeding
WIMP interface, supporting the mixed reality will become essential for most of
input devices and metaphors.
• Embedding Sensing with Objects: Many research around making plain
objects interactive has been highlighted in human-computer interaction. In
past few years, we have observed that embedding simple sensing capability like
touch sensing has been carried out in commercial home& entertainment devices
including Amazon Echo, Google Home, and even smart appliances. Thus, the
potential future direction would be ﬁguring out the needs of sensing modality for
various objects’ use cases and formulating required sensing modalities for these
needs. These will enable developing a new type of input device or metaphor
those will be suitable for diﬀerent types of object.
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8.3

Closing Statement
The input is a gateway to open the communication between a human and digital

world where sensing is a pathway to interpret human’s intents for digital languages.
To interact with any form of digital devices, it is essential to provide input intents
through various forms of sensing. Our aim in this thesis is to contribute in this vision and evolve the essential part of human-computer communication. To do this,
we focus on richness, performance, and accessibility of input methods for better understanding natural motions and behaviors of a human. In recent years, diﬀerent
forms of sensing have been proliferated including computer vision, eye-tracking, wireless signals, biosignals, and touch/pressure. We have also seen that these techniques
not only reside in a research phase, but integrated seamlessly with new interfaces
and applications. To beneﬁt research community as well as real users, we considered
practical applications and use cases for all research works in this thesis. Moreover, we
support design freedom in input devices for HCI practitioners and general users by
providing various sets of customization toolkit. We believe that our work will bring
about expanded and enhanced interactions for forthcoming interfaces.
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