This paper presents a procedure to automaticafly learn German prepositional subcategofization frames fzom text corpora. It is based on shallow parsing techniques employed to identify high-accuracy cues for prepositional frames, the EM algorithm to solve the PP attachment problem implicit in the task, and a method to rank the evidence for subcategorization provided by the collected data.
Introduction
The description of lexical forms in both computation and hun~-oriented lexica include prepositional subcategoriza~ion information. For instance in German, the verb arbeiten ('to work') subcategorizes for a PP headed by the preposition an ('on'), and the verb erinnern ('to remind'), for an accusative NP and a PP headed by an:
(1) Mary arbeitet an der Frage P .~ NP.
Mary works on the question (2) Mary exinnert ihren Freund an den Terrain.
Mary reminds her friend on the deadline 'Mary reminds her friend of the deadline.'
Subcategorization information is usually compiled by hand. A procedure to automatically learn prepositional subcategorization would enable the acqui-sition of broad-coverage lexica which reflect evolving usage and which are less subject to lexical gaps. Learning prepositional subcategorization automatically is not a trivial t~LSk; it entails a PP attachment decision problem, and requires being able to distinguish complement from adjunct prepositional cues. For instance in (2) above, it is (syntactically) possible to attach the prepositional phrase [pp an den Termini (to the noun phrase object as well as to the verb phrase. Sentence (2) cannot be considered conclusive evidence of a verbal frame based on syntactical information alone.
In (3) the prepositional phrase [pp in der Nacht] ('at night') is an adjunct PP which may occur with any (aspectuaUy compatible) verb. It is not specific of the verb arbeiten ('to work') and should not be considered evidence of subcategorization. (3) Mary arbeitete in der Nacht.
Mary worked in the night 'Mary worked at night.'
This paper proposes a method to automatically acquire German prepositional subcategorization frames (SFs) fzom text corpora. It is based on shallow parsing techniques employed to identify high-accuracy cues for prepositional SFs, and a method to rank the evidence for subcategorization provided by the collected data. The PP attachment problem implicit in the task is dealt with by using the EM algorithm to rank alternative frames. The subcategorization frames considered are shown in figure 1.
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Method
The automatic extraction of German prepositional SFs is based on the observation that certain constructs involving so-called pronominal adverbs are high-accuracy cues for prepositional subcategorization. Pronominal adverbs are compounds in German consisting of the adverbs da(r)-and wo(r)-and certain prepositions. For instance in (4c), the pronominal adverb daran ('about it') is used as a pro-form for the personal pronoun es ('it') as the object of the preposition an ('about'). (Note that the usage of the pronoun (4b) is ungrammatical.) In (4d), the pronominal adverb daran occurs in a correlative construct with a subordinate daft ('that') Mary thinks on it that John soon arrives 'Mary thinks about the fact that John will arrive soon.'
Unlike prepositional phrases, pronominal adverb correlative constructs provide reliable cues for prepositional subcategorization. For instance the occurrence of the pronominal adverb damn in the correlative construct in (4d) can be used to infer that the verb denken ('to think') subcategorizes for a PP headed by the preposition an (~about'). In the next section, a learning procedure is described which makes use of pronomln~.1 adverb correlative constructs to infer prepositional subcategorization. It consists of four components: SF detection, mapping, disambiguation, and ranldng.
SF Detection
This component makes use of shallow parsing tte,,hn~ques to detect possible prepositional SF ~ructures; a standard CFG parser is used with a handwritten grammar d~qn~ng pairs of main and subordinate clauses in correlative constructs such as (4d). Main clauses covered by the grammar include copular constructs as well as active and passive verb-second and verb-final constructs. Subordinate clauses considered include those headed by daft ('that'), indirect interrogative clauses, and infinitival clauses.
The internal structure of the clause pair consists of phrase-like constituents; these include nominative (NC)~ prepositional (PC), adjectival (AC), verbal (VC), and clausal constituents. Their deiq-ltion is non-standard; for instance, all prepositional phrases, whether complement or not, are left unattached. As an example, the shallow parse structure for the sentence fragment in (5) 
SF Mapping
The SF Mapping component maps a shallow parse structure of a main clause in a pronominal adverb correlative construct to a set of putative subcategorization frames reflecting structural as wen as morphological ambiguities in the original sentence. Alternative SFs usually stem from an ambiguity in the attachment of the pronominal adverb PP. The mapping is defined as follows. Sentences (Ta,b) are examples to which this rule applies. In (Ta) the verb erinnern ('to remind') subcategorizes for an accusative NP and a PP headed by the preposition an ('on'), while in (To), the verb nehmen ('to take') is a support verb and Racksicht ('consideration') a noun which subcategorizes for a PP headed by the preposition auf. Since their shallow structure is ambiguous, they are each mapped to a SF set reflecting both attar hment alternatives; (Ta) is mapped to the set {PP [ The dis~rnhiguation component uses the expectation-maTirni~tion (EM) algorithm to assign probabilities to each frame in an SF alternative, given all SF sets obtained for a given corpus. The EM algorithm (Dempster, Laird, and Rubin, 1977 ) is a general iterative method to obtain maximum likelihood estimators in incomplete data situations. See (Vardi and Lee, 1993) for a general description of the algorithms as well as numerous examples of its application. The EM algorithm has been used to induce valence information in (Carrol and Rooth, 1997 ).
In the current setting, the algorithm is employed to rank the frames in a given SF set by using the relative evidence obtained for each frame in the set. The algorithm is shown below. Algorithm. Let F be a set of frames. Further, let ~q be a finite set of nonempty subsets of ~(F), and let F0 = I.J X.
XE8
Initialization step: for each frame z in F0:
c0C~) = E (I(z,x). go(X))
XE8
Step k + 1 (k >= 0):
Where ge is a ftmetion from S to the natural n-tubers mapping a set X to the number of times it was produced by the SF mapping for a given corpus C. Fm-ther, I, Pk, and Pk are run.ions defined as follows:
x Definition. A frame z is best in the set X at the iteration k if z E X and p~(z) is an absolute maximum in U Pk(~)-
~EX
In the algorithm above, 8 denotes the set of SF sets produced by the SF mapping for a given corpus C. In the initialization step, co assigns an initial "weight" to each frame, depending on its relative frequency of occurrence, and on whether the structures in which it occurred are ambiguous. The weight ck(x) of a frame x is used to estimate its probability pk(x). In each iteration of the algoritBrn, the weight of a frame ¢ is calculated by considering the totality of alternatives in which ~c occurs (i.e., the sets for which z E X and IX[ > 1), and its probability within each alternative.
The best frames in a set are the most probable frames given the evidence provided by the data. In the experiment described in section 3~ the 6n~:l number of iterations was set empirically. If a lemma L occurs independently of a structure S, then one would expect that the distribution of L given that S is present and that of L given that S is not present have the same underlying parameter. The log likelihood statistic is used to test this hypothesis. This statistic is given by -2 log A = 2(log L(p1, kl, hi) ÷log L(p2, k2, n2)-log L(p, kl, R1)--log L(p, k2, n2)), where log LCo, k, n) = k logp + (n -k)log(1 --p), and Pl = ~, P2 = ~, P = ,~',~; (For a detailed description of the statistic used, see (Dunning, 1993) ).
SF l~klng
In the formulae above, kl is k(L S), nl is the total number of occurrences of S, k2 is/c(L S), and n2 the total number of occurrences of structures other than S. A large value of -2 log A for a lemma L and structure S m~n~ that the outcome is such that the hypothesis that the two distributions have the same underlying parameter is ,mllicely, and that a lemm~ L is highly associated with a structure S in a given corpus. This value is used to rank the subcategorization cues produced by the previous components of the system.
Results
The method described in the previous section was applied to 1 year of the newspaper FFrankfu~er Allgemeine Zeitung containing approximately 36 million word-like tokens. A total of 16795 sentences matched the pronominal adverb correlative construct grammar described in section 2.1.
SF Disambiguation
Of the 16795 sets produced by the SF mapping, 5581 contained more than one SF, i.e., reflected some form of ambiguity in the original sentence, of which 4365 were unique. A random set of 400 sets was obtained from these unique ambiguous sets. The disambiguation component produced a decision for 359 of these 400 sets. These results were compared to the blind judgements of a single judge; 305 were found to be correct, 23 incorrect. The rem~inlng 31 sets were considered to contain incorrect SFs solely. Although an error rate of over 15% is not negligible, it is comparable to other PP attachment experiments (Collins and Brooks, 1995) .
Acquired Dictionary
The system acquired a dictionary of 1663 unique subcategorization frames. Figure 2 and 3 show the 30 most and 10 least plausible frames according to the system. Starred structures are considered to be errors.
Examination of the r~n~ed SF table shows that frames with a low -2 log value consist mostly of errors. The cues produced by the system are not perfect predictors of subcategorization. False cues stem from incorrect decisions in the disambiguation component as well as parsing and mapping errors, spurious adjuncts, or actual errors in the original text.
In figures 3, two errors are due to the disambiguation component (nehmen, AmO; three errors stem from mistaking reflexive verbs for verbs t~ki~g any accusative object (sich treffen mit ('to meet with'), sich bekennen zu ('declare oneself for'), sich halten an ('to comply with')). These stem from the g~arnm~.r specification, and can be avoided with further development of the detection component.
By far the most frequent type of error was the inclusion of an accusative or dative NP in a verbal frame when the verb in fact only takes a PP. For instance of the errors in the 31 sets (out of the 400 ambiguous sets examined) containing incorrect SFs only, about 42% were due to the fact that an additional accusative/dative NP was incorrectly included in a verbal frame, 
('hinder NP from')
PP[von] V[-] ('depend on')
30 most plausible frames Figure 3:10 least plausible frames although the prepos/tion in the frame was subcategorized for. These stem from erroneous alternatives in the segmentation of nornin~! constituents as defined by the grammar and could be eliminated with further developed of the detection component. Yet another type of error stems from pronominal adverbs which are conjunction/adverb homographs, or which are used anaphorically, while the verb in the main clause subcategorizes for a daj~ ('that') clause, so the sentence is erroneously considered to be a correlative construct. This is the source of most errors for flames involving the preposition gegen ('against'), bei ('by') and nach ('to'), and cannot be avoided given the learning strategy.
Given the fact that the cues produced by the system are not perfect predictors of subcategorization, a test of significance could be introduced in order to filter out potentially erroneous cues. However, it was observed that truly "new" prepositional frames--frames not listed in broad coverage published dictionaries, or even considered to be erroneous by a native speaker until confronted with examples from the corpus--behaved with respect to their rank;ngs very much like errors. So the current version of the learning procedure relies on manual post-editing assisted by the SF ranking and examples from the corpus in order to discard f~!se frames.
Precision and Recall
Evaluating the acqui~d dictionary is not straightfoward; linguists often disagree on the criteria for the complement/adjunct distinction. Instead of attempting a definition, the acquired dictionary was compared to a broad coverage published dictionary cont~iniug explicit information on prepositional subcategorization.
A random set of 300 verbs occurring more than 1000 times in the corpus was obtained, z The prepositional SFs for these verbs which were listed in (W~brig, Kraemer, and Zimmerman, 1980) and in the acquired lexicon were noted. There was a total of 307 verbal prepositional frames listed in either dictionary. Of these, 136 were listed only in the published dictionary, and 121 only in the acquired dictionary.
These prepositional SFs were used to calculate a lower bound for the precision and recall rates of the system; A SF is considered correct if and only if it is listed in the published dictionary. 2 A lower bound for the recall rate of the system is given by the number of learned correct frames divided by the number of frames listed in the published dictionary, or 52/173. This recall rate is a lower-bound for the actual rate with respect to the corpus, since there are prepositional SFs listed in the published dictionary with no instance in the corpus.
A lower bound for the precision of the system is given by the number of learned correct frames divided by the number of learned frames, or 52/188. This rate is a lower-bound for the actual precision rate of the system, since it does not take the fact into account that the system did learn true SFs not listed in the published dictionary, so the precision rate of the system is actually higher. Further, not all prepositions contributed equally to the precision and recall rates. For instance the precision and recall for the prepositions aus ('out') was 60% and 42%, that of t~on ('off) 50% and 53%, while that of geeger~ ('against') 6% and 11%, respectively.
Related Work
The automatic extraction of English subcategorization frames has been considered in (Brent, 1991; Brent, 1993) , where a procedure is presented that takes untamed text as input and generates a list of verbal subcategorization frames. The procedure uses a very simple heuristics to identify verbs; the synt~tic types of nearby phrases are identified by relying on local morphosyntactic cues. Once potential verbs and SFs are identifled, a final com1There was a total of 15178 unique verbs (known to the morphology) occurring in the corpus, of which 913 occurred more than 1000 times.
=No dictionary is exempt from errors (of omission). However it (hopefully) provides a 1,=iform classification for PP subcategorization. portent attempts to determine when a lexical form occurs with a cue often enough so that it is unlikely to be due to errors; an automatically computed error rate is used to filter out potentially erroneous cues. Prepositional frames are not considered, since, according to the author, "it is not clear how a machine learning system could do this [determine which PPs are arguments and which are adjuncts]."
In (Manning, 1991) another method is introduced for producing a dictionary of English verbal subcategorization frames. This method makes use of a stochastic tagger to determine part of speech, and a Finite state parser which r~m.~ on the output of the ta~er, identifying auxiliary sequences, noting putative complements after verbs and collecting histogram-type frequencies of possible SFs. The final component assesses the frames encountered by the parser by using the same model as (Brent, 1993) , with the error rate set empirically. Prepositional verbal frames are learned by the system by relying on PPs as cues for subcategorization; since the system cannot differentiate between complement and adjunct prepositional cues, it learns frequent prepositional adjuncts as well.
In order to evaluate the acquired dictionary, M~nn~ng compares the frames obtained for 40 random verbs to those in a published dictionary, yielding for these verbs an overall precision and recall rates of 90~ and 43% respectively. However, if only the prepositional frames listed for these verbs are considered, the rates drop to appro~mately 84% and 25%, respectively. In the experiment described, the error bounds for the filtering procedure were chosen with the aim of "get[ing] a highly accurate dictionary at the expense of recall." His system did not consider nomlnal and adjectival frames. (Carrol and Rooth, 1997 ) present a learnln~ procedure for English subcategorization information. Unlike previous approaches, it is based on a probabilistic context free grammar. The system uses expected frequencies of head words and frames--calculated using a hand-written grammar and occurrences in a text corpuswto iteratively estimate probability parameters for a PCFG using the expectation maximi~.ation algorithm. These parameters are used to rh~racterize verbal, nominal and adjectival SFs. The model does not distinguish between complements and adjunct prepositional cues.
Conclusion
This paper presents a method for learning German prepositional subcategorization frames. Although other attempts have been made to learn English verbal/prepositional SFs from text corpora, no previous work considered a i partially free word-order language such as German, nor differentiated between complement and adjunct prepositional cues.
The overall precision rate for the system described in this paper is lower than that of similar systems developed for English, since no test of significance was used to filter out possibly erroneous cues. In the experiment described in the previous section, truly new prepositional frames behaved with respect to frequency of occu~ence very much like errors, and would possibly have been discarded by a filtering mechanism.
A problem in the current version of the system was the fact that segmentation of nominal constituents was not optimally handled by the detection component, leading to a large mlmher of verbal frames with correct prepositions, but with an additional erroneous accusative/dative NC in the frame. So the precision of the system can be significantly improved with further development of the detection component.
Further, the system should be extended to handle other types of pronominal adverb cues, such as pro-forms for interrogative, personal and relative pronouns; possibly PPs headed by prepositions should also be considered. Finally, the method-low-level parsing together with a procedure to ranlc alternatives obtained-should be extended to other frames as well.
