Abstract: Digital fountain codes are record-breaking codes for erasure channels. They have many potential applications in both wired and wireless communications. Most existing digital fountain codes operate over binary fields using an iterative belief-propagation (BP) decoding algorithm. In this paper, we propose a new iterative decoding algorithm for both binary and nonbinary fields. The basic form of our proposed algorithm considers both degree-1 and degree-2 check nodes (instead of only degree-1 check nodes as in the original BP decoding scheme), and has linear complexity. Extensive simulation demonstrates that it outperforms the original BP decoding scheme, especially for a small number of source packets. The enhanced form of the proposed algorithm combines the basic form of the algorithm and a guess-based algorithm to further improve the decoding performance. Simulation results demonstrate that it can provide better decoding performance than the guess-based algorithm with fewer guesses, and can achieve decoding performance close to that of the maximum likelihood decoder at a much lower decoding complexity. Last, we show that our nonbinary scheme has the potential to outperform the binary scheme when choosing suitable degree distributions, and furthermore it is insensitive to the size of the Galois field.
I. INTRODUCTION
Digital fountain codes [1] - [4] are record-breaking codes for erasure channels [5] . In such codes, an encoder is a fountain that produces an endless supply of water drops (encoded packets). For k original packets, a receiver only needs to receive k ′ (which is about 5% larger than k in practice) packets to recover the original k packets [6] . Fountain codes are rateless in the sense that the number of encoded packets that can be generated from a source is potentially limitless. Furthermore, the number of encoded packets generated can be determined on the fly. The first practical realization of digital fountain codes is Luby transform (LT) codes invented by Luby [7] - [9] . LT codes are very similar to Gallager's low-density parity-check (LDPC) codes [10] , but they use a highly irregular weight distribution for the underlying graphs designed over the binary erasure channel (BEC) [11] - [14] . Later, an improved version, Raptor codes [15] , was invented by Shokrollahi. Raptor codes introduce a precoding phase to relax the condition of LT codes: When a constant fraction of source packets is decoded through LT codes, all the source packets can be recovered through an erasure correcting block code (while LT codes need to decode all source packets successfully).
The properties of digital fountain codes have made them attractive choices for both wired and wireless communications [4] . Firstly, since they do not need to feedback the intermediate information to the transmitter immediately (only after recovering all the source packets, the receiver sends the feedback information to the transmitter), and the amount of redundancy can be determined on the fly, they are applicable to highly asymmetric wireless links with unknown and/or time-varying loss rates. Secondly, their efficient encoding and decoding algorithms allow them to be executed on low-power embedded devices, and these codes are universal in the sense that the decoder is capable of recovering the original symbols from any set of output symbols whose size is close to the optimal size with high probability. Last, they are very suitable for multicast/broadcast applications: With fountain codes, repair packets required by a receiver can be useful to all receivers in a multicast group since each receiver only needs to receive any subset of k ′ packets to recover the original data. Indeed, recently, a version of Raptor codes has been selected as the global standard for multimedia broadcast/muticast services (MBMSs) to 3G mobile devices [16] .
For decoding, an iterative belief-propagation (BP) decoding algorithm for LT codes is similar to that of LDPC codes over the BEC. This decoding algorithm is near optimal for very large k, while its performance may not be good for small k. For small to moderate k, [17] has proposed near-linear decoding algorithms for LDPC codes over BECs. Especially, when the number of guesses is unlimited, the guess based algorithm (Algorithm C in [17] ) is an efficient implementation of the optimal maximum likelihood (ML) decoder. The same idea has also been proposed in [18] .
In this paper, we propose a new hard iterative decoding algorithm over the BEC for small to moderate k. The novelty of our proposed algorithm lies in that it proceeds from check nodes instead of source nodes as in [17] and [18] . Specifically, the basic form of the algorithm considers both degree-1 and degree-2 check nodes: When there is no degree-1 check node, it introduces a merge function that merges the source nodes that are connected to degree-2 check nodes, and continues the decoding process. This basic algorithm has linear complexity, and extensive simulation demonstrates that it significantly outperforms the original LT decoding scheme (that only considers degree-1 check nodes), especially for small k. This algorithm is similar to the algorithm in [19] that is proposed for LDPC codes. However, our work is done independently and concurrently with the work in [19] . We further propose an enhanced form of the algorithm that combines the basic algorithm and a guess-based algorithm that is inspired by [17] . The enhanced algorithm runs the basic algorithm first, and then applies the guess-based algorithm when the basic algorithm stops (i.e., no degree-1 or degree-2 check node exists). Running the basic algorithm first reduces the decoding complexity, while running the guess-based algorithm afterwards further improves the decoding performance. Our simulation results demonstrate that the enhanced algorithm can provide better decoding performance than the guess-based algorithm with fewer guesses (and hence has lower decoding complexity). Furthermore, the enhanced algorithm achieves decoding performance close to that of the ML decoder with much lower decoding complexity.
Our second main contribution is that we extend the proposed iterative decoding scheme to nonbinary fields while most existing digital fountain codes operate over binary fields. With the proposed decoder, we find that our nonbinary decoding scheme has the potential to outperform its binary counterpart when the degree distribution is chosen properly. Furthermore, our nonbinary scheme is insensitive to the size of the Galois field, and a small size, such as 4, is sufficient to realize most of the performance gains.
The rest of the paper is organized as follows. Section II reviews the encoding and decoding algorithms of LT codes and Raptor codes. Section III presents our proposed decoding algorithm in the binary field and evaluates its performance through simulation. Section IV presents our proposed decoding algorithms in nonbinary Galois fields. Last, Section V concludes the paper and presents future work.
II. LT CODES AND RAPTOR CODES
In this section, we briefly describe LT codes and Raptor codes. Consider k source packets, s 1 , · · ·, s k , and n encoded packets , c 1 , · · ·, c n . We slightly abuse notation to use c 1 , · · ·, c n to represent both check node c 1 , · · ·, c n and its related value, respectively. Similarly, we use s 1 , · · ·, s k to represent source node s 1 , · · ·, s k and its related value, respectively. In general, n is slightly larger than k (about 5% larger for large k) [6] . In practice, LT encoding is applied on symbols at the same position across different packets. For example, assume each packet has p symbols, then p parallel LT codes are used to encode k packets into n packets. Each packet has its own cyclic redundancy check (CRC) bits to verify the correctness. Denote
T . A LT code can be described as c = Gs where the matrix G defines a Tanner graph that specifies the connections between source and encoded packets. Note that the source and encoded packets in the Tanner graph are represented by source nodes and check nodes, respectively. The iterative LT decoding process is a hard decoding algorithm as described in [6] .
Raptor codes improve upon LT codes by introducing a precoding phase that relaxes the condition of LT codes. In precoding phase, m source packets encode to k intermediate packets with an (k, m) erasure correcting block code that ensures to recover all the m source packets from l intermediate packets, k ≥ l ≥ m. Then, k intermediate packets are encoded into n packets using LT codes. Thus, LT codes only need to decode a fraction of intermediate packets (l packets or more), then all source packets can be decoded. Raptor codes are the first known class of fountain codes with near-linear time encoding and decoding.
III. PROPOSED BINARY LT DECODING ALGORITHM
In this section, we describe the proposed LT decoding algorithm in the binary field. The algorithm has two forms: Basic form and enhanced form. The basic form improves upon the original BP decoding algorithm by considering both degree-1 and degree-2 check nodes. In particular, when there is no degree-1 check node, it introduces a merge function that merges the source nodes that are connected to degree-2 check nodes, and continues the decoding process. To further improve the decoding performance, the enhanced form improves the basic form by introducing a guess-based algorithm when neither degree-1 nor degree-2 check nodes exist. The decoding complexity is defined as the number of addition and multiplication operations per source packet. We may assign larger weights to multiplication operations since multiplications tend to be more complex than additions. In this paper, for simplicity, we do not differentiate addition and multiplication operations when calculating the decoding complexity. Let N denote the number of addition and multiplication operations in the decoding process. Then, the decoding complexity O=N/k. In the following, we first describe the basic and enhanced algorithms along with their decoding complexities, and then evaluate their performance through simulation.
A. Basic Algorithm
We first use the example in Fig. 1 to illustrate the basic algorithm, and then describe the algorithm formally. In this example, three source nodes, s 1 , s 2 , and s 3 , connect to three check nodes, c 1 , c 2 , and c 3 , satisfying
The original BP decoding scheme fails to decode any of the source packets because there is no degree-1 check node, while it is easy to see that all the three source nodes can be decoded successfully: We can decode s 3 by adding (1) and (2) as s 3 = c 1 ⊕ c 2 , and after that, we can decode s 2 through (3), and then, decode s 1 through (1). Our algorithm decodes all the three source nodes successfully through message passing in the Tanner graph. For ease of illustration, initially, we mark all the check nodes and source nodes in the Tanner graph as grey, and all the edges between check nodes and source nodes as solid (see Fig. 1(a) ). The basic algorithm proceeds as follows. First, we find a degree-2 check node, c 
Summarizing the above, we have the graph in Fig. 1(b) . In Fig. 1(b) , c 2 represents check node c 2 , not the value of c 2 . Therefore, although the value of c 2 has changed, we still represent it as c 2 in the figure. The same notation convention holds for all the figures in this paper. Then, the two edges from s 2 to c 2 both have coefficients of 1, and hence, cancel each other. This canceling is represented by removing the two edges from s 2 to c 2 , leading to Fig. 1(c) . At this point of time, we have a degree-1 check node, c 2 , that is connected to source node s 3 , and hence s 3 is successfully decoded as s 3 = c ′ 2 = c 1 ⊕ c 2 . We remove c 2 , pass the value of s 3 to all the other check nodes that are connected to s 3 , i.e., c 3 in this case, and c 3 updates its value to c
We then remove all the edges from s 3 , i.e., (s 3 , c 2 ) and (s 3 , c 3 ), and remove s 3 , leading to Fig. 1(d) . Afterwards, s 2 is connected to a degree-1 check node, c 3 , and hence s 2 can be decoded. This is represented as removing c 3 and deleting edge (s 2 , c 3 ) in the Tanner graph, leading to Fig. 1 (e). After decoding s 2 , we can decode s 1 with the stored merge function s 1 = c 1 ⊕ s 2 . The basic decoding algorithm is described more formally as follows.
Basic Binary Decoding Algorithm (1) Find a degree-1 check node c i that is connected to a single source node s j .
(a) Set the value of c i to s j . Recover all the source nodes that have been merged into s j (the merge operations are described in step (2)). Increase the number of operations, N , by the number of source nodes thus recovered (since recovering each such source node requires one addition).
(b) Pass the value of s j to all the other check nodes that are connected to s j . For each such check node c l , update its value to c ′ l = c l ⊕ c i . Increase the number of operations, N , by the number of such check nodes (updating each check node requires one addition).
(c) Delete all the edges connected to s j . (2) When step (1) stops (i.e., no degree-1 check node exists), find a degree-2 check node. If no degree-2 check node can be found, stop the algorithm. Otherwise, suppose we find a degree-2 check node, c l , that is connected to two source nodes s i and s j . Store the merge function c l = s i ⊕ s j , and merge the source node with a smaller degree into the one with a larger degree. In the following, suppose we merge s i into s j for illustration.
(a) Remove c l and the two edges (s i , c l ) and (s j , c l ).
(b) Pass the value of c l to all the other check nodes that are connected to s i . Suppose there are m such check nodes. For each such check node c r , update its value to c ′ r = c r ⊕ c l . Shift edge (s i , c r ) to be an edge (s j , c r ). If there exist two edges between s j and c r after edge shifting, cancel these two edges. Increase the number of operations N by 2m (since the above procedure incurs two additions, one for updating the value and one for shifting the edge, for each of the m check nodes). (3) Go to step (1) until all source nodes are determined, or no degree-1 or degree-2 check node can be found. It is clear that the above decoding algorithm has linear complexity.
B. Enhanced Algorithm
The enhanced algorithm improves upon the basic algorithm by continuing the decoding process through a guess-based algorithm once the basic algorithm stops (i.e., no degree-1 or degree-2 check node can be found). The guess-based algorithm is inspired by Algorithm C in [17] whose complexity is related to the size of the graph. In this paper, we use a simpler rule to determine the source nodes to guess. Furthermore, to reduce the decoding complexity, we first start with the basic algorithm to reduce the size of the graph, and then apply the guess-based algorithm to improve the performance. As the number of guesses increases, the performance of the guess-based algorithm can approach the optimal ML decoder with increased decoding complexity. In the paper, we allow up to g max guesses.
The guess-based algorithm chooses source nodes to guess and follows a check node labeling procedure as follows. Recall that the basic algorithm stores the merge functions, removes all source nodes that have been decoded successfully, and removes all check nodes that have been used to decode source nodes or used in the merge functions. When the guess-based algorithm starts, it marks the source nodes that have not been decoded or merged as unknown, and marks the remaining check nodes from the basic algorithm as unlabeled. It then sequentially guesses the values of up to g max unknown source nodes. After guessing a source node, it marks the source node as known. It then sequentially checks all the unlabeled check nodes. Specifically, consider an unlabeled check node, c i . If the values of all but one of the source nodes that are connected to c i are known, then it sets the value of the unknown source node to the XOR of the known source nodes and c i , and then labels c i as finished; if all the source nodes that are connected to c i are known, then it labels c i as a basic equation. If all the check nodes are labeled or the number of guesses reaches g max , it then solves the set of basic equations to obtain values of guessed source nodes, and then recovers the involved source nodes.
We next use the example in Fig. 2 to illustrate the decoding process of the enhanced algorithm, and then describe the algorithm in detail. In the example, five source nodes, s 1 , s 2 , s 3 , s 4 , and s 5 , connect to five check nodes, c 1 , c 2 , c 3 , c 4 , and c 5 , satisfying
For ease of illustration, initially, all source nodes and check nodes are marked as grey, and the connections between these source nodes and check nodes are marked as solid (see Fig. 2(a) ). We first run the basic decoding algorithm, and find a degree-2 check node, c 5 . Fig. 2(b) ). Then, the basic decoding algorithm fails to go further since there is no degree-1 or degree-2 check node. So, we continue with the guess-based algorithm, which starts with marking all grey source nodes as unknown and all grey check nodes as unlabeled. We then find an unknown source node with the largest degree (when there are multiple such nodes, we select one of them arbitrarily), mark it as known, and let x 1 be its value. In this example, s 3 has a degree of 4, all other three nodes have the degree of 3. We, therefore, choose s 3 , and mark it as known with the value of x 1 . This is represented in the Tanner graph in Fig. 2(c) , where we mark s 3 in white, and mark the edges incident to s 3 as dashed. After that, we examine all the unlabeled check nodes, and find none of them can be labeled. So, we make the second guess. The remaining unknown source nodes has the same degree. We arbitrarily choose s 1 , assume it is known, and let x 2 be its value (in the Tanner graph, we mark s 1 as white, and the edges incident to s 1 as dashed, see Fig. 2(d) ). After that, for check node c 2 , all but one source node that are connected to c 2 are known, we hence label c 2 as finished, and set the value of the unknown source node, s 2 , to x 1 ⊕ x 2 ⊕ c 2 . Similarly, we label c 4 as finished, and set the only unknown source node that c 4 connects to, i.e., s 4 , as
The above operations are illustrated by marking c 2 , s 2 , c 4 , and s 4 as white, and marking the edges incident to s 2 and s 4 as dashed in the Tanner graph (see Fig. 2(e) ). Now, since all the source nodes are known, we label c 1 and c 3 as basic equations, and mark them as white in the Tanner graph (see Fig. 2(f) ). Last, we solve the two basic equations of c 1 and c 3 based on (4) and (6) . Substituting the values of s 1 , s 2 , s 3 , and s 4 into these two equations yields
From (9) and (10), we solve for x 1 and x 2 to obtain x 1 = c 2 ⊕ c 3 ⊕ c 4 and x 2 = c 1 ⊕ c 3 , and hence decode s 3 and s 1 successfully. Because s 2 and s 4 are represented by x 1 and x 2 , we can also decode s 2 and s 4 . After we decode s 4 , we can decode s 5 based on the stored merge function as s 5 = s 4 ⊕ c 5 . Hence, all the five source nodes are decoded successfully using the enhanced algorithm. Our enhanced algorithm is described more formally as follows. Enhanced Binary Decoding Algorithm (1) Run the basic binary decoding algorithm.
(2) When step (1) stops, start the guess-based algorithm. Let g represent the number of guesses. Initialize it to be 1. Do the following:
(a) Find the source node that has the largest degree among all the unknown source nodes. Suppose it is s i . Assume it is known, and set its value to x g . Check all the unlabeled check nodes. For a check node c j , suppose m source nodes are connected to it. Consider the following two scenarios:
(a1) If all but one of the m source nodes are known, then label c j as finished. Suppose the value of the lth known source node is
where a g,l represents the coefficient of x g in the expression of the lth source node. Then, the unknown source node is computed as 
Increase the number of operations N by (c) Solve the set of basic equations using Gaussian elimination to obtain solutions to x 1 , · · ·, x g . If there exists a unique solution, all the source nodes that have been assigned x 1 , · · ·, x g are decoded successfully; otherwise, a subset of the source nodes are decoded successfully.
(d) For each source node decoded in step (c), recover all the source nodes that have been merged into it (during the basic algorithm). Increase the number of operations N by the number of such recovered source nodes. It is clear that the decoding complexity of the enhanced algorithm increases with g max . Since g max is usually a small number, solving the basic equations using Gaussian elimination can be done quickly. Based on [17] , the decoding complexity of the enhanced algorithm is O(g 2 max k enh ), where k enh is the number of unknown source nodes when the enhanced algorithm starts.
C. Performance Evaluation
Assume that a sender uses Raptor codes to encode k source packets into n encoded packets, and transmits these encoded packets to a receiver. We use the degree distribution that has been adopted as the standard for MBMS in 3GPP for encoding [16] . More specifically, the degree distribution is Ω(x) = 0.01563x 40 + 0.07986x 11 + 0.11134x
For convenience, we refer it to the MBMS degree distribution henceforth. Our performance metrics are packet decoding rate, i.e., the total number of packets that are decoded successfully over the number of source packets, k, and decoding complexity. Our results below are obtained from 200 simulation runs, using randomly generated seeds. For each setting, we set k to 100, 200, 500, or 1000. The 95% confidence intervals are tight and hence omitted from the figures.
In the following, we only report the results for k = 200 (the results for other values of k have similar trends). Fig. 3(a) plots the packets decoding rates of five decoding algorithms: (i) ML algorithm (implemented using Gaussian elimination), (ii) the enhanced algorithm with g max = 10 and g max = 4, (iii) the guess-based algorithm with g max = 5 (which is similar to Algorithm C in [17] ), (iv) the basic algorithm, and (v) the original BP algorithm (step (1) in the basic algorithm). We can see that the basic algorithm can decode up to 55% more packets than the original BP decoder. The packet decoding rate of the enhanced algorithm improves as the number of allowed guesses increases, and approaches that of the ML decoder when g max = 10. Fig. 3(b) plots the decoding complexity for the considered algorithms. As expected, the decoding complexity of the original BP decoder is the lowest, followed by the basic algorithm, the enhanced algorithm, and the ML decoder (the ML decoder is implemented using Gaussian elimination and its decoding complexity is much higher than all the others. Hence, it is omitted from the figure for clarity). The enhanced algorithm with g max = 10 is up to 90% lower than that of the ML decoder. When g max increases, the decoding performance approaches that of the ML decoder, while the decoding complexity is also increasing. So, the optimal g max , which is a tradeoff between the decoding complexity and the decoding performance should be chosen depending on the requirements from the particular applications.
The enhanced algorithm runs the basic algorithm first, and then starts the guess-based algorithm when no degree-1 or degree-2 check node exists. For comparison, we also obtain the results when running the guess-based decoding algorithm alone. In Figs. 3(a) and (b) , the enhanced algorithm with g max = 4 achieves higher packet decoding rates for all values of n and achieves lower decoding complexity for n > 215 than the guess-based algorithm with g max = 5. This demonstrates the importance of running the basic algorithm first in the enhanced algorithm to reduce graph size, and hence the decoding complexities. When n ≤ 215, the enhanced algorithm with g max = 4 has higher decoding complexity than the guess-based algorithm with g max = 5. This can be explained as that the decoding rate of the basic algorithm is low, a large number of unknown source packets are left when the enhanced algorithm starts. Last, we briefly compare the performance of the basic algorithm and the guess-based algorithm. We find that the basic algorithm can decode more packets than the guess-based algorithm with g max = 4 (not plotted), while decode less packets than the guess-based algorithm with g max = 5. On the other hand, the basic algorithm has lower decoding complexity than the guess-based algorithm (g max = 4 or 5) for n > 200.
IV. PROPOSED NONBINARY LT DECODING ALGORITHM
Most of existing digital fountain codes are defined over the binary field [18] . In this section, we extend the proposed binary LT decoding algorithm to nonbinary fields. The motivations are two-fold: (i) Operating in nonbinary fields, the ML decoding for LDPC codes can potentially have better performance than its binary counterparts given the same sparsity of the encoding matrix [20] . We expect that when choosing the degree distributions properly, nonbinary LT decoding algorithms can outperform their binary counterparts. (ii) One unique advantage of nonbinary codes over binary codes is that nonbinary codes can match very well the underlying modulation scheme at the physical layer, and bypass the need for a symbol-to-bit conversion at the receiver.
A. Basic Nonbinary Decoding Algorithm
Suppose the decoding is over a nonbinary field, GF(q), q > 2. We first use the example in Fig. 4 to illustrate this algorithm, and then describe the algorithm formally. In this example, three source nodes, s 1 , s 2 , and s 3 , connect to three check nodes, c 1 , c 2 , and c 3 . Each edge is associated with a coefficient. Let G ji be the coefficient on edge (c j , s i ), G ji ∈ GF * (q), where GF * (q) = GF(q) \ {0}. We have
We first find a degree-2 check node, c 1 . The two source nodes, s 1 and s 2 , that are connected to c 1 satisfy (12) . Again, we merge the node with a smaller degree to the one with a larger degree (breaking tie arbitrarily). In this case, since s 1 and s 2 have the same degree, without loss of generality, we merge s 1 into s 2 by representing s 1 using s 2 as
11 G 12 s 2 , and store this merge function. We then remove c 1 and the two edges (s 1 , c 1 ) and (s 2 , c 1 ). Using s 2 to represent s 1 , (14) is transformed to
with c 11 , as shown in Fig. 4(b) . We then find another degree-2 check node, c 2 . The two source nodes, s 2 and s 3 , that are connected to c 2 satisfy (13). Since s 2 and s 3 have the same degree, without loss of generality, we use s 2 to represent s 3 as Fig. 4(c) . The two edges from s 2 to c 3 can then be merged into a single edge by adding their coefficients together on the Galois field, which only cancel out when the addition is zero which differs from the binary case where the two edges cancel out each other. If the combined coefficient is not equal to zero, then s 2 can be recovered by (16) . Furthermore, given s 2 , we can decode s 1 and s 3 using the stored merge functions. Hence, all the source nodes can be decoded successfully.
Remark: Note that if the above example were in the binary field (i.e., G ji = 1), none of the source nodes can be decoded successfully. In general, if the connections among r source nodes and r degree-2 check nodes are cyclic, with appropriate ordering, the corresponding equations can be represented as c = Gs
T , and G given by [21] 
where G ij s are nonzero elements from a Galois field. In binary field, all G ij s take value of 1, and the rank of G is r − 1. That is, it loses rank, and thus none of the source nodes can be decoded. But, in the nonbinary field, it is possible that the rank of G equals r. In that case, these equations are independent, and all the source packets involved can be decoded by the proposed decoder with linear complexity. In fact, for this particular example, the basic nonbinary decoding algorithm is similar to the algorithm presented in Lemma 4 of [21] . The basic nonbinary decoding algorithm can be represented more formally as follows. Basic Nonbinary Decoding Algorithm (1) Find a degree-1 check node c i that is connected to a single source node s j .
(a) Set the value of G −1 ij c i to s j . Recover all the source nodes that have been merged into s j (the merge operations are described in step (2)). Increase the number of operations, N , by two times the number of source nodes thus recovered as recovering each such source node requires two operations, one multiplication and one addition.
(b) Pass the value of s j to all the other check nodes that are connected to s j . For each such check node c l , update its value to c
Increase the number of operations, N , by two times the number of such check nodes (one multiplication and one addition for each such check node).
(c) Delete all the edges connected to s j . (2) When step (1) stops (i.e., no degree-1 check node exists), find a degree-2 check node. If no degree-2 check node can be found, stop the algorithm. Otherwise, suppose we find a degree-2 check node, c l , that is connected to two source nodes s i and s j . Store the merge function G li s i ⊕ G lj s j = c l , and merge the source node with a smaller degree into the one with a larger degree. In the following, suppose we merge s i into s j for illustration. That is, we represent s i as
Increase the number of operations, N , by 2 (two multiplications to get G
Increase the number of operations N by 2m (since for each of the m check nodes, obtaining the coefficient of the new edge and updating the coefficient requires one multiplication and one addition). (3) Go to step (1) until all source nodes are determined, or no degree-1 and degree-2 check node can be found. It is clear that the above decoding algorithm has linear complexity.
B. Enhanced Nonbinary Decoding Algorithm
The enhanced nonbinary decoding algorithm is similar to its binary counterpart. The only differences are in steps (2)(a1) and (a2), which are (a1) If all but one of the m source nodes are known, then label c j as finished. Suppose the value of the lth known source node is
where a g,l represents the coefficient of x g in the expression of the lth source node. Then, the unknown source node is computed as
where {b 0 , b 1 , · · ·, b g } represent the numbers of non-zero values in the summations, and {G 
Increase the number of operations N by g l=0 max (2b l − 1, 0) . The decoding complexity of the nonbinary enhanced algorithm is O(2g 2 max k enh ), where k enh is the number of unknown source nodes when the enhanced algorithm starts.
Remark: Our nonbinary decoding algorithm operates on symbol-level. In [22] and [23] , the proposed nonbinary peeling algorithm operates on bit-level. Let us take an example to illustrate the difference between symbol-level and bit-level nonbinary decoding algorithms. Assume a receiver receives a symbol x which has two bits over GF(4) over the BEC. The two bits are represented as x 1 and x 2 , respectively. If x 1 is received correctly and x 2 is erased, x is discarded in symbol-level algorithms. While in bit-level algorithms, x is still kept, and if bit x 2 can be recovered in the further decoding process, then symbol x can be reconstructed. If the nonbinary peeling algorithm proposed in [22] , [23] operates on symbol-level, the decoding process corresponds to a check node of degree-1 in the setting of step (1) in our basic nonbinary LT decoding algorithm. The reason why we choose symbol-level algorithms is that symbol-level algorithms can match very well with the underlying processing at the physical layer. Indeed, as discussed in Section II, a packet in a practical system is completely erased if it cannot pass the CRC. Since our nonbinary enhanced algorithm can achieve decoding performance close to that of the ML decoder (see subsection IV-C), we hence omit the performance comparison between symbol-level and bit-level nonbinary algorithms in this paper.
C. Performance Evaluation
We first evaluate the performance of our proposed nonbinary LT decoder, and then compare the performance of binary and nonbinary decoders. Last, we investigate the impact of the Galois field size on performance. The simulation setting is the same as that in subsection III-C.
C.1 Nonbinary Decoders
We only report the results for k = 200 with n varies from 200 to 295 (the results for other values of k have similar trends). Fig. 5(a) plots packet decoding rates with nonbinary ML decoder, binary ML decoder, the enhanced nonbinary LT decoder, the nonbinary guess-based algorithm and the basic nonbinary LT decoder. We can see that nonbinary ML decoder outperforms binary ML decoder under the same degree distribution, which has motivated our work to implement the nonbinary decoding scheme. The performance of the enhanced algorithm improves with g increases. In particular, when g max = 15, its performance is close to that of nonbinary ML decoder, and furthermore it can decode up to 4% more packets than binary ML decoder with n = 200. The basic algorithm dramatically outperforms the original LT decoding scheme (see the packet decoding rates of the original scheme in Fig. 3(a) ). Fig. 5(b) plots the decoding complexity of the enhanced and basic decoding algorithms. As expected, the decoding complexities of the nonbinary algorithms are larger than their binary counterparts (see Fig. 3(b) on the decoding complexities of the binary schemes). The decoding complexity of the enhanced nonbinary algorithm increases with g max , while is nearly 90% lower than that of the nonbinary ML decoder. The decoding complexity of nonbinary ML decoder is obtained through an implementation using Gaussian elimination; it is not plotted in the figure for clarity.
For comparison, we also obtain the results with the nonbinary guess-based decoding algorithm. Our nonbinary enhanced algorithm with g max = 3 achieves higher packets decoding rates for all values of n while has lower decoding complexity for n > 200 than the guess-based algorithm with g max = 5, which demonstrates the importance of running the basic algorithm before initiating the guess-based decoding algorithm in the enhanced decoder.
C.2 Binary versus Nonbinary Decoders
The performance of nonbinary decoders relative to binary decoders depends on the degree distribution. We have shown examples that are decodable in nonbinary fields while they are not in the binary field (see subsection IV-A). We can also come up with examples where the binary decoder outperforms the nonbinary decoder. The binary decoder can perform better because in the binary field, if two source packets s i and s j are connected to a check node c l that has degree of 2, we can merge s i into s j . Afterwards, if there are two edges from s i to a check node c r , these two edges cancel each other, and hence the degree of c r is reduced. But, for nonbinary case, they may not cancel each other. So, binary merge function can decrease the degree of check node c r , and there is a chance that the degree of c r decreases to 1 (an example is in Fig. 1 ), which is helpful for continuing the decoding process.
We now compare the performance of our binary and nonbinary decoders through simulation. Under the MBMS degree distribution, the performance of the basic algorithm in nonbinary fields is similar to that in the binary field (figures omitted). On the other hand, based on our prior experience on nonbinary LDPC codes for channel coding [24] , we expect the optimal degree distribution in nonbinary fields to have a much smaller average degree and higher density for degree of 2 than its counterpart in the binary field. We, therefore, design another degree distribution as
In this new degree distribution, the average node degree is 2.834, much lower than 4.621 in the MBMS distribution; the highest node degree is 15, much lower than 40 in MBMS degree distribution. The much lower average node degree can lead to significantly lower encoding and decoding complexities. On the other hand, due to the much lower highest-node-degree, many source nodes may have no connection to check nodes, leading to lower block decoding rate than that under MBMS degree distribution. This, however, is not much a concern since we use Raptor codes (where packet decoding rate is a more important metric). 6(a) plots the packets decoding rate of our proposed algorithms in both binary and nonbinary fields for k = 200 under degree distribution (18) . For comparison, we also plot the results of binary and nonbinary ML decoders. We observe that the nonbinary enhanced algorithm with up to one guess slightly outperforms the nonbinary basic algorithm, and both achieve performance close to that of the nonbinary ML decoder. The binary basic algorithm and binary ML decoder have similar performance, which is worse than that of the nonbinary decoders (the packet decoding rate is approximately 15%). The different relative performance of nonbinary algorithms compared to their binary counterparts in the two degree distributions (i.e., distributions (18) and (11)) confirms that the relative performance depends on the degree distribution, motivating our future work to develop respective optimal degree distributions for our nonbinary and binary decoders. Fig. 6(b) plots the packet decoding rates when k = 1000. We observe that the nonbinary ML decoder performs similar to binary ML decoder, the nonbinary basic algorithm only slightly outperforms the binary algorithm, indicating that the benefits of decoding in nonbinary fields is less dramatic for large k.
C.3 Impact of Galois Field Size
We now investigate the performance of the ML decoder when varying the size of the Galois field from 2 to 1024 (it is the binary decoder when the size is 2). Fig. 7 plots the results using the degree distribution in (18) for k = 200. As we can see, the nonbinary decoders outperform the binary decoder, while the performances of the various nonbinary decoders are similar, indicating that our nonbinary scheme is insensitive to the size of the Galois field, and a small size, such as 4, is sufficient to realize most of the performance gains. However, these observations may change as the degree distribution varies, which is left as further research.
V. CONCLUSION AND FUTURE WORK
In this paper, we introduced a new iterative LT decoding algorithm for both binary and nonbinary fields. Our proposed scheme differs from existing decoding schemes [17] , [18] in that it proceeds from check nodes instead of source nodes. The basic form of the algorithm considers both degree-1 and degree-2 check node and has linear complexity. Simulation results demonstrate that it significantly outperforms the original LT decoding algorithm, especially for small k. To further improve the decoding performance, we developed an enhanced form of the algorithm that combines the basic form of the algorithm and a guess-based algorithm. Simulation results demonstrate that it can provide better decoding performance than the guess-based algorithm with fewer guesses. Furthermore, it can achieve the performance of ML decoder as the number of guesses increases, while its decoding complexity is much lower than of the ML decoder. In addition, our nonbinary decoding algorithms have potential to outperform the binary algorithms when choosing suitable degree distributions. Last, our nonbinary scheme is insensitive to the size of the Galois field. Our future research topics include: (i) An analytical framework on performance analysis for the proposed decoders and (ii) optimization of the degree distributions especially for the nonbinary codes.
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