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We propose and test a new method of multiexponential transient signal analysis. The
method based on cepstral deconvolution is fast and computationally inexpensive. The
multiexponential signal is initially converted to a deconvolution model using Gardners’
transformation after which the proposed method is used to deconvolve the data. Simulation
and experimental results indicate that this method is good for determining the number of
components but performs poorly in accurately estimating the decay rates. Inﬂuence of
noise is not considered in this paper.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
There is enough motivation in science and technology for the study of multicomponent transients of the form
S(τ ) =
M∑
i=1
Ai exp(−λiτ ) (1)
where 0 < τ < ∞, M is the number of components, Ai is the amplitude of the ith component, and λi the corresponding
decay rate. For example, the ﬂuorescence decay of most biological macromolecules is more complex than a single exponen-
tial, the emission process in deep-level transient spectroscopy is described by exponentials with time constants depending
on the temperature and energy of the traps in the band gap. The number of trap levels determines the number of exponen-
tials M .
A major problem emphasized by all researchers on multiexponential signal analysis is the fact that these signals do not
form an orthogonal base. As early as 1795, Prony [1] proposed a method that could decompose a small number of expo-
nentials with similar amplitudes but different time constants. Much later, Lanczos [2] demonstrated that three exponential
curves with similar time constants could be ﬁtted accurately with two exponential models with signiﬁcantly different am-
plitudes and time constants. He further showed that residual plots for double and triple exponential ﬁts look very similar
but are not helpful in deciding which ﬁt is better. This, he showed, was a consequence of nonorthogonality of the expo-
nentials. Another problem associated with the analysis of multiexponential signals is their fundamental ill-posedness. This
means small perturbations in the input signal can yield unrealistically high perturbations in the decomposition results.
* Corresponding author.
E-mail address: aujibia@gmail.com (A.U. Jibia).1063-5203/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.acha.2009.06.002
A.U. Jibia et al. / Appl. Comput. Harmon. Anal. 29 (2010) 88–96 89Prony’s method was followed by a number of attempts to ﬁnd real components from experimental data. In a pioneer pa-
per, Gardner et al. [3] proposed a model in which a nonlinear change of variables is used to convert the original signal into
a convolution integral which could be deconvolved by Fourier Transform technique. The diﬃculty at that time was the non-
availability of effective algorithms for the computation of Fourier integrals. This problem was solved later by Schlesinger [4]
using the fast Fourier transform (FFT). Nichols et al. [5] further modiﬁed the Gardners’ transformation by introducing a
weighting factor, α, in the nonlinear transformation.
In [6], Salami and Sidek used the modiﬁed Gardners’ transformation to convert the signal in (1) into a discrete convolu-
tion model whose input is a train of weighted delta functions containing the parameters to be determined. This successfully
removed the nonorthogonality problem associated with the original signal. Deconvolution was done using a single parame-
ter deconvolution model. SVD-ARMA parametric method was then used to process the deconvolved data.
In this paper, homomorphic deconvolution technique is used to deconvolve the model resulting from the application
of modiﬁed Gardners’ transformation. Its advantages include computational simplicity, speed and elimination of the data
length constraint encountered in [6]. In addition to these, it does not require additional modeling as in previous approaches.
Furthermore, unlike the least squares method for example, our approach does not require an a priori knowledge of the
number of components. Another novelty in this paper is a new procedure for the determination of sampling conditions.
2. Signal preparation
This stage consisting of modiﬁed Gardners’ transformation, and sampling is meant to solve the problem of nonorthog-
onality associated with multicomponent exponential signal and to prepare the signal for the application of homomorphic
deconvolution technique.
2.1. Development of a convolution model
Eq. (1) can be expressed as
S(τ ) =
∞∫
0
g(λ)exp(−λτ)dλ (2)
This integral belongs to the more general class of Fredholm integral of the ﬁrst kind which are known to be ill-posed. In
this special case of multiexponential signals the spectral distribution function g(λ) is given by
g(λ) =
M∑
i=1
Aiδ(λ − λi) (3)
and contains all the parameters of interest. Multiplying both sides of (2) by τα (α > 0) and applying the Gardners’ transfor-
mation [3], τ = et and λ = e−r results in the convolution integral
y(t) =
∞∫
−∞
x(λ)h(t − λ)dλ (4)
where
y(t) = exp(αt)S(exp(t)) (5a)
x(t) = exp((α − 1)t)g(e−t) (5b)
h(t) = exp(αt)exp(−et) (5c)
This is now a standard deconvolution problem in which x(t) is the unknown input consisting of a series of weighted delta
functions, h(t) is the impulse response and y(t) is the output observation.
It can be shown [7] that the unknown input distribution function is given by
x(t) =
M∑
i=1
Biδ(t + lnλi) (6)
where Bi = Ai(λi)−α .
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Eq. (4) is now converted into a discrete-time deconvolution problem. This is achieved by considering y(t) to be the
output of a linear, time-invariant system which has the impulse response h(t) and an input x(t). With this consideration,
y(t) is uniformly sampled at the rate of f s = 1t , where t is the sampling interval. The sampling rate depends on the
bandwidth of the basic pulse while the number of samples required depends on the data.
The exponential function e−λτ , 0 τ ∞ maps to the system function h(t) = exp(αt)exp[−exp(t)], −∞ t ∞.
If we let t = nt in the convolution integral of Eq. (4) we obtain
y(nt) ≈ t
∞∑
−∞
x(mt)h
(
(n −m)t) (7)
Sampling at the rate of 1
t and letting y[n] = y(nt), x[n] = x(nt) and h[n] = t(h(nt)) simpliﬁes this expression to
y[n] =
∞∑
−∞
x[m]h[n −m] (8)
The bandwidth of the conceptual system can be determined using the concept of noise equivalent bandwidth (NEB). The
NEB is the bandwidth of an ideal bandpass ﬁlter that would pass the same amount of white noise power as the system being
analyzed. The NEB and the 3-dB bandwidth are sometimes used interchangeably, particularly when the detailed information
about the system response is not available [8]. The NEB of a system with impulse response h(t) is given by [9]
B =
∫∞
−∞ |h(t)|2 dt
2[∫∞−∞ h(t)dt]2 (9)
Now let
M =
∞∫
−∞
h(t)dt =
∞∫
−∞
eαte−et dt (10)
Integration yields
M =
[
eαt exp(−et)
2α
]∞
−∞
(11)
and let
N =
∞∫
−∞
∣∣h(t)∣∣2 dt =
∞∫
−∞
∣∣eαte−et ∣∣2 dt =
∞∫
−∞
e2αte−2et dt (12)
Again, integration yields
N =
[
e2αte−2et
4α
]∞
−∞
(13)
But from (9)
B = [
e2αt e−2et
4α ]∞−∞
2{[ eαt exp(−et )2α ]∞−∞}2
(14)
In practice, the range of t will be ﬁnite. Let the lower and upper limit be T1 and T2 respectively. Then,
B =
1
4α {e2(αT2−e
T2 ) − e2(αT1−eT1 )}
1
2α2
{e(αT2−eT2 ) − e(αT1−eT1 )}2 (15)
The graph of h(t) against time is shown in Fig. 1 for different values of α. From the plot, it is suﬃcient to select T2 = 0 and
T1 = −Tmin (where −Tmin is some arbitrary minimum value of t). Eq. (15) then reduces to:
B =
α
2 [0.135− e2(αTmin−e
Tmin )]
[0.8734− e(αTmin−eTmin )]2 (16)
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When Tmin is suﬃciently large (say,  5 s) and α  0.5, the exponential terms become negligibly small and we have
B = α
2
(17)
Thus, for unaliased sampling of y(t), the sampling frequency, f s , must satisfy
f s  2B = α (18)
In practice, the range of m in Eq. (8) must be ﬁnite which suggests that both y[n] and h[n] will have to be truncated.
Choosing the upper and lower data cut-off points to be nmax and nmin respectively, we can rewrite Eq. (8) as
y[n] =
nmax∑
m=−nmin
x[m]h[n −m] (19)
where N = nmax − nmin + 1 and the sampling interval is t  1α .
3. Homomorphic deconvolution
At the ﬁrst glance, one would be tempted to use the commonest approach to deconvolution, the inverse ﬁltering to
extract x[n] from the discrete convolution model of (19). In the inverse ﬁltering, unwanted components of a convolution are
removed by ﬁltering with a linear system whose system function is the reciprocal of the Fourier transform of these com-
ponents. Straightforward as it may sound, this approach has a number of drawbacks. First, it is only reasonable for those
situations in which we have a detailed model or description of the components to be removed. Secondly, the inverse ﬁl-
tering approach enhances noise and a number of attempts continue to emerge to solve the problem of noise enhancement.
Thirdly, application of inverse ﬁltering more easily done in the frequency domain, would convert the problem into a spectral
analysis one requiring additional modeling using conventional spectrum estimation techniques. To avoid the computational
problems of inverse ﬁltering we propose homomorphic deconvolution technique which is based on the notion of general-
ized inverse ﬁltering proposed by Oppenheim and Schafer [10]. A number of reasons make homomorphic deconvolution
technique suitable for this analysis. First, it will eliminate the data length constraint associated with inverse ﬁltering (see
[6]). Secondly, it has the ability to detect periodic structures in logarithmic spectrum and this can be used to detect the
exponential constants given in (6). In addition, it requires less complex computation than inverse ﬁltering since it can be
implemented using the FFT algorithm. This points to its fourth advantage-speed.
The canonic representation for homomorphic deconvolution (also called cepstral deconvolution) system for the separation
of two convolved functions, say, x[n] and h[n] is shown in Fig. 2. For a detailed description of this method the reader is
referred to [10–12]. The main diﬃculty of this method is the choice of the linear lifter that will separate hˆ[n] and xˆ[n] in the
quefrency domain. This is complicated by the nonlinearity of the complex cepstrum which implies that a slight modiﬁcation
of the input signal might lead to the reconstructed signal being completely different from the input. An additional problem
is the fact that there is no clear demarcation in the regions of support for x[n] and h[n] in the original convolution model.
With these considerations we proceed as follows.
Depending on whether the logarithm used is real or complex, the output of the ﬁrst IDTFT is called real cepstrum (or
simply the cepstrum) or complex cepstrum. Eqs. (20) and (21) give the complex cepstrum and the cepstrum respectively.
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yˆ[n] = 1
2π
π∫
−π
log
[
Y (e jω)
]
e jωn dω
= 1
2π
π∫
−π
[
log
∣∣Y (e jω)∣∣+ j arg(Y (e jω))]e jωn dω (20)
cy[n] = 1
2π
π∫
−π
log
∣∣Y (e jω)∣∣e jωn dω (21)
While it is easier to compute the cepstrum, it has the disadvantage of not being invertible. This is because unlike the
complex cepstrum it does not retain phase information.
One of the important properties of the complex cepstrum is that it is causal when the input sequence y[n] is minimum
phase [10]. We can use this property to ﬁnd an expression for the complex cepstrum in terms of the real cepstrum. To
do that, the input signal must be converted to a minimum phase one. This is easily achieved by applying the concept of
exponential weighting [13]. This involves the multiplication of the input sequence by a real number ξn:
y′[n] = ξn y[n] 0< ξ < 1 (22)
Relationship between the cepstrum and complex cepstrum can be obtained by noting that, if y[n] is real, then
log |Y (e jω)| is real and even function of ω. This implies that,
c′y[n] =
yˆ′[n] + yˆ′[−n]
2
(23)
In other words, the cepstrum is the even part of the complex cepstrum.
The complex cepstrum can thus be expressed as:
yˆ′[n] = c′y[n]u+[n] (24)
where
u+(n) =
{
1 n = 0
2 n > 0
0 n < 0
(25)
When the DFT is used, the cepstrum is time-aliased and given by
c′p[n] =
∞∑
k=−∞
c′y(n + kN) (26)
To compute the complex cepstrum we can then write:
yˆ,[n] =
⎧⎨
⎩
c′p[n] n = 0
2c′p[n] 1 n N0 (27)
0 N0 + 1 n N − 1
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N0 is the cepstrum cut-off point which must be carefully selected to get good results. The choice of N0 is critical to the
performance of this method.
Next, homomorphic ﬁltering is achieved by forming a modiﬁed complex cepstrum
yˆ′l = l[n] yˆ′[n] (28)
where l[n] is a window (or lifter) which selects a portion of the complex cepstrum for inverse processing. This is achieved
as follows:
For n 1
q(1) = yˆ′(1) (29a)
q(n) = γ yˆ′[n] + (1− γ )q(n − 1) (29b)
and for n N0
w(N0) = yˆ′(N0) (30a)
w(n) = γ yˆ′[n] + (1− γ )w(n + 1) (30b)
so that the output variable would be
yˆ′l(n) = 0.5
(
q(n) + w(n)) (31)
γ is the variable ﬁlter coeﬃcient such that 0 γ  1.
Taking the forward DFT of yˆ′l(n) followed by exponentiation, inverse DFT and exponential unweighting yields x[n] with
dominant peaks at lnλi , i = 1,2, . . . ,M .
In sum, the procedure we have proposed here for extracting the signal x[n] from the discrete convolution model of (19)
consists of the following steps:
• Convert the input signal y[n] to minimum phase by exponential weighting.
• Compute the cepstrum.
• Convert the real cepstrum to complex cepstrum.
• Apply the appropriate cepstral lifter.
• Compute the inverse complex cepstrum.
• Perform exponential unweighting.
The complete ﬂow diagram for the procedure is shown in Fig. 3.
4. Simulation results
The method outlined above was coded and tested in a MATLAB® environment using the following synthetically generated
monoexponential and biexponential signals:
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Table 1
Percentage differences between the expected and estimated decay rates for S1(τ ) and S2(τ ).
Signal i Estimated log of
decay rate (ln λˆi )
Estimated decay
rate (λˆi )
Expected value of
decay rate (λi )
Expected value of log
of decay rate (lnλi )
Percentage difference∣∣ λˆi−λi
λi
∣∣× 100 (%)
S1(τ ) 1 0.25 1.284 1 0 28.4
S2(τ ) 1 0.15625 1.169 0.5 −0.693 133.8
2 0.25 1.284 1 0 28.4
S1(τ ) = e−τ (32)
S2(τ ) = 0.5e−0.5τ + e−τ (33)
α was selected to be 1, thus putting a lower limit of 1 Hz to the sampling frequency and leading to the following distribution
functions analogous to (6) for the two signals:
x1(t) = δ(t) (34)
x2(t) = δ(t + ln2) + δ(t) (35)
Nonlinear change of variables was performed by multiplying S(τ ) by eαt (α = 1), arriving at (4). The discrete form of (4)
was obtained by selecting t = 0.25, nmax = 20, nmin = −107 making N = 128. Values of ξ , N0 and γ were experimentally
selected to be 0.94, 20 and 0.8 respectively. Figs. 4 and 5 are the graphs of distribution functions for S1(t) and S2(t)
respectively. Table 1 shows the estimated values of decay rates and their percentage deviation from the expected values.
From these results it is obvious that this method is useful in detecting the number of components but performs poorly in
accurately estimating the decay rates.
4.1. Effect of N0
As much as possible the value of N0 must not be very high. The result of such a selection would be to introduce spurious
peaks as shown in Fig. 6 for the signal S1(τ ) with N0 = 100. From experimentation with different values of N0 we found
that the best range of N0 is between 20 and 32.
4.2. Effect of γ
The choice of a suitable value of γ is critical for the performance of the proposed technique. Small values of γ lead to
poor separation as shown in Fig. 7 for S1(τ ) when γ = 0.2. Large values of γ lead to missing components as shown in
Fig. 8 for S2(t) when γ = 0.9. The best range of γ was found to be between 0.6 and 0.8.
5. Experimental veriﬁcation
The proposed algorithm was also used to postprocess real data obtained from two ﬂuorophores inside a spectroﬂuo-
rometer. The spectroﬂuorometer used is SPECTRAmax GEMINI XS from Molecular Devices. The analyzed ﬂuorophores were
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Fig. 8. Effect of large value of γ . Fig. 9. Graph of distribution function for acridine orange in water.
quinine and acridine orange. The homomorphic deconvolution program was loaded on a PC connected to the spectroﬂuo-
rometer.
Figs. 9 through 11 show the experimental curves and Table 2 shows the estimated decay rates and their percentage
deviation from the expected values. Of course, the results are not better than the simulation results, good in detecting the
number of components, but poor in decay rates estimation.
6. Discussion and conclusion
In this paper we have presented the use of cepstral deconvolution to analyze multicomponent exponential signal for
two reasons; computational simplicity and in order to avoid the data length constraint and additional modeling associated
with inverse ﬁltering. The uncertainty posed by the nonlinearity of the complex cepstrum was avoided by deriving it from
the more conveniently computed cepstrum. This was achieved only after the input was converted to minimum-phase by
exponential weighting.
However, much as computational simplicity and data length conformity are achieved, results from both simulation and
experimental runs leave a lot to be desired. A possible reason for this is the overlapping of regions of support of the concep-
tual system response resulting from Gardners’ transformation and the input signal. Applying homomorphic deconvolution
directly to the signal in Eq. (1) would not help matters either. This is for two reasons. One, the individual components are
not related by convolution and secondly, the signals are not orthogonal, which makes direct application of any DFT-based
technique like homomorphic deconvolution diﬃcult.
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Table 2
Percentage differences between the expected and estimated decay rates from experiment.
Fluorophore i Estimated log of
decay rate (ln λˆi )
Estimated decay
rate (λˆi )
Expected value of
decay rate (λi )
Expected value of log
of decay rate (lnλi )
Percentage difference∣∣ λˆi−λi
λi
∣∣× 100 (%)
Quinine 1 0 1 0.5263 −0.6419 90
Acridine orange 1 0 1 1.8181 0.5978 45
Quinine and acridine orange Quinine 0.15625 1.169 0.5263 −0.6419 122
Acridine orange 0.25 1.284 1.8181 0.5978 29.38
Finally, we note that the most crucial step in homomorphic deconvolution is the design of the windowing lifter in
the quefrency domain. Homomorphic deconvolution result is highly sensitive to this window since a small error can be
exponentially magniﬁed by inappropriate design. With the numerous advantages offered by homomorphic deconvolution, we
believe that further research in ﬁnetuning this stage is all that is needed to make our approach one of the best, combining
computational simplicity, speed, robustness and accuracy in the analysis of multicomponent exponentials.
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