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NORMALIZATION IN INTEGRAL MODELS OF SHIMURA
VARIETIES OF HODGE TYPE
YUJIE XU
Abstract. Let (G,X) be a Shimura datum of Hodge type, and SK(G,X) its
integral model with hyperspecial level structure. We prove that SK(G,X) ad-
mits a closed embedding, which is compatible with moduli interpretations, into
the integral model SK′ (GSp, S
±) for a Siegel modular variety. In particular,
the normalization step in the construction of SK(G,X) is redundant.
In particular, our results apply to the earlier integral models constructed by
Rapoport and Kottwitz, as those models agree with the Hodge type integral
models for appropriately chosen Shimura data.
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1. Introduction
1.1. Main results and Outline. Let (G,X) be a Shimura datum of Hodge type,
i.e. it is equipped with an embedding (G,X) →֒ (GSp(V, ψ), S±), where V is a
Q-vector space equipped with a symplectic pairing ψ. The embedding of Shimura
data induces an embedding of Shimura varieties ShK(G,X) →֒ ShK′(GSp, S±),
where K ′ ⊂ GSp(Af ). The moduli interpretation of the Siegel modular variety
ShK′(GSp, S
±) naturally gives rise to an integral model SK′(GSp, S
±). We con-
sider the integral model SK(G,X) of ShK(G,X) with hyperspecial level structure,
as constructed in [Kis10], which is initially defined as the normalization of the
closure of ShK(G,X) inside SK′(GSp, S
±). In this article, we show that this con-
struction can be simplified, in that the normalization step is redundant, and that
SK(G,X) is simply the closure of ShK(G,X) inside SK′(GSp, S
±).
The construction of smooth integral models of Shimura varieties plays an impor-
tant part in the Langlands program. For a more detailed historical exposition, see
loc. cit. as well as [Kis17].
Our main theorem is the following, which is independent of the choice of sym-
plectic embeddings.
Theorem 1.1.1. For K ⊂ G(Af ) small enough and hyperspecial, there exists some
K ′ ⊂ GSp(Af ), such that we have a closed embedding (“the Hodge embedding”)
SK(G,X) →֒ SK′(GSp, S
±)
Consequentially, the integral model SK(G,X) has a moduli interpretation inherited
from that of SK′(GSp, S
±).
In particular, the Hodge morphism is a closed embedding in the PEL case,
where we consider integral models constructed in [Kot92]. To see the result in that
case, recall that the Hodge morphism is given by forgetting the OB-action on an
abelian scheme A, where B is a semisimple Q-algebra attached to the PEL moduli
problem. Let T (p)(A) be the prime-to-p Tate module. For a point on SK(G,X),
the corresponding level structure η : V ⊗Apf
∼
−→ T (p)(A)⊗Apf is compatible with the
OB-actions. This shows that the OB-action on A is already determined by η, and
hence that the Hodge morphism is an embedding. Strictly speaking, this argument
only applies when we let the level structure away from p go to zero, but it is not
hard to deduce Theorem 1.1.1 from this.
In the general Hodge type case, the mod p points of the integral model SK(G,X)
can be interpreted as abelian varieties equipped with certain mod p Hodge cycles,
which come from reduction mod p of Hodge cycles in characteristic zero (see 4.1.8).
We denote the mod p Hodge cycle at a mod p point x ∈ SK(G,X) by a tuple
(sα,ℓ,x, sα,cris,x), which is determined by either its ℓ-adic e´tale component or its
cristalline component (see Proposition 6.2.14). This is analogous to the case of
Hodge cycles in characteristic 0, which are determined by either their e´tale compo-
nents or their de Rham components.
More specifically, let S −K (G,X) be the closure of ShK(G,X) in SK′(GSp, S
±).
By a criterion in [Kis17], two mod p points x, x′ ∈ SK(G,X)(k) that have the
same image in S −K (G,X)(k) are equal if and only if sα,cris,x = sα,cris,x′ . Therefore,
to show that the normalization morphism is an isomorphism, it reduces to proving
the following statement on cohomological tensors:
Proposition 1.1.2. sα,ℓ,x = sα,ℓ,x′ =⇒ sα,cris,x = sα,cris,x′ .
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By a CM lifting result on SK(G,X) due to [Kis17], these cohomological tensors
lift to Hodge cycles on CM abelian varieties, which then decompose into sums of
pullbacks of certain Weil cycles on some auxiliary CM abelian varieties. Weil cycles
are certain special types of Hodge cycles constructed in [Del82] (see also [And96]),
which naturally live over some unitary type Shimura varieties and deform to self
products of CM elliptic curves. We shall use a mod p version of this construction.
Via a Bertini type argument, we construct smooth projective curves in the mod
p fibres of the integral models of certain unitary Shimura varieties. These curves
connect certain auxiliary abelian varieties, on which certain “mod p Weil cycles”
live, and a self product of an elliptic curve, where mod p Hodge cycles become
algebraic. We deform these mod p Weil cycles along these curves to reduce 1.1.2
to the case of algebraic cycles. The unitary type Shimura datum used in the proof
will depend on the specific CM lifts of the specific points on the original SK(G,X)
that we are working with.
Our deformation argument is similar to that in [And96] and [And06b], and uses
certain categories of Andre´ motives in characteristic p. In particular, it uses the
ℓ-adic e´tale and rational cristalline fixed part theorems, and the fact that these
categories of Andre´ motives are abelian semi-simple.
In the case where the aforementioned cohomological tensors are algebraic–for
example, at points where the Hodge conjecture is true–the family of Hodge cycles
(tensors) sα that naturally lives over the Hodge type integral model SK(G,X)
becomes a flat family of algebraic cycles over SK(G,X). In this case, sα,ℓ,x = sα,ℓ,x′
implies that the two algebraic cycles corresponding to the two ℓ-adic cycles are ℓ-
adic cohomologically equivalent, hence numerically equivalent, and we only need to
show that they are also cristalline-cohomologically equivalent.
Recall that the Grothendieck Standard Conjecture D says that numerical equiv-
alence and cohomological equivalence agree for algebraic cycles. The proof of
1.1.2 thus reduces to proving a cristalline realisation of this Standard Conjecture
D (4.2.4), for points on the integral model of Hodge type and their associated
cristalline tensors, which are mod p Hodge cycles. The proof here is similar to that
in [Clo99], where the Standard Conjecture D on abelian varieties over finite fields
is proved for ℓ-adic e´tale cohomology for a positive density set of primes ℓ.
1.2. Organization. In Chapter 2, we recall the basic theory of Hodge type integral
models as in [Kis10] and [Kis17], and explain how the question of whether the
normalization morphism is an isomorphism essentially reduces to proving 1.1.2.
In Chapter 3, we work out the preliminary results on the CM decompositions
of Betti and cristalline cohomology groups. In particular, in section 3.7, we review
some results on CM liftings on the integral model SK(G,X).
In Chapter 4, we give a proof of Proposition 1.1.2 assuming that the cohomo-
logical tensors are algebraic (see 4.2.4).
In Chapter 5, we review the characteristic p deformation results that we need,
and in particular sketch some of the proofs in the cristalline case.
In Chapter 6, we prove the general result 6.2.14 without assuming algebraicity,
which gives a motivated analogue of Proposition 4.2.4.
Acknowledgments. I would like to thank my advisor Mark Kisin for suggesting
this problem to me, and for his continued encouragement. I would also like to thank
Robert Cass, Dan Gulotta, Sasha Petrov, Bjorn Poonen and Ananth Shankar for
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2. Integral models of Hodge type
This section reviews the theory of integral models of Hodge type from [Kis10]
and [Kis17].
2.1. Setup and notations.
2.1.1. We fix a Q-vector space V with a perfect alternating pairing ψ. For any
Q-algebra R, denote by VR = V ⊗QR. Let GSp = GSp(V, ψ) be the corresponding
group of symplectic similitudes, and let S± be the Siegel double space. We fix an
embedding of Shimura data i : (G,X) →֒ (GSp, S±) and assume that Kp ⊂ G(Qp)
is hyperspecial, i.e. Kp = GZ(p)(Zp) for some reductive group GZ(p) over Z(p) with
generic fibre G. By [Kis10, 2.3.1, 2.3.2] the embedding i of Shimura data is induced
by an embedding GZ(p) →֒ GL(VZ(p)) for some Z(p)-lattice VZ(p) ⊂ V . By Zarhin’s
trick, up to replacing VZ(p) by HomZ(p)(VZ(p) , VZ(p))
4, we can assume that ψ also
induces a perfect pairing on VZ(p) which we again denote by ψ. For any Z(p)-
algebra R, we denote VR = VZ(p) ⊗Z(p) R.
Take K ′p = GSp(VZ(p))(Zp) ⊂ GSp(Qp). For each compact open K
p ⊂ G(Apf ), by
[Kis10, 2.1.2], there exists a compact open K ′p ⊂ GSp(Apf ) such that K
′p ⊃ Kp
and that the embedding i of Shimura data induces an embedding
ShK(G,X) →֒ ShK′(GSp, S
±)
of E-schemes, where K ′ = K ′pK
′p and K = KpK
p and E = E(G,X) is the reflex
field.
2.1.2. Let B be an abelian scheme over a Z(p)-scheme T , and we define the “prime-
to-p Tate module” to be the e´tale local system on T given by V̂ p(B) = lim←−
p∤n
B[n].
We denote “the rational Tate module away from p” by V̂ p(B)Q = V̂ p(B)⊗ZQ. We
work in the localized category of the category of abelian schemes over T , where
the morphisms are given by Hom groups in the usual category tensored with Z(p).
We call an object in this category an abelian scheme up to prime to p isogeny. An
isomorphism in this category will be called a p′-quasi-isogeny.
Let A be an abelian scheme up to prime to p isogeny, and let A∗ be the dual
abelian scheme. By a weak polarization we mean an equivalence class of p′-quasi-
isogenies λ : A
∼
−→ A∗ such that some multiple of λ is a polarization, and two weak
polarizations are equivalent if they differ by an element of Z×(p).
2.1.3. For an abelian scheme up to prime to p isogeny with a weak polarization,
i.e. a pair (A, λ), we denote by Isom(VAp
f
, V̂ p(A)Q) the e´tale sheaf on T consisting
of isomorphisms VAp
f
∼
−→ V̂ p(A)Q which are compatible with the pairings induced
by ψ and λ up to an Ap×f -scalar. We define a K
′p-level structure on (A, λ) to be a
section
(2.1.4) ǫpK′ ∈ Γ(T, Isom(VApf , V̂
p(A)Q)/K
′p)
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We consider the following functor from the category Sch/Z(p) of Z(p)-schemes to
the category of sets
Sch/Z(p) → Sets
T 7→ {Isomorphism classes of triples (A/T, λ, ǫpK′)}
For K ′p sufficiently small, the above functor is representable by a smooth Z(p)-
scheme, which we denote by SK′(GSp, S
±)Z(p) , whose Q-fibre is precisely the Siegel
modular variety ShK′(GSp, S
±).
Let O := OE denote the ring of integers of the reflex field E = E(G,X). Let
v|p be a prime of E lying over p, and denote by O(v) the localization at v. We
denote by SK′(GSp, S
±)O(v) the base change of SK′(GSp, S
±)Z(p) to O(v). Denote
by S −K (G,X) the closure of ShK(G,X) in SK′(GSp, S
±)O(v) , and by SK(G,X)
the normalization of S −K (G,X). We call the normalization SK(G,X) the integral
model of Hodge type for the Hodge type Shimura datum (G,X). In the following,
we shall denote by ν : SK(G,X)→ S
−
K (G,X) the normalization morphism.
2.2. Cohomological tensors over the integral model.
2.2.1. Recall from 2.1.1 that the embedding of Shimura data i is induced by a
closed embedding GZ(p) →֒ GL(VZ(p)) for some Z(p)-lattice VZ(p) ⊂ V . By [Kis10,
Proposition 1.3.2.], there exists a finite collection of tensors (sα) ⊂ V
⊗
Z(p)
such
that the subgroup GZ(p) ⊂ GL(VZ(p)) is the scheme-theoretic stabilizer of these
tensors (sα). The moduli interpretation of SK′(GSp, S
±) as the moduli space of
polarized abelian schemes gives us a universal abelian scheme A → SK′(GSp, S±).
Therefore, we can pullback this universal abelian scheme to an abelian scheme
(2.2.2) h : A → SK(G,X)
which, by abuse of notation, we still denote as A . Let VB = R
1han∗ Z(p) and sα
have Betti realisations sα,B ∈ V
⊗
B . Consider the first relative de Rham cohomology
V = R1h∗Ω• of A . The sα can be viewed as parallel sections of the complex analytic
vector bundle associated to V⊗, which lie in the Fil0 part of the Hodge filtration.
By [Kis10, Propositions 2.2.2, 2.3.9.], these sections have de Rham realisations
sα,dR ∈ V
⊗ defined over O(v).
On the other hand, for a prime ℓ 6= p, consider the e´tale local system Vℓ with Qℓ-
coefficients on SK(G,X) given by Vℓ := R1he´t∗Qℓ, where he´t is the map on e´tale
sites induced from h. The tensors sα have ℓ-adic e´tale realisations sα,ℓ ∈ V
⊗
ℓ which
descend to O(v). Moreover, for an O(v)-scheme T and x ∈ SK(G,X)(T ), we define
sα,ℓ,x to be the pullback of the section sα,ℓ (defined over O(v)) to T . We denote by
Ax the pullback of A to x, thus sα,ℓ,x ∈ H
1
e´t(Ax,κ,Qℓ)
⊗, where κ := κ(x).
At the prime p, we consider the local system Vp := R1hη e´t∗Zp, where hη the
generic fibre of h, and the tensors sα have p-adic e´tale realisations sα,p ∈ V⊗p which
descend to E. Likewise, for an E-scheme T and x ∈ SK(G,X)(T ), we define sα,p,x
to be the pullback of sα,p to T . Thus sα,p,x ∈ H1e´t(Ax,κ,Zp)
⊗ where κ := κ(x).
2.2.3. For a point x ∈ ShK(G,X)(T ) →֒ ShK′(GSp, S±)(T ), then the image of x
corresponds to a triple (Ax/T, λ, ǫ
p
K′), where Ax is an abelian scheme up to prime-
to-p isogeny over T and ǫpK′ is a section as defined in 2.1.4. For any finite index
subgroup K ′1 such that K ⊂ K
′
1 ⊂ K
′, since we have the embedding
ShK(G,X) →֒ ShK′1(GSp, S
±)
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(the image of) x also gives rise to a point of K ′1-level structure, i.e. a section
ǫpK′1
∈ Γ(T, Isom(VAp
f
, V̂ p(Ax)Q)/K ′1
p
). We define
(2.2.4) ǫpK := lim←−
K′1s.t.
K⊂K′1⊂K
′
ǫpK′1
∈ Γ(T, Isom(VAp
f
, V̂ p(Ax)Q)/K)
Therefore, given a section ǫpK′ , we can “promote” it to a section ǫ
p
K as defined in
2.2.4 above, for K ⊂ K ′.
Remark 2.2.5. The “promoted” level structures are realized in terms of the ℓ-adic
tensors, in the sense that ǫpK : sα 7→ (sα,ℓ)ℓ 6=p.
2.2.6. We fix an algebraic closure Q of Q. For each place v of Q, we also fix an
algebraic closure Qv of Qv and embeddings Q →֒ Qv. Let Fp be the residue field
of Qp. Denote L := FracW (Fp) and Q
unr
p ⊂ L the subfield of elements algebraic
over Qp. We choose a fixed algebraic closure L of L, and an embedding Qp →֒ L of
Qunrp -algebras.
Recall the notation E := E(G,X) for the reflex field of (G,X). Let Ep be the
completion of E at the prime corresponding to Q →֒ Qp, and k ⊂ Fp be a subfield
containing the residue field kE of Ep. LetW := W (k) andK ⊂ L be a finite, totally
ramified extension of W [1/p]. Take x ∈ SK(G,X)(k) and let x˜ ∈ ShK(G,X)(K)
be a point that specializes to x. LetK be the algebraic closure ofK in L. As before,
Ax˜ is the pullback of A to x˜, and Ax˜,K the geometric fibre of A over x˜. Thus we
have p-adic e´tale tensors sα,p,x˜ ∈ H
1
e´t(Ax˜,K ,Zp)
⊗, which are Gal(K/K)-invariant.
We will need the following result.
Lemma 2.2.7. ([Kis17, Proposition 1.3.7.]) (1) Under the p-adic comparison iso-
morphism
H1e´t(Ax˜,K ,Zp)⊗Zp Bcris
∼
−→ H1cris(Ax/W )⊗W Bcris
the sα,p,x˜ map to ϕ-invariant tensors sα,cris,x˜ ∈ Fil
0(H1cris(Ax/W )
⊗).
(2) There is a W -linear isomorphism
H1e´t(Ax˜,K ,Zp)⊗Zp W
∼
−→ H1cris(Ax/W )
taking sα,p,x˜ to sα,cris,x˜. In particular, the sα,cris,x˜ define a reductive group scheme
GW ⊂ GL(H1cris(Ax/W )) which is isomorphic to GZ(p) ⊗Z(p) W .
2.2.8. Let x, x˜ be defined as above. Suppose we also have another point x˜′ ∈
SK(G,X)(K) which specializes to x
′ ∈ SK(G,X)(k). Suppose moreover that
both x, x′ ∈ SK(G,X)(k) map to the same image x ∈ S
−
K (G,X)(k) under the
normalization map ν.
In this setting, we have the following result, which will form the basis for the
proof of our main theorem 1.1.1:
Lemma 2.2.9. ([Kis17, Prop 1.3.9., Corollary 1.3.11])
(a) sα,cris,x˜ depends only on x and not on x˜. (Thus we will write sα,cris,x in place
of sα,cris,x˜ from now on.)
(b) Let x, x′ ∈ SK(G,X)(k) be two points having the same image in S
−
K (G,X)(k).
Then x = x′ if and only if sα,cris,x = sα,cris,x′ .
We shall also make use of the following property of the integral models:
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Lemma 2.2.10. ([Kis10, Proposition 2.3.5]) Let x ∈ S −K (G,X) be a closed point
with characteristic p residue field. Denote by Ûx the completion of S
−
K (G,X) at x.
Then the irreducible components of Ûx are formally smooth over O(v).
2.3. A few more remarks on tensors.
2.3.1. We continue to use the notations as in the previous sections. To emphasize
the fact that S −K (G,X) depends on a choice of K
′ ⊂ GSp(Af ), we denote it, for
now, by S −K,K′(G,X) instead.
Lemma 2.3.2. One of the following two situations always holds: either
(1) there exists a sufficiently small K ′ ⊂ GSp(Af ) such that SK(G,X) ∼=
S
−
K,K′(G,X); or
(2) there exists two points x, x′ ∈ SK(G,X)(k) which have the same image
xK′ ∈ SK′(GSp, S±) for all K ′ containing K.
Proof. For each K ′ containing K, let UK′ ⊂ S
−
K,K′(G,X) be the largest open set
of points where the normalization ν is an isomorphism. Let ZK′ be its complement,
which shrinks when K ′ shrinks. Since S −K,K′(G,X) is Noetherian, the decreasing
sequence {ZK′}K′ stabilizes at some small enough K
′
∗. There are then two possi-
bilities: (1) if ZK′
∗
= ∅, then SK(G,X) ∼= S
−
K,K′
∗
(G,X); (2) if ZK′
∗
6= ∅, then we
can take a closed point x ∈ ZK′
∗
, hence x ∈ ZK′ for any K ′ containing K, such
that ν is not an isomorphism at x. Therefore, when we are not in situation (1),
there exist two points x, x′ ∈ SK(G,X) that map to x ∈ SK′(GSp, S±) for all K ′
containing K. 
Therefore, to prove Theorem 1.1.1, it suffices to treat only case (2) in 2.3.2.
We now show that case (2) reduces to an equality of the ℓ-adic tensors sα,ℓ. Let
x˜ ∈ SK(G,X)(K) be a characteristic 0 point that specializes to x ∈ SK(G,X)(k);
likewise, let x˜′ ∈ SK(G,X)(K) be a point that specializes to x′ ∈ SK(G,X)(k).
Lemma 2.3.3. Fix a level K ⊂ G(Af ). If x, x
′ ∈ SK(G,X)(k) map to the same
image point xK′ ∈ SK′(GSp, S±)(k) for all K ′ containing K, then sα,ℓ,x = sα,ℓ,x′ .
Proof. For each K ′ containing K, by 2.2.3 we have sections ǫK′,x˜ and ǫK′,x˜′ which
promote to sections ǫpK,x˜ and ǫ
p
K,x˜′ respectively. Since x and x
′ map to the same
image point xK′ ∈ SK′(GSp, S±), by 2.2.5, we have sα,ℓ,x ≡ sα,ℓ,x′ modK ′. There-
fore, sα,ℓ,x ≡ sα,ℓ,x′ mod
⋂
K⊂K′
K ′ = K. Therefore, sα,ℓ,x = sα,ℓ,x′ since they are
both invariant under K by construction. 
Remark 2.3.4. If x, x′ ∈ SK(G,X)(k) map to the same image point x ∈ S
−
K (G,X)(k)
under the normalization map ν, and x˜, x˜′ ∈ SK(G,X)(K) are points that special-
ize to x, x′ respectively. Then Ax = Ax = Ax′ ; moreover, Ax˜ reduce mod p to Ax,
and Ax˜′ reduce mod p to Ax′ , i.e. Ax˜ and Ax˜′ have the same mod p reduction.
2.3.5. Now that we know Ax = Ax = Ax′ , we will simply denote this abelian
variety as Ax to streamline the notation in the following, but the reader is encour-
aged to remember that this abelian variety comes from both points x and x′. Now
by Lemmas 2.2.9, 2.3.2 and 2.3.3, to show that the normalization morphism is an
isomorphism, it suffices to show that: (i.e. Proposition 1.1.2)
sα,ℓ,x = sα,ℓ,x′ =⇒ sα,cris,x = sα,cris,x′
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We will first give a conditional proof (assuming the Hodge conjecture for abelian
varieties) for 1.1.2 in 4.2.4, then eventually give an unconditional proof in 6.2.14.
Remark 2.3.6. If we knew that both the Hodge conjecture for abelian varieties
and the Grothendieck standard conjecture D for abelian varieties in characteristic
p are true, then all of the work done in the rest of this paper would be unnecessary.
3. Complex multiplication Preliminaries
We continue the notations of the previous chapter.
In the rest of this paper, we will first make the assumption that the tensors over
the integral model SK(G,X) are algebraic, i.e. we assume the Hodge conjecture is
true for points on the integral models and give a proof of 1.1.2 under this assumption
in 4.2.4. We will then give the proof for the general case without making this
assumption in section 6.
More specifically, in this section, we assume that sα,ℓ,x, sα,ℓ,x′ , sα,cris,x and sα,cris,x′
are algebraic cohomology classes. Our proofs are inspired by the methods used in
[Clo99], where it was proven that numerical equivalence (for algebraic cycles) co-
incides with ℓ-adic e´tale cohomological equivalence for a positive density set of ℓ’s
on abelian varieties over finite fields, using the theory of complex multiplication.
For our applications, we need an analogue of [Clo99, Theorem 1] for all primes ℓ,
including ℓ = p with cristalline cohomology.
3.1. CM Notations.
3.1.1. Recall from 2.2.6 that Ax is defined over a characteristic p field k. For the
purpose of Proposition 4.2.4, it suffices to assume that k is a finite field (see 3.1.3).
Let g := dimkAx. Suppose for now that Ax,k is simple (see section 3.6 for the
general case without making this assumption). By the classical theory of abelian
varieties over finite fields (see [Tat66] or [CCO14]), we know that an abelian variety
over a finite field always admits complex multiplication (CM), i.e. there exists a
CM field E, of degree 2g over Q, that is contained in End0Ax := Endk(Ax)⊗Z Q.
Remark 3.1.2. Note that E is just one maximal abelian subalgebra of End0Ax.
In general E is not unique. In the following, we shall fix a CM field E from 3.1.1.
Remark 3.1.3. When k is not a finite field, our key result Proposition 4.2.4 still
reduces to the case where k is a finite field by Galois descent.
3.1.4. For the rest of this section, we shall drop the subscript x or x˜ etc., and work
with a general abelian variety A of CM type: we assume that either (i) A is an
abelian variety over a finite field k with CM field E, or (ii) A is an abelian variety
over K in characteristic 0 with CM by E.
Take a CM field M that is Galois over Q, such that E →֒M . There are 2g such
embeddings of E into M . Let Π denote the set of all such embeddings E →֒ M .
Let Σ be a CM type of E, i.e. Σ is a set of embeddings E →֒ M such that every
embedding E →֒ M in Π is either of the form σ ∈ Σ or cσ for σ ∈ Σ. Here
c ∈ Gal(M/Q) is complex conjugation.
3.1.5. For j ≤ g, we denote by Zj(A) ⊗ Q the group of codimension j algebraic
cycles on A, with coefficients in Q. Without specifying, we shall assume that Zj(A)
has coefficients in Z.
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3.2. CM decomposition of cohomology groups.
3.2.1. Let H•(A,Ω) be a Weil cohomology of A with extended coefficient Ω, which
is an arbitrary ring containing M . In particular, (i) when A is an abelian variety
over a finite field k, we shall take H•(A,Ω) := H•cris(A/W ) ⊗W Bcris ⊗Qunrp M
unr
B ,
or H•(A,Ω) := H•cris(A/W )⊗W M
unr
B ; and (ii) when A is a CM abelian variety in
characteristic 0, we shall take H•(A,Ω) := H•B(A(C),Q) ⊗Q Bcris ⊗Qunrp M
unr
B , or
H•(A,Ω) := H•B(A(C),Q)⊗Q M .
The action of the CM field E on A induces an E-action on H•(A,Ω). Therefore,
we can decompose H•(A,Ω) into eigenspaces under the E-action.
For each σ : E →֒M , we can define, analogously to [Clo99], the σ-eigenspace of
H1(A,Ω) by
H1(A,Ω)σ :=
{
v ∈ H1(A,Ω) : e · v = σ(e)v for all e ∈ E
}
Thus we have the decomposition H1(A,Ω) ∼=
⊕
σ∈Π
H1(A,Ω)σ .
3.2.2. First note that H1(A,Ω) is a free module of rank 1 over E⊗QΩ ∼=
∏
σ:E →֒M
Ω,
where the right-hand side has 2g copies of Ω indexed by all the embeddings of E
into M . Therefore, H1(A,Ω) is a free module of rank 2g over Ω, and thus each
σ-eigenspace must be of rank 1 over Ω.
Let eσ ∈
∏
σ∈Π
M ∼= E ⊗Q M denote the element with component 1 at σ and 0
elsewhere. Therefore, eσ defines an element of End
0(A) ⊗M which projects onto
H1(A,Ω)σ. We denote this projector as pσ, which is an algebraic projector.
Lemma 3.2.3. The eigenspace H1(A,Ω)σ has rank 1 over Ω. Moreover, it is the
image of H1(A,Ω) under an algebraic projector pσ.
3.2.4. Likewise we can decompose higher cohomology groups Hi(A,Ω) under the
action of E. Recall a classical result Hi(A,Ω) =
∧i
ΩH
1(A,Ω). Thus it makes
sense to define, for I ⊂ Σ and J ⊂ Σc such that |I| + |J | = i, the following
(I, J)-component of Hi(A,Ω), given by
Hi(A,Ω)I,J :=
{
v ∈
i∧
Ω
H1(A,Ω) : e · v =
( ∏
σ∈I⊔J
σ(e)
)
v = eIeJv for all e ∈ E
}
which is simply induced from the E-action on H1. Here the σ(e)’s are simply
acting by scalar multiplication, and |I|+ |J | = i. Therefore, we have the following
decomposition
(3.2.5) Hi(A,Ω) ∼=
⊕
I,J
|I|+|J|=i
Hi(A,Ω)I,J
3.2.6. Since H1(A,Ω) is a free module of rank 2g over Ω, its i-th wedge product
Hi(A,Ω) =
∧i
ΩH
1(A,Ω) is free of rank
(
2g
i
)
over Ω. Since |Π| = 2g and I ⊔ J ⊂
Σ ⊔ cΣ = Π, the number of all possibilities for such a pair (I, J) is precisely
(
2g
i
)
.
Therefore, by 3.2.5, each (I, J)-component is free of rank 1 over Ω.
As in 3.2.2, we denote by eIJ ∈
∏
σ∈Π
M ∼= E⊗QM the element with component 1
at places σ ∈ I⊔J and 0 elsewhere. Likewise, eIJ induces an algebraic projector pIJ
10 YUJIE XU
on cohomologies. We will use the notation [eIJ ] to denote the action on Z(A)⊗M
induced by eIJ .
Lemma 3.2.7. The (I, J)-component Hi(A,Ω)I,J has rank 1 over Ω. Moreover,
it is the image of Hi(A,Ω) under an algebraic operator pIJ .
3.3. B-cohomology groups. In this section, we introduce cristalline and Betti
versions of the decomposition of cohomology groups analogous to theMλ-decomposition
in [Clo99] for ℓ-adic e´tale cohomology groups. We shall refer to them as B-
decomposition, where B is a prime of M above p.
3.3.1. Let A be an abelian variety over a finite field k, and let W = W (k). We
denote the usual integral cristalline cycle class map (in the sense of [Ber74, Theorem
3.3.5]) as Clcris : Zj(A) → H
2j
cris(A/W ). Let B be an arbitrary prime of M above
p, and f = f(B) denotes the residue degree of B above p. Therefore, we have the
following decomposition into “B-component” cohomology groups(
H2jcris(A/W )⊗W Q
unr
p
)
⊗Q M ∼=
∏
B|p
(∏
f
H2jcris(A/W )⊗W M
unr
B
)
,(3.3.2)
3.3.3. To simplify the notations, we denote by
(3.3.4) Bcris,B := Bcris ⊗Qunrp M
unr
B
We shall refer to both H2jcris(A/W ) ⊗W M
unr
B and H
2j
cris(A/W ) ⊗W Bcris,B as the
“B-component cristalline cohomology” from now on, where the specific coefficient
used will be clear from the context. Moreover, for each formal algebraic cycle
Z ∈ Z(A) ⊗Q M , we shall denote its image inside the B-component cristalline
cohomology by Clcris,B(Z).
3.3.5. Let A be a CM abelian variety in characteristic 0, with an action of CM field
E. As in section 3.3, we can consider the B-decomposition of Betti cohomology,
where B is a prime of M above p. Consider the M -coefficient Betti cycle class map
(3.3.6) ClB,M : Z
j(A)⊗Q M → H
2j
B (A,Q)⊗Q M
We resume the notation Bcris,B := Bcris ⊗Qunrp M
unr
B from 3.3.4 and will refer to
H1B(A(C),Q)⊗QBcris,B as the “B-component Betti cohomology” from now on. As
in 3.3.3, for each algebraic cycle Z ∈ Z(A)⊗Q M , we shall denote its image inside
the B-component Betti cohomology by ClB,B(Z).
3.3.7. Let A be a CM abelian variety in characteristic 0. We will also need the
following Betti analogue of [Clo99, 1.5].
Lemma 3.3.8. Let c ∈ Gal(M/Q) be the complex conjugation.
(a) Then c sends
(
HiB(A,Q)⊗M
)
I,J
isomorphically to
(
HiB(A,Q)⊗M
)
cJ,cI
.
(b) If
(
H2jB (A,Q)⊗M
)
I,J
is generated over M by the class of a formal M -coefficient
algebraic cycle Z ∈ Zj(A)⊗M , then
(
H2jB (A,Q)⊗M
)
cJ,cI
is generated by the class
of algebraic cycle Zc.
Proof. (a) For any v ∈
(
HiB(A,Q)⊗M
)
I,J
, we have
e · (cv) = c(e · v) = c
( ∏
σ∈I⊔J
σ(e)v
)
=
∏
σ∈I⊔J
(cσ)(e)(cv) =
( ∏
σ∈cJ⊔cI
σ(e)
)
(cv)
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Thus cv ∈
(
HiB(A,Q)⊗M
)
cJ,cI
.
(b) By part (a), this just follows from the following map(
H2jB (A,Q)⊗M
)
I,J
c
−→
(
H2jB (A,Q)⊗M
)
cJ,cI
0 6= ClB,M (Z) 7→ ClB,M (Z
c) 6= 0
where Zc ∈ Zj(A) ⊗Q M is the complex conjugate of Z. 
Remark 3.3.9. In sections 3.2 and 3.3.5, we only defined CM types (I, J) for
geometrically simple abelian varieties over finite fields. However, we can indeed
extend the definition of CM types to the case for non-simple abelian varieties, as is
done in [Clo99, §3]. See section 3.6.
3.4. Some lemmas on algebraic cycles.
3.4.1. Let A be an abelian variety over a finite field k. First we focus on the case
where H•cris(A,Ω) = H
•
cris(A/W ) ⊗W M
unr
B . We will need the following cristalline
analogue of [Clo99, Lemma 1.4].
Lemma 3.4.2. For every σ ∈ Σ, there exists a formal M -coefficient algebraic cycle
Lσ ∈ Z1(A) ⊗M , such that Clcris,B(Lσ) is a generator over Ω of H2cris(A,Ω)σ,cσ.
Proof. Note that the cristalline analogue of [Tat66, Theorem 4] is given by:
(3.4.3) NS(A) ⊗Qp
∼
−→
(
H2cris(A/W )
)ϕ=p
By [KM74, Theorem 1], the characteristic polynomials of Frobeniuses on ℓ-adic
e´tale and cristalline cohomologies are the same. Therefore,
dimQp H
2
cris(A/W )
ϕ=p = dimQℓ H
2
e´t(A,Qℓ(1))
Gal=Id
Therefore, 3.4.3 is equivalent to [Tat66, Theorem 4] and is thus true. On the
other hand, since E is a maximal abelian subalgebra of End0k(A), one can view the
Frobenius endomorphism as an element of E. Therefore the Frobenius element ϕ
acts on H2cris(A,Ω)σ,cσ by eigenvalue ϕ
σϕcσ = p. By scalar extension of 3.4.3 to Ω,
we obtain our desired algebraic cycle Lσ from NS(A)⊗M . 
Remark 3.4.4. A similar argument shows that 3.4.2 holds for general H•(A,Ω).
Let L ∈ H2cris(A,Ω) be the Lefschetz class as defined in [Clo99, §2], which is the
cohomology class of a hyperplane section.
Lemma 3.4.5. [Clo99, Lemma 2.1] The isotypic components of L in the decom-
position 3.2.5 are from CM types of the form (σ, cσ), for σ running through Σ.
Moreover, each component of type (σ, cσ) is nonzero.
3.4.6. We fix a basis {ωσ}σ∈Σ⊔Σc of H1cris(A,Ω) over Ω. By Lemma 3.2.7, one can
suppose ωσωcσ = Lσ is an isotypic component of the Lefschetz class L. Moreover,
Lσ is algebraic. Let K ⊂ Σ. We shall adopt the following notation from [Clo99,
2.2]
(3.4.7) LK :=
∧
σ∈K
Lσ
which is again an algebraic cycle class.
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3.4.8. We resume the notation H•(A,Ω) from 3.2.1. Let (I, J) be a CM type, and
denote I0 = I − I ∩ Jc and J0 = J − J ∩ Ic. Let k = |I ∩ Jc|.
If I ∩ Jc 6= ∅, we say (I, J) is an “overlapping CM type,” and we say (I0, J0)
is a “separated CM type.” We will need the following analogue of [Clo99, Lemma
3.1], which constructs formal algebraic cycles with “separated CM types” out of
preexisting algebraic cycles with “overlapping CM types.”
The following proof is essentially the same as in [Clo99, 3.1 and 2.2], changing
the appropriate ℓ-adic e´tale cohomology (with extended coefficients) to H•(A,Ω).
Let Λ : Hi → Hi−2 be the operator from Lefschetz theory. Recall the notations
[eIJ ] and pIJ from 3.2.6.
Lemma 3.4.9. If there exists an algebraic cycle Z ∈ Zj(A)⊗M whose cohomology
class is a generator of H2j(A,Ω)I,J over Ω, then there exists a formal algebraic cycle
T ∈ Zj−k(A) ⊗M whose cohomology class generates H2j−2k(A,Ω)I0,J0 .
Proof. As loc. cit., we construct the cycle T as
T = [eIkJk ]Λ[eIk−1Jk−1 ]Λ · · · [eI1J1 ]Z
Both [eIJ ] (up to extending coefficients to formal M -coefficient algebraic cycles)
and Λ are algebraic operators ([Lie68]), thus T is a formal M -coefficient algebraic
cycle. For each time we apply the Λ operator, we effectively remove an embedding in
I ∩Jc along with its complex conjugate from the initial CM type (I, J). Therefore,
after applying the Λ-operator for k times, we obtain a cycle class
Cl(T ) := pIkJkΛpIk−1Jk−1Λ · · · pI1J1 Cl(Z)
with separated CM type (I0, J0). It relies on a generalized 3.4.2 to conclude that
Cl(T ) is indeed nonzero. 
We will also need the following lemma in section 4.
Lemma 3.4.10. [Clo99, Lemma 3.2] Let Z ∈ Zj(A) ⊗M be a numerically trivial
algebraic cycle. Then for every CM type (I, J), [eIJ ]Z is also numerically trivial.
3.5. Comparing cohomology groups. Let A˜ denote a CM abelian variety (with
CM field E) in characteristic 0 which is a lift of A. Let M be defined as in 3.1.4.
3.5.1. Recall the canonical p-adic comparison isomorphism
(3.5.2) H∗e´t(A˜K ,Zp)⊗Zp Bcris
∼
−→ H∗cris(A/W )⊗W Bcris
We tensor 3.5.2 up to M and obtain
(3.5.3) H∗e´t(A˜K ,Zp)⊗Zp Bcris ⊗Q M
∼
−→ H∗cris(A/W )⊗W Bcris ⊗Q M
Let f = f(B) be as in section 3.3. Since H∗e´t(A˜K ,Zp)
∼= H∗B(A˜(C),Z) ⊗Z Zp, we
have
(3.5.4)
∏
B|p
∏
f
H2jB (A˜(C),Q)⊗Q Bcris,B
∼=
∏
B|p
∏
f
H2jcris(A/W )⊗W Bcris,B
Moreover, since the algebraic cycle class maps are compatible with the p-adic com-
parison isomorphism [Fal89, 5.6], in terms of algebraic cycle classes, the isomor-
phism 3.5.4 sends
(3.5.5) ClB,B(Z˜)
∼
7−→ Clcris,B(Z)
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where Z˜ ∈ Zj(A˜)⊗Q M is an algebraic cycle that is a lift to characteristic zero of
the algebraic cycle Z ∈ Zj(A)⊗QM in characteristic p (suppose such a lift exists).
3.5.6. Note that 3.5.5 implies the following observation
ClB,B([eIJ ]Z˜) 6= 0 ∈
(
HiB(A˜(C),Q)⊗Q Bcris,B
)
I,J
(3.5.7)
⇐⇒Clcris,B([eIJ ]Z) 6= 0 ∈
(
Hicris(A/W )⊗W Bcris,B
)
I,J
(3.5.8)
We will use these observations in the proof of our key result 4.2.4, in particular in
the proof of lemma 4.2.13.
3.6. The non-simple case.
3.6.1. We now drop the assumption from 3.1.1 that A is geometrically simple. In
general, Ak is isogenous to a product of simple components At for t = 1, · · · , N .
Suppose eachAt has CM by Et, for t = 1, · · · , N . Therefore the algebra E :=
N⊕
t=1
At
acts on A. For each Et, we denote its Galois closureMt. LetM be the compositum
field of all Mt for t = 1, · · · , N . In this general setting, all the constructions from
sections 3.1 through 3.5 can be generalized as follows.
For each simple component At, as in 3.1.4, we have a choice of CM type Σt
of Et. Let Πt = Σt ⊔ Σct . We take It ⊂ Σt and Jt ⊂ Σ
c
t for all t = 1, · · · , N .
Define I := (I1, · · · , IN ) and J := (J1, · · · , JN). Let |I| =
N∑
t=1
|It| and likewise
|J | =
N∑
t=1
|Jt|. Therefore, analogous to 3.2.5, we have the CM decomposition
(3.6.2) Hi(A,Ω) ∼=
⊕
I=(I1,··· ,IN )
J=(J1,··· ,JN )
|I|+|J|=i
Hi(A,Ω)I,J
Moreover, the generalized Lemma 3.4.5 in the non-simple case says: the isotypic
components of the Lefschetz class are algebraic cycle classes of CM types (σ, cσ),
where σ runs through Σ1 ⊔ · · · ⊔ΣN .
Analogous to 3.2.6, we can also denote by eIJ ∈ E ⊗M = (
⊕
t
Et) ⊗M with
component 1 at places σ ∈ I ⊔ J and 0 elsewhere, and eIJ induces an algebraic
operator pIJ on cohomology.
3.6.3. For each (It, Jt), we can define (I
0
t , J
0
t ) as in 3.4.8. We can therefore de-
fine I0 := (I01 , · · · , I
0
N ) and likewise J
0 := (J01 , · · · , J
0
N). Let Kt = It ∩ J
c
t , and
k =
N∑
t=1
|Kt|. Therefore, Lemma 3.4.9 holds true for A that are not necessarily
geometrically simple.
Lemma 3.6.4. If there exists an algebraic cycle Z ∈ Zj(A)⊗M whose cohomology
class generates H2j(A,Ω)I,J over Ω, then there exists a formal algebraic cycle T ∈
Zj−k(A)⊗M whose cohomology class generates H2j−2k(A,Ω)I0,J0 .
Proof. The proof is the same as that of Lemma 3.4.9 by “Ku¨nnethizing” the proof
loc. cit and replacing the action of a field by the action of the algebra E =
⊕
Et.
See also [Clo99, §3]. 
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3.7. CM lifting on the integral model. For the applications in sections 4 and
6, we recall some CM lifting results on the integral model SK(G,X) from [Kis17,
§2], whose notations we adopt.
3.7.1. Let v be a miniscule cocharacter. Consider
Xv(b) = {g ∈ G(L)/G(OL) : g
−1bσ(g) ∈ G(OL)p
vG(OL)}.
For an arbitrary point x ∈ SK(G,X)(k), we consider the abelian variety Ax and
its p-divisible group Gx. Consider the Dieudonne module D(Gx) := D(Gx)(OL). If
g ∈ Xv(b), then g · D(Gx) is stable under Frobenius and satisfies the axioms of a
Dieudonne module. Hence g · D(Gx) corresponds to a p-divisible group Ggx which
is naturally equipped with a quasi-isogeny Gx → Ggx, corresponding to the natural
isomorphism g · D(Gx) ⊗Zp Qp
∼
−→ D(Gx) ⊗Zp Qp. Note that by the definition of
G-invariant tensors, we have
(3.7.2) sα,cris,x = g(sα,cris,x) ∈ (gD(Gx))
⊗ = D(Ggx)
⊗
Denote by Agx the abelian variety corresponding to Ggx. Since G ⊂ GSp, the weak
polarization on Ax induces a weak polarization λgx on Agx. We define a map
Xv(b)→ SK′(GSp, S
±)(Fp)
g 7→ (Agx, λgx)
By [Kis17, Proposition 1.4.4.], there is a unique lifting of the above map to a map
(3.7.3) ιx : Xv(b)→ SK(G,X)(Fp)
such that sα,cris,x = sα,cris,ιx(g) ∈ D(Ggx)
⊗.
Moreover, 3.7.3 extends to a 〈Φ〉 × ZG(Qp)×G(A
p
f )-equivariant map
(3.7.4) ιx : Xv(b)×G(A
p
f )→ SKp(G,X)(Fp)
We call the image of ιx the isogeny class of x.
Lemma 3.7.5. ([Kis17, Theorem 2.2.3.]) The isogeny class ιx(Xv(δ) × G(A
p
f ))
contains a point which is the reduction of a special point on ShK(G,X).
3.7.6. In particular, up to isogeny, Ax admits a CM lifting, i.e. there exists a
point y := ιx(g) ∈ SK(G,X)(k′) for some g ∈ Xv(δ) and k′ a finite extension
of k, such that there is a k′-isogeny Ax → Ay and such that the abelian variety
Ay defined over k′ has a CM lifting to an abelian variety Ay˜ defined over a finite,
totally ramified extension K ′ of W [1/p], where y˜ ∈ SK(G,X)(K
′) is a point that
specializes to y ∈ SK(G,X)(k′). Therefore, we have EndK′(Ay˜) →֒ Endk′ (Ay),
and thus End0(Ay˜) = EndK′(Ay˜)⊗Z Q →֒ Endk′(Ay)⊗Z Q = End
0(Ay).
Since Ay˜ has CM, by definition, there exists a CM field Ey˜ of dimension 2g =
2dimK′ Ay˜ over Q, such that Ey˜ ⊂ EndK′(Ay˜) ⊗Z Q is a maximal abelian sub-
algebra. By dimension counting, Ey˜ is also a maximal abelian subalgebra of
Endk′ (Ay)⊗Z Q, since we have dimk(Ax) = dimk′(Ay) = dimK′(Ay˜).
Therefore, in the following, we do not distinguish between the CM field for Ay
and the one for its lift Ay˜, and we always make choices such that Ey and Ey˜ agree.
4. Proof in the case of algebraic cycles
We now give a proof of Proposition 1.1.2 assuming that the Hodge conjecture
for abelian varieties is true. Our proof of the main theorem 1.1.1 given in section 6
will depend on result 4.2.4 in this chapter.
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4.1. Algebraicity assumptions.
4.1.1. Recall from 2.2.1 that there exists a collection of tensors (sα) ∈ V
⊗
Z(p)
, such
that the subgroup GZ(p) →֒ GL(VZ(p)) is the scheme-theoretic stabilizer of (sα). In
particular, the Hodge cycles sα ∈ (VZ(p) ⊗ V
∗
Z(p)
)⊗j ∼= V
⊗2j
Z(p)
(−j) for weight reasons.
Recall the notation A from 2.2.2. Ignoring the Tate twists, we can simply view
sα ∈ V
⊗2j
Z(p)
⊂ H2jB (A
2j ,Z(p)) by the Ku¨nneth formula. In particular, the pullback
of sα to a point x˜ ∈ SK(G,X) becomes a Hodge cycle on a power A
2j
x˜ of the
abelian variety Ax˜, which is obtained by pulling back A to x˜.
4.1.2. Recall, from section 3.3, the notations ClB and Clcris for Betti and cristalline
cycle class maps, respectively. Moreover, let CldR and Cle´t,ℓ denote the de Rham
and ℓ-adic e´tale cycle class maps, respectively.
We assume for now that the Hodge conjecture is true for points on the integral
model SK(G,X) of Hodge type, in the sense that all cohomological realisations of
the Hodge tensors sα at these points are algebraic cycle classes.
More specifically, for a point x˜ ∈ SK(G,X)(K) that specializes to x ∈ SK(G,X)(k),
we assume that
(4.1.3) sα,B,x˜ = ClB(Zα,x˜) ∈ H
2j
B (A
2j
x˜ ,Z(p))
for some algebraic cycle Zα,x˜ ∈ Z
j(A2jx˜ ). Therefore, we also have the following
algebraicity conditions for the de Rham and e´tale components of the Hodge tensor
at point x˜,
sα,dR,x˜ = CldR(Zα,x˜) ∈ H
2j
dR(A
2j
x˜ )(4.1.4)
sα,ℓ,x˜ = Cle´t,ℓ(Zα,x˜) ∈ H
2j
e´t (A
2j
x˜,K
,Qℓ)(4.1.5)
for the same algebraic cycle Zα,x˜ as in 4.1.3.
Recall from 2.3.3 that Ax is the reduction mod p of Ax˜. Let Zα,x ∈ Z
j(A2jx )
be the reduction mod p of the algebraic cycle Zα,x˜. Since the proper smooth
base change isomorphism for e´tale cohomology is compatible with the ℓ-adic e´tale
algebraic cycle class maps, we have
(4.1.6) sα,ℓ,x = Cle´t,ℓ(Zα,x) ∈ H
2j
e´t (A
2j
x,k
,Qℓ)
Similarly, the reduction isomorphism between de Rham and cristalline cohomologies
is compatible with algebraic cycle class maps [BO83], therefore we also have
(4.1.7) sα,cris,x = Clcris(Zα,x) ∈ H
2j
cris(A
2j
x /W )
4.1.8. We shall refer to the tuples (sα,ℓ,x, sα,cris,x) as “mod p Hodge cycles”, which
come from the reduction mod p of Hodge cycles (sα,ℓ,x˜, sα,dR,x˜) in characteristic 0.
4.2. Numerical vs. homological equivalences on integral models.
4.2.1. We place ourselves in the setting of 2.2.8. Let x, x′ ∈ SK(G,X)(k) be two
points that map to the same image point x ∈ S −K (G,X)(k). As in section 4.1.2,
we suppose that all realisations of tensors sα at points x, x
′ ∈ SK(G,X)(k) come
from algebraic cycles Zα,x, Zα,x′ ∈ Zj(A
2j
x ). In particular, sα,ℓ,x = Cle´t,ℓ(Zα,x) and
sα,ℓ,x′ = Cle´t,ℓ(Zα,x′). Therefore, by Lemma 2.3.3, we have
(4.2.2) Cle´t,ℓ(Zα,x) = sα,ℓ,x = sα,ℓ,x′ = Cle´t,ℓ(Zα,x′)
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i.e. Zα,x and Zα,x′ are ℓ-adic e´tale cohomologically equivalent. Since homological
equivalence implies numerical equivalence, the algebraic cycles Zα,x and Zα,x′ are
numerically equivalent. In particular Zα,x − Zα,x′ is numerically trivial.
4.2.3. Recall from 2.3.5 that: to prove that the normalization morphism ν is an
isomorphism, it suffices to show that sα,cris,x = sα,cris,x′ . Therefore, assuming the
Hodge conjecture on the integral model SK(G,X), it suffices to prove the following
key proposition on algebraic cycles. Let Zα,x and Zα,x′ be defined as in 4.2.2.
Proposition 4.2.4. If Zα,x − Zα,x′ ∈ Zj(A
2j
x ) is numerically trivial, then
Clcris(Zα,x − Zα,x′) = 0
Proof. We prove by contradiction. Suppose
Clcris(Zα,x − Zα,x′) 6= 0 ∈ H
2j
cris(A
2j
x /W )
Then for all B|p, we have
Clcris(Zα,x − Zα,x′)⊗W 1Munr
B
6= 0 ∈ H2jcris(A
2j
x /W )⊗W M
unr
B
We fix an arbitrary prime B of M lying above p from now on. Therefore, there
exists a CM component (I, J) such that
ω = Clcris,B(Zα,x−Zα,x′) := Clcris(Zα,x−Zα,x′)⊗W 1Munr
B
6= 0 ∈ H2jcris(A
2j
x /W )⊗WM
unr
B
has a nonzero component at (I, J), i.e.
(4.2.5)
0 6= ωIJ := pIJ Clcris,B(Zα,x−Zα,x′) = Clcris,B([eIJ ](Zα,x−Zα,x′)) ∈
(
H2jcris(A
2j
x /W )⊗WM
unr
B
)
I,J
Thus ωIJ is the B-component cohomology class (in the decomposition 3.3.2) of
a formal M -coefficient algebraic cycle [eIJ ](Zα,x − Zα,x′) ∈ Zj(A
2j
x ) ⊗Q M . By
Lemma 3.4.10, [eIJ ](Zα,x − Zα,x′) is numerically trivial.
In the rest of this proof, to simplify the notations, we shall use the abbreviation
(4.2.6) H2jI,J :=
(
H2jcris(A
2j
x /W )⊗W M
unr
B
)
I,J
Since 0 6= ωIJ = pIJ Clcris,B(Zα,x) − pIJ Clcris,B(Zα,x′), therefore at least one of
pIJ Clcris,B(Zα,x) and pIJ Clcris,B(Zα,x′) must be nonzero. Assume, without loss of
generality, that
(4.2.7) pIJ Clcris,B(Zα,x′) = Clcris,B([eIJ ]Zα,x′) 6= 0 ∈ H
2j
I,J
Let K = I ∩ Jc and k = |K|. We apply Lemma 3.6.4 to [eIJ ]Zα,x′ in 4.2.7, and
obtain a formal M -coefficient algebraic cycle Tα,x′ ∈ Zj−k(A
2j
x ) ⊗Q M , such that
Clcris,B(Tα,x′) is a generator over M
unr
B of the CM component cohomology H
2j−2k
I0,J0 .
More specifically, we write out K =
N∐
t=1
Ht (notation as in 3.6). Recalling the
notation LKt from 3.4.7, we consider the algebraic cycle class LK =
∏
t
LKt con-
structed from the isotypic components of the Lefschetz classes. By Lemma 3.2.7,
H2jI,J has rank 1 over M
unr
B . Therefore, 0 6= ωIJ is a generator of H
2j
I,J over M
unr
B .
Therefore, we have
(4.2.8) ωIJ = µLK ∪ Clcris,B(Tα,x′) for some 0 6= µ ∈M
unr
B
NORMALIZATION IN INTEGRAL MODELS OF SHIMURA VARIETIES OF HODGE TYPE17
We consider the complex conjugate formal cycle T cα,x′ ∈ Z
j−k(A2jx )⊗Q M , then
Clcris,B(T
c
α,x′) ∈ H
2j−2k
cJ0,cI0 . Moreover, by Lemma 4.2.13, we have Clcris,B(T
c
α,x′) 6= 0.
Therefore, recalling 4.2.5 and 4.2.8, we have
(4.2.9) Clcris,B([eIJ ](Zα,x − Zα,x′)) ∪ Clcris,B(T
c
α,x′) 6= 0 ∈ H
4j−2k
I⊔cJ0,J⊔cI0
Note that K ⊔ I0 ⊔ cJ0 ⊂ Σ =
N∐
t=1
Σt (notation as in 3.6), and we denote its
complement in Σ as H := Σ−K ⊔ I0 ⊔ cJ0. As before we denote H =
N∐
t=1
Ht, and
we consider the algebraic cycle class LH =
∏
t
LHt . Combined with 4.2.9, we obtain
the following nonzero cup product
LH∪Clcris,B([eIJ ](Zα,x−Zα,x′))∪Clcris,B(T
c
α,x′) 6= 0 ∈ H
2g
H⊔K⊔I0⊔cJ0,Hc⊔Kc⊔J0⊔cI0
where g = dimkA
2j
x . We denote (by abuse of notation) the algebraic cycle corre-
sponding to LH still as LH . Therefore the isomorphism H
2g
cris(A
2j
x /W )
∼=W gives
(4.2.10)
LH ·[eIJ ](Zα,x−Zα,x′)·T
c
α,x′ = LH∪Clcris,B([eIJ ](Zα,x−Zα,x′))∪Clcris,B(T
c
α,x′) 6= 0
Note that the intersection product
LH · T
c
α,x′ ∈ Z
(g−2j+k+j−k)(A2jx )⊗Q M = Z
g−j(A2jx )⊗Q M
Since [eIJ ](Zα,x − Zα,x′) ∈ Zj(A
2j
x )⊗Q M is numerically trivial, we have
LH · [eIJ ](Zα,x − Zα,x′) · T
c
α,x′ = 0,
which contradicts 4.2.10.
Therefore, there does not exist any CM type (I, J) such that ωIJ 6= 0. Therefore,
ωIJ = 0 for all CM types (I, J). Thus
Clcris,B(Zα,x − Zα,x′) = ω =
⊕
I,J
|I|+|J|=2j
ωIJ = 0 ∈ H
2j
cris(A
2j
x /W )⊗W M
unr
B
Thus we have Clcris(Zα,x−Zα,x′) = 0 ∈ H
2j
cris(A
2j
x /W ), i.e. Zα,x−Zα,x′ is cristalline
cohomologically trivial. 
4.2.11. It thus remains to show the following Lemma 4.2.13 referenced in the
proof 4.2.4 above. Consider the isogeny class ιx′(Xv(δ) × G(A
p
f )) as in 3.7. By
Lemma 3.7.5, there exists a point y′ := ιx′(g) ∈ ιx′(Xv(δ) × G(A
p
f )) for some
g ∈ Xv(δ)×G(A
p
f ), such that Ay′ is isogenous to Ax, and such that their cristalline
tensors satisfy sα,cris,x′ = sα,cris,y′ ∈ D(Ggx′)⊗, and such that y′ is the reduction of
a special point y˜′ ∈ ShK(G,X)(K
′). Moreover, sα,cris,y′ comes from reduction mod
p of some Hodge tensor sα,dR,y˜′ on Ay˜′ .
We work with the same algebraicity assumption on sα,cris,y′ as in equation 4.1.7,
i.e. we assume sα,cris,y′ = Clcris(Zα,y′) ∈ H
2j
cris(A
2j
y′ /W ) for some algebraic cycle
Zα,y′ ∈ Z
j(A2jy′ ), which comes from the reduction mod p of an algebraic cycle
Zα,y˜′ ∈ Z
j(A2jy˜′ ). Thus the Betti realisation of the Hodge cycle sα at point y˜
′ is
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given by sα,B,y˜′ = ClB(Zα,y˜′), as in equation 4.1.3. Therefore, the isogeny between
Ax and Ay′ sends isomorphically
(4.2.12)
Clcris,B(Zα,x′) := Clcris(Zα,x′)⊗W 1Munr
B
7→ Clcris(Zα,y′)⊗W 1Munr
B
=: Clcris,B(Zα,y′)
In the following proof, we choose not to use the abbreviation used in 4.2.6,
because we will be using both MunrB -coefficient and Bcris,B-coefficient cohomology
groups defined in section 3.
Lemma 4.2.13. Let Tα,x′ be constructed as in the proof of 4.2.4. Then
Clcris,B(T
c
α,x′) 6= 0 ∈
(
H2j−2kcris (A
2j
x /W )⊗W M
unr
B
)
cJ0,cI0
Proof. The isogeny between Ax and Ay′ , as in 4.2.12, induces an isomorphism
(
H2j−2kcris (A
2j
x /W )⊗W M
unr
B
)
cJ0,cI0
∼
−→
(
H2j−2kcris (A
2j
y′ /W )⊗W M
unr
B
)
cJ0,cI0
(4.2.14)
Clcris,B(T
c
α,x′) 7→ Clcris,B(T
c
α,y′)(4.2.15)
for some formal algebraic cycle Tα,y′ ∈ Zj−k(A
2j
y′ ) ⊗Q M which lifts to a formal
algebraic cycle Tα,y˜′ ∈ Z
j−k(A2jy˜′ )⊗QM . Note that Tα,y˜′ is constructed from Zα,y˜′
by applying the same operators [eIJ ]’s and Λ’s as the ones applied to obtain Tα,x′
(in 4.2.4). By Lemma 3.3.8, we have(
H2j−2kB (A
2j
y˜′ ,Q)⊗Q M
)
I0,J0
∼
−→
(
H2j−2kB (A
2j
y˜′ ,Q)⊗Q M
)
cJ0,cI0
(4.2.16)
ClB,M (Tα,y˜′) 7→ ClB,M (T
c
α,y˜′)(4.2.17)
Since Clcris,B(Tα,x′) 6= 0, we have Clcris,B(Tα,y′) 6= 0 ∈ H
2j−2k
cris (A
2j
y′ /W )⊗W Bcris,B
by 4.2.15. Therefore by 3.5.4 we have ClB,M (Tα,y˜′) 6= 0, and thus by 4.2.17
we have ClB,M (T
c
α,y˜′) 6= 0. In particular, we can view ClB,M (T
c
α,y˜′) 6= 0 ∈(
H2j−2kB (Ay˜′ ,Q)⊗Bcris,B
)
cJ0,cI0
. Therefore, by 3.5.4 again, we have
Clcris,B(T
c
α,y′) 6= 0 ∈
(
H2j−2kcris (Ay′/W )⊗Bcris,B
)
cJ0,cI0
Thus by 4.2.14 again, we have
Clcris,B(T
c
α,x′) 6= 0 ∈
(
H2j−2kcris (A
2j
x /W )⊗W Bcris,B
)
cJ0,cI0
In particular,
Clcris,B(T
c
α,x′) 6= 0 ∈
(
H2j−2kcris (A
2j
x /W )⊗W M
unr
B
)
cJ0,cI0
as desired. 
Thus we have completed the proof of Proposition 4.2.4.
Remark 4.2.18. Proposition 4.2.4 is a special case of Grothendieck’s Standard
Conjecture D, which predicts that numerical equivalence and homological equiv-
alence should coincide. The main theorem in [Clo99] proved that the Standard
Conjecture D holds for ℓ-adic e´tale cohomology of abelian varieties over finite fields
for a positive density set of prime ℓ’s. For our applications, we essentially proved a
cristalline realisation of Grothendieck’s Standard Conjecture D for points on the in-
tegral model SK(G,X) and their associated cristalline tensors, which are reduction
mod p of Hodge tensors.
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Remark 4.2.19. Proposition 4.2.4 implies that: assuming the Hodge conjecture
for abelian varieties, the normalization morphism ν : SK(G,X) → S
−
K (G,X) is
an isomorphism (see also Corollary 6.2.18).
5. Motivated cycles on abelian varieties
5.1. Preliminaries on motivated cycles.
5.1.1. Let K be a field. Let V be a full sub-category of the category of projective
smoothK-schemes that is stable under taking products, disjoint sum and connected
components. We refer the reader to [And96] for the precise construction of moti-
vated cycles in characteristic 0, and to [And06b] and [And06a] for motivated cycles
in characteristic p.
For a K-scheme X , we denote by Aimot(X) the group of motivated cycles on X
of degree i (modeled on V ). We may also use the notation A•mot,H(X) to emphasize
the choice of reference cohomology H . In this paper, we will take H to be Betti, de
Rham or e´tale cohomology when K is a characteristic 0 field, and H to be ℓ-adic
e´tale or cristalline cohomology when K is a characteristic p field.
Lemma 5.1.2. [And96, Theorem 0.6.2.] Every Hodge cycle on an abelian variety
in characteristic 0 is a motivated cycle.
In particular, the Hodge cycles sα over ShK(G,X) are motivated cycles.
The characteristic p analogue to 5.1.2 is phrased in terms of Tate cycles (see
[And06a, 5.2.2]). We will see in 6.2 that the mod p Hodge cycles sα,ℓ,x, sα,cris,x etc.
on the mod p points of SK(G,X) are motivated cycles in characteristic p.
Since Proposition 1.1.2 is essentially a cohomology-independent result on moti-
vated cycles, it is only natural to wonder whether there is a notion of numerical
equivalence for motivated cycles.
Definition 5.1.3. [And96, 3.1] Two motivated cycles ξH , ξ
′
H ∈ A
i
mot,H(X) are said
to be H-numerically equivalent if
∫
X
(ξH − ξ′H) ∪ γH = 0 for all γH ∈ A
d−i
mot,H(X).
Here d = dimX .
We will use the notation ξH ∼num ξ′H to denote motivated numerical equivalence.
5.1.4. We refer the reader to [And06b] and [And06a] for the precise construction
of the Tannakian category Mℓ(WFp) of Andre´ motives in characteristic p cutout
on disjoint sums of Fp-abelian varieties, with ℓ-adic e´tale motivated cycles as cor-
respondances. We adopt the notations from loc. cit.
To show thatMℓ(WFp) is semi-simple abelian, one considers its quotientMℓ(WFp)
by its largest ⊗-ideal. The specialisation map induces a canonical exact faithful ⊗-
functor of semi-simple Tannakian categoriesM(WQp)→Mℓ(WFp), which gives rise
to a monomorphism of their respective Tannakian groups T(ℓ) →֒ TSerre ⊗Q(ℓ). To
compute the Tannakian group T(ℓ) more explicitly, one considers the semi-simple
Tannakian categories L(WQ) and L(WFp) of “Lefschetz motives” constructed in
[Mil99a] and [Mil99b], whose Tannakian groups are denoted by TQMilne and T
Fp
Milne
respectively. By [Mil99b, Theorem 6.1], we have TWeil = TSerre ∩ T
Fp
Milne inside
TQMilne, where TWeil is the pro-torus constructed in [Mil94] whose character group is
the group of Weil numbers modulo torsion. These facts allow us to conclude that
T(ℓ) = TWeil⊗Q(ℓ), where Q(ℓ) is the fraction field of End1 for the unit object 1 in
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the category of motives. Conjecturally Q(ℓ) = Q. Via an argument of [Tat66], one
shows that Mℓ(WFp) =Mℓ(WFp), thus Mℓ(WFp) is abelian semi-simple and also
of Tannakian group T(ℓ) = TWeil ⊗Q(ℓ).
5.1.5. The following lemma is a characteristic p analogue of [And96, Prop. 3.3],
except that Proposition loc. cit. holds for arbitrary smooth projective K-schemes
in characteristic 0, whereas the lemma below is only proven for abelian varieties.
Lemma 5.1.6. Let S be a connected smooth projective scheme over a field k of
characteristic p, and f : X → S an abelian scheme over S. For any s ∈ S(k), the
Poincare´ pairing restricts to a non-degenerate pairing on the group of ℓ-adic e´tale
motivated cycles
Aimot,e´t(Xs)×A
d−i
mot,e´t(Xs)→ Qℓ
In particular, the motivated numerical equivalence is simply the equality (i.e. ℓ-adic
e´tale cohomological equivalence) in characteristic p.
Proof. For Xs ∈ W , let h(Xs) ∈ Mℓ(WFp) be the motive associated to Xs. Since
Mℓ(WFp) is Tannakian abelian semi-simple by [And06a, Proposition 5.2.1], its Tan-
nakian group T(ℓ) = TWeil⊗Q(ℓ) acts semi-simply on He´t ◦ h
·(Xs) = H
·
e´t(Xs,k,Qℓ)
via its quotient group Ge´tXs = Aut
⊗(He´t|〈h(Xs)〉) corresponding to the Tannakian
subcategory generated by h(Xs). Combining [And06b, §8.2.] and [And06a, Proposi-
tion 5.2.1], we have that Aimot,e´t(Xs) = H
2i
e´t (Xs,k,Qℓ)(i)
T(ℓ) = H2ie´t (Xs,k,Qℓ)(i)
Ge´tXs .
Note that the Poincare´ pairing is GXs -equivariant. Therefore, the Poincare´ pairing
restricts to a non-degenerate pairing
Aimot,e´t(Xs)×A
d−i
mot,e´t(Xs)→ Qℓ
Thus ℓ-adic motivated numerical equivalence is simply equality (i.e. ℓ-adic coho-
mological equivalence). 
5.1.7. We also have a cristalline analogue to 5.1.6. Let Mp(WFp) denote the
Tannakian category of motives cutout on disjoint sums of Fp-abelian varieties, with
(rational) cristalline motivated cycles as correspondances. We denoteMp(WFp) as
the quotient of Mp(WFp) by its largest ⊗-ideal.
Let o be a complete DVR with residue field k and fraction field K. Let S be
a projective flat o-scheme with smooth geometrically connected generic fibre. Let
f : X→ S be an abelian scheme. Let s and t be two o-points of S.
Lemma 5.1.8. Let ξ ∈ H0cris(S,R
2ifcris ∗OX/K) be a parallel section of the isocrys-
tal on S. We suppose that ξsK ∈ H
2i
dR(XsK) is an algebraic cycle class. Thus ξtK ∈
H2idR(XtK) is a motivated cycle, and its specialisation ξtk ∈ H
2i
cris(Xtk/W )⊗W K is
a motivated cycle.
Proof. This is the cristalline analogue of [And06a, Proposition 2.3.1], and the same
proof works by replacing R2i(fK)e´t ∗Qℓ(i) by the isocrystal R
2ifcris ∗OX/K . 
Lemma 5.1.9. Let A be an abelian variety over K of CM type having good reduc-
tion. We denote its mod p reduction by Ak. Let ξdR ∈ H2rdR(A) be a motivated cycle
on A. Then its mod p reduction ξcris ∈ H
2r
cris(Ak/W )⊗K is a motivated cycle on
the abelian variety Ak.
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Proof. The proof is entirely analogous to the proof of [And06a, Theorem 2.4.1]: we
only need to replace R2ife´t ∗Qℓ with the isocrystal R
2ifcris∗OX/K wherever appli-
cable. For expository purposes, we give a sketch:
(1) By the proof of [And06a, 2.4.1], there exists an abelian scheme f : X → S
where S is a smooth projective geometrically connected curve on a connected com-
ponent Sh0(ResE+/Q SU(H
1
B(E
p
y˜ ,Q) ⊗ E), ϕy˜,p) of a unitary Shimura variety (see
also 6.1.24). Moreover, this curve S extends to a projective flat o-scheme S, where
o is a DVR with residue field k and fraction field K, and f : X → S extends to an
abelian scheme f : X→ S.
(2) The cristalline analogue of [And06a, Proposition 2.3.1], i.e. 5.1.8, holds true.
Combining (1) and (2), we have the desired specialisation result. 
Lemma 5.1.10. The Tannakian category Mp(WFp) = Mp(WFp) is semi-simple
abelian, with Tannakian group T(p) := TWeil ⊗Q(p).
(As before, Q(p) is the fraction field of End1.)
Proof. The proof is completely analogous to the proof of its ℓ-adic e´tale analogue
given in [And06a, Proposition 5.2.1], with only a few modifications:
(1) The cristalline analogue of [And06a, Theorem 2.4.1.], i.e. 5.1.9, holds true;
(2) Thus we obtain a canonical exact faithful ⊗-functor of semi-simple Tannakian
categories M(WK) ⊗ Q(p) →Mp(Wk), which corresponds to a monomorphism of
Tannakian groups T(p) →֒ TSerre ⊗ Q(p), and likewise we still have the Tannakian
groups T kMilne and T
K
Milne for the Tannakian categories L(WK) and L(Wk) of Lef-
schetz motives, as well as the pro-torus TWeil (as in 5.1.4); the following commuta-
tive square of ⊗-categories
Mp(Wk) L(Wk)⊗Q(p)
M(WK)⊗Q(p) L(WK)⊗Q(p)
allows us to conclude that T(p) = TWeil ⊗Q(p);
(3) Finally, we note that by [KM74, Theorem 1], the proof of Proposition 5.2.1.
loc.cit. goes through line by line. Therefore,Mp(Wk) =Mp(Wk) and is Tannakian
abelian semi-simple. 
Therefore, we have arrived at the following cristalline analogue of Lemma 5.1.6.
Lemma 5.1.11. Let S be a connected smooth projective scheme over a field k of
characteristic p, and f : X → S an abelian scheme over S. For any s ∈ S(k), the
Poincare´ pairing restricts to a non-degenerate pairing on the group of cristalline
motivated cycles
Aimot,cris(Xs)×A
d−i
mot,cris(Xs)→ K
In particular, the motivated numerical equivalence is simply equality (i.e. rational
cristalline cohomological equivalence) in characteristic p as well.
Proof. The proof is entirely analogous to that of Lemma 5.1.6: we only need to
replace the categoryMℓ(WFp) byMp(WFp), and use the rational cristalline realisa-
tion functor Hcris instead. The desired result then follows from Lemma 5.1.10. 
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5.2. Deformation of motivated cycles in characteristic p.
5.2.1. We now explain how to deform ℓ-adic e´tale (resp. rational cristalline) mo-
tivated cycles in a family in characteristic p.
We fix the notations to be used in the following two lemmas. For a connected
smooth projective scheme S over a field k, and f : X → S a projective smooth
morphism, we denote by js : Xs →֒ X = X and jt : Xt →֒ X = X the inclusions,
for any s, t ∈ S(k). They induce morphisms j∗s : h
2i(X)(i) → h2i(Xs)(i) and
j∗t : h
2i(X)(i)→ h2i(Xt)(i) of Andre´ motives.
Lemma 5.2.2. Let S be a connected smooth projective scheme over a field k of
characteristic p. Let f : X → S be an abelian scheme, and ξe´t ∈ H
0(S,R2ife´t ∗Qℓ)
a global section.
Then if the fibre ξe´t,s at point s ∈ S(k) is a motivated cycle on Xs, then for any
other point t ∈ S(k) we also have ξe´t,t is a motivated cycle on Xt. Moreover, ξe´t
comes from a motivated cycle on X.
Proof. The proofs here are essentially the same as [And96, §5.1] and [And06b,
Proposition 1.3.1.], and completely analogous to the proof of 5.2.4, where we give
a detailed proof. 
5.2.3. We now prove the cristalline analogue of Lemma 5.2.2.
Let k be a perfect field of characteristic p, and W :=W (k), K := FracW (k).
Lemma 5.2.4. Let S be a connected smooth projective scheme over a field k of
characteristic p. Let f : X → S be an abelian scheme, and ξcris ∈ H0cris(S,R
2ifcris ∗OXcris/K)
a global section of Ogus’ convergent F -isocrystal R2ifcris ∗OX/K .
Then if the fibre ξcris,s at point s ∈ S(k) is a motivated cycles on Xs, then for any
other point t ∈ S(k) we also have ξcris,t is a motivated cycles on Xt. Moreover, ξcris
comes from a motivated cycle on X.
Proof. By rational cristalline “fixed part theorem” [Mor19, Theorem 2.5.], the nat-
ural map ucris : H
i
cris(X/W )⊗WK → H
0
cris(S,R
2ifcris∗OX/K) is surjective. For the
Andre´ motives h2i(X), h2i(Xs), h
2i(Xt) ∈ Mp(W) as defined in 5.1.7, their mor-
phisms j∗s , j
∗
t have rational cristalline realisations given precisely by the composites
Hcris(j
∗
s ) : H
2i
cris(X/W )⊗W K
ucris−−−→ H0(S,R2ifcris ∗OX/K)
sp
−֒→ H2icris(Xs/W )⊗W K
(5.2.5)
Hcris(j
∗
t ) : H
2i
cris(X/W )⊗W K
ucris−−−→ H0(S,R2ifcris ∗OX/K)
sp
−֒→ H2icris(Xt/W )⊗W K
(5.2.6)
Note that the injectivity of sp is given in [Ogu84, Theorem 4.1]. Thus we have
Hcris(j
∗
sh
2i(X)) = Hcris
(
Im(j∗s : h
2i(X)→ h2i(Xs))
)
= Im
(
H2icris(X/W )⊗W K
ucris−−−→ H0(S,R2ifcris ∗OX/K)
sp
−֒→ H2icris(Xs/W )⊗W K
)
= Im
(
H0(S,R2ifcris∗OX/K)
sp
−֒→ H2icris(Xs/W )⊗W K
)
(because ucris is surjective)
= H0(S,R2ifcris ∗OX/K)
Likewise we have the same for point t, i.e. Hcris(j
∗
t h
2i(X)) = H0(S,R2ifcris ∗OX/K).
NORMALIZATION IN INTEGRAL MODELS OF SHIMURA VARIETIES OF HODGE TYPE23
Consider the kernels ker(j∗s ) and ker(j
∗
t ) of morphisms of motives, we have
Hcris(ker(j
∗
s )) = ker(Hcris(j
∗
s )) (because Hcris is an exact functor)
= ker
(
H2icris(X/W )⊗W K → H
0(S,R2ifcris∗OX/K) →֒ H
2i
cris(Xs/W )⊗W K
)
= ker
(
H2icris(X/W )⊗W K → H
0(S,R2ifcris ∗OX/K)
)
(by injectivity of sp)
= kerucris
= ker
(
H2icris(X/W )⊗W K → H
0(S,R2ifcris∗OX/K) →֒ H
2i
cris(Xt/W )⊗W K
)
= ker(Hcris(j
∗
t )) = Hcris(ker(j
∗
t )) (again because Hcris is an exact functor)
Thus we have an isomorphism of Andre´ motives ker(j∗s ) = ker(j
∗
t ) := Ker. By
Lemma 5.1.10, the category Mp(W) of Andre´ motives in characteristic p mod-
eled on the category of abelian varieties, with rational cristalline motivated cy-
cles as correspondances, is also abelian. Thus there exists a quotient motive
N := h2i(X)/Ker ∈Mp(W) and thus we have
(5.2.7) j∗t h
2i(X)
∼=
←−
j˜∗t
N
∼=
−→
j˜∗s
j∗sh
2i(X)
as morphisms of Andre´ motives. The composite of 5.2.7 gives
(5.2.8) j∗sh
2i(X)
j˜∗t ◦j˜
∗
s
−1
−−−−−→ j∗t h
2i(X)
Thus when we apply the cristalline realisation functor Hcris to 5.2.8 we obtain
(H2icris(Xs/W )⊗W K)
πcris1 (S,s)
Hcris(j˜∗t ◦j˜
∗
s
−1
)
−−−−−−−−−−→ (H2icris(Xt/W )⊗W K)
πcris1 (S,s)
(5.2.9)
ξcris,s 7−→ ξcris,t :=
(
Hcris(j˜∗t ◦ j˜
∗
s
−1
)
)
(ξcris,s)(5.2.10)
Here ξcris,s comes from the motivated cycle ξcris on X in the sense that ξcris =(
Hcris(j˜∗s
−1
)
)
(ξcris,s). Likewise we have ξcris =
(
Hcris(j˜∗t
−1
)
)
(ξcris,t), which implies
that Hcris(j˜∗t )(ξcris) = ξcris,t is a motivated cycle on Xt. 
Remark 5.2.11. Although the cristalline fundamental group πcris1 (S, s) is less ex-
plicit than πe´t1 , one can still define it by Tannakian formalism, and obtain, as stated
in 5.2.9, that H0(S,R2ifcris ∗OX/K) ∼= (H
2i
cris(Xs/W )⊗W K)
πcris1 (S,s).
5.2.12. The following corollaries will form the basis for our final proof of key
Proposition 6.2.14 (i.e. Proposition 1.1.2).
Corollary 5.2.13. Let S be a connected smooth projective scheme over a field k of
characteristic p, and f : X → S an abelian scheme. Let ξe´t, ξ′e´t ∈ H
0(S,R2ife´t ∗Qℓ)
be motivated cycles on X.
Then if the fibre ξe´t,s ∼num ξ′e´t,s at a point s ∈ S(k) as motivated cycles on Xs,
then for any other point t ∈ S(k), we also have ξe´t,t ∼num ξ′e´t,t as motivated cycles
on Xt.
Proof. This is clear since ξe´t,s ∼num ξ′e´t,s ⇐⇒ ξe´t,s = ξ
′
e´t,s by Lemma 5.1.6, and two
flat sections ξe´t, ξ
′
e´t of a local system over a connected base S agree if and only if
they agree at one point, thus ξe´t = ξ
′
e´t and clearly we have ξe´t,t = ξ
′
e´t,t. 
Likewise, we also have the cristalline analogue:
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Corollary 5.2.14. Let S be a connected smooth projective scheme over k and f :
X → S an abelian scheme. Let global sections ξcris, ξ′cris ∈ H
0
cris(S,R
2ifcris∗OX/K)
of Ogus’ convergent F -isocrystal R2ifcris∗OX/K be motivated cycles on X. Then if
the fibre ξcris,s ∼num ξ′cris,s at a point s ∈ S(k) as motivated cycles on Xs, then for
any other point t ∈ S(k) we also have ξcris,t ∼num ξ′cris,t as motivated cycles on Xt.
Proof. This is clear since ξcris,s ∼num ξ′cris,s ⇐⇒ ξcris,s = ξ
′
cris,s by Lemma 5.1.11,
and by [Ogu84, Theorem 4.1] two global sections ξcris, ξ
′
cris over a connected base
S agree if and only if they agree at one point (this is true since we are considering
rational crystals, not integral ones), thus ξcris = ξ
′
cris and therefore we also have
ξcris,t = ξ
′
cris,t. 
Remark 5.2.15. The deformation statements 5.2.13 and 5.2.14 easily generalize
when we require the curve S to be only piece-wise smooth (still connected of course).
6. Proof of the main theorem
6.0.1. In this section, we prove Proposition 6.2.14 in general, without the algebraic-
ity assumptions from section 4.1.2. Recall the setting from 2.3 that we start with
two characteristic p points x, x′ ∈ SK(G,X)(k) on the normalized integral model
that map to the same image point x ∈ S −K (G,X)(k) for all K
′ ⊃ K. In particular,
we have Ax = Ax′ = Ax by pulling back the abelian scheme A → SK(G,X) to
the point x or x′. Recall from Lemma 2.3.3, we have sα,ℓ,x = sα,ℓ,x′ . Therefore, to
show that the normalization map ν is an isomorphism, by Lemma 2.2.9, it suffices
to show the following Proposition 1.1.2 from the Introduction:
sα,ℓ,x = sα,ℓ,x′ =⇒ sα,cris,x = sα,cris,x′
In general, we cannot assume that these cohomological tensors come from algebraic
cycles. However, we can still resort to the next closest approximation to algebraic
cycles, i.e. motivated cycles.
6.1. Unitary Shimura varieties and Weil cycles.
6.1.1. First we recall the CM lifting result from 3.7. Consider the isogeny class
ιx(Xv(δ)×G(A
p
f )). By 3.7.5, there exists a point y := ιx(g) ∈ ιx(Xv(δ)×G(A
p
f )),
for some g ∈ Xv(δ) × G(A
p
f ), such that Ay is isogenous to Ax and such that
sα,cris,x = sα,cris,y ∈ D(Ggx)⊗, and such that y is the reduction of a special point
y˜ ∈ ShK(G,X)(K ′). Likewise, for the mod p point x′, there exists another point
y′ := ιx′(g
′) ∈ ιx′(Xv(δ) ×G(A
p
f )), for some g
′ ∈ Xv(δ) ×G(A
p
f ), such that Ay′ is
isogenous to Ax and such that sα,cris,x′ = sα,cris,y′ ∈ D(Ggx′)
⊗, and such that y′ is
the reduction of a special point y˜′ ∈ ShK(G,X)(K ′).
More specifically, the construction of CM lifts in [Kis17, § 2.1.2] is as follows.
Attached to a point x ∈ SK(G,X)(k), we write
(6.1.2) Ix ⊂ AutQ(Ax ⊗k Fp) = AutQ(Ax ⊗k Fp)
for the subgroup whose points Ix(R), for a Q-algebra R, consist of those elements
of AutQ(Ax ⊗k Fp)(R) fixing the tensors sα,cris,x and sα,ℓ,x for all ℓ 6= p. Similarly,
attached to the point x′ ∈ SK(G,X)(k), we write
(6.1.3) Ix′ ⊂ AutQ(Ax′ ⊗k Fp) = AutQ(Ax ⊗k Fp)
for the subgroup whose points consist of elements fixing the tensors sα,cris,x′ and
sα,ℓ,x′ for all ℓ 6= p.
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Lemma 6.1.4. Let x, x′ ∈ SK(G,X)(k) be as defined in 6.0.1 and Ix, Ix′ as defined
in 6.1.2 and 6.1.3. We have Ix = Ix′ .
Proof. It suffices to check that they are equal over Qℓ. Now, since
Ix⊗QQℓ = {g ∈ AutQℓ(H
1
e´t(Ax,k,Qℓ))
∣∣gsα,ℓ,x = sα,ℓ,x for all ℓ 6= p and g commutes with Frobenius}
Likewise we have
Ix′⊗QQℓ = {g ∈ AutQℓ(H
1
e´t(Ax′,k,Qℓ))
∣∣gsα,ℓ,x′ = sα,ℓ,x′ for all ℓ 6= p and g commutes with Frobenius}
Since sα,ℓ,x = sα,ℓ,x′ for all ℓ 6= p, we have Ix ⊗Q Qℓ = Ix′ ⊗Q Qℓ, thus we have
Ix = Ix′ ⊂ AutQ(Ax ⊗Q Fp)

6.1.5. By the proof of 3.7.5, to make such a CM lift y˜ of point y, one finds a
maximal torus Tx in Ix. The induced action of Tx on D(Gy˜)K′ respects filtrations,
and thus the action of Tx on Ay lifts to Ay˜.
Corollary 6.1.6. There exists CM lifts y˜ of suitably chosen y and y˜′ of suitably
chosen y′ such that Ay˜ and Ay˜′ have the same CM field. Consequentially, Ay and
Ay′ have the same CM field, and they both have the same CM decomposition as
Ax, i.e. Ey = Ey′ = Ex.
Proof. Since Ix = Ix′ by Lemma 6.1.4, we can take the same torus T ⊂ Ix = Ix′ to
construct the CM liftings for x and x′, i.e. Ay˜ and Ay˜′ . Therefore, the CM field
for Ay˜ and the one for Ay˜′ are the same. In particular, the CM field for Ay and
that for Ay′ are also the same. 
6.1.7. In the following, we will fix the choices of y˜, y˜′ obtained from 6.1.6, and
denote this CM field shared by Ay,Ay′ ,Ay˜ and Ay˜′ as simply E, which has a
maximal real subfield denoted by E+.
6.1.8. We will reduce the proof of 6.2.14 (i.e. 1.1.2) without assuming the Hodge
conjecture, to our previous result where we assumed the Hodge conjecture is true,
i.e. to Proposition 4.2.4. Inspired by the works [And96, §6.3], [And92, §3] and
[Del82, §4], we arrive at the natural idea that we should construct a curve, connect-
ing certain “auxiliary” CM type abelian varieties (where certain “Weil cycles” live,
see 6.1.12) constructed out of our CM abelian variety Ay˜ (resp. Ay˜′), and a power
of a single elliptic curve (see 6.1.26), where the Hodge conjecture holds, since it is
well-known that Hodge cycles on a power of a single elliptic curves are algebraic
[Mur90, §2].
We will need a notion of “Weil cycles” in characteristic 0, which are a special
kind of Hodge cycles on CM abelian varieties. We briefly review the theory of Weil
cycles in characteristic 0, and refer the reader to [And96, §6.3], [And92, §3] and
[Del82, §4.8] for additional details.
Definition 6.1.9. Let E be a CM field with maximal real subfield E+, and V be
a Q-Hodge-structure of type (1, 0) + (0, 1) on which E acts by endomorphisms.
(1) We say that V is of Weil type if the following condition holds:
(∗) There exists an E-Hermitian form ϕ on the E-space underlying V , admitting
a totally isotropic subspace of dimension p = 12 dimE V , and there exists a purely
imaginary element of E, denoted by ζ, such that ψ := TrE/Q(ζ)ϕ defines a polar-
ization of V .
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(2) Elements of
∧2p
E V are called Weil cycles. They are in particular Hodge cycles,
and hence are motivated cycles (5.1.2).
6.1.10. The following lemma relates Hodge cycles on CM abelian varieties in char-
acteristic 0 to Weil cycles on “auxiliary” CM abelian varieties, which are powers
of the original CM abelian varieties with specific CM actions. Roughly speaking,
every Hodge cycle on a CM abelian variety in characteristic 0 can be expressed as
a sum of pullbacks of Weil cycles on the auxiliary abelian varieties.
Let B˜ be a CM abelian variety in characteristic 0, and B its mod p reduction.
Lemma 6.1.11. (i) ([And96, Lemma 6.3.2], or [And92, The´ore´me]) Let ξB ∈
H2pB (B˜,Q)(p) be the Betti realisation of a Hodge cycle (ξdR, ξe´t) on an abelian variety
B˜ of CM type. Then there exist a CM field E, abelian varieties Bj of CM type by
E and of dimension p[E : Q] (for j = 1, · · · , n), morphisms g˜j : B˜ → B˜j, and Betti
realisations ξB,j of Weil cycles ξj on each B˜j, such that
(6.1.12) ξB =
∑
g˜∗j ξB,j
(ii) Moreover, each summand g˜∗j ξB,j is an eigenvector under E-action; and g˜
∗
j ξB,j
and g˜∗j′ξB,j′ are linearly independent for j 6= j
′.
(iii) Likewise the same is true for the de Rham and ℓ-adic e´tale realisations, i.e.
(6.1.13) ξdR =
n∑
j=1
g˜∗j ξdR,j and ξe´t =
n∑
j=1
g˜∗j ξe´t,j
.
We will refer to the CM type abelian varieties B˜j (for j = 1, · · · , n) as the “auxil-
iary” CM abelian varieties to the original abelian variety B˜.
Proof. (i)(ii) We give an intuitive exposition of the proof given in [And92]. We
resume the notations from sections 3.1 through 3.3.5 in the following.
Suppose that B˜ has CM field E, and suppose dim B˜ = g. For simplicity, we
also assume that B˜ is simple, therefore [E : Q] = 2g. Consider the set Π of all
embeddings E →֒ C, and denote Π = Σ ⊔ Σc. Suppose I ⊂ Σ and J ⊂ Σc. As in
section 3.3.5, H2pB (B˜,Q) has a CM decomposition
H2pB (B˜,Q) =
⊕
I,J
|I|+|J|=2p
H2pB (B˜,Q)I,J
where H2pB (B˜,Q)I,J :=
{
v ∈ H2pB (B˜,Q)|e · v =
( ∏
σ∈I⊔J
σ(e)
)
v
}
. In consistency
with the notations of [And92], we relabel the CM type (I, J)’s, and denote them
as j := (Ij , Jj) for j = 1, · · · , n =
(
2g
2p
)
, therefore we have
(6.1.14) H2pB (B˜,Q) =
n⊕
j=1
H2pB (B˜,Q)Ij ,Jj
At a closer look, each CM component
(6.1.15) H2pB (B˜,Q)Ij ,Jj =
∧
σ∈Ij⊔Jj
H1B(B˜,Q)σ ⊂
⊗
σ∈Ij⊔Jj
H1B(B˜,Q)σ ⊆ H
2p
B (B˜j ,Q)
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where the “auxiliary CM abelian variety” B˜j := B˜Ij⊔Jj is abstractly isomorphic to
B˜2p, but the E-action on B˜j is given by
(6.1.16) e · (a1, · · · , a2p) = (σ1(e)a1, · · · , σ2p(e)a2p)
Here ai belongs to the i-th copy of B˜ in B˜j, and we give all the embeddings σ ∈ Ij⊔Jj
a total ordering σ1 < · · · < σ2p (in fact we fix a total ordering on all the 2g
embeddings in Π as in 3.1). Therefore, the E-action defined in 6.1.16 induces an
embedding
(6.1.17) νj : E →֒ End(B˜j)
which depends on the specific CM type j = (Ij , Jj), hence the subscript j in the
notation. The Betti realisation of the Hodge cycle ξB decomposes according to
6.1.14 into E-eigenvectors vj ∈ H
2p
B (B˜,Q)Ij ,Jj , which by 6.1.15 can be viewed as
the Betti realisations of Weil cycles
(6.1.18) ξB,j ∈
2p∧
E
H1B(B˜j ,Q) ⊆ H
2p
B (B˜j ,Q)
on B˜j . Denote the natural map g˜j : B˜ → B˜j induced from 6.1.15. In particular,
vj = g˜
∗
j ξB,j , and therefore ξB =
n∑
j=1
vj =
n∑
j=1
g˜∗j ξB,j as in 6.1.12.
(iii) We denote by ξdR,j and ξe´t,j the de Rham and ℓ-adic e´tale realisations,
respectively, of Weil cycles ξB,j defined in 6.1.18. Therefore by the same proof as
that of (i), we have 6.1.13 as desired. 
Therefore, we can apply Lemma 6.1.11 to the Hodge cycles sα,y˜ on the CM
abelian variety Ay˜ and obtain:
Corollary 6.1.19. (i) The Betti realisation sα,B,y˜ ∈ H
2p
B (Ay˜ ,Q) of the Hodge
cycle (sα,dR,y˜, sα,ℓ,y˜) on the CM abelian variety Ay˜ can be written in the form
(6.1.20) sα,B,y˜ =
n∑
j=1
g∗j,y˜ξB,j,y˜
Here the auxiliary abelian varieties Bj,y˜ (of Ay˜) are abstractly isomorphic to A
2p
y˜
but they are equipped with different E-actions defined in 6.1.16, for different j’s.
(ii) Moreover, each summand g∗j,y˜ξB,j,y˜ in 6.1.20 is an eigenvector under the E-
action; and g∗j,y˜ξB,j,y˜ and g
∗
j′,y˜ξB,j′,y˜ are linearly independent for j 6= j
′.
(iii) Likewise we also have
(6.1.21) sα,dR,y˜ =
n∑
j=1
g∗j,y˜ξdR,j,y˜ and sα,ℓ,y˜ =
n∑
j=1
g∗j,y˜ξe´t,j,y˜
(iv) The same result is true for the Hodge cycle (sα,dR,y˜′ , sα,ℓ,y˜′) on the CM abelian
variety Ay˜′ , i.e. we also have sα,B,y˜′ =
n∑
j=1
g∗j,y˜′ξB,j,y˜′ and
(6.1.22) sα,dR,y˜′ =
n∑
j=1
g∗j,y˜′ξdR,j,y˜′ and sα,ℓ,y˜′ =
n∑
j=1
g∗j,y˜′ξe´t,j,y˜′
Remark 6.1.23. By Lemma 6.1.6, the number of Bj,y˜’s equals the number of
Bj,y˜′ ’s, and we have denoted the mutual number by n.
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6.1.24. We continue to use the same B˜j ’s as in the context of 6.1.15. We denote
the polarization of B˜j as λj , whose Rosati involution induces complex conjugation
on E, and the level structure of B˜j as ηj . Therefore, for each j = 1, · · · , n, the
isogeny class of the tuple (B˜j , λj , νj , ηj) corresponds to a point tj on the moduli
space considered in [Del82, Theorem 4.8]. Moreover, there is another point s0 on
this moduli space corresponding to Ep
B˜
⊗ E (Serre’s tensor product construction),
where EB˜ is an elliptic curve and E
p
B˜
refers to its p-th power. We use the subscript
B˜ to denote the dependency of EB˜ on B˜. Here p is half of the cohomology degree
of ξB as in 6.1.11.
By [Del82, 4.9.] and [And96, Lemma 6.3.3.], this moduli space is a connected
component
(6.1.25) Sh0
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q)⊗ E,ϕB˜,p), X
′
)
of the unitary Shimura variety of the type considered loc. cit., where X ′ is the
conjugacy class of homomorphisms in the appropriate Shimura datum, and ϕB˜,p is
an E-Hermitian form on the E-space underlying H1B(E
p
B˜
,Q)⊗ E.
More specifically, ϕB˜,p is obtained as follows. Since H
1
B(E
p
B˜
) is equipped with
a polarization ψ0 and a maximal isotropic subspace W0, we have a polarization
ψ := TrE/Q(ψ0 ⊗ 1) of H
1
B(E
p
B˜
)⊗ E. By [Del82, Lemma 4.6], there exists a unique
E-Hermitian form ϕ such that ψ = TrE/Q(ζ)ϕ, for some totally imaginary element
ζ of E. Since this ϕ depends on the abelian variety B˜ and the cohomology degree
of the Hodge cycle ξB (but it does not depend on which specific CM component j
that we are looking at), we will write ϕ = ϕB˜,p to emphasize these dependencies.
Lemma 6.1.26. ([And96, Lemma 6.3.3.]) (i) The n four-tuples
(B˜1, λ1, ν1, η1), · · · , (B˜j , λj , νj , ηj), · · · , (B˜n, λn, νn, ηn)
as well as Ep
B˜
⊗E (equipped with polarization, endomorphism, level structure) lie on
a connected component Sh0
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q)⊗E,ϕB˜,p), X
′
)
of the unitary
Shimura variety defined in 6.1.25.
(ii) Moreover, for j 6= j′, B˜j and B˜j′ correspond to points tj 6= tj′ on the unitary
Shimura variety.
6.1.27. For each j = 1, · · · , n, by Bertini’s Theorem there exists a connected
smooth projective curve
(6.1.28) Sj,B˜ ⊂ Sh
0
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q)⊗Q E,ϕB˜,p), X
′
)
passing through a point that is isogenous to Ep
B˜
⊗E ∼= E
2pg
B˜
(recall that g = dim B˜)
and another point isogenous to B˜j . We pullback the universal abelian scheme A
over SK′(GSp, S
±) to obtain a family of abelian varieties fj,B˜ : Xj,B˜ → Sj,B˜.
Moreover, the inverse image of ξB,j (under isogeny) extends to a global section ηB,j
of R2pfj,B˜∗Q(p).
Without risk of confusion, we may sometimes drop the subscripts from fj,B˜ and
simply use the notation f .
Remark 6.1.29. We can obviously connect all of B˜1, B˜2, · · · , B˜n and E
p
B˜
⊗ E
using one piece-wise smooth curve, and all our subsequent arguments still work
with minor modifications of notations.
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6.2. mod p Hodge cycles and mod p Weil cycles.
6.2.1. We denote by ξe´t,j,B˜ (resp. ξdR,j,B˜) the Weil cycles from 6.1.12, which live
on auxiliary varieties, denoted as Bj,B˜, attached to the CM abelian variety B˜, hence
the subscript B˜ in the Weil cycles.
Let E2pgB be the mod p reduction of E
2pg
B˜
, and Bj,B the mod p reduction of Bj,B˜,
for j = 1, · · · , n. Let ξe´t,j,B be the mod p reduction of ξe´t,j,B˜, and likewise ξcris,j,B
the mod p reduction of ξdR,j,B˜. Since Weil cycles on CM abelian varieties are
motivated cycles (6.1.9(2)), by the specialisation Lemma 5.1.9, the reductions mod
p of Weil cycles are motivated cycles.
By the e´tale and de Rham analogues of 6.1.18, reduction mod p gives
ξe´t,j,B ∈
2p∧
E
H1e´t(Bj,B,Qℓ) ⊆ H
2p
e´t (Bj,B,Qℓ)(6.2.2)
ξcris,j,B ∈
2p∧
E
H1cris(Bj,B,K0) ⊆ H
2p
cris(Bj,B,K0)(6.2.3)
We shall refer to the motivated cycles ξe´t,j,B and ξcris,j,B as “mod p Weil cycles”,
which are characterized by such conditions as 6.2.2 and 6.2.3. Note that mod p
Weil cycles are in particular “mod p Hodge cycles” (4.1.8).
Therefore we immediately have the following mod p version of Lemma 6.1.11.
Proposition 6.2.4. (i) Let (θe´t, θcris) be a mod p Hodge cycle that lifts to a CM
abelian variety, then θe´t =
n∑
j=1
g∗j ξe´t,j and θcris =
n∑
j=1
g∗j ξcris,j, where ξe´t,j and ξcris,j
are mod p Weil cycles on an auxiliary abelian variety Bj (in characteristic p), and
gj is the reduction of the map g˜j from 6.1.11.
(ii) Moreover, g∗j ξe´t,j and g
∗
j′ξe´t,j′ are linearly independent for j 6= j
′. Same for the
cristalline cycles.
(iii) In particular, θe´t and θcris are motivated cycles in characteristic p.
Proof. (i) and (iii): We start with the Hodge cycle (ξe´t,B˜, ξdR,B˜) on the CM abelian
variety B˜ in characteristic 0 to which (θe´t, θcris) lifts. Recall from 6.1.13, we have
ξe´t,B˜ =
n∑
j=1
g˜∗j ξe´t,j,B˜ and similarly ξdR,B˜ =
n∑
j=1
g˜∗j ξdR,j,B˜. Here ξe´t,j,B˜ and ξdR,j,B˜
are Weil cycles on the auxiliary CM abelian varieties Bj,B˜ (associated to B˜), in
particular they are motivated cycles on Bj,B˜.
Therefore, by the the specialisation map for ℓ-adic e´tale cohomology, we have
θe´t =
n∑
j=1
g∗j ξe´t,j,B. Similarly, by the de Rham to cristalline reduction isomorphism,
θcris =
n∑
j=1
g∗j ξcris,j,B. Here the map gj : B → Bj is the reduction of g˜j. In particular,
by [And06a, Theorem 2.4.1], θe´t is a motivated cycle. By Lemma 5.1.9, θcris is a
motivated cycle.
(ii) The statement about linear independence simply follows from the fact that
different j-components correspond to different CM components, just as the case in
characteristic 0 (i.e. Lemma 6.1.11). 
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Since (sα,ℓ,y, sα,cris,y) and (sα,ℓ,y′ , sα,cris,y′) are mod p Hodge cycles that lift
to CM abelian varieties Ay˜ and Ay˜′ respectively, 6.2.4 immediately implies the
following mod p version of Corollary 6.1.19.
Corollary 6.2.5. (1) We have
(6.2.6) sα,ℓ,y =
n∑
j=1
g∗j,yξe´t,j,y and sα,cris,y =
n∑
j=1
g∗j,yξcris,j,y
for mod p Weil cycles ξe´t,j,y, ξcris,j,y on Bj,y, where gj,y is the reduction of gj,y˜.
Likewise the same is true for sα,ℓ,y′ and sα,cris,y′ .
(2) Moreover, g∗j,yξe´t,j,y and g
∗
j′,yξe´t,j′,y are linearly independent for j 6= j
′. The
same is true for cristalline realisations, and for point y′.
(3) In particular, sα,ℓ,y, sα,ℓ,y′ , sα,cris,y and sα,cris,y′ are all motivated cycles in char-
acteristic p. Therefore, sα,ℓ,x, sα,ℓ,x′ , sα,cris,x and sα,cris,x′ are also motivated cycles.
6.2.7. For our applications in 6.2.14, we prove a slightly stronger version of 6.2.4 in
the case where we don’t know if our motivated cycle in characteristic p necessarily
lifts to a motivated cycle in characteristic 0. Let B be an abelian variety over a
field k of characteristic p. Let E be a CM field of B. Suppose moreover that B lifts
to a CM abelian variety B˜. Let W = W (k) and K0 = FracW . Let H•(B) be either
H•e´t(Bk,Qℓ) or H
•
cris(B/W )⊗W K0.
Lemma 6.2.8. Let θ ∈ H2p(B) be a motivated cycle on B. (i) Then there exists
abelian varieties Bj,B (for j = 1, · · · , n) with CM field E and dimension p[E : Q],
mod p Weil cycles ξj,B on each Bj,B and morphisms gj,B : B → Bj,B such that
θ =
n∑
j=1
g∗j,Bξj,B. Here n is the number of E-eigenspaces of H
2p(B).
(ii) Moreover, each g∗j,Bξj,B is an E-eigenvector of θ; and g
∗
j,Bξj,B and g
∗
j′,Bξj′,B are
linearly independent for j 6= j′.
Proof. Note that the CM decomposition theory in Chapter 3 works for arbitrary
Weil cohomology theories. We apply it to H2p(B). Noting the characterizations
of mod p Weil cylces in 6.2.2 and 6.2.3, the proof is exactly the same as that of
Lemma 6.1.11. 
6.2.9. We now introduce the characteristic p analogue to the constructions in
6.1.27. For each j, we construct a curve Sj,B in characteristic p as follows: by
Lemma 6.1.26, Bj,B and E
2pg
B are on the same connected component in the mod
p fibre of the integral model for the unitary Shimura variety loc. cit. Therefore,
by Bertini’s Theorem in characteristic p [Poo04], we can find a smooth projective
curve Sj,B connecting the two characteristic p points Bj,B and E
2pg
B . This curve
Sj,B is simply obtained by intersecting some hyperplane Hj,B in characteristic p of
high enough degree with SK
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q) ⊗Q E,ϕB˜,p), X
′
)
× Spec k′.
Here k′ is a finite extension of k as defined in section 3.7. We can then lift the hy-
perplane Hj,B to a hyperplane Hj,B˜ in characteristic 0 and intersect Hj,B˜ with the
integral model SK
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q) ⊗Q E,ϕB˜,p), X
′
)
to obtain the curve
Sj,B˜ in characteristic 0 as in 6.1.28.
As in 6.1.27, we obtain a family fj,B : Xj,B → Sj,B of abelian varieties by
pulling back the universal abelian scheme over SK′(GSp, S
±) to the integral model
SK
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q)⊗Q E,ϕB˜,p), X
′
)
, and then restricting it to the curve
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Sj,B. To avoid overflowing notations, we will denote this family simply as fj,B :
X → Sj,B from now on, and drop the subcript from fj,B whenever no confusion
can occur.
6.2.10. The ℓ-adic local system over SK
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q)⊗QE,ϕB˜,p), X
′
)
restricts to a local system R2pfj,B,e´t ∗Qℓ over Sj,B. Similarly for cristalline cohomol-
ogy, the relative cristalline cohomology R2phcris∗OAcris/SKcris of A over the inte-
gral model SK
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q)⊗Q E,ϕB˜,p), X
′
)
restricts to an isocrystal
R2pfj,B,cris∗OXcris/Sj,B,cris over Sj,B.
We resume the notations in 6.2.4. In particular, we have the characteristic p
analogue of [And96, 6.3.3.].
Lemma 6.2.11. (a) For each j = 1, · · · , n, there exists a smooth projective curve
Sj,B in SK
(
ResE+/Q SU(H
1
B(E
p
B˜
,Q)⊗QE,ϕB˜,p), X
′
)
×Spec k′ such that the family
of abelian varieties fj,B : X → Sj,B contains Bj,B at one fibre, and E
2pg
B at another
fibre.
(b) Moreover, each mod p Weil cycle ξe´t,j,B (resp. ξcris,j,B) on Bj,B extends to a
global section ηe´t,j,B (resp. ηcris,j,B) of R
2pfe´t ∗Qℓ (resp. R
2pfcris∗OX/K) whose
fibre at E2pgB is algebraic.
Without risk of confusion, we shall sometimes drop the subscript B or (j,B) from
our notations for simplicity.
Proposition 6.2.12. Let (ξe´t, ξcris) and (ξ
′
e´t, ξ
′
cris) be mod p Weil cycles obtained
in the setting of 6.2.8. Then ξe´t = ξ
′
e´t =⇒ ξcris = ξ
′
cris.
Proof. Suppose (ξe´t, ξcris) and (ξ
′
e´t, ξ
′
cris) live on the auxiliary abelian variety Bj,B
attached to B. By Lemma 6.2.11, ξe´t and ξ′e´t extend to global sections ηe´t and
η′e´t, such that at one point t ∈ S we have ηe´t,t = ξe´t and η
′
e´t,t = ξ
′
e´t as cycles on
Bj,B ∼= Xt; and such that at another point s ∈ S we have ηe´t,s and η′e´t,s are mod p
Hodge cycles on E2pgB , hence they are algebraic cycle classes.
Since ξe´t = ξ
′
e´t, by Lemma 5.2.13 we have ηe´t,s = η
′
e´t,s as ℓ-adic e´tale algebraic
cycle classes on E2pgB . By Proposition 4.2.4, we have ηcris,s = η
′
cris,s. Thus by
Lemma 5.2.14, we have ηcris,t = η
′
cris,t on Bj,B
∼= Xt again, i.e. ξcris = ξ′cris. 
6.2.13. We are now ready to prove our key Proposition 6.2.14. In the following
proof, for simplicity, we set the following notations: let B := Ay and B′ := Ay′ .
We denote by ϕ : Ax → B and ϕ
′ : Ax → B
′ the isogenies constructed in
3.7.6. For simplicity we also denote by (θe´t, θcris) := (sα,ℓ,x, sα,cris,x), (θ
′
e´t, θ
′
cris) :=
(sα,ℓ,x′, sα,cris,x′), (βe´t, βcris) := (sα,ℓ,y, sα,cris,y) and (β
′
e´t, β
′
cris) := (sα,ℓ,y′ , sα,cris,y′).
Proposition 6.2.14. sα,ℓ,x = sα,ℓ,x′ =⇒ sα,cris,x = sα,cris,x′
Proof. By Lemma 6.2.4(i), there exists mod p Weil cycles ξe´t,j and ξcris,j on aux-
iliary abelian varieties Bj (associated to B) such that βe´t =
n∑
j=1
g∗j ξe´t,j and also
βcris =
n∑
j=1
g∗j ξcris,j ; and likewise β
′
e´t =
n∑
j=1
g′j
∗
ξ′e´t,jand βcris =
n∑
j=1
g′j
∗
ξ′cris,j for mod
pWeil cycles ξ′e´t,j and ξ
′
cris,j on some other auxiliary abelian varieties B
′
j (associated
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to B′). Since ϕ∗βe´t = θe´t = θ′e´t = ϕ
′∗β′e´t, we have
n∑
j=1
ϕ∗g∗j ξe´t,j =
n∑
j=1
ϕ′
∗
g′j
∗
ξ′e´t,j
By 6.2.4(ii), we have ϕ∗g∗j ξe´t,j = ϕ
′∗g′j
∗
ξ′e´t,j for all j = 1, · · · , n. Therefore
(6.2.15) gj∗ϕ∗ϕ
∗g∗j ξe´t,j = gj∗ϕ∗ϕ
′∗g′j
∗
ξ′e´t,j
By Lemmas 6.2.8 and 6.1.6, the left-hand (resp. right-hand) side of 6.2.15 is a mod
p Weil cycle that corresponds to the j-th CM component of the motivated cycle
ϕ∗ϕ
∗βe´t (resp. ϕ∗ϕ
′∗β′e´t) on B. By Lemma 6.2.12, we have for all j = 1, · · · , n,
(6.2.16) gj∗ϕ∗ϕ
∗g∗j ξcris,j = gj∗ϕ∗ϕ
′∗g′j
∗
ξ′cris,j
where the left-hand (resp. right-hand) side of 6.2.16 is a mod p Weil cycle that
corresponds to the j-th CM component of the motivated cycle ϕ∗ϕ
∗βcris (resp.
ϕ∗ϕ
′∗β′cris) on B. Therefore ϕ
∗g∗j ξcris,j = ϕ
′∗g′j
∗
ξ′cris,j for all j = 1, · · · , n. Thus
θcris = ϕ
∗βcris =
n∑
j=1
ϕ∗g∗j ξcris,j =
n∑
j=1
ϕ′
∗
g′j
∗
ξ′cris,j = ϕ
′∗β′cris = θ
′
cris
and we have the desired result. 
Remark 6.2.17. The Proposition 6.2.14 essentially suggests that the mod p points
of the integral model of Hodge type can be interpreted as abelian varieties equipped
with a well-defined notion of “mod pHodge cycles,” written as tuples (sα,ℓ,x, sα,cris,x),
which are determined by either their ℓ-adic e´tale components or their cristalline
components. This is analogous to the case with absolute Hodge cycles in charac-
teristic 0, which are determined by either their e´tale components or their de Rham
components.
Corollary 6.2.18. The normalization morphism ν is an isomorphism, uncondi-
tionally. In particular, SK(G,X) admits a closed embedding into SK′(GSp, S
±).
Proof. Resume the setting in 2.3. For any two mod p points x, x′ ∈ SK(G,X)(k)
that map to the same image in S −K (G,X)(k) for all K
′ containing K, by Lemma
2.3.3 and Proposition 6.2.14, we have sα,cris,x = sα,cris,x′ . Therefore, by Lemma
2.2.9, we have x = x′. Therefore, the normalization morphism ν is injective on
k-points for any k ⊂ Fp that contains the residue field kE of Ep (2.2.6). On
the other hand, since the source and target of ν also have the same generic fibre
ShK(G,X), this implies that S
−
K (G,X) is unibranch. Therefore, by definition
([EGA4, Chapter IV (6.15.1)]), the local ring Ux of S
−
K (G,X) at x is unibranch.
Thus by [Sta20, Tag0C2E], the complete local ring Uˆx only has one irreducible
component. By Lemma 2.2.10, each irreducible component of the complete local
ring Uˆx is formally smooth, thus each Uˆx is formally smooth over O(v). Therefore,
S
−
K (G,X) is also smooth over O(v). In particular, the normalization morphism ν
is an isomorphism of schemes, and that the scheme-theoretic closure of ShK(G,X)
inside SK′(GSp, S
±)O(v) is already smooth. 
Remark 6.2.19. Note that in particular Corollary 6.2.18 does not depend on the
choice of a symplectic embedding (G,X) →֒ (GSp, S±).
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