A new generation of high throughput sequencing [1] machines has been released in the past few months, allowing this technology to spread over the scientific community and exponentially increasing the amount of sequence data, making the analysis process to be the bottleneck of any sequencing experiment [2] . As an answer to the need for an adapted but expensive hardware, the cloud computing approach [3] is an economic and scalable solution compared to large computer infrastructure investment that will be used occasionally.
Here we present Eoulsan, an open source framework based on the Hadoop implementation of the MapReduce algorithm and dedicated to high throughput sequencing data analysis on distant computers. With Eoulsan users can easily set up a cloud computing cluster, automate the complete analysis of several samples at once and select among various analysis solutions available. We first implemented Eoulsan to work on the differential analysis of transcript expression. This workflow runs in 5 steps: quality control filtering, mapping, expression calculation, normalization and differential analysis. All information available on the experimental design is gathered in one text file inspired from the one of the limma R package for microarray analysis [4] . All the options needed to run the workflow are gathered in one XML file that allows for the usage of plugin programmed by external developers. We demonstrate the modularity and scalability of this workflow by performing mapping of different RNA-Seq experiments using several softwares: BWA, Bowtie, SOAP2. We assess the analysis duration and cost with various type and number of servers (call instances) using Amazon Web Services (AWS) cloud computing facilities. We show that once a minimal number of instances has been selected, the cost is linear with the number of instances booked. This is achieved through the full parallelization of the mapping and transcript expression estimation steps and allows for the optimization of either speed and cost of the analysis with no risk to fall in a suboptimal configuration in order to speed up the data analysis process. Finally, we show that running times performed with Eoulsan evolve linearly with the increase of the amount of data using from 188 to 752 million total reads.
To conclude, our framework provides from standalone workstation to cloud computing clusters an integrated and flexible solution for high throughput sequencing data analysis from reads alignment to the list of significant differentially expressed transcripts. With its modular structure and parallel data processing, Eoulsan is ready to fulfill the challenges coming from the massive increasing of data amount and the new applications of sequencing technologies.
