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A COMMUTANT REALIZATION OF W
(2)
n AT CRITICAL LEVEL
THOMAS CREUTZIG, PENG GAO, AND ANDREW R. LINSHAW
ABSTRACT. For n ≥ 2, there is a free field realization of the affine vertex superalgebra A
associated to psl(n|n) at critical level inside the bcβγ systemW of rank n2. We show that the
commutant C = Com(A,W) is purely bosonic and is freely generated by n + 1 fields. We
identify the Zhu algebra of C with the ring of invariant differential operators on the space
of n× nmatrices under SLn × SLn, and we classify the irreducible, admissible C-modules
with finite dimensional graded pieces. For n ≤ 4, C is isomorphic to the W
(2)
n -algebra at
critical level, and we conjecture that this holds for all n.
1. INTRODUCTION
Let V be a vertex algebra, and let A be a subalgebra of V . The commutant of A in
V , denoted by Com(A,V), is the subalgebra consisting of all elements v ∈ V such that
[a(z), v(w)] = 0 for all a ∈ A. This construction was introduced by Frenkel and Zhu [FZ],
generalizing earlier constructions in representation theory [KP] and physics [GKO], and
is important in the construction of coset conformal field theories. If A acts semisimply
on V , Com(A,V) can often be studied by decomposing V as an A-module. Otherwise,
there are few existing techniques for studying commutant vertex algebras, and there are
very few examples where an exhaustive description can be given in terms of generators,
operator product expansions (OPEs), and normally ordered polynomial relations among
the generators.
An equivalent definition of Com(A,V) is the set of elements v ∈ V such that a(z) ◦n
v(z) = 0 for all a ∈ A and n ≥ 0. We may regard Com(A,V) as the algebra of invariants
in V under the action of A. If A is a homomorphic image of an affine vertex algebra
associated to some Lie (super)algebra g, Com(A,V) is just the invariant space Vg[t], and in
this case one can apply techniques from invariant theory and commutative algebra. This
approach was first used in [LL] in a special case, and was developedmore fully in [LSSII].
In [FS], Feigin and Semikhatov constructed a remarkable family of vertex algebrasW
(2)
n
at level k ∈ C, where n ≥ 2 is a positive integer. For n = 2,W
(2)
2 is isomorphic to the affine
vertex algebra Vk(sl2), and for n = 3,W
(2)
3 coincides with the Bershadsky-Polyakov vertex
algebra [Ber][P]. The superscript 2 indicates thatW
(2)
n is a generalization of Vk(sl2), and it
has certain features in common. For example,W
(2)
n is generated by two bosonic fields of
conformal weight n/2, and is expected to be freely generated by these two fields together
with n − 1 additional bosonic fields of weights 1, 2, . . . , n − 1. The authors provide two
different constructions ofW
(2)
n . First, it is defined as an algebra in the kernel of screenings
associated to the quantum super group Uq(sl(n|1)). Second, it is realized as a subalgebra
of Com(Vk′(sln) ⊗ V (gl1), Vk′(sl(n|1))⊗ VL), where VL is a rank one lattice vertex algebra.
Key words and phrases. conformal field theory; vertex algebra; commutant; affine Lie superalgebra; free
field realization;W-algebra; Zhu functor; Weyl algebra; invariant differential operators.
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Here, the levels are related by (k′+n−1)(k+n−1) = 1. Special cases ofW
(2)
n also appear
as subalgebras of extensions of the affine vertex superalgebra Vk(gl(1|1)) [CRi1, CRi2].
Another construction of vertex algebras is the Drinfeld-Sokolov reduction [BT, FF].
These are so-called W-algebras associated to the affine vertex algebra Vk(g) of some Lie
algebra g and an embedding of sl2 in g. For example, the Bershadsky-Polyakov vertex
algebra W
(2)
3 can be realized as the W-algebra associated to Vk(sl3) for the nonprincipal
embedding of sl2 in sl3. It is expected that theW
(2)
n -algebra of level k is a similar quantum
reduction of Vk(sln), although this remains an open question for n ≥ 4.
In this paper, we begin with a free field realization of the affine vertex superalgebra
associated to pgl(n|n) at critical level. It is realized as a subalgebra of the bcβγ systemW
of rank n2. This free field realization is very similar to the realizations of the affine vertex
superalgebra Vk(gl(n|n)) [CR]. The derived subalgebra of pgl(n|n) is psl(n|n). Letting A
be the image of the affine vertex superalgebra of psl(n|n) at critical level in W , we are
interested in C = Com(A,W). Our first step is to show that C is purely bosonic and can
be identified with the commutant of V−n(sln) ⊗ V−n(sln) inside the βγ system of rank n
2.
This problem fits precisely into the framework developed in [LSSII], and is closely related
to rings of invariant polynomial functions on arc spaces. We find a minimal strong finite
generating set for C consisting of two fields of weight n/2 together with n− 1 additional
fields of weights 1, 2, . . . , n − 1. There are no nontrivial normally ordered polynomial
relations among these generators and their derivatives, so they freely generate C. For
n ≤ 4, we show that C coincides with theW(2)n -algebra at critical level and based on OPE
calculations, we conjecture that this holds for all n. The appearance ofW
(2)
n in this context
is quite mysterious, and a conceptual explanation would be very interesting.
We study the representation theory of C via its Zhu algebra, which we identify with
the ring DSLn×SLn . Here D denotes the Weyl algebra on the space of n × n matrices. The
generators of DSLn×SLn correspond to the generators of C, and we classify the irreducible,
finite dimensional modules over DSLn×SLn , modulo an explicit formula for certain rela-
tions among the generators. These modules are in one-to-one correspondence with the
irreducible, admissible C-modulesM =
⊕
n≥0Mn for which eachMk is finite dimensional.
For n ≤ 4, we write down these relations in DSLn×SLn , so our classification is explicit in
these cases. In general, the representation theory ofW-algebras at critical level is an im-
portant problem about which very little is known. It would be interesting to see whether
any features of our classification of modules for the critical levelW
(2)
n -algebra carry over
to the case of more generalW-algebras at critical level.
In the case n = 4, there is an application of our results to physics [CGL]. Berkovits [Be]
introduced a sigma model that conjecturally describes a super Yang-Mills theory. This
model can be formulated as a perturbation of a theory containing two copies ofW . The
perturbation is in terms of the currents of the affine vertex superalgebra A of psl(4|4)
at critical level, and the algebra that is preserved by the perturbation is two copies of
C = Com(A,W).
2. VERTEX ALGEBRAS
In this section, we define vertex algebras, which have been discussed from various dif-
ferent points of view in the literature (see, e.g., [Bo][BD][FLM][K][FBZ]). We will follow
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the formalism developed in [LZ] and partly in [LiI]. Let V = V0 ⊕ V1 be a super vector
space over C, and let z, w be formal variables. By QO(V ), we mean the space of all linear
maps
V → V ((z)) := {
∑
n∈Z
v(n)z−n−1|v(n) ∈ V, v(n) = 0 for n >> 0}.
Each element a ∈ QO(V ) can be uniquely represented as a power series
a = a(z) :=
∑
n∈Z
a(n)z−n−1 ∈ End(V )[[z, z−1]].
We refer to a(n) as the nth Fourier mode of a(z). Each a ∈ QO(V ) is assumed to be of the
shape a = a0 + a1 where ai : Vj → Vi+j((z)) for i, j ∈ Z/2Z, and we write |ai| = i.
On QO(V ) there is a set of nonassociative bilinear operations ◦n, indexed by n ∈ Z,
which we call the nth circle products. For homogeneous a, b ∈ QO(V ), they are defined
by
a(w) ◦n b(w) = Resza(z)b(w) ι|z|>|w|(z − w)
n − (−1)|a||b|Reszb(w)a(z) ι|w|>|z|(z − w)
n.
Here ι|z|>|w|f(z, w) ∈ C[[z, z
−1, w, w−1]] denotes the power series expansion of a rational
function f in the region |z| > |w|. We usually omit the symbol ι|z|>|w| and just write
(z−w)−1 to mean the expansion in the region |z| > |w|, and write −(w− z)−1 to mean the
expansion in |w| > |z|. It is easy to check that a(w)◦n b(w) above is a well-defined element
of QO(V ).
The nonnegative circle products are connected through the OPE formula. For a, b ∈
QO(V ), we have
(2.1) a(z)b(w) =
∑
n≥0
a(w) ◦n b(w) (z − w)
−n−1+ : a(z)b(w) :,
which is often written as a(z)b(w) ∼
∑
n≥0 a(w) ◦n b(w) (z−w)
−n−1, where ∼means equal
modulo the term
: a(z)b(w) : = a(z)−b(w) + (−1)
|a||b|b(w)a(z)+.
Here a(z)− =
∑
n<0 a(n)z
−n−1 and a(z)+ =
∑
n≥0 a(n)z
−n−1. Note that : a(w)b(w) : is a
well-defined element of QO(V ). It is called the Wick product of a and b, and it coincides
with a ◦−1 b. The other negative circle products are related to this by
n! a(z) ◦−n−1 b(z) = : (∂
na(z))b(z) : ,
where ∂ denotes the formal differentiation operator d
dz
. For a1(z), . . . , ak(z) ∈ QO(V ), the
k-fold iterated Wick product is defined to be
: a1(z)a2(z) · · · ak(z) :=: a1(z)b(z) :,
where b(z) =: a2(z) · · · ak(z) :. We often omit the formal variable z when no confusion can
arise.
The set QO(V ) is a nonassociative algebra with the operations ◦n and a unit 1. We have
1 ◦n a = δn,−1a for all n, and a ◦n 1 = δn,−1a for n ≥ −1. A linear subspace A ⊂ QO(V )
containing 1 which is closed under the circle products will be called a quantum operator
algebra (QOA). In particular,A is closed under ∂ since ∂a = a◦−2 1. Many formal algebraic
notions are immediately clear: a homomorphism is just a linear map that sends 1 to 1
and preserves all circle products; a module over A is a vector space M equipped with a
homomorphism A → QO(M), etc. A subset S = {ai| i ∈ I} of A is said to generate A
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if any element a ∈ A can be written as a linear combination of nonassociative words in
the letters ai, ◦n, for i ∈ I and n ∈ Z. We say that S strongly generates A if any a ∈ A can
be written as a linear combination of words in the letters ai, ◦n for n < 0. Equivalently,
A is spanned by the collection {: ∂k1ai1(z) · · ·∂
kmaim(z) : | i1, . . . , im ∈ I, k1, . . . , km ≥ 0}.
We say that S freely generates A if there are no nontrivial normally ordered polynomial
relations among the generators and their derivatives.
We say that a, b ∈ QO(V ) quantum commute if (z − w)N [a(z), b(w)] = 0 for some N ≥ 0.
Here [, ] denotes the super bracket. This condition implies that a◦nb = 0 for n ≥ N , so (2.1)
becomes a finite sum. A commutative QOA (CQOA) is a QOA whose elements pairwise
quantum commute. Finally, the notion of a CQOA is equivalent to the notion of a vertex
algebra. Every CQOA A is itself a faithful A-module, called the left regular module. Define
ρ : A → QO(A), a 7→ aˆ, aˆ(ζ)b =
∑
n∈Z
(a ◦n b) ζ
−n−1.
Then ρ is an injective QOA homomorphism, and the quadruple of structures (A, ρ, 1, ∂) is
a vertex algebra in the sense of Frenkel et al. [FLM]. Conversely, if (V, Y, 1, D) is a vertex
algebra, the collection Y (V ) ⊂ QO(V ) is a CQOA.Wewill refer to a CQOA simply as a vertex
algebra throughout the rest of this paper.
Example 2.1 (Affine vertex algebras). Let g be a finite dimensional, complex Lie (su-
per)algebra, equipped with a symmetric, invariant bilinear form B. The loop algebra
g[t, t−1] = g ⊗ C[t, t−1] has a one-dimensional central extension gˆ = g[t, t−1] ⊕ Cκ deter-
mined by B, with bracket
[ξtn, ηtm] = [ξ, η]tn+m + nB(ξ, η)δn+m,0κ,
and Z-gradation deg(ξtn) = n, deg(κ) = 0. Let gˆ≥0 =
⊕
n≥0 gˆn, where gˆn denotes the sub-
space of degree n, and letC be the one-dimensional gˆ≥0-module on which ξt
n acts trivially
for n ≥ 0, and κ acts by k times the identity. Define V = U(gˆ) ⊗U(gˆ≥0) C, and let X
ξ(n) ∈
End(V ) be the linear operator representing ξtn on V . Define Xξ(z) =
∑
n∈ZX
ξ(n)z−n−1,
which is easily seen to lie in QO(V ) and satisfy the OPE relation
Xξ(z)Xη(w) ∼ kB(ξ, η)(z − w)−2 +X [ξ,η](w)(z − w)−1.
The vertex algebra Vk(g, B) generated by {X
ξ| ξ ∈ g} is known as the universal affine vertex
algebra associated to g and B at level k.
Note that, for some Lie superalgebras, as, for example, psl(n|n), the supertrace in the
adjoint representation is degenerate. If the bilinear form B is the standardly normalized
supertrace in the adjoint representation of g and if B is nondegenerate, then the universal
affine vertex algebra associated to g and B of level k is denoted by Vk(g).
We recall the Sugawara construction for affine vertex superalgebras following [KRW].
Suppose that g is simple and that B is nondegenerate. Let {ξ} and {ξ′} be dual bases of
g, that is, B(ξ′, η) = δξ,η. Then the Casimir operator is C2 =
∑
ξ ξξ
′. The dual Coxeter
number h∨ with respect to the bilinear form B is one-half the eigenvalue of C2 in the
adjoint representation of g. If k + h∨ 6= 0, there is a Virasoro field
(2.2) L(z) =
1
2(k + h∨)
∑
ξ
: Xξ(z)Xξ
′
(z) :
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of central charge
(2.3) c =
ksdimg
k + h∨
.
This Virasoro element is known as the Sugawara conformal vector, and eachXξ is primary of
weight one. At the critical level k = −h∨, L(z) does not exist, but V−h∨(g, B) still possesses
a quasi-conformal structure, that is, an action of the Lie subalgebra {Ln| n ≥ −1} of the
Virasoro algebra such that L−1 acts by translation and L0 acts diagonalizably.
Example 2.2 (Affine vertex superalgebra of pgl(n|n) at critical level). The Lie superalgebra
gl(n|n) has a basis {E±ab, F
±
ab|1 ≤ a, b ≤ n}. TheE
±
ab generate two commuting copies of gl(n)
and the F±ab are odd. The relations are
[Eab+ , E
cd
+ ] = δ
bcEad+ − δ
adEcb+ , [E
ab
− , E
cd
− ] = δ
bcEad− − δ
adEcb− , [E
ab
+ , E
cd
− ] = 0 ,
[Eab+ , F
cd
+ ] = δ
bcF ad+ , [E
ab
− , F
cd
− ] = δ
bcF ad− ,
[Eab+ , F
cd
− ] = −δ
adF cb− , [E
ab
− , F
cd
+ ] = −δ
adF cb+ ,
[F ab+ , F
cd
− ] = δ
bcEad+ + δ
adEcb− , [F
ab
+ , F
cd
+ ] = [F
ab
− , F
cd
− ] = 0 .
(2.4)
The elementC =
∑
a(E
aa
+ +E
aa
− ) is central. The quotient of gl(n|n) by the one-dimensional
ideal generated by C is the Lie superalgebra pgl(n|n). This superalgebra is not simple,
since the element K =
∑
a(E
aa
+ − E
aa
− ) is not in the derived subalgebra. Nonetheless,
pgl(n|n) possesses a unique Casimir operator, which acts trivially in the adjoint represen-
tation. Hence, the dual Coxeter number is zero. The affine vertex superalgebra of pgl(n|n)
at critical level k = 0 is generated by {Xξ| ξ ∈ pgl(n|n)}. The operator product algebra is
(2.5) Xξ(z)Xη(w) ∼ X [ξ,η](w)(z − w)−1.
Example 2.3 (βγ and bc systems). Let V be a finite dimensional complex vector space. The
βγ system or algebra of chiral differential operators S = S(V ) was introduced in [FMS].
It is the unique vertex algebra with even generators βx(z), γx
′
(z) for x ∈ V , x′ ∈ V ∗, which
satisfy
(2.6) βx(z)γx
′
(w) ∼ 〈x′, x〉(z − w)−1, γx
′
(z)βx(w) ∼ −〈x′, x〉(z − w)−1,
βx(z)βy(w) ∼ 0, γx
′
(z)γy
′
(w) ∼ 0.
Here 〈, 〉 denotes the natural pairing between V ∗ and V . We give S the conformal structure
(2.7) LS(z) =
1
2
n∑
i=1
: βxi∂γx
′
i : −
1
2
n∑
i=1
: ∂βxiγx
′
i :,
under which βxi(z) and γx
′
i(z) are both primary of weight 1/2. Here {x1, . . . , xn} is a basis
for V and {x′1, . . . , x
′
n} is the dual basis for V
∗.
Similarly, the bc system E = E(V ), which was also introduced in [FMS], is the unique
vertex superalgebra with odd generators bx(z), cx
′
(z) for x ∈ V , x′ ∈ V ∗, which satisfy
(2.8) bx(z)cx
′
(w) ∼ 〈x′, x〉(z − w)−1, cx
′
(z)bx(w) ∼ 〈x′, x〉(z − w)−1,
bx(z)by(w) ∼ 0, cx
′
(z)cy
′
(w) ∼ 0.
We give E the conformal structure
(2.9) LE(z) =
1
2
n∑
i=1
: ∂bxicx
′
i : −
1
2
n∑
i=1
: bxi∂cx
′
i :,
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under which bxi(z) and cx
′
i(z) are primary of weight 1/2.
Example 2.4 (The W
(2)
n -algebra at critical level). In [FS], Feigin and Semikhatov con-
structed a family of vertex algebras, theW
(2)
n -algebra at level k. Here k ∈ C and n ≥ 2 is a
positive integer. The authors provide two different constructions, as an algebra in the ker-
nel of screenings associated to the quantum super group Uq(sl(n|1)) and as a subalgebra
of Com(Vk′(sln) ⊗ V (gl1), Vk′(sl(n|1))⊗ VL), where VL is a rank one lattice vertex algebra,
and the levels are related by (k′ + n− 1)(k + n− 1) = 1. TheW
(2)
n -algebra is generated by
two bosonic fields of conformal weight n/2, and is expected to be strongly generated by
these two fields and n− 1 additional bosonic fields of conformal weights 1, 2, 3, . . . , n− 1.
TheW
(2)
2 -algebra at level k is the affine vertex algebra of sl2 at level k and theW
(2)
3 -algebra
at level k is the Bershadsky-Polyakov algebra of level k, aW-algebra that is defined as the
quantum reduction of Vk(sl3) for the nonprincipal embedding of sl2 in sl3. In general, the
W
(2)
n -algebra of level k is believed to be a similar quantum reduction of Vk(sln). Recall
that, for a given simple Lie (super) algebra g and an embedding of sl2, a strong gener-
ating set of fields of the quantum reduced W-algebra is known [BT, FF, KRW]. We can
decompose g into irreducible representations of sl2, and strong generators are in one-to-
one correspondence with lowest-weight states. Moreover, the conformal weights of these
generating fields are related to the dimension d of the irreducible lowest-weight represen-
tation as (d + 1)/2. Returning to the present example, there is the obvious embedding of
sln−1 in sln, such that sln decomposes into the adjoint representation plus the trivial repre-
sentation plus the standard and its conjugate module of sln−1. Consider the nonprincipal
embedding of sl2 in sln, where the sl2 is principal in the sln−1-subalgebra. The correspond-
ing quantum reducedW-algebra is strongly generated by two bosonic fields of conformal
weight n/2, plus n−1 additional bosonic fields of conformal weights 1, 2, 3, . . . , n−1. For
general n it is an open question whether this quantum reducedW-algebra is the Feigin-
SemikhatovW
(2)
n -algebra.
The W
(2)
n -algebra contains a rank one Heisenberg algebra with generator H , and for
generic level a Virasoro algebra of central charge
(2.10) cn(k) = −
(
(k + n)(n− 1)− n
)(
(k + n)(n− 2)n− n2 + 1
)
k + n
.
The operator product algebra is unknown for general n. However, Feigin and Semikhatov
obtained this algebra for n = 2, 3, 4 [FS]. TheW
(2)
n -algebra at critical level k = −n contains
a large center but no Virasoro algebra. In the case n = 2, the critical levelW
(2)
2 -algebra is
the affine vertex algebra V−2(sl2). For n = 3, the critical levelW
(2)
3 -algebra has generators
H,X±, S2, and the nonregular operator product algebra is
X+(z)X−(w) ∼ 6(z − w)−3 − 6H(w)(z − w)−2+(
3 : H(w)H(w) : −S2(w)− 3∂H(w)
)
(z − w)−1
H(z)X±(w) ∼ ±X±(w)(z − w)−1
H(z)H(w) ∼ −(z − w)−2 .
(2.11)
Similarly, the critical level W
(2)
4 -algebra is generated by fields H,X
±, S2, S3, and the
nonregular operator product algebra is
6
X+(z)X−(w) ∼ −24(z − w)−4 + 24H(w)(z − w)−3+(
2S2(w)− 12 : H(w)H(w) : +12∂H(w)
)
(z − w)−2+(
−2S3(w) + ∂S2(w)− 2 : S2(w)H(w) : +4 : H(w)H(w)H(w) : +
− 12 : ∂H(w)H(w) : +4∂2H(w)
)
(z − w)−1
H(z)X±(w) ∼ ±X±(w)(z − w)−1
H(z)H(w) ∼ −(z − w)−2 .
(2.12)
The commutant construction. Let V be a vertex algebra, and let A be a subalgebra of V .
The commutant of A in V , denoted by Com(A,V), is the subalgebra of vertex operators
v ∈ V such that [a(z), v(w)] = 0 for all a ∈ A. Equivalently, a(z) ◦n v(z) = 0 for all a ∈ A
and n ≥ 0. We regard Com(A,V) as the algebra of invariants in V under the action ofA. If
A is a homomorphic image of an affine vertex algebra Vk(g, B) for some Lie superalgebra
g and bilinear form B, Com(A,V) is just the invariant space Vg[t].
The Zhu functor. Let V be a vertex algebra with weight grading V =
⊕
n∈Z Vn. The Zhu
functor [Zh] attaches to V an associative algebra A(V), together with a surjective linear
map πZhu : V → A(V). For a ∈ Vm, and b ∈ V , define
a ∗ b = Resz
(
a(z)
(z + 1)m
z
b
)
,
and extend ∗ by linearity to a bilinear operation V⊗V → V . LetO(V) denote the subspace
of V spanned by elements of the form
a ◦ b = Resz
(
a(z)
(z + 1)m
z2
b
)
,
for a ∈ Vm, and let A(V) be the quotient V/O(V), with projection πZhu : V → A(V). For
a, b ∈ V , a ∼ bmeans a− b ∈ O(V), and [a] denotes the image of a in A(V).
Theorem 2.5. (Zhu) O(V ) is a two-sided ideal in V under the product ∗, and (A(V ), ∗) is an
associative algebra with unit [1]. The assignment V 7→ A(V) is functorial.
Let V be a vertex algebra which is strongly generated by a set of weight-homogeneous
elements αi of weights wi, for i in some index set I . Then A(V) is generated by {ai =
πZhu(αi(z))| i ∈ I}. For example, given a Lie (super)algebra g with a bilinear form B, it
is well known that the Zhu algebra A(Vk(g, B)) is isomorphic to the universal enveloping
algebra U(g). Given a finite dimensional vector space V , the Zhu algebra of S = S(V )
is isomorphic to the Weyl algebra D = D(V ), which is the associative algebra with gen-
erators x′i,
∂
∂x′i
, and relations [ ∂
∂x′i
, x′j] = δi,j . The main application of the Zhu functor is
to study the representation theory of V . A Z≥0-graded module M =
⊕
n≥0Mn over V is
called admissible if, for every a ∈ Vm, a(n)Mk ⊂Mm+k−n−1 for all n ∈ Z. Given a ∈ Vm, the
Fourier mode a(m−1) acts on eachMk. The subspaceM0 is then a module overA(V)with
action [a] 7→ a(m−1) ∈ End(M0). In fact,M 7→M0 provides a one-to-one correspondence
between irreducible, admissible V-modules, and irreducible A(V)-modules.
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The Zhu functor and the commutant construction interact in the following way: for any
subalgebra B ⊂ V , we have a commutative diagram
(2.13)
Com(B,V) →֒ V
↓pi ↓piZhu
Com(B,A(V)) →֒ A(V)
.
Here B = πZhu(B) ⊂ A(V), and Com(B,A(V)) is the ordinary commutant in the theory of
associative algebras. The horizontal maps are inclusions, and π is the restriction of πZhu
to Com(B,V). In general, the map π need not be surjective and A(Com(B,V)) need not
coincide with Com(B,A(V)). However, as we shall see, both these statements are true in
the main examples we consider in this paper.
3. GRADED AND FILTERED STRUCTURES
LetR be the category of vertex algebras A equipped with a Z≥0-filtration
(3.1) A(0) ⊂ A(1) ⊂ A(2) ⊂ · · · , A =
⋃
k≥0
A(k)
such that A(0) = C, and, for all a ∈ A(k), b ∈ A(l), we have
(3.2) a ◦n b ∈ A(k+l), for n < 0,
(3.3) a ◦n b ∈ A(k+l−1), for n ≥ 0.
Elements a(z) ∈ A(d) \ A(d−1) are said to have degree d.
Filtrations on vertex algebras satisfying (3.2)-(3.3) were introduced in [LiII], and are
known as good increasing filtrations. Setting A(−1) = {0}, the associated graded object
gr(A) =
⊕
k≥0A(k)/A(k−1) is a Z≥0-graded associative, supercommutative algebra with a
unit 1 under a product induced by the Wick product on A. For each r ≥ 1, we have the
projection
(3.4) φr : A(r) → A(r)/A(r−1) ⊂ gr(A).
Moreover, gr(A) has a derivation ∂ of degree zero (induced by the operator ∂ = d
dz
on A),
and for each a ∈ A(d) and n ≥ 0, the operator a◦n on A induces a derivation of degree
d− k on gr(A), which we denote by a(n). Here
k = sup{j ≥ 1| A(r) ◦n A(s) ⊂ A(r+s−j) ∀r, s, n ≥ 0},
as in [LL]. Finally, these derivations give gr(A) the structure of a vertex Poisson algebra.
The assignment A 7→ gr(A) is a functor from R to the category of Z≥0-graded super-
commutative rings with a differential ∂ of degree 0, which we will call ∂-rings. A ∂-ring
is the same as an abelian vertex algebra, that is, a vertex algebra V in which [a(z), b(w)] = 0
for all a, b ∈ V . A ∂-ring A is said to be generated by a subset {ai| i ∈ I} if {∂
kai| i ∈ I, k ≥
0} generates A as a graded ring. The key feature of R is the following reconstruction
property [LL].
Lemma 3.1. Let A be a vertex algebra in R and let {ai| i ∈ I} be a set of generators for gr(A)
as a ∂-ring, where ai is homogeneous of degree di. If ai(z) ∈ A(di) are vertex operators such that
φdi(ai(z)) = ai, then A is strongly generated as a vertex algebra by {ai(z)| i ∈ I}.
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For example, the βγ system S = S(V ) has such a filtration, where S(r) is defined to be
the linear span of
(3.5) {: ∂k1βx1 · · ·∂ksβxs∂l1γy
′
1 · · ·∂ltγy
′
t : | xi ∈ V, y
′
i ∈ V
∗, ki, li ≥ 0, s+ t ≤ r}.
Then S ∼= gr(S) as linear spaces, and as a commutative algebra, we have
(3.6) gr(S) ∼= Sym
⊕
k≥0
(Vk ⊕ V
∗
k ), Vk = {β
x
k | x ∈ V }, V
∗
k = {γ
x′
k | x
′ ∈ V ∗}.
Here βxk and γ
x′
k are the images of ∂
kβx(z) and ∂kγx
′
(z) in gr(S) under the projection φ1 :
S(1) → S(1)/S(0) ⊂ gr(S). Similarly, E = E(V ) admits such a filtration where E(r) is spanned
by the iterated Wick products of bx, cx
′
, and their derivatives, of length at most r. As
above, we have E ∼= gr(E) as linear spaces and
(3.7) gr(E) ∼=
∧⊕
k≥0
(Vk ⊕ V
∗
k ) Vk = {b
x
k| x ∈ V }, V
∗
k = {c
x′
k | x
′ ∈ V ∗}
as supercommutative algebras. These filtrations are important because they allow the
description of a commutant to be reduced to a problem in commutative algebra.
4. A FREE FIELD REALIZATION OF pgl(n|n)
For n ≥ 1, the Lie superalgebra g = pgl(n|n) has a grading
g = g−1 ⊕ g0 ⊕ g1,
where the odd subalgebras g−1 and g1 both have dimension n
2, and the even subalgebra
g0 = sln ⊕ sln ⊕ gl1. The corresponding affine vertex superalgebra at critical level V0(g)
(example 2.2) has a free field realization as a subalgebra of the bcβγ system W = E ⊗ S
associated to the vector space V of n × n complex matrices. We work in the basis xab for
V and dual basis x′ab for V
∗, for a, b = 1, . . . , n. We denote the generators βxab, γx
′
ab, bxab ,
cx
′
ab for W by βab, γab, bab, cab, respectively. We use the convention that repeated indices
are always summed over. The free field realization of V0(g) is given as follows:
F ab− = −bba ,
Eab+ = B
ab
+− : b
bccac : , where Bab+ = − : β
acγbc : ,
Eab− = B
ab
−+ : b
caccb : , where Bab− =: γ
caβcb : ,
F ab+ = − : c
cbBac+ : − : c
acBcb− : − : b
cdccbcad : .
Note that
∑
a(E
aa
+ + E
aa
− ) = 0. The realization is very similar to a realization of the affine
vertex superalgebra of gl(n|n) [CR]. Also note that the elements Bab± generate V (gl1) ten-
sored with two commuting copies of V−n(sln), which has critical level, acting on S. The
derived subalgebra g˜ = [g, g] is psl(n|n), which has a grading
g˜ = g˜−1 ⊕ g˜0 ⊕ g˜1,
where g˜±1 = g±1 and g˜0 = sln⊕ sln. LetA be the image of V0(psl(n|n)) insideW , and let B
be the image of V−n(sln)⊗ V−n(sln) inside S.
Lemma 4.1. The commutant C = Com(A,W) coincides with Com(B,S), and in particular is
purely bosonic.
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Proof. Clearly Com(B,S) ⊂ C, and to prove the opposite inclusion, it is enough to prove
that C ⊂ S, since S ∩C = Com(B,S). First,W is graded by fermionic charge, which is just
the eigenvalue of the zero mode of F = −
∑n
a,b=1 : b
abcab :. Each bab and cab have fermionic
charge −1 and 1, respectively. Since Eab± , F
ab
+ , and F
ab
− are homogeneous of fermionic
charge 0, 1, and −1, respectively, C is graded by fermionic charge.
Let ω ∈ C have homogeneous fermionic charge. Since ω commutes with F ba− = b
ab for
all a, b = 1, . . . , n, ω does not depend on the vertex operators cab and their derivatives.
Therefore ω ∈ (〈b〉 ⊗ S)g[t] where 〈b〉 is the vertex algebra generated by the bab, and thus
has fermionic charge −r for some r ≥ 0. We need to show that r = 0, which proves that
ω ∈ S.
Recall that gr(S) = C[βabk , γ
ab
k ] is graded by degree, where each β
ab
k , γ
ab
k has degree 1.
Define an auxiliary gradation on gr(S) called height as follows:
ht(γaa) = a, ht(βa+1,a) = n + a,
and ht(γab) = 0 = ht(βcd) for b 6= a and c 6= d+ 1. Given a vertex operator α ∈ S(d) \ S(d−1)
of degree d, define ht(α) = ht(φd(α)) where φd : S(d) → S(d)/S(d−1) ⊂ gr(S) is the usual
projection. Write ω = ω0 + ω1, where
ω0 =
∑
CBK
: ∂k1bc1,b1 · · ·∂krbcr ,brPCBK :, C = {c1, . . . , cr}, B = {b1, . . . , br}, K = {k1, . . . , kr},
with deg(PCBK) = e and ht(PCBK) = h. Assume that ω0 is the ”leading term” of ω in the
sense that all terms appearing in ω1 are of the form : ∂
k′
1bc
′
1
,b′
1 · · ·∂k
′
rbc
′
r,b
′
rP ′ : with either
deg(P ′) < e or deg(P ′) = e and ht(P ′) < h.
Let c be the largest integer appearing in the list C above, and let b be the largest integer
such that bcb or any of its derivatives appears in ω0. Let k be the largest integer for which
∂kbcb appears, and write ω0 =: ∂
kbcb(W ) : +W ′, where W ′ does not depend on ∂kbcb.
Suppose first that 1 ≤ c < n.
Let a = c+ 1 and act on ω by F ab+ ◦k. Recall that
F ab+ =: c
cbβadγcd : − : cacγdcβdb : +α,
where α ∈ E and can be disregarded, since it cannot raise the degree.
There will be a term in F ab+ ◦k ω of the form : β
c+1,cγc,cW :, which has degree e + 2 and
height h + n + 2c. It is easy to see that no other terms of the same degree and height can
occur in F ab+ ◦k ω. Moreover, since gr(S) is an integral domain, the image of : β
c+1,cγc,cW :
in gr(W) is nonzero. This contradicts the fact that ω ∈ C.
Next, suppose that c = n. Let a = n, and act as above by F ab+ ◦k. We see that F
ab ◦k ω
will contain the term : βn,n−1γn,n−1W :, which has degree e+ 2 and height h+ 2n− 1 and
cannot be canceled by any other term. As above, this contradicts ω ∈ C. It follows that
r = 0 and ω ∈ S as claimed. 
5. COMMUTANTS INSIDE THE βγ SYSTEM
We are thus led to the problem of computing Com(B,S), which is exactly the type of
commutant problem considered in [LSSII]. Let G be a connected, reductive group with
Lie algebra g, and let V be a finite dimensional representation of V . The induced map
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ρ : g → End(V ) induces a vertex algebra homomorphism τˆ : V1(g, B) → S = S(V ) given
by
(5.1) τˆ (Xξ(z)) = θξ(z) = −
n∑
i=1
: γx
′
i(z)βρ(ξ)(xi)(z) : .
Here B is the bilinear form B(ξ, η) = −tr(ρ(ξ)ρ(η)), and {x1, . . . , xn} is a basis for V , with
dual basis {x′1, . . . , x
′
n} for V
∗. Let Θ be the vertex algebra generated by θξ, ξ ∈ g. The
commutant Com(Θ,S), which coincides with Sg[t], will be called the algebra of invariant
chiral differential operators on V . It is analogous to the classical ring DG of invariant differ-
ential operators. In this notation, D = D(V ) is the Weyl algebra with generators x′i,
∂
∂x′
i
satisfying [ ∂
∂x′i
, x′j] = δi,j . Equip D with the Bernstein filtration
(5.2) D(0) ⊂ D(1) ⊂ · · · ,
defined by (x′1)
k1 · · · (x′n)
kn( ∂
∂x′
1
)l1 · · · ( ∂
∂x′n
)ln ∈ D(r) if k1 + · · ·+ kn + l1 + · · ·+ ln ≤ r. Given
ω ∈ D(r) and ν ∈ D(s), [ω, ν] ∈ D(r+s−2), so that
(5.3) gr(D) =
⊕
r>0
D(r)/D(r−1) ∼= Sym(V ⊕ V
∗).
We say that deg(α) = d if α ∈ D(d) \ D(d−1).
The action of G on V induces a Lie algebra homomorphism
(5.4) τ : g→ D, ξ 7→ −
n∑
i=1
x′iρ(ξ)
( ∂
∂x′i
)
,
which is analogous to (5.1). Given ξ ∈ g, τ(ξ) is just the vector field on V generated
by ξ, and ξ acts on D by [τ(ξ),−]. We can extend τ to a map U(g) → D, and DG =
Com(τ(U(g)),D) since G is connected. Moreover, G preserves the filtration on D, so (5.2)
restricts to a filtration DG(0) ⊂ D
G
(1) ⊂ · · · on D
G, and
gr(DG) ∼= gr(D)G ∼= Sym(V ⊕ V ∗)G.
Recall that V1(g, B) and S are related via the Zhu functor to U(g) and D, respectively.
We have commutative diagrams
(5.5)
V1(g, B) → S
↓piZhu ↓piZhu
U(g) → D
,
Sg[t] →֒ S
↓pi ↓piZhu
DG →֒ D
.
The map V1(g, B) → S is τˆ , and the map U(g) → D coincides with τ up to modification
by a scalar (i.e., an element of degree zero in D) for central elements of g. The map π is
just the restriction of the Zhu map on S.
6. JET SCHEMES
There is a well-known connection between vertex algebras and jet schemes: for any
affine variety X , the ring of polynomial functions on the infinite jet scheme or arc space
X∞, has the structure of an abelian vertex algebra [BD]. Conversely, the ∂-ring gr(A) of
a vertex algebra A ∈ R can often be realized as the ring of polynomial functions O(X∞)
for some X . In our main example, gr(S) is isomorphic to O((V ⊕ V ∗)∞), and gr(S
g[t]) ∼=
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O(X∞) where X is the categorical quotient (V ⊕ V
∗)/G = Spec(O(V ⊕ V ∗)G). More
generally, whenever Spec(gr(A)) can be realized as X∞ for some X , the geometry of X∞
encodes information about the vertex algebra structure of A.
First, we recall some basic facts about jet schemes, following the notation in [Mu]. LetX
be an irreducible scheme of finite type over C. For each integerm ≥ 0, themth jet scheme
Xm is determined by its functor of points: for every C-algebra A, we have a bijection
Hom(Spec(A), Xm) ∼= Hom(Spec(A[t]/〈t
m+1〉), X).
Thus the C-valued points of Xm correspond to the C[t]/〈t
m+1〉-valued points of X . If
m > p, we have projections πm,p : Xm → Xp which are compatible when defined: πm,p ◦
πq,m = πq,p. Clearly X0 = X and X1 is the total tangent space Spec(Sym(ΩX/C)). The
assignment X 7→ Xm is functorial, and a morphism f : X → Y induces fm : Xm → Ym for
all m ≥ 1. If X is nonsingular, Xm is irreducible and nonsingular for all m. Moreover, if
X, Y are nonsingular and f : Y → X is a smooth surjection, fm is surjective for allm.
If X = Spec(R) where R = C[y1, . . . , yr]/〈f1, . . . , fk〉, we can find explicit equations for
Xm. Define new variables y
(i)
j for i = 0, . . . , m, and define a derivation D by D(y
(i)
j ) =
y
(i+1)
j for i < m, and D(y
(m)
j ) = 0. This specifies the action of D on all of C[y
(0)
1 , . . . , y
(m)
r ];
in particular, f
(i)
l = D
i(fl) is a well-defined polynomial in C[y
(0)
1 , . . . , y
(m)
r ]. Letting Rm =
C[y
(0)
1 , . . . , y
(m)
r ]/〈f
(0)
1 , . . . , f
(m)
k 〉, we have Xm
∼= Spec(Rm). By identifying yj with y
(0)
j , we
see that R is naturally a subalgebra of Rm.
The arc space of X is defined to be X∞ = lim∞←mXm. If X = Spec(R) as above, X∞ =
Spec(R∞) where R∞ = C[y
(0)
1 , . . . , y
(i)
j , . . . ]/〈f
(0)
1 , . . . , f
(i)
l , . . .〉. Here i = 0, 1, 2, . . . and
D(y
(i)
j ) = y
(i+1)
j for all i. By a theorem of Kolchin [Kol], X∞ is irreducible whenever X is
irreducible.
LetG be a connected, reductive complex algebraic group with Lie algebra g. Form ≥ 1,
Gm is an algebraic group which is the semidirect product ofGwith a unipotent group Um.
The Lie algebra of Gm is g[t]/t
m+1. Given a linear representation V of G, there is an action
of G on O(V ) by automorphisms, and a compatible action of g on O(V ) by derivations,
satisfying
d
dt
exp(tξ)(f)|t=0 = ξ(f), ξ ∈ g, f ∈ O(V ).
Choose a basis {x1, . . . , xn} for V
∗, so that
O(V ) ∼= C[x1, . . . , xn], O(Vm) = C[x
(i)
1 , . . . , x
(i)
n | , 0 ≤ i ≤ m].
Then Gm acts on Vm, and the induced action of g[t]/t
m+1 by derivations on O(Vm) is de-
fined on generators by
(6.1) ξtr(x
(i)
j ) = λ
r
i ξ(xj)
(i−r), λri =
{
i!
(i−r)!
0 ≤ r ≤ i
0 r > i
.
Via the projection g[t] → g[t]/tm+1, g[t] acts on O(Vm), and the invariant rings O(Vm)
g[t]
and O(Vm)
g[t]/tm+1 coincide.
The relevance of these invariant rings to our vertex algebra commutant problem is as
follows. The map (5.1) induces an action of g[t] on gr(S) by derivations of degree zero,
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defined on generators by
(6.2) ξtr(βxi ) = λ
r
iβ
ρ(ξ)(x)
i−r , ξt
r(γx
′
i ) = λ
r
iγ
ρ∗(ξ)(x′)
i−r .
The derivation ∂ on gr(S) is given by
(6.3) ∂βxi = β
x
i+1, ∂γ
x′
i = γ
x′
i+1.
There is an injective map of ∂-rings
(6.4) gr(Sg[t]) →֒ gr(S)g[t],
which is in general not surjective. Let R denote the image of (6.4), and suppose that
{ai|i ∈ I} is a collection of generators for R as a ∂-ring. By Lemma 3.1, any collection of
vertex operators {ai(z) ∈ S
g[t]| i ∈ I} such that di = deg(ai) and φdi(ai(z)) = ai, is a strong
generating set for Sg[t] as a vertex algebra.
By (6.2) and (6.1) the map Φ : gr(S) → O((V ⊕ V ∗)∞) defined on generators by
βxk 7→ x
(k), γx
′
k 7→ (x
′)(k),
is an isomorphism of g[t]-algebras. Moreover, Φ−1D ◦ Φ = ∂, so we have an isomorphism
of differential graded algebras gr(S)g[t] ∼= O((V ⊕ V ∗)∞)
g[t]. Since G is connected, O((V ⊕
V ∗)∞)
g[t] = O((V ⊕ V ∗)∞)
G∞ , and so we obtain the following lemma.
Lemma 6.1. gr(S)g[t] ∼= O((V ⊕ V ∗)∞)
G∞ as differential graded algebras.
In general, it is a very subtle problem to find generators for rings of the formO((U)∞)
G∞
for a G-representation U . There is a natural map
(6.5) O((U/G)∞)→ O(U∞)
G∞
which is not an isomorphism in general. We call U stable if the general G-orbit is closed
in U , and we call U coregular if U/G is smooth, equivalently; O(V )G is a polynomial ring.
The following result appears in [LSSI].
Theorem 6.2. LetG be a connected, reductive group, and letU be aG-representation which is sta-
ble and coregular, such that O(U) contains no nontrivial one-dimensional G-invariant subspaces.
Then (6.5) is an isomorphism. In particular, if O(U)G is generated by polynomials f1, . . . , fk,
O(U∞)
G∞ is generated by Di(f1), . . . , D
i(fk), for i ≥ 0.
7. THE MAIN EXAMPLE
We are interested in Com(Θ,S) = Sg[t] in the case where Θ is the image of V−n(sln) ⊗
V−n(sln) in S = S(V ), and V is the space of n × n matrices. First, we consider the
corresponding problem involving invariant differential operators. For j = 1, . . . , n, let
Wj = C
n, with basis {x1j , . . . , xnj}, so that V =
⊕n
j=1Wj . The Weyl algebra D = D(V )
has generators x′ij ,
∂
∂x′ij
, for i, j = 1, . . . , n. The left and right actions of GLn on V induce
algebra homomorphisms
(7.1) τ : U(gln)→ D, τ
′ : U(gln)→ D
such that ξ ∈ gln and η ∈ gln act on D by [τ(ξ),−] and [τ
′(η),−], respectively. It is well
known [GW] that, for the left action of GLn, D
GLn = τ ′(U(gln)), and for the right action
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of GLn, D
GLn = τ(U(gln)). Moreover, τ(U(glm)) and τ
′(U(gln)) form a pair of mutual
commutants inside D. It follows that
DGLn×GLn = τ(U(gln)) ∩ τ
′(U(gln)),
which is isomorphic to the center Z(gln) ⊂ U(gln), and is just the polynomial algebra
C[c1, . . . , cn]. Here ci = τ(ζi), where ζi is the ith Casimir in Z(gln). Note that ci has degree
2i in the Bernstein filtration and τ(Z(gln)) = τ
′(Z(gln)).
For n ≥ 2, DSLn×SLn is generated by c1, . . . , cn together with the n × n determinants
d = det[ ∂
∂x′ij
] and d′ = det[x′ij ]. This follows from Weyl’s first fundamental theorem of in-
variant theory for the standard representation of SLn [We], which shows thatD
SLn is gen-
erated byDGLn ∼= U(gln) together with d, d
′, and the fact that Z(gln) ∼= C[c1, . . . , cn]. More-
over, c2, . . . , cn lie in the center of D
SLn×SLn . Let d˜, d˜′, c˜1 . . . c˜n denote the corresponding
elements of gr(DSLn×SLn) ∼= O(V ⊕V ∗)SLn×SLn . The ideal of relations among d˜, d˜′, c˜1 . . . c˜n
is generated by a single relation of degree 2n of the form
(7.2) d˜d˜′ + p(c˜1 . . . c˜n) = 0,
for some polynomial p. We can write down a formula for p as follows. Recall that c˜k is
the trace of Xk, where X is the matrix whose ijth entry is τ(ξij). Clearly det(X) = d˜d˜
′.
Moreover, the determinant of any n × n matrix X can be expressed in terms of traces of
powers of X . This formula is called the Newton-Girard formula. Let E0(X) = 1 and, for
1 ≤ m ≤ n, define recursively
(7.3) Em(X) = −
(−1)m
m
m∑
k=1
tr(Xk)Em−k(X) .
Then det(X) = En(X). In particular, p contains a nontrivial multiple of c˜n, so c˜n can be
expressed as a polynomial in d˜, d˜′, c˜1 . . . c˜n−1. After eliminating c˜n, there are no relations
among d˜, d˜′, c˜1 . . . c˜n−1, so gr(D)
SLn×SLn = O(V ⊕ V ∗)SLn×SLn is a polynomial algebra.
Lemma 7.1. In the case where V is the space of n× n matrices and G = SLn × SLn, we have
O((V ⊕ V ∗)∞)
g[t] = O(((V ⊕ V ∗)/G)∞).
Proof. It is known that any G-representation of the form V ⊕ V ∗ is stable. Since G is
semisimple, O(V ⊕ V ∗) contains no nontrivial one-dimensional G-invariant subspaces.
Since O(V ⊕ V ∗)G is a polynomial algebra, the claim follows from Theorem 6.2. 
At the vertex algebra level, we obtain maps
(7.4) τˆ : V−n(sln)→ S, τˆ
′ : V−n(sln)→ S
corresponding to the left and right actions of SLn on V . In order to study Com(Θ,S) =
Sg[t] for g = sln ⊕ sln, we first consider the structure of gr(S)
g[t]. By Lemma 7.1, O((V ⊕
V ∗)∞)
g[t] is generated as a differential algebra byO(V ⊕V ∗)G, and sinceO(V ⊕V ∗)G is the
polynomial algebra with generators d˜, d˜′, c˜1, . . . , c˜n−1, it follows that O((V ⊕ V
∗)∞)
g[t] is
the polynomial algebra with generators ∂kd˜, ∂kd˜′, ∂kc˜1, . . . , ∂
k c˜n−1, for all k ≥ 0. Under the
isomorphism O((V ⊕ V ∗)∞)
g[t] ∼= gr(S)g[t], the generators d˜, d˜′, c˜1, . . . , c˜n−1 correspond to
generators for gr(S)g[t] as a differential algebra, which we also denote by d˜, d˜′, c˜1, . . . , c˜n−1.
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Lemma 7.2. In the case where V is the space of n × n matrices and G = SLn × SLn, the map
(6.4) is surjective, and is therefore an isomorphism.
Proof. We need to find vertex operators D,D′ of weight n/2 and C1, . . . , Cn−1 of weights
1, . . . , n− 1 in Sg[t], such that
(1) D,D′ lie in S
g[t]
(n) , and φn(D) = d˜, φn(D
′) = d˜′.
(2) For i = 1, . . . , n− 1, Ci ∈ S
g[t]
(2i), and φ2i(Ci) = c˜i.
In this notation, φr : S
g[t]
(r) → S
g[t]
(r) /S
g[t]
(r−1) ⊂ gr(S
g[t]) is the projection (3.4). Recall that
d′ ∈ DG is the n × n determinant of the matrix whose entries are the linear functions x′ij
on V . The corresponding element of gr(S)g[t] is the n×n determinant of the matrix whose
entries are γ
x′ij
0 . Letting D
′ be the vertex operator in S obtained from d′ by replacing γ
x′ij
0
with the vertex operator γx
′
ij , and replacing all products with iterated Wick products, it is
immediate that D′ is G-invariant. Moreover, D′ is g[t]-invariant because it only depends
on the γx
′
ij , and therefore can have no double contractions with the fields θξ for ξ ∈ g.
Therefore, D′ lies in Sg[t], and the fact that φn(D
′) = d˜′ is clear by construction. The vertex
operator D is defined in the same way with βxij playing the role of γx
′
ij , and the same
argument shows that D ∈ Sg[t] and φn(D) = d. We define
C1 =
n∑
i,j=1
: βxijγx
′
ij :,
which is easily seen to have the desired properties. Finally, since V−n(sln) has critical level,
the center of V−n(sln) has generators C˜2, . . . , C˜n corresponding to the center of U(sln). We
define Ci = τˆ(C˜i), which clearly lies in S
g[t] and satisfies φ2i(Ci) = c˜i. The existence of
these elements of Sg[t] implies that (6.4) is surjective, as claimed. 
It follows from Lemma 3.1 that {D,D′, C1, . . . , Cn−1} is a strong generating set for S
g[t].
Since C2, . . . , Cn−1 are normally ordered polynomials in the fields θ
ξ for ξ ∈ g, they lie
in the center of Sg[t]. This is analogous to the fact that c2, . . . , cn−1 lie in the center of
DG. Moreover, since gr(S)g[t] is a polynomial algebra with generators d˜, d˜′, c˜1, . . . , c˜n−1 and
their derivatives, there are no normally ordered polynomial relations among the vertex
operators D,D′, C1, . . . , Cn−1 and their derivatives. Thus, we have proved the following
theorem.
Theorem 7.3. For all n ≥ 2, Sg[t] is freely generated as a vertex algebra by {D,D′, C1, . . . , Cn−1}.
Wewrite down all nontrivial OPE relations in Sg[t] in the cases n = 2, 3, 4 for the sake of
concreteness. For general n, we are able to compute the leading terms.
(1) In the case n = 2, the generators are C1, D,D
′, which satisfy the OPE relations
C1(z)C1(w) ∼ −4(z − w)
−2 ,
C1(z)D(w) ∼ −2D(w)(z − w)
−1 ,
C1(z)D
′(w) ∼ 2D′(w)(z − w)−1 ,
D(z)D′(w) ∼ 2(z − w)−2 + C1(w)(z − w)
−1 .
Thus, Sg[t] is precisely the critical level affine vertex algebra V−2(sl2).
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(2) In the case n = 3, the generators are C1, C2, D,D
′, with nontrivial OPE relations
C1(z)C1(w) ∼ −9(z − w)
2 ,
C1(z)D(w) ∼ −3D(w)(z − w)
−1 ,
C1(z)D
′(w) ∼ 3D′(w)(z − w)−1 ,
D(z)D′(w) ∼ 6(z − w)−3 + 2C1(w)(z − w)
−2+
+
(
1
3
: C1(w)C1(w) : −
1
2
C2(w) + ∂C1(w)
)
(z − w)−1 .
We see that these are precisely the relations of the critical levelW
(2)
3 -algebra (2.11).
(3) In the case n = 4, the generators are C1, C2, C3, D,D
′, with nontrivial OPE relations
C1(z)C1(w) ∼ −16(z − w)
−1 ,
C1(z)D(w) ∼ −4D(w)(z − w)
−1 ,
C1(z)D
′(w) ∼ 4D′(w)(z − w)−1 ,
D(z)D′(w) ∼ 24(z − w)−4 + 6C1(w)(z − w)
−3+
+
(
− C2(w) +
3
4
: C1(w)C1(w) : +3∂C1(w)
)
(z − w)−2+
+
(
−
1
8
C3(w)−
1
4
: C2(w)C1(w) : +
1
16
: C1(w)C1(w)C1(w) : +
+
3
4
: C1(w)∂C1(w) : +∂
2C1(w)
)
(z − w)−1 .
We see that these are precisely the relations of the critical levelW
(2)
4 -algebra (2.12).
(4) For general n, the generators are C1, . . . , Cn−1, D,D
′, with nontrivial OPE relations
C1(z)C1(w) ∼ −n
2(z − w)−1 ,
C1(z)D(w) ∼ −nD(w)(z − w)
−1 ,
C1(z)D
′(w) ∼ nD′(w)(z − w)−1 ,
D(z)D′(w) ∼ n!(z − w)−n + (n− 1)!C1(w)(z − w)
−(n−1) + ... .
We remark that also in [FS], only the leading OPEs of theW
(2)
n -algebra for n > 4were
computed. At critical level they agree with our computations. This leads us to the
following conjecture.
Conjecture 7.4. The commutant C = Com(A,W) is isomorphic to the W
(2)
n -algebra at critical
level.
Remark 7.5. The center Z(C) is freely generated by {C2, . . . , Cn}, where Cn = τˆ (C˜n) can be
expressed as a normally ordered polynomial in {D,D′, C1, . . . , Cn−1}, and their derivatives. In
particular, Z(C) is isomorphic to the center Z(V−n(sln)). Assuming thatW
(2)
n can be realized as
a quantum reduction of Vk(sln), this is consistent with Arakawa’s result [A] that, at critical level
k = −h∨, Z(Vk(g)) is isomorphic to the center Z(Wk(g, f)) for any simple g and any nilpotent
element f ∈ g.
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8. THE REPRESENTATION THEORY OF C
Given a representation V of a connected, reductive group G, recall that we have a com-
mutative diagram
Sg[t] →֒ S
↓pi ↓piZhu
DG →֒ D
,
where π is the restriction of πZhu : S(V )→ D(V ).
Theorem 8.1. Suppose that O((V ⊕ V ∗)∞)
G∞ ∼= O(((V ⊕ V ∗)/G)∞) and that the map (6.4) is
surjective. Then the Zhu algebra A(Sg[t]) is isomorphic to DG and the map π above is surjective.
Proof. Fix a generating set {f1, . . . , fr} for D
G such that fi ∈ D
G
(di)
\ DG(di−1), which under
the above hypotheses corresponds to a strong generating set {f1(z), . . . , fr(z)} for S
g[t] as
a vertex algebra. Without loss of generality, we may assume that fi(z) ∈ S
g[t]
(di)
\ S
g[t]
(di−1)
.
Then A(Sg[t]) is generated by {f˜1, . . . , f˜r} where f˜i = πZhu(fi(z)).
Clearly, π(fi(z)) = fi up to corrections of lower degree in the Bernstein filtration, and so,
by induction on degree, we see that π is surjective. The inclusion Sg[t] →֒ S induces a map
of Zhu algebras h : A(Sg[t]) → A(S) = D whose image is clearly DG since h(f˜i) = fi up
to lower order corrections. We claim that h has trivial kernel, and is therefore an isomor-
phism from A(Sg[t]) to DG. To see this, let r ∈ Ker(h) be an element of degree d, regarded
as a polynomial among the f˜i’s. Under h, it maps to a relation in D
G whose leading term
is the same, with f˜i replaced by fi. There is an analogous relation r(z) ∈ S
g[t], which is
obtained up to lower order correction by replacing each fi with fi(z) and replacing ordi-
nary products with Wick products. Since r(z) is identically zero, and πZhu(r(z)) ∈ A(S
g[t]
has the same leading term as r, the claim follows by induction on degree. 
It follows that in the case where G = SLn × SLn and V is the space of n × n matri-
ces, A(Sg[t]) = DG. Thus, the irreducible, admissible modules over C = Com(A,W) are
precisely the irreducible DG-modules. The structure and representation theory of rings of
invariant differential operators is an important classical problem. In general, it is believed
that these algebras have many features in common with universal enveloping algebras.
They have been well studied in the case where G is abelian [MV], but much less is known
for nonabelian groups. The first step in this direction was taken by Schwarz [Sch] in the
case where G = SL3 and V is the adjoint module.
In our case, where V is the space of n × n matrices and G = SLn × SLn, D
G is closely
related to U(sl2). It will be convenient to work with the generating set d, d
′, c1, . . . , cn for
DG, which satisfy relations
(8.1) dd′ + P (c1, . . . , cn) = 0, d
′d+Q(c1, . . . , cn) = 0.
Here P and Q are inhomogeneous polynomials whose leading terms coincide with the
polynomial p given by (7.2). Modulo an explicit formula for P and Q, we will classify
the irreducible, finite dimensional modules over DG. These modules are in one-to-one
correspondence with the irreducible, admissible C-modulesM =
⊕
k≥0Mk for which each
Mk is finite dimensional. In the cases n = 2, 3, 4, we will write down P and Q, giving an
explicit classification of such modules in these cases.
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First, we define a notion of Verma module for DG. Recall that the center Z(DG) ⊂ DG
is generated by c2, . . . , cn. Let A ⊂ D
G be the subalgebra generated by d′, c1, . . . , cn. Fix
a ∈ C and a central character λ given by λ(ci) = λi for i = 2, . . . , n, and let Ca,λ be the
one-dimensional A-module with basis va,λ on which d
′ acts by zero, c1 acts by a · id, and
ci acts by λi · id, for i = 2, . . . , n. Let
Va,λ = D
G ⊗A Ca,λ,
which is the DG-module spanned by elements of the form dkva,λ, k ≥ 0. Note that ci acts
by λi on Va,λ for i = 2, . . . , n, and Va,λ =
⊕
k∈Z Va,λ[a − kn], where Va,λ[a − kn] is spanned
by dkva,λ and c1 has eigenvalue a− kn on Va,λ[a− kn].
In order for Va,λ to be irreducible of dimensionm <∞, we need d
mvλ = 0 and d
m−1vλ 6=
0. Moreover, we need (d′)m−1dm−1va,λ = cva,λ for some c 6= 0. We have
dd′va,λ = −P (c1, . . . , cn)va,λ = 0 ,
d′dmva,λ = (d
′d)dm−1va,λ = −Q(c1, . . . , cn)d
m−1va,λ = 0 ,
(8.2)
which gives the following algebraic conditions on a and λ:
(8.3) P (a, λ2, . . . , λn) = 0, Q(a− n(m− 1), λ2, . . . , λn) = 0.
The condition (d′)m−1dm−1va,λ = cva,λ implies that
(8.4)
m∏
i=2
Q(a− n(m− i), λ2, . . . , λn) 6= 0,
which implies that Q(a− n(m− i), λ2, . . . , λn) 6= 0 for all i = 2, . . . , m.
In the next three subsections, we write down the polynomials P and Q explicitly in the
cases n = 2, 3, 4. First, we fix once and for all generators D,D′, C1, . . . , Cn for S
g[t] in these
cases. In terms of the usual root bases for sln, the generators Ci for i = 2, . . . , n are written
down in the Appendix. With these choices, we take di = πZhu(Di), d
′
i = πZhu(D
′
i), and
ci = πZhu(Ci) to be our generators for D
G. For i = 1, 2, ci agrees with our previous choice
ci = τ(ζi) up to scalar multiples, and for i ≥ 3, ci agrees with a multiple of τ(ζi) up to
lower order corrections in the Bernstein filtration.
The case n = 2. The generators D,D′, C1, C2 of S
g[t] satisfy the following normally or-
dered polynomial relations:
: DD′ : +
1
2
C2 −
1
4
: C1C1 : −
1
2
∂C1 = 0,
: D′D : +
1
2
C2 −
1
4
: C1C1 : +
1
2
∂C1 = 0.
Applying the Zhu map yields the following relations among the generators d, d′, c1, c2 ∈
DG:
dd′ +
1
2
c2 −
1
4
c21 −
3
2
c1 − 2 = 0,
d′d+
1
2
c2 −
1
4
c21 −
1
2
c1 = 0,
so we have P = 1
2
c2−
1
4
c21−
3
2
c1− 2 andQ =
1
2
c2−
1
4
c21−
1
2
c1. We see that D
G ∼= U(sl2)with
[c1, d
′] = 2d′, [c1, d] = −2d, and [d, d
′] = c1 + 2. The conditions (8.3) in this case are
1
2
λ2 −
1
4
a2 −
3
2
a− 2 = 0,
18
12
λ2 −
1
4
(a− 2m+ 2)2 −
1
2
(a− 2m+ 2) = 0,
from which we obtain a = −3 +m and λ2 =
1
2
(m2 − 1). The condition (8.4) is empty in
this case, and we obtain the usual classification of finite dimensional sl2-modules.
The case n = 3. The relations among the generators D,D′, C1, C2, C3 of S
g[t] are
: DD′ : −
1
27
C3 +
1
6
: C2C1 : −
1
27
: C1C1C1 : −
1
3
: ∂C1C1 : −
1
3
∂2C1 = 0,
: D′D : −
1
27
C3 +
1
6
: C2C1 : −
1
27
: C1C1C1 : +
1
3
: ∂C1C1 : −
1
2
∂C2 −
1
3
∂2C1 = 0.
The corresponding relations in DG are
dd′ −
1
27
c3 +
1
6
c2c1 −
1
27
c31 +
3
2
c2 −
2
3
c21 −
11
3
c1 − 6 = 0,
d′d−
1
27
c3 +
1
6
c2c1 −
1
27
c31 + c2 −
1
3
c21 −
2
3
c1 = 0,
so
P = −
1
27
c3 +
1
6
c2c1 −
1
27
c31 +
3
2
c2 −
2
3
c21 −
11
3
c1 − 6 ,
Q = −
1
27
c3 +
1
6
c2c1 −
1
27
c31 + c2 −
1
3
c21 −
2
3
c1 .
The conditions (8.3) in this case are
−
1
27
λ3 +
1
6
λ2a−
1
27
a3 +
3
2
λ2 −
2
3
a2 −
11
3
a− 6 = 0,
−
1
27
λ3 +
1
6
λ2(a− 3m+ 3)−
1
27
(a− 3m+ 3)3 −
1
3
(a− 3m+ 3)2 + λ2 −
2
3
(a− 3m+ 3) = 0.
This yields
λ2 =
2
3
(33+12a+a2−18m−3am+3m2), λ3 = (9+a)(81+27a+2a
2−54m−9am+9m2),
where a can be arbitrary. Finally, condition (8.4) implies that for each fixed m, a finite set
of values of a, λ must be excluded in order for Va,λ to be irreducible. For example, for
i = 2 ≤ mwe solve
−
1
27
λ3 +
1
6
λ2(a− 3m+3i)−
1
27
(a− 3m+3i)3−
1
3
(a− 3m+3i)2 + λ2−
2
3
(a− 3m+3i) 6= 0
to obtain
(a, λ2, λ3) 6= (−7 + 2m,
2
3
(−2−m+m2),−2(10 + 3m− 6m2 +m3)),
and for i = 3 ≤ mwe obtain
(a, λ2, λ3) 6= (−8 + 2m,
2
3
(1− 2m+m2),−7− 6m+ 15m2 − 2m3).
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The case n = 4. The relations among the generators D,D′, C1, C2, C3, C4 of S
g[t] are
: DD′ : −
1
256
C4 +
1
32
: C1C3 : +
1
32
: C2C1C1 : −
1
256
: C1C1C1C1 : +
1
8
: ∂C1C2 :
−
3
32
: ∂C1C1C1 : −
1
4
: ∂2C1C1 : −
3
16
: ∂C1∂C1 : −
1
4
∂3C1 = 0,
: D′D : −
1
256
C4 +
1
32
: C1C3 : +
1
32
: C2C1C1 : −
1
256
: C1C1C1C1 : −
1
8
∂C3 −
1
8
: ∂C1C2 :
−
1
4
: C1∂C2 : +
3
32
: ∂C1C1C1 : +
1
2
∂2C2 −
1
4
: ∂2C1C1 : −
3
16
: ∂C1∂C1 : +
1
4
∂3C1 = 0.
Applying the Zhu map yields
dd′ −
1
256
c4 +
1
32
c1c3 +
1
32
c2c
2
1 −
1
256
c41 +
1
2
c3 +
7
8
c2c1 −
5
32
c31 + 6c2 −
35
16
c21 −
25
2
c1 − 24 = 0,
d′d−
1
256
c4 +
1
32
c1c3 +
1
32
c2c
2
1 −
1
256
c41 +
3
8
c3 +
5
8
c1c2 −
3
32
c31 + 3c2 −
11
16
c21 −
3
2
c1 = 0,
so we have
P = −
1
256
c4 +
1
32
c1c3 +
1
32
c2c
2
1 −
1
256
c41 +
1
2
c3 +
7
8
c2c1 −
5
32
c31 + 6c2 −
35
16
c21 −
25
2
c1 − 24,
Q = −
1
256
c4 +
1
32
c1c3 +
1
32
c2c
2
1 −
1
256
c41 +
3
8
c3 +
5
8
c1c2 −
3
32
c31 + 3c2 −
11
16
c21 −
3
2
c1.
Conditions (8.3) in this case are
−
1
256
λ4 +
1
32
aλ3 +
1
32
λ2a
2 −
1
256
a4 +
1
2
λ3 +
7
8
λ2a−
5
32
a3 + 6λ2 −
35
16
a2 −
25
2
a− 24 = 0,
−
1
256
λ4+
1
32
λ3(a−4m+4)+
1
32
λ2(a−4m+4)
2−
1
256
(a−4m+4)4+
3
8
λ3+
5
8
λ2(a−4m+4)
−
3
32
(a− 4m+ 4)3 + 3λ2 −
11
16
(a− 4m+ 4)2 −
3
2
(a− 4m+ 4) = 0.
We obtain
λ3 =
1
2
(800+280a+30a2+a3−56λ2−4aλ2−560m−120am−6a
2m+8λ2m+160m
2+16am2−16m3),
(8.5) λ4 = (16 + a)(16 + a− 4m)(176 + 48a+ 3a
2 − 8λ2 − 96m− 12am+ 16m
2),
where a and λ2 can be arbitrary. Finally, condition (8.4) is
−
1
256
λ4+
1
32
λ3(a−4m+4i)+
1
32
λ2(a−4m+4i)
2−
1
256
(a−4m+4i)4+
3
8
λ3+
5
8
λ2(a−4m+4i)
(8.6) −
3
32
(a− 4m+ 4i)3 + 3λ2 −
11
16
(a− 4m+ 4i)2 −
3
2
(a− 4m+ 4i) 6= 0
for i = 2, . . . , m, which eliminates an algebraic subvariety of dimension one. It follows
that the set of (a, λ)which satisfy (8.5) will also satisfy (8.6) generically.
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9. APPENDIX
In this Appendix, we write down explicit formulas for C2, . . . , Cn in the case n = 3
and n = 4. We work in the standard root bases of sl3 and sl4, where L
ij corresponds to
the matrix Eij for i 6= j, and L
Hi corresponds to E11 − Ei+1,i+1. These calculations were
performed using the Mathematica package of K. Thielemans [T].
In the case n = 3, we have
C2 =: L
12L21 : + : L21L12 : + : L13L31 : + : L31L13 : + : L23L32 : + : L32L23 :
+2/3 : LH1LH1 : −2/3 : LH1LH2 : +2/3 : LH2LH2 :
C3 = −27 : L
12L23L31 : −27 : L13L21L32 : −18 : L13L31LH1 : +9 : L23L32LH1 :
−18 : L12L21LH2 : +9 : L23L32LH2 : +9 : L12L21LH1 : +9 : L13L31LH2 :
−3 : LH1LH1LH2 : −3 : LH1LH2LH2 : +2 : LH1LH1LH1 : +2 : LH2LH2LH2 :
−27 : L13∂L31 : −27 : L23∂L32 : −27 : L32∂L23 : −9 : LH1∂LH1 : +9 : LH1∂LH2 : +18 : LH2∂LH1 :
−18 : LH2∂LH2 : +9/2∂2LH1 + 9/2∂2LH2 .
In the case n = 4, we have
C2 =: L
12L21 : + : L21L12 : + : L13L31 : + : L31L13 : + : L14L41 : + : L41L14 :
+ : L23L32 : + : L32L23 : + : L24L42 : + : L42L24 : + : L34L43 : + : L43L34 :
+3/4 : LH1LH1 : +3/4 : LH2LH2 : +3/4 : LH3LH3 : −1/2 : LH1LH2 : −1/2 : LH1LH3 : −1/2 : LH2LH3 :
C3 = −4 : L
12L21LH1 : +4 : L12L21LH2 : +4 : L12L21LH3 : +8 : L12L23L31 :
+8 : L12L24L41 : +8 : L13L21L32 : +4 : L13L31LH1 : −4 : L13L31LH2 :
+4 : L13L31LH3 : +8 : L13L34L41 : +8 : L14L21L42 : +8 : L14L31L43 :
+4 : L14L41LH1 : +4 : L14L41LH2 : −4 : L14L41LH3 : −4 : L23L32LH1 :
−4 : L23L32LH2 : +4 : L23L32LH3 : +8 : L23L34L42 : +8 : L24L32L43 :
−4 : L24L42LH1 : +4 : L24L42LH2 : −4 : L24L42LH3 : +4 : L34L43LH1 :
−4 : L34L43LH2 : −4 : L34L43LH3 : − : LH1LH1LH1 : + : LH1LH1LH2 :
+ : LH1LH1LH3 : + : LH1LH2LH2 : −2 : LH1LH2LH3 : + : LH1LH3LH3 :
− : LH2LH2LH2 : + : LH2LH2LH3 : + : LH2LH3LH3 : − : LH3LH3LH3 :
+8 : L13∂L31 : +16 : L14∂L41 : +8 : L23∂L32 : +8 : L32∂L23 : +16 : L24∂L42 : +8 : L42∂L24 :
+16 : L34∂L43 : +16 : L43∂L34 : +4 : LH1∂LH1 : −4 : LH1∂LH3 : −4 : LH2∂LH1 : +8 : LH2∂LH2 :
−4 : LH2∂LH3 : −4 : LH3∂LH1 : −8 : LH3∂LH2 : +12 : LH3∂LH3 : −4∂2LH2 − 4∂2LH3 ,
C4 = −16 : L
12L21LH1LH1 : +32 : L12L21LH1LH2 : +32 : L12L21LH1LH3 : +48 : L12L21LH2LH2 :
−160 : L12L21LH2LH3 : +48 : L12L21LH3LH3 : +64 : L12L23L31LH1 : +64 : L12L23L31LH2 :
−192 : L12L23L31LH3 : −256 : L12L23L34L41 : −256 : L12L24L31L43 : +64 : L12L24L41LH1 :
−192 : L12L24L41LH2 : +64 : L12L24L41LH3 : +256 : L12L34L21L43 : +64 : L13L21L32LH1 :
+64 : L13L21L32LH2 : −192 : L13L21L32LH3 : +256 : L13L24L31L42 : −256 : L13L24L41L32 :
+48 : L13L31LH1LH1 : +32 : L13L31LH1LH2 : −160 : L13L31LH1LH3 : −16 : L13L31LH2LH2 :
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+32 : L13L31LH2LH3 : +48 : L13L31LH3LH3 : −256 : L13L34L21L42 : −192 : L13L34L41LH1 :
+64 : L13L34L41LH2 : +64 : L13L34L41LH3 : −256 : L14L21L32L43 : +64 : L14L21L42LH1 :
−192 : L14L21L42LH2 : +64 : L14L21L42LH3 : −256 : L14L23L31L42 : +256 : L14L23L41L32 :
−192 : L14L31L43LH1 : +64 : L14L31L43LH2 : +64 : L14L31L43LH3 : +48 : L14L41LH1LH1 :
−160 : L14L41LH1LH2 : +32 : L14L41LH1LH3 : +48 : L14L41LH2LH2 : +32 : L14L41LH2LH3 :
−16 : L14L41LH3LH3 : −16 : L23L32LH1LH1 : −32 : L23L32LH1LH2 : +32 : L23L32LH1LH3 :
−16 : L23L32LH2LH2 : +32 : L23L32LH2LH3 : +48 : L23L32LH3LH3 : +64 : L23L34L42LH1 :
+64 : L23L34L42LH2 : +64 : L23L34L42LH3 : +64 : L24L32L43LH1 : +64 : L24L32L43LH2 :
+64 : L24L32L43LH3 : −16 : L24L42LH1LH1 : +32 : L24L42LH1LH2 : −32 : L24L42LH1LH3 :
+48 : L24L42LH2LH2 : +32 : L24L42LH2LH3 : −16 : L24L42LH3LH3 : +48 : L34L43LH1LH1 :
+32 : L34L43LH1LH2 : +32 : L34L43LH1LH3 : −16 : L34L43LH2LH2 : −32 : L34L43LH2LH3 :
−16 : L34L43LH3LH3 : −3 : LH1LH1LH1LH1 : +4 : LH1LH1LH1LH2 : +4 : LH1LH1LH1LH3 :
+14 : LH1LH1LH2LH2 : −20 : LH1LH1LH2LH3 : +14 : LH1LH1LH3LH3 : +4 : LH1LH2LH2LH2 :
−20 : LH1LH2LH2LH3 : −20 : LH1LH2LH3LH3 : +4 : LH1LH3LH3LH3 : −3 : LH2LH2LH2LH2 :
+4 : LH2LH2LH2LH3 : +14 : LH2LH2LH3LH3 : +4 : LH2LH3LH3LH3 : −3 : LH3LH3LH3LH3 :
+64 : L12L21∂LH1 : +64 : L12L21∂LH2 : −192 : L12L21∂LH3 : +64 : L13∂L31LH1 :
+64 : L13L31∂LH1 : +64 : L13∂L31LH2 : +64 : L13L31∂LH2 : −192 : L13∂L31LH3 :
−192 : L13L31∂LH3 : −128 : L14∂L41LH1 : +64 : L14L41∂LH1 : −128 : L14∂L41LH2 :
−192 : L14L41∂LH2 : +128 : L14∂L41LH3 : +64 : L14L41∂LH3 : +64 : ∂L23L32LH1 :
+64 : L23∂L32LH1 : +64 : L23L32∂LH1 : +64 : ∂L23L32LH2 : +64 : L23∂L32LH2 :
+64 : L23L32∂LH2 : −192 : ∂L23L32LH3 : −192 : L23∂L32LH3 : −192 : L23L32∂LH3 :
+64 : ∂L24L42LH1 : +128 : L24∂L42LH1 : +64 : L24L42∂LH1 : −192 : ∂L24L42LH2 :
−128 : L24∂L42LH2 : −192 : L24L42∂LH2 : +64 : ∂L24L42LH3 : +128 : L24∂L42LH3 :
+64 : L24L42∂LH3 : −128 : ∂L34L43LH1 : −128 : L34∂L43LH1 : −192 : L34L43∂LH1 :
+128 : ∂L34L43LH2 : +128 : L34∂L43LH2 : +64 : L34L43∂LH2 : +128 : ∂L34L43LH3 :
+128 : L34∂L43LH3 : +64 : L34L43∂LH3 : −256 : L12L24∂L41 : −256 : L13∂L34L41 :
−256 : L13L34∂L41 : −256 : L14L21∂L42 : −256 : L14∂L31L43 : −256 : L14L31∂L43 :
−256 : ∂L23L34L42 : −256 : L23∂L34L42 : −256 : L23L34∂L42 : −256 : ∂L24L32L43 :
−256 : L24∂L32L43 : −256 : L24L32∂L43 : +40 : ∂LH1LH1LH1 : −48 : ∂LH1LH1LH2 :
−8 : LH1LH1∂LH2 : −48 : ∂LH1LH1LH3 : −56 : LH1LH1∂LH3 : −24 : ∂LH1LH2LH2 :
−16 : LH1∂LH2LH2 : −24 : ∂LH1LH3LH3 : −48 : LH1∂LH3LH3 : +144 : ∂LH1LH2LH3 :
+112 : LH1∂LH2LH3 : +80 : LH1LH2∂LH3 : +56 : ∂LH2LH2LH2 : −80 : ∂LH2LH2LH3 :
−56 : LH2LH2∂LH3 : −72 : ∂LH2LH3LH3 : −48 : LH2∂LH3LH3 : +72 : ∂LH3LH3LH3 :
−256 : L14∂2L41 : −256 : ∂L24∂L42 : −256 : L24∂2L42 : −256 : ∂2L34L43 :
−512 : ∂L34∂L43 : −256 : L34∂2L43 : −16 : ∂LH1∂LH1 : −64 : ∂2LH2LH2 :
−80 : ∂LH2∂LH2 : −192 : ∂2LH3LH3 : −144 : ∂LH3∂LH3 : −96 : ∂LH1∂LH2 :
−64 : LH1∂2LH2 : +96 : ∂LH1∂LH3 : +64 : LH1∂LH3 : +192 : ∂2LH2LH3 :
+288 : ∂LH2∂LH3 : +64 : LH2∂2LH3 : −64∂3LH1 − 64∂3LH2 + 192∂3LH3 .
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