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ABSTRACT. In precedenza [12] e´ stata studiata l’ applicabilita´ del metodo di Douglas-
Peucker alla compressione nell’ ambito del reverse engineering proponendo diverse modi-
fiche alla sua implementazione al fine di renderlo piu´ adatto alle caratteristiche del contesto
in esame introducendo una prima formulazione dell’ analisi multirisolutiva basata su tale
metodo e sul modello impiegato per le wavelets.
Nell’ ambito della compressione applicata a curve e superfici sono stati presentati in let-
teratura differenti approcci basati su modelli geometrici e/o numerici [3, 4, 6, 8, 9, 10,
13, 14, 15] anche se a tutt’ oggi manca un metodo di validita´ generale. Questo e´ dovuto
essenzialmente alla diversita´ della struttuta dei dati da trattare (dataset 2D/3D vettoriali,
raster, manifold, non-manifold, etc, etc), ai differenti vincoli imposti dal contesto applica-
tivo e, non per ultimi, ai limiti in termini di costo computazionale, tempo e tecnologie
hardware/software.
L’ introduzione di nuove metodologie che forniscono volumi di dati non compatibili con
gli attuali strumenti informatici, insieme alle difficolta´ sopra esposte, ha accresciuto l’ in-
teresse per la compressione portando a una sostanziale rilettura della sua importanza in
ogni campo applicativo real-time [16].
In questo rapporto, partendo dal criterio di ordinamento gerarchico trattato in [3], pro-
porremo due metodi numerici di compressione, con forti legami geometrici con la dis-
tribuzione dei punti del dataset, per insiemi di dati ottenuti dalla digitalizzazione di oggetti
tridimensionali. Si evidenziera´ inoltre l’ importanza per la compressione della parametriz-
zazione associata ad ogni insieme di dati discreto e della norma per la valutazione dell’
errore commesso nell’ approssimare l’ insieme originario con un dataset costituito da un
minore numero di punti.
I metodi di compressione e analisi multirisolutiva basati sulla teoria delle wavelets non
sono stati impiegati direttamente al caso dei dati in esame poiche´ accompagnati da ripo-
sizionamento dei punti. Infatti questo vincolo non permette di applicare direttamente tali
metodi rappresentando un’ ipotesi che non puo´ essere indebolita nell’ ambito del reverse
engineering. Naturalmente questo non pregiudica il loro legame con le tematiche utilizzate
e riconducibili ai seguenti temi di ricerca:
• teoria dell’ approssimazione lineare e non-lineare [11, 18],
• teoria dell’ analisi di Fourier e wavelets [3, 18],
• teoria dell’ approssimazione numerica [2].
1. Introduzione
La quantita´ dei dati memorizzati, trasmessi e gestiti dagli attuali elaboratori ha subito un
aumento esponenziale negli ultimi decenni dovuto all’ utilizzo di sistemi multimediali in
differenti contesti applicativi e allo sviluppo delle applicazioni web. Si pensi ad esempio
alla visualizzazione di dati geografici o medici in cui viene spesso utilizzata una struttura
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client-server in cui un server remoto mantiene l’ insieme dei dati che vengono visualiz-
zati e analizzati dai client locali. Per ottimizzare e rendere piu´ veloci le operazioni di
browsing e analisi e´, in generale, sufficiente generare una loro rappresentazione a bassa
risoluzione mantenendo soltanto le caratteristiche peculiari quali bordi, isolinee, etc, etc.
Appare pertanto chiara la necessita´ di fornire rappresentazioni adattive in modo tale che
la ricostruzione geometrica dei dati, effettuata attraverso spezzate poligonali e mesh trian-
golari, possa essere definita progressivamente in funzione delle necessita´ dell’ utente, dei
limiti hardware e software degli elaboratori e della rete, mantenendo sempre una loro rap-
presentazione significativa. Viene cosı´ gestito un trasferimento incrementale dei dati dove
l’ invio di un’ approssimazione a basso dettaglio e´ seguita da raffinamenti successivi.
La possibilita´ di ottenere alti tassi di compressione mantenendo un buon livello di approssi-
mazione e´ strettamente legata all’ utilizzo di informazione correlata, o equivalentemente
rindondante, vincolata alla richiesta di poter passare in tempo reale dall’ insieme dei dati
originari a una generica rappresentazione compressa. Tra i differenti tipi di correlazione i
principali sono:
• correlazione spaziale in cui e´ possibile prevedere il valore di un pixel, o la col-
locazione spaziale di un punto per dati vettoriali, valutando quelli presenti in un
suo intorno,
• correlazione spettrale in cui viene utilizzata la continuita´ della Trasformata di
Fourier di un segnale per stabilire, in analogia con il caso precedente, un legame
tra una frequenza e quelle ad essa correlate,
• correlazione temporale basata sulla variazione minima che si evidenzia tra frame
consecutivi in video digitali.
L’ utilizzo di insiemi di dati compressi, in cui e´ stata eliminata o almeno ridotta la corre-
lazione, garantisce una minore quantita´ di memoria per la loro conservazione, un utilizzo
inferiore di CPU per la loro trattazione (visualizzazione, triangolazione, morphing, etc,
etc) e un minor tempo per la trasmissione.
L’ impiego di metodi di compressione interessa pertanto differenti campi quali l’ analisi
del suono, delle immagini, la computer graphics e puo´ essere studiata utilizzando vari ap-
procci sulla base delle caratteristiche e dei vincoli del contesto in esame.
Gli approcci di maggiore utilizzo sono geometrico e numerico: per il primo, vengono
sfruttate le informazioni direttamente dedotte dalla distribuzione dei dati e le eventuali re-
lazioni topologiche sopra definite mentre, il secondo, si basa sulla valutazione dell’ errore
introdotto dall’ impiego di una descrizione dell’ insieme originario a piu´ bassa risoluzione.
L’ utilizzo di due approcci e´ dovuta principalmente
• al fatto che il modello geometrico, pur garantendo un minor costo computazionale
rispetto a quello numerico, non e´ sempre definito in modo completo come quest’
ultimo,
• alla diversa struttura dei dati, ovvero, di tipo vettoriale per la computer graphics
e raster per l’ analisi delle immagini.
Proporremo in questo rapporto un modello numerico per la compressione di un insieme
di dati vettoriali ottenuti dalla digitalizzazione di oggetti tridimensionali con i seguenti
vincoli:
• mantenimento di un sottoinsieme di dati di quello iniziale senza riposiziona-
mento dei punti,
• costo computazionale e risultati confrontabili con quelli ottenuti dall’ applicazione
dell’ algoritmo di Douglas-Peucker.
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Il metodo di compressione studiato sara´ di base per l’ analisi multirisolutiva utilizzata per
fornire descrizioni differenziate dell’ insieme dei dati, attraverso diversi livelli di dettaglio,
in modo tale che questi possano essere analizzati in base alle necessita´ dell’ utente per-
mettendo l’ estrazione dell’ informazione associata (i.e vincoli di forma, tematismi, etc,
etc).
2. Rappresentazione dei dati (caso unidimensionale)
In questa sezione tratteremo la costruzione delle rappresentazioni sparse dei segnali e degli
operatori che sara´ alla base del metodo di compressione proposto. L’ idea e´ di rappre-
sentare i dati utilizzando un’ opportuna base matematica in modo tale che questa nuova
rappresentazione metta in evidenza il loro grado di correlazione. Con questo intendiamo
che e´ possibile considerare nulli, ovvero poco significativa l’ informazione ad essi asso-
ciata, i coefficienti di modulo inferiore a una tolleranza scelta relativamente al livello di
approssimazione che si vuole ottenere.
L’ utilizzo di una rappresentazione sparsa oltre che caratterizzare la compressione e l’ ap-
prossimazione attraverso l’ impiego di un minor numero di parametri permette anche di
ridurre la complessita´ dei problemi di classificazione e di identificazione per ampi insiemi
di dati.
Introdotte le idee di base definiamo il metodo limitandoci al caso di segnali unidimension-
ali che verra´ generalizzato nell’ ipotesi di dati vettoriali nelle sezioni 8 e seguenti.
Siano {ui : [0, 1] 7→ R}mi=0 (m + 1) funzioni linearmente indipendenti in [0, 1] e indichi-
amo con
(1) S := span{ui(t) : i = 0, . . . ,m} =
{
m∑
i=0
ciui(t) : (ci)mi=0 ∈ Rm+1
}
lo spazio vettoriale generato su cui e´ definito un prodotto scalare
< , >: S × S 7→ R
dove ‖ ‖ rappresenta la norma indotta (i.e. ‖x‖ := √< x, x >, ∀x ∈ S).
Supporremo che (S,<,>) sia uno spazio di Hilbert.
Ogni elemento f ∈ S e´ rappresentabile in modo unico come:
(2) f(t) =
m∑
i=0
ciui(t) ∀t ∈ [0, 1]
dove l’ insieme dei dati associato a f e´ costituito dai coefficienti (ci)mi=0 ∈ Rm+1 che
esprimono il segnale in funzione della base di S.
Lo scopo della compressione e´ di descrivere f utilizzando un minore numero di dati va-
lutando la perdita di informazione ottenuta. Piu´ precisamente, scelta una tolleranza ²,
vogliamo determinare una nuova base (u˜i)mi=0 di S e una funzione
(3) fm˜(t) =
m˜∑
i=0
c˜iu˜i(t)
tale che m˜ ≤ m e ²(S, m˜) := ‖f − fm˜‖2 ≤ ².
Tra i differenti metodi che possono essere impiegati ci occuperemo di quelli di proiezione
e riordinamento gerarchico della base valutando la loro applicabilita´ alla compressione di
dati vettoriali relativamente alle limitazioni imposte e descritte nella precedente sezione.
4 GIUSEPPE PATANE`
3. Approssimazione e riordinamento gerarchico
Un primo modo di procedere e´ ottenuto applicando la teoria dei minimi quadrati a
partire da una base ortonormale di S (i.e S = span{u˜i : i = 0, . . . ,m}, < u˜i, u˜j >=
δij , ∀i, j = 0, . . . ,m).
In tali ipotesi un’ approssimazione lineare di f e´ ottenuta considerando (m˜+1) coefficienti
(< f, u˜i >)m˜i=0 ovvero scegliendo
(4) fm˜ = PSm˜f =
m˜∑
i=0
< f, u˜i > u˜i
con
PSm˜ : S 7→ Sm˜
proiezione ortogonale di S su Sm˜ definita in modo unico dalla condizione
‖f − PSm˜f‖ = min
g∈Sm˜
{‖f − g‖}.1
Dalle relazioni precedenti otteniamo che l’ errore commesso nell’ approssimare f con fm˜
e´ dato da
(5) ²(S, m˜) = ‖f − PSm˜f‖2 =
m∑
i=m˜+1
| < f, u˜i > |2.
Tale rappresentazione e´ efficiente se la funzione ²(S, m˜) ha un alto decadimento al crescere
di m˜, o equivalentemente, se < f, u˜i > tende a zero ”velocemente” rispetto a i. Appare
pertanto chiaro che il livello di approssimazione ottenibile dipende dalla base di S rispetto
al segnale f .
Per minimizzare ²(S, m˜), rispetto a un dato tasso di compressione m˜, consideriamo il
segnale
fm˜ =
∑
i∈Im˜
< f, u˜i > u˜i
dove Im˜ rappresenta un sottinsieme di {0, . . . ,m} costituito da (m˜+1) elementi (distinti).
Poiche´ ‖f − fm˜‖2 =
∑
i/∈Im˜ | < f, u˜i > |2, la migliore approssimazione fm˜ di f che puo´
essere costruita con (m˜+ 1) coefficienti e´ ottenuta selezionando per Im˜ gli indici per cui i
coefficienti < f, u˜i > hanno valore massimo in modulo. In tal modo e´ sufficiente ordinare
i valori
ci :=< f, u˜i >
in ordine descrescente rispetto al loro modulo in modo tale che, per ogni m˜ < m, i primi
(m˜+1) elementi della successione forniscano la migliore approssimazione fm˜ di f ripetto
all’ errore ²(S, m˜). Procedendo come descritto precedentemente si ottiene la permutazione
(6) σ : {0, 1, . . . ,m} 7→ {0, 1, . . . ,m}
relativa agli indici della base rispetto a cui si ha
(7) |cσ(0)| ≥ . . . ≥ |cσ(m)|,
(8) fm˜(t) =
m˜∑
i=0
cσ(i)u˜σ(i)(t),
1L’ operatore di proiezione cosı´ definito e´ lineare e continuo con norma duale in S unitaria.
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(9) ²(S, m˜) =
m∑
i=m˜+1
|cσ(i)|2.
Il problema della compressione puo´ essere formulato in due modi:
• determinare un sottoinsieme Im˜ di {0, . . . ,m} costituito da (m˜+1) coefficienti
in modo tale da minimizzare l’ errore di approssimazione globale indotto dall’
eliminazione dei termini di base associati agli indici {0, . . . ,m} − Im˜,
• ottenere un tasso di compressione massimo mantenendo l’ errore di approssi-
mazione al di sotto di una soglia di tolleranza ² predefinita
²(S, m˜) ≤ ².
Alla luce di quanto esposto la soluzione ai due problemi e´ ottenuta considerando rispetti-
vamente
• l’ insieme Im˜ := {σ(i) : i = 0, . . . , m˜},
• fm˜(t) :=
∑m˜
i=0 cσ(i)uσ(i)(t) con m˜ tale che
²(S, m˜) ≤ ² e ²(S, m˜+ 1) = ²(S, m˜) + |cσ(m˜+1)|2 > ².
Il metodo di compressione precedentemente trattato si basa sul riordinamento della base
in modo da utilizzare i coefficienti, che esprimono f in funzione della base ortonormale,
maggiormente significativi rispetto alla minimizzazione dell’ errore quadratico ²(S, m˜).
Naturalmente si ottiene un analogo risultato mantenendo la base (ui)mi=0, supposta orto-
normale, senza passare a quella ”ottimale” (u˜i)mi=0 che risulta di difficile determinazione.
Un esempio tipico [3] e´ ottenuto considerando lo spazio
(10) (L2([0, 1]), < , >), < f, g >:=
∫ 1
0
f(t)g(t)dt ∀f, g ∈ L2([0, 1])
e scegliendo, per ogni n ≥ 1,
Sn = span{ψin := 2n/2ψ(2nt− i) : i = 0, . . . , 2n − 1}
dove dimSn = 2n e
(11) φ(t) =
{
1 se t ∈ [0, 1)
0 altrimenti , ψ(t) =
 1 se t ∈ [0, 1/2)−1 se t ∈ [1/2, 1)0 altrimenti 2.
Tale scelta permette di trattare le immagini unidimensionali come sequenza di coefficienti
rendendo il partizionamento diadico in [0,1] adatto alla struttura a pixel dei dati. Infatti
un’ immagine costituita da un solo pixel e´ rappresentata da una funzione costante in [0, 1),
quella individuata da due pixel e´ associata a una mappa costante sugli intervalli [0, 1/2),
[1/2, 1) e cosı´ via.
Per una trattazione piu´ dettagliata e l’ estensione al caso di immagini bidimensionali si
consulti [3].
Tale modello utilizzato per definire la struttura multirisolutiva associata alle wavelets, e´
tipico dell’ analisi delle immagini ma presenta alcune problematiche nell’ applicazione al
reverse engineering e, piu´ in generale, al caso di insiemi di dati vettoriali. Le principali
differenze tra i due ambiti sono dovute
• alla contrapposizione tra parametrizzazione diadica regolare della base di Haar e
distribuzione irregolare dei punti del dataset vettoriale,
2Base di Haar ortonormale.
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• al costo computazionale, generalmente troppo elevato, che si riscontra nell’ uso
di una base ortonormale 3 diversa da quella di Haar e di non facile determi-
nazione.
Da questo si deduce che e´ necessaria una rilettura e un ampliamento del modello descritto
al fine di renderlo applicabile al contesto della compressione dei dati vettoriali irregolar-
mente distribuiti.
4. Generalizzazione
In questa sezione vogliamo generalizzare il metodo di compressione precedentemente es-
posto al caso di una base di S non ortonormale poiche´ piu´ adatto al contesto applicativo
per cui verra´ utilizzato evidenziandone i legami con le proprieta´ geometriche dell’ insieme
dei dati.
Supposta (ui)mi=0 una base di S, non necessariamente ortonormale rispetto al prodotto
scalare <,>, vogliamo determinare la permutazione σ : {0, . . . ,m} 7→ {0, . . .m} per
cui fm˜(t) =
∑m˜
i=0 cσ(i)uσ(i)(t) rappresenti la migliore approssimazione di f rispetto all’
errore quadratico ²(S, m˜).
Dall’ identita´ f(t) =
∑m
i=0 cσ(i)uσ(i)(t) otteniamo, utilizzando la simmetria del prodotto
scalare in S,
²(S, m˜) = ‖f − fm˜‖2 = ‖
m∑
i=m˜+1
cσ(i)uσ(i)‖2
=
m∑
i,j=m˜+1
cσ(i)cσ(j) < uσ(i), uσ(j) >
=
m∑
i=m˜+1
|cσ(i)|2‖uσ(i)‖2 + 2 ∑
0≤j<i
cσ(i)cσ(j) < uσ(i), uσ(j) >
 .(12)
Allora il riordinamento e´ ottenuto scegliendo la permutazione σ per cui valga la relazione
|aσ(0)| ≥ · · · ≥ |aσ(m)|
con
(13) ai = |ci|2‖ui‖2 + 2
∑
0≤j<i
cicj < ui, uj > .
Qualora la base (ui)mi=0 sia ortonormale otteniamo
ai = |ci|2
riconducendoci al caso precedentemente esposto.
La scelta di una base generica si riflette nella necessita´ di calcolare per
i = 1, . . . ,m il fattore additivo
(14) 2
∑
0≤j<i
cicj < ui, uj >
,relativo al coefficiente ai, che risulta nullo nel caso di una base ortonormale. Questo costo
aggiuntivo, strettamente legato alla base di S scelta e quindi all’ insieme dei dati (ci)mi=0
3Infatti anche se a livello teorico, attraverso il processo di Gram-Schmidt, e´ possibile ortonormalizzare
(ui)
m
i=0 dal punto di vista computazionale verrebbe richiesta l’ implementazione di un metodo costoso e talvolta
numericamente instabile.
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associato al segnale f , sara´ comunque di facile calcolo nel caso vettoriale per la scelta delle
basi spline di primo grado che permettono, per il supporto compatto, di ridurre (14) a
2ci−1ci < ui−1, ui >
(si veda la sezione 9).
La generalizzazione trattata precedentemente risulta di facile implementazione una volta
costruite le matrici simmetriche, di ordine (m+ 1),
C = (cij)i,j cij = cicj , M = (mij)i,j mij =< ui, uj > ∀i, j = 0, . . . ,m
in quanto viene semplicemente richiesto un riordinamento decrescente del vettore (ai)mi=0.
Inoltre la matrice M , nel caso vettoriale, sara´ costruita senza ricorrere effettivamente al
prodotto scalare in S utilizzando semplicemente i nodi dell’ intervallo [0, 1] impiegati per
la costruzione della base (ui)mi=0 (si consulti la sezione 9).
5. Riordinamento gerarchico iterato
In questa sezione vogliamo introdurre un nuovo metodo di riordinamento gerarchico della
base, di cui verranno studiati i legami con quelli precedentemente esposti, in cui la permu-
tazione σ e´ definita minimizzando l’ errore commesso tralasciando un singolo coefficiente.
Piu´ precisamente al primo passo si determinera´ l’ indice k ∈ {0, . . . ,m} per cui l’ errore
²(S,m− 1) = ‖f − f1‖2 che si commette nell’ approssimare f con
f1(t) =
m∑
i∈{0,...,m}−k
ciui(t)
e´ minimo.
Poiche´
²(S,m− 1) = |ck|2‖uk‖2
e´ sufficiente scegliere k tale che
|ck| ‖uk‖ = min
j=0,...,m
{|cj | ‖uj‖}.
Sia ora I l’ insieme di indici generato dopo i passi: al passo successivo bisognera´ deter-
minare k ∈ {0, . . . ,m} − I che minimizza
²(S,m− (i+ 1)) = ‖f −
∑
i∈{0,...,m}−I−k
ciui‖2
= ‖
∑
i∈I∪k
ciui‖2 = ‖
∑
i∈I
ciui + ckuk‖2
=
∑
i,j∈I
cicj < ui, uj > +|ck|2‖uk‖2 + 2
∑
i∈I
cick < ui, uk >
= ²(S,m− i) + |ck|2‖uk‖2 + 2
∑
i∈I
cick < ui, uk > .(15)
Dalla relazione precedente deduciamo che l’ indice k dovra´ essere scelto in modo tale che
(16)
|ck|2‖uk‖2 + 2
∑
i∈I
cick < ui, uk >= min
j∈{0,...,m}−I
{|cj |2‖uj‖2 + 2
∑
i∈I
cicj < ui, uj >}.
L’ errore commesso nel passare da fm˜+1 a fm˜ e´ rappresentato da
²(S, m˜+ 1)− ²(S, m˜) = |ck|2‖uk‖2 + 2
∑
i∈I
cick < ui, uk >
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dove [
2
∑
i∈I
cick < ui, uk >
]
> 0 se (ck 6= 0 o ci0 6= 0 per qualche i0 ∈ I).
Infatti osservando che l’ operatore φ(c0, . . . , cm) :=
∑m
i,j=0 cicj < ui, uj > e´ definito
positivo, essendo un funzionale quadratico associato alla inner-product matrix M relativa
a un insieme di elementi linearmente indipendenti, si ha, indicato con a := (ai)i=0,...,m il
vettore
ai =
{
ci i ∈ I
0 altrimenti ,
a 6= 0Rm+1 e quindi 0 < φ(a0, . . . , am) = 2
∑
i∈I cick < ui, uk > .
Se la base dello spazio S e´ ortonormale il metodo proposto coincide nuovamente con quello
trattato precedentemente risultando nulli i coefficienti
< ui, uj > con j ∈ {0, . . . ,m} − I, i ∈ I
per la complementarieta´ degli insiemi di indici.
Il criterio implementato permette, per l’ iterazione del processo di valutazione dell’ errore
commesso nell’ eliminazione di un singolo fattore a partire dalla rappresentazione di f ,
una migliore adattivita´ del riordinamento rispetto all’ insieme dei dati.
Chiaramente il metodo di riordinamento iterato della base richiede un maggiore costo com-
putazionale per la determinazione, ad ogni passo, del fattore (ckuk) che minimizza l’ errore
quadratico di approssimazione.
6. Criteri di stima per l’ approsimazione dei dati
La stima della qualita´ dell’ approssimazione dei dati associata alla compressione puo´ essere
effettuata utilizzando due tipi di criteri: estetici e di precisione. Accanto a questi bisogna
valutare il problema in termini di stabilita´, costo computazionale, validita´ e generalita´ dei
risultati ottenuti.
In questa sezione tratteremo i criteri di precisione di tipo geometrico rimandando a [1] per
quelli estetici utilizzati in ambito cartografico.
In S vogliamo definire un prodotto scalare o una norma che sia, da un lato, appropriata al
contesto dell’ approssimazione e, dall’ altro, di semplice utilizzo. Tali considerazioni moti-
vano anche la necessita´ di definire in S una struttura geometrica differente da quella indotta
dal prodotto scalare <,> che abbiamo supposto essere stato scelto precedentemente.
Poiche´ S e´ per ipotesi un R-spazio vettoriale di dimensione (m+ 1), possiamo definire l’
isomorfismo
(17)
φ : S 7→ Rm+1
f 7→ φ(f) := (ai)mi=0
con f(t) =
∑m
j=0 aiui(t).
Consideriamo allora in S le strutture geometriche indotte da quelle definite in Rm+1 me-
diante φ 4. Piu´ precisamente
4Riportiamo di seguito le norme comunemente utilizzate inRm+1 che possono essere utilizzate per definire
quelle indotte in S:
• ∀a, b ∈ Rm+1 < a, b >2:=
∑m
j=0 ajbj ,
• ∀a, b ∈ Rm+1 ‖a‖p :=
[∑m
j=0 |aj |p
]1/p
, ‖a‖p,m :=
∑m
j=0 |aj |p
m+1
1/p
,
• ‖a‖∞ := maxj=0,...,m{|aj |}.
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• scelta ‖ ‖• : Rm+1 7→ R una norma in Rm+1 possiamo definire
(18)
N• : S 7→ R
f 7→ N•(f) := ‖φ−1(f)‖•
• scelto <,>2: Rm+1 7→ R il prodotto scalare euclideo in S poniamo
(19)
< , >2: S × S 7→ R
(f, g) 7→< f, g >2:=< φ−1(f), φ−1(g) >2
a cui corrisponde la norma
(20)
‖ ‖2 : S 7→ R
f 7→ ‖f‖2 = ‖φ−1(f)‖2.
Poiche´ tutte le norme in Rm+1 sono topologicamente equivalenti concludiamo che quelle
indotte in S godono della stessa proprieta´.
Le strutture geometriche definite precedentemente dipendono implicitamente dalla base
scelta attraverso i coefficienti che esprimono f in funzione di quest’ ultima. In alcuni casi
puo´ risultare piu´ significativo definire il prodotto scalare o la norma a partire dalla base di
S, da < , > e dall’ insieme dei dati associato al segnale. Definiamo pertanto l’ operatore
(21)
< , >•: S × S 7→ R
(f, g) 7→< f, g >•:=
∑m
i,j=0 aibj < ui, uj >
a cui corrisponde la norma
(22)
‖ ‖• : S 7→ R
f 7→ ‖f‖• :=
∑m
i=0 a
2
i ‖ui‖2
avendo supposto f(t) =
∑m
i=0 aiui(t) e g(t) =
∑m
i=0 biui(t).
Osserviamo che nelle precedenti definizioni e´ possibile introdurre opportuni pesi in modo
tale da associare ai coefficienti un peso maggiore finalizzato ad aumentare il loro grado di
importanza nella rappresentazione del segnale f .
7. Analisi multirisolutiva e stabilita´ numerica
Il metodo di riordinamento gerarchico della base permette di introdurre facilmente
l’ analisi multirisolutiva associata. Una volta determinata la permutazione σ possiamo
costruire, per ogni j = 0, . . . ,m, gli spazi
(23) V j := span{uσ(i) : i = 0, . . . , j}
per cui si ha
• dimV j = j + 1,
• V j ⊆ V j+1,
• V m = S
a cui associamo l’ operatore di proiezione ortogonale
Pj : V m 7→ V j
definito dalla relazione
Pj(f) := fj .
Rimane infine da valutare l’ errore relativo commesso nell’ approssimazione di f con fm˜
attraverso il rapporto
(24) erel :=
‖f‖2
‖f − fm˜‖2
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comunemente indicato con il termine di signal-to-noise ratio.
Introdotte le notazioni
Mσ := (< uσ(i), uσ(j) >)i,j=0,...,m, cσ := (cσ(i))i=0,...,m,
cσ,m˜ := (c(i)σ,m)i=0,...,m˜ con c
(i)
σ,m =
{
cσ(i) i = 0, . . . , m˜
0 altrimenti
e osservato che
‖f‖2 = cTσMσcσ, ‖f − fm˜‖2 = cTσ,m˜Mσcσ,m˜
otteniamo le relazioni 5
erel ≤ λmax(Mσ)‖cσ‖
2
2
λmin(Mσ)‖cσ,m˜‖22
= K2(M)
[ ‖c‖2
‖cσ,m˜‖2
]2
e
erel ≥ λmin(Mσ)‖cσ‖
2
λmax(Mσ)‖cσ,m˜‖2 =
1
K2(M)
[ ‖cσ‖2
‖cσ,m˜‖2
]2
.
Se la base e´ ortonormale si ottiene l’ uguaglianza
erel =
[ ‖c‖2
‖cσ,m˜‖2
]2
.
Le relazioni precedenti permettono di caratterizzare il metodo di riordinamento gerarchico
della base anche dal punto di vista della stabilita´ numerica attraverso il condizionamento
della matrice M associata alla base di parametrizzazione del dataset discreto.
Osserviamo infine che, essendo K2(M) ≥ 1, si ha K2(M) ≥ 1K2(M) mentre l’ ampiezza
dell’ intervallo di appartenenza per erel e´ uguale a
h(M) =
K22 (M)− 1
K2(M)
[ ‖c‖2
‖cσ,m˜‖2
]2
.
8. Rappresentazione di dati vettoriali
Nelle precedenti sezioni abbiamo introdotto due metodi di compressione mantenendo un
livello di trattazione generale che rende il criterio applicabile al caso di insiemi di dati
raster e vettoriali.
Vogliamo ora esplicitare il metodo per l’ utilizzo di dataset vettoriali trattando:
• la rappresentazione parametrica dei dati finalizzata ad associare all’ insieme dis-
creto una descrizione continua,
• il prodotto scalare in S ovvero la geometria associata allo spazio in cui viene
parametrizzato il dataset e gestito il riordinamento.
Poiche´ i dataset su cui andranno applicati gli algoritmi di compressione e analisi multi-
risolutiva sono strutturati secondo linee di scansione, ciascuna delle quali e´ visualizzata
mediante una spezzata poligonale ottenuta congiungendo i punti di controllo, trattiamo la
parametrizzazione di un insieme di dati
{P0, . . . , Pm} ⊆ R3
mediante
S(P0, . . . , Pm) = ∪m−1j=0 S(Pj , Pj+1)
5Per costruzione esiste una matrice elementare di permutazione P ∈ Glm+1(R) per cui valgaMσ = PM
e quindi K2(Mσ) = K2(M) dove K2( ) indica il condizionamento di una matrice rispetto alla norma euclidea.
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con
S(Pj , Pj+1) := {x = λPj + (1− λ)Pj+1 : λ ∈ [0, 1]} ∀j = 0, . . . ,m− 1}.
Vogliamo pertanto determinare una funzione
f : [0, 1] 7→ R3
per cui
• Imf = S(P0, . . . , Pm)
• f ∈ C0([0, 1]),
• f lineare a tratti.
Tale funzione e´ ottenuta, dal punto di vista teorico e numerico, utilizzando la teoria dell’
interpolazione mediante curve B-spline [5].
La curva B-spline di grado p definita da un insieme di punti di controllo {Q0, . . . , Qm} e
da un vettore di nodi (ti)ki=0, 0 = t0 ≤ . . . ≤ tk = 1, e´ individuata dalla funzione
(25) u(t) =
m∑
i=0
Qiui,p(t), t ∈ [0, 1]
dove i parametri m, p, k soddisfano la relazione
k = m+ p+ 1
e le funzioni di base ui,p( ) sono definite in modo ricorsivo dalle relazioni:
(26) ui,0(t) =
{
1 t ∈ [ti, ti+1)
0 altrimenti
(27) ui,p(t) =
t− ti
ti+p − tiui,p−1(t) +
ti+p+1 − t
ti+p+1 − tiui+1,p−1(t).
A partire da queste costruiamo
(28) Spm := span{ui,p( ) : i = 0, . . . ,m}
che coincide con lo spazio vettoriale delle funzioni Ck−1([0, 1]) polinomiali a tratti di
grado al piu´ p definite sul partizionamento di [0, 1] in sottointervalli {[ti, ti+1]}m−1i=0 : ovvero
(29) Spm = {f ∈ Ck−1([0, 1]) : f |[ti,ti+1] ∈ P p−1 i = 0, . . . ,m− 1}6.
La scelta di costruire la parametrizzazione a partire dalla base B-spline e´ dovuta alle impor-
tanti proprieta´ che caratterizzano tale famiglia di funzioni e schematizzabili, nell’ ipotesi
di una successione di nodi (ti)i, in:
• supporto compatto: supp(ui,p) = (ti, ti+p+1),
• schema di modificazione locale,
• regolarita´: ui,p ∈ Ck−1((ti, ti+p+1)),
• partizionamento dell’ unita´: ∑i ui,p(t) = 1 ∀t ∈ R,
• estensione al caso di superfici B-spline.
6Con Pk intendiamo lo spazio dei polinomi di grado al piu´ k e con supp(f) = {x ∈ R : f(x) 6= 0} il
supporto di una funzione reale di variabile reale.
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Il nostro problema e´ allora ricondotto a determinare
(30) f ∈ S1m : f(ti) = Pi ∀i = 0, . . . ,m.
Per costruire le funzioni di base dobbiamo specificare i nodi (ti)mi=0. Una prima scelta e´
rappresentata da
ti =
i
m
i = 0, . . . ,m
ottenuta utilizzando un partizionamento uniforme dell’ intervallo [0,1]. Poiche´ tale scelta
e´, in generale, poco significativa per insieme di dati irregolarmente distribuiti costruiamo il
vettore dei nodi ricorrendo al metodo della lunghezza cordale. Tale criterio, che rispecchia
la parametrizzazione di una curva a partire dall’ ascissa curvilinea impiegata in ambito
geometrico-differenziale, e´ basato sull’ idea di approssimare l’ arco di curva Pi−1Pi con
la lunghezza del segmento di retta di uguali estremi. Di conseguenza la lunghezza d’ arco
P0Pm viene approssimata mediante il valore
d :=
m∑
i=1
Pi−1Pi
e i parametri sono definiti dalla relazione
(31) ti := ti−1 +
1
d
Pi−1Pi i = 1, . . . ,m
con t0 := 0.
Ritornando al problema (30) e osservato che
ui,1(tj) = δi,j
la rappresentazione parametrica di S(P0, . . . , Pm) e´ ottenuta considerando
(32) f(t) =
m∑
i=0
Piui,1(t) t ∈ [0, 1].
Da (30) deduciamo che f rappresenta l’ interpolante i punti {Pi}mi=0.
Qualora si scelga un grado p ≥ 2 il problema dell’ interpolazione richiede la risoluzione,
rispetto al vettore incognito Q = [Qk], del sistema lineare vettoriale a banda
NQ = P
con N = [ui,p(tk)], P = [Pk]. Per una trattazione dettagliata del problema dell’ interpo-
lazione, e piu´ in generale dell’ approssimazione, si rimanda a [2].
9. Valutazioni applicative e caratterizzazioni
In questa sezione vogliamo esplicitare tutti gli elementi che sono necessari per l’ appli-
cazione dei metodi di riordinamento della base nel caso in cui si scelga come spazio di
parametrizzazione (S1m, < , >L2).
7
Le matrici simmetriche di ordine (m + 1) associate all’ insieme di dati {P0, . . . , Pm} e a
S1m sono rappresentate
(33)
C = (cij)i,j cij =< Pi, Pj >R3 , M = (mij)i,j mij =< ui, uj >L2(R)
7Date f, g : [a, b] 7→ Rd definiamo
< f, g >L2([a,b]:=
∫ b
a < f(t), g(t) >Rm+1 dt =
∑d
i=1
∫ b
a f
(i)(t)g(i)(t)dt
=
∑d
i=1 < f
(i), g(i) >L2([a,b]) .
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per cui valgono le relazioni:
(34) cij =
3∑
k=1
P
(k)
i P
(k)
j ,
(35) mij =

t1/3 i = j = 0,
tm−tm−1
3 i = j = m,
ti+1−ti
3 i = j = 1, . . . ,m− 1,
ti+1−ti
6 i = 0, . . . ,m− 1, j = i+ 1,
0 altrimenti.
Da quest’ ultime otteniamo pertanto che la matriceC richiede la memorizzazione dim(m+
1)/2 elementi mentre M 8, calcolata senza ricorrere alle valutazioni degli integrali come
indicato formalmente in (33), necessita di 2m+ 1 allocazioni di memoria.
Da (35) otteniamo in particolare che
|mij | ≤ max
i,j
{|mij |} ≤ 1
e possiamo caratterizzare il signal-to-noise ratio a partire dai punti del dataset in esame
come
1
K2(M)
d∑m
i=m˜+1 ‖Pσ(i)‖2
≤ erel ≤ K2(M) d∑m
i=m˜+1 ‖Pσ(i)‖2
.
Per il metodo di riordinamento gerarchico della base, a partire dalla relazione (13) deduci-
amo che
(36)
ai = ci ‖ui‖2 + 2ci−1ci < ui−1, ui >
= cimii + 2ci−1cimi−1,i
evidenziando cosı´ la semplificazione ottenuta dalla scelta di S = S1m. Per l’ ordinamento
del vettore (ai)i=0,...,m e´ sufficiente applicare gli algoritmi di uso standard quali quick-sort
o merge-sort. A partire dalle relazioni precedenti possiamo caratterizzare le entrate della
matrice M mediante i punti del dataset:
mij =

P0P1/3d i = j = 0,
Pm−1Pm/3d i = j = m,
PiPi+1/3d i = j = 1, . . . ,m− 1,
PiPi+1/6d i = 0, . . . ,m− 1, j = i+ 1
0 altrimenti.
I test (vedi fig.3, 4, 5, 6) sono stati effettuati su dataset strutturati secondo linee di di scan-
sione ottenuti dalla digitalizzazione di oggetti tridimensionali. I risultati possono essere
considerati soddisfacenti relativamente al rapporo tra tasso di compressione e manteni-
mento delle caratteristiche morfologiche.
10. Conclusioni
In questo rapporto si e´ proseguito lo studio dei metodi di compressione e analisi multi-
risolutiva trattati in [12] con lo scopo di proporre criteri a questi alternativi mantenendo il
vincolo del non-riposizionamento dei punti campionati. I metodi proposti costituiscono,
allo stato attuale, un’ alternativa numerica ai pochi approcci geometrici utilizzati con risul-
tati soddisfacienti nell’ ambito del reverse engineering.
Le considerazioni precedenti, la crescente richiesta di metodi di compressione efficienti,
8La struttura di M dipende dall’ avere scelto una base B-spline lineare.
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in grado di soddisfare svariate necessita´ evidenziate durante tale studio da piu´ contesti ap-
plicativi e industriali, e i risultati ottenuti costituiscono la base per la prosecuzione di tale
studio in differenti direzioni. Tra gli obbiettivi di maggiore interesse sia per la computer-
graphics che per il reverse engineering evidenziamo:
• la definizione di una norma a partire dal dataset discreto, dalla sua parametriz-
zazione e da relazione topologiche opportunamente definite finalizzata a ottenere
un riordinamento vincolato all’ individuazione e al mantenimento di determinate
caratteristiche morfologiche,
• l’ estensione dei metodi trattati al caso di superfici tensor-product, 3D (mesh
triangolari) mediante metodi wavelets e subdivision,
• lo studio di metodi di riordinamento ottimale della base (con eventuale ripo-
sizionamento di punti) basati sulla teoria dell’ approssimazione lineare minmax
e non-lineare.
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