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A SLOW TRIANGLE MAP WITH A SEGMENT OF INDIFFERENT FIXED POINTS
AND A COMPLETE TREE OF RATIONAL PAIRS
CLAUDIO BONANNO, ALESSIO DEL VIGNA, AND SARA MUNDAY
Abstract. We study the two-dimensional continued fraction algorithm introduced in [5] and the associated
triangle map T , defined on a triangle △ ⊆ R2. We introduce a slow version of the triangle map, the map
S, which is ergodic with respect to the Lebesgue measure and preserves an infinite Lebesgue-absolutely
continuous invariant measure. We show that the two maps T and S share many properties with the classical
Gauss and Farey maps on the interval, including an analogue of the weak law of large numbers and of
Khinchin’s weak law for the digits of the triangle sequence, the expansion associated to T . Finally, we
confirm the role of the map S as a two-dimensional version of the Farey map by introducing a complete tree
of rational pairs, constructed using the inverse branches of S, in the same way as the Farey tree is generated
by the Farey map, and then, equivalently, generated by a generalised mediant operation.
1. Introduction
The theory of (regular) continued fractions has received much attention from researchers in ergodic theory
in the last decades, most recently thanks to the development of infinite ergodic theory ([1, 7, 8, 9]). For
instance, the general results of ergodic theory have been applied to the Gauss and the Farey maps to obtain
new proofs of the Gauss-Kuzmin Theorem, Khinchin’s weak law and other metric results first obtained by
Khinchin and Le´vy.
One of the most notable results in the theory of continued fractions is Lagrange’s Theorem, which states
that a real number has an eventually periodic continued fraction expansion if and only if it is a quadratic
irrational. In a letter to Jacobi, Hermite asked whether it was possible to obtain a similar classification for
the algebraic irrationals of higher degree. It was for this reason that Jacobi developed what is now called
the Jacobi-Perron algorithm, and the theory of multidimensional continued fractions began. Unfortunately,
despite numerous attempts and the introduction of many different algorithms, Hermite’s question remains
unanswered. We refer the reader to [3] for a geometric description of the theory of multidimensional continued
fractions and to [21] for some applications of ergodic theory in this area.
In this paper we consider the two-dimensional version of the continued fraction algorithm introduced in
[5]. The algorithm, which we describe in Section 2.3, is based on the iteration of a map T defined on a
triangle △ ⊆ R2, and for this reason, T is referred to as the triangle map and the expansions obtained
through this method are called triangle sequences. The ergodic properties of T are studied in [14, 6]; in
particular, it is shown that the map T is ergodic with respect to the Lebesgue measure on △ and preserves a
Lebesgue-absolutely continuous probability measure. The triangle map behaves similarly to the Gauss map
in many ways, for instance, the triangle map acts on triangle sequences by left-shifting the digits, exactly as
the Gauss map does for the regular continued fraction expansions.
The similarity between the two maps is strengthened by the results of this paper. We introduce a map S
on the triangle △, which plays for T the same role that the Farey map plays for the Gauss map. For this
reason we call S a slow triangle map. From the point of view of ergodic theory, it is interesting to notice
that the map S is a piecewise linear map on a finite partition with a segment of indifferent fixed points, that
is, points for which the determinant of the Jacobian is 1, and that it is non-uniformly expanding elsewhere.
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celestial mechanics” of the University of Pisa. C. Bonanno and S. Munday are partially supported by the Istituto Nazionale
di Alta Matematica and its division Gruppo Nazionale di Fisica Matematica, and the research project PRIN 2017S35EHN 004
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We show that, similarly to the Farey map, S preserves an infinite Lebesgue-absolutely continuous measure
and it is ergodic with respect to the Lebesgue measure on △. It follows that the statistical behaviour of
summable observables along orbits of S is non-standard. This phenomenon, for the Farey map, makes it
impossible to improve Khinchin’s weak law for the coefficients of the regular continued fraction expansion
to a strong law. However, we are able to exploit certain results from infinite ergodic theory to show that the
system generated by S is pointwise dual ergodic and prove a weak law of large numbers for S, from which
we obtain an analogue of Khinchin’s weak law for the digits of the triangle sequences.
The connection between the Gauss and the Farey maps and the regular continued fractions can be studied
also through the Farey tree, a binary tree which contains all the rational numbers in (0, 1) (see e.g. [4]). The
Farey tree is strongly related to the Farey map, but it can also be defined through the mediant operation
on fractions. We recall the definition of the Farey tree and its basic properties in Section 5. Analogously, in
this paper we define a tree of rational pairs, first by using a suitable modification of the map S limited to the
set of indifferent fixed points, and then by using a generalised mediant operation defined on pairs of rational
numbers. We prove that the two trees are in fact identical level by level, and that the tree is complete, that
is, it contains every pair of rational numbers in s△. This last result improves on the results of [2], where the
authors study different trees generated by the triangle map and its generalisations, but show that none of
them are complete.
The paper is organised as follows. In Section 2 we recall the definition of the triangle map T and the
associated two-dimensional continued fraction algorithm. We also introduce the map S and study its basic
ergodic properties. Lastly, we define a dynamical system on an infinite strip, which is isomorphic to the action
of S on s△. This isomorphism gives a useful intuitive representation of the action of S and simplifies some
computations. Section 3 contains the main results on the ergodic properties of S. We state and prove the
weak law of large numbers for summable observables (Theorem 3.1), and a Khinchin-type weak law for the
triangle sequences (Corollary 3.2). The main ingredient of the proof is to show that the map S is pointwise
dual ergodic, using various results from Infinite Ergodic Theory (see [1, 9]). The technical results are proved
in Appendix A and B. In Section 4 we apply a result from [13] to our map S. Recalling that the behaviour
of Birkhoff sums of summable observables drastically changes in infinite ergodic theory, following [11], in [13]
the authors give a Birkhoff Ergodic Theorem for non-summable observables for infinite-measure-preserving
dynamical systems. We use the version of S defined on the strip and prove a pointwise convergence theorem
for non-summable observables. Finally, in Section 5 we introduce the tree of rational pairs produced by the
counterimages of S˜, a slightly modified version of S. In Theorem 5.4 we prove that the tree is complete and
that each pair of rationals appears exactly once. Then we introduce an algorithm on the triangle △, based
on the notion of mediant of two fractions, and show in Theorem 5.10 that the tree can be generated also by
this algorithm. This concludes the similarity between the slow triangle map S and the Farey map. For these
reasons S may be considered a two-dimensional Farey map. Many interesting questions remain open about
the tree and its connections with the map S and with the approximation of irrational pairs by rational pairs.
These problems will be subject of future research.
2. The setting
As anticipated in the introduction, the main goal of this paper is to investigate a two-dimensional map
related to the triangle map T , as introduced in [5]. Let us first recall the definition of the map T : △→ s△,
where △ is the triangle
△ := {(x, y) ∈ R2 : 1 ≥ x ≥ y > 0} .
Consider the countable partition {△k}k≥0 of △ into disjoint triangles
△k := {(x, y) ∈ △ : 1− x− ky ≥ 0 > 1− x− (k + 1)y} ,
shown in Figure 1, and the segment Λ := {0 ≤ x ≤ 1, y = 0}. Note that s△ = ⋃k≥0△k ∪ Λ. The triangle
map T : △→ s△ is then defined to be
T (x, y) :=
(
y
x
,
1− x− ky
x
)
for (x, y) ∈ △k.
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We now define a map S : s△ → s△ that can be thought of as a “slow version” of the map T . Let us start
with the partition {Γ0,Γ1} of s△ (see Figure 1), where
Γ0 := △0 =
{
(x, y) ∈ R2 : 1 ≥ x ≥ y > 1− x} ,
and
Γ1 := s△ \ Γ0 =
⋃
k≥1
△k ∪ Λ =
{
(x, y) ∈ R2 : 1− y ≥ x ≥ y ≥ 0} .
We define S : s△→ s△ by setting
(2.1) S(x, y) :=


(
y
x
, 1−x
x
)
if (x, y) ∈ Γ0(
x
1−y ,
y
1−y
)
if (x, y) ∈ Γ1
.
(0, 0) (1, 0)
(1, 1)
∆0
∆1
∆2
∆3
∆4
(0, 0) (1, 0)
(1, 1)
Γ0
(0, 0) (1, 0)
(1, 1)
Γ1
Figure 1. Left. Partition of △ into {△k}k≥0. Right. Partition of s△ into Γ0 and Γ1.
The relation between these two maps is that the triangle map T is the jump transformation of S on the
set Γ0. In other words, if we introduce the first passage time function
τ(x, y) := 1 +min
{
k ≥ 0 : Sk(x, y) ∈ Γ0
}
,
then it can be readily calculated that T (x, y) = Sτ(x,y)(x, y) for each (x, y) ∈ △. Notice that S(△k) = △k−1
for k ≥ 1, and that S(Γ0) ∪ {x = y, 0 ≤ x ≤ 1} = S(Γ1) = s△. Moreover the segment Λ consists of fixed
points, that is S(x, 0) = (x, 0) for 0 ≤ x ≤ 1. The determinant of the Jacobian of S turns out to be
JS(x, y) =
{
1
x3
if (x, y) ∈ Γ0
1
(1−y)3 if (x, y) ∈ Γ1
,
and it follows that JS(x, 0) = 1 for 0 ≤ x ≤ 1. Thus the segment Λ consists of indifferent fixed points.
2.1. Invariant measure and the transfer operator. In [14] it is shown that the map T is ergodic, and
from [6] we know that the unique ergodic, Lebesgue-absolutely continuous T -invariant probability measure
on △ is given by the density
k(x, y) =
12
π2x(1 + y)
.
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Applying classical results from ergodic theory ([1, 9]), the existence of an ergodic, Lebesgue-absolutely
continuous S-invariant measure immediately follows. One way to find the density h(x, y) of this measure is
to look for a fixed point of the transfer operator P associated to S. Let
φ0 := (S|Γ0)−1 : s△ \ {x = y, 0 ≤ x ≤ 1} → Γ0, φ0(x, y) =
(
1
1 + y
,
x
1 + y
)
and
φ1 := (S|Γ1)−1 : s△→ Γ1, φ1(x, y) =
(
x
1 + y
,
y
1 + y
)
be the local invers maps of S. The transfer operator P is then defined for each measurable function f on s△
by setting
(Pf)(x, y) = |Jφ0(x, y)|f(φ0(x, y)) + |Jφ1(x, y)|f(φ1(x, y)) =
=
1
(1 + y)3
f
(
1
1 + y
,
x
1 + y
)
+
1
(1 + y)3
f
(
x
1 + y
,
y
1 + y
)
.
A straightforward computation shows that Ph = h for h(x, y) = 1
xy
.
Proposition 2.1. The system ( s△, µ, S) is conservative, and the map S admits a unique, up to multiplicative
constants, ergodic invariant measure µ, absolutely continuous with respect to the Lebesgue measure m, given
by the density h(x, y) = 1
xy
. The measure µ is σ-finite and µ(s△) = +∞.
Proof. For conservativity, in light of Maharam’s Recurrence Theorem [9, Theorem 2.2.14], it is enough to
observe that
△ =
∞⋃
n=0
S−n(Γ0) (mod µ),
which is a consequence of the fact that △k ⊆ S−k(Γ0), for each k ≥ 0. We have already discussed the
existence of the measure µ above. That µ is unique follows, for example, from [9, Theorem 2.4.35], on noting
that S is conservative, ergodic, and is certainly non-singular with respect to m. Finally, that µ is σ-finite
follows from computing the measure of the triangles △k as in [6]. 
2.2. An equivalent system on a strip. For later use, we now introduce another system, isomorphic to
the map S. Using the change of coordinates defined on △ by
(x, y) 7→ (u, v) ∈ Σ := (0, 1]× [0,+∞), u(x, y) = y
x
, v(x, y) =
1− x
y
,
one can show that the system (△, µ, S) is isomorphic mod µ to the system (Σ, ρ, F ) given by
F (u, v) =


(
v, 1
v
( 1
u
− 1)) if (u, v) ∈ Π0 := {(u, v) ∈ Σ : v < 1}
(u, v − 1) if (u, v) ∈ Π1 := {(u, v) ∈ Σ : v ≥ 1}
,
with dρ(u, v) = 11+uvdu dv. The sets Π0 and Π1 partition the strip Σ and correspond mod µ to Γ0 and Γ1,
respectively. We also introduce the countable partition {Σk}k≥0, where
Σk := {(u, v) ∈ Σ : k ≤ v < k + 1}
is a unit squares, as shown in Figure 2. Note that Σ =
⋃
k≥0 Σk. This is the analogue of the partition
{△k}k≥0 of the triangle △. The local inverses of the map F are given by
(F |Π0)−1(u, v) =
(
1
uv + 1
, u
)
and (F |Π1)−1(u, v) = (u, v + 1) ,
so that the transfer operator PF associated to F turns out to be
(PF g)(u, v) = u
(uv + 1)2
g
(
1
uv + 1
, u
)
+ g (u, v + 1) .
It can be immediately verified that the density of the measure ρ is a fixed point of PF .
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Σ0
Σ1
Σ2
Σ3
Figure 2. Partition of the strip Σ into {Σk}k≥0.
2.3. Triangle sequences. Let us now recall the definition of the triangle sequence associated to a point
(x, y) in △ and certain results concerning their digits from [5]. We start by setting d−2 := 1, d−1 := x
and d0 := y and, supposing that dk−3 > dk−2 > dk−1 > 0, we recursively define αk := αk(x, y) to be the
non-negative integer such that
dk−3 − dk−2 − αkdk−1 ≥ 0
and
dk−3 − dk−2 − (αk + 1)dk−1 < 0.
Then set dk := dk−3 − dk−2 − αkdk−1 ∈ R+. If at any stage we find that dk = 0, the process stops. We
shall write (x, y) = (α1, α2, . . .) to denote the triangle sequence of (x, y). Another way of defining the
triangle sequence is to note that αk(x, y) = m if and only if T
k−1(x, y) ∈ △m, and the process stops if
T n(x, y) ∈ Λ for some n ≥ 1. From this way of looking at the triangle sequence digits, it immediately follows
that if (x, y) = (α1, α2, . . .), then T (x, y) = (α2, α3, . . .). In other words, the triangle map acts on triangle
sequences as the shift map, exactly as the Gauss map does for the continued fraction expansions. We also
have the following relation between the digits αk and the first passage time:
(2.2) τ(T k−1(x, y)) = 1 + αk(x, y).
In [5], the following results for the triangle sequence are given.
• If (x, y) is a pair of rational numbers in Q2 ∩ s△, then the triangle sequence associated to (x, y) is
finite. However, the converse is not true: non-rational points can also have finite triangle sequences.
• Every infinite sequence of non-negative integers (α1, α2, . . .) has a pair (x, y) ∈ △ that has this
sequence as its triangle sequence.
• If an integer k appears infinitely often in a given sequence of integers, there is a unique pair (x, y) ∈ △
that has this sequence as its triangle sequence.
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Note that there are entire line segments with every point having identical infinite triangle sequences. This
is essentially due to the fact that the refinements of the partition {△k}k≥0 with respect to the map T
do not have diameters shrinking to 0. Thus, whilst the triangle sequence can usefully be thought of as
a two-dimensional generalisation of the continued fraction expansion, in certain respects it behaves rather
differently. However, this behaviour is not in contrast with the ergodicity of the map, since as shown in [14]
for Lebesgue almost every point the refinements of the partition {△k}k≥0, along the triangle sequence of the
point, shrink to the point. In the language of multidimensional continued fraction expansions (see [3]), this
means that the triangle sequence is weakly convergent at Lebesgue almost every point.
3. A weak law of large numbers
For dynamical systems with an infinite invariant measure, in general it is only possible to establish weaker
statistical properties than those for systems with an invariant probability measure. For example, if (X,µ,R)
is a conservative and ergodic measure-preserving system such that µ(X) = ∞, then Birkhoff’s Ergodic
Theorem becomes the weak statement that
lim
n→∞
1
n
n−1∑
k=0
(f ◦Rk)(x) = 0,
for µ-almost every x ∈ X and for all f ∈ L1(X,µ). Moreover, the exact asymptotic pointwise behaviour
cannot be recovered for all f ∈ L1(X,µ) by changing the normalising sequence, due to Aaronson’s Ergodic
Theorem [1, Theorem 2.4.2], which basically states that for any sequence of positive real numbers, the growth
rate of the Birkhoff sums will be either over- or under-estimated infinitely often. Nevertheless, it is possible
to obtain distributional limit laws for the ergodic sums of some classes of dynamical systems with an infinite
invariant measure (see [1, Chapter 3]). In this section, we apply this theory to the system (s△, µ, S) to show
the following result.
Theorem 3.1 (Weak law of large numbers). Let Prob be a probability measure on s△, absolutely continuous
with respect to the Lebesgue measure. Then there exists a sequence (an(S))n≥0 such that for all f ∈ L1(s△, µ)
and for all ε > 0
lim
n→∞
Prob
(∣∣∣∣∣ 1an(S)
n−1∑
k=0
(f ◦ Sk)(x, y) −
∫
Ď△
fdµ
∣∣∣∣∣ > ε
)
= 0.
Moreover, the sequence (an(S))n≥0 satisfies
1 an(S) ≍ nlog2 n .
Corollary 3.2 (Khinchin weak law). Let Prob be a probability measure on s△, absolutely continuous with
respect to the Lebesgue measure. Then there exists a sequence (bn)n≥0 such that for all ε > 0
lim
n→∞
Prob
(∣∣∣∣∣ 1bn
n−1∑
k=0
αk(x, y)− 1
∣∣∣∣∣ > ε
)
= 0,
and bn ≍ n log2 n. In particular, for m-almost every (x, y) ∈ s△
lim
n→∞
1
n
n−1∑
k=0
αk(x, y) = +∞.
Proof. Applying Theorem 3.1 to the function f = 1△0 , the proof follows from a standard duality argument
between Birkhoff sums and the return time function (see for example [23, pag. 22]), which is related to the
triangle sequence by (2.2). 
1We say that an ≍ bn if and only if an = O(bn) and bn = O(an).
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The main step towards the proof of Theorem 3.1 is to show that the system (s△, µ, S) is pointwise dual
ergodic, which means that there exists a regularly varying sequence (an(S))n≥0 such that
lim
n→∞
1
an(S)
n−1∑
k=0
(Pkf)(x, y) =
∫
Ď△
fdµ
for µ-almost every (x, y) ∈ s△ and for all f ∈ L1(s△, µ), where P is the transfer operator of the system. We
recall that a sequence (an)n≥0 is said to be regularly varying of index α ∈ R if for all c > 0 we have that
(3.1) lim
n→∞
a⌊cn⌋
an
= cα.
If α = 0 the sequence is called slowly varying. In Section 3.1 we will give the proof of the following result.
Theorem 3.3. The system (s△, µ, S) is pointwise dual ergodic, the sequence (an(S))n≥0 is regularly varying
with index α = 1, and an(S) ≍ nlog2 n .
Given Theorem 3.3, the proof of Theorem 3.1 is then completed by appealing to the Darling-Kac theorem,
which implies that the distributional limit of the Birkhoff sums 1
an(S)
∑n−1
k=0 f ◦ Sk is
(∫
Ď△ fdµ
)
M1 for all
f ∈ L1(s△, µ), where M1 is the random variable with normalised Mittag-Leffler distribution of order α = 1,
(see [1, Corollary 3.7.3]). In particular, sinceM1 is constant, the Birkhoff sums converge in probability and
Theorem 3.1 is proved.
3.1. Proof of Theorem 3.3. We first recall the results we use to prove that the system ( s△, µ, S) is pointwise
dual ergodic.
Definition 3.4. Let V be a measure-preserving transformation of the probability space (Ω,A, ν) and let
C ⊆ B be a countable measurable partition which is generating for V . Let us denote by Ck, k ≥ 1, the iterated
partitions, that is Ck := ∨k−1j=0 V −jC. The system (Ω,A, ν, V, C) is said to be ψ-mixing if the sequence
ψn := sup
C∈Ck
B∈A, ν(B)>0
∣∣ν (C ∩ V −(k+n)B)− ν(C)ν(B)∣∣
ν(C)ν(B)
satisfies ψn → 0 as n→∞.
Remark 3.5. The property defined above as ψ-mixing is often referred to as continued fraction mixing since
in particular it is satisfied by the Gauss map, see [9, Theorem 5.2.7].
Proposition 3.6 ([1], Lemma 3.7.4 and Proposition 3.7.5). Let R be a conservative, ergodic measure-
preserving transformation of the space (X,B, µ), and let A ∈ B with 0 < µ(A) < +∞. Define
(i) ϕA(x) := inf{j ≥ 1 : Rj(x) ∈ A}, the first return time function to A, which is finite for µ-almost
every x ∈ A;
(ii) the induced map2 RA : A→ A as RA(x) := RϕA(x)(x) for µ-almost every x ∈ A.
Let C ⊆ B∩A be a countable measurable partition which generates B under RA, such that ϕA is C-measurable.
If the induced system (A,B ∩A,RA, µ|A, C) is ψ-mixing, then the original system (X,µ,R) is pointwise dual
ergodic.
To prove the pointwise dual ergodicity of (s△, µ, S) it is thus enough to find a set A ⊆ s△ of finite positive
measure that satisfies the assumptions of Proposition 3.6. The key point of the previous result is to prove
that the induced system is ψ-mixing. To this end, we exploit the properties of the fibred systems introduced
by Schweiger in [20] and proved by Nakada to be ψ-mixing under some additional conditions [18, Theorem 2].
2The induced map RA is an ergodic measure-preserving transformation of the probability space (A,B ∩ A,µ|A). See, for
instance, [1, Proposition 1.5.2 and 1.5.3].
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Definition 3.7. Let A be a compact and connected subset of Rd, with the Borel σ-algebra B and let m
denote the d-dimensional normalised Lebesgue measure on A. Let V be a measurable map of A onto itself.
The pair (A, V ) is called a fibred system if it satisfies the following properties.
(h1) There exists a finite or countable measurable partition C = {Ci}i∈J of A such that the restriction of
V to Ci is injective for all i ∈ J.
(h2) The map V is differentiable3 and non-singular.
For i ∈ J, we denote by ψi the inverse of the restriction V |Ci . The cylinder sets of the iterated partition
Cn = ∨n−1j=0 V −jC are defined inductively to be
Ci1, ..., in = Ci1 ∩ V −1Ci2, ..., in ,
and we denote by ψi1, ..., in the local inverse of V
n restricted to Ci1, ..., in . Note that ψi1, ..., in = ψi1 ◦ · · · ◦ψin .
In order to state the result about the ψ-mixing property of fibred systems, we introduce the following further
conditions.
(h3) There exists a sequence (σ(n))n≥0 with σ(n)→ 0 as n→∞ and such that
sup
(i1, ..., in)∈Jn
diamCi1, ..., in ≤ σ(n).
(h4) There exist a finite number of measurable subsets U1, . . . , UN ofA such that for any cylinder Ci1, ..., in
of positive measure, there exists Uj with 1 ≤ j ≤ N such that V n(Ci1, ..., in) = Uj up to measure-zero
sets.
(h5) There exists a constant λ ≥ 1 such that
ess sup
V n(Ci1, ..., in )
|Jψi1, ..., in | ≤ λ ess inf
V n(Ci1, ..., in )
|Jψi1, ..., in |
where Jψi1,...,in denotes the Jacobian determinant of ψi1, ..., in .
(h6) For any 1 ≤ j ≤ N , Uj contains a proper cylinder.
(h7) There is a constant r1 > 0 such that
|Jψi1, ..., in(p1)− Jψi1, ..., in(p2)| ≤ r1m(Ci1, ..., in)‖p1 − p2‖
for any p1, p2 ∈ Uj and all j.
(h8) There is a constant r2 > 0 such that
‖ψi1, ..., in(p1)− ψi1, ..., in(p2)‖ ≤ r2σ(n)‖p1 − p2‖
for any p1, p2 ∈ Uj and all j.
(h9) Let F be a finite partition generated by U1, . . . , UN and denote by Fcm the cylinders in Cm that are
not contained in any element of F . Then, as m→∞
γ(m) :=
∑
C(i1, ..., im)∈Fcm
m(C(i1, . . . , im))→ 0.
Proposition 3.8 ([18], Theorem 2). A system (A,B, V, C) satisfying (h1)-(h9) admits an invariant proba-
bility measure ν and is ψ-mixing.
The strategy to prove the pointwise dual ergodicity of our system (s△, µ, S) is therefore to find a set A ⊆ s△
of finite positive measure in such a way that the induced system satisfies (h1)-(h9). We set
(3.2) A := {(x, y) ∈ Γ0 : S(x, y) ∈ Γ0} .
3In [20] it is only assumed that V is measurable. We assume differentiability to simplify the approach to the system ( s△, µ, S).
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By definition of S, the set A is the triangle with vertices Q1 =
(
1
2 ,
1
2
)
, Q2 =
(
2
3 ,
1
3
)
and Q3 = (1, 1), with the
sides Q1Q2 and Q2Q3 not included. Furthermore, notice that every point in the interior of A has triangle
sequence of the form (0, 0, α3, . . .). Let V be the induced map of S on A, that is
V (x, y) := SϕA(x,y)(x, y),
defined for m-almost (x, y) ∈ A, and where ϕA(x, y) = min{j ≥ 1 : Sj(x, y) ∈ A} is finite for m-almost
(x, y) ∈ A. Let us first introduce the partition of A given by the level sets of the function ϕA, that is
C˜ = {C˜k}k∈N with
C˜k := {(x, y) ∈ A : ϕA(x, y) = k}.
Note that C˜1 is the open triangle with vertices Q1, Q2 and
(
3
4 ,
1
2
)
, whereas C˜2 = ∅. For each set C˜k
we introduce the sub-partition {Ck,σ : σ ∈ {0, 1}k}, where σ is the symbolic representation of the orbit
{(x, y), S(x, y), . . . , Sk−1(x, y)} of a point (x, y) ∈ C˜k, with respect to the partition {Γ0,Γ1}. Thus we
consider the countable partition
C := {Ck,σ : k ≥ 1, σ ∈ {0, 1}k}.
The partition C is measurable and V is clearly injective on each cylinder, because S|Γ0 and S|Γ1 are injective
and points in the same cylinder have the same symbolic orbit in s△ up to their first return to A. Thus,
assumptions (h1) and (h2) are satisfied by the system (A,B, V, C). Moreover, by the standard results for
induced maps recalled above, the transformation V preserves the measure µ|A, which can be normalised to
be a probability measure ν. Some of the remaining assumptions (h3)-(h9) are trivially verified. By definition,
V n maps each cylinder Ci1, ..., in from the iterated partition Cn onto A, thus we can choose N = 1 and U1 = A
in order to satisfy assumptions (h4), (h6) and (h9).
It remains to show that the conditions (h3), (h5), (h7) and (h8) also hold for our choice of A, V and
C. To this end, we prove some properties of the local inverses of V n. Let i = (k, σ), with k ≥ 1 and
σ = (σ1, . . . , σk) ∈ {0, 1}k, and let Ci be a cylinder of our partition. A local inverse ψi : A→ Ci is given by
ψi = φσ1 ◦ φσ2 ◦ · · · ◦ φσk .
Note that, for k = 1, the only possible index is given by σ = (0), and the corresponding local inverse is
simply φ0. Moreover, by the definition of A, the indices i = (k, σ) with k ≥ 3 satisfy σ1 = σ2 = 0, so that
ψi = φ0 ◦ φ0 ◦ φσ3 ◦ · · · ◦ φσk . In this way all local inverses ψi are of the form
(3.3) ψi(x, y) =
(
r1x+ s1y + t1
rx + sy + t
,
r2x+ s2y + t2
rx + sy + t
)
,
with non-negative integer coefficients r1, r2, r, s1, s2, s, t1, t2, t (where the dependence on i has been
dropped to simplify the notation). A straightforward computation shows that
(3.4) Dψi(x, y) =


(r1s− rs1)y + (r1t− rt1)
(rx + sy + t)2
−(r1s− rs1)x + (s1t− st1)
(rx + sy + t)2
(r2s− rs2)y + (r2t− rt2)
(rx + sy + t)2
−(r2s− rs2)x + (s2t− st2)
(rx + sy + t)2

 .
Proposition 3.9. Let ψi1, ..., in : A → Ci1, ..., in be a local inverse of V n and let Dψi1, ..., in be its Jacobian
matrix. Then there exists a sequence (d(n))n≥0 such that limn→∞ d(n) = 0 and
max
{
sup
A
(|(Dψi1, ..., in)11|+ |(Dψi1, ..., in)21|) , sup
A
(|(Dψi1, ..., in)12|+ |(Dψi1, ..., in)22|)
}
≤ d(n).
Proposition 3.10. Let ψi : A → R2 be a local inverse of V given by ψ = φσ1 ◦ φσ2 ◦ · · · ◦ φσk . Then
r + s+ t > 0 and
Jψi(x, y) =
1
(rx + sy + t)3
.
The proof of these propositions is given in Appendix A. We are now in a position to prove that conditions
(h3), (h5), (h7) and (h8) hold for our system.
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Proof of (h3). Using Proposition 3.9 we have
‖ψi1, ..., in(x1, y1)− ψi1, ..., in(x2, y2)‖ ≤
≤ sup
A
(|(Dψi1, ..., in)11|+ |(Dψi1, ..., in)21|) |x1 − x2|+
+ sup
A
(|(Dψi1, ..., in)12|+ |(Dψi1, ..., in)22|) |y1 − y2| ≤
≤ d(n) (|x1 − x2|+ |y1 − y2|) ≤
√
2 d(n)‖(x1, y1)− (x2, y2)‖.
Since Ci1, ..., in = ψi1, ..., in(A), we have
diamCi1, ..., in ≤
√
2d(n) · diamA =
√
10
3
d(n),
so that (h3) is satisfied with σ(n) =
√
10
3 d(n). 
Proof of (h8). The above proof of (h3) also shows that (h8) is satisfied with r2 =
3√
5
. 
Proof of (h5). We have V n(Ci1, ..., in) = A for all n and all cylinders Ci1, ..., in . For all (x, y) ∈ A holds
1
27
(r + s+ t)3 ≤ (rx + sy + t)3 ≤ (r + s+ t)3
if the coefficients r, s, and t are non-negative. Then from Proposition 3.10 it follows that condition (h5)
holds with λ = 27. 
Proof of (h7). Using Proposition 3.10 we have
|Jψi1, ..., in(x1, y1)− Jψi1, ..., in(x2, y2)| ≤ 3
√
2
(
max
(x,y)∈A
r + s
(rx + sy + t)4
)
‖(x1, y1)− (x2, y2)‖ .
Arguing as above
max
(x,y)∈A
r + s
(rx + sy + t)4
≤ 3 r + s
r + s+ t
max
(x,y)∈A
Jψi1, ..., in(x, y) ≤ 81 inf
(x,y)∈A
Jψi1, ..., in(x, y) ≤ 81m(Ci1, ..., in)
where m denotes the normalised Lebesgue measure on A. It follows that (h7) holds with r1 = 243
√
2. 
We have thus proved that the induced map V of S on the triangle A satisfies the assumptions of Propo-
sition 3.8, hence the induced map V is ψ-mixing. As a consequence, our system (s△, µ, S) satisfies the
assumptions of Proposition 3.6, hence it is pointwise dual ergodic.
The second part of Theorem 3.3 concerns the return sequence an(S). To achieve the conclusion, we use
[1, Lemma 3.7.4] and [23, Proposition 7]: these results imply that, if the wandering rate wn(A) of the set A
is a regularly varying sequence of index 1− α for α ∈ [0, 1], then
an(S) ∼ 1
Γ(2− α)Γ(1 + α)
n
wn(A)
,
and an(S) is a regularly varying sequence of index α. In Appendix B we recall the definition of the wandering
rate wn(A) of the set A and show that (wn(A))n≥1 is slowly varying, or equivalently regularly varying of
index 1 − α with α = 1, and that wn(A) ≍ log2 n. In particular, the proof that wn(A) is slowly varying
follows from Lemma B.3, Lemma B.4 and Proposition B.7. The asymptotic behaviour of wn(A) is instead a
consequence of Lemma B.1, equation (B.3) and Lemma B.5. This completes the proof of Theorem 3.3.
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4. Pointwise convergence of Birkhoff averages for a class of non-summable observables
As already mentioned at the beginning of Section 3, for infinite-measure-preserving systems (like our map
S, or equivalently the map F on the strip as described in Section 2.2), the strict analogue of Birkhoff’s
Ergodic Theorem is trivial, in the sense that it tells us only that for every observable f ∈ L1(µ), the Birkhoff
averages of f for a system (X,µ,R)
1
n
n−1∑
k=0
f ◦Rk(x)
converge µ-almost everywhere to zero. In a recent paper [13], the question of convergence of Birkhoff sums
for “global observables”, which were first introduced by Lenci [11, 12] in the context of infinite mixing, is
considered. In [13], a global observable is rather vaguely defined to be any L∞ function for which a Birkhoff-
like theorem could in principle be shown to hold. We would like to apply one of the results of this paper
to give certain examples of L∞ observables for our map F for which the Birkhoff average can shown to be
almost everywhere constant. In order to state this result, first we need to recall a certain dynamically-defined
partition.
Assume that (X,B, µ, R) is a conservative and ergodic system. Given a set L0 with 0 < µ(L0) < +∞, we
have that ⋃
k≥0
R−kL0 = X (mod µ),
that is, L0 is a sweep-out set. Now recursively define, for each k ≥ 1,
Lk :=
(
R−1Lk−1
) \ L0.
Then the collection {Lk}k≥0 forms a partition of X .
Theorem 4.1 ([13]). Let (X,B, µ, R) be an infinite-measure-preserving, conservative, ergodic dynamical
system, endowed with the partition {Lk}k≥0, as described above. Let f ∈ L∞(X,µ) admit f∗ ∈ C with the
following property: ∀ε > 0, ∃N,K ∈ N such that ∀x ∈ ⋃k≥K Lk,∣∣∣∣∣ 1N
N−1∑
k=0
f ◦Rk(x)− f∗
∣∣∣∣∣ ≤ ε.
Then for µ-almost every x ∈ X,
lim
n→+∞
1
n
n−1∑
k=0
f ◦Rk(x) = f∗.
Let us recall the system (Σ, ρ, F ) defined in Section 2.2, which is isomorphic to (s△, µ, S), and let us
describe a suitable partition of the strip Σ for the application of Theorem 4.1. We let L0 := Π0, and then,
as above, define recursively the sets
Lk :=
(
F−kLk−1
) \ L0 = {(u, v) ∈ Σ : k ≤ v < k + 1} = Σk.
As a class of observables we consider the set G of functions f(u, v) := g(u) · h(v), where g : (0, 1) → R is a
bounded function and h : R→ R is a continuous α-periodic function, with α ∈ R \Q.
Theorem 4.2. Let (Σ, ρ, F ) be the system defined in Section 2.2, and f : Σ → C a function f(u, v) =
g(u)h(v) in the space G defined above, with g constant if ∫ α0 hdv 6= 0. Then there exists a constant f∗ ∈ C
such that for ρ-almost every (u, v) ∈ Σ
lim
n→+∞
1
n
n−1∑
k=0
f ◦ F k(u, v) = f∗.
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Proof. For all N ∈ N and for all (u, v) ∈ Σ with v > N we have
1
N
N−1∑
k=0
f ◦ F k(u, v) = 1
N
N−1∑
k=0
f(u, v − k) =
=
1
N
g(u)
N−1∑
k=0
h(v − k) = g(u) · 1
N
N−1∑
k=0
h ◦ τk(v),
where τ : R/αZ→ R/αZ is defined by τ(x) := x− 1 (mod α). Note that τ preserves the Lebesgue measure
and is topologically conjugate to the rotation R 1
α
: R/Z→ R/Z, R 1
α
(x) := x− 1
α
(mod 1). The map R 1
α
is
uniquely ergodic with respect to the Lebesgue measure since α ∈ R \ Z, and thus so is τ . It then follows,
since h is continuous and R/αZ is compact, that
lim
n→+∞
1
n
n−1∑
k=0
h ◦ τk(v) = 1
α
∫ α
0
h(v) dv =: h∗
uniformly on R. If h∗ = 0, there exists N⋆ ∈ N such that for all n ≥ N⋆∣∣∣∣∣ 1n
n−1∑
k=0
h ◦ τk(v)
∣∣∣∣∣ < ε‖g‖∞ .
If we choose N = N⋆, K > N , and f
∗ = 0, then for all (u, v) ∈ Σ with v ≥ K∣∣∣∣∣ 1N
N−1∑
k=0
f ◦ F k(u, v)− f∗
∣∣∣∣∣ =
∣∣∣∣∣ 1N
N−1∑
k=0
g(u)h(v − k)
∣∣∣∣∣ ≤ ‖g‖∞
∣∣∣∣∣ 1N
N−1∑
k=0
h ◦ τk(v)
∣∣∣∣∣ < ε,
and we can apply Theorem 4.1 with f∗ = 0. In the case h∗ 6= 0, we can repeat the argument when g(u) ≡ g¯
is a constant function. In that case there exists N⋆ ∈ N such that for all n ≥ N⋆∣∣∣∣∣ 1n
n−1∑
k=0
h ◦ τk(v) − h∗
∣∣∣∣∣ < εg¯ ,
and we can apply Theorem 4.1 as above with f∗ = g¯ h∗. 
5. A complete triangular tree of rational pairs
Our aim in this section is to construct a tree that contains every pair of rational numbers in Q2 ∩ s△, first
by using a modified version of the map S and then, equivalently, by giving a geometric contruction by way
of a mediant operation defined on pairs of rational numbers. The construction mimics that of the Farey tree,
generated by the Farey map, which we now recall.
Firstly, the Farey map is the map F : [0, 1]→ [0, 1] defined by setting
F (x) :=


x
1−x if 0 ≤ x ≤ 12
1−x
x
if 12 ≤ x ≤ 1
We generate a binary tree using the map F by defining the levels Ln := F−n
(
1
2
)
, with the vertices connected
as shown in Figure 3. Note that the two “children” of each vertex are not simply the inverse images of that
vertex. If we label a step down to the left with “0” and a step down to the right with “1”, the position of
a given rational number p
q
∈ Ln is described by a path ω1 · · ·ωn, with each ωi ∈ {0, 1}, and such that if F0
and F1 denote the inverse branches of F , then
p
q
= Fω1 ◦ · · · ◦Fωn
(
1
2
)
. One of the most important properties
of the Farey tree is that it contains all the rational numbers in the interval (0, 1), and each rational number
appears in the tree exactly once4. In other words,
⋃+∞
k=0 F
−k ( 1
2
)
= Q ∩ (0, 1).
4In particular, a rational number p
q
∈ Ln if and only if its continued fraction expansion
p
q
= [a1, . . . , ar ] with ar > 1 is
such that
∑r
i=1 ai = n+ 2.
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L0
L1
L2
L3
1
2
1
3
1
4
1
5
4
5
3
4
3
7
4
7
2
3
2
5
2
7
5
7
3
5
3
8
5
8
Figure 3. The first four levels of the Farey tree.
Another way to define the levels of the Farey tree is by considering the Stern-Brocot sets (Fn)n≥−1, where
we define F−1 :=
{
0
1 ,
1
1
}
, and for all n ≥ 0, Fn is defined recursively from Fn−1 by inserting the mediant of
each pair of neighbouring fractions. Recall that the mediant of two fractions p
q
and r
s
is defined to be
p
q
⊕ r
s
:=
p+ r
q + s
.
It is easy to verify that the mediant falls between the two rational numbers it is computed from, that is if
p
q
< r
s
then p
q
< p
q
⊕ r
s
< r
s
. The first few of the Stern-Brocot sets are as follows:
F0 =
{
0
1
,
1
2
,
1
1
}
, F1 =
{
0
1
,
1
3
,
1
2
,
2
3
,
1
1
}
, F2 =
{
0
1
,
1
4
,
1
3
,
2
5
,
1
2
,
3
5
,
2
3
,
3
4
,
1
1
}
.
It is also straightforward to prove that #Fn = 2n+1 + 1, and that Ln = Fn \ Fn−1 for all n ≥ 0. For more
details on the Farey tree, we refer to [4].
We now describe the construction of our two-dimensional Farey-like tree. We use the local inverse φ0 :
s△ \ {x = y} → Γ0, the restricted local inverse φ1 : s△ \ Λ→ Γ1 \ Λ (which we will continue to call φ1), and
a new map φ2 : {x = y : 0 ≤ x ≤ 1} → Λ defined to be φ2(x, x) := (x, 0). The geometric action of φ0 and
φ1 is shown in Figure 4. These three maps are the local inverses of the map
S˜ : s△→ s△, S˜(x, y) :=


S(x, y) if (x, y) ∈ s△ \ Λ
(x, x) if (x, y) ∈ Λ
.
The map S˜ is a modified version of the map S defined in (2.1).
φ0 φ1
Figure 4. Geometric action of the maps φ0 and φ1.
We now define the sequence (Tn)n≥−1 of the levels of the tree associated to S˜. First set
T−1 := {(0, 0), (1, 0), (1, 1)} and T0 :=
{(
1
2
, 0
)
,
(
1,
1
2
)
,
(
1
2
,
1
2
)}
,
which include the vertices of the triangle △ and the middle points of the sides, respectively.
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Definition 5.1. For each n ≥ −1, define Bn := Tn ∩ ∂△ and In := Tn ∩
◦△ to be, respectively, the
boundary points and the interior points of the n-th level of the tree. Moreover, we respectively denote with
B≤n :=
⋃n
k=−1 Bk and I≤n :=
⋃n
k=−1 Ik the boundary and interior points of the tree up to level n.
Clearly B−1 = T−1 and B0 = T0. We now define precisely how the levels of the tree are constructed, by
showing all the possibilities for taking counterimages depending on the location of the point in s△. Let n ≥ 0.
(R1) An interior point
(
p
q
, r
q
)
∈ In generates the two interior points
(
q
r+q ,
p
r+q
)
and
(
p
r+q ,
r
r+q
)
in In+1,
through the application of φ0 and φ1, respectively.
(R2) A boundary point
(
p
q
, p
q
)
∈ Bn generates the point
(
p
q
, 0
)
∈ Bn through the application of φ2 and the
boundary point
(
p
p+q ,
p
p+q
)
∈ Bn+1 through the application of φ1.
(R3) A boundary point
(
p
q
, 0
)
∈ Bn generates the point
(
1, p
q
)
∈ Bn through the application of φ0.
(R4) A boundary point
(
1, p
q
)
∈ Bn generates the boundary point
(
q
p+q ,
q
p+q
)
∈ Bn+1 and the interior point(
q
p+q ,
p
p+q
)
∈ In+1, through the application of φ0 and φ1, respectively.
The basic portions of the counterimages tree generated from a boundary point and from an interior point
are shown in Figure 5. Note that the points of the tree always have rational coordinates, since we start
from points with rational coordinates and φ0, φ1 and φ2 are linear fractional maps. Furthermore, taking a
counterimage does not necessarily implies that the level in the tree changes. Indeed, applying rules (R1),
(R4), and rule (R2) with φ1 makes the level to increase, whereas applying the other rules does not change
the level. The levels T0, T1 and T2 of the tree are shown in Figure 10 at the end of the paper. Note that we
always write the two fractions of each pair reduced to their least common denominator, apart from the pairs
containing 0 and/or 1. This choice also has a geometric motivation, as we shall remark after Definition 5.5.
Tn
Tn+1
R2 R4
(
p
q
, p
q
)
(
p
p+q ,
p
p+q
) (
p
p+q , 0
) (
1, p
p+q
)φ0
R3
φ2
R2
φ1
(
p
q
, 0
) (
1, p
q
)
(
q
p+q ,
p
p+q
)
φ1
(
q
p+q ,
q
p+q
) (
q
p+q , 0
) (
1, q
p+q
)φ0
R3
φ2
R2
φ0
φ0
R3
φ2
R2
Tn
Tn+1
R1
(
p
q
, r
q
)
(
q
r+q ,
p
r+q
)
φ0
(
p
r+q ,
q
r+q
)
φ1
Figure 5. Above. Basic portion of the tree generated from a boundary point
(
p
q
, p
q
)
∈ Bn.
Below. Basic portion of the tree generated from an interior point
(
p
q
, r
q
)
∈ In.
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Lemma 5.2. For all n ≥ 0 we have
#Bn = 3 · 2n and #In = n2n−1,
with the points of Bn equally distributed on the three sides of △. As a consequence, the number of points of
each level of the tree is given by
#Tn = 3 · 2n + n2n−1.
Proof. We argue by induction on n ≥ 0. If n = 0 we have B0 = T0 and I0 = ∅. Thus #B0 = 3, with one
point on each side of △, and #I0 = 0: the base case is proved. Suppose #Bn = 3 · 2n, with 2n points on
each side of △, #In = n2n−1 for some n ≥ 0 and consider the subsequent level of the tree. The points of
Bn+1 can be obtained from those of Bn as follows (refer to Figure 5):
• Bn contains 2n points on s△∩ {x = y}, each of which gives 3 points in Bn+1, one per side, applying
(R2) with φ1, followed by (R2) with φ2, and (R3);
• Bn contains 2n points on s△∩ {x = 1}, each of which gives 3 points in Bn+1, one per side, applying
(R4), followed by (R2) with φ2, and (R3).
Note that the other 2n points contained in Bn lie on the line {y = 0}, and these points are all mapped back
inside Bn, in light of rule (R3). Therefore, #Bn+1 = 2n · 3+ 2n · 3 = 3 · 2n+1. Furthermore, by construction,
we have 2n+1 points of Bn+1 on each side of the triangle, so that the points of Bn+1 are equally distributed
on the three sides of △. The points of In+1 are obtained from those of Tn in this way:
• each point in In generates two points in In+1, according to rule (R1);
• each point in Bn ∩ {x = 1} gives one point in In+1, using rule (R4).
As a consequence #In+1 = n2n−1 · 2 + 2n = (n + 1)2n. The inductive step is proved and the proof is
complete. 
Lemma 5.3. Let F : [0, 1]→ [0, 1] be the Farey map. For all n ≥ 0 we have
Bn =
{(
p
q
,
p
q
)
,
(
p
q
, 0
)
,
(
1,
p
q
)
:
p
q
∈ F−n
(
1
2
)}
.
Proof. We claim that it is suffices to prove that for all n ≥ 0
(5.1)
{(
p
q
,
p
q
)
:
p
q
∈ F−n
(
1
2
)}
⊆ Bn.
Indeed by (R2) and (R3), it easily follows that
{(
p
q
, p
q
)
,
(
p
q
, 0
)
,
(
1, p
q
)
: p
q
∈ F−n ( 12)} ⊆ Bn for all n ≥ 0,
and since from Lemma 5.2 we have #Bn = 3 · 2n for all n ≥ 0, the claim is proved. We now argue by
induction to prove that (5.1) holds for all n ≥ 0. If n = 0 we have ( 12 , 12) ∈ B0, thus the base case is proved.
Now suppose that (5.1) holds for some n ≥ 0 and let r
s
∈ F−(n+1) ( 12), so that F ( rs) ∈ F−n ( 12). In order
to prove that
(
r
s
, r
s
) ∈ Bn+1 we distinguish between two cases.
• If 0 ≤ r
s
≤ 12 then F
(
r
s
)
= r
s−r , and by the induction hypothesis
(
r
s−r ,
r
s−r
)
∈ Bn. By rule (R2) we
then have that φ1
(
r
s−r ,
r
s−r
)
=
(
r
s
, r
s
) ∈ Bn+1.
• If 12 < rs ≤ 1 then F
(
r
s
)
= s−r
r
. By the induction hypothesis we have that
(
s−r
r
, s−r
r
) ∈ Bn and, by
construction, we also have that
(
1, s−r
r
) ∈ Bn. Hence rule (R4) yields that φ0 (1, s−rr ) = ( rs , rs) ∈Bn+1.

We are now in a position to prove the first main result of this section.
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Theorem 5.4. The tree defined by the level sets Tn is complete, that is,⋃
n≥−1
Tn = Q2 ∩ s△,
and every pair of rational numbers appears in the tree exactly once.
Proof. We have shown in Lemma 5.3 that every pair of rational numbers of the form
(
1, a
b
)
, with 0 ≤ a
b
≤ 1,
appears in some set Bn. Let
(
p
q
, r
q
)
be an arbitrary pair of rational numbers in the interior of the triangle
△. Then, as noted in Section 2.3, this point has a terminating triangle sequence, say (α1, . . . , αm). Then it
follows that S
∑m
i=1 αi+m−1
(
p
q
, r
q
)
=
(
1, a
b
)
, for some rational number a
b
. Thus, as a backward image of the
point
(
1, a
b
)
under S, our original, arbitrary, point must lie in the tree. Moreover, that each point appears
exactly once is clear, considering the geometric action of the maps φi. 
At this point, we will begin the description of a tree of points from the triangle using a mediant operation on
pairs of rational numbers. This will then be shown to be equivalent to the description of our two-dimensional
Farey tree given above in terms of counterimages.
Definition 5.5. Let
(
p
q
, r
q
)
and
(
p′
q′
, r
′
q′
)
be two couples of fractions. We define their mediant to be(
p
q
,
r
q
)
⊕
(
p′
q′
,
r′
q′
)
:=
(
p
q
⊕ p
′
q′
,
r
q
⊕ r
′
q′
)
=
(
p+ p′
q + q′
,
r + r′
q + q′
)
.
Note that we require that the two fractions of each couple have the same denominator, in order that the
mediant of two points lies on the open segment joining the two points. In what follows we always assume
that the two fractions of each couple are reduced to their least common denominator.
Definition 5.6. Let S ⊆ R2 be a line segment, and let R ⊆ S∩Q2 be a finite subset of rational points on S.
Let r := #R, with 2 ≤ r < +∞, and write R = {ri : i = 1, . . . , r} with ri ≤lex ri+1 for all i = 1, . . . , r− 1,
where ≤lex is the lexicographic order on R2. We define the Farey sum of R to be the set R⊕, where
R⊕ := {ri ⊕ ri+1 : i = 1, . . . , r − 1} ∪R.
To simplify the presentation, in what follows the maps φ0 and φ1 are extended to s△.
Lemma 5.7. The maps φ0 and φ1 preserve the mediant of any two rational pairs in their respective domains.
Proof. Let
(
p
q
, r
q
)
and
(
p′
q′
, r
′
q′
)
be two rational points in the domain of φ0. Then
φ0
((
p
q
,
r
q
)
⊕
(
p′
q′
,
r′
q′
))
= φ0
(
p+ p′
q + q′
,
r + r′
q + q′
)
=
(
q + q′
r + q + r′ + q′
,
p+ p′
r + q + r′ + q′
)
and
φ0
(
p
q
,
r
q
)
⊕ φ0
(
p′
q′
,
r′
q′
)
=
(
q
r + q
,
p
r + q
)
⊕
(
q′
r′ + q′
,
p′
r′ + q′
)
=
(
q + q′
r + q + r′ + q′
,
p+ p′
r + q + r′ + q′
)
.
An analogous computation can be done for the map φ1: we leave the details to the reader. 
Let us observe here that, since φ0 and φ1 preserve the mediant operation and are also monotonic along line
segments (with respect to the lexicographic order), we have that for i = 0, 1,
φi(R)
⊕ = {φi(ri)⊕ φi(ri+1) : i = 1, . . . , r − 1} ∪ φi(R) =
= {φi(ri ⊕ ri+1) : i = 1, . . . , r − 1} ∪ φi(R) = φi
(
R⊕
)
.
(5.2)
In order to give the definition of a tree of mediants, we first define a sequence of measurable partitions
(Pn)n≥0 of s△, such that Pn consists of 2n subtriangles of s△ and each Pn is a refinement of the previous
Pn−1. Let P0 be the whole triangle s△. The three vertices of s△ are labelled with “0”, “1” and “2” as
follows:
v0 = (0, 0) =
(
0
1
,
0
1
)
, v1 = (1, 0) =
(
1
1
,
0
1
)
, v2 = (1, 1) =
(
1
1
,
1
1
)
.
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Taking the Farey sum between v0 and v2 one obtains
v0 ⊕ v2 =
(
1
2
,
1
2
)
.
We partition the triangle s△ into two subtriangles by the line segment joining v1 and v0⊕v2. This determines
the partition P1. Moreover, we label the vertices of the two subtriangles according to the geometric rule
shown in Figure 6: that is, the new vertex is labelled “2” in both the subtriangles, the other vertices of the
subtriangle containing the old vertex “0” remain as they were, whereas in the subtriangle containing the
old vertex “2”, this “2” becomes a “1” and the remaining vertex is labelled “0” (note that, in this second
subtriangle, this can be seen as a rotation of the old labels). We now proceed inductively. Suppose we have
the partition Pn, consisting of 2
n triangles. Each triangle of Pn is partitioned into two subtriangles by the
line segment joining the vertex labelled “1” with the mediant of the vertex “0” and the vertex “2”. This
gives us the next partition Pn+1. Figure 7 shows the partitions P0, P1, and P2.
0
1
2
0
1
2
0
1
2
Figure 6. Partition of a triangle of Pn into two subtriangles and relabelling of the vertices.
0 1
2
0 1
2
0
1
2
0 1
2
0
1
2
0
1
2
0
1
2
Figure 7. From left to right: partitions P0, P1, and P2, along with the labelling of the vertices.
For the definition of the tree, in a Farey-like way, we recursively define a sequence (Sn)n≥−1 of nested sets
of pairs of rationals. First set S−1 := {(0, 0), (1, 0), (1, 1)} and consider the partition P0. The basic idea is
to insert the mediant of each pair of neighbouring points along each side of the partition P0. For instance,
at the first step we have three sides (the sides of s△), and we add to S−1 one point along each side, providing
S0 =
{
(0, 0),
(
1
2
, 0
)
, (1, 0),
(
1,
1
2
)
, (1, 1),
(
1
2
,
1
2
)}
.
Again we proceed inductively. Suppose we have the set Sn and consider the partition Pn+1. The set Sn+1 is
obtained from Sn inserting the mediant of each pair of neighbouring points along each side of the partition
Pn+1. In other words, for n ≥ −1,
Sn+1 :=
⋃
S∈Sn+1
(S ∩ Sn)⊕,
where S0 is the set of the three sides of s△, and Sn is obtained from Sn−1 by adding the line segments used
to partition the triangles of Pn−1 to obtain Pn.
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Now we will start to work towards showing that our two trees are in fact identical. Figure 8 at the end of
the section may ease the understanding of the argument. Let n ≥ 0 and let ω ∈ {0, 1}n be a word of length
|ω| = n over the two symbols “0” and “1”. We define
φω := φω1 ◦ φω2 ◦ · · · ◦ φωn and △ω := φω(s△).
Lemma 5.8. Let ℓ be the open line segment joining (1, 0) and
(
1
2 ,
1
2
)
, that is ℓ :=
{
(x, 1− x) : 12 < x < 1
}
.
For n ≥ 0 the following holds.
(i) Pn = {△ω : |ω| = n}, and the labelling of the vertices of each △ω is such that the vertex “k” of
△ω = φω(s△) is φω(vk), for k = 0, 1, 2.
(ii) Sn = S0 ∪
{
Ğφω(ℓ) : |ω| ≤ n− 1
}
.
Proof. (i) The statement is trivially true when n = 0. We argue by induction on n ≥ 1. From the definition
of the maps φ0 and φ1 it is straightforward to see that
P1 =
{
φ0(s△), φ1(s△)
}
and that the relabelling of the vertices agrees with the geometric action of the two maps. This proves the
case n = 1. We also observe that the partition P1 is obtained through the line segment sℓ. For the inductive
step, suppose that, for a certain n ≥ 1, Pn = {△ω : |ω| = n} and that the labelling of the vertices of each
△ω is induced by φω as in (i). Consider a triangle △ω = φω( s△) ∈ Pn, and note that
△ω = φω(s△) = φω(φ0(s△) ∪ φ1(s△)) = φω0(s△) ∪ φω1( s△).
This partition is obtained throughĞφω(ℓ) and we now prove that it agrees with the definition of Pn+1. Indeed,
from Lemma 5.7, φω preserves the mediant, so thatĞφω(ℓ) joins φω(v1) with φω(v0 ⊕ v2) = φω(v0)⊕ φω(v2).
Thus φω0(s△), φω1(s△) ∈ Pn+1. This proves {△ω : |ω| = n+ 1} ⊆ Pn+1, and the two sets are in fact the
same since they have the same cardinality. It remains to show that the labelling of the vertices of φω0(s△)
and φω1(s△) according to the definition of Pn+1 is induced by φω0 and φω1. This immediately follows by
computing the images of the vertices of s△ under φω0 and φω1.
(ii) From (i) we have that
{
Ğφω(ℓ) : |ω| = n
}
contains the line segments needed to pass from Pn to Pn+1. 
In light of (ii) of the previous Lemma we have, for n ≥ −1,
Sn+1 =
⋃
S∈Sn+1
(S ∩ Sn)⊕ =
⋃
S∈S0
(S ∩ Sn)⊕ ∪
⋃
|ω|≤n
(Ğφω(ℓ) ∩ Sn)⊕.
By Lemma 5.3 and by the characterisation of the levels of the Farey tree in terms of Stern-Brocot sets, it is
easy to verify that ⋃
S∈S0
(S ∩ Sn)⊕ = B≤n+1.
Hence
(5.3) Sn+1 = B≤n+1 ∪
⋃
|ω|≤n
(Ğφω(ℓ) ∩ Sn)⊕,
and this leads us towards studying the interior points of the counterimages tree in order to prove that the
two trees coincide level by level.
Proposition 5.9. For n ≥ 1, the following properties hold.
(i) ℓ ∩ In = φ1 ({x = 1} ∩ Bn−1) and #(ℓ ∩ In) = 2n−1.
(ii) Let p and q be the two endpoints of ℓ, then
{p, q} ∪ (ℓ ∩ I≤n) = ({p, q} ∪ (ℓ ∩ I≤n−1))⊕ ,
that is, the interior points up to level n on ℓ are obtained from those up to level n − 1 by inserting
mediants of neighbouring points, where here the endpoints of ℓ are also included.
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Let ω ∈ {0, 1}∗ be a binary word of finite length |ω| ≤ n− 1. Then the following properties hold.
(iii) φω(ℓ) ∩ In = φω
(
ℓ ∩ In−|ω|
)
and #(φω(ℓ) ∩ In) = 2n−|ω|−1.
(iv) Let pω := φω(p) and qω := φω(q) be the two endpoints of φω(ℓ). Then
{pω, qω} ∪

φω(ℓ) ∩ n⋃
k=|ω|+1
Ik

 =

{pω, qω} ∪

φω(ℓ) ∩ n−1⋃
k=|ω|+1
Ik




⊕
.
Proof. (i) The function φ1 bijectively maps the open vertical side {(1, y) : 0 < y < 1} of s△ onto ℓ. Moreover,
since n ≥ 1, by (R4) φ1 sends points of Bn−1 to points in In. The cardinality computation immediately
follows from the first part and Lemma 5.3.
(ii) From Lemma 5.3 we know that, for n ≥ 1, the set {x = 1} ∩ B≤n−1 corresponds to the Stern-Brocot set
of level n − 1. More precisely, {x = 1} ∩ B≤n−1 = {(1, y) : y ∈ Fn−1}. Thus on the vertical side {x = 1}
of s△, the points up to level n − 1 are obtained from those up to level n − 2 by taking mediants between
neighbouring points. In other words
{x = 1} ∩ B≤n−1 = ({x = 1} ∩ B≤n−2)⊕ .
We now apply φ1 to both sides of the previous equality, getting
φ1 ({x = 1} ∩ B≤n−1) =
n−1⋃
k=−1
φ1 ({x = 1} ∩ Bk) (i)= {p, q} ∪ (ℓ ∩ I≤n)
and, using (5.2),
φ1
(
({x = 1} ∩ B≤n−2)⊕
)
= (φ1 ({x = 1} ∩ B≤n−2))⊕ = ({p, q} ∪ (ℓ ∩ I≤n−1))⊕ .
(iii) In case |ω| = 0 the first part is trivial and the second one has been proved in (i). Thus we can
consider 1 ≤ |ω| ≤ n − 1. The function φω bijectively maps the open segment ℓ onto φω(ℓ). Moreover, by
applying (R4) |ω| times, φω maps points of In−|ω| to points in In. For the second part, (i) implies that
# (φω(ℓ) ∩ In) = #
(
ℓ ∩ In−|ω|
)
= 2n−|ω|−1.
(iv) From (ii) we know that for all n ≥ 1 the interior points up to level n on ℓ are obtained from those up
to level n − 1 by inserting mediants of neighbouring points, also considering the endpoints of ℓ. Since φω
preserves mediants, we can conclude applying φω to both sides of the equality in (ii). 
The above proposition characterises the location in s△ of the interior points of our tree. In particular, it
holds that
In =
⋃
|ω|≤n−1
(φω(ℓ) ∩ In) ,
that is, the interior points of level n are located along the backward images of ℓ under compositions of φ0
and φ1 of length ≤ n − 1. To prove this, note that the inclusion “⊇” is trivial and that the two sets have
the same cardinality. Indeed, using Proposition 5.9-(iii),
#

 ⋃
|ω|≤n−1
(φω(ℓ) ∩ In)

 = n−1∑
s=0
∑
|ω|=s
#(φω(ℓ) ∩ In) =
n−1∑
s=0
∑
|ω|=s
2n−s−1 = n2n−1.
As last step, we now write the set of the interior points up to level n+ 1 in a convenient way. For n ≥ 1,
I≤n+1 =
⋃
|ω|≤n
(φω(ℓ) ∩ I≤n+1) =
⋃
|ω|≤n
({pω, qω} ∪ (φω(ℓ) ∩ I≤n))⊕ =
=
⋃
|ω|≤n
(
Ğφω(ℓ) ∩ ({pω, qω} ∪ I≤n)
)⊕
.
(5.4)
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Theorem 5.10. For all n ≥ 0 we have Tn = Sn \ Sn−1, that is the tree defined by counterimages and that
defined by Farey sums coincide level by level.
Proof. It suffices to show that, for all n ≥ 0, Sn = T≤n = B≤n ∪ I≤n. We argue by induction on n ≥ 0.
Since S0 = T−1 ∪ T0, the base case is proved. Now suppose that, for a certain n ≥ 0, Sn = B≤n ∪ I≤n. By
applying the inductive hypothesis we have
Sn+1 (5.3)= B≤n+1 ∪
⋃
|ω|≤n
(Ğφω(ℓ) ∩ Sn)⊕ = B≤n+1 ∪
⋃
|ω|≤n
(
Ğφω(ℓ) ∩ (B≤n ∪ I≤n)
)⊕
=
= B≤n+1 ∪
⋃
|ω|≤n
(
Ğφω(ℓ) ∩ ({pω, qω} ∪ I≤n)
)⊕
,
where the last equality holds since, alongĞφω(ℓ), the points are all in I≤n, with the possible exception of the
endpoints of φω(ℓ), namely pω and qω. Equation (5.4) allows us to conclude that Sn+1 = B≤n+1 ∪ I≤n+1,
and the inductive step is proved. 
⋄ : points of T−1
△ : points of T0
⋆ : points of T1
◦ : points of T2
• : points of T3
⋄ ⋄
⋄
(0, 0) (1, 0)
(1, 1)
△
△△
⋆ ⋆
⋆
⋆
⋆
⋆
⋆
◦ ◦ ◦ ◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
• • • • • • • •
•
•
••
••
•
•
•
•
• •
• •
•
•
• •
•
•
•
•
•
•
•
•
•
•
ℓ
φ 0
(ℓ
)
φ
1 (ℓ)
φ00(ℓ)
φ
1
0
(ℓ
)
φ11(ℓ)
φ
0
1
(ℓ
)
Figure 8. The first four levels of the tree generated through the local inverses of the map
S˜ represented as set of points of s△.
Remark 5.11. One of the possible interesting questions to ask, given the map S and the tree defined here, is
whether or not a version of the Minkowski question mark function could be defined in this setting. We recall,
briefly, that the original Minkowski question mark function was introduced as another way of demonstrating
the Lagrange property of continued fractions, in that it maps every rational number to the subset of dyadic
rationals (that is, those having denominators containing only powers of 2) and every quadratic irrational
to the remaining rational numbers (see [15, 10], and for other 1-dimensional analogues, [16, 17]). These
functions are now known as slippery Devil’s staircases for the fact that they are strictly increasing but
nevertheless singular with respect to the Lebesgue measure. In the higher dimensional setting, Panti [19]
has shown the existence of a Minkowski-type function for maps defined on an n-simplex.
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Appendix A. Some results on the local inverses of V
In this appendix we prove some properties of the local inverses of the map V , needed for the argument
of Section 3.1. We recall that V is the induced map of S on the set A = {(x, y) ∈ Γ0 : S(x, y) ∈ Γ0}, and
that each local inverse of V is a linear fractional map, as in (3.3). In general, a linear fractional map ψ of
the form
ψ(x, y) =
(
r1x+ s1y + t1
rx + sy + t
,
r2x+ s2y + t2
rx+ sy + t
)
,
where the cofficients are non-negative integers, can be expressed in projective coordinates by the 3×3 matrix
Mψ :=

r1 s1 t1r2 s2 t2
r s t

 .
For instance, the two inverse maps φ0 and φ1 have matrices
M0 :=Mφ0 =

0 0 11 0 0
0 1 1

 and M1 :=Mφ1 =

1 0 00 1 0
0 1 1

 .
Note that the composition of linear fractional maps translates into the left multiplication of their matrices. As
a consequence, since bothM0 andM1 have unit determinant, every product involving these two matrices also
has unit determinant. To every linear fractional map as above, we associate the vectors v1(ψ), v2(ψ), v(ψ) ∈
R3 corresponding to the rows of the associated matrix Mψ. In other words,
v1(ψ) =

r1s1
t1

 , v2(ψ) =

r2s2
t2

 , v(ψ) =

rs
t

 .
In what follows, we use the notation ‖·‖ for the Euclidean norm and ‖·‖1 for the 1-norm on R3. The two
norms are equivalent and, in particular, for all v ∈ R3 holds
(A.1) ‖v‖ ≤ ‖v‖1 ≤
√
3‖v‖.
Moreover, to each v ∈ R3 \ {0} with non-negative components we associate the normalised vector Pv given
by Pv :=
v
‖v‖1 .
Lemma A.1. For any v, w ∈ R3 \ {0} with non-negative components, ‖v × w‖ ≤ √3‖v‖‖w‖‖Pv − Pw‖.
Proof. Let θv,w ∈
[
0, π2
]
be the angle between the two vectors v and w, so that ‖v × w‖ = ‖v‖‖w‖ sin θv,w,
and between the two vectors Pv and Pw. Let λw,u := ‖Pw − (Pw · Pv)Pv‖, the modulus of the component of
Pw orthogonal to Pv (see Figure 9). Then by simple geometric considerations we have
sin θv,w =
λw,v
‖Pw‖ =
λw,v
‖w‖ ‖w‖1
(A.1)
≤
√
3λw,v ≤
√
3‖Pv − Pw‖,

v
w
Pv
Pw
λw,v
P
v
−
P
w
θv,w
Figure 9. Graphical representation of vectors Pv and Pw, along with the quantities involved
in the proof of Lemma A.1.
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Lemma A.2. Let Φ an arbitrary composition of the maps φ0 and φ1. Then the matrix MΦ satisfies
‖v(Φ)‖1 ≥ ‖v1(Φ)‖1 and ‖v(Φ)‖1 ≥ ‖v2(Φ)‖1.
Proof. We argue by induction on the length l ≥ 1 of Φ as a composition of maps. If l = 1, then Φ is either
φ0 or φ1, and in both cases the thesis is true. For the inductive step, let l ≥ 1 and suppose that the thesis
is true for a certain Φ of length l. Let
MΦ =

r1 s1 t1r2 s2 t2
r s t


be the matrix of Φ. We have
Mφ0◦Φ =M0MΦ =

 r s tr1 s1 t1
r + r2 s+ s2 t+ t2

 and Mφ1◦Φ =M1MΦ =

 r1 s1 t1r2 s2 t2
r + r2 s+ s2 t+ t2

 .
For the first matrix it holds that
‖v(φ0 ◦ Φ)‖1 = r + s+ t+ r2 + s2 + t2 ≥ r + s+ t = ‖v1(φ0 ◦ Φ)‖1
since r2, s2, t2 ≥ 0, and that
‖v(φ1 ◦ Φ)‖1 ≥ r + s+ t ≥ r1 + s1 + t1 = ‖v2(φ0 ◦ Φ)‖1
by the inductive assumption. Analogous estimates hold for Mφ1◦Φ. 
Lemma A.3. Let ψi : A → Ci be a local inverse of V and ψ = Φ ◦ ψi, where Φ is a (possibly empty)
composition of φ0 and φ1.
(i) If Dψ denotes the Jacobian matrix of ψ, then
max
{
sup
A
(|(Dψ)11|+ |(Dψ)21|) , sup
A
(|(Dψ)12|+ |(Dψ)22|)
}
≤
≤ 27
√
3
(∥∥Pv(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ) − Pv2(ψ)∥∥) .
(ii) For k = 0, 1, let Dk be the Jacobian matrix of φk ◦ ψ, then
max
{
sup
A
(|(Dk)11|+ |(Dk)21|) , sup
A
(|(Dk)12|+ |(Dk)22|)
}
≤
≤ 27
√
3
(∥∥Pv(ψ)+v2(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ)+v2(ψ) − Pv2(ψ)∥∥) .
(iii) We have that∥∥Pv(ψ)+v2(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ)+v2(ψ) − Pv2(ψ)∥∥ ≤ ∥∥Pv(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ) − Pv2(ψ)∥∥ .
Proof. (i) The map ψ is a composition of φ0 and φ1, thus of the form (3.4). We have
sup
A
(|(Dψ)11|+ |(Dψ)21|) ≤ 9 · |r1s− rs1|+ |r1t− rt1|+ |r2s− rs2|+ |r2t− rt2|
(r + s+ t)2
≤
≤ 9 · ‖v(ψ)× v1(ψ)‖1 + ‖v(ψ) × v2(ψ)‖1‖v(ψ)‖2 ≤
(A.1)
≤ 9
√
3 · ‖v(ψ)× v1(ψ)‖+ ‖v(ψ)× v2(ψ)‖‖v(ψ)‖2 ≤
Lem. A.1≤ 27 · ‖v1(ψ)‖
∥∥Pv(ψ) − Pv1(ψ)∥∥+ ‖v2(ψ)‖∥∥Pv(ψ) − Pv2(ψ)∥∥
‖v(ψ)‖ ≤
(A.1)
≤ 27
√
3 · ‖v1(ψ)‖1
∥∥Pv(ψ) − Pv1(ψ)∥∥+ ‖v2(ψ)‖1 ∥∥Pv(ψ) − Pv2(ψ)∥∥
‖v(ψ)‖1
.
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From Lemma A.2 we have ‖v1(ψ)‖1 ≤ ‖v(ψ)‖1 and ‖v2(ψ)‖1 ≤ ‖v(ψ)‖1, so that
sup
A
(|(Dψ)11|+ |(Dψ)21|) ≤ 27
√
3 · (∥∥Pv(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ) − Pv2(ψ)∥∥)
The same estimate holds for supA (|(Dψ)12|+ |(Dψ)22|) and thus (i) is proved.
(ii) The matrices associated to the maps φk ◦ ψ for k = 0, 1 are
M0Mψ =

 v(ψ)v1(ψ)
v(ψ) + v2(ψ)

 and M1Mψ =

 v1(ψ)v2(ψ)
v(ψ) + v2(ψ)

 .
Applying (i) to the map φk ◦ ψ we have
max
{
sup
A
(|(D0)11|+ |(D0)21|) , sup
A
(|(D0)12|+ |(D0)22|)
}
≤
≤ 27
√
3
(∥∥Pv(ψ)+v2(ψ) − Pv(ψ)∥∥+ ∥∥Pv(ψ)+v2(ψ) − Pv1(ψ)∥∥)
and
max
{
sup
A
(|(D1)11|+ |(D1)21|) , sup
A
(|(D1)12|+ |(D1)22|)
}
≤
≤ 27
√
3
(∥∥Pv(ψ)+v2(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ)+v2(ψ) − Pv2(ψ)∥∥) .
To finish the proof it suffices to show that
(A.2)
∥∥Pv(ψ)+v2(ψ) − Pv(ψ)∥∥ ≤ ∥∥Pv(ψ)+v2(ψ) − Pv2(ψ)∥∥ .
To this end, note that Pv(ψ)+v2(ψ) is a convex combination of Pv(ψ) and Pv2(ψ), in particular
Pv(ψ)+v2(ψ) =
‖v(ψ)‖1
‖v(ψ)‖1 + ‖v2(ψ)‖1
Pv(ψ) +
‖v2(ψ)‖1
‖v(ψ)‖1 + ‖v2(ψ)‖1
Pv2(ψ),
and since from Lemma A.2 we have ‖v2(ψ)‖1 ≤ ‖v(ψ)‖1, (A.2) easily follows.
(iii) The three points Pv(ψ), Pv1(ψ) and Pv2(ψ) belong to the standard 2-symplex in R
3 and define a triangle
△ψ since they are linearly independent. Furthermore, (ii) implies that Pv(ψ)+v2(ψ) = λPv(ψ) + (1− λ)Pv2(ψ)
for some λ ∈ ( 12 , 1). Also Pv(ψ)+v2(ψ), Pv1(ψ) and Pv2(ψ) define a triangle △′ψ, which is a subtriangle of △ψ.
In particular,△ψ and △′ψ have a common side and the non-common vertex Pv(ψ)+v2(ψ) belongs to the side of
△ψ with vertices Pv(ψ) and Pv2(ψ). The inequality to prove easily follows from this geometric interpretation,
since perimeter of the subtriangle △′ψ is less than or equal to the perimeter of △ψ. Besides this geometrical
approach, an analytic estimate easily follows from the triangle inequality:∥∥Pv(ψ)+v2(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ)+v2(ψ) − Pv2(ψ)∥∥ =
=
∥∥λPv(ψ) + (1− λ)Pv2(ψ) − Pv1(ψ)∥∥+ λ∥∥Pv(ψ) − Pv2(ψ)∥∥ =
=
∥∥−(1− λ)(Pv(ψ) − Pv2(ψ)) + Pv(ψ) − Pv1(ψ)∥∥+ λ∥∥Pv(ψ) − Pv2(ψ)∥∥ ≤
≤ (1 − λ)∥∥Pv(ψ) − Pv2(ψ)∥∥+ ∥∥Pv(ψ) − Pv1(ψ)∥∥+ λ∥∥Pv(ψ) − Pv2(ψ)∥∥ =
=
∥∥Pv(ψ) − Pv1(ψ)∥∥+ ∥∥Pv(ψ) − Pv2(ψ)∥∥ .

Lemma A.4. Let ψi1, ..., in : A→ Ci1, ..., in be a local inverse of V n. Then∥∥∥Pv(ψi1, ..., in ) − Pv1(ψi1, ..., in )
∥∥∥+ ∥∥∥Pv(ψi1, ..., in ) − Pv2(ψi1, ..., in )
∥∥∥ ≤ d(n)
where
d(n) :=
∥∥Pv(φn0 ) − Pv1(φn0 )∥∥+ ∥∥Pv(φn0 ) − Pv2(φn0 )∥∥ .
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Proof. As outlined in Section 3.1, ψi1, ..., in = ψi1 ◦ · · · ◦ ψin and, for h = 1, . . . , n, ψih = φ0 ◦ Φih , where
Φih is a (possibly empty) composition of the maps φ0 and φ1. In Proposition A.3 (iii) we proved that the
estimation function introduced in (i) is decreasing with respect to the number of compositions of the maps
φ0 or φ1. The inequality of this lemma follows, since φ
n
0 contains the least possible number of compositions
of the maps φ0 and φ1 compatible with the definition of the local inverses. 
Lemma A.5. Let (d(n))n≥0 be the real sequence introduced in Lemma A.4. Then limn→+∞ d(n) = 0.
Proof. Arguing by induction on n ≥ 0, it is easy to prove that
Mφn0 =M
n
0 =

fn+1 fn+2 fn+3fn fn+1 fn+2
fn+2 fn+3 fn+4

 ,
where (fn)n≥0 is recursively defined to be

f0 = 0
f1 = 1
f2 = 0
fn+3 = fn+2 + fn for n ≥ 1
.
The sequence (νn)n≥0, νn := fn+4, is also referred to as the Narayana’s cows sequence. It is known that this
sequence has a ratio limit, i.e. there exists limn→∞
νn+1
νn
=: γ < +∞ [22]5. Note that for n ≥ 4 and for r ≥ 1
we have fn+r
fn
=
∏r−1
j=0
fn+1+j
fn+j
, so that
(A.3) lim
n→+∞
fn+r
fn
= γr.
For n ≥ 0 we have
Pv1(φn0 ) =
1
fn+1 + fn+2 + fn+3

fn+1fn+2
fn+3

 = 1
fn+5

fn+1fn+2
fn+3


Pv2(φn0 ) =
1
fn + fn+1 + fn+2

 fnfn+1
fn+2

 = 1
fn+4

 fnfn+1
fn+2

 ,
Pv(φn0 ) =
1
fn+2 + fn+3 + fn+4

fn+2fn+3
fn+4

 = 1
fn+6

fn+2fn+3
fn+4


so that
d(n) ≤ ∥∥Pv(φn0 ) − Pv1(φn0 )∥∥1 + ∥∥Pv(φn0 ) − Pv2(φn0 )∥∥1 =
=
2∑
k=0
(∣∣∣∣fn+k+2fn+6 −
fn+k+1
fn+5
∣∣∣∣+
∣∣∣∣fn+k+2fn+6 −
fn+k
fn+4
∣∣∣∣
)
.
Using (A.3), for each k = 0, 1, 2 we have
fn+k+2
fn+6
− fn+k+1
fn+5
→ γ4−k−γ4−k = 0 and analogously fn+k+2
fn+6
− fn+k
fn+4
→
0 as n→ +∞. This proves that limn→+∞ d(n) = 0. 
Proof of Proposition 3.9. It follows directly from Lemma A.3-(i), A.4 and A.5. 
Now we give the proof of Proposition 3.10.
5More precisely, γ is the only real root of the characteristic equation x3 − x2 − 1 = 0.
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Proof of Proposition 3.10. It is clear from the construction and the matrix representation that r+ s+ t > 0
for all local inverses. Let now argue by induction on k ≥ 1, the length of ψi in terms of compositions. For
k = 1, we have ψ = φ0 or ψ = φ1. In both cases, given the analytical expression of φ0 and φ1, we find that
r = 0 and s = t = 1. Moreover
Jφ0(x, y) = Jφ1(x, y) =
1
(y + 1)3
.
We now prove the inductive step. Let Φ := φσ1 ◦ φσ2 ◦ · · · ◦ φσk , and write
Φ(x, y) =
(
r˜1x+ s˜1y + t˜1
r˜x + s˜y + t˜
,
r˜2x+ s˜2y + t˜2
r˜x+ s˜y + t˜
)
We assume that
JΦ(x, y) =
1
(r˜x + s˜y + t˜)3
.
Let now ψ = φi ◦ Φ, with i = 0, 1. By the chain rule
Jψ(x, y) = Jφi(Φ(x, y))JΦ(x, y) =
1(
1 + r˜2x+s˜2y+t˜2
r˜x+s˜y+t˜
)3 1(r˜x + s˜y + t˜)3 =
=
1(
(r˜2 + r˜)x + (s˜2 + s˜)y + (t˜2 + t˜)
)3 .
Moreover, using the matrix representation of ψ described above, we find
Mψ =MiMΦ =

∗ 0 ∗∗ ∗ 0
0 1 1



r˜1 s˜1 t˜1r˜2 s˜2 t˜2
r˜ s˜ t˜

 =

 ∗ ∗ ∗∗ ∗ ∗
r˜2 + r˜ s˜2 + s˜ t˜2 + t˜

 ,
where “∗” denotes a term depending on the choice of i. In any case, we find that we can write ψ as in (3.3)
with r = r˜2 + r˜, s = s˜2 + s˜ and t = t˜2 + t˜. The inductive step is proved. 
Appendix B. The wandering rate of the set A
The set A is defined in (3.2) and it is the triangle with vertices Q1 = (
1
2 ,
1
2 ), Q2 = (
2
3 ,
1
3 ) and Q3 = (1, 1),
with the sides Q1Q2 and Q2Q3 not included. We consider the wandering rate wn(A) for n ≥ 1, which is
defined to be
wn(A) :=
n−1∑
k=0
µ(A ∩ {ϕ > k}),
where ϕ is the first-return time function in A. Extending the function ϕ to all s△ by
ϕ(x, y) := min {n ≥ 1 : Sn(x, y) ∈ A}
we obtain the hitting time function of A, which is well-defined and finite µ-almost everywhere since the
system (s△, µ, S) is conservative and ergodic. We now recall that, for k ≥ 1,
µ(A ∩ {ϕ > k}) = µ(A∁ ∩ {ϕ = k}),
where A∁ := s△ \A [23, Lemma 1]. We thus study the diverging sequence ∑nk=1 µ(A∁ ∩ {ϕ = k}). The first
step is to study the structure of A∁ ∩ {ϕ = k} for k ≥ 1, the set of points in A∁ which hit A for the first
time after exactly k iterations of the map S. This set can be expressed in terms of the local inverse of S as
follows. Let
Ωk :=
{
ω ∈ {0, 1}k : tωiωi+1 = 1 ∀i = 0, . . . , k − 2, ωk−1 = 1
}
, where T = (tij)i,j=0,1 =
(
0 1
1 1
)
.
In this way, Ωk is the set of binary words of length k, which all end with a “1”, and in which the string “00”
never appears. Then
A∁ ∩ {ϕ = k} =
⋃
ω∈Ωk
φω(A) =
⋃
ω∈Ωk
φω0 ◦ φω1 ◦ · · · ◦ φωk−2 ◦ φ1(A).
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Indeed, a point in φω0 ◦ φω1 ◦ · · · ◦φωk−2 ◦φ1(A) has symbolic code given by ω0ω1 . . . ωk−2100 with the word
“00” not appearing in the first k symbols. This is equivalent to saying that such a point does not visit A in
the first k − 1 iterations, hence the point is in A∁ ∩ {ϕ = k}. The converse also obviously holds. Note that,
in case k = 1, we have A∁ ∩ {ϕ = 1} = φ1(A).
We first obtain an estimate from above for the wandering rate. In what follows, we write an . bn if and
only if an = O(bn).
Lemma B.1. The wandering rate wn(A) satisfies wn(A) . log
2 n.
Proof. Using the properties of the map S and its local inverses, one immediately verifies that
n⋃
k=1
(
A∁ ∩ {ϕ = k}
)
⊆
n−1⋃
k=0
△k,
where {△k}k≥0 is the partition represented in Figure 1. Hence
wn(A) ≤
n−1∑
k=0
µ(△k).
Using now the dynamical system defined in Section 2.2 on the strip Σ, we have µ(△k) = ρ(Σk) for all k ≥ 0,
so that
wn(A) ≤
n−1∑
k=0
µ(△k) =
n−1∑
k=0
ρ(Σk) =
n−1∑
k=0
∫ k+1
k
(∫ 1
0
1
1 + uv
du
)
dv =
∫ n
0
log(1 + v)
v
dv . log2 n.

We now show that the wandering rate can be estimated using the matrix representation of the local
inverses defined in Appendix A.
Lemma B.2. For a map ψ = φω0 ◦ φω1 ◦ · · · ◦ φωk−2 ◦ φ1 with matrix representation
Mψ =

r1 s1 t1r2 s2 t2
r s t


it holds that
µ(A)
(r1 + s1 + t1)(r2 + s2 + t2)(r + s+ t)
≤ µ(ψ(A)) ≤ 27µ(A)
(r1 + s1 + t1)(r2 + s2 + t2)(r + s+ t)
Proof. By definition of µ, denoting ψ(x, y) = (ψ1(x, y), ψ2(x, y)),
µ(ψ(A)) =
∫∫
ψ(A)
1
xy
dxdy =
∫∫
A
1
ψ1(x, y)ψ2(x, y)
|Jψ(x, y)| dxdy.
Moreover by Proposition 3.10, we have
ψ1(x, y) =
r1x+ s1y + t1
rx + sy + t
, ψ2(x, y) =
r2x+ s2y + t2
rx + sy + t
, Jψ(x, y) =
1
(rx+ sy + t)3
hence
µ(ψ(A)) =
∫∫
A
1
(r1x+ s1y + t1)(r2x+ s2y + t2)(rx + sy + t)
dxdy
Since for (x, y) ∈ A we can use 12 ≤ x ≤ 1 and 13 ≤ y ≤ 1, the proof is complete. 
We are then led to study the terms
(B.1) tω0ω1...ωk−21 :=
1
(r1 + s1 + t1)(r2 + s2 + t2)(r + s+ t)
for the maps ψ = φω0 ◦ φω1 ◦ · · · ◦ φωk−2 ◦ φ1 with ω ∈ Ωk. We shall also write simply tψ to shorten the
notation.
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Lemma B.3. If the sequence (τn)n≥1,
τn :=
n∑
k=1
∑
ω∈Ωk
tω0ω1...ωk−21,
is slowly varying, then (wn(A))n≥1 is slowly varying.
Proof. Recalling (3.1), we have to show that
(B.2) lim
n→∞
w⌊cn⌋(A)
wn(A)
= 1 ∀ c > 0
Since µ(A∁ ∩ {ϕ = k}) ≥ 0, the sequence wn(A) =
∑n
k=1 µ(A
∁ ∩ {ϕ = k}) is non-decreasing. We claim that
it is enough to show (B.2) for c = 2. Indeed, for 1 < c < 2 (B.2) follows since
1 ≤ w⌊cn⌋(A)
wn(A)
≤ w2n(A)
wn(A)
.
For c > 2, let k ≥ 1 such that c ≤ 2k, then we write
1 ≤ w⌊cn⌋(A)
wn(A)
≤ w2kn(A)
w2k−1n(A)
w2k−1n(A)
w2k−2n(A)
· · · w2n(A)
wn(A)
and for all j = 1, . . . , k we have
w
2jn
(A)
w2j−1n(A)
→ 1, because it is a subsequence of w2n(A)
wn(A)
. Hence (B.2) follows
again for c > 2. We can proceed analogously for the case 0 < c < 1, which completes the proof of the claim.
Let us consider the term w2n(A)−wn(A). By Lemma B.2, for ψ = φω0 ◦ φω1 ◦ · · · ◦ φωk−2 ◦ φ1 with ω ∈ Ωk,
we have
µ(A)
∑
ω∈Ωk
tω0ω1...ωk−21 ≤ µ(A∁ ∩ {ϕ = k}) ≤ 27µ(A)
∑
ω∈Ωk
tω0ω1...ωk−21.
Hence
w2n(A)− wn(A) =
2n∑
k=n+1
µ(A∁ ∩ {ϕ = k}) ≤ 27µ(A)
2n∑
k=n+1
∑
ω∈Ωk
tω0ω1...ωk−21 = 27µ(A)(τ2n − τn)
and
wn(A) =
n∑
k=1
µ(A∁ ∩ {ϕ = k}) ≥ µ(A)
n∑
k=1
∑
ω∈Ωk
tω0ω1...ωk−21 = µ(A)τn.
In conclusion
1 ≤ w2n(A)
wn(A)
= 1 +
w2n(A)− wn(A)
wn(A)
≤ 1 + 27τ2n − τn
τn
.
If (τn)n≥1 is slowly varying the term τ2n−τnτn is vanishing, and the result follows. 
It remains to show that the sequence (τn)n≥1 is slowly varying. To this end we use the matrix represen-
tation of the local inverses and introduce a vectorial notation to restate and prove the result as a property
of a tree of vectors.
B.1. A tree of three-dimensional vectors. Given a linear fractional map ψ with matrix representation
Mψ =

r1 s1 t1r2 s2 t2
r s t


we now introduce the vector
Vψ :=

r1 + s1 + t1r2 + s2 + t2
r + s+ t

 ,
so that the term tψ in (B.1) is the inverse of the product of the components of Vψ. We also use the notation
tVψ for tψ.
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We now define a tree V of vectors, in such a way that the k-th level of V is associated to the set A∁∩{ϕ = k}.
We first make a small modification in order to simplify the argument. For each k ≥ 1, we consider the subsets
Φk := A
∁ ∩ {ϕ = k} ∩ Γ1,
so that
Φk =
⋃
ω∈Ωk
φ1 ◦ φω1 ◦ · · · ◦ φωk−2 ◦ φ1(A)
Obviously Φ1 = A
∁ ∩ {ϕ = 1} = {φ1(A)}, whereas for example
Φ2 = {φ1 ◦ φ1(A)} ( A∁ ∩ {ϕ = 2} = {φ0 ◦ φ1(A), φ1 ◦ φ1(A)} .
We are now ready to introduce the levels of our tree V . For each k ≥ 1 we define
Lk :=
{
Vψ : ψ = φ1 ◦ φω1 ◦ · · · ◦ φωk−2 ◦ φ1
}
and λk :=
∑
V ∈Lk
tV ,
where tV is the inverse of the product of the components of the vector V . The k-th row of V is the set Lk.
We have then associated two objects to each set A∁ ∩ {ϕ = 1}: the list of vectors Lk and the quantity λk.
For instance, corresponding to Φ1 we obtain
V1 := Vφ1 =

11
2


and λ1 = t1 =
1
2 . The vector V1 is the root of our tree V . Then
L2 =

Vφ1◦φ1 =

11
3



 and L3 =

Vφ1◦φ1◦φ1 =

11
4

 , Vφ1◦φ0◦φ1 =

21
4



 ,
as follows by writing the matrix representation of the involved maps. Furthermore, for the first rows, one
easily finds λ2 = tVφ1◦φ1 =
1
3 , λ3 = tVφ1◦φ1◦φ1 + tVφ1◦φ0◦φ1 =
1
4 +
1
8 , and so on.
Lemma B.4. For n ≥ 1 define
τ˜n :=
n∑
k=1
λk =
n∑
k=1
∑
V ∈Lk
tV .
If the sequence (τ˜n)n≥1 is slowly varying, then the sequence (τn)n≥1 is slowly varying.
Proof. The difference between τ˜n and τn is that for each k = 1, . . . , n, in τ˜n we are not considering the terms
tVψ for the maps ψ = φω0 ◦φω1 ◦ · · · ◦ φωk−2 ◦ φ1 with ω0 = 0. Recalling that for such maps tVψ ≤ µ(ψ(A))µ(A) by
Lemma B.2, that ψ(A) ⊆ Γ0 if ω0 = 0, and that the sets ψ(A) are disjoint for different maps ψ by definition,
for all n ≥ 1 we have that
(B.3) τ˜n < τn < τ˜n +
µ(Γ0)
µ(A)
.
Since A ( Γ0 and
µ(Γ0) =
∫ 1
1
2
∫ x
1−x
1
xy
dydx =
∫ 1
1
2
1
x
log
(
x
1− x
)
dx < +∞
we have that µ(Γ0)
µ(A) is a finite constant. It follows that τ˜n is diverging, since τn is diverging, and
τ˜2n
τ˜n +
µ(Γ0)
µ(A)
<
τ2n
τn
<
τ˜2n +
µ(Γ0)
µ(A)
τ˜n
.
Hence, if τ˜n is slowly varying then
τ2n
τn
converges to 1, and arguing as in the proof of Lemma B.3 this implies
that τn is slowly varying. 
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We now remark that the tree V can be generated from the root vector V1 by the following algorithm,
without using the maps ψ. Let us consider the matrices
M1 =

1 0 00 1 0
0 1 1

 and M10 =

0 0 11 0 0
1 1 1

 ,
that are the matrix representations of the maps φ1 and φ1 ◦ φ0 respectively. Let them act on the vectors
of the tree to generate new vectors. When we apply M1 to a vector V ∈ Lk, we obtain a vector in Lk+1,
and when we apply M10 we obtain a vector in Lk+2. Hence, vectors in the k-th row of V are generated by
applying M1 to all vectors in the (k − 1)-th row and M10 to all vectors in the (k − 2)-th row. Applying this
algorithm starting from L1 = {V1}, we immediately obtain for the first rows
L2 =

M1V1 =

1 0 00 1 0
0 1 1



11
2

 =

11
3




L3 =

M1(M1V1) =

1 0 00 1 0
0 1 1



11
3

 =

11
4

 , M10V1 =

0 0 11 0 0
1 1 1



11
2

 =

21
4



 ,
as above. Using this algorithm we obtain some properties for the vectors of the tree and the sequences
(λk)k≥1 and (τ˜n)n≥1.
Lemma B.5. For all k ≥ 2 it holds that λk ≥ 1k+1
∑k−1
j=1
1
j
. Hence τ˜n =
∑n
k=1 λk & log
2 n.
Proof. We prove by induction that each row Lk with k ≥ 2 contains the vectors
 j1
k + 1

 j = 1, . . . , k − 1.
By the definition of λk, this implies the thesis. For k = 2, the row L2 contains only the vector M1V1, and
the base case is proved. Let us assume that the statement is true for r = 2, . . . , k, then using the algorithm
to construct V , we have that Lk+1 contains the vectors
M1

 j1
k + 1

 =

 j1
k + 2

 j = 1, . . . , k − 1 and M10

11
k

 =

 k1
k + 2

 .
Hence the statement is true for Lk+1. 
Let us now consider how the components of the vectors in the tree behave. For a vector V =
(
a
b
c
)
, the
action of the matrices M1 and M10 is given by
M1

ab
c

 =

 ab
b+ c

 and M10

ab
c

 =

 ca
a+ b+ c

 .
Lemma B.6. Given a vector V =
(
a
b
c
)
∈ V, we have:
(i) c ≥ a+ b and a ≥ b ≥ 1;
(ii) if a > 2 then a ≥ b+ 2, and if a = 2 then b = 1;
(iii) if V 6= V1 then c ≥ a+ b+ 1;
(iv) if V =M10V˜ , then: if b = 1, 2 then c ≤ a+ b+ 1; if b > 2 then c ≤ a+ 2b− 2;
(v) if the vector V ∈ Lk, with k ≥ 3, and V =M10V˜ for V˜ ∈ Lk−2, then a ≥ k − 1.
Moreover, each vector appears at most once in V.
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Proof. (i) These properties holds for V1 and are preserved by the action of M1 and M10. If
a′b′
c′

 =M1

ab
c

 with c ≥ a+ b and a ≥ b ≥ 1
then c′ = b+ c ≥ a+ 2b > a′ + b′, and a′ = a ≥ b = b′. The same holds for the vector M10V .
(ii) We have that a ≥ 3 holds for all vectors of V which are not of the form (M1)nV for some n ≥ 0 and
V ∈ L1 ∪ L2 ∪ L3. Indeed, if we apply M10 to a vector (M1)nV for some n ≥ 0 and V ∈ L1 ∪ L2 ∪ L3, but
not to the root V1, necessarily we have a ≥ 3. This implies that a = 2 holds only for the vectors
(M1)
n

21
4

 =

 21
4 + n

 ∈ L3+n ∀n ≥ 0,
and a = 1 holds only for the vectors
(M1)
n

11
2

 =

 11
2 + n

 ∈ L1+n ∀n ≥ 0.
This proves the second part of (ii). Let us now assume a > 2, and note that from the above argument we
can assume V =M10V˜ for some V˜ of the tree. By contradiction assume b ≤ a ≤ b+ 1, then for V˜ we have
M10

a˜b˜
c˜

 =

 c˜a˜
a˜+ b˜+ c˜

 =

ab
c


and a˜ ≤ c˜ ≤ a˜+ 1. Since by (i) it holds c˜ ≥ a˜+ b˜, we obtain b˜ = 1 and c˜ = a˜+ 1. This implies that V and
V˜ are of the form
V =

 b + 1b
2b+ 2

 and V˜ =

 b1
b+ 1

 .
The vector V˜ cannot be the root V1 of the tree, since M10V1 has a = 2. Moreover, a vector V˜ of the above
form cannot be generated by any vector of the tree, since
 b1
b+ 1

 =M1

b1
b

 and

 b1
b+ 1

 =M10

10
b


both contradicts (i).
(iii) The property c ≥ a+ b+ 1 is preserved by the action of M1 and M10, as can be verified as in the proof
of (i). Hence it is enough to verify it for M1V1 and M10V1.
(iv) Arguing as in (ii), we obtain for V and V˜ that we can write
(B.4) V =

ab
c

 and V˜ =

a˜b˜
c˜

 =

 bc− a− b
a

 ,
Hence if b = a˜ > 2, we can apply (ii) to V˜ to obtain
a˜ = b ≥ b˜+ 2 = c− a− b+ 2 ⇔ c ≤ a+ 2b− 2.
If b = a˜ = 1, we can apply (i) to V˜ to obtain
a˜ = b ≥ b˜ = c− a− b ⇔ c ≤ a+ 2b = a+ b+ 1.
Finally, if b = a˜ = 2, we can apply (ii) to V˜ to obtain
b˜ = 1 = c− a− b ⇔ c ≤ a+ b+ 1.
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(v) For k = 3, the only vector in L3 of the form M10V˜ with V˜ ∈ L1 is M10V1, for which a = 2 = k − 1.
Let us now assume that the statement is true for vectors in Lj for j = 3, . . . , k, and prove it for vectors
in Lk+1. Let V ∈ Lj and V˜ ∈ Lj−2 such that V = M10V˜ , then (B.4) holds and the assumption a ≥ j − 1
implies c˜ ≥ j − 1. We now show that vectors V˜ ∈ Lk−1 satisfy c˜ ≥ k. By the algorithm that generates V , a
vector V˜ in Lk−1 either comes from a vector V ′ in Lk−2 by V = M1V ′, or comes from a vector V ′′ ∈ Lk−3
by V =M10V
′′. In the first case
V˜ =

a˜b˜
c˜

 =M1V ′ =M1

a′b′
c′

 =

 a′b′
c′ + b′


hence c˜ = c′ + b′ ≥ c′ + 1, and by the inductive assumption we have c˜ ≥ c′ + 1 ≥ (k − 1) + 1 = k. In the
second case
V˜ =

a˜b˜
c˜

 =M10V ′′ =M10

a′′b′′
c′′

 =

 c′′a′′
a′′ + b′′ + c′′


hence c˜ = a′′+b′′+c′′ ≥ c′′+2, and by the inductive assumption c˜ ≥ c′′+2 ≥ (k−2)+2 = k. It immediately
follows that a vector V ∈ Lk+1 of the form V =M10V˜ for V˜ ∈ Lk−1 satisfies a = c˜ ≥ k and thus the property
is proved.
Finally, we have to prove that each vector V appears at most once in V . We argue by contradiction assuming
that there exists a vector V which appears in at least two different positions in the tree. Without loss of
generality we can also assume that none of its ancestors appears more than once, otherwise we consider the
oldest ancestor appearing at least twice. In addition, we have that a ≥ 2 for V , because a = 1 holds only
for (M1)
nV1 with n ≥ 0, and members of this family appear only once by the same arguments used in (ii).
Let V ′ and V ′′ be two ancestors of V such that V = M10V ′ and V = (M1)kV ′′ for some k ≥ 1. Note that
V ′ and V ′′ need to exist because otherwise we find an ancestor of V appearing at least twice. That V ′′ 6= V1
follows from the fact that a ≥ 2 for V . Then
V ′ =

 bc− a− b
a

 and V ′′ =

 ab
c− kb

 .
Using (iv) for V and (iii) for V ′′ we get the following. If b = 1, 2 then
a+ b+ 1 ≤ c− bk ≤ a+ b+ 1− bk ⇒ b(k + 1) ≤ b
which is false for k ≥ 1. If b > 2 then
a+ b+ 1 ≤ c− bk ≤ a+ 2b− 2− bk ⇒ b(k + 1) ≤ 2b− 3
which is false again for k ≥ 1. Hence we get a contradiction, and we have proved that each vector V appears
at most once in V . 
We are now ready to prove the main result.
Proposition B.7. The sequence τ˜n =
∑n
k=1 λk is slowly varying.
Proof. As shown in the proof of Lemma B.3, we need only to prove that
lim
n→∞
τ˜2n
τ˜n
= 1 ⇔ lim
n→∞
τ˜2n − τ˜n
τ˜n
= 0
which, recalling Lemma B.5, is implied by
(B.5) lim
n→∞
τ˜2n − τ˜n
log2 n
= 0.
Using the algorithm to generate the tree V , for each k ≥ 1 we introduce the sets L˜k ⊆ Lk such that L˜1 := L1
and, for k ≥ 2,
L˜k :=
{
V ∈ Lk : ∃ V˜ ∈ Lk−2 such that V =M10V˜
}
.
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Clearly L˜2 = ∅. We now use this notation to rearrange the terms in τ˜n. For a fixed k ≥ 1, the terms
contributing to λk are of two kinds: the terms tV with V ∈ L˜k and the terms tV with V ∈ Lk \ L˜k. For
the latter there exists j ≥ 1 and k˜ < k such that V = M j1 V˜ with V˜ ∈ L˜k˜. Given a vector V ∈ L˜k for some
k ≥ 1, we call the set of vectors M j1V for j ≥ 0 the family of V . Let us consider now a fixed n, then we
rearrange the terms in τ˜n first summing the terms tV for vectors of the same family. So, for example,
τ˜1 = tV1 , τ˜2 = tV1 + tM1V1 , τ˜3 = (tV1 + tM1V1 + tM21V1) + tM10V1 ,
and so on. We can then write
(B.6) τ˜n =
n∑
k=1
∑
V ∈L˜k
n−k∑
j=0
t
M
j
1V
=
n∑
k=1
∑
(a,b,c)⊤∈L˜k
n−k∑
j=0
1
ab(c+ bj)
where (a, b, c)⊤ is a notation for a general vector V , and we used
M j1

ab
c

 =

 ab
c+ bj

 ⇒ t
M
j
1V
=
1
ab(c+ bj)
.
Using (B.6) we write
(B.7) τ˜2n − τ˜n =
n∑
k=1
∑
(a,b,c)⊤∈L˜k
2n−k∑
j=n+1−k
1
ab(c+ bj)
+
n∑
k=1
∑
(a,b,c)⊤∈L˜k+n
n−k∑
j=0
1
ab(c+ bj)
=: I1 + I2,
where we have split the contribution from the families of vectors in L˜k, with k = 1, . . . , n, from the
contribution of the families of vectors in L˜k with k = n+ 1, . . . , 2n. The first contribution appears both in
τ˜2n and τ˜n, the latter contribute only to τ˜2n.
Let us first consider the term
I2 =
n∑
k=1
∑
(a,b,c)⊤∈L˜k+n
n−k∑
j=0
1
ab(c+ bj)
.
For any a, b, c appearing in a vector V ∈ L˜k+n with k ≥ 1, Lemma B.6 implies the following: if a > 2 then
b ≤ a − 2; if b > 2 then a + b + 1 ≤ c ≤ a + 2b − 2, whereas if b = 1, 2 then c = a + b + 1. We can then
estimate I2 by
I2 ≤
n∑
k=1
∑
(a,b,c)⊤∈L˜k+n
b>2
1
ab2
a+2b−2∑
c=a+b+1
n−k∑
j=0
1
c
b
+ j
+
n∑
k=1
∑
(a,b,c)⊤∈L˜k+n
b=1,2
1
ab2
n−k∑
j=0
1
a+b+1
b
+ j
,
and since c
b
≥ a+b+1
b
≥ a
b
+ 1, we obtain
I2 ≤
n∑
k=1
∑
(a,b,c)⊤∈L˜k+n
1
ab
n−k+1∑
j=1
1
a
b
+ j
≤
n∑
k=1
∑
(a,b,c)⊤∈L˜k+n
1
ab
log
(
1 +
nb
a
)
.
We finally recall that, from Lemma B.6-(v), if (a, b, c)⊤ ∈ L˜k+n then a ≥ k + n− 1, hence we can write
I2 ≤
∑
a≥n−1
a−2∑
b=1
1
ab
log
(
1 +
nb
a
)
A SLOW TRIANGLE MAP AND A TREE OF RATIONAL PAIRS 33
and we show that this implies I2 = o(log
2 n). Let us write
∑
a≥n−1
a−2∑
b=1
1
ab
log
(
1 +
nb
a
)
=
n−3∑
b=1
1
b
∑
a≥n−1
1
a
log
(
1 +
nb
a
)
+
∑
b≥n−2
1
b
∑
a≥b+2
1
a
log
(
1 +
nb
a
)
=
=
n−3∑
b=1
1
b2
∑
r≥n−1
b
1
r
log
(
1 +
n
r
)
+
∑
b≥n−2
1
b2
∑
r≥1+ 2
b
1
r
log
(
1 +
n
r
)
where all series involved are convergent for fixed n. We obtain
n−3∑
b=1
1
b2
∑
r≥n−1
b
1
r
log
(
1 +
n
r
)
=
n−3∑
b=1
1
b(n− 1) log
(
1 +
nb
n− 1
)
+
n−3∑
b=1
1
b2
∑
r≥n−1
b
+1
1
r
log
(
1 +
n
r
)
≤
≤
n−3∑
b=1
1
b(n− 1) log(1 + n) +
n−3∑
b=1
1
b2
∫ +∞
n−1
b
1
t
log
(
1 +
n
t
)
dt =
= O
(
log2 n
n
)
+
n−3∑
b=1
1
b2
∫ +∞
n−1
b
1
t
log
(
1 +
n
t
)
dt ≤
≤ O
(
log2 n
n
)
+
n−3∑
b=1
1
b2
∫ +∞
n−1
b
n
t2
dt =
= O
(
log2 n
n
)
+
n
n− 1
n−3∑
b=1
1
b
= O
(
log2 n
n
)
+O(log n).
Moreover ∑
b≥n−2
1
b2
∑
r≥1+ 2
b
1
r
log
(
1 +
n
r
)
≤
∑
b≥n−2
1
b2
∑
r≥1
n
r2
= O(1).
We have thus proved that I2 = o(log
2 n).
We now consider the term
I1 =
n∑
k=1
∑
(a,b,c)⊤∈L˜k
2n−k∑
j=n+1−k
1
ab(c+ bj)
=
2n−1∑
j=n
1
2 + j
+
2n−3∑
j=n−2
1
2(4 + j)
+
n∑
k=4
∑
(a,b,c)⊤∈L˜k
2n−k∑
j=n+1−k
1
ab(c+ bj)
where we have used the knowledge of the vectors in L˜1 and L˜3. Clearly
2n−1∑
j=n
1
2 + j
+
2n−3∑
j=n−2
1
2(4 + j)
= O(1)
and we write
I1 ≤ O(1) +
n∑
k=4
∑
(a,b,c)⊤∈L˜k
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
.
We split the rightmost term, writing
n∑
k=4
∑
(a,b,c)⊤∈L˜k
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
=
n∑
k=n2+1
∑
(a,b,c)⊤∈L˜k
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
+
+
n
2∑
k=4
∑
(a,b,c)⊤∈L˜k
a≥n2
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
+
n
2∑
k=4
∑
(a,b,c)⊤∈L˜k
a<n2
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
.
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For the first two terms we follow the argument used above for I2 to write
n∑
k=n2+1
∑
(a,b,c)⊤∈L˜k
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
+
n
2∑
k=4
∑
(a,b,c)⊤∈L˜k
a≥n2
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
≤
≤
∑
a≥n2
a−2∑
b=1
1
ab
log
(
1 +
nb
a
)
and conclude that this term is o(log2 n). For the third term
n
2∑
k=4
∑
(a,b,c)⊤∈L˜k
a<n2
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
≤
n
2∑
k=4
∑
(a,b,c)⊤∈L˜k
a<n2
1
ab2
log
(
1 +
n− 1
c
b
+ n− k
)
and using Lemma B.6, we have
2 ≤ a
b
+ 1 ≤ c
b
≤ a
b
+ 2
hence
k ≤ n
2
⇒ n− 1c
b
+ n− k ≤
n− 1
2 + n− n2
=
n− 1
n
2 + 2
≤ 2.
It follows using again Lemma B.6, that
n
2∑
k=4
∑
(a,b,c)⊤∈L˜k
a<n2
1
ab2
2n−k∑
j=n+1−k
1
c
b
+ j
≤ log 3
n
2∑
k=4
∑
(a,b,c)⊤∈L˜k
a<n2
1
ab2
≤ log 3
n
2∑
a=3
1
a
a−2∑
b=1
1
b2
≤
≤ log 3
n
2∑
a=3
1
a
+∞∑
b=1
1
b2
= O(log n).
We have thus proved that I1 = o(log
2 n). We now finish the proof by remarking that by (B.7) we have
proved τ˜2n − τ˜n = o(log2 n), hence (B.5). 
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Figure 10. The first three levels of the tree generated through the local inverses of the map S˜.
