Constraint equations for general hypersurfaces and applications to
  shells by Mars, Marc
ar
X
iv
:1
30
3.
45
75
v1
  [
gr
-q
c] 
 19
 M
ar 
20
13
Constraint equations for general hypersurfaces and applications to
shells
Marc Mars
Instituto de F´ısica Fundamental y Matema´ticas, IUFFyM, Universidad de Salamanca,
Plaza de la Merced s/n, 37008 Salamanca, Spain
marc@usal.es
June 11, 2018
Abstract
Hypersurfaces of arbitrary causal character embedded in a spacetime are studied with the aim of
extracting necessary and sufficient free data on the submanifold suitable for reconstructing the spacetime
metric and its first derivative along the hypersurface. The constraint equations for hypersurfaces of
arbitrary causal character are then computed explicitly in terms of this hypersurface data, thus providing
a framework capable of unifying, and extending, the standard constraint equations in the spacelike and
in the characteristic cases to the general situation. This may have interesting applications in well-
posedness problems more general than those already treated in the literature. As a simple application
of the constraint equations for general hypersurfaces, we derive the field equations for shells of matter
when no restriction whatsoever on the causal character of the shell is imposed.
1 Introduction
The Cauchy problem is a fundamental ingredient of General Relativity (and other geometric theories of
gravity) as it allows one to encode the spacetime information into the geometry of suitable codimension
one submanifolds and their first order variation. This geometric data allows for the reconstruction of the
spacetime (more precisely the domain of dependence of the data) by solving the field equations of the theory.
This, among many other reasons, makes the study of spacetime hypersurfaces an important branch of General
Relativity.
Solving the evolution problem requires, in one way or another, the splitting of the spacetime in terms
of a foliation by hypersurfaces. This can be done either explicitly, as in the ADM or related formalisms,
or implicitly, by constructing appropriate coordinate systems in which the field equations are solved. The
splitting also depends on the type of problem under consideration. For instance, in the standard Cauchy
problem the splitting is performed by a family of spacelike hypersurfaces and the initial dara consists of
the induced metric γ and the second fundamental form K. An important property of geometric theories of
gravity is that they constitute a constrained system, in the sense that the initial data is subject to a set of
equations called constraint equations. In the spacelike case, they take the standard form
2ρ
def
= 2Gαβn
αnβ |Σ = R(γ)−KabK
ab +K2, K
def
= γabKab, (1)
−Ja
def
= Gαβe
α
an
β|Σ = Db
(
Kba −Kδ
b
a
)
(2)
where D is the Levi-Civita covariant derivative of (Σ, γ) and R(γ) its curvature scalar. Gαβ is the Einstein
tensor of the spacetime, nα is the unit normal used to define Kab and e
α
a is the push forward to M of the
coordinate vector ∂a in Σ. This standard splitting of spacetime into space and time (i.e. via a folation of
spacelike hypersurfaces) is not the only relevant one. Initial data can also be prescribed on a pair of null
hypersurfaces with a common smooth boundary consisting on a codimension-two spacelike hypersurface.
This is the characteristic initial value problem, and also gives rise to a well-posed evolution problem [25]
1
in the sense that suitable initial data (satisfying appropriate constraint equations) also define a unique
spacetime solving the field equations with this initial data. The constraint equations in the characteristic
case take a very different form than in the spacelike case. Most approaches require a 2+1 splitting of the null
hypersurface by spacelike, codimension-one surfaces, and the constraint equations become a hierarchical set
of ODE along the degeneration direction of the null hypersurface. Several forms of the constraint equations
can be found e.g. in [24], [25] or [8].
The well-posedness of the characteristic initial value problem has been extended recently [6] to the
limiting case where the two-surface common to the pair of null hypersurfaces degenerates to a point, i.e.
when there is only one null hypersurface which is null everywhere except for a conical singularity. The
initial data in such a case is similar to the characteristic one above, except for the need of a careful analysis
of the conical singularity that arises, see [6], [7]. Besides the cases mentioned above, the Einstein field
equations are also well-posed for the so-called Cauchy-characteristic initial value problem [30], where the
initial data is prescribed on a pair of hypersurfaces, one spacelike and one null with common boundary on
a codimension-two surface.
In view of the very different formulations of the constraint equations in the spacelike and in the char-
acteristic cases, a natural question is whether there is any framework capable of dealing with both cases
at once. More generally, it would be interesting to know how do the constraint equations look like for any
hypersurface in the spacetime. The distinction of hypersurfaces into spacelike, null or timelike is rather
artificial from a geometric perspective of submanifolds in a Lorentzian ambient spacetime. The ideal setting
would be a framework where the constraint equation can be written for an arbitrary hypersurface with no
restriction whatsoever in its causal character (which hence could change along the hypersurface). Besides
its aesthetic appeal, having such a common framework would also be of practical interest. First of all, it
would allow us to address the issue of how do the constraint equations on spacelike hypersurfaces transform
smoothly into the characteristic constraint equations, which would help us clarify the very different nature
of the characteristic constraint equations with respect to the spatial ones. Furthermore, whatever the final
result may be, the set of variables involved in the general formulation cannot be the same as in the spacelike
case (because those become singular when the hypersurface becomes null) and so the method would provide
us with alternative expressions both for the standard spacelike and for the characteristic constraint equa-
tions, and this may potentially give new insights into the standard cases as well. Moreover, it is intuitively
clear that the list of well-posed initial value problems discussed above should not exhaust all the possibilities.
From basic causality arguments one expects that appropriate initial data prescribed on a hypersurface every-
where spacelike or null should also give rise to a well-posed initial value problem (this would correspond, in
essence, to a smoothing of the characteristic or Cauchy-characteristic initial value problem discussed above).
In order to start thinking about such a possibility, it is necessary to have a framework capable of dealing with
the constraint equations in such a setting, and which defines the types of variables where the well-posedness
problem would be addressed.
It should also be emphasized that physically relevant hypersurfaces of varying causal character are much
more common than one may think a priori. A list of interesting examples can be found in the Introduction of
[22] where the geometry of arbitrary hypersurfaces in the spacetime was studied. The developments of that
paper were focused in generalizing the matching conditions from the case of constant causal character (well-
developed both in the spacelike and timelike cases [10, 21, 27] and in the null case [4]) to the arbitrary case of
varying causal character and this required a better understanding of the geometry of general hypersurfaces
in a spacetime. Other relevant examples of hypersurfaces of non-constant causal character are the so-called
marginally outer trapped tubes (and their close relatives, the trapping horizons [12], and dynamical/isolated
horizons [3]). These are hypersurfaces foliated by codimension-two spacelike surfaces with one of its null
expansions identically vanishing. A priori, these hypersurfaces may have any causal character. Under
appropriate stability and energy conditions, no timelike portion may exist [1, 2] but they can still vary their
causal character from spacelike to null, each case having a clear physical interpretation in terms of the energy
flux that crosses the hypersurface. Marginally outer trapped tubes are physically very relevant since they are
suitable quasi-local replacements for black hole event horizons, and are analyzed routinely in any numerical
evolution of “black hole” mergers in any collapsing process.
The aim of this paper is to develop a consistent framework capable of describing the geometry of arbitrary
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hypersurfaces in the spacetime in such a way that the constraint equations can be written down in full
generality. The starting point for the construction is based on the results of [22] (although the presentation
will be essentially self-consistent). It is clear that a fundamental ingredient of any initial value formulation
is the ability of detaching completely the hypersurface from the spacetime where it is initially sitting. This
is necessary in order to define the data at the abstract level, without the need of invoking the spacetime for
its definition. This will be the guiding principle of the derivations below. Indeed, the geometry of general
spacetime hypersurfaces will be studied in detail with the aim of extracting a set of free geometric data
living directly on the submanifold. This will allow us to define abstract data and make contact with the
spacetime construction via an appropriate notion of embedding. After this data is identified, I will derive
the constraint equations relating the hypersurface data with suitable components of the Einstein tensor of
the ambient spacetime along the hypersurface. The Einstein tensor components that can be related to the
hypersurface data are the normal-tangential component and the normal-transversal components (the precise
definitions will appear below) analogously as in the standard spacelike case. With these identities at hand,
the constraint equations will be promoted to field equations for matter-hypersurface data at the abstract
level, without the need of any embedding into a spacetime. The constraint equations will be the main result
of this paper and will open up the possibility of studying well-posedness issues (particularly in the case of
nowhere timelike initial data sets) in future developments.
As a simple application of the constraint equations for general hypersurfaces I will obtain the field
equations that need to be satisfied for shells propagating in arbitrary spacetimes, with no restriction on the
causal character of the shell. Recall that a shell arises when two spacetimes with boundary are matched
across their boundaries in such a way that a spacetime with continuous metric (in a suitable atlas) is
constructed. When the extrinsic geometry across the matching hypersurface jumps, this is interpreted as a
shell of matter-energy with support on the hypersurface. It is possible to define an energy-momentum tensor
on the shell which satisfies field equations where the sources are the jumps across the matching hypersurface of
suitable components of the spacetime energy-momentum tensor. These are the so-called Israel field equations
(also “shell equations” or “surface layer equations”) and where derived in the case of spacelike or timelike
hypersurfaces first by Lanczos [17, 18] and then put in a geometrically clear context by Israel [13]. By
performing a suitable limit of the equations (in the right variables) when the spacelike/timelike hypersurface
approaches a null limit, these equations were extended to the case of null hypersurfaces by Barrabe`s and
Israel [4]. The standard method to derive the Israel equations consists in using tensor distributions on the
spacetime constructed by matching two spacetimes with boundary. The energy-momentum tensor of the
matched spacetime is a distribution which, in general, has a Dirac delta part supported on the matching
hypersurface. This singular part defines the energy-momentum tensor on the shell and the contracted
(distributional) Bianchi identities lead to the shell equations. This distributional approach can in principle
also be followed in the case of matching hypersurfaces of arbitrary causal character (the distributional setting
for this case was developed in detail in [22]). Nevertheless, having the constraint equations for arbitrary
hypersurfaces at hand, the shell field equations can also be derived directly by simple subtraction of the
constraint equations at each side of the matching hypersurface. Besides its intrinsic simplicity (with no need
of using spacetime distributions and transforming the result back into hypersurface information), this has
the advantage that it works even if the hypersurface data does not come from any spacetime. This allows
us to define shells and shell equations fully independently of the existence of any spacetime where the data
is embedded.
The plan of the paper is as follows. In section 2, I will extend the results of [22] on the geometry of
general hypersurfaces. In particular, I will identify the data that allows one to reconstruct the ambient
spacetime metric along the hypersurface (this leads to the definition of hypersurface metric data). Then
I will consider the first derivatives of the spacetime metric along the hypersurface and will extract the
corresponding free data on the hypersurface (Proposition 1). This will lead to the definition of hypersurface
data. The definition of metric hypersurface and hypersurface data have a built-in gauge freedom tied to the
choice of transversal direction used to define extrinsic properties of the hypersurface (the so-called rigging
vector). The gauge freedom on the hypersurface data at the abstract level will be studied in detail in Section
3. In section 4, I will study the Gauss and Codazzi equations of hypersurfaces in order to write down the
normal-tangential and normal-transversal components of the Einstein tensor in terms of hypersurface data.
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This will be done first in terms of a natural connection [22] on the hypersurface that arises from projection
along the rigging of the spacetime connection onto the submanifold. This connection, however geometrically
natural in a spacetime setting, has the inconvenience that it depends on the extrinsic information of the
hypersurface data. In a second step, I will rewrite the constraint equations in terms of a connection that
depends solely on the metric hypersurface data and in such a way that all the dependence of the extrinsic
geometry (the tensor Yab introduced in the text) is fully explicit. This will be the set of equations that I
will promote to constraint equations at the abstract level. In Section 5, I will obtain the shell equations
mentioned above by simple subtraction of the constraint equations obtained in the previous section. During
the process, a symmetric, two-covariant tensor will arise naturally from the equations. This will define the
energy-momentum tensor on the shell. In terms of this tensor the shell equations take a very simple
form. I will conclude with Section 6 where a brief summary of results and a discussion of future research
will be given.
2 Geometry of general hypersurfaces in an (m + 1)-dimensional
spacetime.
In this paper manifolds are always connected and paracompact. A spacetime is an (m + 1)-dimensional
smooth oriented manifold M endowed with a symmetric 2-covariant tensor field g of Lorentzian signature
{−,+, · · · ,+}. The metric g will be assumed to be C2. A “hypersurface” is an embedded submanifold
of codimension-one, i.e. a n-dimensional smooth manifold Σ and an embedding Φ : Σ → M, where by
“embedding” we mean a smooth injective immersion which is a homomorphism between Σ with its manifold
topology and Φ(Σ) with its induced topology as a subset of M. We often identify Σ with Φ(Σ) when
necessary.
The first fundamental form of Σ is γ
def
= Φ⋆(g) of Σ. The signature of γ at a given point p ∈ Σ can be either
Euclidean, Lorentzian or of type {0,+,+, · · · ,+}. In this paper we deal with arbitrary hypersurfaces and
hence we will not assume that the signature of γ remains constant in Σ. Since γ may be degenerate at some
points (or everywhere), Σ inherits, in general, no induced metric or canonical connection from the ambient
spacetime. In order to describe the intrinsic and extrinsic geometry of Σ, it is convenient to introduce an
additional structure, namely a spacetime vector field along Σ with is transverse to Σ everywhere. Such
vector field, called rigging was first introduced by Schouten [26].
Let TΣM be the vector bundle over Φ(Σ) (i.e, the bundle with base Σ and fiber at p ∈ Σ the tangent
space TΦ(p)M). Let T Σ be the tangent bundle of Σ. Identifying Σ with Φ(Σ) we can view T Σ as a vector
subbundle of TΣM. The set of smooth sections on a bundle (E,Ω, π) will be denoted by Γ(E).
Definition 1 (Schouten [26]) A rigging ℓ is a smooth section ℓ ∈ Γ(TΣM) satisfying ℓ|p 6∈ TpΣ for all
p ∈ Σ.
An important issue concerning riggings is their existence. First of all we note that there always exists a
vector bundle Tv Σ (Tv stands for transverse) over Σ such that the vector bundle decomposition TΣM =
T Σ ⊕ Tv Σ holds. One way of seeing this is by selecting an arbitrary Riemannian metric gˆ on M (this
exists because M is paracompact, e.g. [19]). At a point p ∈ Σ define NˆpΣ as the vector subspace in TpM
consisting of vectors orthogonal to TpΣ with the metric gˆ. It is immediate that the collection of all NˆpΣ,
p ∈ Σ defines a vector bundle NˆΣ over Σ and that TΣM = TΣ⊕ NˆΣ, which proves the existence claimed.
We note that this construction works in arbitrary codimension. Note, however, that the existence of the
global decomposition TΣM = T Σ ⊕ T
v Σ fails short of proving the existence of a rigging. For that it is
necessary that a global, nowhere zero section of Tv Σ exists. The following lemma shows that this happens
if and only if Σ is orientable.
Lemma 1 Let Σ be a hypersurface in M. A rigging ℓ exists if and only if Σ is orientable
Proof. Select one decomposition TΣM = T Σ ⊕ T
v Σ. If Σ is orientable, then there exists a smooth field
of normals n (i.e. a smooth field of one-forms on Σ, nowhere zero and orthogonal to all tangent vector
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fields to Σ). Define ℓ|p as the unique vector satisfying ℓ|p ∈ T
v
pΣ and n|p(ℓ|p) = 1. It is obvious that ℓ is
smooth, nowhere zero and transverse to Σ everywhere, hence a rigging. For the converse, select the rigging
and define, at each point p ∈ Σ the one-form n|p ∈ (TpΣ)
⊥
⊂ T ⋆pM (orthogonal in the sense of dual spaces)
satisfying n|p(ℓ|p) = 1 (such n|p exists because ℓ|p is not tangent to Σ and hence any non-zero one-form in
(TpΣ)
⊥ when applied to ℓ|p gives a non-zero value). It is immediate to check that n : Σ→ T
⋆Σ, defined as
n(p)
def
= n|p gives a smooth field of normals, and hence Σ is orientable. 
In view of this lemma, we will from now one assume that all hypersurfaces are orientable unless contrarily
specified.
It is clear that the choice of rigging is highly non-unique, and we will have to deal with this freedom
later. Nevertheless, a rigging ℓ allows for a decomposition [22] TpM = 〈ℓ|p〉 ⊕ TpΣ, where 〈ℓ|p〉 is the vector
subspace of TpM generated by ℓ|p. Given V ∈ TpM we define a scalar V
⊥ℓ and a vector V ‖ℓ ∈ TpΣ via
the decomposition V = V ⊥ℓℓ|p + V
‖ℓ . Given a section V ∈ Γ(TΣM) this decomposition defines a scalar
V ⊥ℓ : Σ −→ R and V ‖ℓ ∈ Γ(T Σ). These definitions obviously depend on the choice of rigging ℓ.
The decomposition TpM = 〈ℓ|p〉 ⊕TpΣ induces a decomposition of the dual space T
⋆
pM = T
⋆ℓ
p Σ⊕NpΣ,
where T ⋆ℓp Σ = 〈ℓ|p〉
⊥ ⊂ T ⋆pM and NpΣ = (TpΣ)
⊥. The latter is the normal space to Σ at p, and its
elements are normal one-forms to Σ. Note that NpΣ is independent of the rigging, while T
⋆ℓ
p Σ is not. It
is also clear that the collection of T ⋆ℓp Σ, p ∈ Σ, defines a vector bundle over Σ , denoted by T
⋆ℓΣ. The
same occurs for the collection NpΣ, which defines the normal bundle NΣ. This bundle is independent of
the choice of rigging. However, given ℓ, we define n as the unique normal one-form n ∈ Γ(NΣ) satisfying
n(ℓ) = 1. Despite the fact that n depends on ℓ, we will not make this dependence explicit in the symbol in
order not to make the notation cumbersome. We will do the same for several other objects defined below.
We also note that, in the same way as we have identified Σ with its image we have also identified TΣ, the
tangent bundle of Σ as an abstract manifold, with the vector subbundle TΣ ⊂ TΣM. The precise meaning
of an object in such a space will be either clear from the context, or made explicit.
In this paper we will often use index notation. To that aim, let {eˆa} a = 1, · · · ,m be a basis of of TΣ.
By definition, this means a set of m smooth sections eˆa ∈ Γ(T Σ) such that for all p ∈ Σ {eˆa|p} is a basis
of TpΣ
1. The set of m + 1 vectors {ea, ℓ}, where ea = Φ⋆(ea) is clearly a basis of TΣM. Its dual basis is
composed by {ωa,n}, where the n one-forms {ωa} are defined by ωa(eb) = δ
a
b , ω
a(ℓ) = 0. It is clear that
ω
a also depends on the choice of rigging. By construction {ωa} is a basis of T ⋆ℓp Σ. It is also immediate that
the pull-back of ωa to T ⋆Σ, i.e.
ˇ
ω
a def= Φ⋆(ωa), defines a basis of this space.
Everything we have said so far is independent of the existence of a metric g in the ambient manifold M.
Assume now that M is endowed with a metric of Lorentzian signature g. We can then define the scalar
ℓ(2) = g(ℓ, ℓ) and the one-form ℓ
def
= g(ℓ, ·). Pulling this back to Σ, we obtain a one-form
ˇ
ℓ
def
= Φ⋆(ℓ) which can
be decomposed in the basis {
ˇ
ω
a} as
ˇ
ℓ = ℓa
ˇ
ω
a, for certain coefficients ℓa. An alternative (and equivalent)
definition of ℓa is ℓa = g(ℓ, ea). If, as before, we denote by γ, the pull-back on Σ of the ambient metric g,
this tensor may be degenerate (at certain points, or nowhere, or everywhere). However, it must be the case
that the square (m+ 1)-matrix [
γab ℓa
ℓb ℓ
(2)
]
has Lorentzian signature at every point p ∈ Σ (because this is simply the matrix representation of the
ambient metric g in the basis {ea, ℓ}). This suggests the following definition, where everything refers to Σ
as an abstract manifold, not embedded in any ambient spacetime.
1In general, no such global basis exists, and we would need to work with bases defined on each element of a suitable open
cover of Σ. Since all the expressions below will be tensorial (unless explicitly stated), there is no loss of generality in working as
if the global basis did exist. This difficulty is general to the use of index notation and it is both well-understood and harmless.
An alternative is to view indices in the sense of the abstract index notation of Penrose
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Definition 2 A smooth m-dimensional manifold Σ, a symmetric tensor γab, a one-form ℓa and a scalar ℓ
(2)
define a hypersurface metric data set provided the square (m+ 1)-matrix
A
def
=
[
γab ℓa
ℓb ℓ
(2)
]
has Lorentzian signature at every point p ∈ Σ.
Remark 1. Note that, by definition, ℓa, ℓ
(2) cannot vanish simultaneously at any point in any hypersurface
metric data.
Remark 2. The most interesting case for gravity arises when hypersurfaces are embedded in a spacetime,
i.e. in a manifold with a metric of Lorentzian singature. Nevertheless, the signature of the ambient manifold
will be used essentially nowhere below. In fact, all the developments of this paper can be generalized with
very minor changes to hypersurfaces embedded in ambient manifolds endowed with a metric of arbitrary
(non-degenerate) signature.
Given hypersurface metric data, we can define immediately a symmetric two-contravariant tensor P ab, a
vector na and a scalar n(2) in Σ, as the unique tensors satisfying the tensor equations on Σ,
P abγbc + n
aℓb = δ
a
b , (3)
P abℓb + ℓ
(2)na = 0, (4)
naℓa + n
(2)ℓ(2) = 1, (5)
γabn
b + n(2)ℓa = 0. (6)
Existence and uniqueness of P ab, na and n(2) is immediate by noticing that these equations can be put in
matrix form as [
P ab na
nb n(2)
]
def
=
[
γab ℓa
ℓb ℓ
(2)
]−1
. (7)
Given hypersurface metric data, we will always define P ab, na and n(2) as the solutions of (3)-(6) unless
contrarily indicated. Furthermore, we define the vector field nˆ
def
= naeˆa ∈ Γ(TΣ).
We want to think of hypersurface metric data {Σ, γab, ℓa, ℓ
(2)} as an abstract collection of objects, defined
independently of any spacetime and any embedding. To make contact with the previous discussion, the
following definition is required.
Definition 3 A hypersurface metric data {Σ, γ,
ˇ
ℓ, ℓ(2)} is embedded in a spacetime (M, g) if there exists
an embedding Φ : Σ→M and a rigging vector ℓ such that, with ℓ = g(ℓ, ·),
γ = Φ⋆(g),
ˇ
ℓ = Φ⋆(ℓ), ℓ(2) = Φ⋆(g(ℓ, ℓ)).
The following lemma, gives the relationship between na, n(2) and P ab with the ambient geometry when the
hypersurface metric data is embedded.
Lemma 2 Let {Σ, γ,
ˇ
ℓ, ℓ(2)} be embedded hypersurface metric data with embedding Φ, spacetime (M, g) and
rigging vector ℓ. Let {eˆa} be a basis of TΣ and ea = Φ⋆(eˆa). Then, the vectors n
def
= g−1(n, ·) (g−1 is the
inverse tensor of g) ωa
def
= g−1(ωa, ·) and the one-forms ea
def
= g(ea, ·), ℓ = g(ℓ, ·) can be decomposed as
n = naea + n
(2)ℓ, (8)
ℓ = ℓaω
a + ℓ(2)n, (9)
ea = γabω
b + ℓan, (10)
ωa = P abeb + n
aℓ. (11)
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Proof. For (8), we only need to check that n defined by this formula is normal to Σ and that it satisfies
g(n, ℓ) = 1.
g(n, ea) = n
bγab + n
(2)ℓa = 0, by (6),
g(n, ℓ) = naℓa + n
(2)ℓ(2) = 1, by (5),
where we used g(ea, eb) = γab and g(ea, ℓ) =
ˇ
ℓ(eˆa) = ℓa. Expression (9) follows from the immediate facts
that (ℓaω
a + ℓ(2)n)(eb) = ℓa and (ℓaω
a + ℓ(2)n)(ℓ) = ℓ(2). For (10), we should check whether ea(eb) =
g(ea, eb) = γab and ea(ℓ) = ℓ(ea) = ℓa. Both are immediate. For (11) we need to check g(ω
a, eb) = δ
a
b and
g(ωa, ℓ) = 0. Indeed
g(ωa, eb) = P
acγcb + n
aℓb = δ
a
b , by (3),
g(ωa, ℓ) = P abℓb + n
aℓ(2) = 0, by (4).

A consequence of this lemma is that, for embedded hypersurface metric data, we have nˆ = n‖ℓ . It also
implies that, for embedded hypersurface metric data, the quantities P ab, na and n(2) can also be calculated
from the expressions
P ab = g−1(ωa,ωb), na = g−1(n,ωa), n(2) = g−1(n,n). (12)
In this context, these expressions could have been obtained also from the fact that the matrix components
of g−1 in the basis {ωa,n} is precisely [
P ab na
nb n(2)
]
.
The following simple lemma allows us to reconstruct a vector V a from the one-form Va
def
= γabV
b and the
contraction V bℓb, and will be used many times below.
Lemma 3 Let Za and W be given. There exists a vector V
a satisfying V aℓa = W and γabV
b = Za if and
only if
nbZb + n
(2)W = 0. (13)
Moreover, the solution is unique and reads
V a = P abZb + n
aW. (14)
Proof. Assume (13). Let us check that (14) solves the two equations V aℓa =W , γabV
b = Za. Indeed, using
(3)-(6) one has
γabV
b = γabP
bcZc + n
bγabW = (δ
c
a − n
cℓa)Zc − n
(2)ℓaW = Za − ℓa (n
cZc + n
(2)W ) = Za, (15)
V aℓa = P
abZbℓa + n
aℓaW = −ℓ
(2)nbZb + (1− n
(2)ℓ(2))W =W − ℓ(2)
(
nbZb + n
(2)W
)
=W. (16)
To show necessity, let V a solve the equations V aℓa = W and V
bγab = Za. Multiplying the second by P
ac
yields
ZaP
ac = V bγabP
ac = V b (δcb − n
cℓb) = V
c − ncW
Thus (14) is the only possible solution (by the way, this proves the claim of uniqueness). Now, the calculations
(15) and (16) are still valid. The last equality in both expressions implies (13) because it cannot happen
that ℓa = 0 and ℓ
(2) = 0 simultaneously. 
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Let us now denote the Levi-Civita covariant derivative of (M, g) by ∇. Given two vectors X,Y ∈ Γ(TΣ)
we define
∇XY
def
= (∇XY )
‖ℓ , (17)
K (X,Y )
def
= − (∇XY )
⊥ℓ . (18)
It is immediate to check [22] that ∇ defines a torsion-free covariant derivative on Σ and that K(X,Y ) is a
symmetric tensor. K only depends on n, as the following alternative expression implies,
K(X,Y ) = −g(n,∇XY ) = (∇Xn) (Y ),
where n in the last expression is any smooth extension of n off Σ. This expression shows that K is the
second fundamental form of Σ with respect to the normal n. In the Riemannian case, this tensor captures the
extrinsic geometry of the submanifold. However, for general hypersurfaces, the normal vector n is tangent to
Σ at points where the hypersurface is degenerate. Thus, K gives no extrinsic information on the geometry
of Σ at those points. In the following, we will identify a suitable tensor that will encode the information on
the extrinsic geometry of Σ. To that aim, let us introduce the Christoffel symbols Γ
a
bc of the connection ∇
in a given basis {eˆa}. Following [22] we also define a one-form ϕa and an endomorphism Ψ
a
b by
ϕa = − (∇ean) (ℓ), (19)
Ψab = ω
b (∇eaℓ) . (20)
Note that Ψab are simply the coefficients of (∇eaℓ)
‖ℓ in the basis {eb}. The definitions above imply [22]
∇eaeb = −Kabℓ+ Γ
c
baec, (21)
∇eaℓ = ϕaℓ+Ψ
b
aeb, (22)
(23)
These equations are equivalent to the following, written in the dual basis {ωa,n} of {ea, ℓ}m
∇ean = −ϕan+Kabω
b, (24)
∇eaω
b = −Ψban− Γ
b
caω
c. (25)
As before, we want to identify the minimal set of quantities on Σ that allows us to define hypersurface
data in a detached form from the spacetime and the embedding. To that aim, we will first obtain which
compatibility conditions must satisfy the fields Kab,Γ
c
ab, ϕa,Ψ
b
a when defined via (21)-(22). By finding the
general solution of those compatibility condition we will be able to identify the free data on the hypersurface
that will encode the extrinsic information of the embedding.
The compatibility conditions arise from the fact that the connection on the ambient manifold is metric
and torsion-free. Denoting by ∂ a the directional derivative along ea, we have
∂ aγbc = ∇eag(eb, ec) = eb (∇eaec) + ec (∇eaeb) = −Kacℓb + Γ
d
acγab −Kabℓc + Γ
d
abγcd,
∂ aℓb = ∇eag(eb, ℓ) = eb(∇eaℓ) + ℓ(∇eaeb) = ϕaℓb +Ψ
c
aγbc −Kabℓ
(2) + Γcabℓc,
∂ aℓ
(2) = 2ℓ(∇eaℓ) = 2ϕaℓ
(2) + 2Ψbaℓb.
Thus, the compatibility equations take the following tensorial form
∇aγbc + ℓbKac + ℓcKab = 0, (26)
∇aℓb − ϕaℓb + ℓ
(2)Kab − γbcΨ
c
a = 0, (27)
−
1
2
∇aℓ
(2) +Ψbaℓb + ℓ
(2)ϕa = 0. (28)
Given hypersurface metric data, we can consider these equations as equations for the unknowns {Γ
c
ab, Kab,
Ψba, ϕa}. The following Proposition provides the general solution in terms of a free symmetric two-covariant
tensor on Σ.
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Proposition 1 Let {Σ, γ,
ˇ
ℓ, ℓ(2)} be hypersurface metric data and Yab an arbitrary symmetric tensor on Σ.
Let F be the two-form F
def
= 12dˇ
ℓ and define, in any coordinate basis,
Γ
c
ab
def
=
1
2
P cd (∂aγbd + ∂bγad − ∂dγab) + n
c
(
−Yab +
1
2
(∂aℓb + ∂bℓa)
)
, (29)
Kab
def
= n(2)Yab +
1
2
£nˆγab +
1
2
(
ℓa∂bn
(2) + ℓb∂an
(2)
)
, (30)
ϕa
def
=
1
2
n(2)∂aℓ
(2) + nb (Yab + Fab) , (31)
Ψba
def
= P bc (Yac + Fac) +
1
2
nb∂aℓ
(2), (32)
where £ denotes the Lie derivative. Then Γ
b
ab defines a torsion-free connection on Σ and {Γ
b
ab,Kab,Ψ
b
a, ϕa}
solves the compatibility equations (26)-(28). Conversely, any solution of these equations can be written in
this form for some symmetric tensor Yab. In either case, the tensor Yab satisfies the identity
Yab =
1
2
(
∇aℓb +∇bℓa
)
+ ℓ(2)Kab. (33)
Proof. We can apply Lemma 3 to equations (27) and (28) with V b → Ψba, Zb → ∇aℓb − ϕaℓb + ℓ
(2)Kab and
W → 12∇aℓ
(2) − ℓ(2)ϕa. This gives, on the one hand, an explicit expression for Ψ
b
a, namely
Ψba = P
bc∇aℓc + ℓ
(2)P bcKca +
1
2
nb∇aℓ
(2), (34)
and, on the other, the compatibility equation (13) which reads
nb
(
∇aℓb − ϕaℓb + ℓ
(2)Kab
)
+ n(2)
(
1
2
∇aℓ
(2) − ℓ(2)ϕa
)
= 0.
Recalling (5), this equation gives an explicit expression for ϕa, namely
ϕa = n
b
(
∇aℓb + ℓ
(2)Kab
)
+
1
2
n(2)∇aℓ
(2). (35)
Equations (27) and (28) are therefore equivalent to (34) and (35). Thus, we only need to solve (26) in terms
of free data. Assume first that we are given a collection {γab, ℓa, ℓ
(2),Kab,Γ
a
bc} satisfying (26). Let us define
a symmetric tensor Yab by
Yab
def
=
1
2
(
∇aℓb +∇bℓa
)
+ ℓ(2)Kab. (36)
We want to determine Kab and Γ
c
ab in terms of {γab, ℓa, ℓ
(2), Yab}. Expanding the covariant derivative in
(26), we get (working in a coordinate basis)
∂aγbc − Γ
d
baγdc − Γ
d
caγbd = −ℓbKac − ℓcKab.
Now, take the three cyclic permutations of these equations and subtract the third one to the sum of the
other two. The result is
Γ
d
abγdc =
1
2
(∂aγbc + ∂bγca − ∂cγab) + ℓcKab
def
= Zcab (37)
The definition of Yab (36) implies
Γ
c
abℓc =
1
2
(∂aℓb + ∂bℓa)− Yab + ℓ
(2)Kab
def
= Wab (38)
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We therefore have expressions for the contraction of Γ
c
ab with the first fundamental form and with ℓc. We can
apply Lemma 3 with Zc → Zcab and W → Wab. This gives an explicit solution for Γ
c
ab and a compatibility
condition. The expression for Γ
c
ab, namely Γ
c
ab = P
cdZdab + n
cWab, gives
Γ
c
ab =
1
2
P cd (∂aγbd + ∂bγad − ∂dγab) + n
c
(
−Yab +
1
2
(∂aℓb + ∂bℓa)
)
+
(
P cdℓd + n
cℓ(2)
)
Kab
=
1
2
P cd (∂aγbd + ∂bγad − ∂dγab) + n
c
(
−Yab +
1
2
(∂aℓb + ∂bℓa)
)
, (39)
where in the last equality we used (4). The compatibility condition ncZcab + n
(2)Wab = 0 reads explicitly
0 =
1
2
nc (∂aγbc + ∂bγac − ∂cγab) + n
cℓcKab +
1
2
n(2) (∂aℓb + ∂bℓa) + n
(2)ℓ(2)Kab − n
(2)Yab
=
1
2
nc (∂aγbc + ∂bγac − ∂cγab) +
1
2
n(2) (∂aℓb + ∂bℓa) +Kab − n
(2)Yab, (40)
where in the second equality we used (5). To elaborate this expression we note the identity
nc∂aγbc + n
(2)∂aℓb = ∂a (n
cγbc)− γbc∂an
c + n(2)∂aℓb = ∂a (−n
(2)ℓb) + n
(2)∂aℓb − γbc∂an
c =
= −ℓb∂an
(2) − γbc∂an
c,
where (6) has been used. Inserting this into (40) and recalling the expression in coordinates for the Lie
derivative £nˆγab = n
c∂cγab + γac∂bn
c + γbc∂an
c, we find
Kab = n
(2)Yab +
1
2
£nˆγab +
1
2
(
ℓa∂bn
(2) + ℓb∂an
(2)
)
. (41)
Expressions (39) and (41) give Γ
c
ab and Kab explicitly in terms of Yab. Moreover, Yab is free data because if
we define Γ
c
ab and Kab in terms of an arbitrary symmetric tensor Yab through expressions (39)-(41), then it is
immediate to check that Γ
c
ab is a torsion-free connection and, in addition, both equation (26) and expression
(36) (which is now an equation) are identically satisfied with the covariant derivative ∇ defined in terms
of the connection Γ
c
ab. Indeed, Lemma 3 implies that expressions (39)-(41) are equivalent to (37)-(38) and,
from the latter, equations (26) and (36) follow at once.
To complete the proof, we only need to notice that, irrespective of whether Yab is defined by (36) or Γ
c
ab
is defined as in (39) the following holds
∇aℓb =
1
2
(
∇aℓb +∇bℓa
)
+
1
2
(
∇aℓb −∇bℓa
)
= Yab − ℓ
(2)Kab + Fab (42)
and (34), (35) become, respectively, (32) and (31). 
The following corollary will be useful later
Corollary 1 With the same hypothesis and nomenclature as in Proposition 1,
nbKab = n
(2)nb (Yab + Fab) +
1
2
(
∂an
(2) + (n(2))2∂aℓ
(2)
)
.
Proof. We only need to contract (30) with nb, which in particular involves nb£nˆγab. Since £nˆnˆ = 0, we have
nb£nˆγab =£nˆ
(
nbγab
)
= −£nˆ (n
(2)ℓa) = −(n
b∂bn
(2))ℓa − n
(2)£nˆ (ℓa) = −(n
b∂bn
(2))ℓa+
+ n(2)
(
−2nbFba −∇a
(
nbℓb
))
,
where in the third equality we used the property LY α = iY dα + d(iY α) valid for any differential form α.
Using this expression in the contraction of nb with (30) and recalling nbℓb = 1−n
(2)ℓ(2), the corollary follows
directly. 
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Following the idea of defining data on Σ as detached from any ambient geometry, we put forward the
following definition:
Definition 4 (Hypersurface data) A five-tuple {Σ, γab, ℓa, ℓ
(2), Yab} where {Σ, γab, ℓa, ℓ
(2)} is hypersur-
face metric data and Yab is a symmetric tensor is called hypersurface data.
Given hypersurface data, we define a torsion-free connection ∇ on Σ as the connection with connection
coefficient symbols given by (29). We also define the tensors Kab, ϕa and Ψ
b
a by the expressions (30)-(32).
As before, a notion of “embedding” for hypersurface data becomes necessary in order to link the hyper-
surface data with the ambient spacetime expressions (21)-(22).
Definition 5 (Embedding of hypersurface data) Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y } be hypersurface data. We will
say that this data is embedded in a spacetime (M, g) if there exists an embedding Φ : Σ −→M and a choice
of rigging ℓ such that, with ℓ = g(ℓ, ·),
Φ⋆(g) = γ, Φ⋆ (g(ℓ, ·)) =
ˇ
ℓ, g(ℓ, ℓ) = ℓ(2),
1
2
Φ⋆ (£ℓ g) = Y.
Remark 3. The last formula of the definition requires an extension of the rigging ℓ off Φ(Σ). The
expression is, however, independent of this extension. Note also that, for embedded hypersurface data, the
tensor Yab corresponds to the symmetric part of the tensor Hab introduced, and extensively used, in [22] (see
also [23]).
For this definition to make sense it is necessary that the covariant derivative ∇ and the tensors Kab, ϕa,
Ψbb defined by Proposition 1 coincide with the corresponding tensors defined via (17), (18), (19), (20) in
terms of the ambient spacetime geometry. This is taken care of in the following lemma.
Lemma 4 Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y } be hypersurface data and {Γ
c
ab,Kab, ϕa,Ψ
b
a} be defined by (29)-(32). Assume
that this hypersurface data is embedded with embedding Φ and rigging vector ℓ and let ea
def
= Φ⋆(eˆa) where
{eˆa} be a basis of TΣ. Then, the field equations (21) and (22) are satisfied.
Proof. Define (a priori new) tensors K˜ab = K˜ba, ϕ˜a, Ψ˜
b
a and connection coefficients Γ˜
c
ab by the decomposi-
tions ∇eaeb = −K˜abℓ+ Γ˜
c
baec and ∇eaℓ = ϕ˜aℓ+ Ψ˜
b
aeb. Then equations (26)-(28) are satisfied by this fields
and hence, by Proposition 1, there exists a tensor Y˜ab such that (29)-(32) are satisfied with the substitutions
{Γ
c
ab,Kab, ϕa,Ψ
b
a, Yab} −→ {Γ˜
c
ab, K˜ab, ϕ˜a, Ψ˜
b
a, Yab}. Thus, to prove the Lemma we only need to make sure
that Yab = Y˜ab. Now, from the definition of embedded hypersurface data
2Yab = e
µ
a e
ν
b (∇µℓν +∇νℓµ) = (∇eaℓ)(eb) + (∇ebℓ)(ea) = ϕ˜aℓb + Ψ˜
c
aγcb + ϕ˜bℓa + Ψ˜
c
bγca =
= ∇˜aℓb + ℓ
(2)K˜ab + ∇˜bℓa + ℓ
(2)K˜ab = ∇˜aℓb + ∇˜bℓa + 2ℓ
(2)K˜ab = 2Y˜ab
where in the fourth equality we have used the tilded version of (27) (∇˜ is the covariant derivative with
connection Γ˜
c
ab) and the last equality follows from (the tilded version of) Proposition 1 . 
Given hypersurface metric data, we have defined P ab, nc and n(2) as the solutions of equations (3)-(6). If
the data is supplemented with Yab to yield hypersurface data, then equations (26)-(28) are identically satis-
fied. It is clear that the fields P ab, nc and n(2) will also satisfy appropriate field equations. If the hypersurface
is embedded in a spacetime, the equations are easily derived by a calculation similar to derivation above
leading to (26)-(28). However, as we want to work at the data level alone, we need to argue directly with
the expressions on Σ. In the following proposition we obtain a number of identities that will immediately
imply the equations we are looking for. We note that the definitions of Aabc, Bab, Ca in the proposition come
directly from (26)- (28) while the definitions of Dabc, Eab, Fa are motivated by the spacetime calculation
indicated above.
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Proposition 2 Let na, ℓa, γab = γba, ℓ
(2), P ab = P ba, na, n(2) be arbitrary C1 tensor fields on a manifold
Σ endowed with a connection ∇. Let Kab = Kba, Ψ
a
b and ϕa arbitrary C
0 tensor fields on Σ. Define
Aabc
def
= ∇aγbc + ℓbKac + ℓcKab,
Bab
def
= ∇aℓb − ϕaℓb + ℓ
(2)Kab −Ψ
c
aγbc
Ca
def
= −
1
2
∇aℓ
(2) + ℓ(2)ϕa +Ψ
b
aℓb
D
bc
a
def
= ∇aP
bc + nbΨca + n
cΨba, (43)
E ba
def
= ∇an
b + ϕan
b − P bcKac + n
(2)Ψba,
Fa
def
= −
1
2
∇an
(2) − n(2)ϕa +Kabn
b. (44)
and
q
def
= naℓa − 1 + n
(2)ℓ(2), zb
def
= γbcn
c + n(2)ℓb,
wa
def
= P abℓb + ℓ
(2)na, Sab
def
= P acγcb + n
aℓb − δ
a
b . (45)
Then, the following identities hold
E ba ℓb − 2ℓ
(2)Fa − 2n
(2)Ca = ∇aq −Kacw
c −Ψcazc,
Aabcn
c + E ca γbc − 2Faℓb + n
(2)Bab = ∇azb +Kac (qδ
c
b − S
c
b) + ϕazb, (46)
D
bc
a ℓc + P
bcBac − 2n
bCa + ℓ
(2)E ba = ∇aw
b +Ψca
(
qδbc − S
b
c
)
− ϕaw
b,
D
bd
a γdc + P
bdAadc + E
b
a ℓc + n
bBac = ∇aS
b
c +Ψ
b
azc +Kacw
b.
Proof. The proof is by straightforward (and somewhat long) calculation. We give the proof explicitly for
the first identity. From the definition of q, its derivative reads
∇aq = ℓb∇an
b + nb∇aℓb + ℓ
(2)∇an
(2) + n(2)∇aℓ
(2)
=
(
E ba + P
bcKac − n
(2)Ψba
)
ℓb + n
b (Bab − ℓ
(2)Kab +Ψ
c
aγbc) + 2ℓ
(2) (Kacn
c −Fa) + 2n
(2) (Ψcaℓc − Ca)
= E ba ℓb − 2ℓ
(2)Fa − 2n
(2)Ca +Kacw
c +Ψcazc,
where in the second equality we have used the definitions (43) and in the third we have used the definitions
(45). The rest of expressions are more involved but can be proved similarly. 
The following corollary determines the equations that P ab, nb and n(2) satisfy for hypersurface data.
Corollary 2 Let {Σ, γab, ℓa, ℓ
(2), Yab} be hypersurface data. Then, the following equations hold
∇aP
bc + nbΨca + n
cΨba = 0, (47)
∇an
b + ϕan
b − P bcKac + n
(2)Ψba = 0, (48)
−
1
2
∇an
(2) − n(2)ϕa +Kabn
b = 0. (49)
Proof. Hypersurface data satisfies q = za = w
a = Sab = 0 and also Aabc = Bab = Ca = 0. Identities (46) then
become
E ba ℓb − 2ℓ
(2)Fa = 0, E
c
a γbc − 2Faℓb = 0,
D
bc
a ℓc + ℓ
(2)E ba = 0, D
bd
a γdc + E
b
a ℓc = 0.
Applying Lemma 3 to the first two (with E ba → V
b) yield the compatibility equation
0 = Fa
(
nblb + n
(2)ℓ(2)
)
= Fa
12
and hence E ba = 0 also. Applying now Lemma 3 to the second two gives D
bc
a = 0. 
Proposition 2 has a second consequence on the relationship between {P ab, nb, n(2)} and {γab, ℓa, ℓ
(2)},
whenever the field equations (47)-(49) hold together with the field equations (26)-(28):
Corollary 3 Let γab = γba, ℓa, ℓ
(2), P ab = P ba, nb, n(2) be C1 fields on an m-dimensional connected
manifold (Σ,∇) satisfying the field equations (26)-(28) and (47)-(49). If the two (m+ 1)-matrices[
γab ℓa
ℓb ℓ
(2)
]
,
[
P ab na
nb n(2)
]
are inverses from each other at one point p ∈ Σ, then they are inverses of each other at every point in Σ.
Proof. Identities (46) with Aabc = Bab = Ca = D
bc
a = E
b
a = Fa = 0 become a set of linear PDE for
{q, za, w
a, Sab } written in normal form. Thus, if q = za = w
a = Sab = 0 at one point, then they vanish
everywhere on the (connected) manifold Σ. 
3 Gauge transformations.
Up to now we have kept the rigging fixed. However, as already said, the rigging is highly non-unique. Thus,
there must exist a set of transformations that keep the field equations invariant and which give essentially
the same hypersurface data. This section is devoted to this issue.
Let us for the moment consider a hypersurface embedded in a spacetime. We will find how does the
hypersurface data transform under an arbitrary change of rigging. Then, we will promote this transformation
to gauge freedom in the hypersurface data and we will prove that the field equations are invariant under a
gauge transformation.
Since a rigging is, by definition, transverse to the hypersurface any two riggings ℓ and ℓ′ are related by
[22]
ℓ′
Σ
= u (ℓ+ V ) , (50)
where u is nowhere zero and V is an arbitrary vector field along Σ and tangent to Σ everywhere. V can be
decomposed in the basis {ea} as V = V
aea. The vector Vˆ
def
= V aeˆa is therefore a vector field of Σ.
First of all we note that the first fundamental form γab is independent of the choice of rigging and hence
γ′ab = γab (objets attached to the rigging ℓ
′ will carry a prime). Multiplying (50) by ea we obtain
ℓ′a = u
(
ℓa + V
bγab
)
.
and squaring ℓ′ we find
ℓ′2 = g(ℓ′, ℓ′) = u2
(
ℓ(2) + 2V aℓa + V
aV bγab
)
. (51)
It only remains to determine how does the tensor Y change under a gauge transformation. Since we are
assuming the data to be embedded, we can use Y = 12Φ
⋆ (£ℓg). We can determine Y
′ as follows. Let u˜
denote any smooth extension of u off Σ. Then
Y
′ =
1
2
Φ⋆ (£ℓ′g) =
1
2
Φ⋆
(
£u˜(ℓ+V )g
)
=
1
2
Φ⋆ (u˜£ℓg + du˜⊗ ℓ+ ℓ⊗ du˜+£u˜V g) =
= uY +
1
2
(du⊗
ˇ
ℓ+
ˇ
ℓ⊗ du) +
1
2
£uVˆ γ,
where we used the well-known properties Φ⋆(du˜) = d(Φ⋆(u˜)) and Φ⋆(£Φ⋆(Vˆ )g) = £Vˆ (Φ
⋆(g)).
The transformations above only involve a scalar function u on Σ and a vector field Vˆ on Σ. We can
therefore put forward a definition of gauge transformation for hypersurface data.
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Definition 6 Let {γ,
ˇ
ℓ, ℓ(2),Y } be hypersurface data. Let u : Σ → R be a smooth scalar and V ∈ Γ(TΣ) a
smooth vector field in Σ. The gauge transformed hypersurface data with gauge fields (u, Vˆ ) is defined as
(in any basis {eˆa} and with Vˆ = V
aeˆa)
γ′ab = γab, ℓ
′
a = u
(
ℓa + V
bγab
)
, ℓ(2)′ = u2
(
ℓ(2) + 2V aℓa + V
aV bγab
)
,
Y ′ab = uYab +
1
2
(ℓa∂ bu+ ℓb∂ au) +
1
2
£uVˆ γab. (52)
The following Lemma shows how the derived fields {P ab, na, n(2)} and {Γ
c
ab,Kab, ϕa,Ψ
b
a} change under
a gauge transformation (cf. [22] and the Remark after the proof).
Lemma 5 Let (u, V a) be gauge fields. The fields (P ′ ab, n′ a, n(2)′) corresponding to the gauge transformed
data read
P ′ ab = P ab + V aV bn(2) − V anb − V bna, n′ a = u−1(na − V an(2)), n(2)′ = u−2n(2). (53)
Moreover, the connection Γ
c
ab and the tensor fields Kab, ϕa,Ψ
b
a transform according to
Γ
′c
ab = Γ
c
ab + V
cKab, (54)
K ′ab = u
−1Kab, (55)
ϕ′a = ϕa + u
−1∂ au−KabV
b, (56)
Ψ′ba = u
(
Ψba +∇aV
b − ϕaV
b +KadV
dV b
)
. (57)
Proof. A straightforward calculation shows that, with the expressions (53), the primed version of (3)-(6)
is satisfied. Uniqueness of solutions of these equations implies the first part of the Lemma. Next we prove
(55). First notice the following simple identity for the Lie derivative (a version of which was in fact already
used above).
A£Xˆγab = £AXˆγab − γacX
c∂bA− γbcX
c∂aA. (58)
We now calculate n(2)′Y ′
n(2)′Y ′ab =
n(2)
u
Yab +
n(2)′
2
(ℓa∂bu+ ℓb∂au) +
n(2)′
2
£
uVˆ
γab
=
n(2)
u
Yab +
n(2)′
2
(ℓa∂bu+ ℓb∂au) +
1
2
£
n
(2)
u
Vˆ
γab −
1
2
(uγacV
c∂b(n
(2)′) + uγbcV
c∂a(n
(2)′))
=
n(2)
u
Yab +
n(2)′
2
(ℓa∂bu+ ℓb∂au) +
1
2
£
n
(2)
u
Vˆ
γab +
1
2
(uℓa − ℓ
′
a) ∂b(n
(2)′) +
1
2
(uℓb − ℓ
′
b) ∂a(n
(2)′)
where in the second equality we used (58) with Xˆ → uVˆ and A → n(2)′, and in the third equality we used
the transformation law for ℓa. We now insert this into the primed version of (30). This yields
K ′ab =
n(2)
u
Yab +
n(2)′
2
(ℓa∂bu+ ℓb∂au) +
1
2
(uℓa∂b(n
(2)′) + uℓb∂a(n
(2)′)) +
1
2
£
nˆ′+n
(2)
u
Vˆ
γab
=
1
u
(
n(2)Yab +
1
2
(ℓa∂bn
(2) + ℓb∂an
(2)) +
1
2
£nˆγab
)
−
1
2u2
(n(2)ℓa − γacn
c) ∂bu−
1
2u2
(
n(2)ℓb − γbcn
b
)
∂au
=
1
u
Kab,
where in the second equality we have used nˆ′ + n
(2)
u
Vˆ = u−1nˆ and then the identity (58) with Xˆ → u−1nˆ
and A→ u and in the last equality we have used (5) and (30). This proves (55).
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Next we address (54). Γ
′c
ab is uniquely defined as the unique solution of the primed versions of (37) and
(38). Subtracting (37) and its primed version and using the invariance of γab and the transformation law for
ℓa and Kab it follows (
Γ
′d
ab − Γ
d
ab
)
γcd = V
dγcdKab (59)
If we also determine (Γ
′d
ab − Γ
d
ab)ℓd we will be able to solve for Γ
′d
ab. To that aim, let us start by deriving
the following identity
1
2
(
∂aℓ
′
b + ∂bℓ
′
a
)
− Y ′ab =
=
1
2
(
∂a [u(ℓb + γbcV
c)] + ∂b [u(ℓa + γacV
c)]
)
− uYab −
1
2
(ℓa∂bu+ ℓb∂au)−
1
2
£
uVˆ
γab
= u
(
1
2
(∂aℓb + ∂aℓb)− Yab
)
+
1
2
[
∂a (uγbcV
c) + ∂b (uγacV
c)−£uVˆ γab
]
= u
(
1
2
(∂aℓb + ∂aℓb)− Yab
)
+
u
2
(∂aγbc + ∂bγac − ∂cγab)V
c. (60)
Now we evaluate(
Γ
′d
ab − Γ
d
ab
)
ℓd =
1
u
Γ
′d
abℓ
′
d − Γ
d
abℓd − Γ
′d
abγdcV
c
=
1
u
(
1
2
(
∂aℓ
′
b + ∂bℓ
′
a
)
− Y ′ab +
1
u
ℓ(2)′Kab
)
−
(
1
2
(
∂aℓb + ∂bℓa
)
− Yab + ℓ
(2)Kab
)
−
1
2
(∂aγbc + ∂bγac − ∂cγab) V
c −
(
ℓc + γcdV
d
)
V cKab
= V cℓcKab
where in the second equality we have used the primed version of (38), equation (38) itself and the primed
version of (37) and in the last equality we used the identity (60) and the transformation law for ℓ(2). It is
now immediate from this expression and (59) to conclude that (54) holds as a consequence of Lemma 3.
In order to prove the remaining transformations, we first establish the following transformation (∇
′
is
the covariant derivative with connection symbols Γ
′c
ab)
∇
′
aℓ
′
b + ℓ
(2)′K ′ab = ∇aℓ
′
b −
(
Γ
′c
ab − Γ
c
ab
)
ℓ′c + ℓ
(2)′K ′ab
= ∇a (u [ℓb + γbcV
c])− uV cKab
(
ℓc + γcdV
d
)
+ u−1ℓ(2)′Kab
= u
(
∇aℓb + ℓ
(2)Kab
)
+ (ℓb + γbcV
c)∇au− uKacV
cℓb + uγbc∇aV
c. (61)
where in the second equality we used the gauge transformation law for ℓc, Γ
c
ab and Kab and in the third one
the field equation (26) and the transformation law for ℓ(2) was used. Proposition 1 shows that ϕa can be
written in the form
ϕa = n
b
(
∇aℓb + ℓ
(2)Kab
)
+
n(2)
2
∇aℓ
(2). (62)
The transformation law (56) for ϕa follows by a direct substitution of n
′ b, n(2)′, ℓ(2)′ and (61) in the primed
version of (62).
The proof of (57) is the most involved one. One option would be brute force calculation from (32).
However, the gauge transformation of P ab is long and the calculation becomes cumbersome. Instead, we
subtract the primed version of (27) and u times (27) itself. This yields, after using (61) and the transformation
law for ϕa,
γbc
(
Ψ′ca − u
(
Ψca +∇aV
c − ϕaV
c +KadV
dV c
))
= 0. (63)
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This still fails short of proving (57) because γbc need not be invertible. To complete the argument, we
compute the primed version of (28) subtracting u2 times (28) and adding u2 times (27) contracted with V b.
A not-long calculation which uses (63) yields
uℓc
(
Ψ′ca − u
(
Ψca +∇aV
c − ϕaV
c +KadV
dV c
))
= 0. (64)
Lemma 3 applied to (63) and (64) establishes (57). 
Remark 4. The gauge transformation law obtained in this proposition would have been much easier
to prove assuming that the hypersurface data is embedded. Indeed, in such circumstances, the spacetime
definition of the connection, the second fundamental form and the tensors Ψba, ϕa imply very easily (54)-
(57), see [22]. However, our definition of gauge transformation is directly at the hypersurface data level, and
hence a hypersurface proof as the one above becomes necessary.
From the proof of the preceeding lemma, we can infer that in order to find gauge transformation laws
of contravariant tensors, it may be often convenient to study the transformation law of the one-form ob-
tained after contraction with γab and the scalar obtained by contraction with ℓb. The following proposition
formalizes this observation.
Proposition 3 Let Qa = Qa(γbd, ℓb, ℓ
(2), Ybd) be a vector depending on the hypersurface data and define
Hc
def
= Qaγac, R
def
= Qaℓa, all of them viewed as functions of the hypersurface data. Fix gauge fields (u, V
a)
and let Hˆc, Rˆ be the functions of hypersurface data and gauge field defined by
Hˆc(γbd, ℓb, ℓ
(2), Ybd, u, V
d)
def
= Hc(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd), Rˆ(γbd, ℓb, ℓ
(2), Ybd, u, V
d)
def
= R(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd),
where in the right-hand side we substitute the explicit expressions (52). Then, the following two statements
are equivalent.
(i) The functions Qˆa(γbd, ℓb, ℓ
(2), Ybd, u, V
d) satisfy the identities
Hˆc = Qˆ
aγac, (65)
Rˆ = u
(
Qˆaℓa + V
aHˆa
)
. (66)
(ii) The functions Qˆa(γbd, ℓb, ℓ
(2), Ybd, u, V
d) satisfy Qˆa(γbd, ℓb, ℓ
(2), Ybd, u, V
d) = Qa(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd), where
in the right-hand side the explicit expressions (52) are substituted.
Proof. Assume that (ii) holds. Then
Hˆc = Hc(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd) = Q
a(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd)γac = Qˆ
aγac,
Rˆ = R(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd) = Q
a(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd)ℓ
′
a = u (Q
a(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd)ℓa + V
cQa(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd)γac) =
= u
(
Qˆaℓa + V
aHˆa
)
,
which establishes the validity of (i). Conversely, assume that (i) holds. Define Q˜a(γbd, ℓb, ℓ
(2), Ybd, u, V
d) =
Qa(γbd, ℓ
′
b, ℓ
(2)′, Y ′bd), where in the right hand side the explicit expressions (52) are substituted. By the
calculation above, this function satisfies
Hˆc = Q˜
aγac,
Rˆ = u
(
Q˜aℓa + V
cHˆc
)
.
Subtracting this to (65) and (66) yields (Qˆa − Q˜a)γac = 0 and u(Qˆ
a − Q˜a)ℓa = 0. Lemma 3 implies
Qˆa − Q˜a = 0 which proves (ii). 
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Remark 5. Obviously, this result can be applied to tensors of arbitrary rank as long as one of its indices
is contravariant and all the operations and expressions involved in the lemma refer to this index, leaving all
the rest of indices untouched.
As an example of the usefulness of this lemma, we obtain the transformation law of (n(2)P ab−nanb) and
of P abnc − P acnb, which will be needed later.
Lemma 6 Under a gauge transformation with gauge fields (u, V a), the tensors n(2)P ab−nanb and P abnc−
P acnb transforms as
n(2)P ′bd − n′bn′d =
1
u2
(
n(2)P bd − nbnd
)
, (67)
P ′abn′c − P ′acn′b =
1
u
(
P abnc − P acnb + (n(2)P ac − nanc)V b −
(
n(2)P ab − nanb
)
V c
)
. (68)
Proof. Let Qab = n(2)P ab − nanb. According to Proposition 3, we start calculating H bc
def
= Qabγac =(
n(2)P ab − nanb
)
γac = n
(2)δbc and R
b def= Qabℓa = −n
b. Consequently
Hˆ bc = n
(2)′δbc =
n(2)
u2
δbc ,
Rˆb = −n′b = −
1
u
(
nb − V bn(2)
)
.
It follows from (65)-(66) that Qˆab satisfies
Qˆabγac = Hˆ
b
c =
n(2)
u2
δbc,
Qˆabℓa =
Rˆb
u
− V cHˆ bc = −
1
u2
na +
1
u2
V bn(2) − V c
n(2)
u2
δbc = −
1
u2
na.
Comparing with the expressions for H ba and R
b above (or, alternatively, using Lemma 3), it follows imme-
diately that Qˆab = 1
u2
(
n(2)P ab − nanb
)
. This establishes (67). For the second statement, let
H bcd
def
=
(
P abnc − P acnb
)
γad = (δ
b
dn
c − δcdn
b), Rbc
def
=
(
P abnc − P acnb
)
ℓa = 0.
Equations (65) and (66) become
Hˆ bcd = δ
b
dn
′c − δcdn
′b =
1
u
(
δbdn
c − n(2)δbdV
c − δcdn
b + n(2)δcbV
b
)
= Qˆabcγad,
Rˆbc = 0 = u
(
Qˆabcℓa + V
aHˆ bca
)
= uQˆabcℓa + V
bnc − V cnb
Using now Lemma 3 gives Qabc = 1
u
(
P abnc − P acnb + (n(2)P ac − nanc)V b −
(
n(2)P ab − nanb
)
V c
)
, which
proves (68). 
4 Einstein tensor on the hypersurface.
In this section we obtain the constraint equations in the case of general hypersurfaces. We start with the
following lemma, which shows that the components Gµνnµℓ
ν and Gµνnµe
ν
c can be obtained in terms of the
hypersurface data whenever this data is embedded in a spacetime (our sign conventions for the Riemann,
Ricci and Einstein tensor follow [29]).
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Proposition 4 Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y } be embedded hypersurface data with embedding Φ and rigging ℓ. Let
{eˆa} be a basis of TΣ and ea
def
= Φ⋆(eˆa). Then
Gµνnµℓ
ν Σ= −Rαβγδℓ
αe
β
b e
γ
c e
δ
dn
cP bd −
1
2
Rαβγδe
α
ae
β
b e
γ
c e
δ
dP
acP bd, (69)
Gµνnµe
ν
c
Σ
=Rαβγδℓ
αe
β
b e
γ
c e
δ
d
(
n(2)P bd − nbnd
)
+Rαβγδe
α
ae
β
b e
γ
c e
δ
dn
aP bd. (70)
where Rαβγδ is the Riemann tensor of the ambient spacetime (M, g) and G
µ
ν is the corresponding Einstein
tensor.
Proof. We start by obtaining an expression for the spacetime metric gαγ in terms of the data on Σ. Since
{ea, ℓ} is a basis of TΣM and {ωa,n} is the dual basis we can decompose g
αγ as (see (12))
gαγ
Σ
= P abeαae
γ
b + n
a (eαa ℓ
γ + ℓαeγa) + n
(2)ℓαℓγ .
Using naeαa = n
α − n(2)ℓα the following alternative expression also holds
gαγ
Σ
= P aceαae
γ
c + (n
αℓγ + nγℓα)− n(2)ℓαℓγ . (71)
We now calculate the curvature scalar R = gβδRβδ = g
αγgβδRαβγδ. Inserting (71) and using the symmetries
of the Riemann tensor yields
R
Σ
=Rαβγδe
α
ae
β
b e
γ
c e
δ
dP
acP bd + 4Rαβγδℓ
αe
β
bn
γeδdP
bd − 2n(2)Rαβγδℓ
αe
β
b ℓ
γeδdP
bd − 2Rαβγδℓ
αnβℓγnδ. (72)
We can now calculate Gµνnµℓ
ν Σ=Rαβγδn
βℓδgαγ − 12R. Inserting (71), the first term is
Rαβγδn
βℓδgαγ
Σ
=Rαβγδℓ
αe
β
bn
γeδdP
bd −Rαβγδℓ
αnβℓγnδ. (73)
Subtracting (73) and 12R (from (72)), it follows
Gµνnµℓ
ν Σ= −
1
2
Rαβγδe
α
ae
β
b e
γ
c e
δ
dP
acP bd −Rαβγδℓ
αe
β
bn
γeδdP
bd + n(2)Rαβγδℓ
αe
β
b ℓ
γeδdP
bd
Using here nγ = nceγc + n
(2)ℓγ yields (69).
Regarding (70), we need to evaluate Gµνnµe
ν
c = R
µ
νnµe
ν
c
Σ
=Rαβγδn
αeγc g
βδ. Using (71) we get
Gµνnµe
ν
c
Σ
=Rαβγδn
αe
β
b e
γ
c e
δ
dP
bd +Rαβγδn
αℓβeγc
(
nδ − n(2)ℓδ
)
,
which becomes (70) after inserting nα = nceαc + n
(2)ℓα. 
Remark 6. Gµνnµe
ν
c could also have been obtained by exploiting the gauge transformations of Section
6. Inserting the transformation (50) into (69) and using the fact that V a is arbitrary implies the validity of
(70). This method is longer but straightforward and provides a non-trivial consistency check both for the
gauge transformations and for the expressions (69) and (70).
Our next aim is to write down the right-hand sides of (69) and (70) in terms of hypersurface data. We
start with the following identity, which has been obtained in [22] (see formulas (12) and (13) there), and
which can be proved by inserting the decomposition (21) in the Ricci identity for the Riemann tensor of the
ambient spacetime.
Proposition 5 (Mars & Senovilla [22]) Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y } be embedded hypersurface data with embed-
ding Φ and rigging ℓ. Let {eˆa} be a basis of TΣ and ea
def
= Φ⋆(eˆa). Then
Rαβγδe
β
b e
γ
c e
δ
d
Σ
=
(
R
a
bcd −KbdΨ
a
c +KbcΨ
a
d
)
eαa −
(
∇cKbd −∇dKbc +Kbdϕc −Kbcϕd
)
ℓα, (74)
where Rαβγδ is the Riemann tensor of the ambient spacetime (M, g) and R
a
bcd the curvature tensor of Γ
a
ab
in the basis {eˆa}.
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This result has the following corollary, which in particular defines two quantities denoted by (I) and (II),
which will play a useful role later.
Corollary 4 With the same hypotheses as in Proposition 5, the following identities hold
Rαβγδℓ
αe
β
b e
γ
c e
δ
d
Σ
= ℓaR
a
bcd + ℓ
(2)
(
∇dKbc −∇cKbd
)
+
1
2
Kbc∇dℓ
(2) −
1
2
Kbd∇cℓ
(2) def= (I). (75)
Rαβγδe
α
ae
β
b e
γ
c e
δ
d
Σ
= γafR
f
bcd −Kbd
(
∇cℓa + ℓ
(2)Kca
)
+Kbc
(
∇dℓa + ℓ
(2)Kda
)
− ℓa
(
∇cKbd −∇dKbc
)
def
= (II).
(76)
Proof. For (75), contract (74) with ℓα and use equation (28). For (76) contract the same expression with e
α
a
and use (27). 
Remark 7. Identity (75) also appears, in a slightly modified form, in expression (17) of [22].
We are now in a position where the components Gµνnµℓ
ν , Gµνnµe
ν
c of the Einstein tensor can be obtained
in terms of hypersurface data
Theorem 1 Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y } be embedded hypersurface data with embedding Φ, rigging ℓ and ambient
spacetime (M, g). Denote by Gµν the Einstein tensor of (M, g). Let {eˆa} be a basis of TΣ and ea
def
= Φ⋆(eˆa).
Then the following identities hold
2Gµνnµℓ
ν Σ= − P bdR
c
bcd − P
bdnc
(
ℓaR
a
bcd +∇d (ℓ
(2)Kbc)−∇c (ℓ
(2)Kbd)
)
− P acP bd (KbcYda −KbdYac)
(77)
Gµνnµe
ν
c
Σ
=
(
P bd − ℓ(2)nbnd
) (
∇dKbc −∇cKbd
)
+
1
2
(
n(2)P bd − nbnd
) (
Kbc∇dℓ
(2) −Kbd∇cℓ
(2)
)
+
+ P bdna [Kbc (Yda + Fda)−Kbd (Yca + Fca)]− n
bndℓaR
a
bcd. (78)
Proof. Proposition 4 shows, in particular, that Gµνnµℓ
ν = −P bdXbd, where
Xbd
def
=
(
Rαβγδℓ
αe
β
b e
γ
c e
δ
dn
c +
1
2
Rαβγδe
α
ae
β
b e
γ
c e
δ
dP
ac
)∣∣∣∣
Σ
.
So, we start finding an expression for Xbd in terms of hypersurface data. Using (3) and (6) in (76) yields
immediately
Rαβγδe
α
ae
β
b e
γ
c e
δ
dP
ac = R
c
bcd − n
cℓaR
a
bcd −KbdP
acYac +KbcP
ac (Yda + Fda) + ℓ
(2)nc
(
∇cKbd −∇dKbc
)
(79)
where we used ∇cℓa + ℓ
(2)Kca = Yca + Fca (see (42)) and the fact that Fca is antisymmetric. Contracting
(75) with nc and combining with (79) into Xbd implies easily
Xbd =
1
2
(
R
c
bcd + n
cℓaR
a
bcd + P
acKbc (Yda + Fda)− P
acKbdYac + n
c
[
∇d (ℓ
(2)Kbc)−∇c (ℓ
(2)Kbd)
])
.
Contracting this with P bd, (77) follows directly after using P acP bdKbcFda = 0, which holds because it is the
contraction of a symmetric and an antisymmetric tensor.
To prove (78) we evaluate first
Zbcd
def
= Rαβγδe
α
ae
β
b e
γ
c e
δ
dn
a + n(2)Rαβγδℓ
αe
β
b e
γ
c e
δ
d = n
a [Kbc (Yda + Fda)−Kbd (Yca + Fca)] +
+∇dKbc −∇cKbd +
n(2)
2
(
Kbc∇dℓ
(2) −Kbd∇cℓ
(2)
)
. (80)
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where we used Corollary 4 and (6), (5). Identity (78) now follows from (see (70))
Gµνnµe
ν
c = P
bdZbcd − n
bndRαβγδℓ
αe
β
b e
γ
c e
δ
d
after using (75) and (80). 
We have worked so far using the connection Γ
a
bc, which arises naturally from the embedding of the
hypersurface data in a spacetime. Note, however, that this connection depends on the full hypersurface data,
in particular on Yab. If one wishes to view the constraint equations as field equations for the hypersurface
data, this mixture between the connection Γ
a
bc and the variable Yab obscures notably the equations. Note
that this does not happen in the usual constraint equations for spacelike hypersurfaces, where the connection
on Σ is fully independent of the extrinsic curvature. It is natural to try and do something similar in the
general context and make all dependence on Yab in the constraint equations fully explicity. We will find an
example where this strategy is useful in Section 5 below.
In order to accomplish this, it is necessary to introduce a connection which does not depend on Yab. In
view of (29), the natural choice is the following.
Definition 7 Let {Σ, γ,
ˇ
ℓ, ℓ(2)} be hypersurface metric data. We define the metric hypersurface connec-
tion
◦
Γabc by
◦
Γ
c
ab
def
=
1
2
P cd (∂aγbd + ∂bγad − ∂dγab) +
1
2
nc (∂aℓb + ∂bℓa) . (81)
Remark 8. Despite its name, the metric hypersurface connection is, in general, not the Levi Civita
connection of any metric on Σ. Since hypersurface metric data does not define any canonical metric on Σ,
the name should not be a source of confusion.
It is clear that the metric hypersurface connection is torsion-free and that it relates to the induced
connection Γ
a
bc by
Γ
a
bc =
◦
Γ
a
bc − n
aYbc. (82)
It is well-known that two connections (1)Γabc and
(2)Γabc whose difference tensor is C
a
bc
def
= (1)Γabc−
(2)Γabc define
respective curvature tensors (1)Rabcd and
(2)Rabcd satisfying (see e.g. formula (7.5.8) in [29])
(1)Rabcd =
(2)Rabcd+
(1)∇cC
a
bd−
(1)∇dC
a
bc+C
a
cfC
f
bd−C
a
dfC
f
cb, where
(1)∇ is the covariant derivative of (1)Γabc. Applying
this to the metric hypersurface and induced connections, we find
R
f
bcd =
◦
R
f
bcd +
◦
∇d
(
nfYbc
)
−
◦
∇c
(
nfYbd
)
+ nfna (YcaYbd − YdaYbc) . (83)
Our aim is to rewrite the expressions in Corollary 4 in terms of the connection
◦
Γ and its curvature tensor.
For that we need to transform covariant derivatives with respect to ∇ into covariant derivatives with
◦
∇. We
collect the necessary expression in the following Lemma
Lemma 7 With the definitions above, let, in addition, Zab be an arbitrary tensor. Then the following
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identities hold
◦
∇aℓb = Fab − ℓ
(2)Uab, (84)
◦
∇aγbc = −ℓbUac − ℓcUab, (85)
◦
∇aP
bc = −
(
nbP cf + ncP bf
)
Faf − n
bnc∂aℓ
(2), (86)
◦
∇an
b = −n(2)nb∂aℓ
(2) −
(
n(2)P bf + nbnf
)
Faf + P
bfUaf , (87)
ℓaR
a
bcd = ℓa
◦
R
a
bcd +
◦
∇d [(n · ℓ)Ybc]−
◦
∇c [(n · ℓ)Ybd]+
+ nf [Ybd ((n · ℓ)Ycf + Fcf − ℓ
(2)Ucf )− Ybc ((n
aℓa)Ydf + Fdf − ℓ
(2)Udf )] , (88)
γafR
f
bcd = γaf
◦
R
f
bcd + ℓa
( ◦
∇c (n
(2)Ybd)−
◦
∇d (n
(2)Ybc)
)
+ Ybc (Uda − n
(2)Fda)
− Ybd (Uca − n
(2)Fca) + ℓan
f [Ybc (n
(2)Ydf + Udf)− Ybd (n
(2)Ycf + Ucf)] , (89)
∇dZbc −∇cZbd =
◦
∇dZbc −
◦
∇cZbd + n
f (YbdZfc − YbcZfd) , (90)
where we have defined (n · ℓ)
def
= naℓa and Uab
def
= 12 (£nˆγab + ℓa∂bn
(2) + ℓb∂an
(2)).
Proof. We start by noticing that the definition of Uab allows to write (see (30))
Kab = n
(2)Yab + Uab. (91)
The relation Γ
a
ab =
◦
Γabc − n
aYbc implies
◦
∇aℓb = ∇aℓb − n
cYabℓc = Yab + Fab − ℓ
(2)Kab − (n · ℓ)Yab = Fab − ℓ
(2)Uab,
where in the second equality we have used identity (42) and in the third equality we used (91) and (5). This
proves (84). In order to prove (85) we use again the transformation rule for covariant derivatives
◦
∇aγbc = ∇aγbc − n
fYabγfc − n
fYacγbf = −ℓbKac − ℓcKab + n
(2)ℓcYab + n
(2)ℓbYac = −ℓbUac − ℓcUab.
where in the third equality we used (26) and (6) and in the last one we employed (91). Expression (86) is
proved similarly; first transform the covariant derivative
◦
∇ into the covariant derivative ∇ to obtain
◦
∇aP
bc = ∇aP
bc + naYafP
fc + ncYafP
bf .
Inserting equation (47) for ∇aP
bc and recalling the explicit expression for Ψca in Proposition 1 yields the
result. Before proving (87) we rewrite the equation (48) for ∇an
b directly in terms of hypersurface metric
data. Substituting the expression for ϕa and Ψ
c
a given in Proposition 1, as well as Kab = n
(2)Yab+Uab, into
(48) implies
∇an
b + n(2)nb∂aℓ
(2) + nbnf (Yaf + Faf ) + P
bf (n(2)Faf − Uaf ) = 0.
Applying to this equation the transformation law of covariant derivatives induced by the change of connection
(82) gives (87). For (88), simply multiply (83) by ℓf , use ℓf
◦
∇d
(
nfYbc
)
=
◦
∇d ((n · ℓ)Ybc) − n
fYbc
◦
∇dℓf (i.e.
“integrate by parts”) and use (84). To address (89), contract (83) with γaf and “integrate by parts” γaf in
the second and third terms. After using equation (85) and (6) one obtains
γafR
f
bcd = γaf
◦
R
f
bcd +
◦
∇c (n
(2)ℓaYbd)−
◦
∇d (n
(2)ℓaYbc) + (n · ℓ) (YbcUda − YbdUca) +
+ℓan
f [Ybc (n
(2)Ydf + Udf )− Ybd (n
(2)Ycf + Ucf )] .
Breaking the derivative terms
◦
∇d (n
(2)ℓaYbc) = n
(2)Ybc
◦
∇dℓa+ ℓa
◦
∇d (n
(2)Ybc) and using (42) yields the result.
Finally, identity (90) follows directly from the transformation law
∇bZbc =
◦
∇bZbc + n
f (YbdZfc + YcdZbf )
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induced by the change of connection. 
We can now rewrite Corollary 4 in terms of the connection metric hypersurface connection.
Proposition 6 Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y } be embedded hypersurface data with embedding Φ and rigging ℓ. Let
{eˆa} be a coordinate basis of TΣ and ea
def
= Φ⋆(eˆa). Then
Rαβγδℓ
αe
β
b e
γ
c e
δ
d
Σ
= ℓa
◦
R
a
bcd +
◦
∇dYbc −
◦
∇cYbd + ℓ
(2)
( ◦
∇dUbc −
◦
∇cUbd
)
+
1
2
(Ubc∂dℓ
(2) − Ubd∂cℓ
(2))+
+ Ybd
(
(Fcf + Ycf )n
f +
1
2
n(2)∂cℓ
(2)
)
− Ybc
(
(Fdf + Ydf )n
f +
1
2
n(2)∂dℓ
(2)
)
.
Rαβγδe
α
ae
β
b e
γ
c e
δ
d
Σ
= γaf
◦
R
f
bcd + ℓa
( ◦
∇dUbc −
◦
∇cUbd
)
+ YbcUda − YbdUca + UbcYda − UbdYca+
+ n(2) (YbcYda − YbdYca) + UbcFda − UbdFca.
Remark 9. Although we have chosen to state this proposition in terms of embedded hypersurface data,
in fact the proof works directly at the hypersurface data level and establishes the identities
(I) = ℓa
◦
R
a
bcd +
◦
∇dYbc −
◦
∇cYbd + ℓ
(2)
( ◦
∇dUbc −
◦
∇cUbd
)
+
1
2
(Ubc∂dℓ
(2) − Ubd∂cℓ
(2)) +
+Ybd
(
(Fcf + Ycf )n
f +
1
2
n(2)∂cℓ
(2)
)
− Ybc
(
(Fdf + Ydf )n
f +
1
2
n(2)∂dℓ
(2)
)
. (92)
(II) = γaf
◦
R
f
bcd + ℓa
( ◦
∇dUbc −
◦
∇cUbd
)
+ YbcUda − YbdUca + UbcYda − UbdYca +
+n(2) (YbcYda − YbdYca) + UbcFda − UbdFca. (93)
where (I) and (II) were defined, respectively, as the right-hand sides of (75) and (76).
Proof. We start with the rewriting of (I) in terms of the metric hypersurface connection. Introducing ℓ(2)
inside the derivatives in the second and third terms yields
(I) = ℓaR
a
bcd +∇d (ℓ
(2)Kbc)−∇c (ℓ
(2)Kbd)−
1
2
Kbc∇dℓ
(2) +
1
2
Kbd∇cℓ
(2) =
= ℓa
◦
R
a
bcd +
◦
∇b [(n · ℓ)Ybc + ℓ
(2)Kbc]−
◦
∇c [(n · ℓ)Ybd + ℓ
(2)Kbf ] +
+ nf (YbdYcf − YbcYdf ) [(n · ℓ) + n
(2)ℓ(2)]nf (YbdFcf − YbcFdf )−
1
2
Kbc
◦
∇dℓ
(2) +
1
2
Kbd
◦
∇cℓ
(2),
where in the second equality we have used (88) and (90) applied to Z = ℓ(2)K. Using now (n ·ℓ) +n(2)ℓ(2) = 1
and
(n · ℓ)Ybd + ℓ
(2)Kbd = (n · ℓ)Ybd + ℓ
(2)n(2)Ybd + ℓ
(2)Ubd = Ybd + ℓ
(2)Ubc
proves (92). Identity (93) is proved by direct substitution of (89) in the left-hand side of (76) and using
∇cℓa + ℓ
(2)Kca = Yca + Fca and applying identity (90) to Kbc = n
(2)Ybc + Ubc. 
In order to rewrite the constraint equations in terms of the metric hypersurface connection the following
expression are also required.
Lemma 8 With the same definitions as in Lemma 7, let Zbc by an arbitrary symmetric tensor. Then the
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following expressions hold
◦
∇c
(
n(2)P bd − nbnd
)
= −
(
n(2)P bd − nbnd
) (
2Fcfn
f + n(2)∂cℓ
(2)
)
+ Ucf
(
2nfP bd − P bfnd − P dfnb
)
, (94)
◦
∇d
(
P bdnc − P bcnd
)
= n(2)∂dℓ
(2)
(
P bcnd − P bdnc
)
+ Fdf
(
nbndP cf − P bdncnf − n(2)P bdP cf
)
+
+ Udf
(
P bdP cf − P bcP df
)
, (95)( ◦
∇dZbc −
◦
∇cZbd
) (
n(2)P bd − nbnd
)
=
◦
∇f
[(
n(2)P bd − nbnd
) (
δ
f
dZbc − δ
f
cZbd
)]
+
(
n(2)P bd − nbnd
)
×
×
[
Zbc
(
2Fdfn
f + n(2)∂dℓ
(2)
)
− Zbd
(
2Fcfn
f + n(2)∂cℓ
(2)
)]
+
(
P dfnb − P bdnf
)
(ZbcUdf − 2ZbdUcf) , (96)( ◦
∇dZbc −
◦
∇cZbd
)
P bdnc =
◦
∇d
((
P bdnc − P bcnd
)
Zbc
)
+ Zbc
[
Udf
(
P bcP df − P bdP cf
)
+ 2FdfP
bdncnf
+ n(2)∂dℓ
(2)
(
P bdnc − P bcnd
)]
. (97)
Proof. The first identity follows by expanding the products and using (86) and (87). The term ∂cn
(2) is dealt
with using the identity
∂cn
(2) = 2Ucfn
f − 2n(2)Fcfn
f − (n(2))2∂cℓ
(2),
which follows immediately from Kab = n
(2)Yab + Uab and Corollary 1. Identity (95) is obtained after a
straightforward calculation using equations (86) and (87). For the third expression in the lemma, write( ◦
∇dZbc −
◦
∇cZbd
) (
n(2)P bd − nbnd
)
=
( ◦
∇fZbh
)(
δ
f
d δ
h
c − δ
f
c δ
h
d
) (
n(2)P bd − nbnd
)
=
=
◦
∇f
[(
n(2)P bd − nbnd
) (
δ
f
dZbc − δ
f
cZbd
)]
−
(
Zbcδ
f
d − Zbdδ
f
c
) ◦
∇f
(
n(2)P bd − nbnd
)
,
where in the third equality we have “integrated by parts” the factor (n(2)P bd − nbnd). Inserting now (94)
in the right hand side implies (96) after simple algebraic simplifications. For the fourth identity, a simple
renaming of indices gives ( ◦
∇dZbc −
◦
∇cZbd
)
P bdnc =
(
P bdnc − P bcnd
) ◦
∇dZbc.
Integrating by parts the factor (P bdnc − P bcnd) and using (95) yields the result. 
We can finally rewrite the constraint equations in terms of the metric hypersurface connection.
Theorem 2 Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y } be embedded hypersurface data with embedding Φ, rigging ℓ and ambient
spacetime (M, g). Denote by Gµν the Einstein tensor of (M, g). Let {eˆa} be a basis of TΣ and ea
def
= Φ⋆(eˆa).
Then the following identities hold
−Gµνnµℓ
ν Σ=
1
2
◦
R
c
bcdP
bd +
1
2
ℓa
◦
R
a
bcdP
bdnc +
◦
∇d
((
P bdnc − P bcnd
)
Ybc
)
+
1
2
n(2)P bdP ac (YbcYda − YbdYca)
+
1
2
(
P bdnc − P bcnd
) [
ℓ(2)
◦
∇dUbc + (Ubc + n
(2)Ybc) ∂dℓ
(2) + 2Ybc (Fdf − Ydf )n
f
]
, (98)
Gµνnµe
ν
c
Σ
= − ℓa
◦
R
a
bcdn
bnd +
◦
∇f
[(
n(2)P bd − nbnd
) (
δ
f
dYbc − δ
f
c Ybd
)]
+
(
P bd − ℓ(2)nbnd
) ( ◦
∇dUbc −
◦
∇cUbd
)
+
(
n(2)P bd − nbnd
) [1
2
(Ubc + n
(2)Ybc) ∂dℓ
(2) −
1
2
(Ubd + n
(2)Ybd) ∂cℓ
(2) + (YbcFdf − YbdFcf )n
f
]
+
(
P bdnf − P bfnd
)
YbdUcf + P
bdnf (UbcFdf − UbdFcf ) . (99)
Remark 10. At first sight these expressions look much more complicated than the corresponding ex-
pressions in Theorem 1. However, here the dependence on the extrinsic part of the data Yab is completely
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explicit, while in Theorem 1 several terms (as for instance Kab or the connection ∇) depend implicitly on
this tensor.
Proof. According to Proposition 4 we need to compute Rαβγδl
αe
β
b e
γ
c e
δ
dn
cP bd+ 12Rαβγδe
α
ae
β
b e
γ
c e
δ
dP
acP bd. i.e.
(I)P bdnc + (II)P acP bd in the notation above. For the first term, we use (92) and apply the identity (97)
with Zbc = Ybc. This implies, after a number of cancellations,
(I)P bdnc = ℓa
◦
R
a
bcdP
bdnc +
◦
∇d
[(
P bdnc − P bcnd
)
Ybc
]
+
(
P bdnc − P bcnd
)(1
2
(Ubc + n
(2)Ybc) ∂dℓ
(2)+
+ ℓ(2)
◦
∇dUbc + Ybc (Fdf − Ydf )n
f
)
+ P bdP cf (YbdUcf − YbcUdf ) . (100)
For the second term, we simply use γafP
ac = δcf − n
cℓf (3) and use the antisymmetry of Fab to obtain
1
2
(II)P acP bd =
1
2
◦
R
c
bcdP
bd −
1
2
ℓa
◦
R
a
bcdP
bdnc + P bdP cf
(
Ybd
(
Udf +
1
2
n(2)Ydf
)
− Ybd
(
Ucf +
1
2
n(2)Ycf
))
−
1
2
ℓ(2)
◦
∇dUbc
(
P bdnc − P bcnd
)
. (101)
Adding (100) and (101) gives (98).
From Proposition 4, in order to obtain the expression for Gµνnµe
ν
c we need to compute (I)(n
(2)P bd −
nbnd) + (II)naP b. The first term follows directly from (92) and reads
(I)
(
n(2)P bd − nbnd
)
=
(
n(2)P bd − nbnd
) [
ℓa
◦
R
a
bcd +
◦
∇dYbc −
◦
∇cYbd + ℓ
(2)
( ◦
∇dUbc −
◦
∇cUbd
)
+
+
1
2
(Ubc − n
(2)Ybc) ∂dℓ
(2) −
1
2
(Ubd − n
(2)Ybc) ∂cℓ
(2)
]
− nbndYbdFcfn
f
+ n(2)P bdnf [Ybd (Ycf + Fcf )− Ybc (Ydf + Fdf )] . (102)
On the other hand (93) together with naγaf = −n
(2)ℓf implies
(II)naP bd =− n(2)ℓa
◦
R
a
bcdP
bd + (n · ℓ)P bd
( ◦
∇dUbc −
◦
∇cUbd
)
+ P bdnf [Ybc (Udf + n
(2)Ydf )
−Ybd (Ucf + n
(2)Ycf ) + Ubc (Ydf + Fdf )− Ubd (Ycf + Ucf)] . (103)
Adding the two and using (n · ℓ) + ℓ(2)n(2) = 1 implies
Gµνnµe
ν
c
Σ
= − ℓa
◦
R
a
bcdn
bnd +
(
n(2)P bd − nbnd
)( ◦
∇dYbc −
◦
∇cYbd
)
+
(
P bd − ℓ(2)nbnd
) ( ◦
∇dUbc −
◦
∇cUbd
)
+
+
1
2
(
n(2)P bd − nbnd
)
[(Ubc − n
(2)Ybc) ∂dℓ
(2) − (Ubd − n
(2)Ybd) ∂cℓ
(2)]− nbndYbdFcfn
f
+ P bdnf [Ubc (Ydf + Fdf )− Ubd (Ycf + Fcf ) + Ybc (Udf − n
(2)Fdf )− Ybd (Ucf − n
(2)Fcf )] . (104)
We use now identity (96) with Zbc = Ybc and simplify the resulting expression to obtain (99). 
Having obtained the constraint equations for embedded hypersurface data, we can now promote these
identities to fields equations on the hypersurface data. To that aim, we introduce (still in the embedded
hypersurface case) a scalar ρℓ and a one-form Ja on Σ by the definitions
ρℓ
def
= −Gµνnµℓ
ν , Ja
def
= −Gµνnµe
ν
a.
The sign in the definition of ρℓ has been chosen so that in the spacelike case and with the standard choice
of rigging ℓµ = −nµ (recall that ℓµnµ = 1 throughout this paper) ρℓ coincides with the energy-density
measured by the observer orthogonal to the hypersurface. By this analogy and the fact that ρℓ in any case
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measures the normal-transversal component of the Einstein tensor, we call ρℓ the “energy along ℓ”. Note,
however, this name is not intented to imply any relation with a physical energy measured by any spacetime
observer. Regarding Ja, this measures the energy flux in the case when n is timelike. Again we will refer to
Ja as “energy flux” although in the general case Ja does not correspond to physical fluxes measured by any
spacetime observer. Note that both ρℓ and Ja depend on the choice of rigging. If we choose another rigging
ℓ′ = u(ℓ+ V aea) (which implies the change n
′ = 1
u
n), this objects transform as
ρℓ′ = ρℓ + V
aJa, J
′
a =
1
u
Ja
We put forward the definition of matter-hypersurface data.
Definition 8 (Matter-Hypersurface data) An n-tuple {Σ, γab, ℓa, ℓ
(2), Yab, ρℓ, Ja} formed by hypersur-
face data {Σ, γab, ℓa, ℓ
(2), Yab}, a scalar ρℓ and a one-form Ja on Σ is called matter-hypersurface data
provided ρℓ and Ja transform as
ρℓ′ = ρℓ + V
aJa, J
′
a =
1
u
Ja.
under a gauge transformation defined by (u, V a) and the following constraint field equations hold.
ρℓ =
1
2
◦
R
c
bcdP
bd +
1
2
ℓa
◦
R
a
bcdP
bdnc +
◦
∇d
((
P bdnc − P bcnd
)
Ybc
)
+
1
2
n(2)P bdP ac (YbcYda − YbdYca)
+
1
2
(
P bdnc − P bcnd
) [
ℓ(2)
◦
∇dUbc + (Ubc + n
(2)Ybc) ∂dℓ
(2) + 2Ybc (Fdf − Ydf )n
f
]
, (105)
Ja = ℓa
◦
R
a
bcdn
bnd −
◦
∇f
[(
n(2)P bd − nbnd
) (
δ
f
dYbc − δ
f
c Ybd
)]
−
(
P bd − ℓ(2)nbnd
)( ◦
∇dUbc −
◦
∇cUbd
)
−
(
n(2)P bd − nbnd
) [1
2
(Ubc + n
(2)Ybc) ∂dℓ
(2) −
1
2
(Ubd + n
(2)Ybd) ∂cℓ
(2) + (YbcFdf − YbdFcf )n
f
]
−
(
P bdnf − P bfnd
)
YbdUcf − P
bdnf (UbcFdf − UbdFcf ) . (106)
For completeness, we also add the definition of embedded matter-hypersurface data
Definition 9 (Embedding of matter-hypersurface data) Let {Σ, γ,
ˇ
ℓ, ℓ(2),Y , ρℓ, Ja} be matter-hyper-
surface data. This data will be embedded in a spacetime (M, g) if {Σ, γ,
ˇ
ℓ, ℓ(2),Y } is embedded with
embedding Φ and rigging ℓ and, moreover
ρℓ = Φ
⋆ (G(ℓ,n)) , J = Φ⋆(G(·,n)),
where G is the 1-covariant, 1-contravariant Einstein tensor of (M, g) and n the one-form normal to Σ
satisfying n(ℓ) = 1.
5 Evolution equations for discontinuities of hypersurface data.
As discussed in the Introduction, the matching theory of two spacetimes is a useful arena to apply the
results above on the constraint equations for general hypersurfaces. The ingredients for the matching are
two spacetimes (M±, g±) with diffeomorphic boundaries ∂M±. Let Σ be an abstract copy of ∂M+ (or
∂M−) and Φ± : Σ →M± be embeddings such that Φ±(Σ) = ∂M±. The first requirement for a successful
matching is that the manifold constructed from the union of M+ and M− with their boundaries identified
via Φ+ ◦ (Φ−)−1 admits an atlas and a continuous metric g such that, when restricted to
◦
M ± (the interior
of each manifold with boundary) gives g±. The necessary and sufficient conditions for this to happen were
studied first by Clarke and Dray [9] in the case of boundaries with constant signature case (including null).
Their result was that the necessary and sufficient condition was that the induced first fundamental form on
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Σ from both embeddings Φ± coincide. It was noticed in [22] that the arguments extend without difficulty
to the case of arbitrary causal character. However, in the case when the boundary has null points, the
statement in Clarke and Dray is incomplete because the equality of the first fundamental form is a necessary
condition but it fails in general to be also sufficient. This was noticed in [23] where the necessary and
sufficient conditions were found. With the notation introduced above we can state this theorem as follows
Theorem 3 ([9], [22], [23]) Consider two (m+1)-dimensional spacetimes (M±, g±) with boundaries ∂M±.
They can be matched across their boundaries to produce a spacetime (M, g) with continuous metric (in a
suitable differentiable atlas) if and only if:
(i) There exists hypersurface metric data (Σ, γab, ℓa, ℓ
(2)) which can be embedded both in (M+, g+) and
in (M−, g−) with respective embedding and riggings Φ± and ℓ±. Moreover, the embeddings satisfy
Φ±(Σ) = ∂M±.
(ii) The rigging vectors ℓ± point, respectively, inside and outside of M±.
It is clear that when the boundaries contain no null points, the equality of the induced metric is equivalent to
items (i) and (ii) (simply chose the rigging vector to be the unit normal pointing outwards of the boundary
in one spacetime and inwards in the other). When the boundary admits null points (in particular, if it is
null everywhere), the existence of the rigging satisfying (i) and (ii) does not follow [23] from the equality of
the first fundamental forms, so it needs to be added to the statement of the theorem.
At the hypersurface data level, the requirements of this Theorem translate into the condition that we
deal with two hypersurface data (Σ, γab, ℓa, ℓ
(2), Y ±ab ) which differ at most on the transverse tensor Y
±
ab , i.e.
such that they define the same hypersurface metric data.
The next step in the matching procedure is to analyze whether the spacetimes match without introducing
any physical energy-momentum tensor with support on the matching hypersurface. This was studied in the
spacelike case by Darmois [10], Lichnerowicz [21] and O’Brien-Synge [27]. Their proposals were different but
a close relationship between them could be established [5]. The Darmois matching conditions are coordinate
independent and demand the coincidence of the second fundamental forms on each boundary. Given the
relationship (30) between Kab and Yab and using the fact that n
(2) 6= 0 in the nowhere null case, the Darmois
matching conditions are equivalent to Y +ab = Y
−
ab (c.f. [22]). When [Kab] ≡ K
+
ab −K
−
ab = 0, it follows that
there is a subatlas of the matched spacetime (M, g) where the metric g is C1 [13, 5]. The Riemann tensor
of (M, g) may be discontinuous at Σ but it is otherwise regular everywhere. This is why, physically, one
concludes that there is no matter-energy, or gravitational field concentrated on the matching hypersurface.
On the other hand, if [Kab] 6= 0 (still in the everywhere spacelike case) then the Riemann tensor viewed as a
tensor distribution in (M, g) ( see [21, 28, 11, 22, 20] for details on how to define and use tensor distributions
in this setting) has a Dirac delta function supported on Σ. This is interpreted physically as a layer of energy
and momentum concentrated on the hypersurface Σ (a “shell” of matter-energy). It turns out that the Dirac
delta part of the Einstein tensor is (not yet leaving the nowhere null case)
Gµν = τabeµae
ν
b δN with τab = − ([Kab]− [K]γab) , δN : Dirac delta on (Σ, γ).
where the Dirac delta distribution is defined by integration with the volume form of the induced metric on
the shell. The (distributional) conservation equations ∇µG
µ
ν = 0 imply
(K+ab +K
−
ab)τ
ab = 2[Gµνn
µnµ], ∇bτ
b
a = [Ja], (107)
which are the Israel field equations for the shell [17, 18, 13]. For the purposes of this paper, it is interesting
to note that these equations can be derived directly from the constraint equations (1)-(2) by simply taking
the difference of both equations at each side of the matching hypersurface, and using the fact that the
induced metric and the corresponding Levi-Civita connection do not jump across the shell. As mentioned
in the Introduction, these field equations were extended to the null case by Barrabe`s and Israel [4] with an
argument based on taking limits where the spacelike/timelike matching hypersurface becomes null.
The matching theory for hypersurfaces of arbitrary causal character was derived in [22], where in par-
ticular an explicit expression was obtained for the Einstein tensor distribution of the matched spacetime
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(M, g) in the atlas where the metric g is C0. The shell equations for matching hypersurfaces of arbitrary
causal character can in principle be derived from the distributional (contracted) Bianchi identities. However,
having obtained general expressions for the constraint equations of hypersurfaces of general causal charac-
ter, we can also follow a different strategy. Namely, we can obtain the shell equations by simply taking
differences of the constraint equations on two hypersurface data of the form (Σ, γab, ℓa, ℓ
(2), Y ±ab). This is
conceptually much simpler, as there is no need to introduce spacetime distributions nor specific atlas in the
matched spacetime in order to perform the calculation. In addition, it does not even need to assume that
a spacetime exists. This may seem spurious, but in fact it is not. The reason is that initial data sets are,
in principle, much more general than spacetimes because well-posedness is not to be expected in general if
the data has “timelike” points, in the sense that γab is of Lorentzian signature on some open subset. Even
when one expects a well-posedness theorem to hold (e.g. when γab is semipositive definite), the actual result
is still lacking and may well be a non-trivial task to prove it. However, jump discontinuities on the data
may still be considered and the field equations that they need to satisfy can be derived directly from the
constraint equations. The important point is that this makes all the sense already at the initial data level,
and may be useful for several things, ranging from studying shell equations on their own (i.e. detached from
the spacetime) to more practical purposes like obtaining new solutions of the constraint equations from a
seed solution of the constraints together with a solution of the shell equations on this metric hypersurface
data background.
Let us therefore try and find the shell equations from the results in Theorem 4. Assume we are given two
matter-hypersurface data {Σ, γab, ℓa, ℓ
(2), Y ±ab , ρ
±
ℓ , J
±
a } and let us define Vab
def
= Y +ab − Y
−
ab . Let us also define
the jump in the “energy density” and in the “energy flux” as [ρℓ]
def
= ρ+ℓ − ρ
−
ℓ and [Ja]
def
= J+a − J
−
a . When
subtracting the constraint equations for {Σ, γab, ℓa, ℓ
(2), Y +ab , ρ
+
ℓ , J
+
a } and for {Σ, γab, ℓa, ℓ
(2), Y −ab , ρ
−
ℓ , J
−
a } all
terms that depend exclusively on the hypersurface metric data cancel out. Furthermore, only one connection
◦
∇ appears in all equations, since this depends only on the hypersurface metric data. Hence, subtracting the
constraint equations and using the trivial identity
YbcYda − YbdYca = Y bcVda + VbcY da − Y bdVca − VbdY ca,
where Y ab
def
= 12 (Y
+
ab + Y
−
ab), gives
[ρℓ] =
◦
∇f
((
P bfnc − P bcnf
)
Vbc
)
+
1
2
n(2)P bdP ac
(
Y bcVda + VbcY da − Y bdVca − VbdY ca
)
+
1
2
(
P bdnc − P bcnd
) [
n(2)Vbc∂dℓ
(2) + 2Vbc
(
Fdf − Y df
)
nf − 2Y bcVdfn
f
]
, (108)
[Jc] =−
◦
∇f
[(
n(2)P bd − nbnd
) (
δ
f
dVbc − δ
f
c Vbd
)]
+
−
(
n(2)P bd − nbnd
) [1
2
n(2)Vbc∂dℓ
(2) −
1
2
n(2)Vbd∂cℓ
(2) + (VbcFdf − VbdFcf )n
f
]
−
(
P bdnf − P bfnd
)
VbdUcf . (109)
Looking at the terms involving derivatives, we realize that this expressions introduce naturally a 1−1 tensor
τfc and vector T
d with the definitions
τfc
def
= −
(
n(2)P bd − nbnd
) (
δ
f
dVbc − δ
f
c Vbd
)
,
T f
def
=
(
P bfnc − P bcnf
)
Vbc.
At the sight of Lemma 3 is it quite natural to enquire whether these tensors can be obtained, respectively,
from contractions of a suitable 2-contravariant tensor τfa with γac and ℓa. The result is given in the following
Lemma.
Lemma 9 The tensors τfc and T
f defined above satisfy ncτfc + n
(2)T f ≡ 0. Consequently, there exists a
tensor τfa such that τfaγac = τ
f
c and τ
faℓa = T
a. Moreover, τfa takes the explicit form
τfa =
(
nfP ac + naP fc
)
ndVcd −
(
n(2)P fcP ad + P fancnd
)
Vcd +
(
n(2)P fa − nfna
)
P cdVcd. (110)
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Proof. We compute
τfcn
c =−
(
n(2)P bd − nbnd
) (
δ
f
dVbcn
c − nfVbd
)
= −n(2)P bfVbcn
c + nbnfVbcn
c + n(2)P bdnfVbd − n
bndnfVbd =
=− n(2)
(
P bfnc − P bcnf
)
Vbc = −n
(2)T f .
Lemma 3 applied to Zc → τ
f
c andW → T
f implies immediately the existence of the tensor τfa claimed in the
statement. In order to find its explicit expression we invoke again Lemma 3, which gives τfa = P acτfc+n
aT f .
Expanding the right-hand side gives (110). 
The tensor τaf has been defined by inspection of equations (108)-(109). It turns out that this allows us
to rewrite not only the derivative terms of these equations in terms of τfa but in fact the full equations as
well. It is straightforward to check that (108)-(109) can be rewritten in the form
◦
∇a
(
τabℓb
)
+ τabℓb
(
1
2
n(2)∂aℓ
(2) + Fadn
d
)
− τabY ab =[ρℓ],
◦
∇bτ
b
c + τ
b
c
(
1
2
n(2)∂bℓ
(2) + Fbdn
d
)
+ τbdℓdUbc =[Jc].
It is also immediate to check that, in the spacelike (or timelike case), these equations become exactly the
Israel equations (107).
The tensor τab has the following properties
Proposition 7 Let τfa be defined as in (110) and assume the hypersurface data is of dimension m ≥ 2.
Then, the following properties hold
(i) τfa is symmetric, i.e. τaf = τfa.
(ii) At any point p ∈ Σ where n(2)(p) 6= 0, τfa vanishes if and only if Vab = 0, i.e. if and only if the jump
in Yab vanishes. At any point where n
(2)(p) = 0, τfa vanishes if an only if Vabn
b = 0 and P abVab = 0.
(iii) Under a gauge transformation of the data {Σ, γab, ℓa, ℓ
(2), Y ±ab} defined by {u, V
a} we have V ′ab = uVab
and
τ ′fa =
1
u
τfa. (111)
(iv) Consider “non-degenerate data in the normal gauge”, i.e. {Σ, γab, ℓa = 0, ℓ
(2) = ǫ, Y ±ab = ǫK
±
ab} with
ǫ = ±1 and γab of signature (+, · · · ,+,−ǫ) . Then
τab = −[Kab] + γab[K], (112)
where [Kab]
def
= γacγbd
(
K+cd −K
−
cd
)
, [K]
def
= γab[K
ab] and γab is the inverse of γab,
Remark 11. The condition on the dimension is necessary because in dimension m = 1 (110) implies
τab ≡ 0.
Proof. Item (i) is obvious from the explicit expression (110). For item (ii), we notice the τfa vanishes if and
only if τfc = 0 and T
f = 0. Taking the trace of the first expressions gives
0 = τff = −(m− 1)
(
n(2)P bd − nbnd
)
Vbd. (113)
Lowering the index to T f implies
0 = T fγfa = Vacn
c + ℓa
(
n(2)P bc − nbnc
)
Vbc = Vacn
c,
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where in the last equality we used (113). Inserting this back into (113) gives P bdVbd = 0. Using all this in
τfa implies
0 = τfc = −n
(2)P bfVbc.
So far we have found that τaf vanishes at one point if and only if P bdVbd = 0, n
(2)P bfVbc = 0 and Vacn
c = 0.
This establishes the result for points p ∈ Σ where n(2)(p) = 0. For points where n(2)(p) 6= 0, it only remains
to show that there exists no covector Sa satisfying P
abSb = 0 and San
a = 0 except for Sa = 0. Any such
covector satisfies [
P ab na
nb n(2)
] [
Sb
0
]
=
[
0
0
]
.
Since the square matrix is invertible Sb = 0 follows, as claimed.
For item (iii), the statement V ′ab = uVab is immediate from the definition of Vab = Y
+
ab − Y
−
ab and the
Definition 6 of gauge transformation. In order to address the gauge behaviour of τfa, Proposition 3 implies
that (111) is equivalent to
τ ′fc =
1
u
τfc,
T ′f = T f + V cτfc. (114)
In order to prove these identities we need to compute the transformation laws of τfc and of T
f . The first
one is a simple consequence of Lemma 6 and reads
τ ′fc = −
(
n(2)′P ′bd − n′bn′d
) (
δ
f
dV
′
bc − δ
f
c V
′
bd
)
= −
1
u2
(
n(2)P bd − nbnd
)
u
(
δ
f
dVbc − δ
f
c Vbd
)
=
1
u
τfc.
For the second, we use the second part of Lemma 6 to obtain
T ′f =
(
P ′bfn′c − P ′bcn′f
)
V ′bc =
[
P bfnc − P bcnf +
(
n(2)P bc − nbnc
)
V f −
(
n(2)P bf − nbnf
)
V c
]
Vbc =
=T f + V a
(
n(2)P bc − nbnc
) (
δfaVbc − δ
f
b Vac
)
= T f + V aτfa
as desired. This proves claim (iii).
For claim (iv), first notice that ℓa = 0 and ℓ
(2) = ǫ imply (from (3)-(6)) that n(2) = ǫ, na = 0 and
P ab = γab. Moreover, the expression Yab = ǫKab is consistent with (41). Inserting this information into the
general expression for τfa yields
τfa = n(2)
(
P faP cd − P fcP ad
)
Vcd =
(
γfaγcd − γfcγad
)
[Kcd] = −[K
fa] + γfa[K].

As a consequence of this proposition we find that the tensor τab has the symmetries of an energy-
momentum tensor and coincides with the standard definition of the energy-momentum tensor on the shell
in the nowhere null case. Moreover, in the case of matching across null hypersurfaces, it is immediate to
check that τab coincides with the definition of energy-momentum tensor put forward by Barrabe`s and Israel
in expression (31) in [4], where their tensor gab⋆ (defined by g
ab
⋆ γbc = δ
a
c − n
aℓb) is related (in the null case)
to P ab by gab⋆ = P
ab+2λnanb, for an arbitrary λ. It can also be checked that, in the case of matching across
hypersurfaces of general causal character the tensor τabeµae
ν
b agrees with the Dirac delta part of the Einstein
tensor of the matched spacetime (M, g) denoted by ταβ in [22] and given explicitly in expression (71) in
that reference. All these considerations allow us to put forward the following definition, independently of
whether the hypersurface data is embedded in any spacetime or not.
Definition 10 (Shell field equations) A shell is a pair of matter-hypersurface data of the form {Σ, γab,
ℓa, ℓ
(2), Y ±a , ρ
±
ℓ , J
±
c }. The energy-momentum tensor on the shell is the symmetric 2-covariant tensor
τab defined by
τab
def
=
(
naP bc + nbP ac
)
ndVcd −
(
n(2)P acP bd + P abncnd
)
Vcd +
(
n(2)P ab − nanb
)
P cdVcd,
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where Vab
def
= Y +ab − Y
−
ab . The shell field equations are the pair of partial differential equations
◦
∇a
(
τabℓb
)
+ τabℓb
(
1
2
n(2)∂aℓ
(2) + Facn
c
)
−
1
2
τab
(
Y +ab + Y
−
ab
)
=[ρℓ], (115)
◦
∇bτ
b
a + τ
b
a
(
1
2
n(2)∂bℓ
(2) + Fbcn
c
)
+ τbcℓcUba =[Ja], (116)
where [ρℓ]
def
= ρ+ℓ − ρ
−
ℓ , [Ja]
def
= J+a − J
−
a and
◦
∇ is the metric hypersurface connection.
Remark 12. In the context of matching of spacetimes, it is costumary to use a connection on Σ which is
the semi-sum of the corresponding rigging connections from each side of the hypersurface. In other words,
it is costumary to use the connection
Γˆabc
def
=
1
2
(
Γ
+a
bc + Γ
−a
bc
)
,
where Γ
±a
bc is defined by expression (29) after substitution of Yab → Y
±
ab . The relationship between Γˆ
a
bc
and
◦
Γaab is, obviously,
◦
Γaab = Γˆ
a
bc + n
aY bc. A simple calculation allows us to rewrite (115)-(116) in terms of
the covariant derivative ∇ˆ associated to Γˆabc. The result (which I add for easy of comparison between our
approach and the distributional approach in a matching context), is
∇ˆa
(
τabℓb
)
+ τabℓb
(
1
2
n(2)∂aℓ
(2) + Facn
c + Y acn
c
)
− τabY ab = [ρℓ],
∇ˆbτ
b
a + τ
b
a
(
1
2
n(2)∂bℓ
(2) + Fbcn
c + Y bcn
c
)
+ τbcℓc
(
n(2)Y ba + Uba
)
= [Ja].
We know that both the energy-momentum tensor τab and [Jc] have a very simple gauge behaviour. On
the other hand, the gauge behaviour of the connection
◦
Γcab is complicated. It makes sense to try and rewrite
the equations above in such a form that the gauge dependence becomes explicit. In order to accomplish this,
it is convenient to work in coordinates. Indeed, the coordinate expression of (115) is
∂aT
a + T a
(
◦
Γ
c
ac +
1
2
n(2)∂aℓ
(2) + Facn
c
)
−
1
2
τab
(
Y +ab + Y
−
ab
)
= [ρℓ].
so, we need to compute
◦
Γcac +
1
2n
(2)∂aℓ
(2) + Facn
c. Recalling Definition 7 we have
◦
Γ
c
ac =
1
2
P cd∂aγcd +
1
2
nc (∂aℓc + ∂cℓa) =⇒
◦
Γ
c
ac +
1
2
n(2)∂aℓ
(2) + Facn
c =
1
2
(
P cd∂aγcd + n
c∂aℓc + n
(2)∂aℓ
(2)
)
=
1
2
tr
(
A
−1∂aA
)
,
where the matrix A was introduced in Definition 2 (and we have used property (7)). We conclude therefore
that
◦
Γ
c
ac +
1
2
n(2)∂aℓ
(2) + Facn
c =
1
2(detA)
∂a(detA)
and the field equation (115) becomes
1√
| det(A)|
∂a
(√
| det(A)|τabℓb
)
−
1
2
τab
(
Y +ab + Y
−
ab
)
= [ρℓ].
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We can also compute the coordinate expression of equation (116):
∂bτ
b
a −
◦
Γ
c
baτ
b
c +
◦
Γ
c
cbτ
b
a +
(
1
2
n(2)∂bℓ
(2) + Fbcn
c
)
τba + τ
bcℓcUba =
1√
| det(A)|
∂b
(√
| det(A)|τba
)
−
◦
Γ
c
baτ
b
c + τ
bcℓcUba =[Ja].
To elaborate this further we use the explicit expression for
◦
Γcab in Definition 7 and use the facts P
cdτbc =
P cdτbaγac = τ
ba
(
δda − n
dℓa
)
= τdb − ndτbcℓc and n
cτbc = n
cτbaγac = −n
(2)τbcℓc. Hence
−
◦
Γ
c
baτ
b
c + τ
bcℓcUba =−
1
2
τbd∂aγdc + τ
bcℓc
(
1
2
nd (∂bγda + ∂aγdb − ∂dγba) +
1
2
n(2) (∂aℓb + ∂bℓa) + Uba
)
,
=−
1
2
τbd∂aγdc+
1
2
τbcℓc
(
−£nˆγba + ∂b
(
γdan
d
)
+ ∂a
(
γdan
d
)
+ n(2)∂aℓb + n
(2)∂bℓa + 2Uba
)
=−
1
2
τbd∂aγdc,
where in the last equality we have used the definition of Uba (see Lemma 7) and γadn
d = −n(2)ℓa. Putting
things together, equation (116) becomes
1√
| det(A)|
∂b
(√
| det(A)|τba
)
−
1
2
τbd∂aγbd = [Ja].
We can summarize the result in the following Lemma
Lemma 10 Let {Σ, γab, ℓa, ℓ
(2), Y ±a ρ
±
ℓ , J
±
c } be a shell. In coordinates, the shell field equations take the form
1√
| det(A)|
∂a
(√
| det(A)|τabℓb
)
−
1
2
τab
(
Y +ab + Y
−
ab
)
= [ρℓ],
1√
| det(A)|
∂b
(√
| det(A)|τba
)
−
1
2
τbd∂aγbd = [Ja],
where A is given in Definition 2.
We finish this section with an analysis of the behaviour of the shell equations under a gauge transformation.
To that end let us define the following tensors
B
def
=
1√
| det(A)|
∂a
(√
| det(A)|τabℓb
)
−
1
2
τab
(
Y +ab + Y
−
ab
)
− [ρℓ],
Ca
def
=
1√
| det(A)|
∂b
(√
| det(A)|τba
)
−
1
2
τbd∂aγbd − [Ja].
So that the shell equations are simply B = 0 and Ca = 0. The gauge behaviour of these fields is as follows
Proposition 8 Under a gauge transformation with gauge fields (u, V a) the tensors B, Ca defined above
transform as
C′a =
1
u
Ca, B
′ = B + V aCa. (117)
Remark 13. This gauge behaviour provides a powerful consistency check for the validity of the equations.
Indeed, the validity of equation B = 0 for an arbitrary gauge implies immediately the validity of the equation
Ca = 0. So, we could have concentrated on the equation for [ρℓ] alone and derive the equation for [Ja] as a
consequence of the gauge freedom, which certainly gives strong support to the validity of both equations.
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Proof. We start finding the gauge behaviour of det(A), which reads explicitly
det(A′) = det
[
γab u (ℓa + V
cγac)
u
(
ℓb + V
dγbd
)
u2
(
ℓ(2) + 2V cℓc + V
dV dγcd
)] . (118)
Multiplying the column b by −uV b (b = 1, 2, 3) and adding the three columns yields[
−uγabV
b
−u2
(
ℓbV
b + V dγbdV
b
)] .
Adding this to the last column in the matrix (118) does not change its determinant. Hence
det(A′) = det
[
γab uℓa
u
(
ℓb + V
dγbd
)
u2 (ℓ(2) + V cℓc)
]
.
We now repeat the process but now multiplying the row a by −uV a and adding them together to give the row
vector (−uγabV
a,−u2ℓaV
a). Adding this to the fourth row in the matrix does not change the determinant,
so
det(A′) = det
[
γab uℓa
uℓb u
2ℓ(2)
]
= u2 det(A),
where the last equality follows, for instance, by multiplying the first three rows and first three columns by u
and extracting a common factor u2 to the matrix. Recalling the gauge transformation (114) for τba it follows
that
√
| det(A)|τba is gauge invariant. Since J
′
a = u
−1Ja and γbd is gauge invariant C
′
a = u
−1Ca follows at
once.
In order to prove the second expression in (117) we recall the transformation laws T ′a = T a + V bτab,
[ρ′ℓ] = [ρℓ] + V
aJa, as well as (52) for Yab to write
B′ =
1
u
√
| det(A)|
∂a
(
u
√
| det(A)|
(
τabℓb + V
bτab
))
−
1
u
τab
(
uY ab + ℓa∂bu+
1
2
£uVˆ γab
)
− [ρℓ]− V
a[Ja]
=B + V aCa +
1
u
τab∂a
(
uV b
)
+
1
2
V aτbd∂aγbd −
1
2u
τab£
uVˆ
γab = B + V
aCa,
where in the second equality we have expanded the derivatives and recalled the definition of B and Ca and
in the last one we have used the coordinate expression for £uVˆ γab. 
6 Conclusions
In this paper we have obtained a consistent framework to define data on m-dimensional manifolds consistent
with the geometry of hypersurfaces of arbitrary causal character in (m + 1)-dimensional spacetimes. We
have also obtained explicitly the form of the the constraint equations (i.e. the normal-tangential and normal-
transversal components of the Einstein tensor in terms of hypersurface data) when the data is embedded in
a spacetime and have thus defined the constraint equations at an abstract hypersurface level. As a simple
application we have derived the shell equations arising from two hypersurface data which agree except for
its transverse tensor Yab. In a spacetime setting, such data arises in the matching theory of two spacetimes,
hence the name shell equations. These equations generalize the well-known shell equations derived in the
matching of spacetimes across spacelike, timelike or null boundaries.
In a remarkable paper [15] (see also [14, 16]), the constraint equations for the normal-tangential compo-
nent of the Einstein tensor in the case of null hypersurfaces was derived in full generality using an interesting
geometric property of null hypersurfaces, namely that there exists an intrinsic (i.e. coordinate independent)
derivative on the null hypersurface capable of evaluating the divergence of tensor densities of the form Hab
satisfying Hab n
b = 0 and γacH
c
b = γbcH
c
a. This derivation depends only on the degenerate first fundamental
form γab of Σ. In the results above we have dealt with data of arbitrary causal character which obviously,
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must agree with the construction in [15] in the null case. In fact, as mentioned in the Introduction, there
exist several distinct approaches to the initial data and constraint equations in the characteristic case. The
framework above, being completely general, should be useful in trying to clarify the relationship between
the various approaches to the constraint equations for characteristic initial data. This will be the subject of
a future investigation.
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