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ABSTRACT
This study was designed to investigate the relationship between risk in intimacy and rejection 
emotions. Risk in intimacy is defined as one’s perceptions of risk in intimate relationships and 
was measured using the Risk in Intimacy Inventory (Pilkington & Richardson, 1988). Participants 
were presented with ten different hypothetical situations and were then asked to rate each 
situation on several rejection emotions (i.e. hurt feelings and sadness). They were also asked to 
indicate how much they desired to be valued by the people in the situations, as well as how 
valued they would feel by these potentially hurtful hypothetical situations. Results suggested that 
women were more likely to feel rejected when compared to men. Risk in intimacy, however, did 
not emerge as a consistent predictor or the rejection emotions, and future research is clearly 
needed to fully understand the relationship between risk in intimacy and the rejection emotions.
RISK IN INTIMACY AND REACTIONS TO REJECTION EMOTIONS
Risk in 2
Introduction
“What? Right here, right now, in the cafeteria? What if she said no? I don’t know if I 
could take that kind of a rejection” (Gale, 1985). Like George McFly’s fear of asking a woman to 
be his date for the Enchantment Under the Sea dance in Back to the Future, many people will not 
engage in certain behaviors when even the slightest possibility of rejection is present. Whether it 
is direct, as in a cutting insult, or indirect, as in someone failing to respond to a phone call, most 
people find rejection aversive and will attempt to avoid it. In order to form an intimate 
relationship, however, it is necessary to reveal one’s inner self and by doing this, one is more 
vulnerable or susceptible to rejection. Derlega, Metts, Petronio, and Margulis (1993) write, “It can 
indeed be a frightening venture, opening the teller to rejection or indifference, but at the same 
time it can be confirmation of one’s worth and one of the greatest rewards provided by intimate 
relationships” (p. 8). Therefore, it appears that there is a definite relationship between rejection 
and intimacy.
The current study was designed to determine the relationship between perceptions of risk 
in intimacy and reactions to rejection. Risk in intimacy is defined as one’s perceptions of risk in 
intimate relationships. Research has shown that people who see greater risk in intimacy have 
fewer close friends (Pilkington & Richardson, 1988) and have less enjoyable and intimate social 
interactions (Nezlek & Pilkington, 1994). Overall, the risk in intimacy literature has shown that 
people who perceive greater risk in intimacy think and behave in ways that are consistent with 
their perceptions. In the current study, people who perceive greater risk in intimacy were 
expected to react more strongly to potential rejection than people who perceive less risk in 
intimacy. Two possible mediating processes were also investigated.
Research has shown that people are more likely to be rejected by close others than by 
strangers (Leary, 1998). Other studies have suggested that a fear of rejection is often 
accompanied by a difficulty in forming intimate relationships (Carroll, 1987; Leahy, 1992). If 
intimacy makes people more susceptible to rejection, it is logical to assume that people who have 
an increased fear of rejection will have difficulty in developing and maintaining intimate
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relationships. Two groups of people who appear to demonstrate an increased fear of rejection 
are narcissistic individuals and socially anxious individuals.
Social anxiety can be defined as “the prospect or presence of interpersonal evaluation in 
real or imagined social settings” (Schlenker & Leary, 1982). Leary and Kowalski (1995) argue 
from an evolutionary perspective that social anxiety functions to alert people to possible social 
rejection, which serves to motivate people to change their behavior. Goldfried, Padawer, and 
Robins (1984) investigated the effects of social anxiety on heterosociai interactions. Male 
participants evaluated 30 heterosociai situations (situations involving interactions with a woman). 
Results indicated that nonanxious men rated intimacy as being the most prominent feature of 
these situations, whereas anxious men rated the likelihood of evaluation as more salient in 
situations involving interactions with women. Although both nonanxious and anxious men 
reported more anxiety as the intimacy of the situation increased, socially anxious men attended 
more to the possible rejection or negative outcome that could occur in these situations.
A more serious example of this increased fear of rejection can be seen in people with 
narcissistic personality disorder. Many people with narcissistic personality disorder had parents 
who either rejected or abandoned them (McAdams, 1989). Although they might appear to be 
very charming and confident, their preoccupation with their own needs does not allow them to 
form intimate relationships because they are overwhelmed with a fear of being hurt or rejected 
(Masterson, 1988). Masterson (1988) writes:
So the narcissist is in a peculiar and threatened position. He needs others 
to supply his narcissistic needs, but he must cultivate his relationships 
carefully so that they don’t require too much emotional involvement or 
commitment. To invest his emotions in a relationship would activate a 
real self too impaired to follow through on the consequences of those 
emotions, one of which is the possibility of being hurt (p.99).
Therefore, the narcissist’s fear of rejection and being hurt makes it very difficult for him/her to 
experience the benefits associated with intimacy. Carroll (1987) investigated the relationship 
between narcissism and the intimacy, affiliation, and power motives using a sample of 65
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students in a Master’s program for business administration. This particular sample was chosen 
because narcissism was thought to be particularly important for this population. Results showed 
that there was a significant negative correlation between narcissism and the need for intimacy. 
The intimacy motive is defined as one’s readiness for open, warm, communicative relationships 
(McAdams, 1989). Therefore, narcissists do not appear to be as motivated by this need for 
intimacy, which McAdams (1989) believes to be one of the most basic human needs. Leahy 
(1992) describes his experience with narcissistic patients by saying that most of them have “an 
inability to commit to an intimate relationship” (p. 249). Furthermore, he argues that “avoidance is 
indicated by the failure to develop intimacy (and its consequent vulnerability), thereby minimizing 
the presumed negative consequences of abandonment” (Leahy, 1992, p. 246). Thus, it is evident 
that many narcissists appear to be unwilling to form or are incapable of forming intimate 
relationships because of their fear of rejection, which is possibly related to being abandoned by 
their parents early in life. McAdams (1989) writes: “If intimacy is seen as a risk, we can say that 
the narcissist shudders in the face of such risk today, perhaps because yesterday, in early 
childhood, he took the risk and was repeatedly rebuffed” (p. 16).
Although narcissistic personality disorder could be viewed as a severe reaction to not 
having had one’s needs met in childhood, other researchers have argued that sensitivity to 
rejection is a milder reaction to these early experiences. Rejection-sensitive people “anxiously 
expect, readily perceive and overreact to rejection” (Downey & Feldman, 1996, p. 1327). These 
researchers argue that when parents respond to their children’s needs with rejection, it is likely 
that these children will become sensitive to rejection. Because the rejection sensitivity construct 
is based on attachment research (Bowlby, 1980), it is measured by how anxious one is when 
faced with a situation in which one could be accepted or rejected (Downey & Feldman, 1996). In 
one study (Downey & Feldman, 1996), participants engaged in a short conversation with a 
confederate and after this conversation, they were either told that the confederate did not want to 
continue participating in the experiment or that the experiment had to end early due to time 
constraints. Results suggested that people who were high in rejection sensitivity felt more 
rejected than those low in rejection sensitivity after being told that the confederate did not want to
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continue the experiment. The researchers concluded that people high in rejection sensitivity were 
more likely to perceive rejection when presented with ambiguous information (i.e., they were 
never told why the confederate did not want to continue the experiment). They also found that 
people high in rejection sensitivity were more likely to think about why the confederate had 
rejected him/her; low rejection-sensitive individuals, however, were more likely to attribute the 
confederate’s behavior to something other than rejection and were less likely to attempt to 
understand the confederate’s behavior (Downey & Feldman, 1996). After conducting this study, 
the authors realized that they did not know if rejection-sensitive people would be as likely to 
perceive rejection in the ambiguous behavior of those whom they know more intimately.
Therefore, they conducted another study to determine if rejection-sensitive people would be more 
likely to attribute a new romantic partner’s unkind behavior to hurtful intent (Downey & Feldman,
1996). Results suggested that rejection sensitivity measured before the beginning of a 
relationship predicted attributions of hurtful intent to one’s partner, even after other variables, 
such as self-esteem and attachment security, had been statistically controlled (Downey & 
Feldman, 1996). In a final study, Downey and Feldman (1996) hypothesized that rejection 
sensitive people would express more concern about potentially being rejected by their partners; 
furthermore, they believed that this increased concern about possible rejection would affect 
relationship satisfaction for both partners in a dating or married relationship. Results 
demonstrated that, regardless of their partner’s level of commitment, rejection-sensitive people 
were more concerned about being rejected by their partner. They also found that the partners of 
rejection-sensitive people were aware of their partners’ insecurities. Downey and Feldman 
(1996) argued that people high in rejection sensitivity behave in ways to jeopardize their 
relationship, and the result is that they convey their insecurities to their partner through their 
behavior. Rejection-sensitive women display more hostility and less emotional support, while 
rejection-sensitive men exhibit more jealousy (Downey & Feldman, 1996). Finally, both those 
high in rejection sensitivity and their partners were less satisfied in their relationships when 
compared to people low in rejection sensitivity. Rejection-sensitive people were also aware that 
their partners were dissatisfied. In sum, Downey and Feldman (1996) demonstrated that
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rejection sensitivity affects perceptions of ambiguous behavior in new acquaintances, new 
romantic relationships and dating or married couples.
To further investigate how expectations of rejection affect behavior, Downey and 
colleagues conducted a study to determine if the self-fulfilling prophecy was operating in intimate 
relationships (Downey, Freitas, Michaelis, & Khouri, 1998). The authors hypothesized that 
rejection-sensitive people in dating relationships would behave in certain ways that, in turn, would 
cause their partners to reject them. Rejection-sensitive people often react with more hostility and 
jealousy; Downey et al. (1998) argued that these reactions would cause their partners to fulfill 
their expectations of being rejected. The researchers tested their hypothesis by conducting a 
diary study in which they investigated conflict in romantic relationships. Couples who had been 
involved in a romantic relationship for at least six months completed daily diaries for four weeks.
In the daily diary, participants indicated whether they had argued with their partner, their 
satisfaction with the relationship, their thoughts about terminating the relationship, and if they felt 
that their partner had exhibited accepting or rejecting behaviors on that particular day (Downey et 
al., 1998). Furthermore, the researchers contacted the couples one year after the study had 
been conducted and asked them if they were still involved in a romantic relationship. Results 
suggested that rejection sensitivity predicted breakup, even after statistically controlling for 
partner’s rejection sensitivity, commitment and relationship satisfaction. Furthermore, several 
days prior to a conflict, partners of women who were high in rejection sensitivity displayed 
heightened relational dissatisfaction and more thoughts about breakup (Downey et al., 1998). 
Women high in rejection sensitivity also believed that their partners were less accepting and more 
distant on the days prior to a conflict. In sum, the authors found evidence to support the 
operation of a self-fulfilling prophecy in relationships where the woman is high in rejection 
sensitivity. In these relationships, a woman’s expectations of rejection will cause her partner to 
behave in a rejecting manner, thus resulting in an endless cycle (Downey et al., 1998).
Based on Downey and Feldman’s (1996) finding that women high in rejection sensitivity 
were seen as more hostile by their partners, Ayduk and colleagues set out to further study this 
relationship between hostility and rejection sensitivity in women (Ayduk, Downey, Testa, Ying
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Yen, & Shoda, 1999). They conducted three studies to determine if high rejection-sensitive 
(HRS) women were dispositionally more hostile than low rejection-sensitive (LRS) women or if 
HRS women only display more hostility than LRS women after having been rejected (Ayduk et al., 
1999). In the first study, the researchers used a sequential priming-pronunciation task paradigm 
(e.g., Bargh, Raymond, Pryor, & Strack, 1995) to determine the strength of the mental association 
between rejection and hostility. In this task, participants were primed with a particular word and 
then asked to pronounce a target word that appeared on a computer screen. It is assumed that if 
a person pronounces the target word faster, he/she has a stronger mental association between 
the prime word and the target word (e.g., Bargh et al., 1995). In the Ayduk et al. (1999) study, 
participants were primed with four different types of words: rejection, hostility, disgust and neutral. 
The results suggested that HRS women’s hostility schema was equally as accessible as LRS 
women’s hostility schema. In other words, HRS and LRS women pronounced rejection and 
hostility target words equally as fast after being primed with neutral words. Furthermore, they 
found that HRS and LRS women pronounced rejection words equally as fast after having been 
primed with hostility words; however, HRS women pronounced hostility words faster than LRS 
women after being primed with a rejection word. Therefore, the researchers concluded that HRS 
and LRS women have a similar hostility-^rejection mental association, but HRS women have a 
stronger rejection->hostility mental association than LRS women.
This first study demonstrated that HRS women had more hostile thoughts after being 
rejected than LRS women; the goal of the second study was to determine if these thoughts would 
then lead to hostile behavior (Ayduk et al., 1999). In other words, the authors wanted to 
determine if HRS women would behave with more hostility than LRS women after being rejected. 
Women were told that they would eventually be talking with a man via the computer but before 
doing so, they wrote essays about themselves and received a fictional essay from the supposed 
male participant who they believed was waiting in another room. Finally, the women were either 
told that the man did not want to continue with the experiment (rejection condition) or that there 
was a problem with one of the computers (control condition). The women then rated the man’s 
personal essay and hostility was conceptualized as “indirect retaliatory rejecting
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behavior... expressed in the reduced positivity of participants’ evaluations of their communication 
partner based on his biosketch,” (Ayduk et al., 1999, p. 257). Results demonstrated that HRS 
and LRS women in the control condition rated the man equally as positively; however, in the 
rejection condition, HRS women rated the man less positively than LRS women (Ayduk et al., 
1999). Interestingly, HRS women in the rejection condition also rated the man less positively 
than HRS and LRS women in the control condition. In sum, these studies showed that, when 
compared to LRS women, HRS women had more hostile thoughts and exhibited more hostile 
behavior after being rejected.
While the HRS women in the second study did behave with more hostility after being 
rejected by a stranger, the researchers designed the third study to determine if HRS women 
would exhibit more hostility than LRS women toward a romantic partner. Participants completed 
a daily diary for four weeks, and each day, they rated how rejected they felt by their partner and if 
they had engaged in a conflict with their romantic partner (Ayduk et al., 1999). Results 
demonstrated that HRS and LRS women were equally likely to report conflict during the weeks 
that they were completing the daily diary (Ayduk et al., 1999). Furthermore, LRS women felt less 
rejected than HRS women on a daily basis. Most importantly, HRS women were more likely to 
have a conflict with their romantic partner when they had felt particularly rejected by their partner 
the day before, whereas LRS women’s likelihood of conflict did not depend on their feelings of 
rejection during the preceding day (Ayduk et al., 1999). In sum, the Ayduk et al. (1999) research 
showed that, when compared to LRS women, HRS women have a stronger mental association 
between rejection and hostility, and they also behave with more hostility towards strangers and 
romantic partners after perceiving rejection from these people.
Since Ayduk et al. (1999) had demonstrated a relationship between rejection sensitivity 
and female hostility, Downey, Feldman and Ayduk (2000) wanted to determine if rejection 
sensitivity related to male hostility. In particular, the researchers conducted a study to investigate 
the effects of rejection sensitivity and intimacy seeking/avoidance on male violence in romantic 
relationships. Previous research has demonstrated that there is a relationship between rejection 
and male violence in romantic relationships (Dutton, Saunders, Staromski, & Bartholomew, 1994;
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Holtzworth-Monroe, Stuart, & Hutchinson, 1996; Straus, Gelles, & Steinmetz, 1980), but these 
studies have used only clinical populations. Therefore, the Downey et al. study (2000) was 
designed to determine if this relationship between rejection and male violence could be found in a 
college sample. Participants completed questionnaires designed to measure rejection sensitivity, 
dating violence, investment in romantic relationships and involvement in other, close 
relationships. Results demonstrated that men who were most likely to be violent towards their 
romantic partners were high in rejection sensitivity and were also intimacy-seeking. On the other 
hand, men who were high in rejection sensitivity but were intimacy-avoidant did not have many 
close friends and had been involved in few romantic relationships. These men also scored higher 
on the social avoidance and distress scales. In sum, the relationship between rejection sensitivity 
and male violence in romantic relationships depended on the man’s level of investment in the 
romantic relationship. HRS men who were highly invested in their relationship (intimacy-seeking) 
were the most likely to behave violently towards a romantic partner (Downey et al., 2000).
The aforementioned research has shown that rejection sensitivity is related to 
perceptions of ambiguous behavior and hostility in men and women. Interestingly, rejection 
sensitivity has also been associated with physical health. In one study (Cole, Kemeny, & Taylor,
1997), rejection sensitivity was conceptualized as a psychosocial variable that might affect the 
progression of the HIV virus. Unlike Downey and Feldman (1996, 1998, 2000), who defined 
rejection sensitivity in terms of attachment, Cole et al. (1997) argued that people high in rejection 
sensitivity expect to be negatively evaluated by strangers and believe that these evaluations are 
important. Most importantly, they believe that people who are high in rejection sensitivity 
experience more of a physiological reaction to strangers than those who are low in rejection 
sensitivity. In this particular study, the researchers used a sample of homosexual men who had 
tested positive for HIV but were otherwise healthy, and followed the progression of the virus over 
a nine year period. Rejection sensitivity was measured at the beginning of the study by asking 
participants to rate how comfortable they would feel in particular situations. Rejection sensitivity 
was measured only in reference to their homosexuality, and the researchers distinguished 
between rejection sensitivity in the presence of strangers versus rejection sensitivity experienced
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with family and close friends. Results suggested that stranger rejection sensitivity predicted three 
significant events in the progression of the HIV virus: dangerously low levels of CD4 T 
lymphocytes, development of AIDS, and mortality (Cole et al., 1997). However, one’s rejection 
sensitivity when in the presence of family or close friends did not predict any of the three 
significant events in the progression of the HIV virus (Cole et al., 1997). Furthermore, the authors 
demonstrated that people high in rejection sensitivity either developed AIDS or died 
approximately two years earlier than people low in rejection sensitivity. The researchers found 
that this relationship between stranger rejection sensitivity and HIV progression still existed, even 
after they had statistically controlled for “differences in CD4 level at study entry, age, antiretroviral 
use, cigarette smoking, alcohol consumption, sleep disruption, exercise, or use of marijuana or 
hashish, cocaine, amphetamines, barbiturates, sedatives, or tranquilizers, or nitrate inhalants" 
(Cole et al., 1997, p. 325). The authors also statistically controlled for certain personality traits 
and affective states and found that stranger rejection sensitivity still predicted the progression of 
the HIV virus. In sum, this study demonstrated that stranger rejection sensitivity had a large 
impact on the participants’ health.
Although being sensitive to rejection might appear to have many negative consequences, 
it must be noted that rejection emotions are highly adaptive. In a recent chapter, Leary, Koch, 
and Hechenbleikner (2001) discuss eight rejection emotions in terms of their adaptive value 
within the context of interpersonal relationships. They argue that the rejection emotions are part 
of a larger system that monitors the degree to which one is accepted versus rejected. They also 
propose that these emotions result when a person does not feel as valued as he/she desires to 
be by a relational partner.
Many researchers believe that humans have developed the ability to experience 
emotions because it increases one’s likelihood of survival (Frijda, 1996; Izard, 1977; Neese,
1989). There are three ways in which emotional responses help an organism when it encounters 
problems in the physical or social environment. Emotions are a way of alerting an organism to 
things that are crucial to its well-being; therefore, emotions serve to direct an organism’s attention 
to threats in the immediate environment. Secondly, “emotions motivate organisms to behave in
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adaptive ways” (Leary et al., 2001, p. 146), such that a hedonistic organism will be motivated to 
experience positive emotions and avoid negative emotions. Finally, emotions are a way of 
communicating with other organisms and “often lead conspecifics to respond in desired ways" 
(Leary et al., 2001, p. 146).
While some emotions are strictly social in nature and, thus, can only occur in the context 
of an interpersonal exchange (e.g., hurt feelings, shame and embarrassment), other emotions are 
responses to impersonal environmental stimuli. For example, a person could be fearful because 
he/she did not hear the alarm and missed an exam or because he/she sees a snake. While it is 
fairly obvious that fear is highly adaptive when one encounters a snake, the adaptive value of fear 
in social contexts is less clear (Leary et al., 2001). The authors hypothesize that these social 
rejection emotions are indeed adaptive and have evolved because they help people monitor the 
extent to which they are being socially included or excluded (Leary et al., 2001).
The sociometer hypothesis (Leary, Tambor, Terdal, & Downs, 1995) states that self­
esteem is similar to a “sociometer” in that it regulates the degree to which one feels accepted 
versus rejected. In other words, the sociometer responds to information in the social environment 
that is relevant to relational evaluation, or the extent to which one’s relationships with others is 
seen as important or valuable. Acceptance and rejection, rather than being two discrete states, 
are best conceptualized as points on opposite ends of the relational evaluation continuum (Leary 
et al., 2001). The sociometer is composed of an affective and a behavioral component, which 
means that people are warned about potential rejection by their affective reactions and in turn, 
this affect motivates people to behave in ways that will reduce the likelihood of rejection. In order 
to test the sociometer hypothesis, Leary et al. (1995) conducted a series of five studies. In the 
first study, results demonstrated that when people imagined engaging in sixteen hypothetical 
behaviors, their state self-esteem was correlated with the anticipated reactions from others. 
Therefore, the authors concluded that one’s expectations from others (inclusion versus exclusion) 
are related to one’s state self-esteem, thus supporting a basic prediction of the sociometer 
hypothesis (Leary et al., 1995). Since participants responded to hypothetical situations in the first 
study, the researchers designed the second study to ensure that self-esteem would relate to
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feelings of inclusion/exclusion in situations that the participants had actually experienced. The 
researchers found that participants’ self-feelings were related to the extent to which they felt 
socially excluded in the situations about which they had written. Therefore, the authors 
concluded from the first two studies that social exclusion was correlated with self-feelings, or 
state self-esteem, when participants responded to hypothetical situations and when they wrote 
about their own experiences.
Because the first two studies were correlational in nature, the researchers conducted a 
third study to determine if there was a causal relationship between social exclusion and self­
esteem. Participants were either included or excluded from a work group. Furthermore, they 
were either told that their inclusion or exclusion from the group was determined by a random 
procedure or was based on the preferences of the other people participating in the study. Results 
demonstrated that participants’ self-esteem decreased when they were excluded, but only if they 
were told that they were excluded based on the preferences of the other people in the study. 
Furthermore, Leary et al. (1995) found that participants’ self-esteem did not increase significantly 
when they were included, whereas their self-esteem did decrease significantly when they were 
excluded. Participants also rated the other group members less positively when they had been 
excluded, particularly if they had been excluded based on the opinions of the other group 
members (Leary et al., 1995). In sum, Leary et al. (1995) demonstrated that, although 
participants did not experience an increase in self-esteem after being included by a group, people 
did experience a decrease in self-esteem after being excluded from a group. This finding 
supported the sociometer hypothesis, which states that people are constantly monitoring their 
inclusionary status. Therefore, when they are excluded or rejected from a group, their self­
esteem should decrease, thereby warning them that their inclusionary status is being threatened 
(Leary et al., 1995).
The fourth study was designed to replicate the third study, and to ensure that people’s 
self-presentational goals were not mediating the relationship between self-esteem and social 
exclusion (Leary et al., 1995). Participants were told that they would be talking about certain 
topics over a microphone while an opposite-sex participant supposedly listened from another
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room. After talking into a microphone for five minutes, participants were either told that the other 
participant liked them and wanted to meet them (inclusion condition), did not like them and did not 
want to meet them (exclusion condition), or they were not told what the other person thought (no­
feedback condition). After receiving feedback, participants completed a state self-esteem 
questionnaire and were told that this questionnaire would either be given to the participant who 
had listened to their five minute presentation or to another participant. Results showed that the 
type of feedback (rejection, acceptance, none) affected participants’ state self-esteem, such that 
participants who were excluded had a significantly lower self-esteem than those who had been 
included or had received no feedback. The analyses also revealed that participants’ self-esteem 
was not altered by who they believed would be seeing their questionnaire (same participant that 
had heard their five minute presentation or another participant). Therefore, the causal 
relationship between self-esteem and social exclusion is most likely not due to impression 
management. The researchers also compared participants’ self-esteem ratings from mass 
testing to their self-esteem ratings after they had participated in the experiment. The results 
demonstrated that, when compared to their self-esteem ratings from mass testing, participants in 
the acceptance and no-feedback conditions did not display a significant increase in self-esteem 
after the experiment. However, participants’ self-esteem in the exclusion condition was 
significantly lower than their self-esteem during mass testing (Leary et al., 1995). Interestingly, 
participants who had been excluded indicated that the person who had rejected them was 
incorrect in his/her perceptions. Although participants believed that the person who had rejected 
them was incorrect, they experienced a decrease in self-esteem nonetheless (Leary et al., 1995). 
These findings are similar to the third study, in which Leary et al. (1995) found that, although 
inclusion did not increase participants’ self-esteem, rejection did significantly lower their self­
esteem. The results of studies three and four led the authors to believe that “the self-esteem 
system may be more sensitive to decrements than increments in inclusionary status” (Leary et al., 
1995, p. 527).
The last study that Leary et al. (1995) conducted did not explore the relationship between 
self-esteem and social exclusion. Rather, it examined a different aspect of the sociometer
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hypothesis, which was to demonstrate that trait self-esteem was related to one’s general feelings 
of social inclusion versus exclusion. This study differed from the previous four studies in that the 
researchers measured individual differences in both trait self-esteem and the degree to which 
people feel that they are included versus excluded in social situations (Leary etal., 1995). 
Participants completed two trait self-esteem measures and another measure designed to assess 
one’s general level of inclusionary status. As expected, both measures of trait self-esteem 
correlated with the degree to which one feels included versus excluded, such that people who 
had lower trait self-esteem were more likely to feel excluded. The authors noted that trait self­
esteem and inclusionary status are most likely interdependent. That is, people who have been 
excluded a great deal in the past are more likely to have a lower trait self-esteem, and people 
who have a lower trait self-esteem are more likely to perceive exclusion (Leary et al., 1995).
According to the sociometer hypothesis (Leary et al., 1995), self-esteem is composed of 
both affective and behavioral components that warn a person about potential social exclusion. 
There are many emotions that may warn a person about potential exclusion but of particular 
interest are seven of the eight rejection emotions defined by Leary and colleagues (2001) that are 
relevant to the current study. Leary et al. (2001) argue that the rejection emotions share the 
common bond of low relational evaluation, also called relational devaluation. In other words, a 
person will feel one of these emotions when he/she does not feel as valued by another person as 
he/she desires. Leary et al. (2001) define each rejection emotion in terms of how it relates to low 
relational evaluation.
According to Leary et al. (2001), a person will experience sadness when he/she “has lost 
a relationship with a person who valued the relationship (e.g., through death, distance or 
relationship termination)” (p. 160). Research has shown that people are temporarily saddened 
after ending a relationship with a romantic partner or a friend (Tamako, 1983). In one study 
(Shaver, Schwarz, Kirson, & O’Connor, 1987), participants were asked to write about an 
experience in which they felt “sad”, and 28% described a rejection experience. When people are 
not accepted or included, they may experience sadness (Atlas & Morier, 1994). Distance away 
from loved ones produces dysphoric states in people, because they are not as close as they
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would like to be to those who value them most. People who have experienced the death of a 
loved one, or any other type of relationship loss that is seen as permanent, refer to this extreme 
feeling of sadness as “g rie f (Leary et al., 2001). The authors argue that sadness is not the result 
of rejection, but rather it is caused by a decrease in relational evaluation. When people 
experience sadness after the death of a friend, for instance, they do not feel rejected by this; they 
do, however, experience a decrease in relational evaluation because people who once valued 
having relationships with us are no longer present (Leary et al., 2001).
Loneliness occurs when “an insufficient number of people value their relationships with 
the individual” (Leary et al., 2001, p. 160). The authors distinguish between loneliness as a result 
of no one valuing a relationship with an individual versus loneliness resulting from the absence of 
those who value their relationships with the person. That is, people may feel lonely because 
there is no one on whom they can depend, or because the people on whom they depend are 
simply not present or available. The authors argue that while rejection can cause loneliness, 
people generally feel lonely as a result of declining relational evaluation, which is similar to the 
aforementioned relationship between sadness and rejection. Research has shown that 
loneliness is prevalent among those who have experienced the death of a loved one, the loss of 
an intimate relationship and divorce (Mitchell-Flynn & Hutchinson, 1993). It has also been 
demonstrated that lonely people do not think that other people see them as being appealing 
relational partners. Lonely individuals also believe that they are incapable of having healthy, 
rewarding relationships. Interestingly, these findings remained stable even after statistically 
controlling for depression (Wilbert & Rupert, 1986). In sum, loneliness results from the perception 
that one does not have an adequate number of relationships in which he/she is valued. These 
feelings of loneliness, in turn, can affect a person’s perceptions about his/her ability to maintain 
satisfying relationships.
Hurt feelings occur when “another person does not view his or her relationship with the 
individual to be as important, close or valuable as the individual desires” (Leary et al., 2001, p. 
160). Although there has not been a great deal of research conducted to investigate the emotion 
that people commonly call “hurt feelings,” research has suggested that one’s feelings are hurt
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when one does not feel as valued as one desires to be, or when one feels relationally devalued 
(Leary & Springer, 2000). In an attempt to understand the emotion that is colloquially referred to 
as “hurt feelings,” a study was conducted to examine both the causes and the consequences of 
having one’s feelings hurt (Leary, Springer, Negel, Ansell, & Evans, 1998). Leary et al. (1998) 
suggested that the experience of hurt feelings is a result of low relational evaluation, or relational 
devaluation. For example, if Sally forgets Tom’s birthday, Tom’s feelings will be hurt if he 
perceives that by forgetting his birthday, Sally indicated that she does not value their relationship 
to be as meaningful as he desires. Leary et al. (1998) also argued that hurt feelings should be 
related to the degree to which a person feels rejected by another person. According to the 
sociometer hypothesis (Leary et al., 1995), self-esteem is both a cognitive and an affective 
mechanism that monitors the degree to which an individual is being included versus excluded and 
motivates the individual to avoid exclusion or rejection. Therefore, Leary et al. (1998) argued that 
hurt feelings are an affective component of the sociometer whereby hurt feelings produce 
negative affect, which alerts the individual and motivates the person to behave in ways to 
decrease the probability of rejection. They write, "Not only should the events that cause hurt 
feelings invariably involve real, imagined, or implied rejection but also the magnitude of the hurt 
that people experience should correlate highly with the degree to which they feel rejected or 
excluded by another individual” (Leary et al., 1998, p. 1226).
In order to study this hypothesis, participants were asked to recall situations in which their 
feelings had been hurt or situations in which they had hurt someone else’s feelings. After writing 
these narratives, participants completed measures designed to assess positive and negative 
affect, hurt feelings and rejection. Results showed that the degree to which a person’s feelings 
were hurt was highly correlated with how rejected versus included they felt, thus supporting the 
sociometer hypothesis (Leary et al., 1998). Furthermore, the data also demonstrated that people 
were much more likely to be hurt by people that they knew well than by strangers.
In a study designed to directly test the relational evaluation hypothesis (Hechenbleikner & 
Leary, 1999), participants were presented with ten hypothetical, hurtful situations. For example, 
participants were asked to imagine that their parents had decided not to come to parents’
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weekend at the last minute because they had received an invitation to a neighborhood barbeque. 
After reading each situation, participants indicated how much they desired the person in the 
situation (e.g., their best same-sex friend) to value his/her relationship with them. They also 
indicated how hurt they would feel by this person’s behavior and how much they would feel that 
the person valued his/her relationship with them if this situation had actually happened. Results 
suggested that relational devaluation predicted hurt feelings, even after statistically controlling for 
how much people desired to be valued by their relational partners. Thus, the difference between 
how much a person wants to be valued by someone and how much he/she would feel valued by 
someone in a hypothetical, hurtful situation (relational devaluation) was a better predictor of hurt 
feelings than simply how much a person desires to be valued by another.
Yet another rejection emotion is jealousy, which can be distinguished from sadness, 
loneliness and hurt feelings because it results from a more limited array of circumstances. 
Jealousy occurs when “the presence or intrusion of a third party has led another person to 
devalue his or her relationship with the individual” (Leary et al., 2001, p. 160). People who are 
more interpersonally dependent (Pereti & Pudowski, 1997), as well as those who are more 
rejection-sensitive (Downey & Feldman, 1996), have a tendency to feel more jealous. 
Furthermore, people who exhibit an insecure attachment style (Sharpsteen & Kirkpatrick, 1997) 
are also more likely to experience jealousy. According to Pereti and Pudowski (1997), jealousy is 
not necessarily indicative of one’s love for another; rather, jealousy is likely to occur when a 
person is both overly dependent and has an increased fear of rejection. When people are 
jealous, they typically behave in ways to eradicate the third party’s influence (Leary et al., 2001). 
In order to do this, one could attempt to draw the attention of one’s relational partner so that 
he/she will realize that their relationship is important and valuable. On the other hand, one could 
also insult or intimidate the third party; again, this would serve to demonstrate to one’s relational 
partner that his/her relationship with another person is not as valuable as their relationship (Leary 
et al., 2001). Unfortunately, extremely jealous individuals can also exhibit very violent behavior, 
such as physically abusing or threatening their relational partners. According to Downey and
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Feldman (1996), this violent behavior, although intended to force one’s partner into terminating a 
relationship with a third party, often results in weakening their own relationship with their partner.
Whereas some researchers believe that shame and guilt are one emotion, others argue 
that they are two, unique emotions. Shame is the result of a “morally undesirable personal 
characteristic,” which “has led (or may lead) others to devalue their relationship with the 
individual”; however, people feel guilty because they have behaved in a morally undesirable way 
(Leary et al., 2001, p. 160). Whereas theorists previously believed that these emotions were the 
result of conflicts occurring within an individual or violations of one’s own principles, researchers 
from different fields of study have recently argued that people experience shame and guilt 
because they fear being socially rejected (Leary et al., 2001). For example, Baumeister, Stillwell, 
and Heatherton (1994) argued that guilt is very much a social emotion that is often experienced 
when people anticipate being socially excluded. The authors argued that guilt is primarily 
experienced within communal relationships, which are defined by “expectations of mutual 
concern” (Baumeister et al., 1994, p. 243; Clark, 1984; Clark, Mills, & Powell, 1986).
Furthermore, this study demonstrated the role of guilt in sustaining a relationship, because it 
encourages people to be more considerate of their relational partners and to avoid confrontations. 
Another study found that shame was related to an interest in how one is seen by other people 
(Barrett, 1995). Therefore, shame and guilt are currently viewed as inherently social emotions, 
mainly resulting from violations of "other people’s moral standards rather than one’s own” (Leary 
et al., 2001, p. 156).
Embarrassment occurs when “socially undesirable behavior has led (or may lead) others 
to devalue their relationship with the individual” (Leary et al., 2001, p. 160). Whereas shame and 
guilt are experienced as a result of moral infringements, embarrassment is typically experienced 
after one violates a social norm. Interestingly, people tend to become more embarrassed than 
would be expected in certain situations (Goffman, 1955). Leary et al. (2001) argue that the 
system monitoring the environment for relational evaluation cues may be too reactive, resulting in 
a tendency for people to overestimate the severity of potential threats to their relationships. 
However, while a person might be overly embarrassed in a particular situation, this emotional
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response is highly adaptive, because it is better for a person to be overly sensitive when his/her 
personal relationships are being threatened than not sensitive enough (Leary et al., 2001). In 
other words, when people are gauging the severity of situations that may threaten their personal 
relationships, it is more adaptive to err on the side of caution.
Although the rejection emotions are adaptive, being overly fearful of rejection or rejection- 
sensitive may make it difficult to maintain healthy intimate relationships. While some people, 
such as socially anxious individuals and those with narcissistic personality disorder, believe that 
there is a great deal of risk in intimacy, everybody perceives some degree of risk in forming 
intimate relationships. In order to capture individual differences in perceived risk in intimacy, 
Pilkington and Richardson (1988) conducted two studies to develop and validate the Risk in 
Intimacy Inventory (Rll). This is a ten-item scale that contains statements such as “It is 
dangerous to get really close to people “ and “At best, I can handle only one or two close 
friendships at a time “ (Pilkington & Richardson, 1988). Responses to each item on the Rll are on 
a 6-point scale ranging from very strong disagreement to very strong agreement. Pilkington and 
Richardson (1988) found that people who perceived more risk in intimacy (high-RII individuals) 
were less likely to be involved in a romantic relationship and tended to have fewer close friends 
when compared to people who perceived fewer risks in intimacy (low-RII individuals). High-RII 
people were also less trusting of their close friends and less sociable and extraverted than low-RII 
individuals. Therefore, the research suggested that people who perceive greater risk in intimacy 
think and behave in ways that are consistent with their perceptions.
Nezlek and Pilkington (1994) conducted a study to investigate the social lives of 
individuals perceiving either high or low risk in intimacy. Participants kept a variation of the 
Rochester Interaction Record (RIR; Wheeler & Nezlek, 1977) for two weeks, recording each 
interaction that lasted ten minutes or longer. Participants rated each interaction for intimacy, 
enjoyment, other’s responsiveness, confidence, and influence (Nezlek & Pilkington, 1994).
Results showed that people who perceived more risk in intimacy had fewer interactions with 
others on a daily basis. Although high-RII individuals interacted with fewer people, their 
interactions were longer and as a result, both high-RII and low-RII individuals spent an equal
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amount of time interacting with others. While high- and low-RII individuals did not differ in the 
size of their same-sex social networks, results suggested that those perceiving more risk in 
intimacy had a smaller opposite-sex social network. Relative to low-RII individuals, high-RII 
individuals also indicated that their social interactions were less intimate and enjoyable and that 
their co-interactants were less responsive. Those who perceived more risk in intimacy also 
reported that they were less confident in their social interactions when compared to people who 
perceived fewer risks in intimacy (Nezlek & Pilkington, 1994). In sum, this study indicates that 
although high- and low-RII individuals spend a relatively similar amount of time interacting with 
others, people who perceive less risk in intimacy feel that these interactions are more enjoyable 
and intimate.
Pilkington and Woods (1999) conducted a study to investigate the cognitive 
underpinnings of perceptions of risk in intimacy. In order to look at the cognitive mechanisms 
related to risk in intimacy, Pilkington and Woods (1999) designed two studies to determine if high- 
RII individuals have a risk in intimacy schema that is chronically accessible. Results showed that 
high-RII individuals believed that relationships were more risky than low-RII individuals. People 
who perceived more risk in intimacy also thought that risky events were more likely to occur than 
individuals who perceived fewer risks in intimacy. High-RII men responded more quickly than 
low-RII men when deciding if a nonrisk was a risk or not (Pilkington & Woods, 1999). This was 
expected because if these high-RII individuals take less time to respond to nonrisks, it provides 
evidence that their risk in intimacy schema is more accessible. However, the same pattern of 
results did not occur for women; in fact, high-RII women took more time to respond to these 
nonrisks when compared to low-RII women. In a second study, Pilkington and Woods (1999) 
investigated the extent to which these accessible schemas would affect the interpretation of 
social information. Participants interpreted 10 positive and negative ambiguous situations.
These ambiguous situations could either be interpreted as romantic interest on the part of the 
other person (in the positive situations) or as rejection (in the negative situations) (Pilkington & 
Woods, 1999). Results showed that although high- and low-RII individuals did not differ in their 
interpretation of positive ambiguous situations, they did differ in their interpretation of negative
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ambiguous situations. People who perceived more risk in intimacy believed that a negative 
outcome was more probable than those who perceived fewer risks in intimacy. Interestingly, low- 
RII women interpreted the situations significantly more slowly than high-RII women; however, 
high-RII men responded to the situations as quickly as low-RII men did ( Pilkington & Woods, 
1999). In sum, these studies provide partial support that people who perceive greater risk in 
intimacy have a risk in intimacy schema that is more chronically accessible in comparison to 
people who perceive fewer risks in intimacy.
Given the aforementioned research on risk in intimacy and the rejection emotions, the 
current study is designed to determine if an increased perception of risk in intimacy is associated 
with an increased likelihood to experience the rejection emotions. It was predicted that, when 
presented with hypothetical rejection situations, high-RII individuals would experience more 
relational devaluation and thus feel more rejected, as measured by their ratings of the rejection 
emotions (Leary et al., 2001). If high-RII individuals experience more relational devaluation and 
indicate that they feel more rejected by the hypothetical scenarios, it was hypothesized that there 
are two possible reasons for this outcome. First, high-RII individuals could want to be too valued 
by their relational partners. By wanting to be too valued by their relational partners (setting 
unrealistic expectations), then they will feel more rejected or experience more relational 
devaluation in response to hypothetical situations when compared to low-RII individuals. In other 
words, high- and low-RII people might feel equally as devalued by a particular rejection 
experience, but since the high-RII individuals wanted to be too valued in the first place, they 
experience more of the rejection emotion and more relational devaluation. In contrast, high-RII 
individuals could want to be equally valued by their relational partners as low-RII individuals but 
instead, feel more rejected by these same hypothetical situations and thus experience more 
relational devaluation. In other words, high- and low-RII people might want to be equally valued 
by their relational partners, but high-RII people feel more devalued in response to a particular 
rejection experience. Again, this will result in high-RII individuals experiencing more of the 
rejection emotion because they feel more devalued than low-RII individuals. Of course, it is 
always a possibility that high-RII individuals will experience more relational devaluation and thus,
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more rejection, than low-RII individuals because of some combination of desiring to be too valued 
by their relational partners and feeling more rejected by the same hypothetical situations.
Method
Participants
Sixty-six participants, 30 men and 36 women, were obtained from the introductory 
psychology research pool and participated in this study in partial fulfillment of a course 
requirement.
Procedure
After obtaining informed consent, the experimenter distributed a stapled packet 
containing two questionnaires. The first questionnaire (see Appendix A) consisted of ten 
hypothetical rejection scenarios (Hechenbleikner & Leary, 1999) and participants used a 12-point 
scale to rate how much they would like to be valued by the person in the scenario and how much 
they would feel valued by the person’s behavior in each scenario. They also indicated how hurt 
they would feel by the person’s behavior in each scenario on a 12-point scale. Furthermore, they 
used a 7-point scale to rate how much they would feel each of the six rejection emotions 
(sadness, loneliness, jealousy, shame, guilt, and embarrassment) in response to each scenario. 
Participants imagined how they would feel in each of the ten hypothetical, hurtful situations. It 
should be noted that participants were simply asked to indicate how much they felt each of the 
rejection emotions (i.e., shame, embarrassment, and hurt feelings). They were not given the 
definitions of the rejection emotions from Leary et al.’s chapter (2001).
In the first scenario, a good same-sex friend cancels plans to go to a movie at the last 
minute because he/she decided to go to a party, in the second situation, a teacher does not 
seem interested in talking with the participant. In the third scenario, a best same-sex friend tells 
embarrassing, private stories about the participant at a party. In the fourth situation, a person to 
whom the participant is secretly attracted does not seem interested in talking with him/her. In the 
fifth scenario, a current romantic partner tells the participant that he/she has started dating 
someone else. In the sixth situation, the participant realizes that an opposite-sex friend never
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initiates contact with him/her by writing or calling first. In the seventh scenario, a sales clerk in a 
nice clothing store does not assist the participant, most likely because he/she is wearing jeans 
and an old shirt. In the eighth situation, the participant greets an acquaintance around campus, 
but he/she does not respond. In the ninth scenario, the participant’s parents decide not to visit 
him/her in order to attend a neighborhood barbeque. Finally, in the tenth situation, a previous 
romantic partner sees the participant walking towards him/her and decides to take a different path 
to avoid talking to the participant (see Appendix C for a summary of the ten situations). It was 
expected that participants would value their relationships with close others (i.e., best same-sex 
friend and parents) more than their relationships with less close others (i.e., sales clerk and 
acquaintance from classes).
Participants also completed the Risk in Intimacy Inventory (Pilkington & Richardson,
1988; see Appendix B) in which they were asked to rate 10 statements about their perceptions of 
risk in intimate relationships. The questionnaires were counterbalanced such that half of the 
participants completed the Risk in Intimacy Inventory before they completed the hypothetical 
situations questionnaire, and half completed it afterwards.
Results
Means and standard deviations of all variables for each hypothetical situation are 
presented in Table 1. In the following analyses that will be presented, all of the scores were 
standardized and gender was dummy coded (men = 0, women = 1).
Statistical analyses were conducted to determine if the order in which people completed 
the two questionnaires affected their responses to how much they desired to be valued, how 
valued and how hurt they would have felt in response to each hypothetical situation, and their 
relational devaluation scores. Only three of the thirty t-tests produced results that were 
significant at the .10 level but these results were not significant in the following multiple 
regression analyses that will be presented, so they will not be discussed.
In an attempt to collapse the statistical analyses across the ten hypothetical situations, 
principal components analyses were conducted on relational devaluation, how much one desired 
to be valued, how valued one would feel in response to each situation, and the seven rejection
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emotions. Each dependent variable, such as desire to be valued and relational devaluation, was 
entered individually to determine if the ten situations were consistently loading on to one 
component. Unfortunately, clear components did not consistently emerge and, therefore, the 
statistical analyses were conducted for each individual situation.
Relational Evaluation
Multiple hierarchical regression analyses were conducted to determine if risk in intimacy 
and gender predicted how much one desired to be valued by a particular relational partner. For 
Situation 1, the interaction between risk in intimacy and gender was moderately related to how 
much one desired to be valued by a good same-sex friend, F (3, 62) = 2.32, p < .10 and R2 = .10 
(see Table 2). For men, those high in risk in intimacy (high-RII individuals) wanted to be more 
valued by a same-sex friend than those low in risk in intimacy (low-RII individuals). For women, 
however, low-RII individuals wanted to be more valued by a same-sex friend than high-RII 
individuals (see Figure 1). For Situation 3, both risk in intimacy and gender were entered in step 
one and were significantly related to how much one desired to be valued by one’s best same-sex 
friend, F (2, 63) = 7.42, p < .01, and R2 = .19. Women wanted to more valued by a best same- 
sex friend when compared to men, and low-RII individuals wanted to be more valued by a best 
same-sex friend than high-RII individuals. When the interaction was entered in step two, the full 
model significantly predicted one’s desire to be valued by a best same-sex friend, F (3, 62) = 4. 
96, p < .01, but the interaction did not explain significantly more variance in desire to be valued, 
R2 change = .003, p > .10 (see Table 3). Neither risk in intimacy nor gender was significantly 
related to desire to be valued in any of the other situations.
Multiple hierarchical regression analyses were conducted to determine if risk in intimacy 
and gender predicted how much one would feel valued by a particular relational partner in 
response to each of the hurtful situations. For Situation 3, risk in intimacy and gender were 
regressed on how much one would feel valued by his/her best same-sex friend if he/she began to 
tell embarrassing stories about him/her at a party; this two-factor model was marginally 
significant, F (2, 63) = 2.44, p < .10 and R2 = .07. The beta weights suggest that risk in intimacy 
was not significantly related to how valued one would feel; gender, however, was significantly
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related to how valued one would feel with women feeling less valued in response to a best same- 
sex friend telling embarrassing stories at a party. When the interaction between risk in intimacy 
and gender was entered in step two, the model became nonsignificant, F (3, 62) = 1.60, p > .10 
(see Table 4). For Situation 6, risk in intimacy and gender were regressed on how much one 
would feel valued by one’s parents if they decided not to attend parents’ weekend in order to 
attend a neighborhood barbeque. Risk in intimacy and gender were moderately related to how 
valued one would feel by his/her parents in response to this situation, with F (2, 63) = 2. 80, p < 
.10 and R2 = .08. The beta weights, however, suggest that risk in intimacy was not significantly 
related to how valued one would feel, whereas gender was moderately related to how valued one 
would feel with women feeling less valued by their parents in this hypothetical situation. When 
the interaction between risk in intimacy and gender was entered in step two, the model became 
nonsignificant, F (3, 62) = 2.05, p > .10 (see Table 5). Neither risk in intimacy nor gender was 
significantly related to how valued one would feel in response to the other eight hypothetical 
situations.
Multiple hierarchical regression analyses were conducted in order to determine if gender 
and risk in intimacy predicted relational devaluation (defined as how much one would feel valued 
in response to each hurtful situation subtracted from how much one would like to be valued by a 
particular relational partner). For Situation 3 (best same-sex friend), risk in intimacy and gender 
were entered in step one and were significantly related to relational devaluation, F (2, 63) = 4. 21, 
p < .05 and R2 = .12. The beta weights suggest that risk in intimacy was not significantly related 
to relational devaluation, but gender was significantly related to relational devaluation with women 
experiencing more relational devaluation in response to a best friend telling embarrassing stories 
at a party than men. When the interaction between risk in intimacy and gender was entered in 
step two, the model was still significantly related to relational devaluation, with F (3, 63) = 2. 77, p 
< .05, but the full model did not explain significantly more variance in relational devaluation, R2 
change = .00, p > .10 (see Table 6).
For Situation 5 (current romantic partner starts dating another person), risk in intimacy 
and gender were entered in step one and were moderately related to relational devaluation, F (2,
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63) = 2. 83, p < .10 and R2 = .08. The beta weights suggest that risk in intimacy was not 
significantly related to relational devaluation; gender, however, was significantly related to 
relational devaluation with women feeling more devalued in response to a current romantic 
partner no longer being interested. When the interaction was entered in step two, the model did 
not significantly predict relational devaluation, F (3, 62) = 2.17, p > .10 (see Table 7). For 
Situation 6 (opposite-sex friend who does not initiate contact), risk in intimacy and gender were 
entered in step one and were not significantly related to relational devaluation, F (2, 63) = 2.28, p 
> .10. However, when the interaction was entered in step two, the full model was significantly 
related to relational devaluation, F (3, 62) = 2.71, p = .05 and R2 = .12 (see Table 8). For men, 
high-RII individuals experienced more relational devaluation than low-RII individuals did in 
response to an opposite-sex friend not initiating contact. For women, however, low-RII 
individuals experienced more relational devaluation than high-RII individuals did in this situation 
(see Figure 2). Finally, for Situation 10 (previous romantic partner avoids talking to participant), 
gender and risk in intimacy were entered in step one and were moderately related to relational 
devaluation, F (2, 63) = 3.01, p < .06, and R2 -  .09. The beta weights suggest that risk in 
intimacy was not significantly related to relational devaluation. Gender, however, was 
significantly related to relational devaluation, with women experiencing more relational 
devaluation in response to this situation (see Table 9). Neither risk in intimacy nor gender was 
significantly related to relational devaluation for the other six situations.
Risk in intimacy did not consistently affect relational devaluation. Although there were 
several interesting interactions between risk in intimacy and gender, there was only one 
significant main effect for risk in intimacy. Due to the large number of analyses that were 
conducted, it is most likely that this one main effect for risk in intimacy can be attributed to 
chance. Gender, however, was a moderately consistent predictor of relational devaluation with 
women experiencing more relational devaluation than men in three situations. Unfortunately, 
neither variable was a strong predictor of relational devaluation when considering the large 
number of analyses that were conducted.
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Hurt Feelings
Multiple hierarchical regression analyses were conducted to determine if risk in intimacy, 
relational devaluation and gender predicted hurt feelings in each of the ten hypothetical 
situations. For each situation, gender was entered in the first step; risk in intimacy was entered in 
the second step; relational devaluation was entered in the third step. Finally, both the interaction 
between risk in intimacy and gender and the interaction between risk in intimacy and relational 
devaluation were entered in the fourth step. The results will be discussed by grouping the 
situations together meaningfully. The first group of scenarios will include Situations 2, 7, and 8 
because in these hypothetical situations, participants imagined that they were interacting with 
either an acquaintance or a stranger. For Situation 2 (teacher avoids talking to the participant), 
gender was entered in the first step of the regression equation, and it explained a significant 
amount of variance in hurt feelings, R2 = .12, p < .01, with women experiencing more hurt feelings 
than men. Risk in intimacy was entered in the second step and accounted for a moderately 
significant amount of variance in hurt feelings, R2 change = .04, p <  .10, with high-RII individuals 
feeling less hurt than low-RII individuals. Relational devaluation was entered in the third step and 
accounted for a significant amount of variance in hurt feelings, R2 change = .24, p < .001, with 
more relational devaluation being associated with an increased likelihood to experience hurt 
feelings. The interactions between risk in intimacy and gender and relational devaluation and risk 
in intimacy did not account for a significant amount of the variance in hurt feelings, R2 change = 
.00, p > .10 (see Table 10). For Situation 7 (a sales clerk does not help the participant at a nice 
clothing store), gender was entered in step one and accounted for a significant amount of 
variance in hurt feelings, R2 = .09, p < .05, with women being more likely to feel hurt than men. 
Relational devaluation was entered in step three and accounted for a significant amount of 
variance in hurt feelings, R2 change = .11, p < .01, such that increased relational devaluation was 
associated with a greater likelihood to feel hurt (see Table 11). For Situation 8 (acquaintance 
ignores the participant around campus), relational devaluation was entered in step three and 
accounted for a significant amount of variance in hurt feelings, R2 change = .29, p < .001, such
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that participants who experienced more relational devaluation were more likely to feel hurt (see 
Table 12).
The second group of scenarios will include Situations 1, 3, and 9 because in these 
hypothetical situations, participants imagined that they were interacting with either close same- 
sex friends or their parents. For Situation 1(good same-sex friend cancels plans to go to a movie), 
the full model accounted for a significant amount of the variance in hurt feelings, F (5, 60) = 7.42, 
p < .001 and R2 = .38. Although all four steps of the model were significant, only gender and 
relational devaluation were significantly related to hurt; women were more likely to experience 
hurt feelings and people who experienced more relational devaluation were more likely to feel 
hurt (see Table 13). For Situation 3 (best same-sex friend tells embarrassing stories at a party), 
gender was entered in step one and accounted for a significant amount of variance in hurt 
feelings, R2 = .14, p < .01, with women being more likely to experience hurt feelings than men. 
Relational devaluation also accounted for a significant amount of variance in hurt feelings, R2 
change = .25* p < .001, such that people who experienced more relational devaluation were more 
likely to feel hurt. The interactions between risk in intimacy and gender and relational devaluation 
and risk in intimacy were entered in step four and accounted for a significant amount of the 
variance in hurt feelings, R2 change = .06, p < .05. The beta weights suggest that the interaction 
between risk in intimacy and relational devaluation was not significantly related to hurt feelings. 
The interaction between risk in intimacy and gender was significantly related to hurt feelings. For 
men, high-RII individuals were more hurt in this hypothetical rejection situation than low-RII 
individuals; for women, however, low-RII individuals experienced more hurt feelings than high-RII 
individuals in response to this hypothetical scenario (see Table 14 and Figure 3). For Situation 9 
(parents cancel plans to come visit in order to attend a neighborhood barbeque), gender was 
entered in step one and predicted a significant amount of variance in hurt feelings, R2 -  .10, p < 
.05, such that women felt more hurt than men by their parents. Relational devaluation was 
entered in step three and accounted for a significant amount of variance in hurt feelings, R2 
change = .17, p < .001, such that the increased relational devaluation was associated with a 
greater likelihood to experience hurt feelings (see Table 15).
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The final group of scenarios will include Situations 4, 10, 5, and 6 because in these 
hypothetical situations, participants imagined that they were interacting with opposite-sex friends, 
romantic partners or romantic interests. For Situation 4 (one’s secret attraction does not seem 
interested in having a conversation), gender was entered in the first step and accounted for a 
moderately significant amount of variance in hurt feelings, R2 = .05, p < .10, such that women 
were more likely to feel hurt. The interactions between risk in intimacy and gender and relational 
devaluation and risk in intimacy were entered in step four and accounted for a significant amount 
of variance in hurt feelings, R2 change = . 11, p < .05 (see Table 16). There was a significant 
interaction between risk in intimacy and gender; low-RII men felt more hurt in this situation than 
high-RII men, but high- and low-RII women felt equally hurt by this situation (see Figure 4). There 
was also a significant interaction between risk in intimacy and relational devaluation. For high-RII 
individuals, both those who had experienced low and high relational devaluation felt equally hurt 
by the situation. For low-RII individuals, however, those who experienced less relational 
devaluation felt less hurt by the situation than those who had experienced more relational 
devaluation (see Figure 5). Finally, for Situation 10 (previous romantic partner avoids talking to 
the participant), gender was entered in step one and accounted for a significant amount of 
variance in hurt feelings, R2 = .06, p < .05, such that women were more likely to feel hurt by a 
previous romantic partner. Relational devaluation was entered in step three and accounted for a 
significant amount of variance in hurt feelings, R2 change = .27, p < .001, such that those who 
experienced more relational devaluation were more likely to feel hurt (see Table 17). Risk in 
intimacy, relational devaluation and gender did not predict a significant amount of variance in hurt 
feelings for Situations 5 and 6.
Other Rejection Emotions
Additional multiple regression analyses were conducted to determine whether risk in 
intimacy, gender and relational devaluation predicted other rejection emotions. According to the 
definitions of the rejection emotions (Leary et al., 2001), relational devaluation could possibly 
predict hurt feelings, as well as some other rejection emotions, for each particular hypothetical 
situation. In all of the analyses of the other rejection emotions, risk in intimacy predicted only one
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emotional reaction in one situation. The full model predicted a significant amount of the variance 
in loneliness for situation nine, F (3, 62) = 9.38, p < .001 and R2 = .31 (see Table 18). Gender 
predicted a significant amount of variance in loneliness, R2 change = .07, p < .05, such that 
women were more likely to experience loneliness than men were in reaction to this situation.
Risk in intimacy predicted a significant amount of variance in loneliness, R2 change = .06, p < .05, 
such that increased risk in intimacy was associated with greater loneliness. Relational 
devaluation also predicted a significant amount of variance in loneliness, R2 change = .19, p < 
.001, such that people who experienced greater relational devaluation were more likely to feel 
lonely. Because there were so many regression analyses conducted to examine the other 
rejection emotions, the one significant effect that was found is most likely due to error. 
Unfortunately, risk in intimacy was not a consistent predictor of the other rejection emotions.
Discussion
The main goal of this study was to examine the relationship between perceptions of risk 
in intimacy and relational devaluation. It was predicted that those high in risk in intimacy would 
experience more relational devaluation than those low in risk in intimacy when reacting to ten 
hypothetical rejection scenarios. It was predicted, however, that high-RII individuals would report 
feeling more relationally devalued than low-RII individuals for two different reasons. It was 
hypothesized that high-RII individuals might desire to be too valued by their relational partners 
when compared to low-RII people. Assuming that high-and low-RII individuals would feel equally 
as devalued after being rejected, high-RII people would experience more relational devaluation 
than low-RII people because they desired to be too valued by their relational partners (see Table 
19 for a summary of the primary findings in the study).
When risk in intimacy and gender were regressed on desire to be valued for each of the 
ten situations, there were only two statistically significant findings that emerged. First, in Situation 
1 (good same-sex friend), there was a moderately significant interaction between risk in intimacy 
and gender. High-RII men wanted to be more valued by a good same-sex friend than low-RII 
men. Low-RII women, however, wanted to be more valued by a good same-sex friend than high- 
RII women. Although an interaction between risk in intimacy and gender was not predicted, this
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is an interesting finding. It is possible that perceptions of risk in intimacy affect men and women 
differently, causing them to exhibit behavior that is not stereotypically associated with their 
gender. This possibility will be discussed in more detail later, after presenting other similar 
findings. For Situation 3, women wanted to be more valued by their best same-sex friends than 
men did, and low-RII people wanted to be more valued by their best same-sex friends than high- 
RII people. Although gender differences were not predicted for desire to be valued by one’s best 
same-sex friend, this is not a surprising finding. Relationships are stereotypically more important 
to women than to men so it is not shocking that women would indicate that they would like to be 
more valued by their best same-sex friend. This might also reflect a difference in men and 
women’s best same-sex friendships. Research has demonstrated that women are more likely to 
discuss problems and emotions with their same-sex friends whereas men are more likely to 
discuss events, such as sports (Derlega et al., 1993). Furthermore, talking is more important in 
women’s same-sex friendships, whereas men are more likely to participate in an activity with their 
same-sex friends (Derlega et al., 1993). Since talking is more important in women’s best same- 
sex friendships and because research has also shown that women are more likely to talk about 
emotions and problems, then it is possible that women would desire to be valued more by their 
best same-sex friends.
On the other hand, it was hypothesized that high-RII individuals would experience more 
relational devaluation because they would feel more devalued after being rejected than their low- 
RII counterparts. Therefore, although high-and low-RII individuals generally desire to be equally 
valued by their relational partners, high-RII people may feel more devalued after being rejected 
and thus, would experience more relational devaluation. Multiple hierarchical regression 
analyses were conducted to determine if risk in intimacy and gender predicted how much one 
would feel valued in response to the ten hypothetical situations. The results demonstrated that 
women felt less valued by their relational partners in response to two of the hypothetical 
situations. The two hypothetical situations are similar because they both involve platonic intimate 
relational partners. One situation involves parents hurting one’s feelings and the other involves 
one’s best same-sex friend behaving in a rejecting manner. The results suggest that women felt
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less valued than men felt after being hurt by either their best same-sex friend or their parents. 
Although these results were not hypothesized, this is not a surprising finding because 
relationships are stereotypically more important to women than to men. It is interesting to note, 
however, that along with feeling less valued by their best same-sex friend, women also wanted to 
be more valued than men did by their best same-sex friend. Again, this may simply be an 
indication of the differences in men’s and women’s best same-sex friendships. As was earlier 
discussed, women are more likely to talk about their emotions and discuss their problems. By 
revealing more about their personal problems, women might also be more likely to feel devalued 
by their best same-sex friend. In other words, by self-disclosing more to their best same-sex 
friends, women are more susceptible to being rejected by these friends (Derlega et al., 1993). 
Women, however, felt more devalued than men felt in only two situations out often possible 
hypothetical scenarios, and therefore, the results must be interpreted with caution.
It was also predicted that high-RII individuals would experience more relational 
devaluation than low-RII individuals in response to the ten hypothetical situations. When gender 
and risk in intimacy were regressed on relational devaluation, the findings suggested a similar 
pattern for the effect of gender, such that women experienced significantly more relational 
devaluation than men experienced in three of the hypothetical situations. Again, although this 
relationship between gender and relational devaluation was not hypothesized, it is not surprising. 
As was demonstrated in the earlier analyses, women wanted to be more valued than men desired 
to be valued in one of the hypothetical situations. Furthermore, women felt less valued than men 
did after being hypothetically rejected in two of the hypothetical scenarios. Therefore, because 
relational devaluation is defined as how valued one feels by a relational partner subtracted from 
how valued one desires to be valued by a relational partner, women should also experience more 
relational devaluation than men experience. Interestingly, there was also an interaction between 
risk in intimacy and gender for Situation 6, which was characterized by an opposite-sex friend not 
initiating contact with the participant. For men, high-RII individuals experienced more relational 
devaluation than low-RII individuals did in response to an opposite-sex friend not initiating 
contact. For women, however, low-RII individuals experienced more relational devaluation than
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high-RII individuals did in this situation. This interaction is similar to an aforementioned finding in 
which high-RII men wanted to be more valued than low-RII men, but low-RII women wanted to be 
more valued than high-RII women did. Again, it is possible that risk in intimacy affects men and 
women differently and this will be further discussed later.
Because it was predicted that high-RII individuals would experience more relational 
devaluation than low-RII individuals, it was also hypothesized that high-RII people would feel 
more hurt than low-RII individuals. According to Leary et al. (2001), hurt feelings occurs when 
“another person does not view his or her relationship with the individual to be as important, close 
or valuable as the individual desires” (p. 160). Therefore, people will feel hurt when there is a 
discrepancy between how much they desire to be valued by a relational partner and how much 
they feel valued by a relational partner. Leary et al. (2001) refer to this discrepancy as low 
relational evaluation, or relational devaluation. Therefore, it was hypothesized that if high-RII 
individuals experience more relational devaluation than low-RII individuals experience in reaction 
to the ten hypothetical rejection scenarios, then high-RII individuals should also feel more hurt 
than low-RII people. When risk in intimacy, relational devaluation, and gender were regressed on 
hurt feelings, both gender and relational devaluation predicted hurt feelings for many of the ten 
hypothetical situations. Gender predicted a significant amount of variance in hurt feelings in 
seven of the hypothetical scenarios, suggesting that women felt more hurt by these situations 
than men did. Again, while this finding was not predicted, it is not surprising because to the 
extent that women consider relationships to be more important, they should experience more 
relational devaluation after being rejected, and should therefore feel more hurt. Relational 
devaluation also predicted a significant amount of variance in hurt feelings in seven of the 
hypothetical situations, suggesting that people who feel more relationally devalued also feel more 
hurt. This finding replicates a previous study (Hechenbleikner & Leary, 1999) and supports the 
relational devaluation hypothesis that was previously discussed. This hypothesis states that 
people should experience one of the rejection emotions (i.e., hurt feelings, sadness) when there 
is a significant discrepancy between how much they desire to be valued by their relational 
partners and how valued they actually feel by these people (Leary et al., 2001).
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Along with supporting the relational devaluation hypothesis, there were also several 
interesting interactions found in this set of analyses. First, for Situation 3 (best same-sex friend 
tells embarrassing stories), there was a significant interaction between risk in intimacy and 
gender. High-RII men were more hurt by Situation 3 than low-RII men, whereas low-RII women 
felt more hurt than high-RII women did by this hypothetical scenario. This is similar to several 
aforementioned findings in which the expression of risk in intimacy appears to be different for 
men and women. There were also two significant interactions found when Situation 4 (secret 
attraction is uninterested) was analyzed. There was a significant interaction between risk in 
intimacy and gender. While high- and low-RII women felt equally hurt by this situation, low-RII 
men experienced more hurt in response to this scenario than high-RII men did. This interaction 
between risk in intimacy and gender is different from the other risk in intimacy by gender 
interactions that have been discussed. The previous interactions between risk in intimacy and 
gender have demonstrated that, when responding to certain rejection scenarios, high-RII men felt 
more hurt than low-RII men, whereas low-RII women felt more hurt than high-RII women felt. 
Although these interactions were not predicted, they are interesting because they demonstrate 
that increased risk in intimacy affects men and women differently. A possible explanation for 
these interactions will be presented later. Lastly, there was also a significant interaction between 
risk in intimacy and relational devaluation for Situation 4. For low-RII people, those who reported 
less relational devaluation felt less hurt by the scenario than those who had experienced more 
relational devaluation. For high-RII individuals, however, those who had reported low and high 
relational devaluation felt equally hurt by the situation. Apparently, high-RII individuals were 
particularly sensitive to being rejected by someone who does not know of the attraction. This 
situation is unlike others in which the nature of the relationship is mutually acknowledged. Thus, 
regardless of how much relational devaluation they experience, their hopes have been “crushed”. 
It is logical, then, that they experience hurt feelings.
To determine if risk in intimacy, gender and relational devaluation predicted other 
rejection emotions, additional multiple regression analyses were conducted. These additional 
analyses were conducted because all of the rejection emotions discussed by Leary et al. (2001)
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share the common thread of relational devaluation. Therefore, it was hypothesized that relational 
devaluation might predict some of the other rejection emotions depending on the nature of each 
individual situation. For example, in one of the scenarios, a romantic partner tells his/her partner 
that he/she wants to end their relationship because he/she is dating another person. In this 
particular situation, relational devaluation might predict hurt feelings, sadness and jealousy. 
Therefore, additional analyses were conducted to determine if relational devaluation predicted 
any of the other six rejection emotions. Unfortunately, risk in intimacy was only a significant 
predictor of one of the other rejection emotions (loneliness) in one situation. Because of the large 
number of analyses that were conducted, it is likely that this one significant finding is due to 
chance and that risk in intimacy did not have a significant effect on the other rejection emotions.
It was predicted that increased risk in intimacy would be associated with feeling more 
relationally devalued and more hurt. Although there were no predictions about the effects of 
gender, the results showed an interesting trend suggesting that perceptions of risk in intimacy 
affect men and women differently. Three interactions between risk in intimacy and gender 
demonstrated a similar pattern. Whereas high-RII men desired to be more valued than low-RII 
men, low-RII women desired to be more valued than high-RII women by a good same-sex friend. 
Whereas high-RII men felt more relationally devalued than low-RII men, low-RII women felt more 
relationally devalued than high-RII women by an opposite-sex friend. Finally, whereas high-RII 
men felt more hurt than low-RII men, low-RII women felt more hurt than high-RII women by a best 
same-sex friend. In other words, high-RII women consistently reported less concern about 
relationships than did low-RII women whereas low-RII men consistently reported less concern 
about relationships than did high-RII men. One possible explanation for this trend is that people 
with increased perceptions of risk in intimacy behave differently from what would be expected 
according to their gender roles. For example, relationships are stereotypically more important to 
women than they are to men. However, high-RII women might be using denial as a defense 
mechanism. That is, they may be behaving as if relationships are not important to them and they 
express less desire to be valued by a relational partner and feel less hurt when rejected by 
another person. On the other hand, men are stereotypically less concerned about relationships
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than women. High-RII men, however, might be behaving as if relationships are extremely 
important to them and they express an increased desire to be valued by their relational partners 
and feel more hurt when rejected by another individual.
Interestingly, Pilkington and Woods (2000) found a similar pattern of results in their first 
study. When participants were presented with events that were not blatant risks, there were 
differences in response times between high- and low-RII individuals. Whereas high-RII men had 
a more chronically accessible risk schema than low-RII men, low-RII women had a more 
chronically accessible risk schema than high-RII women did. It is possible that having a more 
chronically accessible risk schema would affect one’s reactions to rejection by making one more 
sensitive to being rejected. This would explain why low-RII women and high-RII men felt more 
devalued and more hurt than high-RII women and low-RII men felt. However, this would not 
explain why low-RII women and high-RII men wanted to more valued by a relational partner than 
the high-RII women and low-RII men did in one of the hypothetical situations. It would seem 
logical that if a person had a more chronically accessible risk schema, he/she would not desire to 
be too valued by a relational partner. It is possible, however, that the accessibility of one’s risk 
schema would have a stronger effect on one’s behavior when reacting to ambiguous rejection 
situations, rather than blatant rejection situations. In the current study, participants reacted to ten 
hypothetical rejection situations that were obviously rejection scenarios. In the Pilkington and 
Woods (2000) study, there was no difference between high- and low-RII individuals’ reaction 
times when they were interpreting events that were obviously risky. Therefore, while it is 
interesting to note that Pilkington and Woods (2000) found a similar pattern of results to the 
current study, the relationship between schema accessibility and reactions to rejection is unclear. 
Future research is clearly needed.
While there were some interesting findings to emerge from the current study, there were 
also some problems and limitations with this study. First, participants were asked to imagine how 
they would react to ten hypothetical situations and it can be difficult for people to predict how they 
would react after being rejected by various relational partners. Therefore, it would be useful to 
conduct a study to examine the relationship between risk in intimacy and the rejection emotions in
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which participants would actually be rejected or accepted in the laboratory. Another possibility is 
to have participants write about their own personal rejection experiences (Leary et al., 1998). 
Furthermore, one could also ask participants to record the rejection emotions that they 
experience in a daily diary (Wheeler & Nezlek, 1977). Either one of these methods would be a 
better way to assess the relationship between risk in intimacy, relational devaluation and the 
rejection emotions.
Another weakness with the current study is that there was a great deal of inconsistency 
with regard to the risk in intimacy findings. Although it was predicted that increased risk in 
intimacy would be associated with more relational devaluation and more hurt, this did not occur 
consistently across the ten hypothetical situations. Furthermore, the interesting aforementioned 
interactions between risk in intimacy and gender did not occur consistently across the ten 
scenarios, so the risk in intimacy findings must be interpreted with caution. It was expected that 
this study would help with the understanding of the relationship between risk in intimacy and the 
rejection emotions but this relationship is still unclear. The only consistent findings that emerged 
from this study were related to gender and relational devaluation. Women often felt more hurt 
and relationally devalued than men felt, and people who had experienced more relational 
devaluation also felt more hurt than those who experienced less relational devaluation. The 
relational devaluation finding, however, was predicted because it was a replication of another 
study (Hechenbleikner & Leary, 1998) and although the gender findings were not predicted, they 
are not surprising.
Although the risk in intimacy findings were inconsistent, it should be noted that three of 
the four situations in which an interaction between risk in intimacy and gender emerged were 
similar. In these situations, the participants imagined being rejected by an established intimate 
relational partner (e.g. best same-sex friend) and the consequences of this rejection were 
unclear. For example, in one situation, each participant imagined that his/her good same-sex 
friend cancelled plans to go to a movie with him/her at the last minute in order to go to a party. 
This situation involves a person with whom the participant has an established intimate 
relationship (good same-sex friend). Furthermore, there is not a clear relational outcome to one’s
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good same-sex friend behaving in this manner and therefore, participants’ perceptions of risk in 
intimacy will be more important in predicting how hurt they will be by this particular situation. 
These situations are drastically different from some of the other situations in the hypothetical 
rejection scenarios questionnaire. For example, in another situation, each participant imagined 
that his/her current romantic partner does not want to date any longer because he/she is 
interested in someone else. Although this situation does involve a relationship with an 
established intimate relational partner, the relational outcome is very clear so people’s 
perceptions of risk in intimacy will not be as important in predicting how hurt they will feel. 
Research has shown that individual differences (such as perceptions of risk in intimacy) are more 
likely to emerge in the context of weak situations, as opposed to stronger situations (Monson, 
Hesley, & Chernick, 1982)). Because the relational outcome was unclear in the three 
aforementioned situations, these situations could be seen as weaker than a situation in which the 
relational outcome is apparent (e.g. current romantic partner no longer interested). In sum, it is 
possible that the risk in intimacy effects occurred only in the situations in which they should have 
occurred. In these situations, there was a potential, unclear threat to an established relationship, 
and there was ambiguity about the implications of the person’s rejecting behavior.
To fully understand the relationship between risk in intimacy and the rejection emotions, 
future research might also need to consider intimacy motivation, defined as one’s readiness for 
open, warm, communicative relationships (McAdams, 1989). Although people have different 
perceptions of risk in intimacy, they also have different intimacy needs with some people being 
more open to close relationships than others. Pilkington and Woods (2000) also suggested that 
along with having a risk in intimacy schema, people are likely to have a benefits-of-intimacy 
schema. Although a person may perceive many risks in intimacy, he/she could also perceive 
many benefits in intimacy. It seems that one’s intimacy motivation or benefits-of-intimacy schema 
would affect one’s reactions to rejection. By including this additional variable in future research, a 
clearer relationship between risk in intimacy and the rejections emotions might emerge.
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Table 
18
Effects 
of Risk 
in 
Intim
acy, Gender, and 
Relational Devaluation 
on 
Loneliness 
for Situation 
Nine
Risk in 58
Table 19
Summary o f Primary Findings
A. Dependent Variable: Desire to be Valued by a Relational Partner
Situation Effect Direction of the Effect
1 Rll x Gender Interaction Men: High-Rlls > Low-Rlls
Women: Low-Rlls > High-Rlls
3 Main effect for Rll Low-Rlls > High-Rlls
Main effect for Gender Women > Men
B. Dependent Variable: How Valued One Would Feel after being Rejected by a Relational 
Partner
Situation Effect Direction of the Effect
3 Main effect for Gender Women < Men
6 Main effect for Gender Women < Men
C. Dependent Variable: Relational Devaluation
Situation Effect Direction of the Effect
3 Main effect for Gender Women > Men
5 Main effect for Gender Women > Men
6 Rll x Gender Interaction Men: High-Rlls > Low-Rlls 
Women: Low-Rlls > High-Rlls
10 Main effect for Gender Women > Men
D. Dependent Variable: Hurt Feelings
Situation Effect Direction of the Effect
1 Main effect for Gender Women > Men
Main effect for RD High RD > Low RD
2 Main effect for Gender Women > Men
Main effect for Rll High-Rlls > Low-Rlls
Main effect for RD High RD > Low RD
3 Main effect for Gender Women > Men
Main effect for RD High RD > Low RD
Rll x Gender Interaction Men: High-Rlls > Low-Rlls 
Women: Low-Rlls > High-Rlls
4 Main effect for Gender Women > Men
Rll x Gender Interaction Men: Low-Rlls > High-Rlls 
Women: High-Rlls = Low-Rlls
Rll x RD Interaction High-Rlls: Low RD = High RD 
Low-Rlls: Low RD < High RD
7 Main effect for Gender Women > Men
Main effect for RD High RD > Low RD
8 Main effect for RD High RD > Low RD
9 Main effect for Gender Women > Men
Main effect for RD High RD > Low RD
10 Main effect for Gender Women > Men
Main effect for RD High RD > Low RD
Note: Rll = Risk in Intimacy, RD = Relational Devaluation
continued on next page.
Risk in 59
E. Dependent Variable: Loneliness
Situation Effect Direction of the Effect
Main effect for Gender Women > Men
Main effect for Rll High-Rlls > Low-Rlls
Main effect for RD High RD > Low RD
Risk in 60
Appendix A
Gender:  Male  Female
This portion of the study is designed to examine how you would feel in several social 
situations. You will be asked to think of a certain person that you know—for example, you 
may be asked to think of a good friend. Then you will be asked some questions about this 
person, and asked to imagine how you would react if the person behaved in a certain way. 
As you read each situation, try to imagine it as vividly as you can.
Think of a good same-sexed friend who is no t your best friend. Write his or her initials 
here. ______
• How much do you want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that this friend agrees to go to a movie that you want to see. However, a few hours 
before the movie he or she calls to say he/she has decided to go to a party instead.
How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel each of these emotions:
Not at all 
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1
Disagree
strongly
1 2 3
1 2 3
2
Disagree
4 5 6
4 5 6
Disagree
somewhat
4
Agree
somewhat
5
Agree
6
Agree
strongly
This person’s behavior was due to something about him/her (i.e. 
type of person he/she is, the mood he/she was in).
The reason this person behaved in this way is not likely to 
change.
Risk in 61
1 2 3 4 5 6 The reason that this person behaved in this way is something 
that affects other areas of his/her life.
1 2 3 4 5 6 This person behaved this way on purpose rather than 
unintentionally.
1 2 3 4 5 6 This person’s behavior was motivated by selfish rather than 
unselfish concerns.
Think of a teacher that you like. Write his or her initials here.
• How much do you want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that you see this teacher on the quad and try to strike up a conversation. The teacher 
does not seem interested in talking to you and walks away.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel each of these emotions:
Not at all
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
2 3 4 5 6 This person’s behavior was motivated by selfish rather than
Risk in 62
unselfish concerns.
Think of your best friend of your own sex. Write his or her initials here._____
• How much do you want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
You and your best friend are at a party. Your friend starts telling other people private, 
embarrassing stories about you. You ask him or her to stop, but the stories continue.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel each of these emotions:
Not at all
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
1 2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
1 2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
1 2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
1 2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
1 2 3 4 5 6 This person’s behavior was motivated by selfish rather than
unselfish concerns.
Risk in 63
Think of a person to whom you are secretly attracted. Write his or her initials here.______
• How much do you want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that you get up the nerve to talk to this person at a party, but he or she does not seem 
interested in talking to you at all.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel each of these emotions:
Not at all
(D
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
2 3 4 5 6 This person’s behavior was motivated by selfish rather than
t//?selfish concerns.
Risk in 64
Think of someone with whom you have been or are currently romantically involved. (If you 
have not been involved with someone, imagine being romantically involved with 
someone.) Write his or her initials here.____
• How much did you (or do you) want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that this person tells you he or she has started seeing someone else and doesn’t want to 
be involved with you anymore.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel each of these emotions:
Not at all
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
2 3 4 5 6 This person’s behavior was motivated by selfish rather than
unselfish concerns.
Risk in 65
Think of a friend of the other sex (but someone who is not a romantic partner) who does 
not attend William and Mary. Write his or her initials here.______
• How much do you want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that you keep in touch with this friend by e-mailing them every few days and calling them 
every couple of weeks. After several months, it dawns on you that, although you try to stay in 
touch with this friend, he or she never initiates contact with you by writing or calling you first.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel for each of these emotions:
Not at all
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
2 3 4 5 6 This person’s behavior was motivated by selfish rather than
unselfish concerns.
Risk in 66
Think of a sales clerk in a nice clothing store.
• How much do you want this person to value his or her relationship with you (that is, to value 
you as a customer)?
Not at all Slightly Moderately Very Extremely
Imagine that you are in a nice, moderately expensive clothing store, shopping for clothes for an 
upcoming special event. Although you need assistance, the clerk acts as if you are not even 
there, probably because you are dressed in jeans and an old shirt.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel each of these emotions:
Not at all 
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
2 3 4 5 6 This person’s behavior was motivated by selfish rather than
unselfish concerns.
Risk in 67
Think of a student who you see in your classes, but who you do not know very well. Write 
his or her initials here (if you know their initials).______
• How much did you (or do you) want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that you see this person walking with some other students on campus. You greet him or 
her with a smile, but the person acts as if you’re not there, even though you know he or she saw 
you.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much this person’s behavior would make you feel each of these emotions:
Not at all
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement,
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
1 2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
1 2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
1 2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
1 2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
1 2 3 4 5 6 This person’s behavior was motivated by selfish rather than
unselfish concerns.
Risk in 68
Are you closer to your mother or your father, or are you equally as close to both o f your parents? 
 M other Father Both
Think of this parent (the one that you are closer to) or both of your parents if you are 
equally as close to your mother and your father.
• How much do you want this parent/your parents to value their relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that this parent/your parents promised to come to visit you for a weekend, and you are 
really looking forward to their visit. However, a few days beforehand, they call to say that they 
are not coming because they are going to a neighborhood barbeque that weekend.
• How much would their behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Rate how much their behavior would make you feel each of these emotions:
Not at all 
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that they valued their relationship with you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
2 3 4 5 6 This person’s behavior was motivated by selfish rather than
unselfish concerns.
Risk in 69
Think of someone you once dated or with whom you were romantically involved. Write his 
or her initials here._____
• How much do you still want this person to value his or her relationship with you?
Not at all Slightly Moderately Very Extremely
Imagine that you see this person walking toward you but that, when they see you, they take a 
different path to avoid having to talk to you.
• How much would this person’s behavior hurt your feelings?
Not at all Slightly Moderately Very Extremely
Please rate how much this person’s behavior would make you feel on each of these emotions:
Not at all 
(1)
Slightly
(2)
A little 
(3)
Moderately
(4)
Quite a bit 
(5)
Very
(6)
Extremely
(7)
Ashamed
Embarrassed
Lonely
Sad
Guilty
Jealous
• If this happened, how much would you feel that this person valued his or her relationship with 
you?
Not at all Slightly Moderately Very Extremely
Please circle the number that indicates how much you agree or disagree with each statement, 
using the rating scale below.
1 2 3 4 5 6
Disagree Disagree Disagree Agree Agree Agree
strongly somewhat somewhat strongly
2 3 4 5 6 This person’s behavior was due to something about him/her (i.e.
type of person he/she is, the mood he/she was in).
2 3 4 5 6 The reason this person behaved in this way is not likely to
change.
2 3 4 5 6 The reason that this person behaved in this way is something
that affects other areas of his/her life.
2 3 4 5 6 This person behaved this way on purpose rather than
unintentionally.
2 3 4 5 6 This person’s behavior was motivated by selfish rather than
t/nselfish concerns.
Risk in 70
Appendix B
Gender:________ Male  Female
Please respond to the following statements, according to the following scale:
1-very strongly disagree; 2-moderately disagree; 3-slightly disagree; 4-slightly agree; 5- 
moderately agree; 6-strongly agree.
  It is dangerous to get really close to people.
  I prefer that people keep their distance from me.
  I’m afraid to get really close to someone because I might get hurt.
  At best, I can handle only one or two close friendships at a time.
  I find it difficult to trust other people.
  I avoid intimacy.
  Being close to others makes me feel afraid.
  I’m hesitant to share personal information about myself.
  Being close to people is a risky business.
  The most important thing to consider in a relationship is whether I might get hurt.
Risk in 71
Appendix C
1. A good same-sex friend cancels plans to go to a movie with you at the last minute, because 
he/she is going to a party instead.
2. A teacher that you like sees you around campus and you try to strike up a conversation but 
he/she doesn’t seem interested in talking to you and walks away.
3. You are at a party with your best same-sex friend, and he/she starts telling embarrassing, 
private stories about you. You ask him/her to stop but the stories continue.
4. You get up the nerve to talk to a person that you are secretly attracted to while you’re at a
party, but he/she doesn’t seem interested in talking to you at all.
5. A person that you are currently romantically involved with tells you that he or she has started
seeing someone else and doesn’t want to be involved with you anymore.
6 . You keep in touch with an opposite-sex friend by e-mailing or calling him/her every few
weeks. After several months, it dawns on you that, although you try to stay in touch with this
friend, he or she never initiates contact with you by writing or calling you first.
7. A sales clerk in a nice clothing store acts as if you are not there, probably because you are 
dressed in jeans and an old shirt.
8. You see an acquaintance around campus and he/she is walking with some friends. You 
greet him or her with a smile, but the person acts as if you’re not there, even though you 
know he or she saw you.
9. Your parent/parents promised to come to visit you for a weekend, and you are really looking 
forward to their visit. However, a few days beforehand, they call to say that they are not 
coming because they are going to a neighborhood barbeque that weekend.
10. You see someone that you have previously been romantically involved with. You see this 
person walking towards you, but when he/she sees you, he/she takes a different path to 
avoid having to talk to you.
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