Search for the Rare Decay of the Neutral Kaon, KL-->?0?? by Hutcheson, Melissa
Search for the Rare Decay




A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
(Physics)
in The University of Michigan
2021
Doctoral Committee:
Professor Myron Campbell, Chair
Professor James Liu
Professor Sally Oey
Assistant Professor Joshua Spitz





c© Melissa A. Hutcheson 2021
All Rights Reserved
To all of my teachers, instructors, and professors, for encouraging me
and instilling in me a deep curiosity and a passion for learning,
and to Carl Sagan, for inspiring me to ponder the cosmos.
ii
Acknowledgements
This thesis was accomplished only with the tremendous support of many people.
Here, I would like to acknowledge their impact and offer my gratitude.
First and foremost, I would like to express my sincere appreciation and thanks
to my advisor and mentor, Professor Myron Campbell, who accepted me as an REU
student eight years ago and introduced me to KOTO and the world of high energy
experimental physics. Since then, Myron has guided me on my journey to graduate
school and throughout my graduate career, and in many ways, started me on the
path to obtaining this degree. He has helped me grow from an unsure yet enthusiastic
student to a confident and experienced researcher, he pushed me to tackle problems
that no one had yet solved, and he helped me gain confidence in approaching problems
and presenting my work. I appreciate and admire his patience, his overwhelming
optimism, his thoughtful clarity, and his realistic approach to academic research and
life in general. I will cherish all of the many bike rides in Japan, working on repairing
equipment together, and his seemingly endless stream of trivia facts. Thank you,
Myron, for everything.
I am deeply thankful for Dr. Monica Tecchio who I have also known now for eight
years, and who has been a steady source of DAQ and analysis knowledge, as well as
a close friend and colleague. While Monica wasn’t my official advisor, she supported
me every step of the way and often patiently walked me through the details of the
DAQ system or the analysis tasks at hand. It has been a joy to work alongside her
for so many years.
iii
I also want to deeply thank Dr. Brian Beckford and Dr. Stephanie Su for their
support and friendship throughout my graduate experience. I want to thank Brian
for his excellent advice, for his constant support and encouragement, and for not
allowing me to give up through all the ups and downs of graduate life. While he
provided me with invaluable guidance in analysis and research, he also inspired me
to continue to affect important and meaningful change and has given me a powerful
perspective on how to do so. I want to thank Stephanie for being my fellow graduate
student companion and for showing me the ropes as the senior graduate student. She
was often my guide and helped me understand the DAQ system and analysis and was
there for me through challenging times.
I will always appreciate my time and experiences with the above members of
the “OG” Michigan KOTO group as well as with the many Michigan KOTO group
members over the years– from beam time at J-PARC, to bike rides along the river
and to the fish market, and group dinners at Monica’s house. I enjoyed all of the hard
work and fun times together and I am extremely grateful and proud to be a part of
such a welcoming and inclusive group.
I must also express my sincere gratitude to all members of the KOTO collabora-
tion. In particular I want to thank Chieh (Jay) Lin and Satoshi Shinohara for being
my PhD comrades along this journey. Both Jay and Shinohara were very helpful
in answering my many questions and I have enjoyed working with them during our
PhD years. I want to express my sincere appreciation and thanks to Professor Taku
Yamanaka for his support and guidance, as well as for hosting me at Osaka Univer-
sity to work on analysis. I would also like to graciously thank all of the members of
the Osaka group for making my stay so welcoming. Additionally, I want to thank
my KOTO colleagues Professor Koji Shiomi, Professor Tadashi Nomura, Professor
Hajime Nanjo, Professor Nobuhiro Shimizu, Professor Yau Wah, Professor Yee Bob
Hsiung, Dr. Katsushige Kotera, Dr. Kota Nakagiri, and Dr. Ichinori Kamiji for their
iv
advice and discussions on research work at J-PARC and analysis. I am grateful to
all members of the collaboration who worked on the 2016–2018 data collection and
data analysis, as the effort and dedication required for this research is considerable.
I am forever thankful to be a part of this experiment and team of collaborators and I
appreciate the opportunities to participate in cutting-edge research, travel to different
countries, and present my work and ideas.
I want to give a special thanks to Dr. Nhan Tran, who was my collaborating
scientist and advisor at Fermilab for my SCGSR fellowship, as well as Dr. Lindsey
Gray who also helped guide my machine learning research project while I was there.
I appreciate all of their expertise and guidance on my project, as well as the tools
and skills that I developed thanks to their support. I also want to thank Yongyi Wu
for being a good roommate and someone to talk to while I was resident at Fermilab
and I want to thank Dr. Bo Jayatilaka for his friendship during my time there, as
well as for his continued support and friendship thereafter.
I am deeply thankful for all of the people who have supported me on this journey
and have helped me on my path to achieving this goal. I want to thank my professors
at Agnes Scott– Professor Chris De Pree, Professor Amy Lovell, Professor Nicole
Ackerman, Professor Paul Wallace, and Professor Art Bowling, for encouraging me,
guiding me, and giving me a strong physics foundation and creating such a fun and
welcoming environment in which to learn physics. I want to thank my best friends
and my companions for life, Kimberly Luong and Katie Butler, for being there for
me every step of the way and offering their unconditional love and support. I want
to thank my dear friend and college roommate, Lulu Liu, for being my unwavering
Manchurian warrior and for fun times in Japan together during my graduate studies.
I would like to thank Enrique Gamez, for being a supportive and understanding
friend, especially in the first couple of years of grad school when I was struggling with
coursework, and for always making me feel comfortable asking for help on problem
v
sets. I want to thank Dr. Kaleigh Fisher-Grant and Kyle Fisher-Grant for being such
wonderful roommates when I first moved to Michigan and for being such supportive
and down-to-earth friends throughout my PhD career. I also want to thank my current
roommate, Akari Oya, for her close friendship and steadfast support, for listening to
my struggles over writing this thesis, and for making a home with me in Michigan for
the past few years.
Finally, I would like to thank my adopted godparents, John and Amy Ellison, who
always encouraged me to pursue my interests in physics, astronomy, and science in
general, and whose enthusiasm drove me to reach for ever loftier goals. I am forever
grateful for my family for supporting my dreams and my education and for their love
and endless encouragement. I would like to give a special thanks to my father for
reading and providing feedback on every chapter of this thesis, and for always teaching
me to think critically and use my resources. I want to thank my mother for instilling
in me a love of learning and reading, and for her strong spirit and determination
that inspired me to pursue challenges with confidence. I want to thank my sisters,
Rebecca and Lucy, for their everlasting friendship and unquestioning support and
understanding, for always being real with me, and for always being there. I am also
thankful for my extended Graves family for their support and welcoming acceptance.







Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix
List of Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxii
Chapter
1. Introduction and Theory . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 The Standard Model of Physics . . . . . . . . . . . . . . . . . 2
1.2 CP Symmetry and Violation . . . . . . . . . . . . . . . . . . 3
1.3 Kaon Phenomenology . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1 K0 – K̄0 Mixing . . . . . . . . . . . . . . . . . . . . 4
1.4 The Cabibbo-Kobayashi-Maskawa Matrix . . . . . . . . . . . 7
1.4.1 Unitarity Triangles . . . . . . . . . . . . . . . . . . 8
1.5 The K0L → π0νν̄ Decay . . . . . . . . . . . . . . . . . . . . . 9
1.6 K+ → π+νν̄ and the Grossman-Nir Bound . . . . . . . . . . 12
1.7 Beyond SM Theories . . . . . . . . . . . . . . . . . . . . . . . 14
1.8 History of Experimental Searches and Previous Limits . . . . 14
1.9 Introduction to the KOTO Experiment . . . . . . . . . . . . 16
1.10 Objective and Overview of This Thesis . . . . . . . . . . . . . 17
2. Experimental Method . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1 Experimental Strategy . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 J-PARC Facility and Accelerator . . . . . . . . . . . 21
2.2.2 Proton Extraction . . . . . . . . . . . . . . . . . . . 24
vii
2.2.3 Hadron Experimental Facility . . . . . . . . . . . . 25
2.2.4 KL Beam Line . . . . . . . . . . . . . . . . . . . . . 26
2.3 KOTO Detectors . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.1 CsI Calorimeter . . . . . . . . . . . . . . . . . . . . 32
2.3.2 Front Barrel and Main Barrel . . . . . . . . . . . . 33
2.3.3 Inner Barrel . . . . . . . . . . . . . . . . . . . . . . 35
2.3.4 Main Barrel Charged Veto and Inner Barrel Charged
Veto . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.5 Neutron Collar Counter and HINEMOS . . . . . . . 36
2.3.6 Charged Veto . . . . . . . . . . . . . . . . . . . . . 37
2.3.7 Collar Counter 3 and Liner Charged Veto . . . . . . 38
2.3.8 Outer Charged Veto . . . . . . . . . . . . . . . . . . 39
2.3.9 Downstream Collar Counters . . . . . . . . . . . . . 40
2.3.10 Beam Pipe Charged Veto . . . . . . . . . . . . . . . 40
2.3.11 Beam Hole Charged Veto . . . . . . . . . . . . . . . 41
2.3.12 Beam Hole Photon Veto . . . . . . . . . . . . . . . 42
2.3.13 Beam Hole Guard Counter . . . . . . . . . . . . . . 43
2.3.14 Vacuum System . . . . . . . . . . . . . . . . . . . . 44
3. Data Acquisition System . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 Introduction to Triggering . . . . . . . . . . . . . . . . . . . . 46
3.2 DAQ Overview and Upgrades . . . . . . . . . . . . . . . . . . 46
3.2.1 DAQ System Layout . . . . . . . . . . . . . . . . . 48
3.2.2 Run 69 DAQ System . . . . . . . . . . . . . . . . . 50
3.2.3 Run 74/75 DAQ System . . . . . . . . . . . . . . . 51
3.2.4 Run 78 DAQ System . . . . . . . . . . . . . . . . . 52
3.2.5 Run 79 DAQ System . . . . . . . . . . . . . . . . . 53
3.3 MACTRIS+ Control and Fanout System . . . . . . . . . . . 54
3.4 ADC Module . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4.1 125 MHz ADC . . . . . . . . . . . . . . . . . . . . . 59
3.4.2 500 MHz ADC . . . . . . . . . . . . . . . . . . . . . 61
3.5 Michigan Level 1 Trigger . . . . . . . . . . . . . . . . . . . . 61
3.6 Michigan Level 2 Trigger . . . . . . . . . . . . . . . . . . . . 63
3.7 OFC and CDT Trigger System . . . . . . . . . . . . . . . . . 66
3.7.1 New L1 Trigger . . . . . . . . . . . . . . . . . . . . 68
3.7.2 New L2 Trigger . . . . . . . . . . . . . . . . . . . . 68
3.8 Level 3 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.8.1 Event Building and Packaging . . . . . . . . . . . . 71
3.8.2 L3 Software Cut . . . . . . . . . . . . . . . . . . . . 72
3.9 Data Compression . . . . . . . . . . . . . . . . . . . . . . . . 73
4. Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1 Overview of Data Collection . . . . . . . . . . . . . . . . . . 74
viii
4.2 2016–2018 Data Collection . . . . . . . . . . . . . . . . . . . 75
4.3 Trigger Selections . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.1 Physics Trigger . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Normalization Trigger . . . . . . . . . . . . . . . . . 79
4.3.3 Minimum Bias Trigger . . . . . . . . . . . . . . . . 80
4.3.4 Calibration Trigger . . . . . . . . . . . . . . . . . . 80
4.3.5 External Triggers . . . . . . . . . . . . . . . . . . . 80
4.4 Special Runs . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.1 Aluminum Target Runs . . . . . . . . . . . . . . . . 83
4.4.2 Muon Runs . . . . . . . . . . . . . . . . . . . . . . 85
4.5 DAQ Performance . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.1 L1 Livetime . . . . . . . . . . . . . . . . . . . . . . 87
4.5.2 L2 Livetime . . . . . . . . . . . . . . . . . . . . . . 88
4.5.3 L3 Livetime . . . . . . . . . . . . . . . . . . . . . . 89
4.5.4 DAQ Livetime . . . . . . . . . . . . . . . . . . . . . 90
5. Event Reconstruction and Selection . . . . . . . . . . . . . . . . 93
5.1 Overview of Analysis Strategy . . . . . . . . . . . . . . . . . 93
5.1.1 Background . . . . . . . . . . . . . . . . . . . . . . 95
5.1.2 Branching Ratio and Single Event Sensitivity . . . . 97
5.1.3 Signal Region and Blinded Region . . . . . . . . . . 99
5.2 Event Reconstruction . . . . . . . . . . . . . . . . . . . . . . 101
5.2.1 Energy and Timing Extraction from Waveform . . . 101
5.2.2 Clustering . . . . . . . . . . . . . . . . . . . . . . . 106
5.2.3 Photon Reconstruction . . . . . . . . . . . . . . . . 109
5.2.4 π0 Reconstruction . . . . . . . . . . . . . . . . . . . 111
5.2.5 K0L Reconstruction . . . . . . . . . . . . . . . . . . 114
5.3 K0L → π0νν̄ Event Selections . . . . . . . . . . . . . . . . . . 118
5.3.1 Data Selection Cuts . . . . . . . . . . . . . . . . . . 118
5.3.2 Trigger Bias Removal Cuts . . . . . . . . . . . . . . 119
5.3.3 Kinematic Cuts . . . . . . . . . . . . . . . . . . . . 120
5.3.4 Veto Cuts . . . . . . . . . . . . . . . . . . . . . . . 127
6. Monte Carlo Simulations . . . . . . . . . . . . . . . . . . . . . . 132
6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.1.1 Types of Simulation Methods . . . . . . . . . . . . . 133
6.2 KL Generation . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.2.1 KL Momentum Spectrum . . . . . . . . . . . . . . . 135
6.2.2 KL Incident Position and Direction . . . . . . . . . 136
6.3 KL Decay and Particle Interaction with Detectors . . . . . . 137
6.4 Neutron Generation . . . . . . . . . . . . . . . . . . . . . . . 138
6.5 Detector Response . . . . . . . . . . . . . . . . . . . . . . . . 138
6.6 Waveform Simulations . . . . . . . . . . . . . . . . . . . . . . 140
ix
6.7 Accidental Overlay . . . . . . . . . . . . . . . . . . . . . . . . 141
7. Normalization Analysis . . . . . . . . . . . . . . . . . . . . . . . . 143
7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
7.2 Event Selection for the Normalization Analysis . . . . . . . . 145
7.2.1 Data Selection Cuts . . . . . . . . . . . . . . . . . . 145
7.2.2 Trigger Bias Removal Cuts . . . . . . . . . . . . . . 146
7.2.3 Kinematic Cuts . . . . . . . . . . . . . . . . . . . . 146
7.3 Normalization Modes . . . . . . . . . . . . . . . . . . . . . . 150
7.3.1 K0L → 3π0 . . . . . . . . . . . . . . . . . . . . . . . 150
7.3.2 K0L → 2π0 . . . . . . . . . . . . . . . . . . . . . . . 153
7.3.3 K0L → 2γ . . . . . . . . . . . . . . . . . . . . . . . . 157
7.4 Normalization Analysis Calculations and Results . . . . . . . 159
7.4.1 Acceptance . . . . . . . . . . . . . . . . . . . . . . . 159
7.4.2 Cut Efficiencies . . . . . . . . . . . . . . . . . . . . 161
7.4.3 KL Yield and Flux . . . . . . . . . . . . . . . . . . 161
7.4.4 Total Number of Kaons . . . . . . . . . . . . . . . . 165
8. Background Estimation . . . . . . . . . . . . . . . . . . . . . . . 167
8.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
8.2 Masking Background . . . . . . . . . . . . . . . . . . . . . . . 168
8.3 KL Decay Background . . . . . . . . . . . . . . . . . . . . . . 169
8.3.1 K0L → π+π−π0 Background . . . . . . . . . . . . . . 170
8.3.2 K0L → 2π0 Background . . . . . . . . . . . . . . . . 172
8.3.3 K0L → 2γ Background . . . . . . . . . . . . . . . . . 175
8.3.4 K0L → 3π0 Masking Background . . . . . . . . . . . 177
8.3.5 Ke3 Masking Background . . . . . . . . . . . . . . 178
8.4 Neutron-Induced Background . . . . . . . . . . . . . . . . . . 179
8.4.1 Hadron-Cluster Background . . . . . . . . . . . . . 180
8.4.2 Upstream π0 Background . . . . . . . . . . . . . . . 183
8.4.3 CV-π0 Background . . . . . . . . . . . . . . . . . . 184
8.4.4 CV-η Background . . . . . . . . . . . . . . . . . . . 186
8.5 Summary of Background Estimation . . . . . . . . . . . . . . 188
9. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
9.1 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . 190
9.1.1 Geometric Acceptance . . . . . . . . . . . . . . . . 192
9.1.2 Trigger-Related Effects . . . . . . . . . . . . . . . . 193
9.1.3 Photon Selection Cuts . . . . . . . . . . . . . . . . 194
9.1.4 Kinematic Cuts for K0L → π0νν̄ . . . . . . . . . . . 195
9.1.5 Kinematic Cuts for K0L → 2π0 . . . . . . . . . . . . 195
9.1.6 Shape-Related Cuts . . . . . . . . . . . . . . . . . . 196
x
9.1.7 Veto Cuts . . . . . . . . . . . . . . . . . . . . . . . 196
9.1.8 Other Sources of Uncertainty . . . . . . . . . . . . . 196
9.1.9 Total Uncertainty . . . . . . . . . . . . . . . . . . . 197
9.2 Single Event Sensitivity . . . . . . . . . . . . . . . . . . . . . 197
9.3 Opening the Box . . . . . . . . . . . . . . . . . . . . . . . . . 199
9.3.1 Properties of the Candidate Events . . . . . . . . . 200
9.4 Additional Background Studies . . . . . . . . . . . . . . . . . 206
9.4.1 K± Background . . . . . . . . . . . . . . . . . . . . 207
9.4.2 Halo KL Background . . . . . . . . . . . . . . . . . 215
9.4.3 Other Backgrounds and Updated Background Esti-
mations . . . . . . . . . . . . . . . . . . . . . . . . . 216
9.5 Final Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
10. Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . 221
10.1 Discussion of Results . . . . . . . . . . . . . . . . . . . . . . . 222
10.1.1 Possible Interpretations of Candidate Events . . . . 223
10.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
10.3 Outlook and Future Work . . . . . . . . . . . . . . . . . . . . 229
10.3.1 Detector and Accelerator Upgrades . . . . . . . . . 230
10.3.2 DAQ Upgrades . . . . . . . . . . . . . . . . . . . . 236
10.3.3 Further Background Suppression . . . . . . . . . . . 237
10.4 Continuing the Search . . . . . . . . . . . . . . . . . . . . . . 239
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240




1.1 The Standard Model of particle physics. . . . . . . . . . . . . . . . 2
1.2 The kaon unitarity triangle in the ρ̄ – η̄ plane. . . . . . . . . . . . . 9
1.3 SM Feynman diagrams for the K0L → π0νν̄ decay. . . . . . . . . . . 10
1.4 K0L → π0νν̄ BSM diagrams. . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Branching ratios for K0L → π0νν̄ and K+ → π+νν̄ for various models. 13
1.6 The search history of K0L → π0νν̄. . . . . . . . . . . . . . . . . . . . 15
1.7 Members of the KOTO collaboration in June of 2018 (not all members
present). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1 Schematic view of the KOTO detectors with the signal decay shown. 20
2.2 Aerial view of the J-PARC research facility. . . . . . . . . . . . . . . 22
2.3 The J-PARC main ring showing the fast extraction and slow extrac-
tion systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Schematic layout of the proton slow extraction from the MR to
Hadron Hall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5 Schematic view of Hadron Hall. . . . . . . . . . . . . . . . . . . . . 25
2.6 Structural drawings of the T1 target (in mm). . . . . . . . . . . . . 26
2.7 The KL beam line in Hadron Hall. . . . . . . . . . . . . . . . . . . . 27
2.8 Schematic view of the KL beam line components. . . . . . . . . . . 27
2.9 The KL momentum spectrum at the beam exit measured in 2012
(black) with a Gaussian fit (red). . . . . . . . . . . . . . . . . . . . 28
2.10 The beam profile of kaons, neutrons, and photons simulated using
Geant3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.11 Schematic view of the KOTO detectors. . . . . . . . . . . . . . . . . 30
2.12 The external vacuum vessel houses most of the KOTO detectors. . . 31
2.13 Schematic front view of the CsI calorimeter (left) and a picture of
the detector during installation (right). . . . . . . . . . . . . . . . . 32
2.14 Cross-sectional view of the FB detector (left) and an individual mod-
ule (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.15 Cross-sectional view of the MB detector in the vacuum vessel (left)
and an individual MB module (right). . . . . . . . . . . . . . . . . . 34
2.16 Side view of the KOTO detectors with the IB shown in blue. The
K0L → 2π0 background is also depicted. . . . . . . . . . . . . . . . . 35
xii
2.17 The WLS fibers in a scintillator layer (top left), a trapezoidal module
(bottom left), and the IB before installation (right). . . . . . . . . . 35
2.18 Schematic cross section of the IBCV and MBCV detectors (blue). . 36
2.19 Schematic view of the NCC and HINEMOS. . . . . . . . . . . . . . 37
2.20 Schematic view of the CV detector. . . . . . . . . . . . . . . . . . . 38
2.21 Schematic view of the LCV and CC03 looking downstream (left) and
from the side (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.22 The OEV detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.23 The downstream collar counters with a front view (left) and a side
view (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.24 A BPCV detector module (left) and the BPCV in the beam pipe
(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.25 A new BHCV detector module (left) and its cell structure (right). . 42
2.26 A BHPV module (top) and the full BHPV detector (bottom). . . . 42
2.27 The BHGC detector details. . . . . . . . . . . . . . . . . . . . . . . 43
2.28 Schematic view of the vacuum system. . . . . . . . . . . . . . . . . 44
3.1 Layout of the DAQ system in Hadron Hall (not to scale). . . . . . . 49
3.2 The Run 69 DAQ System and data flow. . . . . . . . . . . . . . . . 50
3.3 The Run 74/75 DAQ System and data flow. . . . . . . . . . . . . . 52
3.4 The Run 79 DAQ System and data flow. . . . . . . . . . . . . . . . 54
3.5 The MACTRIS+ control board. . . . . . . . . . . . . . . . . . . . . 55
3.6 The MACTRIS+ front panel. . . . . . . . . . . . . . . . . . . . . . 56
3.7 The fanout board front panel. . . . . . . . . . . . . . . . . . . . . . 56
3.8 The data collection period during a six second spill cycle. . . . . . . 57
3.9 Pictures of the ADC modules. . . . . . . . . . . . . . . . . . . . . . 58
3.10 Digitization of an analog waveform. . . . . . . . . . . . . . . . . . . 60
3.11 Schematic of the ADC module illustrating the firmware logic (exclud-
ing changes made for Run 79). . . . . . . . . . . . . . . . . . . . . . 61
3.12 Schematic of the L1 trigger daisy-chain and information flow. . . . . 62
3.13 Center of Energy distribution for various KL decays. . . . . . . . . . 64
3.14 Schematic of the L2 trigger information flow. . . . . . . . . . . . . . 65
3.15 The CDT (left) and OFC (right) modules. . . . . . . . . . . . . . . 66
3.16 Schematic of the OFC and CDT system data and signal flow. . . . . 67
3.17 Energy deposition display of a six cluster event on the CsI calorimeter
(left) and the corresponding CDT map with six clusters (right). . . 69
3.18 The Banjo computer cluster. . . . . . . . . . . . . . . . . . . . . . . 70
3.19 The L3 data flow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.1 Accumulated POT (black) and beam power (red) over time from 2013
to 2018. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Accumulated POT (Phys. Corrected) (black) and beam power (red)
for the 2016–2018 physics runs. . . . . . . . . . . . . . . . . . . . . 77
4.3 CsI dead channels 356 and 357 (circled in yellow) were excluded in
the 2016–2018 analysis. . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.4 The CsI calorimeter divided into 12 sections for region cluster count-
ing for the calibration trigger. . . . . . . . . . . . . . . . . . . . . . 81
xiii
4.5 Amount of data collected during the 2016–2018 runs during beam time. 83
4.6 Locations of the Z0 and DVU Al targets in the KOTO detector system. 84
4.7 The Al targets used in the 2016–2018 data collection. . . . . . . . . 85
4.8 The L1 livetime ratio vs run number for run periods in 2016–2018. . 88
4.9 The L2 livetime ratio vs run number for run periods in 2016–2018. . 89
4.10 The L3 livetime ratio vs run number for run periods in 2016–2018. . 90
4.11 The overall DAQ livetime ratio vs run number for run periods in
2016–2018. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.1 Schematic explanation of the signal identification in KOTO. . . . . 94
5.2 Flow chart of the KOTO analysis process. . . . . . . . . . . . . . . 98
5.3 The signal region and the blinded region in the PT–Z plane (left) and
the MC distribution of K0L → π0νν̄ events in the PT–Z plane with
the signal cut selections applied (right). . . . . . . . . . . . . . . . . 99
5.4 PT and z distributions of the signal and various backgrounds without
any cut selections that help determine the signal region. . . . . . . . 100
5.5 Overview and flow of the reconstruction procedure. . . . . . . . . . 102
5.6 Waveform timing extraction with the constant fraction method (left)
and the parabola fitting method (right). . . . . . . . . . . . . . . . 104
5.7 Example of energy and timing extraction from waveforms from the
BHPV detector which has a 500 MHz sampling rate. . . . . . . . . . 105
5.8 Flow chart of the clustering procedure. . . . . . . . . . . . . . . . . 106
5.9 Examples of identifying clusters from cluster seeds. . . . . . . . . . 107
5.10 Distribution of crystal hit time relative to cluster hit time as a func-
tion of crystal energy. . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.11 Conceptual view of true photon hit position (Pγ) compared to the
COE position of the photon cluster (PCOE) due to the incident angle. 110
5.12 Schematic view of the π0 reconstruction. . . . . . . . . . . . . . . . 111
5.13 The correction to the KL decay vertex. . . . . . . . . . . . . . . . . 117
5.14 Example of a normal waveform (left) and a corrupted waveform (right).119
5.15 The accepted regions for the π0 kinematic cut. . . . . . . . . . . . . 123
5.16 K0L → π0νν̄ MC simulation of isolated hit crystal energy as a function
of distance from the nearest cluster with the isolated hit crystal veto
threshold shown in red. . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.1 The KL momentum spectrum used for the MC simulation. . . . . . 135
6.2 The illustrated criteria for generating KLs using the target image in
the x− z plane (left) and the y − z plane (right). . . . . . . . . . . 136
6.3 Example of light propagation inside a detector by multiple reflections. 139
7.1 Kinematic distributions for reconstructed K0L → 3π0 decays. . . . . 151
7.2 Kinematic distributions for reconstructed K0L → 3π0 decays. . . . . 152
7.3 Kinematic distributions for reconstructed K0L → 3π0 decays. . . . . 153
7.4 Kinematic distributions for reconstructed K0L → 2π0 decays. . . . . 155
7.5 Kinematic distributions for reconstructed K0L → 2π0 decays. . . . . 156
7.6 Kinematic distributions for reconstructed K0L → 2π0 decays. . . . . 157
7.7 Kinematic distributions for reconstructed K0L → 2γ decays. . . . . . 158
7.8 Kinematic distributions for reconstructed K0L → 2γ decays. . . . . . 159
xiv
7.9 The total acceptance for each normalization mode over all run periods
in 2016–2018. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.10 The kinematic and veto cut efficiencies for each normalization mode
in Run 79 51 kW. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.11 The KL flux for each normalization mode for all run periods in 2016–
2018. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.12 The total number of kaons at the beam exit for each normalization
mode for the 2016–2018 data set. . . . . . . . . . . . . . . . . . . . 166
8.1 Example of the masking background in which an accidental hit (red)
overlaps a true hit (green) and causes an incorrect calculation of the
event time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
8.2 Example of the K0L → π+π−π0 background mechanism. . . . . . . . 170
8.3 The estimated KL → π+π−π0 background contribution in each region
of the PT–Z plane without (left) and with (right) the KL → π+π−π0
DL cut at 90% signal acceptance. . . . . . . . . . . . . . . . . . . . 172
8.4 The estimated contribution in the PT–Z plane for the K
0
L → 2π0
background with a loose cut condition (left) and all of the cuts (right).175
8.5 Example of the scattered K0L → 2γ background mechanism. . . . . . 175
8.6 The estimated contribution in the PT–Z plane for the K
0
L → 2γ
background without (left) and with (right) the advanced shape cuts. 176
8.7 The estimated K0L → 3π0 background contribution in the PT–Z plane. 178
8.8 The estimated contribution in the PT–Z plane for the Ke3 masking
background. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
8.9 Mechanism for the hadron-cluster background in which a neutron
directly hits the calorimeter and produces a primary and then sec-
ondary hadronic shower. . . . . . . . . . . . . . . . . . . . . . . . . 180
8.10 The distribution of neutron events in the physics data (left) and in
the Z0 Al target control sample (right). . . . . . . . . . . . . . . . . 181
8.11 The estimated hadron-cluster background contribution in each region
of the PT–Z plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
8.12 Mechanism for the upstream π0 background. . . . . . . . . . . . . . 183
8.13 The estimated upstream π0 background contribution in each region
of the PT–Z plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
8.14 Mechanism for the CV-π0 background in which a neutron hits the
CV detector and produces a π0 which subsequently decays to two
photons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
8.15 The estimated CV-π0 background contribution in each region of the
PT–Z plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
8.16 The estimated background for CV-η in each region of the PT–Z plane.187
8.17 PT–Z plot of the observed data with the estimated number of back-
ground events in each region for the 2016–2018 K0L → π0νν̄ blind
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
9.1 The relative deviation of the geometric acceptance ratio with various
KL momentum spectrum parameters. . . . . . . . . . . . . . . . . . 192
xv
9.2 The PtZ plot after opening the box for the 2016–2018 K0L → π0νν̄
analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
9.3 PtZ plot of the candidate events with their assigned IDs. . . . . . . 201
9.4 A detailed look at the properties of event 0 in which an on-time pulse
in the rear NCC was masked by an accidental hit and not vetoed due
to the combination of all modules being used for the veto decision. . 202
9.5 The energy deposited in the calorimeter for event 1. . . . . . . . . . 203
9.6 The mis-treatment of the peak selection due to an incorrect nominal
time setting for event 2. . . . . . . . . . . . . . . . . . . . . . . . . 204
9.7 The FB energy deposits for event 3 (left) and the waveforms of the
hit which occurred just before the veto window (right). . . . . . . . 205
9.8 The energy deposited in the calorimeter for event 3. . . . . . . . . . 205
9.9 The energy deposited in the calorimeter for event (4). . . . . . . . . 206
9.10 The K± background mechanism. . . . . . . . . . . . . . . . . . . . . 208
9.11 Using the hit positions of the particles in the K± → π0π± reconstruc-
tion to calculate the momentum of the π±. . . . . . . . . . . . . . . 209
9.12 The reconstructed K± mass, the reconstructed π0 z position, and the
reconstructed K± momentum distributions for data and MC for the
K± → π0π± data collected in Run 85. . . . . . . . . . . . . . . . . . 210
9.13 The reconstructed K± mass vs π0 z vertex for Run 85 data (right)
and MC simulation (left). . . . . . . . . . . . . . . . . . . . . . . . . 211
9.14 The estimated background contribution in each region of the PT–Z
plane for the K± decays. . . . . . . . . . . . . . . . . . . . . . . . . 213
9.15 PtZ plots of the K± control sample data (left) and MC (right) with
the sweeping magnet turned off and all cuts used in the K0L → π0νν̄
analysis applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
9.16 The halo KL background mechanism occurs when a KL in the beam
scatters off the edge of the second collimator and decays via K0L → 2γ.215
9.17 The estimated background contribution in each region of the PT–Z
plane for the halo KL background. . . . . . . . . . . . . . . . . . . . 216
9.18 The open box results of the 2016–2018 K0L → π0νν̄ analysis. . . . . 219
9.19 The PT (left) and z (right) distributions in the signal region for the
expected background and the observed candidate events. . . . . . . 220
10.1 Constraints on the branching ratio of K0L → π0X (left) and the
lifetime of X (right) that can accommodate the KOTO events, the
Grossman-Nir bound, and the K+ → π+νν̄ experimental results. . . 224
10.2 The updated search history of K0L → π0νν̄. . . . . . . . . . . . . . . 228
10.3 The accumulated POT (black) and beam power (red) over time shows
KOTO’s data collection history. . . . . . . . . . . . . . . . . . . . . 229
10.4 Installation photos (Dec. 2018) of MPPCs on the upstream end of
the CsI calorimeter crystals. . . . . . . . . . . . . . . . . . . . . . . 230
10.5 Distribution of the timing difference seen for K0L → 3π0 events (pho-
tons, red) and Aluminum target data (neutrons, blue) with the MP-
PCs on the calorimeter. . . . . . . . . . . . . . . . . . . . . . . . . . 231
xvi
10.6 Installation photos of the DCV detector and its location within the
KOTO detector system. . . . . . . . . . . . . . . . . . . . . . . . . 232
10.7 PtZ plots of 40% of the 2019 data with (right) and without (left) the
DCV cut applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
10.8 The old (left) and new (right) T1 production targets in Hadron Hall
used to produce the neutral KL beam. . . . . . . . . . . . . . . . . 233
10.9 The location of the new iron wall installed in December of 2019 to
reduce accidental activity from the primary beam line. . . . . . . . 234
10.10 Picture of the prototype UCV (left) and the energy distribution of
the prototype UCV for data and MC. . . . . . . . . . . . . . . . . . 235
10.11 The new UCV detector was designed to reduce the K± background. 235
10.12 Schematic of the proposed upgrade to the DAQ system with events
being fully built in the OFC module pyramid structure (blue) and
then being passed to the L3 trigger for further online analysis. . . . 237
10.13 Preliminary results of a background reduction method to reduce the
halo KL background using cluster shape. . . . . . . . . . . . . . . . 238
A.1 Example of the CV-η background mechanism which occurs when a
halo neutron in the beam hits the CV detector off-axis and creates
and η particle which decays into two photons and mimics a signal
event. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
A.2 The angles θ and φ are defined from the point of view of the cluster
to prevent network bias. . . . . . . . . . . . . . . . . . . . . . . . . 244
A.3 The reconstructed π0 Zvtx and the reconstructed π
0 PT for the K
0
L →
π0νν̄ MC training sample with a loose cut selection applied. . . . . 245
A.4 Distributions of the true photon energy, true θ, and true φ for the
K0L → π0νν̄ photon cluster training sample. . . . . . . . . . . . . . . 245
A.5 Distributions of the input features for the FCN. . . . . . . . . . . . 247
A.6 Examples of sknewness and kurtosis relative to a Gaussian distribution.248
A.7 Distributions of the moments (RMS, skewness, and kurtosis) vs the
angles θ and φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
A.8 Distributions of the moments (RMS, skewness, and kurtosis) vs the
angles θ and φ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
A.9 The architecture of the FCN (right) and the model loss (MSE) (left)
after training for 250 epochs. . . . . . . . . . . . . . . . . . . . . . . 251
A.10 Energy resolution of the FCN compared to the KOTO reconstruction. 253
A.11 The θ resolution for the FCN. . . . . . . . . . . . . . . . . . . . . . 254
A.12 The φ resolution for the FCN. . . . . . . . . . . . . . . . . . . . . . 255
A.13 An example of a cluster image containing only small crystals. . . . . 256
A.14 An example of the treatment of clusters with large crystals. . . . . . 257
A.15 The architecture of the CNN (right) and the model loss (MSE) (left)
after training for 50 epochs. . . . . . . . . . . . . . . . . . . . . . . 258
A.16 The energy resolution for the CNN. . . . . . . . . . . . . . . . . . . 259
A.17 The θ resolution for the CNN. . . . . . . . . . . . . . . . . . . . . . 259
A.18 The φ resolution for the CNN. . . . . . . . . . . . . . . . . . . . . . 260
xvii
A.19 Profile plots comparing the energy (top), θ (bottom left), and φ (bot-
tom right) resolutions for the FCN (blue) and the CNN (red). . . . 261
A.20 Eliminating the bias in θ by reweighting (FCN). . . . . . . . . . . . 263




2.1 Neutron and photon fluxes from beam line simulations. . . . . . . . 29
2.2 Summary of the different KOTO detectors. . . . . . . . . . . . . . . 31
3.1 Summary of the upgrades to the DAQ system from 2016 to 2018. . 47
3.2 Summary of the DAQ components and the periods in which they
were used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Detector channels and the corresponding ADC modules. . . . . . . . 59
4.1 Run periods in the 2016–2018 data set. . . . . . . . . . . . . . . . . 76
4.2 Threshold of ADC counts/energy for each veto detector for the physics
trigger. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3 Specifications of the Z0 and DVU Al targets. . . . . . . . . . . . . . 84
4.4 The DAQ livetime ratio for each run period in the 2016–2018 data
collection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.1 The main decay modes of K0L and their branching ratios. . . . . . . 95
5.2 The data selection, trigger bias removal, and kinematic cut require-
ments for the K0L → π0νν̄ event selection for the 2016–2018 data. . . 126
5.3 The veto cut requirements for the K0L → π0νν̄ event selection for the
2016–2018 data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
7.1 The separate run periods for which the normalization analysis was
done, along with beam power, the number of MC events used, and
corrected physics POT for each run period. . . . . . . . . . . . . . . 145
7.2 The data selection, trigger bias removal, and kinematic cut require-
ments for the 2016–2018 normalization analysis. . . . . . . . . . . . 149
7.3 The KL flux for each normalization mode in each run period for the
2016–2018 data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.4 The number of kaons at the beam exit calculated for each normaliza-
tion mode in each run period for the 2016–2018 data set. . . . . . . 165
8.1 The background sources considered in the K0L → π0νν̄ blind analysis
and the number of events used for each background estimation. . . . 168
8.2 Summary table of the estimated background contribution in the sig-
nal region for each background source. . . . . . . . . . . . . . . . . 189
9.1 Summary of relative systematic uncertainties on the Single Event
Sensitivity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
xix
9.2 Number of KL at the beam exit, signal acceptance, and SES for each
run period in the 2016–2018 data set. . . . . . . . . . . . . . . . . . 198
9.3 The assigned ID and other identifying information for the observed
candidate events including π0 PT and Zvtx. . . . . . . . . . . . . . . 200
9.4 The estimated number of background in the signal region for various
K± decays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
9.5 The updated summary table of the estimated background contribu-
tion in the signal region for each background source. . . . . . . . . . 217
A.1 Input features for the FCN for each photon cluster. . . . . . . . . . 246
A.2 Comparing the mean and RMS of the energy, θ, and φ resolutions for




A. Photon Angle Reconstruction with Machine Learning . . . . . . . . . 241
B. Overview of B Physics and Lepton Universality . . . . . . . . . . . . . 265
C. Acronyms and Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . 268
xxi
Abstract
The KOTO experiment located at the J-PARC research facility in Tokai, Japan
aims to to measure the branching ratio (BR) of the rare decay of the neutral kaon,
K0L → π0νν̄. This decay has a Standard Model (SM) predicted BR of (3.00 ± 0.30) ×
10−11. While it is highly suppressed, it is an excellent probe to search for new physics
beyond the SM as it directly violates charge-parity (CP) and has small theoretical
uncertainties.
This thesis performs an analysis with data collected in 2016–2018 and reports on
the K0L → π0νν̄ search. K0L → π0νν̄ events were identified by detecting two photons
from the π0 decay with a large transverse momentum and no other particles present.
The data was analyzed using a blind analysis technique and Monte Carlo simulations
to ensure the reproducibility of the data. The analysis included event reconstruction
and selection, normalization, background estimations, and the estimation of system-
atic uncertainties.
The Single Event Sensitivity (SES) achieved with the 2016–2018 data was (7.20
± 0.05stat ± 0.66syst) × 10−10 which is the highest sensitivity level ever reached for
the K0L → π0νν̄ search. The expected background in the signal region was estimated
to be 0.05 ± 0.02. After unblinding the data, three events were observed in the signal
region and two new backgrounds from K± decays and scattered KLs were considered.
Consequently, the background estimation in the signal region was updated to be 1.22
± 0.26. Based on these results, an upper limit on the branching ratio of K0L → π0νν̄




Something strange happened at the beginning of the universe, and we can’t quite
explain it. It is thought that when our universe formed an estimated 13.8 billion years
ago, there were equal amounts of matter and antimatter created immediately after
the Big Bang. However, when matter and antimatter come into contact with one
another, they completely annihilate and produce massive amounts of energy. Why
then, was there some small amount of matter left over to make up the universe that
we know today? This matter and antimatter asymmetry can be partially explained
by a phenomenon called charge-parity (CP) violation which is sometimes seen in the
weak interactions of particles. However, the amount of CP violation that we observe
in weak decays doesn’t account for the amount of matter that we see in the universe.
This indicates that there may be decay processes that exhibit more CP violation than
expected, or entirely new processes altogether that violate CP. Understanding CP
symmetry-breaking is one of the central goals of particle physics, and one of the ways
that we can investigate it is by studying the decay of the neutral kaon, K0L → π0νν̄.
This chapter will introduce the necessary background of physics and the particles
in question– kaons, and how they behave and what makes the K0L → π0νν̄ decay
particularly interesting. We will explore extensions to the current theory and the
history of experimental searches for K0L → π0νν̄. The KOTO experiment will be
introduced and the overview and objective of this thesis will be explained.
1
1.1 The Standard Model of Physics
In the later half of the 20th century, particle physicists developed a theory that
classified and described elementary particles and their interactions. This became
known as the Standard Model (SM) of physics, and while it doesn’t include gravity
and some other key phenomenon1, it does an excellent job of predicting what it does
include. Figure 1.1 shows the fundamental particles of the SM. There are six types,
known as “flavors”, of quarks and six leptons, four gauge bosons or force carriers, and
one scalar boson– the Higgs boson. Each SM particle has an associated antiparticle
(denoted with a bar over the letter) with opposite physical charges but the same
mass. Since some particles are not charged, they are their own antiparticle2.
Figure 1.1: The Standard Model of particle physics. The particle masses listed in
units of energy are assumed to be divided by c2.
1Baryon asymmetry, dark matter, dark energy, neutrino oscillations
2The gluon, photon, Z boson, and Higgs boson are their own antiparticles.
2
The quarks can only exist in composite particles which are referred to as hadrons.
Hadrons can be composed of three quarks, called baryons, or one quark and one
antiquark, called mesons. The gauge bosons each correspond to a fundamental force
and mediate the interactions between the other particles. The gluon mediates the
strong force, the photon mediates the electromagnetic force, and the Z and W bosons
mediate the weak force. Lastly, the Higgs boson, theoretically predicted in 1964
[1; 2], is responsible for giving particles mass and was the final SM particle that was
experimentally confirmed by the ATLAS and CMS collaborations in 2012 [3; 4]. The
experimental measurements of all of the elementary particles are consistent with the
SM prediction.
1.2 CP Symmetry and Violation
There are three discrete symmetries that are fundamental in the Standard Model–
charge conjugation (C), parity (P), and time reversal (T). A symmetry in physics
means that the laws of physics should be the same under some transformation; if they
are not, then that symmetry is broken, or violated. Charge conjugation transforms a
particle to its antiparticle by changing the sign of all quantum charges. For example,
an electron (e−) is transformed under C to a positron (e+). Parity changes a particle’s
“handedness” or “helicity”, meaning it inverts a particle’s spatial coordinates like the
inversion that occurs in a mirror. Under P, the handedness of space is reversed,
and a right-handed electron becomes a left-handed electron. Finally, time reversal
symmetry says that any particle interaction is invariant under time reversal.
In the 1950s, it was discovered that both C and P symmetry are violated separately
in weak interactions. After this time, it was thought that charge conjugation could
be combined with parity to preserve a combined CP symmetry. For example, a left
handed electron (e−L) is transformed under CP into a right-handed positron (e
+
R).
While C and P are violated separately in many weak interactions, CP symmetry is
3
still preserved in most weak interaction processes. However, in 1964 physicists Cronin
and Fitch discovered that CP is actually violated in neutral kaon decays [5]. Since
then, CP violation has been observed in kaon and B meson weak decays, both directly
and indirectly. It has also been experimentally observed in the B0 meson system that
T symmetry is violated [6]. While C, P, T, and the combined CP symmetry is broken,
the combination of all three, CPT symmetry, still remains invariant and is recognized
to be a fundamental property of the laws of physics.
The existence of CP violation indicates that the laws of physics are not the same
for matter and antimatter. We know that CP violation exists and can measure how
often it occurs, but there still may be some unknown CP violating processes that
we haven’t observed. Thus, understanding this phenomenon may help us understand
why we live in a matter-dominated universe.
1.3 Kaon Phenomenology
Kaons are a type of meson containing an s or s̄ quark. Kaons, like many composite
particles, are unstable and after some period of time, decay through weak interactions
into other particles. Since their discovery in 1947 [7], they have played a critical role
in our understanding of the nature of particle interactions and the laws of physics.
The charged kaons, K+ and K−, are composed of us̄ and sū, respectively. The neutral
kaon with an electric charge of zero has much more complex states, as illustrated in
the following section.
1.3.1 K0 – K̄0 Mixing
The neutral kaon, K0, and its antiparticle, K̄0, can be represented by the mass
eigenstates,
|K0〉 = |ds̄〉 (1.1)
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|K̄0〉 = |sd̄〉 (1.2)
These states are eigenstates of parity but not charge conjugation. If we operate on
the mass eigenstates with the CP operator we see that neither of them are their weak
eigenstates:
CP |K0〉 = − |K̄0〉 (1.3)
CP |K̄0〉 = − |K0〉 (1.4)














(|K0〉 − |K̄0〉) = |K1〉 (1.7)
CP |K2〉 = −
1√
2
(|K0〉+ |K̄0〉) = − |K2〉 (1.8)
Under this assumption, we expect the K1 state to decay into two neutral pions (2π
0),
and the K2 state to decay into three neutral pions (3π
0), since the π0 has a CP
eigenvalue of −1 and the K1 state is CP even and the K2 state is CP odd. This can
be seen in Equations 1.9 and 1.10.
|K1〉 −→ 2π0




CP − 1 CP − 1
(1.10)
Since the 3π0 decay has less decay phase space, we would expect K2 to have a longer
lifetime, and for K1 to have a short lifetime as the 2π
0 decay has more decay phase
space. This prediction was made by Gell-Mann and Pais in 1954 [8] and these two
states were actually observed at Brookhaven in 1956 [9]. The K1 state was named
K0S (K-short) and the K2 state was named K
0
L (K-long) based on their lifetimes.
However, in 1964, Cronin and Fitch observed something strange. From a beam
of K0L particles they expected to detect only 3π
0 decays, but instead observed that a
small fraction (about one out of 500) decayed to 2π0 [5]. This was the first experi-
mental evidence of CP symmetry violation, and this discovery won them the Nobel








(|K1〉 − ε |K2〉) (1.12)
where K0L is mostly composed of the K2 state but has a small amount of K1 and vice
versa for K0S. The average lifetime of K
0
S is (0.8953± 0.0005)× 10−10 seconds while
the average lifetime of K0L is (5.116 ± 0.020) × 10−8 seconds [10]. The fact that the
K0L has a lifetime about 100 times longer than K
0
S will be important later on. The
value of ε indicates the amount of contamination from CP violation and has a value
of [10]
|ε| = (2.228± 0.011)× 10−3 (1.13)
It should be noted that in this thesis I refer to the long-lived neutral kaon as K0L
and sometimes KL. When I refer to “kaons” in general, I am referring to K
0
L. The
short-lived neutral kaon will always be specified as K0S or KS.
6
1.4 The Cabibbo-Kobayashi-Maskawa Matrix
The origin of CP violation in the Standard Model comes from the Cabibbo-
Kobayashi-Maskawa (CKM) matrix [11; 12]. The CKM matrix is a unitary matrix
that relates the weak eigenstates (primed) to the mass eigenstates (unprimed) as
















In changing from one quark flavor, i, to another, j, the probability of that transi-
tion is proportional to |V 2ij |. CP violation as well as quark mixing among the three
generations are explained by the CKM mechanism. The CKM matrix is defined by
four independent parameters and can be written in different parameterizations. The
original parameterization [12] uses three angles (θ1, θ2, and θ3) and one complex, CP
violating phase (δ) which indicates the amount of CP violation. The Wolfenstein
parameterization [13] has four parameters, λ, A, ρ, and η and can be written as
VCKM =

1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2
+O(λ4) (1.15)










Aλ3(ρ+ iη) = V ∗ub (1.18)
The parameter η is the CP violating contribution and the magnitude of this value is
a measure of CP violation in the SM. It is often convenient to define ρ̄ and η̄:
ρ̄ ∼ ρ(1− λ2/2) (1.19)
η̄ ∼ η(1− λ2/2) (1.20)
as we will see in the following section.
1.4.1 Unitarity Triangles
Because the CKM matrix is unitary, we can use this property as an important
constraint to test the Standard Model. A unitary matrix, U , has the property
U †U = I (1.21)
where I is the identity matrix and U † indicates the conjugate transpose of U . If we
apply this property to the CKM matrix we can write the unitary condition




tsVtd = 0 (1.22)
from which we can construct a triangle in the complex plane based on the magnitude
of the terms, called a “unitarity triangle”. If we normalize the bottom of the triangle
to lie on the real axis and have a length of one, we can draw the unitarity triangle in
the ρ̄ – η̄ plane as shown in Figure 1.2. It turns out, measurements on CP violating
processes correspond to measurements of the unitarity triangle; for example, the
length of the sides, the interior angles, and the height, all can be measured through
some SM process. Therefore, a key test of the SM is to measure these processes and
determine if the triangle is still unitary– if it’s not, this would be a clear indication
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Figure 1.2: The kaon unitarity triangle in the ρ̄ – η̄ plane. The height of the
unitarity triangle is directly related to the decay, K0L → π0νν̄.
of physics beyond the Standard Model (BSM).
The triangle drawn in Figure 1.2 is the kaon unitarity triangle. Other triangles
related to other processes, for example B physics, can be drawn. In particular, the
CP violating parameter, η̄, can be obtained directly by measuring the branching
ratio (BR) of the decay K0L → π0νν̄ which corresponds to the height of the unitarity
triangle. The branching ratio for a decay is the fraction of time a particle decays to
a particular final state. In other words, it is the fraction of particles which decay by
a single decay mode with respect to the total number of particles that decay. η̄ can
also be determined indirectly from the decay K+ → π+νν̄, and the two decays are
closely related as we will see in Section 1.6. Thus, the K0L → π0νν̄ decay plays an
important role in testing CP violation in the SM.
1.5 The K0L → π0νν̄ Decay
It is clear that studying CP violation is important to constraining the Standard
Model parameters. In particular, CP violation can be studied in the quark or lepton
sectors. Along with testing lepton universality in the lepton sector, there are four
“golden” processes that are powerful tools for probing CP violation in the quark
9
sector: asymmetries in B0 → J/ψK0s , the ratio of Bs to Bd mixing, and the decays
K+ → π+νν̄ and K0L → π0νν̄ [14]. While these processes are extremely rare, they are
referred to as “golden” because they are very clean processes and therefore well suited
to investigate CP violation. The focus here is on K0L → π0νν̄ mainly and K+ → π+νν̄,
though a short overview of the B physics processes and lepton universality are covered
in Appendix B.
The K0L → π0νν̄ decay is a Flavor Changing Neutral Current (FCNC) process that
proceeds through second-order weak interactions and directly violates CP. FCNCs are
forbidden at tree level in the SM and so this decay proceeds through a loop diagram
as shown in Figure 1.3. The name FCNC comes from the fact that the flavor of the
quark changes and the charge stays the same. In this case, a t quark mediates the
decay of an s quark to a d quark. The flavor change can also be mediated through u






Figure 1.3: SM Feynman diagrams for the K0L → π0νν̄ decay. The neutral kaon is
represented as d̄s and the neutral pion is made of d̄d. The s→ d transition proceeds
through a loop and is mediated by either a u, c, or (most often) t quark. The CKM
matrix elements that contribute are shown in red. The top two diagrams are referred
to as “penguin” diagrams and the bottom diagram is a box diagram.
10
Though K0L → π0νν̄ is highly suppressed in the SM, the theoretical uncertainties
on the SM predicted branching ratio are quite small and so it is an excellent candidate
to search for BSM physics and investigate CP violation. If the experimentally mea-
sured branching ratio is higher than the predicted value, this would point to physics
beyond the SM. Figure 1.4 shows a possible extension to the SM involving a charged
Higgs and a BSM diagram in which an undiscovered particle, X, could both change
the flavor and keep the current neutral without having to go through a loop.
Figure 1.4: K0L → π0νν̄ BSM diagrams. A possible extension to the SM in which a
charged Higgs mediates the s → d transition (left) and a BSM diagram in which an
unknown particle, X, mediates the decay without a loop (right).
The branching ratio of K0L → π0νν̄ calculated from the SM theory [15] is given in
Equation 1.23







where xt is the square of the ratio between the top quark mass and the W boson mass





and λ = |Vus|. The Inami-Lim loop function, X(xt), factors in the loop effect and
higher order quantum chromodynamics (QCD) corrections [16]. Finally, the factor
κL includes other effects and is given as
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Because this decay mode involves only heavy particles such as the top quark and
the W and Z bosons, the effects of long distance interactions from light quarks are
negligible. Also, the KL form factor does not depend on lattice QCD calculations
which have large uncertainties and is instead obtained from KL semi-leptonic decay
rates which are well measured. Thus, the error on the BR calculation is dominated
by the uncertainty in CKM parameters and even so is extremely small at about 1.2%.
This makes K0L → π0νν̄ theoretically very clean which is unique among other CP
violating processes. Using the above equations, the SM predicted branching ratio is
calculated to be [15]
BR(K0L → π0νν̄) = (3.00± 0.30)× 10−11 (1.26)
This effectively means that this decay mode only happens once in roughly 33 billion
neutral kaon decays. As rare as this processes is, measuring the branching ratio of
K0L → π0νν̄ would be a critical test of CP violation in the SM.
1.6 K+ → π+νν̄ and the Grossman-Nir Bound
The charged kaon decay, K+ → π+νν̄, is in many ways analogous to the neutral
kaon decay, in that it proceeds through a similar FCNC process requiring a loop and
is also highly suppressed in the SM. However, the charged kaon decay violates CP
symmetry indirectly, while K0L → π0νν̄ is directly CP violating. As seen in Section
1.4.1, the two decay processes are closely related. In fact, by using the branching ratio
of the charged kaon decay, we can set an indirect limit on BR(K0L → π0νν̄). This
model-independent upper bound on the branching ratio, called the Grossman-Nir
bound [17], is derived from isospin symmetry arguments as
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BR(K0L → π0νν̄) < 4.4× BR(K+ → π+νν̄) (1.27)
Thus, the measured BR(K+ → π+νν̄) of (1.7 ± 1.1) × 10−10 from the Brookhaven
National Laboratory (BNL) E949 experiment [18] gives an upper limit on BR(K0L →
π0νν̄) to be 1.5 × 10−9 at the 90% Confidence Level (CL). The NA62 experiment
at CERN is a continuation of the E949 experiment and aims to measure BR(K+ →
π+νν̄) which has a SM predicted BR of (9.11±0.72)×10−11 [15]. Results from NA62
report one observed event which gives an upper limit of BR(K+ → π+νν̄) < 14×10−10
at the 95% CL [19]. These results are included in Figure 1.5 which shows the BR
possibilities for both K0L → π0νν̄ and K+ → π+νν̄ for various theoretical models.
While the charged decay mode has been relatively well constrained, the neutral
Figure 1.5: Branching ratios for K0L → π0νν̄ and K+ → π+νν̄ for various models.
The grey area is ruled out experimentally by the E949 experiment (measurement
shown in black with 1σ bounds) or by the Grossman-Nir bound. The SM prediction
is indicated by the yellow star. Figure modified from [20].
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decay mode still has a large range of possibilities for the branching ratio. A combina-
tion of both K0L → π0νν̄ and K+ → π+νν̄ measurements is necessary to developing
a better understanding of the underlying CP violating processes.
1.7 Beyond SM Theories
The level of CP violation in the SM does not account for the amount of matter
that is seen in the universe, which points to physics beyond the SM. There are several
theoretical models that give a branching ratio for K0L → π0νν̄ that is larger than the
SM prediction. Possible branching ratios for some of these models are shown in Figure
1.5. In particular, the Randall-Sundrum model with custodial symmetry (RSc) [21]
and the Littlest Higgs model with T-parity (LHT) [22] both give a larger branching
ratio for the K0L and K
+ rare decays but the effects of this new physics on B mesons
is expected to be small. In another model, Minimum Flavor Violation (MFV) [23],
the deviation from the SM predicted branching ratio is relatively small. MFV like the
SM, assumes only one CP violating phase in the CKM matrix. This indicates that
if a large deviation from the SM is observed, new CP violating phases must exist.
The SM with a 4th generation of quarks and leptons (SM4) would require two CP
violating phases and a 4× 4 flavor mixing matrix and the branching ratio of K0L and
K+ would be affected [24]. Other models such as the Minimal Supersymmetric Model
(MSSM) [25] and the Z ′ model [26] would also cause a sizeable deviation from the
SM predicted branching ratios.
1.8 History of Experimental Searches and Previous Limits
The importance of the K0L → π0νν̄ decay is perhaps best illustrated by the search
history (Figure 1.6). Since the late 1980s until now, many experiments have searched
for K0L → π0νν̄ and set upper limits on the branching ratio. The first study was
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performed by Littenberg in 1989 [27], in which he extracted a limit on the branching
ratio for K0L → π0νν̄ based on the data from Cronin and Fitch’s experiment with
neutral kaons. Two experiments at Fermi National Accelerator Laboratory (Fermilab)
set limits in 1992 [28] and 1994 [29] using the Dalitz decay of the π0 (π0 → e+e−γ).
The Dalitz decay occurs when one of the two photons from the π0 decay converts
to an electron positron pair and the e+ and e− can be detected. While it is easy to










Grossman-Nir Bound ~ 1.5 x 10-9
Standard Model ~ 3.0 x 10-11
potential for new physics
Littenberg
Figure 1.6: The search history of K0L → π0νν̄. The branching ratio upper limit is
shown for various experiments.
The KTeV experiment at Fermilab was dedicated to measuring the direct CP
violation parameter Re(ε’/ε) and various rare KL decays. A limit on BR(K
0
L → π0νν̄)
was set in 1999 by observing the two photons from the π0 decay [30]. Though π0 → γγ
occurs 99% of the time, detecting a neutral final state is much more difficult as
tracking detectors cannot be used. Despite this, the KTeV experiment was the first
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to prove that detecting π0 → γγ was a viable method to search for K0L → π0νν̄.
Another limit on BR(K0L → π0νν̄) was set using the Dalitz decay in 2000 [31].
The first dedicated search for K0L → π0νν̄ was carried out by the E391a experi-
ment at the High Energy Accelerator Research Organization (KEK) 12 GeV proton
synchrotron in Tsukuba, Japan. E391a used an electromagnetic calorimeter and a
hermetic veto system to detect the two photons from the π0. The experiment set
limits in 2006 [32] and 2008 [33], and the final experimental upper limit was set in
2010 as BR(K0L → π0νν̄) < 2.6 × 10−8 at the 90% CL [34]. The KOTO experiment
is the successor to E391a and is introduced in the following section. From data taken
in 2013, KOTO set a limit of 5.1× 10−8 at the 90% CL on BR(K0L → π0νν̄) [35] and
from data taken in 2015 KOTO set a new best experimental limit [36] of
BR(K0L → π0νν̄) < 3.0× 10−9 (90% CL) (1.28)
This result was published in 2019 and sits just above the Grossman-Nir bound as
shown in Figure 1.6. Thus, the next measurement expects to push into the realm of
potential new physics.
1.9 Introduction to the KOTO Experiment
The KOTO experiment was designed to search for K0L → π0νν̄ by observing the
two photons from the pion decay and nothing else. The goal of KOTO is to reach
the Standard Model sensitivity and observe the K0L → π0νν̄ decay and measure its
branching ratio. KOTO, like other experiments searching for extremely rare pro-
cesses, is a precision measurement experiment and is currently the only experiment
in the world searching for K0L → π0νν̄. The experiment is located in Japan and the
experimental method and setup is detailed in Chapter 2. KOTO is an international
collaboration which brings together over 60 collaborators from 16 different institu-
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Figure 1.7: Members of the KOTO collaboration in June of 2018 (not all members
present).
tions in Japan, the United States, Taiwan, South Korea, and Russia. A photo of the
collaboration members in June of 2018 is shown in Figure 1.7.
1.10 Objective and Overview of This Thesis
The main purpose of this thesis is to report on the search for the K0L → π0νν̄
decay with data collected in 2016–2018. This involves several steps as follows:
1. Calculate the total number of kaons (NK0L) collected
2. Estimate the Single Event Sensitivity (SES)
3. Estimate the total background contribution
4. Report a new branching ratio limit for K0L → π0νν̄
This chapter introduced the physics motivations and theory behind the search for
K0L → π0νν̄. Chapter 2 contains details about the KOTO experiment’s setup while
Chapter 3 describes the Data Acquisition (DAQ) system used to collect the data.
The 2016–2018 data collection and the performance of the DAQ system are discussed
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in Chapter 4. Chapter 5 details the event reconstruction and selection as well as the
the analysis strategy which includes Monte Carlo (MC) simulation methods, normal-
ization analysis, and background estimations as described in Chapters 6, 7, and 8,
respectively. The opening of the box and the final results are presented in Chapter 9.
Lastly, Chapter 10 gives conclusions and a discussion of the results as well as future
prospects for KOTO and the continued search for K0L → π0νν̄. Preliminary work for
a new background reduction method using machine learning is described in Appendix
A and Appendix B contains a brief overview of B physics and lepton universality. A




The E14 experiment, also known as the KOTO experiment, is located at the Japan
Proton Accelerator Research Complex (J-PARC) in Tokai Village, Ibaraki Prefecture,
Japan and was designed to observe the decay, K0L → π0νν̄. The name “KOTO” comes
from the neutral kaon and the experiment’s location, K0 at Tokai. The experiment
was proposed in 2006 [37], a neutral KL beam line was built in 2009, and KOTO
took its first physics runs in 2013. This thesis focuses on data collected in 2016–2018,
and the experimental setup during this time is described here. The concept of the
experimental method is simple, though in practice it is extremely difficult. To observe
the K0L → π0νν̄ decay, one must create over 33 billion neutral kaons, watch them all
decay using the experiment’s detector systems, and then select the one that decays
into π0νν̄. It could be described as trying to find “a needle in a haystack”, though a
more accurate description might be trying to find “a needle in a needle-stack”. The
creation of the neutral kaons and the detectors that collect their decay products are
described in this chapter.
2.1 Experimental Strategy
In order to identify the signal decay, we need a way to distinguish it from the
various backgrounds. The signal decay occurs when a neutral kaon decays into a
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neutral pion and two neutrinos– one neutrino and one anti-neutrino. The π0 then
immediately decays into two photons and the two neutrinos are not seen by the
KOTO detectors as shown in Figure 2.1. The photons are captured by the main
detector, an electromagnetic calorimeter composed of Cesium Iodide (CsI) crystals,
and a hermetic veto system is in place to reject particles from other decays. The
experimental difficulty in observing K0L → π0νν̄ is due to the lack of charged particles
in the final state and due to the high efficiency required for the detection of extra
particles from other decay modes, such as K0L → 3π0, K0L → 2π0, and K0L → π0π+π−.
The strategy of KOTO is to observe the two photons from the π0 decay with no other
particles present in the detectors, in which the two photons have a discernible, large,
transverse momentum.
Figure 2.1: Schematic view of the KOTO detectors with the signal decay shown.
The two photons are captured by the CsI calorimeter (red) and the two neutrinos are
not seen by the detectors.
2.2 Experimental Setup
KOTO is what’s called a “fixed target experiment” in particle physics, where
particles such as protons or heavy nuclei are accelerated to high speeds and are then
extracted from the main beam line to collide with a stationary target. These collisions
produce a spray of many other particles, which can be filtered off to create a secondary
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beam of particles. At the J-PARC facility, a beam of 30 GeV protons collides with
a gold target and from these particle collisions, a secondary beam of neutral kaons is
produced. In the KOTO experiment, we use a decay in-flight technique and observe
the decay products from the kaons with the CsI calorimeter and various veto detectors.
By using the average lifetime of the long-lived neutral kaon (around 5×10−8 seconds),
we place the detectors in a region downstream from the target so that many of the
kaons decay within the decay volume. The terms “downstream” and “upstream” are
often used to describe the direction or location along the beam, in which downstream
is in the direction of the beam flow and upstream is in the opposite direction. A small
beam hole in the center of the calorimeter is needed to allow the kaons that did not
decay to pass through the detector system with no interaction.
2.2.1 J-PARC Facility and Accelerator
The J-PARC facility is a high-intensity accelerator research facility in the Ibaraki
Prefecture on the east coast of Japan that produces some of the highest intensity
particle beams in the world. J-PARC uses three stages to accelerate protons to high
energies and has three research facilities that utilize the high power proton beam.
The first stage is a linear accelerator (Linac), the second stage is a 3 GeV Rapid
Cycling Synchrotron (RCS), and the third stage is the main ring (MR). The research
facilities are the Material and Life Science Experimental Facility (MLF), the Neutrino
Experimental Facility (NU), and the Hadron Experimental Facility (HD or Hadron
Hall). An aerial view of J-PARC is shown in Figure 2.2.
In the Linac, negative hydrogen ions, H−, from a 50 keV ion source are accelerated
up to 400 MeV. The accelerated H− ions are stripped of their electrons with a stripper
foil and the resultant protons are injected into the RCS [39]. In the RCS, the injected
protons are accelerated up to 3 GeV at a repetition rate of 25 Hz in bunches of two
[40]. The RCS transports 93−97% of the 3 GeV proton beam to the MLF and a
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Figure 2.2: Aerial view of the J-PARC research facility. The three accelerator stages
are shown in yellow and the research facilities are shown in red. Modified from [38].
small part of the beam from the RCS is extracted to the main ring. In this case, two
bunches from the RCS are injected into the main ring four times and then those eight
proton bunches are accelerated up to 30 GeV in under two seconds with repetition
rates of 0.17 − 0.4 Hz [41].
An important measure of the performance of the beam is the beam power, which
can be defined as the beam intensity (number of particles per second) times the
particle energy as shown in Equation 2.1.
beam power = dN/dt [pµA]× particle energy [GeV] (2.1)
In this equation dN/dt is the number of particles per second in particle micro amperes
(pµA) in which 1 pµA = 6.25 × 1012 particles/sec. The beam power is typically
measured in kilowatts (kW) and since the KOTO experiment aims to observe as
many kaon decays as possible in order to observe K0L → π0νν̄, a high beam power is
desirable. Since the energy of the protons is constant at 30 GeV, the beam intensity
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is the variable factor, and more particles per second means more kaons produced that
KOTO can collect. During the 2016–2018 data collection, the beam power varied
from 31 kW to 51 kW with an average beam power of around 45 kW.
Once the proton bunches are in the main ring, they are extracted to the Neutrino
Experimental Facility using fast extraction (FX) or to the Hadron Experimental Fa-
cility using slow extraction (SX) (Figure 2.3). The FX system delivers the beam to
the NU using fast-kicker magnets which extract the eight circulating proton bunches
all at once within 5µs. The SX system on the other hand delivers the beam to Hadron
Hall over the course of two seconds. In SX mode, the beam is debunched by turning
off the rf (radio frequency) power at 30 GeV and the protons are slowly extracted
over a two second period using third-integer resonance extraction [41]. The purpose
of using slow extraction is to reduce the instantaneous rate of particles coming into
the detectors to avoid pileup of events. The slow extraction from the MR to Hadron
Hall is detailed in the next section.
Figure 2.3: The J-PARC main ring showing the fast extraction and slow extraction
systems. Fast extraction is used for the neutrino beam line and slow extraction is
used for the experiments inside Hadron Hall. Image courtesy of [38].
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Figure 2.4: Schematic layout of the proton slow extraction from the MR to Hadron
Hall. Image courtesy of [42].
2.2.2 Proton Extraction
The extracted protons are transported to the production target in Hadron Hall
via the Switch Yard (SY), which is about 200m in length (Figure 2.4). During data
collection in 2016–2018, the beam was extracted for approximately two seconds every
5.2-6.0 seconds. A shot of extracted protons in a single acceleration cycle is called a
“spill”. An important performance measure of the beam extraction is called the spill
duty factor defined as,










where I(t) is the beam intensity and T is the extraction period or spill length. If the
beam is extracted at a constant rate, the duty factor is one and the time structure
of the extracted beam is flat. Thus, a higher duty factor corresponds to less time
fluctuations in the beam which is desirable for data collection with the data acquisition
system. The reported duty factor from the accelerator from 2016–2018 varied between
35%-55%, except in Run 74/75 in 2017 where there was an issue with the beam
extraction (see Section 4.2) and the duty factor was occasionally as low as 16%.
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2.2.3 Hadron Experimental Facility
The KOTO experiment is located in the Hadron Experimental Facility, or Hadron
Hall, along with other nuclear and particle physics experiments (Figure 2.5). The
hall itself is 60 m by 56 m. The protons that are extracted from the main ring are
delivered to Hadron Hall and hit the T1 production target, creating a spray of particles
including kaons, pions, and antiprotons that are used to form secondary beams for the
various experiments. The T1 target used in the 2016–2018 runs is shown in Figure
2.6. It is composed of two gold bars each 66 mm long that sit atop a copper block
with a water cooling system to prevent overheating. The proton beam is only incident
on one of the gold bars at a time and the target can be moved horizontally with a
mechanical driver so that switching between the gold bars is possible. About 50% of
Figure 2.5: Schematic view of Hadron Hall. The extracted proton beam enters the
hall from the left and hits the T1 target to produce secondary beams of particles
that are used by the various experiments. The location of the KOTO experiment is
indicated by the “KL” area. Image courtesy of [42].
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Figure 2.6: Structural drawings of the T1 target (in mm). Image courtesy of [43].
the protons interact in the target, and from these interactions two charged secondary
beams (K1.8 and K1.8BR) and a neutral KL beam are produced [43].
2.2.4 KL Beam Line
At the T1 target, only about one out of every 105 particles created is a long-lived
neutral kaon. Even so, the J-PARC facility produces the highest intensity neutral
kaon beam in the world. The kaons that are produced are delivered from the T1
target to the KOTO detectors via the KL beam line (Figure 2.7). The KL beam
line is 21 m long and is shifted 16◦ with respect to the primary proton beam line.
This shift was optimized to reduce the number of high energy neutrons while keeping
the kaon flux as high as possible. Another requirement is that the beam is highly
collimated with a very small diameter because in order to fully reconstruct the π0
decay position, we must use the beam axis as a constraint. This is achieved using
collimators to produce a narrow “pencil beam” with square dimensions of 8× 8 cm2.
A sweeping magnet removes charged particles in the beam, and because the long-
lived neutral kaon has a lifetime about 100 times longer than most other particles, all
short lived neutral particles decay by the time the beam reaches the KOTO detectors,
leaving only K0Ls, neutrons, and photons in the beam.
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Figure 2.7: The KL beam line in Hadron Hall. Image courtesy of [44].
The KL beam line consists of a photon absorber, two collimators, a sweeping
magnet, and a beam plug (Figure 2.8). The photon absorber is a 7 cm lead block
placed in the beam to reduce photons produced at the T1 target. The two collimators
are composed of iron with tungsten alloy at their edges. The first collimator is 4 m
long and the second is 5 m long and they are placed 4.5 m away from each other along
the beam line. The collimators are designed to reduce the beam diameter to 8×8 cm2
at the end of the second collimator as well as to reduce “halo neutrons” (neutrons
outside the beam width) that are produced by multiple scattering of the neutrons
Figure 2.8: Schematic view of the KL beam line components. Image courtesy of
[45].
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in the beam. These neutrons in the beam halo can produce a serious background
because they interact with detector materials and fake a signal event. A 2 Tesla
dipole magnet located between the collimators is used to sweep out charged particles
from the beam, leaving only neutral particles. A beam plug placed after the sweeping
magnet can be “closed” to prevent the beam from entering the KOTO detectors. We
define the end of the beam line, or the downstream end of the second collimator, as
the “beam exit”.
It is important to know how many kaons are in the beam and the kaon momentum
spectrum, as well as the amount of neutrons and photons in the beam that can
contribute to background. In 2010 the KL flux and momentum spectrum of the
beam were measured by counting K0L → π0π+π− decays with a simple setup before
the KOTO detectors were installed. The momentum spectrum was measured more
accurately in 2012 using K0L → π0π+π− and K0L → π+π− decays and gave similar
results. From these measurements, the mean KL momentum was determined to be 2
GeV/c with the peak at 1.4 GeV/c [46] and the distribution is shown in Figure 2.9.
Figure 2.9: The KL momentum spectrum at the beam exit measured in 2012 (black)
with a Gaussian fit (red). The spectrum below 2000 MeV/c was measured with
K0L → π+π−. The spectrum above 2000 MeV/c was measured with K0L → π0π+π−
and K0L → π+π−. Image courtesy of [44].
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Particles Flux per 2× 1014 POT
γ (> 1 MeV) 2.23× 109
γ (> 50 MeV) 1.38× 107
neutron (> 1 MeV) 1.40× 109
neutron (> 1 GeV) 1.61× 108
KL 4.19× 107
Table 2.1: Neutron and photon fluxes from beam line simulations [47]. The KL flux
was measured in 2012.
The KL flux is defined in units of “2 × 1014 Protons on Target (POT)” which is
the J-PARC design value for the number of Protons on Target per spill. The KL flux
measured in 2010 was 4.19 × 107 per 2 × 1014 POT. The neutron flux and photon
flux in the beam core were estimated using beam simulations and are summarized in
Table 2.1. The ratio of halo neutrons to the beam core neutrons is well suppressed to
the order of 10−5. Figure 2.10 shows the simulated beam profile for kaons, neutrons,
and photons.
Figure 2.10: The beam profile of kaons, neutrons, and photons simulated using
Geant3. Image courtesy of [46].
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IB IB new BH CGBP
Figure 2.11: Schematic view of the KOTO detectors. The CsI calorimeter is shown
in red. The detectors with green labels are charged particle veto counters and the
detectors with blue labels are photon veto counters. The magenta lines indicate the
vacuum membrane.
2.3 KOTO Detectors
The KOTO detectors are located at the end of the KL beam line and collect
the decay products from the kaons that decay inside the decay volume. Figure 2.11
shows a side view of the KOTO detectors used during the 2016–2018 data collection.
The main detector is the CsI calorimeter (red) and the others are veto detectors in
place to reject events with other particles present. Charged particle veto counters
reject events with charged particles in them and photon veto counters reject neutral
decays. It is essential that no particle (except for neutrinos) goes undetected in the
KOTO experiment, so specific veto detectors are in place to catch any particles that
might escape. A right-handed, Cartesian coordinate system is used, with the positive
z direction pointing downstream where z = 0 starts at the upstream edge of the
Front Barrel (FB). The x and y axes are in the horizontal and vertical directions,
respectively. Most of the detector components are inside an external vacuum vessel
which is shown in Figure 2.12. The decay volume is kept in vacuum at 10−5 Pa to
suppress π0 production by the interaction of neutrons in the beam with residual gas
in the volume. Table 2.2 gives a summary of the different detectors and the following
sections in Chapter 2 give details on each detector.
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Figure 2.12: The external vacuum vessel houses most of the KOTO detectors.
Upstream surface Module
Detector z position (mm) length (cm) Readout Material Type
FB 0 275 single-end scint. photon veto
NCC 1990 44.5 single-end cryst. neutron veto
HINEMOS 1990 44.5 single-end scint. photon veto
MB 1355 550 dual-end scint. photon veto
MBCV 1355 550 single-end scint. charged veto
IB 2994.5 267.6 dual-end scint. photon veto
IBCV 2994.5 267.6 dual-end scint. charged veto
CV 5842 25.4 dual-end scint. charged veto
CsI 6168 50 single-end sryst. main photon
detector
OEV 6168 42 single-end scint. photon veto
LCV 6168 57.5 single-end scint. charged veto
CC03 6168 50 single-end cryst. photon veto
CC04 7415 See Fig. 2.23 single-end cryst. & photon &
scint. charged veto
CC05 8793 See Fig. 2.23 single-end cryst. & photon &
scint. charged veto
CC06 10338 See Fig. 2.23 single-end cryst. & photon &
scint. charged veto
BPCV 8793 100 single-end scint. charged veto
new BHCV 10571.7 2.79 single-end wire charged veto
BHPV 12077 33.2 dual-end Cerenkov photon veto
BHGC 18235 See Fig. 2.27 dual-end Cerenkov photon veto
Table 2.2: Summary of the different KOTO detectors. Detectors made from scin-
tillator (scint.) and CsI crystals (cryst.) are listed as such in the table.
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2.3.1 CsI Calorimeter
The CsI electromagnetic calorimeter (often simply called “the CsI”) is made of
2716 undoped Cesium Iodide crystals stacked in a circular pattern and is shown
in Figure 2.13. There are 2240 small crystals which have a cross-sectional area of
2.5 × 2.5 cm2 and 476 large crystals with a cross-sectional area of 5 × 5 cm2. The
smaller crystals are stacked in the central 1.2× 1.2 m2 region around the beam hole
and the larger crystals surround the peripheral region. A stainless steel cylinder with
a diameter of 1.9 m holds the crystals and the 20 × 20 cm2 beam hole at the center
allows the other beam particles to pass through without interaction.
Figure 2.13: Schematic front view of the CsI calorimeter (left) and a picture of the
detector during installation (right).
The CsI crystals are 50 cm long which corresponds to 27 radiation lengths (X0)
and the light transmitted through the crystals are read out by photomultiplier tubes
(PMTs) mounted on the downstream end of each crystal.1 By using such long crys-
tals the problem of photon punch through and shower leakage is minimized. Each
1The CsI crystals and PMTs were recycled from the KTeV experiment [48].
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crystal is also wrapped in a 13 µm layer of aluminized mylar so that they are opti-
cally isolated from each other. Two types of PMTs are used for the different sized
crystals– Hamamatsu 3/4 inch PMTs (R5364) are used for the small crystals and
Hamamatsu 1.5 inch PMTs (R5330) are used for the large crystals. A 4.6 mm scili-
cone cookie is placed between the crystal and the PMT to improve the efficiency of
light transmission. The CsI calorimeter has an excellent energy resolution (σE) of
σE/E = 0.99%/
√
EGeV where EGeV is the incident energy of the electron in GeV.
The timing resolution (σt) of the CsI calorimeter is σt/E = 0.13/
√
EGeV ns and the
position resolution (σd) is σd/E ∼ 2.5/
√
EGeV mm [49].
2.3.2 Front Barrel and Main Barrel
The Front Barrel (FB) and Main Barrel (MB or CBAR) are photon veto counters
that surround the upstream region and decay volume, respectively. Both the FB and
the MB are composed of trapezoidal modules made of layers of scintillator sandwiched
between layers of lead. The FB has 16 modules that are 2.75 m long and the MB has
32 modules that are 5.5 m long. In both cases the modules are arranged to surround
a cylindrical volume, as shown in Figures 2.14 and 2.15. The lead layers increase the
probability of photon interaction in the module to create electromagnetic showers.
When electrons are excited in the scintillator from an interaction, ultraviolet light is
produced. The layers of scintillators have small grooves that hold wavelength shifting
(WLS) fibers that convert the ultraviolet light to visible light which is collected by
PMTs at the ends of the modules. The FB modules are read out by PMTs on the
upstream end of the detector while the MB modules have dual-end readout with
PMTs on both ends of the modules. The FB modules have a total radiation length
of 16.5 X0 while the MB modules have a total radiation length of 14.0 X0.
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Figure 2.14: Cross-sectional view of the FB detector (left) and an individual module
(right). Units are in mm. Figure modified from [50].
Figure 2.15: Cross-sectional view of the MB detector in the vacuum vessel (left)
and an individual MB module (right). Units are in mm. Figure modified from [50].
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Figure 2.16: Side view of the KOTO
detectors with the IB shown in blue.
The K0L → 2π0 background is also de-
picted. Image courtesy of [51].
Figure 2.17: The WLS fibers in a
scintillator layer (top left), a trape-
zoidal module (bottom left), and the IB
before installation (right).
2.3.3 Inner Barrel
The Inner Barrel (IB) is an additional photon veto counter that was added before
the 2016–2018 runs in order to increase the depth of detectors in the barrel region.
It has a similar design as the FB and MB detectors. The installation of the IB added
an additional five radiation lengths (X0) to reduce the K
0
L → 2π0 background, which
was one of the major backgrounds in the 2015 data set. In this case, two of the four
photons are detected by the CsI calorimeter while the other two photons are not seen
in the barrel region due to the inefficiency in the MB (Figure 2.16).
Photos of the IB can be seen in Figure 2.17. The IB is composed of 32 trapezoidal
modules of lead and scintillator with WLS fibers and has dual-end read out with
PMTs on both ends of each module. The IB is 3 m long and has an inner diameter
of 1.5 m. Based on Monte Carlo (MC) estimations, the IB reduces the amount of
K0L → 2π0 background by a factor of three [51].
2.3.4 Main Barrel Charged Veto and Inner Barrel Charged Veto
In order to detect charged particles in the barrel region, the Inner Barrel Charged
Veto (IBCV) and Main Barrel Charged Veto (MBCV) are in place. The IBCV and
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MBCV are made of 10 mm thick plastic scintillator modules with WLS fibers that
surround the inner surface of the IBCV and MBCV. The IBCV consists of 32 scin-
tillator modules arranged in a cylindrical shape and the signals from each module
are read from both ends with PMTs. The 32 modules of the MBCV cover the barrel
region not covered by the IBCV (see Figure 2.18) and are read out at the downstream
end with 16 PMTs in which one PMT reads two MBCV modules.
Figure 2.18: Schematic cross section of the IBCV and MBCV detectors (blue). The
MBCV is shown as New MBCV in the figure.
2.3.5 Neutron Collar Counter and HINEMOS
The Neutron Collar Counter (NCC) is located inside the FB at the entrance of
the decay volume and it is designed to reject K0L decays that occur in the upstream
region of the FB as well as to suppress the upstream-π0 background which occurs when
halo neutrons in the beam hit detector material upstream and produce π0s. Another
important purpose of the NCC is to measure the flux and spectrum of halo neutrons
in the beam. The NCC is made of undoped CsI crystals and has 48 inner modules and
eight additional outer modules. Each module is divided into three optically separate
regions (front, middle, and rear) which is used to distinguish neutrons from other
particles from K0L decays for the halo neutron flux measurement. The inner modules
are read out using WLS fibers, and the outer modules are read out with PMTs. The
Horizontal Inner NCC Edge Mounted Scintillator (HINEMOS) is a charged particle
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HINEMOS
Figure 2.19: Schematic view of the NCC and HINEMOS. Figure modified from [52].
veto counter mounted on the inside of the NCC beam hole and is made of scintillator
with WLS fibers. The NCC and HINEMOS detectors are shown in Figure 2.19.
2.3.6 Charged Veto
The Charged Veto (CV) is the main charged particle veto counter and is located
in front of the CsI calorimeter. By identifying if the CV has a hit or not, we can
identify if a particle that hit the CsI is neutral (no hit in CV) or charged (CV hit).
The CV consists of two layers, one placed 5 cm upstream from the calorimeter and
one placed 30 cm upstream from the calorimeter. Both layers are composed of plastic
scintillator modules arranged in four quadrants (Figure 2.20) and the front and rear
layers of the CV are arranged such that the x and y position of the hit can be uniquely
identified. Each scintillator module is 3 mm thick and 69 mm wide and the front CV
has 48 modules while the rear CV has 44 modules. The scintillation light is collected
by WLS fibers in the modules and then read out via Multi-Pixel Photon Counters
(MPPCs) attached to both ends of the CV modules [53].
37
Figure 2.20: Schematic view of the CV detector. Figure courtesy of [54].
2.3.7 Collar Counter 3 and Liner Charged Veto
The Collar Counter 3 (CC03) is between the inside surface of the CsI crystals in
the beam hole and the beam pipe. Its purpose is to veto K0L decays that happen
close to the CsI calorimeter. CC03 is made of undoped CsI crystals and contains 16
modules. The crystals have a cross section of 45.5×18 mm2 and are 500 mm long and
each crystal is read out with two PMTs at the downstream end. The Linear Charged
Veto (LCV) is located on the inner surface of the beam pipe and it is designed to
detect charged particles that hit inside the beam hole. The LCV is made of four
plastic scintillator sheets with WLS fibers embedded. Both the LCV and CC03 are
shown in Figure 2.21.
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Figure 2.21: Schematic view of the LCV and CC03 looking downstream (left) and
from the side (right). Figure courtesy of [54].
2.3.8 Outer Charged Veto
The purpose of the Outer Charged Veto (OEV) is to cover the gap between the
edge of the CsI calorimeter and the cylindrical support structure of the external
vacuum vessel (this can be seen in Figure 2.13) to ensure that no particles escape
through this region. The OEV consists of 44 modules made of alternating layers of
lead and scintillator. The scintillator sheets contain WLS fibers and are read out by
PMTs. Figure 2.22 shows the OEV detector location and an OEV module.
Figure 2.22: The OEV detector. The left figure shows a zoomed-in portion of Figure
2.13 highlighting the OEV location. The right figure shows an OEV module. Figure
courtesy of [55].
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2.3.9 Downstream Collar Counters
There are three other collar counters located downstream from the calorimeter in
the beam pipe– CC04, CC05, and CC06. They are in place to catch photons and
charged particles that escape through the beam hole in the calorimeter. The collar
counters are constructed from undoped CsI crystals stacked around the beam pipe
and there is a layer of plastic scintillator on the upstream side. CC04 is located inside
the vacuum tank, while CC05 and CC06 are located outside. Figure 2.23 shows an
illustration of the downstream collar counters.
Figure 2.23: The downstream collar counters with a front view (left) and a side
view (right). The yellow blocks are the CsI crystals and the blue lines and cyan lines
indicate the scintillator modules. Figure courtesy of [47].
2.3.10 Beam Pipe Charged Veto
The Beam Pipe Charged Veto (BPCV) is located between the CC05 and CC06
detectors in the beam pipe and its purpose is to detect charged particles that escape
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down the beam hole. In particular, the BPCV was specifically designed to detect
charged pions from the K0L → π+π−π0 background. In this case, the two charged
pions escape down the beam hole and the π0 is detected on the CsI with missing
momentum which fakes a signal event. To mitigate this background the BPCV was
installed after the first physics run in 2013. The BPCV is composed of four plastic
scintillator modules that are 5 mm thick with WLS fibers embedded and is shown in
Figure 2.24.
Figure 2.24: A BPCV detector module (left) and the BPCV in the beam pipe
(right). Figure courtesy of [47].
2.3.11 Beam Hole Charged Veto
The new Beam Hole Charged Veto (new BHCV) is in place to detect charged
particles in the beam in the downstream region. It is located behind the CC06
detector. Because this detector is in the beam with a high flux of KLs and neutrons,
it must be insensitive to neutral particles. In order to achieve this, the new BHCV
is a wire chamber with three layers and uses a mixture of n-Pentane and CF4 gases
as the drift gas. The new BHCV replaced the old BHCV which suffered from a high
rate of accidental neutron hits. The new BHCV reduced the hit rate by a factor of
three [56]. Figure 2.25 shows details of the new BHCV detector.
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Figure 2.25: A new BHCV detector module (left) and its cell structure (right).
Figure courtesy of [56].
2.3.12 Beam Hole Photon Veto
The Beam Hole Photon Veto (BHPV) is located downstream of the concrete/iron
shielding and is a Cerenkov detector. Its purpose is to detect photons that escape
through the beam hole and it is insensitive to neutrons in the beam. The BHPV
consists of 16 lead-aerogel Cerenkov counters placed along the beam axis, which
corresponds to a total radiation length of 6.2 X0. Each BHPV module is composed of
a lead converter, an aerogel radiator, light collecting mirrors, and has dual-end PMT
readout. Figure 2.26 shows the BHPV detector and individual module structure.
Figure 2.26: A BHPV module (top) and the full BHPV detector (bottom). Note
that there are a total of 25 modules shown in the figure but only 16 modules were
implemented in the 2016–2018 runs. Figure courtesy of [57].
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2.3.13 Beam Hole Guard Counter
The Beam Hole Guard Counter (BHGC) is located at the very end of the KOTO
detectors and is in place to detect photons that escape through the BHPV edge
region (this can be seen in the top of Figure 2.27). The BHGC is composed of four
modules of lead-acrylic Cerenkov counters in which each module is 500 × 120 mm2.
The lead plate converts the photon to charged particles and the charged particles
create Cerenkov radiation in the acrylic plate and the signal is read out from both
ends with PMTs. The BHGC is designed such that it is insensitive to neutrons in
the beam [58]. Figure 2.27 illustrates the details of the BHGC detector.
Figure 2.27: The BHGC detector details. Top: the BHGC is located behind the
BHPV detector and is in place to catch the photons that go undetected through the
BHPV edge regions. The bottom left shows a single BHGC module with a photon hit




The final piece of the KOTO detector apparatus is the vacuum system. The decay
region is evacuated to 10−5 Pa to prevent neutrons in the beam from interacting with
residual gas in the decay volume and creating additional particles. The vacuum
system consists of a high vacuum region kept around 5× 10−5 Pa and a low vacuum
region kept at less than one Pa. The low vacuum region acts as a buffer between the
high vacuum region and the outside atmospheric pressure and the different regions are
separated by thin films called “membranes”. Figure 2.28 shows the vacuum system
and the different regions.
Figure 2.28: Schematic view of the vacuum system. The high vacuum region is
indicated by the yellow hatched region and the low vacuum region is the surrounding
hollow region within the external vacuum vessel. The detectors in cyan are in the
low vacuum region. The red and blue crossed circles are closed and open valves,




In order to collect enough statistics to observe K0L → π0νν̄, we use the high
intensity proton beam to produce the many billions of kaons needed for KOTO.
However, processing the signals from thousands of detector channels during high beam
intensity is a huge undertaking and requires a highly efficient system to accomplish
this task. Because the rates at which we acquire data are so large, it is impossible to
store all of the data and so we must selectively record events of interest by making
trigger decisions on live data and discarding the rest. This is the main function of
the data acquisition (DAQ) system– to collect the data from the detectors, process
it, and cut it down to a reasonable amount so that it can be stored for later analysis.
To achieve this, the DAQ system was designed to sustain a high trigger rate with
minimum dead time and efficiently and accurately select triggers. The DAQ sys-
tem must also have good timing resolution to distinguish real events from accidental
backgrounds that occur with high beam intensity. This is accomplished by using fast
front-end digitization and three levels of triggers. The DAQ components and how
they work are described in this chapter and the different system configurations that
were used in the 2016–2018 data collection are described in Sections 3.2.2–3.2.5, as
the DAQ was upgraded during this time. The performance of the DAQ system in the
2016–2018 runs is covered in Chapter 4.
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3.1 Introduction to Triggering
To understand the DAQ system, one must first understand “triggers” or “trigger-
ing”. In this case, the word “trigger” can mean the system that uses criteria to rapidly
decide which events to keep, for example, the Level 1 trigger. It can also mean a sin-
gle snapshot or instance of what is happening in the detectors– I refer to this as “a
trigger”. For example, in the KOTO DAQ system, every 8 ns we calculate the energy
deposited in all the detectors and we issue a trigger if the energy in the CsI exceeds
a certain threshold and there is no energy in the veto detectors. There are different
types of triggers, depending on what criteria the DAQ system uses to determine a
trigger and this is discussed in Chapter 4. In the KOTO DAQ system, we use Field
Programmable Gate Arrays (FPGAs) on most of the electronics boards. FPGAs are
integrated circuits that can be reprogrammed to implement different logic functions,
which allows for flexible triggering and unlimited modifications to the system.
3.2 DAQ Overview and Upgrades
During the 2016–2018 data collection, we were constantly improving and upgrad-
ing the DAQ system to keep up with the high trigger rates that come with increasing
beam power. From 2016 to 2018, changes to the system were gradually introduced
and a new triggering system was fully functional by the final data collection period.
The upgrades are briefly summarized below (Table 3.1) and the details of the different
configurations in each run period are described in Sections 3.2.2–3.2.5. The compo-
nents of the DAQ system are listed in Table 3.2 and the remainder of the chapter
gives details on each DAQ component. The data collection period from 2016 to 2018
consisted of four run periods, Run 69 in 2016, Run 74/75 in 2017 (which are grouped
together here because they were taken consecutively), and Runs 78 and 79 in 2018
(see Table 3.1). More details about the run periods are given in Chapter 4.
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Run Period Date DAQ Upgrades
Run 69 6/2016 ADCs, Michigan L1, L2, and L3 triggers used
Run 74/75 4/2017 CDT trigger added and used as L1.5
and implemented software cut in L3
Run 78 1/2018 CDT performs extra online veto
Run 79 6/2018 CDT and OFC system replaces
Michigan L1 and L2 trigger systems
Table 3.1: Summary of the upgrades to the DAQ system from 2016 to 2018. The
run periods lasted anywhere from one to two months. Precise dates of operation can
be found in Table 4.1.
In general, the KOTO DAQ system is composed of two types of front end analog-
to-digital converter (ADC) modules and three levels of triggers. The Level 1 (L1) and
Level 2 (L2) triggers are hardware triggers and Level 3 (L3) is a software trigger. The
original L1 and L2 triggers were designed and built by the University of Michigan
KOTO group and are referred to in this chapter as the “Michigan L1 and L2”. The
DAQ system in Run 69 consisted of the ADCs, the Michigan L1 and L2 triggers,
and the L3 trigger1. The system is controlled by the MAster Control and TRIgger
Supervisor (MACTRIS+) which distributes the clock and keeps track of DAQ diag-
nostics. In 2017, a new cluster counting trigger called the Clock Distribution and
Trigger (CDT) was integrated into the system and we used the CDT as an additional
trigger (Level 1.5) in Run 74/75. We also implemented a software trigger cut in the
L3 system. In 2018, the DAQ system used in Run 78 was the same as in Run 74/75
except we added an extra online veto performed by the CDT trigger. In Run 79, the
Optical Fiber Center (OFC) modules were integrated into the CDT trigger system
and the OFC and CDT system replaced the Michigan L1 and L2 triggers which I refer
to as the “new L1 and L2 triggers”. The details of this new system are covered in
Section 3.7. Table 3.2 describes the different DAQ components and in which periods
they were used.
1Also built by the Michigan group
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DAQ Component Used In Run Description
69 74/75 78 79
ADC modules X X X X Data digitization and compression
Michigan L1 trigger X X X Energy sum and veto cut
Michigan L2 trigger X X X Center of Energy (COE) cut
L3 trigger X X X X Event building (CDT 4 cluster veto cut
added in Run 74/75)
MACTRIS+ X X X X System control, diagnostics, and clock
CDT trigger (L1.5) X X Number of clusters cut (online veto added
in Run 78; became new L2 trigger in Run 79)
new L1 trigger X Energy sum and veto cut
by OFC + CDT system
new L2 trigger X Number of clusters cut
by OFC + CDT system
Table 3.2: Summary of the DAQ components and the periods in which they were
used. From 2016 to 2018 the CDT trigger system was gradually integrated into the
DAQ until finally in Run 79, the CDT and OFC system became the new L1 and L2
triggers.
3.2.1 DAQ System Layout
Figure 3.1 show the location of the different DAQ components inside Hadron Hall
and the KOTO counting room (the data collection/control room). The ADC crates
sit inside the KOTO experimental area underneath the concrete radiation shielding
blocks near the KOTO detectors. Thousands of Ethernet cables from the detectors
are fed into the ADCs. The OFC and CDT system are also located within the
radiation shielding and the ADCs are connected to the OFC and CDT system via
optical fibers as well as Category-5 LVDS Ethernet cables. The full OFC and CDT
system was not completed until Run 79. The Michigan L1 and L2 crates sit outside
the radiation shielding blocks and the data and signals are sent through optical fibers
that pass through the concrete shielding. The L3 trigger system is located in the
KOTO counting room and Ethernet as well as optical fibers are used to deliver the
data from L2 to L3. Once the data is processed in the L3 trigger, it is sent out to
be permanently stored at the KEK Computer Cluster or KEKCC via the SINET4
(Science Information NETwork) network.
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Figure 3.1: Layout of the DAQ system in Hadron Hall (not to scale).
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3.2.2 Run 69 DAQ System
The DAQ system used in Run 69 is illustrated in Figure 3.2 and the data flow is
described here. The analog waveforms from the detector PMTs come into the ADC
modules via Category-6a Ethernet cables. The ADC modules convert the analog sig-
nals to a digital data packet and a lossless compression algorithm is used to compress
the data (detailed in Section 3.9). The data is then simultaneously buffered in the
ADC modules and another copy is sent out to the Michigan L1 trigger via 2.5 Gigabits
per second (Gbps) optical fibers. The L1 trigger decision is made based on the total
energy deposited in the CsI calorimeter and no activity in the veto detectors. This
total energy sum and veto information is sent to MACTRIS+ and if these criteria
are met, then MACTRIS+ sends a L1 trigger request to the ADC module where it
meets the buffered data right before it falls off the end of the buffer.
Figure 3.2: The Run 69 DAQ System and data flow. Black arrows and text indicates
the data that is transferred between components and purple indicates the connections
that allows the data passage. Red shows the system control signals that are sent.
All of the data that is met with a L1 request is sent from the ADC modules to
the Michigan L2 trigger via 2.5 Gbps optical fibers. The Michigan L2 trigger makes a
trigger decision based on the Center of Energy (COE) position on the CsI calorimeter
and the data which makes the cut is sent to the L3 trigger via 1 Gbps Ethernet cabling.
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The L3 software trigger receives fragments of events from L2 and uses Infiniband with
MPI protocol to build complete events. It should be noted that in Run 69, the L3
was only used for event building and did not make any trigger decisions. After the
events are built, the data is stored temporarily on disk arrays before being sent out
to be permanently stored at the KEK Computer Cluster (KEKCC). Analysis and
data processing that is done in the DAQ chain is referred to as “online” analysis
and analysis performed on data that is stored on KEKCC is referred to as “offline”
analysis.
3.2.3 Run 74/75 DAQ System
Before data collection in 2017, the DAQ system was upgraded with the addition of
the CDT trigger as well as a software cut that was implemented in the L3 trigger. The
CDT trigger calculates the number of clusters on the CsI which is used for versatile
trigger selections. A “cluster” is defined as energy deposited in a group of CsI crystals
from a particle hitting the calorimeter. Using a cluster counting trigger allows us to
improve the efficiency of data collection for the signal decay (two clusters), increase
the number of 2π0 and 3π0 events that are used for normalization analysis (four and
six clusters), and eliminate events not used in analysis (odd number of clusters).
The data flow and connections of the DAQ system are very similar to Run 69,
though the trigger decision flow was altered to accommodate the CDT. Figure 3.3
illustrates the DAQ chain with the CDT implemented. In this case, the data flow
is the same as in Run 69 up until the total energy sum and veto information is sent
to MACTRIS+, if the L1 trigger criteria is met, MACTRIS+ sends a L1 pre-accept
signal to the ADC module and the ADC starts the clustering mask calculation. This
cluster mask information is sent to the CDT trigger via Category-5 LVDS Ethernet
cabling and the CDT calculates the number of clusters. The number of clusters is
sent to MACTRIS+ and if the CDT trigger criteria are met then MACTRIS+ sends
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Figure 3.3: The Run 74/75 DAQ System and data flow. Note the addition of the
CDT trigger and the L3 software cut. Black arrows and text indicates the data that
is transferred between components and purple indicates the connections that allows
the data passage. Red shows the system control signals that are sent.
a L1 accept signal to the ACD down the same line as the L1 pre-accept. These
two signals are differentiated with a different length clock. As before, the L2 trigger
decision is made and the data is passed to L3 which builds the events. In 2017 we
also implemented a software cut in L3 on events with four clusters, which is discussed
in Section 3.8.2.
3.2.4 Run 78 DAQ System
The DAQ system used in Run 78 is the same as the system used in Run 74/75
except for an upgrade to the CDT trigger. In anticipation of increased beam intensity,
we added an extra criteria for the CDT to suppress the high trigger rate by also
making a trigger decision on veto detector information as well as the number of
clusters. The Michigan L1 trigger decision was still used and is based on the total
energy in the CsI and the total energy in each of the veto detectors. We modified
the CDT trigger to make an additional and tighter cut on the veto information by
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looking at the individual channels of the veto detectors and factoring in the effect
of energy calibration. In practice, if a L1 trigger accept signal was issued, the CDT
trigger would perform the clustering calculation and also make a judgement on the
veto energy information. If the CDT found any hits in the veto detectors that the
Michigan L1 was unable to find, the Michigan L1 trigger decision was overridden.
The rest of the DAQ system operated the same as before.
3.2.5 Run 79 DAQ System
Finally, in Run 79 we added the Optical Fiber Center (OFC) modules to the CDT
trigger system and the OFC and CDT system became the new L1 and L2 triggers.
The purpose of this upgrade was to reduce the dead time in the DAQ system, and
increase the efficiency of collecting K0L → π0νν̄ events. Figure 3.4 shows the new
data flow. The new L1 trigger is still based on the total energy deposited on the
calorimeter and the veto detector information, but the OFC and CDT system is able
to make a more accurate and efficient trigger selection. The energy sum and veto
information is sent from the ADCs to the OFC and CDT system and the L1 trigger
decision is made and sent back to the ADCs by the Top CDT, which controls the
system. The Top CDT is responsible for issuing trigger signals to the rest of the
system, while MACTRIS+ communicates with the Top CDT to secure the data flow
between the different components and ensure there is no data package loss.
The new L2 trigger decision is based on the number of clusters on the calorimeter.
The ADCs send partial cluster information to the OFC and CDT system and the
number of clusters is calculated and sent to the Top CDT for the new L2 trigger
decision. If the conditions are met, a trigger accept signal is sent back to the ADCs
to meet the buffered data before it is passed on to the Michigan L2 trigger. In this
case, the Michigan L2 trigger does not make any trigger decisions but the hardware
remains in the system and the data is simply passed on to the L3 system for event
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Figure 3.4: The Run 79 DAQ System and data flow. The CDT and OFC system
replaces the Michigan L1 and L2 triggers. The new system works together with
MACTRIS+ to ensure secure data passage. Black arrows and text indicates the data
that is transferred between components and purple indicates the connections that
allows the data passage. Red shows the system control signals that are sent.
building and software triggering. More details on the OFC and CDT system are
covered in Section 3.7. The rest of the chapter details the different components of
the DAQ system.
3.3 MACTRIS+ Control and Fanout System
MACTRIS+ is the brain of the DAQ system. Its purpose is to receive and send
the signals from the other DAQ components to tell them how to behave and to make
trigger decisions based on these signals. Along with the trigger signals (L1Pre-A, L1A,
etc.), it also generates and sends out the 125 MHz (8 ns) system clock (CLOCK),
handles DAQ diagnostics and packages and sends this information to the L3 trigger,
and generates the logic gate for data collection (LIVE). There are two other flavors
of MACTRIS+, the slave2 MACTRIS+ and the COE MACTRIS+. The hardware
on the MACTRIS+ board (Figure 3.5) is the same across the different flavors, but
2The use of “master” and “slave” in electrical engineering is antiquated and has racist undertones
and so shouldn’t be used for future naming schemes. The terms are only kept here for the sake of
consistency with other documents. The terms “controller” and “responder” are more appropriate.
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Figure 3.5: The MACTRIS+ control board.
the firmware on the FPGA3 is programmed to do different tasks. The MACTRIS+
board sits in slot 12 of the Michigan L1 crate and the slave MACTRIS+ boards sit
in slot 2 of the Michigan L1 and L2 crates. COE MACTRIS+ sits in slot 12 of the
Michigan L2 crate. In this section, I refer only to MACTRIS+’s communication with
the Michigan L1 and L2 triggers, not the new L1 and L2 system4.
MACTRIS+ distributes the control signals to the ADCs via the fanout system,
which consists of a master fanout board and two 9U VME crates of slave fanout
boards. The signals are sent out via an RJ45 Ethernet port on the front panel of
MACTRIS+ (Figure 3.6) and are received by the Ethernet port on the master fanout
board (Figure 3.7) which creates 16 identical copies of the signals and distributes
them to the slave fanout boards which in turn, create 16 more copies. The slave
fanout boards then sends a single copy of the signal to each ADC board via Ethernet
cables.
MACTRIS+ also delivers the system clock to the L1 and L2 boards via ribbon
cables that connect to the slave MACTRIS+ boards in the L1 and L2 crates. The slave
3Xilinx XC5VFX30T
4In Run 79 the Top CDT took over the responsibility of issuing trigger signals, generating the
clock, and logic gate signaling. MACTRIS+ worked with the Top CDT to secure the data handling.
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Figure 3.6: The MACTRIS+ front panel. The system clock is distributed to the L1
and L2 slave MACTRIS+ boards via the ribbon cable ports. The DAQ statistics are
output to the L3 trigger via one Ethernet port and another Ethernet port distributes
the control signals to the master fanout board.
Figure 3.7: The fanout board front panel. The signals are input from MACTRIS+
via the Ethernet port on the right and 16 copies are output via Ethernet.
MACTRIS+ then delivers the clock to the L1 and L2 boards via the P2 backplane. In
the L2 crate, the slave MACTRIS+ delivers the clock to COE MACTRIS+ through
the front panel ribbon cable. The MACTRIS+ and the COE MACTRIS+ are in
charge of the L1 and L2 trigger decisions, respectively. The L1 trigger is made every
8 ns and so no dead time is generated. The L2 trigger on the other hand, receives
triggers at a non-fixed clock time and so dead time can be generated if triggers come
too close together. For this reason, MACTRIS+ checks for available buffer space in
the L2 trigger and if there is no space, MACTRIS+ will not send the L1 trigger signal
to the ADCs to prevent the system from becoming overwhelmed. Though all triggers
don’t make it to the L3 system, we implemented a feature in MACTRIS+ that allows
us to save diagnostic information about each L1 trigger regardless of whether it passed
the L2 trigger5. This includes information like trigger type, timestamp, veto data,
etc. that is used to track DAQ performance and troubleshoot errors in the system.




Figure 3.8: The data collection period during a six second spill cycle. The four
second LIVE signal from MACTRIS+ tells the rest of the DAQ system to start
processing triggers during the two second beam extraction.
Finally, in order to collect data during the beam extraction, MACTRIS+ generates
a LIVE signal so that the DAQ system is ready to process triggers when the beam
is extracted to Hadron Hall. During a six second spill cycle, the beam is extracted
for two seconds (described in Section 2.2.2) and the KOTO DAQ system is LIVE for
four seconds as shown in Figure 3.8. The LIVE signal is synchronized with the start
of the beam extraction and we keep the system LIVE for four seconds to ensure that
no part of the beam is missed. The time during a spill cycle where there is beam
extracted is called “on-spill” and the time where there is no beam extracted is called
“off-spill”.
3.4 ADC Module
The output signals from the detector PMTs are analog waveforms, so the main
purpose of the ADC modules (sometimes also called ADC boards) is to convert the
analog signals to digital data so that high rate trigger decisions can be made. The
analog signals from the PMTs are converted from 50 Ω single-ended signals to differ-
ential signals by a 100 Ω differential converter near the vacuum feedthrough for the
detectors (this can be seen in Figure 3.1). Output signals from the CsI, CV, BHPV,
new BHCV, BPCV, and BHGC already have differential signals so don’t need to be
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Figure 3.9: Pictures of the ADC modules. The left shows a photo of a 125 MHz
ADC board which can take up to 16 detector channel inputs. The right shows a
picture of a 500 MHz ADC board which can take up to four detector channel inputs.
converted. We use differential signaling to reduce the effects from noise and pulse
widening while transmitting the signals along long lengths of cabling. The signals
are transferred to the ADC modules via Category-6a Ethernet cables each with two
shielded, twisted pairs. Due to the different detector locations, the cables from the
detectors have different lengths and the signals arrive at the ADCs at different times.
This timing disparity is accounted for in the FPGA firmware on the ADC boards.
We use two types of ADC modules to receive data from the detectors– 14-bit
ADCs with a 125 MHz sampling rate and 12-bit ADCs with a 500 MHz sampling
rate (Figure 3.9). Most of the detector signals are digitized with the 125 MHz ADCs
but detectors that are close to the beam line have a higher event rate and so we
use the 500 MHz ADCs for these detectors that require a faster sampling rate. In
the 2016–2018 runs a total of 3864 detector channels were connected to the ADC
modules. These boards were housed in 6U VME crates which can hold up to 16 ADC
modules. In the 2016 runs, there were 17 VME crates and in 2017-2018 we added an
additional VME crate to accommodate the CDT trigger. Table 3.3 lists the detector
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channels and the corresponding number of ADC modules that were used.
Detector Number of Channels ADC Modules
















new BHCV 48 12
BHPV 34 9
BHGC 8 2
old BHCV (not used) 8 2
old BCV (not used) 64 4
Other 26 2
Table 3.3: Detector channels and the corresponding ADC modules.
3.4.1 125 MHz ADC
The 125 MHz ADC modules digitize the waveform signals with a sampling rate
of 8 ns, which means that we record the pulse height in ADC counts of the waveform
every 8 ns as it comes into the ADCs. The 8 ns clock is provided by the MACTRIS+
system clock6. However, the leading edge of the PMT waveform is originally too fast
for an 8 ns sampling, so before digitization we use a 10-pole Bessel filter to spread out
and shape the pulse into a Gaussian waveform. After the waveform goes through the
10-pole filter it has a spread of about 64 ns. Then when we digitize the waveform a 1
6Provided by the Top CDT in Run 79
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Figure 3.10: Digitization of an analog waveform. An analog pulse from a detector
PMT is shown on an oscilloscope (left) and has a sharp leading edge. After shaping
with the 10-pole filter, the waveform is digitized into 64 samples (right).
ns timing resolution can be achieved even with an 8 ns sampling rate. The resulting
digitized waveform has 64 samples. This step to improve the timing resolution is
essential, as a good timing resolution is required to distinguish overlapping events.
Figure 3.10 shows the waveform before and after digitization in the 125 MHz ADCs.
The logic decisions described here are illustrated in Figure 3.11 and reflect the
data and signal handling in all run periods except Run 79. Once the waveforms
are digitized, the FPGA7 on the ADC board synchronizes the signals from up to 16
channels and aligns them to the KL beam pulse. The FPGA then carries out two
processes in parallel. The energy sums of the waveforms are calculated and sent to the
Michigan L1 trigger via 2.5 Gbps optical fibers for the trigger decision. At the same
time, the data is packaged and compressed using a lossless compression algorithm
(detailed in Section 3.9) and then buffered in a 512 clock-wide pipeline to wait for the
L1 decision. If MACTRIS+ sends a signal back to the ADC, then the data is sent to
the L2 trigger via 2.5 Gbps optical fibers, otherwise it is ignored. It should be noted
that in Run 79, the ADC firmware was modified to fit the requirements of the new
OFC and CDT system. These details are described in Section 3.7.
7Altera Stratix II EP2S60F1020
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Figure 3.11: Schematic of the ADC module illustrating the firmware logic (excluding
changes made for Run 79). The top port of the ADC module is configured to send
the data packets to the L2 trigger while the port below it is configured to deliver the
energy sum information to the L1 trigger. Figure courtesy of [54].
3.4.2 500 MHz ADC
The 500 MHz ADCs are used for detectors that have direct interaction with the
beam and as a result, a higher event rate than detectors that are further away from
the beam. By using a fast sampling rate of 2 ns we can capture the sharp edge of
the waveform without needing any waveform shaping like is needed in the 125 MHz
ADCs. Aside from the waveform shaping with the 10-pole filter, the data handling
and logic in the 500 MHz ADCs is the same as in the 125 MHz ADCs.
3.5 Michigan Level 1 Trigger
The L1 trigger decision is made every 8 ns based on the total energy deposited
on the CsI calorimeter and no energy in the veto detectors. Specifically, we require a
minimum total energy (Et) of 550 MeV deposited on the calorimeter and no energy
in the NCC, CV, MB, IB and CC03 detectors. In this way, the L1 trigger removes
events with charged particles and ensures that there is enough activity in the CsI to
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L1 trigger decision to ADC
Figure 3.12: Schematic of the L1 trigger daisy-chain and information flow.
account for at least two photon hits.
There are three types of L1 trigger modules that have the same hardware but are
programmed to do different jobs– the CsI trigger boards, the veto boards, and the
master veto boards. The CsI trigger boards calculate the energy sum from the CsI
calorimeter, the veto boards calculate the energy sum from the veto detectors, and
the master veto boards receive energy sums from the CsI ADCs and the veto trigger
decisions from the veto boards. All of the L1 trigger modules are housed in 9U VME
crates connected with a P2 VME backplane and a custom made P3 VME backplane.
The L1 modules are equipped with a Virtex 5 Xilinx FPGA8 to quickly calculate
the energy sums from multiple optical fibers. Each L1 module receives the energy
sums of the waveforms from up to 16 ADC boards and calculates the partial energy
sum from the inputs. To get the total energy sum, we use the P3 backplane to
connect the L1 boards in a daisy-chain and pass the energy sums from each board
to the center of the crate where the MACTRIS+ board resides (Figure 3.12). Each
8XC5VFX70T
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L1 board calculates the energy sum from its inputs and adds this to the energy sum
passed from the neighboring board. The MACTRIS+ board sits in the middle slot
of the VME crate and calculates the total energy from the left and right daisy-chain
energy sums. The MACTRIS+ makes the trigger decision based on the CsI Et and the
veto detector energies and then sends a trigger signal to the ADCs if the conditions
are met.
3.6 Michigan Level 2 Trigger
The L2 trigger was designed to select events that have a large transverse mo-
mentum, which is a unique characteristic of the signal decay. Because other KL
backgrounds decay exclusively into photons, an event where every photon hits the
CsI will have a net transverse momentum near zero. In the case of the signal decay
where the neutrinos are not seen by the KOTO detectors, this gives the π0 and the
resulting photons a significant amount of transverse momentum which can be seen
by the hit positions on the CsI.
To make this distinction, the L2 trigger calculates the Center of Energy (COE)
position on the face of the calorimeter for each event. The distance from the center
of the calorimeter to the COE position is called the COE radius, which is determined













Here Ei is the energy deposited in the ith crystal and xi and yi are the x and y
coordinates of the ith crystal. Figure 3.13 shows the COE radius distribution for
several neutral backgrounds and the signal decay and it is easy to see that the COE
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Figure 3.13: Center of Energy distribution for various KL decays. Background
decays such as K0L → 3π0, K0L → 2π0, and K0L → 2γ have lower COE distributions
than the signal decay, K0L → π0νν̄, because the signal decay has missing neutrinos
that give the π0 a large transverse momentum. The COE cut is made at 165 mm.
Figure courtesy of [59].
radius is distinctly large for K0L → π0νν̄. After calculating the COE radius the L2
trigger selects only events that have a COE radius greater than 165 mm.
The L2 trigger boards have identical hardware to the L1 trigger boards though
they are programmed to have a different functionality. Figure 3.14 shows the data
flow of the L2 trigger. Each L2 board has two FPGAs, a Virtex 5 Xilinx FPGA9
(V5) and a Virtex 4 Xilinx FPGA10 (V4)11. There are 18 L2 boards housed in a 9U
VME crate with P2 and P3 VME backplanes. The COE MACTRIS+ board sits in
the center of the crate so that it can receive the COE calculations from each board
and make the L2 trigger decision. The L2 boards receive data packets from up to 16
ADC boards via optical fibers and store the events in a First-In-First-Out (FIFO)
9XC5VFX70T
10XC4VFX12




























Figure 3.14: Schematic of the L2 trigger information flow.
buffer. The COE partial sum information is calculated sequentially for each event by
the V5 FPGA and the information is passed from the L2 boards via the P3 backplane
daisy-chain so that the COE MACTRIS+ can calculate the final COE radius. COE
MACTRIS+ makes the trigger decision and issues a trigger accept signal to the L2
boards via the P2 VME backplane.
If a trigger accept signal is received by the L2 board, the events are read out from
the FIFO to a 2 Gb DDR2 memory by the V4 FPGA to be stored until they can
be transferred to the L3 computer cluster during the next spill cycle. There are two
DDR2 memories on the L2 boards so that during each spill cycle we can write to
one memory and read out to L3 with the other and prevent overwriting events. Each
of the L2 boards can also communicate with MACTRIS+ in the event that there is
not enough room in the FIFO to store incoming triggers. In this case, the L2 board
will send a “buffer full” signal to MACTRIS+ to tell it to stop issuing L1 trigger
signals until the buffer has room again. The capacity of the FIFO is 11 events and
the lossless compression algorithm in the ADCs greatly reduces the data size so that
the FIFO rarely becomes full.
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3.7 OFC and CDT Trigger System
Before the last data collection period in 2018, a new L1 and L2 trigger system
referred to as the Optical Fiber Center (OFC) and Clock Distribution and Trigger
(CDT) system was completed, which replaced the original Michigan L1 and L2 trig-
gers. The system was gradually introduced with the addition of the CDT trigger in
2017 and was finalized with the addition of the OFC modules in 2018. This upgrade
allowed us to reduce DAQ dead time and improve the trigger efficiency. The perfor-
mance of the new system is detailed in Chapter 4. The new L1 trigger is the same
as before and is determined by the combination of the total energy deposited on the
calorimeter and no energy in the veto detectors. The new L2 trigger is based on the
number of clusters on the calorimeter.
Figure 3.15: The CDT (left) and OFC (right) modules.
The new triggering system is composed of two different types of custom made
modules, CDT modules and OFC modules (Figure 3.15) and both boards are equipped
with FPGAs to complete different tasks. Most of the CDT modules act as Local
CDTs, which collect the relevant information from the ADCs and pass it to either one
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of two OFC modules. The Clustering OFC module collects the clustering information
for the L2 trigger and the Energy/Veto OFC collects information for the L1 trigger.
One CDT module acts as the Top CDT, which makes the final L1 and L2 trigger
decisions and distributes other signals to the rest of the DAQ system (the Top CDT
takes over some of the jobs of MACTRIS+). Figure 3.16 shows the data and signal
flow of the OFC and CDT system and the details of the L1 and L2 triggers are
described below.
         OFC and CDT System Architecture 
Figure 3.16: Schematic of the OFC and CDT system data and signal flow. Figure
courtesy of [60].
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3.7.1 New L1 Trigger
The new L1 trigger has the same criteria as the Michigan L1 trigger but is de-
termined in a different way, with different hardware. The Top CDT distributes the
125 MHz clock to the rest of the system and the L1 trigger decision is made every 8
ns. There are 18 ADC crates that convert the analog signals from the detectors to
digital data, 11 of which receive signals from the CsI calorimeter (CsI crates), and
7 of which receive signals from the veto detectors (veto crates). For the CsI crates,
the partial energy sums from each ADC board are added via a daisy-chain using 2.5
Gbps optical fibers. For the veto crates, the veto bit is set HIGH when the energy
exceeds the threshold in each module. The energy sum information and veto bits are
sent to the Local CDT modules via 2.5 Gbps optical fibers and Category-5 LVDS
Ethernet cables, respectively. Then 11 CsI Et values and 7 veto bits are sent via
optical links from the Local CDTs to the Energy/Veto OFC, which sums the CsI Et
values and obtains the final veto bits by taking a logical OR of the 7 veto inputs. The
final energy sum and final veto bits are sent to the Top CDT via optical links, which
makes the L1 trigger decision.
3.7.2 New L2 Trigger
If the L1 trigger conditions are met, the Top CDT distributes a cluster trigger
signal via the fanout CDT to the Local CDTs, which distribute it to each of the ADC
boards (Figure 3.16). When a cluster trigger is received by the CsI crates, a cluster
bit is made for each channel based on the peak height of the waveform. These bits are
sent to the Clustering OFC which uses a high-speed clustering algorithm to create a
full map of the CsI calorimeter clusters inside the OFC module, an example of which
can be seen in Figure 3.17.
The number of clusters is calculated and reported to the Top CDT via 2.5 Gbps
optical fibers and the L2 trigger decision is made based on the number of clusters.
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Figure 3.17: Energy deposition display of a six cluster event on the CsI calorimeter
(left) and the corresponding CDT map with six clusters (right). Figure courtesy of
[60].
In this way, we are able to collect events with two clusters (signal) as well as events
with four and six clusters (2π0 and 3π0) for normalization analysis. If the trigger
conditions are satisfied, a trigger signal is sent to the ADCs and the data packages
are written out from the ADCs to the Michigan L2 trigger (bypassed) and sent on to
the L3 trigger system for event building.
3.8 Level 3 Trigger
Because the signals from the detectors come into the ADCs over multiple channels,
the data for a single event is in pieces and must eventually be put back together to
get a full picture of the event. Thus, the job of the L3 trigger is to collect these event
fragments from L2, do event building and reconstruction, make online software cuts,
and repackage the data for permanent storage on KEKCC.
The L3 software trigger is a computer cluster named “Banjo” that consists of 47
worker nodes (banjo01 − banjo47), and two head nodes (banjo and banjo−1) that
supervise the worker nodes. Each node has two processors and eight CPU cores.
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Figure 3.18: The Banjo computer cluster. The head nodes are shown in red, the
worker nodes in purple, and the disk arrays in green.
The head nodes are Dell 2950 computers with 8 TB of storage12 each and the worker
nodes are Dell 1950 computers each with two 4 TB disk drives. The system also has
eighteen stages of 16 TB RAID 5 disk arrays for temporary storage on the cluster.
Figure 3.18 shows a photo of Banjo and the different components.
The worker nodes are split into two groups that accomplish different tasks– Type
1 nodes (banjo01 − banjo17) and Type 2 nodes (banjo18 − banjo47). The 17 Type 1
nodes receive event fragments from L2 and send the fragments to the Type 2 nodes.
The 30 Type 2 nodes build the events, perform the online software cut, and compresses
and package the data. The data is then saved to the node’s local disk, later transferred
to the cluster’s disk arrays, and ultimately sent out to be permanently stored at the
KEK computer cluster.
122 TB RAID 1 system disk and 6 TB RAID 5 local disks
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3.8.1 Event Building and Packaging
When the Ethernet data packets are passed to L3, the events must be built,
compressed, and written to disk before the next spill cycle starts. This means that
L3 has less than six seconds to reconstruct and process the data. In order to achieve
this high data processing rate, we use both the Ethernet network and the Message
Passing Interface (MPI) network to create mesh communication so that there is direct
communication between all nodes. We use a 48 port Ethernet switch to send control
signals and a 48 port Infiniband switch to facilitate fast data transmission between
nodes. Each node is connected to the Ethernet switch via 10 Gbps Ethernet cabling
and to the Infiniband switch via 20 Gbps Infiniband cabling. We also use the multi-
core capabilities of the nodes and the MPI protocol to run a multi-threading algorithm
that does parallel processing of each task. We use the Real Time Red Hat Linux
operating system for all nodes and the L3 software to do the event building, data
processing, and packaging is written in C++.
The data flow and event reconstruction is described and depicted in Figure 3.19.
Each Type 1 node has a direct connection to a L2 trigger board and receives event
fragments using the 1 Gbps Ethernet via UDP protocol for fast data transferring.
Type 1 nodes send event fragments to Type 2 nodes for event building using the
Infiniband with the MPI network and TCP/IP protocol. Events are built using the
the event ID and spill information contained in the Ethernet data packet header.
Once the events are built the ADC-compressed data is decompressed to do trigger
selections with further analysis, conduct checks of the data, and rearrange the data
for offline analysis. The L3 uses little-endian as the data packaging style.
After this is done the data is recompressed using a lossless data compression
algorithm to reduce the event size to save space on the disk storage. The data is
packaged in a binary file and saved to the node’s local disk, later transferred to the
cluster’s disk arrays, and ultimately copied and sent out to be permanently stored
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Figure 3.19: The L3 data flow. Figure modified from [54].
at the KEK computer cluster. We use the 4 Gbps SINET4 network13 to transfer
the data to KEKCC and remove the L3 local data after checking that the copy was
transferred successfully to KEK.
3.8.2 L3 Software Cut
The L3 trigger software cut was developed and implemented in 2017. We deter-
mined through offline analysis studies that most events with four clusters cannot be
reconstructed to the K0L → 2π0 decay. For this reason, we designed an online cut
for events with four clusters (determined by the CDT trigger) that checks the energy
in the MB and IB and if the energy exceeds 10 MeV in any MB or IB module, the
13The Science Information NETwork (SINET) is a Japanese academic network for universities
and research institutions.
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event is rejected. From the offline analysis studies, this cut reduced this background
by around 30%. The L3 software also carries out online quality checks of the data to
ensure consistent data for offline analysis.
3.9 Data Compression
There are two purposes to the data compression in the KOTO DAQ system–
firstly, the data is compressed in the ADCs to maximize data throughput with the
available resources needed to process the data and secondly, the data is uncompressed
and then recompressed in the L3 trigger to reduce the file size and save space on
KEKCC. In order to keep the full information in the data, we use a bit-packing lossless
compression algorithm which allows the original data to be perfectly reconstructed
from the compressed data.
The waveform information that is received by the ADCs has 64 digital samplings
that is compressed into data packets. The compression algorithm encodes the data
into a 16-bit word with the last two bits reserved for header information. The com-
pressed data is arranged by waveform samples in the ADCs and for each waveform
the minimum and maximum energy values among the 64 samples are recorded. This
gives the maximum number of bits needed to store the energy difference in each sam-
ple to the minimum energy and we store this energy difference for all 64 samples.
The same algorithm is used in the L3 trigger, except the data packets are arranged
by detector channels instead of waveform samples for easier offline analysis. The data
compression is an essential part of the DAQ system as it reduces DAQ deadtime and
allows us to collect and store as much data as possible so that we can collect enough




The KOTO experiment collected its first physics data in 2013, though the data
collection was stopped after 100 hours due to a radiation incident in Hadron Hall1.
KOTO began running again in 2015 and since then has been collecting data period-
ically each year. This chapter will focus on the data collection from 2016 to 2018
which is the data set used in this thesis for the K0L → π0νν̄ search. In particular,
it will cover the conditions during data collection, the types of experimental runs,
trigger selections, and the performance of the DAQ system.
4.1 Overview of Data Collection
The J-PARC accelerator operates in either SX or FX, so the beam use is split
between the two and KOTO takes data during the allocated SX beam time. The
periods of data collection are split up in different experimental “Runs” which are dic-
tated by the accelerator operation cycles. A Run typically lasts one to two months.
Within an experimental Run the data collection is further divided into “runs” which
are typically 500 spills. Since the beam extraction period (a spill cycle) is approxi-
mately six seconds, a run lasts about 50 minutes. Different trigger selections can be
adjusted and troubleshooting can be carried out between runs.




Run 69    Run 75    Run 79
Run 74    Run 78
Figure 4.1: Accumulated POT (black) and beam power (red) over time from 2013
to 2018. The run periods taken during 2016–2018 are labeled.
Figure 4.1 shows the accumulated Protons on Target (POT) and the beam power
from 2013 to 2018, which gives an indication of how much data we have collected since
the first run in 2013. The 100 hours of data taken in 2013 was analyzed together as
a data set (referred to as the 2013 run/analysis) and the data taken in 2015 was
analyzed together (referred to as the 2015 runs/analysis). The data set used for this
thesis includes data taken from 2016–2018 after the IB was installed and before the
experiment was upgraded with the installation of double-ended readout MPPCs on
the CsI calorimeter (details in Section 10.3.1). The different run periods in the 2016–
2018 runs are shown in Figure 4.1 as Run 69, Run 74, Run 75, Run 78, and Run
79.
4.2 2016–2018 Data Collection
Table 4.1 lists the details of the run periods in 2016–2018. The IB was installed
after the 2015 runs in preparation for Run 69 in June of 2016. The beam power in
75
Run Dates Beam Power POT×1018 Comments
(kW) Phys. Phys. Corrected
69 5/28 ∼ 6/30/2016 42 5.5 3.1 Installed new IB
74 4/13 ∼ 4/24/2017 44 1.0 N/A ESS trouble in MR,
CDT added to DAQ
75 5/25 ∼ 7/2/2017 31, 35, 37.5 9.2 8.2 CDT trigger implemented
78 1/13 ∼ 2/26/2018 33, 44, 50 10.2 8.1
79 6/7 ∼ 6/28/2018 51 12.6 11.2 new L1 and L2 triggers
in DAQ
Table 4.1: Run periods in the 2016–2018 data set. The POT delivered to the T1
target in physics runs is indicated as “Phys.”. “Phys. Corrected” indicates the POT
in physics runs properly corrected based on the DAQ livetime and only using good
runs and good spills.
Run 69 was 42 kW and due to an issue with the L2 trigger, we took physics and
normalization triggers separately. During Run 74 in 2017, after about 1.5 weeks of
data collection, the Electro-Static Septum 1 (ESS1) in the MR was damaged by an
unstable proton bunch in the beam, causing the fine wire electrodes to break and
short circuit when they touched the high voltage electrode. Because of this issue, the
accelerator operation was stopped for about a month while the ESS1 was replaced
with the ESS2, and the MR operated with one ESS instead of two2. Due to this
limitation, the beam intensity was reduced and limited to a maximum of 37.5 kW.
The majority of the data taken in Run 75 was with a beam power of 37.5 kW.
The ESS1 was repaired before Run 78 in January of 2018, and with a gradual
increase in beam intensity, most of the data taken in Run 78 was at 50 kW beam
power. Run 79 occurred in June of 2018 with a beam power of 51 kW, which is the
maximum beam power for the T1 target due to cooling limitations. The repetition
cycle for the beam extraction was 5.52 seconds in Runs 69, 74, and 75 and before
Run 78 it was changed to 5.2 seconds and remained at 5.2 seconds for Run 79.
The spill length varied from approximately 2.1 seconds to 1.8 seconds and often
gradually decreased over the course of the run period. The POT collected for physics
runs (“Phys.”) is listed in Table 4.1 as well as the POT collected in physics runs
2More details can be found at [62].
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Figure 4.2: Accumulated POT (Phys. Corrected) (black) and beam power (red) for
the 2016–2018 physics runs. Run 74 was not used in the normalization analysis so it
is not shown here.
that has been corrected for loss factors (“Phys. Corrected”). Figure 4.2 shows the
accumulated, corrected POT and beam power in physics runs for the 2016–2018 run
periods. The total number of corrected POT that was collected during the 2016–2018
physics data collection was 3.05× 1019. It should be noted that because Run 74 is a
very small data set, it was not included in the normalization analysis. Finally, there
were two dead channels in the CsI calorimeter that were excluded in the analysis,
channel 356 and 357, which can be seen in Figure 4.3. There were also two dead
channels in the IB and IBCV detectors and their treatments are discussed in Section
5.3.4.3.
4.3 Trigger Selections
A mixture of several types of triggers were used to collect various events for the
analysis. The primary trigger was the physics trigger, which was used to collect the
K0L → π0νν̄ sample. We collected other trigger types simultaneously at lower prescale
factors that are used for normalization analysis, checking accidental activity, and
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Figure 4.3: CsI dead channels 356 and 357 (circled in yellow) were excluded in the
2016–2018 analysis. The view of the calorimeter is from downstream.
tracking detector performance. The prescale factor was set for each trigger with the
intention of collecting as many physics triggers as possible to maintain high statistics
for K0L → π0νν̄ while also collecting a large enough sample of other triggers necessary
for the analysis. The following sections detail the purposes and conditions for each
trigger type.
4.3.1 Physics Trigger
The physics trigger was the main trigger designed to collect data sensitive to
K0L → π0νν̄. The conditions of the physics trigger required a total energy (Et)
greater than 550 MeV deposited in the CsI calorimeter and no activity in the veto
detectors which includes the NCC, CV, MB, IB and CC03 detectors (commonly called
the “online veto”). The threshold for “no activity” in each of the veto detectors is
shown in Table 4.2. The physics trigger also required a large transverse momentum
which corresponds to a COE radius greater than 165 mm. In Run 75 we replaced
the COE cut with the requirement of two, four, or six clusters on the calorimeter as
calculated by the CDT trigger system. For events with four clusters, we required less
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Veto Detector ADC Count Threshold Energy Threshold (Run 79)
NCC < 3000 ADC counts 14 MeV
CV < 7500 ADC counts 0.2 MeV
MB < 4300 ADC counts 14 MeV
IB < 1200 ADC counts 10 MeV
CC03 < 5000 ADC counts 14 MeV
CC04-CC06 N/A 14 MeV
Table 4.2: Threshold of ADC counts/energy for each veto detector for the physics
trigger. The ADC counts correspond to offline energies in MeV after applying a gain
correction factor for each detector and were used in Runs 69-78. The new DAQ
system (OFC+CDT) used the Et sum in MeV and this was implemented in Run 79.
The CC04-CC06 veto detectors were also used for the physics L1 trigger in Run 79.
than 10 MeV in all MB and IB modules, for the purpose of rejecting events that were
tagged as four clusters, but had energy deposited in the MB or IB.
Thus, for Runs 75, 78, and 79, the physics trigger required the Et sum, the online
veto, two, four, or six clusters, and no activity in the IB or MB for events with four
clusters. Though the K0L → π0νν̄ decay only has two photon clusters, we included
four and six cluster events in the physics trigger in order to collect more K0L → 3π0
and K0L → 2π0 events to be used for the normalization analysis. The prescale factor
for the physics trigger was one, since a high level of statistics is required for the
K0L → π0νν̄ analysis.
4.3.2 Normalization Trigger
The purpose of the normalization trigger was to collect K0L → 3π0, K0L → 2π0, and
K0L → 2γ events which are used in the normalization analysis (Chapter 7). In the case
of Run 69, the normalization trigger was the same as the physics trigger, except the
COE cut was not applied since there is no missing energy in K0L → 3π0, K0L → 2π0, or
K0L → 2γ. In Run 75 and thereafter, the normalization trigger requirements remained
the same, including only the Et sum and the online veto, regardless of the number of
clusters. To suppress the trigger rate the prescale factor for the normalization trigger
was 30, meaning one out of every 30 triggers was a normalization trigger.
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4.3.3 Minimum Bias Trigger
The minimum bias trigger required only that the energy deposited in the CsI was
greater than 550 MeV. By excluding any information about the veto detectors, we
were able to collect data free from any online veto trigger biases, and this is used to
evaluate veto cut efficiencies. A prescale factor of 300 was applied for the minimum
bias trigger to reduce the trigger rate.
4.3.4 Calibration Trigger
The purpose of the calibration trigger was to collect K0L → 3π0 events for the
energy calibration of the CsI calorimeter. There are no other K0L decays that generate
six photons, so K0L → 3π0 events can be collected effectively by looking at the number
of clusters. Before cluster counting with the CDT trigger system, the CsI was divided
into twelve regions, as shown in Figure 4.4, which was used for rough cluster counting
by region. The calibration trigger had the same requirements as the normalization
trigger (Et sum and online veto) and required hits in four or more regions with energy
exceeding 120 MeV. Though cluster counting by the CDT trigger system was added in
Run 75, the calibration trigger continued to use the region cluster counting method.
A prescale factor of 10 was applied for this trigger.
4.3.5 External Triggers
There were five external triggers used in the 2016–2018 data collection– the cosmic
ray trigger, clock trigger, laser trigger, LED trigger, and Target Monitor (TMon)
trigger. The external triggers come from sources other than the KL beam and they
all had a prescale factor of one applied.
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Figure 4.4: The CsI calorimeter divided into 12 sections for region cluster counting
for the calibration trigger. Figure courtesy of [63].
4.3.5.1 Cosmic Ray Trigger
The purpose of the cosmic ray trigger was to continuously check the stability of
the CsI, OEV, and NCC detectors. We collected cosmic ray data in the off-spill time
during each spill cycle and the cosmic ray trigger was issued when the CsI, NCC, or
OEV detected cosmic ray muons. The Et thresholds for the CsI and the NCC were
the same as in the physics trigger, and for the OEV we required two or more modules
to have hits for a trigger to be issued.
4.3.5.2 Clock Trigger
The clock trigger, also known as the random trigger, was issued by a 10 Hz periodic
clock in order to take random trigger data. This trigger was used to monitor counting
rates and noise in detectors during a spill.
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4.3.5.3 Laser Trigger
The laser trigger used light from a laser that was flashed at 5 Hz and triggers were
issued synchronously with this timing. The purpose of the laser trigger was for the
calorimeter PMT gain correction and channel timing alignment.
4.3.5.4 LED Trigger
The LED trigger was similar to the laser trigger in which LED lights were flashed
at 10 Hz in the veto detectors. This trigger was used to monitor gain stability in the
veto detector MPPCs and PMTs and adjust the timing offsets between veto detector
modules.
4.3.5.5 Target Monitor Trigger
The Target Monitor (TMon) trigger was used to collect data with accidental hits
related to the beam activity. The Target Monitor is located in Hadron Hall, 50◦ off
the primary beam line and monitors the yield of secondary particles from the T1
target. By issuing triggers generated by the Target Monitor related to accidental
activities in the beam, we could study the accidental activity and its effect on the
physics trigger.
4.4 Special Runs
Most of the data that we collected were “physics runs” with the main purpose to
collect high statistics for K0L → π0νν̄ and other events used in analysis. However, we
also dedicated beam time to collecting other types of data used to calibrate detectors
and study various backgrounds. These special runs collected during 2016–2018 were
Aluminum (Al) target runs used primarily for studying the hadron-cluster background
and muon runs used for calibration. Figure 4.5 shows a breakdown of the data and
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Figure 4.5: Amount of data collected during the 2016–2018 runs during beam time.
“Physics” includes any normalization runs that were taken separately. “Background
Studies” includes Al target runs, while “Calibration” includes muon runs and other
runs taken to calibrate specific detectors. “Random Triggers” includes TMon and
clock runs. It should be noted that many more hours of calibration data were taken
before and after beam time and are not included in this chart.
the different types of runs in the 2016–2018 periods.
4.4.1 Aluminum Target Runs
In the 2016–2018 data collection, we took special runs in which an Aluminum
plate, or “target”, was inserted into the beam to scatter neutrons for background
studies, as well as to use in studies that required known z positions. There were
two types of Aluminum (Al) targets used, the Z0 Al target, and the Decay Volume
Upstream (DVU) Al target. The Z0 Al target was located at the front of the FB
around the Z=0 position and the DVU Al target was located at the upstream end of
the decay volume (Figure 4.6 shows the positions of each). The Z0 Al target could
be mechanically inserted into the beam using a motor system and the DVU Al target
could be moved into the beam by rolling down a wire that it hung on (Figure 4.7).
The specifications of each Al target are shown in Table 4.3.
83
Z0 Al Target DVU Al Target
Thickness 10 mm 5 mm
Size 80× 80 mm2 100 mm diameter
Z Position −634 mm 2795 mm
Table 4.3: Specifications of the Z0 and DVU Al targets.
The Z0 Al target runs were used to collect samples of control data for the “hadron-
cluster background”, in which a scattered neutron hits the calorimeter and produces
a hadronic shower and a neutron in the first hadronic shower scatters to produce a
second hadronic shower. The Z0 Al target was inserted into the beam line to scatter
neutrons for the Z0 Al target runs and was moved out of the way the rest of the time.
More details on this background can be found in Section 8.4.1. We also took special
runs with the DVU Al target inserted into the beam with the purpose of generating
π0s when a beam core neutron interacted with the target. The DVU Al target runs
were mainly used for calibrating the CsI calorimeter with π0 → 2γ. Since the z
generation position of the π0 (the DVU Al target z position) is known, the π0 mass
can be reconstructed using Equation 5.18. Similarly, the energies of the photons can
be obtained by assuming the π0 mass. Thus, these data runs were used to correct the
absolute energy scale of the energy calibration.
Z0 Al Target DVU Al Target
Z [m]
Figure 4.6: Locations of the Z0 and DVU Al targets in the KOTO detector system.
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Figure 4.7: The Al targets used in the 2016–2018 data collection. A schematic
drawing of the Z0 Al target and the motor system used to move it is shown on the
left and a picture of the DVU Al target is shown on the right.
4.4.2 Muon Runs
There were two types of muon runs that we took during the 2016–2018 data
collection: cosmic muon runs and beam muon runs. The purpose of the muon runs
was for calibration of detectors and stability checks. We took cosmic muon runs before
and after the accelerator runs as well as during any accelerator maintenance periods.
Different trigger settings were used depending on the needs of the run and events
were triggered by Et sums in the CsI, NCC, OEV, MB, IB, BPCV, and downstream
collar counters. The clock, laser, and LED external triggers were also used during
these runs.
To calibrate detectors close to the beam hole that could not be calibrated in the
cosmic muon runs, we took beam muon runs in which the beam plug (described in
Section 2.2.4) was closed. By closing the beam plug and turning off the sweeping
magnets, high momentum charged muons could penetrate through the beam plug
and enter into the KOTO detector area. The beam muon runs were also used to
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study how charged particles penetrate detectors close to the beam. In these runs
events were triggered using a combination of Et sums from the NCC, BHCV, and
downstream collar counters.
4.5 DAQ Performance
The DAQ system was continuously upgraded from 2016 to 2018, and we tracked
the effects of these changes through the performance of the system. One important
criteria of the DAQ system that it sustain high trigger rates with minimum dead
time, meaning that the system loses as little data as possible during data collection.
Due to hardware limitations, stray errors during data passing, and corrupted data,
the DAQ system does not operate at 100% efficiency. In order to accurately calculate
how many kaons are coming into the KOTO detectors for the analysis, it’s necessary
to know how much data is lost through the inefficiency of the DAQ system. Thus,
measuring the performance of the DAQ system over each run is an important step. It
should be noted that since Run 74 was such a small data set, the DAQ performance
was not calculated for this run period.
The DAQ system performance is quantified by what is called the “livetime ratio”
or simply “livetime”. The livetime ratio indicates the fraction of data that was passed
to the next stage in the system, excluding the data that was intentionally removed
by trigger cuts. The livetime for the L1, L2, and L3 triggers are covered in the
next sections. Since some of the trigger systems were upgraded from run to run, the
elements causing the dead time are different, but the livetime definition remains the
same. That is, the ratio between the number of events coming out of the system and
the number of events coming into the system. Some commonly used DAQ statistics
are defined below:
• L1 Raw (L1Raw) – Raw trigger/event coming into the DAQ system
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• L1 Gate (L1Gate) – The number of clocks that the L1 trigger requires to process
events
• L1 Request (L1Req) – Event that is far enough apart from other triggers and
passed the L1 trigger decision
• L1 Accept (L1A) – Event that passed the L1 trigger decision and L2 is not busy
• L1 Reject (L1Rej) – Event that was rejected by the L1 trigger decision
• L2 Accept (L2A) – Event that passed the L2 trigger decision
• L2 Reject (L2Rej) – Event that was rejected by the L2 trigger decision
4.5.1 L1 Livetime
The L1 livetime refers to the fraction of events that pass the L1 trigger, excluding
those events that the L1 trigger intentionally rejects. Thus, the L1 livetime can be
written as




L1 Raw are events that are at least one clock3 apart from each other that come into
the DAQ system. Due to hardware limitations, the L1 trigger can only process events
that are far enough apart from each other and so some events are lost, even though
these events pass the L1 trigger decision. In Run 69 the L1 Gate was 10 clocks and
in Runs 75 and 78 the L1 Gate was 100 clocks, due to the time the CDT required to
process events. In Run 79 the L1 Gate was reduced to 20 clocks, which improved the
L1 livetime, as seen in Figure 4.8.
3Each clock is 8 ns
87
Run 69 Run 75 Run 78 Run 79
Figure 4.8: The L1 livetime ratio vs run number for run periods in 2016–2018. The
L1 livetime considers the L1 Gate requirement for the L1 trigger.
4.5.2 L2 Livetime
Before the system was upgraded with the addition of the CDT, the largest bottle-
neck in the DAQ was the limited memory and buffer size in the L2 hardware. Because
there was limited space in L2, some events that passed the L1 trigger couldn’t be
passed on to L2 because it was already busy processing other events. L1 Requests
are events that passed the L1 trigger, while L1 Accepts are events that passed the L1
trigger without L2 being busy, and so the L2 livetime can be written as




The addition of the CDT before the L2 trigger in Run 75 reduced the trigger rate
coming into the L2 trigger, however the L1 Gate requirement of 100 clocks for the
CDT moved most of the L2 dead time to the L1 trigger. This improvement in L2
livetime from Run 69 to Run 75 can be seen in Figure 4.9.
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Run 69 Run 75 Run 78 Run 79
Figure 4.9: The L2 livetime ratio vs run number for run periods in 2016–2018. The
largest contributor to the L2 livetime is the limited memory and buffer size in the L2
hardware.
4.5.3 L3 Livetime
The performance of the L3 trigger depends on several factors, including data
passage, data quality, and the L3 event building performance. When event fragments
are passed from the L2 trigger to L3, sometimes data packets are lost and so events
cannot be completely built in L3 because of the missing information. Since the
L3 trigger has a limited amount of time before the next spill cycle’s data must be
processed, some events may be unprocessed and contribute to the L3 dead time. The
quality of the data may also be corrupted and this is considered in the L3 livetime
calculation. Aside from the events intentionally removed by the L3 software cut, the
L3 livetime is defined in Equation 4.3 as
L3 Livetime Ratio =




Run 69 Run 75 Run 78 Run 79
Figure 4.10: The L3 livetime ratio vs run number for run periods in 2016–2018.
The L3 livetime depends on the data quality, event building performance, and the
data passage from L2 to L3.
Since events can be lost in transit from the L2 trigger to the L3 trigger, the L3 livetime
is defined as the faction of events that make it to the offline analysis files from the L2
trigger. The L3 livetime was consistent across all run periods in 2016–2018 as seen
in Figure 4.10.
4.5.4 DAQ Livetime
To calculate the performance of the DAQ system as a whole, we simply multiply
the L1, L2, and L3 livetime ratios. Thus, the overall DAQ livetime ratio is defined in
Equation 4.4 and can be seen in Figure 4.11.
DAQ Livetime Ratio = L1 Livetime× L2 Livetime× L3 Livetime (4.4)
The livetime from run period to run period is listed in Table 4.5.4. In Run 69 the
livetime ratio was around 90% and by the end of Run 79, we were able to improve
the DAQ livetime to around 99%. Even though the beam power increased overall
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Run Period Main Beam Power (kW) DAQ Livetime Ratio
Run 69 44 kW 90%
Run 75 37.5 kW 97%
Run 78 50 kW 95%
Run 79 51 kW 99%
Table 4.4: The DAQ livetime ratio for each run period in the 2016–2018 data
collection. Run 74 is excluded due to small statistics.
from 2016 to 2018, the livetime of the DAQ system also steadily increased with the
DAQ upgrades, despite the higher trigger rates. The trigger rates seen in the new
DAQ system (completed in 2018) with a beam power of 51 kW were as follows– the
number of raw triggers based on Et only was 480k/spill, after the L1 trigger selection
the rate was suppressed to 22k/spill, and after the L2 trigger selection the rate was
suppressed to 13k/spill. The new system dead time was measured to be 0.16 µs which
was primarily due to the online cluster-finding algorithm. The efficiency of the new
L2 trigger in collecting K0L → π0νν̄ events was estimated to be 99.6% based on MC
simulations. More details on the performance of the new DAQ system can be found
in [64].
Run 69 Run 75 Run 78 Run 79
Figure 4.11: The overall DAQ livetime ratio vs run number for run periods in
2016–2018.
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In summary, the KOTO experiment successfully collected 3.05 × 1019 POT of
physics data from 2016–2018 which is 1.5 times more than what was collected in the
2015 runs. During this time we also improved the performance of the DAQ system
from 90% livetime to 99% livetime despite increasing trigger rates due to higher beam
power. After 2018, the CsI calorimeter was upgraded to have dual-ended readout and
the details of these upgrades and further data collection are covered in Section 10.3.
The KOTO experiment has continued to collect data each year since 2018, and will
continue with data collection in the future. As the J-PARC accelerator continues to
increase the beam power, improvements will be made to the DAQ to keep up with
the increasing trigger rate and these plans are covered in Section 10.3.2.
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Chapter 5
Event Reconstruction and Selection
After collecting the large amounts of data needed for the K0L → π0νν̄ search, the
next task was to analyze the data. The KOTO data analysis involved three main
steps: 1) event reconstruction and selection, 2) normalization analysis, and 3) back-
ground estimation and reduction. First, the physical properties of the events that
deposit energy in the KOTO detectors were reconstructed from the waveform infor-
mation saved in the raw data files. Once events were reconstructed, event selections
were made and further analysis was carried out. In the KOTO analysis, we used
Monte Carlo (MC) simulations to ensure that the data was reproducible and that the
physics processes were well understood. The details of the Monte Carlo simulations
are covered in Chapter 6. The normalization analysis (Chapter 7) was used to calcu-
late the number of kaons produced and the background estimations (Chapter 8) were
essential to making accurate cut selections to reduce background but retain signal
events. This chapter will give an overview of the analysis methods and describe the
event reconstruction and selection for the K0L → π0νν̄ search.
5.1 Overview of Analysis Strategy
The experimental strategy of KOTO (described in Section 2.1) is to observe the
two photons from the π0 decay on the calorimeter which have a large transverse
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Figure 5.1: Schematic explanation of the signal identification in KOTO. The top of
the figure shows a signal event inside the detectors in which the two photons from the
π0 are detected by the calorimeter (red). The π0 z position and transverse momentum
are reconstructed and the signal region lies in the PT vs Zvtx plane (bottom).
momentum with no other particles present in any detectors. The two neutrinos are
not seen, but carry away momentum. The signal decay is identified by the properties
of the π0 in K0L → π0νν̄. By using the energies and the positions of the two photon
hits on the calorimeter, the decay vertex along the z axis (Zvtx) and the transverse
momentum (PT ) are reconstructed. The signal region is defined in the reconstructed
π0 PT vs reconstructed π
0 Zvtx plane as shown in Figure 5.1. This plot of PT vs Zvtx
is often referred to as a “PtZ plot”. To avoid any biases on selection criteria (“cuts”),
a blind analysis method is used in which the signal region is covered with a black
box until the final cuts have been made. Details of the signal region and blinded
region are covered in Section 5.1.3. After the analysis is finalized, the unblinding of
the signal region is called “opening the box” and the remaining events in the signal
region are regarded as candidate events.
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5.1.1 Background
Due to the extremely small branching ratio of K0L → π0νν̄, the principle challenge
of the analysis is the reduction of background. Because of this, a thorough analysis
of backgrounds is critical in order to observe the signal decay. The background
estimations described in Chapter 8 are used to determine cut selections for the data
and detailed studies are also done on how to reduce these backgrounds. In addition to
estimating the background, preliminary work on a new background reduction method
using machine learning to calculate the incident angles of the photon clusters on the
CsI is detailed in Appendix A. In general, the backgrounds in the KOTO analysis
are categorized into two groups, the KL decay background and the neutron-induced
background.
5.1.1.1 KL Decay Background
The KL decay background comes from other KL decay modes. Table 5.1 shows
the main decay modes of the K0L and their branching ratios.
KL Decay Mode Branching Ratio
K0L → π±e∓νe 40.55± 0.11 %
K0L → π±µ∓νµ 27.04± 0.07 %
K0L → 3π0 19.52± 0.12 %
K0L → π+π−π0 12.54± 0.05 %
K0L → π+π− (1.967± 0.010)× 10−3
K0L → 2π0 (8.64± 0.06)× 10−4
K0L → 2γ (5.47± 0.04)× 10−4
Table 5.1: The main decay modes of K0L and their branching ratios [10].
Although the decays K0L → π±e∓νe, K0L → π±µ∓νµ, and K0L → π+π− can make
two cluster hits in the CsI calorimeter, the CV detector in front of the CsI vetoes
these events with charged particles in them. Therefore, KL decays with π
0s in the
final state are the main source of this background. In particular, the K0L → 2π0 and
the K0L → π+π−π0 decays create a significant background because only two extra
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particles can be used to veto these events. In the case of K0L → 2π0, sometimes not
all four photons hit the calorimeter. If this happens and two photons from the four
photon final state are not detected by the veto detectors, this fakes a signal event.
In the case of K0L → π+π−π0 , if the π+ and π− escape down the beam hole, this
also creates a background, especially since the branching ratio for K0L → π+π−π0 is
so large. The K0L → 2γ decay mode creates two clusters on the calorimeter like the
signal decay, but can be rejected using kinematic cuts on the properties of the event,
since the photons from K0L → 2γ have no transverse momentum.
5.1.1.2 Neutron-Induced Background
The other source of background in KOTO is caused by halo neutrons in the beam.
In this case, one of two things happen. Either halo neutrons hit detector material and
produce particles that fake a signal event, or halo neutrons directly hit the calorimeter
and produces hadronic showers that are mistaken for photons. In the latter case, a
neutron hits the calorimeter and creates a primary hadronic shower and a neutron in
the primary hadronic shower travels some distance inside the calorimeter and then
produces a secondary hadronic shower. This is referred to as the “hadron-cluster
background”. The other neutron-induced backgrounds occur when a neutron hits
detector material and produces either a π0 or an η and they subsequently decay into
two photons. More details about these backgrounds and their estimations are covered
in Chapter 8.
The final piece in the analysis is the normalization, which is used to calculate
the number of kaons at the beam exit. For the normalization studies we use three
“normalization modes”, K0L → 3π0, K0L → 2π0, and K0L → 2γ, to estimate the
flux of K0Ls into the KOTO detectors and calculate the total number of kaons. The
normalization modes are also used to evaluate cut efficiencies and check the MC
reproducibility of the data.
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5.1.2 Branching Ratio and Single Event Sensitivity
There are three variables needed in order to estimate the branching ratio of K0L →
π0νν̄ (Equation 5.1): the number of reconstructed K0L → π0νν̄ events (Nsignal), the
number of K0L generated at the beam exit (NK0L), as well as the acceptance of the
signal mode (Asignal).




The number of signal events (Nsignal) is obtained from the PtZ plot and the num-
ber of K0Ls generated at the beam exit (NK0L) is calculated using the normalization
modes. The signal acceptance (Asignal) is estimated using simulations and includes
the geometric acceptance of the detectors and the efficiencies of the cuts made on the
data. Because the number of signal events is not known until the data is unblinded,





and is a measure of how sensitive we are to observing a signal event. The smaller
the SES, the higher the chance we are able to observe a signal event. Therefore,
we want as many as possible K0Ls generated and a high acceptance. If one or more
signal events are observed, an estimation of BR(K0L → π0νν̄) can be extracted from
Equation 5.1, otherwise, an upper limit of the branching ratio can be calculated.
Most of the analysis steps are performed in parallel until the unblinding of the
signal region. Figure 5.2 shows a picture of the analysis flow. The reconstruction of
the energy and timing of the waveforms is performed first, and then the data goes
through production where the detector calibration is done and the stability of the data
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is evaluated. Further reconstruction of particles and clustering is then performed in
order to check whether the calibration gives the expected results when compared with
Monte Carlo. Several stages of production are made until the calibration is correct.
Once this is done, the normalization analysis and background estimations are finalized
in order to make the final cut selections and calculate the necessary quantities. Once
the analysis is complete, the signal box is opened to reveal the result.
Figure 5.2: Flow chart of the KOTO analysis process. Raw data files are produced
and the blind region is defined. The data goes through production for calibration and
stability checks and clustering is performed in order to carry out the normalization
analysis. The background estimation is done to optimize cuts and check the MC
reproducibility of the data. Several stages of production are performed until this is
achieved. Then the analysis is finalized and the signal box is opened. Figure courtesy
of [54].
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5.1.3 Signal Region and Blinded Region
For the analysis of the 2016–2018 data, the signal region was defined in order to
maximize signal and minimize background and we used a blind analysis method to
eliminate bias. The blinded region and signal region are shown in the left of Figure
5.3. We used MC simulations to estimate where the signal would be distributed in
the PT–Z plane as shown in the right of Figure 5.3 and also carried out detailed
background estimations to understand where the backgrounds would be distributed.
From these studies we defined the signal region as follows:
Signal Region
• 3200 mm < Zπ0vtx < 5000 mm
• 130 MeV/c < P π0T < 250 MeV/c
• And a line drawn from 130 MeV/c to approximately 158 MeV/c across the
4000 < Zπ
0
vtx < 5000 mm range
Signal Region
Blind Region
Figure 5.3: The signal region and the blinded region in the PT–Z plane (left) and the
MC distribution of K0L → π0νν̄ events in the PT–Z plane with the signal cut selections
applied (right). In the right figure, the PT–Z plane is split up into different control
regions outside the blinded region in which to estimate the expected background




vtx region was set in order to reduce the hadron-cluster background and
other KL decay backgrounds in the downstream region and the upstream π
0 back-
ground (a π0 is generated at the NCC detector) in the upstream region as shown
in the right of Figure 5.4. The lower bound of the signal box for the PT range was
set due to the K0L → π+π−π0 background, which occurs in the low PT region. The
diagonal cut across the bottom of the region as shown in Figure 5.3 was made in
order to avoid this background. The upper bound in the PT range was set using the
signal distribution which has a distinctly higher PT than the backgrounds as shown
in the left of Figure 5.4.
Figure 5.4: PT and z distributions of the signal and various backgrounds without
any cut selections that help determine the signal region. The left figure shows MC
distributions in z of various KL backgrounds and the signal (black). The right figure
shows MC distributions in PT for the signal (black) and various KL backgrounds.
Figure courtesy of [65].
The blind analysis method was used in order to reduce bias when optimizing cuts
on the data. Since we regarded the events in the signal box as signal candidates,
special treatment of any events in the signal region cannot occur if the region is
blinded. In this way, we only use the region outside of the blinded region as a
control to make informed cuts on the data and use Monte Carlo to estimate how




• 29000 mm < Zπ0vtx < 5100 mm
• 120 MeV/c < P π0T < 260 MeV/c
The blinded region stayed covered until the final cut selections were made. Events
remaining in the signal region were regarded as signal candidates. The next section
will cover the details of the event reconstruction. The event selections for the K0L →
π0νν̄ analysis are discussed in Section 5.3.
5.2 Event Reconstruction
The purpose of the event reconstruction was to go from raw waveform signals in
the detectors to a full picture of the event, including the particles and their physical
properties. Figure 5.5 gives an overview of the event reconstruction process. First,
energy and timing information was extracted from the waveforms. From this informa-
tion we identified clusters of energy on the CsI calorimeter to reconstruct photons (γ),
the photon clusters were used to reconstruct pions (π0), and then the pions were used
to reconstruct kaons (KL). Information in the veto detectors was also reconstructed
and is used for veto decisions.
5.2.1 Energy and Timing Extraction from Waveform
When a CsI crystal or detector module was hit with a particle, the resulting signal
was a waveform containing information about the energy that was deposited and the
hit time. As described in Section 3.4, the analog waveforms were digitized by either
125 MHz or 500 MHz ADCs, which corresponds to a 512 ns event window. The
following sections describe how the energy and timing information was obtained from
detectors using each of these ADC modules.
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CsI calorimeter: Constant fraction method
Other detectors: Parabola fitting method
500 MHz ADC
Maxima above a certain threshold
Criteria
Crystal energy ≥ 3 MeV
Circular area with 71 mm radius
No single crystals
Criteria
Cluster energy ≥ 20 MeV
Energy and position correction 
Assumptions
Decay vertex is on the beam axis 
Use π0 mass as a constraint
Procedure
Single π0
Assume KL decay vertex is the same as 
π0 vertex  
Multiple π0
Determine best photon pairing and 
reconstruct KL on the beam axis
Correct KL decay vertex using COE 
position on CsI
Figure 5.5: Overview and flow of the reconstruction procedure.
5.2.1.1 Detector Components with 125 MHz ADC Modules
The waveforms from the CsI calorimeter were digitized with the 125 MHz ADCs.
Most of the other detectors also used the 125 MHz ADCs for waveform digitization,
and a list of those that do can be found in Table 3.3. The waveforms collected by the
125 MHz ADCs were digitized in 64 samples with an 8 ns sampling rate, corresponding
to a 512 ns event window. We expect a single pulse inside the event window, but
in the case of multiple pulses, the pulse closest to the nominal time1 was chosen for
timing extraction. The “pedestal” was defined as the baseline of the waveform and
was determined as the average of the first or last 10 samples. The average value with
the smallest standard deviation was chosen as the pedestal value for that channel and
the pedestal value was subtracted from each of the samples in the waveform.
1The nominal time was determined for each detector as the most probable timing of all channels.
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Energy
The energy of the waveform was determined by integrating over all 64 samples after
pedestal subtraction and then multiplying by a calibration constant. The calibration
constant converted the ADC counts to energy in MeV. We determined the calibration
constants separately for each detector channel by using the data from the cosmic muon
runs, beam muon runs, and DVU Al target runs as described in Section 4.4.
Timing
Two different methods were used to obtain the timing information from the wave-
forms, the constant fraction method and the parabola fitting method. The constant
fraction method was used for the CsI calorimeter because it gave a better timing res-
olution, which is important for the π0 reconstruction. The parabola fitting method
was used for all other detectors because it was better at distinguishing overlapping
pulses in the case of pulse pileups, though this method has worse timing resolution.
However, any timing shift due to overlapping pulses could lead to incorrect timing in
the veto detectors, so we used the parabola fitting method to ensure that the veto
timing was accurate. Since the calorimeter has a high granularity of CsI crystals, the
pulse pileup rarely occurred in the CsI.
The constant fraction method calculates the timing based on the rising edge of
the waveform pulse. In this case, the pulse time is defined when the rising edge of
the pulse exceeds half of the maximum peak height. The parabola fitting method
defines the timing based on the timing of the pulse peak. First the waveform is
smoothed to reduce noise by taking a moving average. The peak of the waveform is
then determined by fitting a parabolic function around the peak. In the event that
there were multiple pulses in the event window, all pulses above a given threshold
were fitted with the parabolic function and the one with timing closest to the nominal
time was chosen to be the timing of the channel. Figure 5.6 shows examples of the
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Figure 5.6: Waveform timing extraction with the constant fraction method (left)
and the parabola fitting method (right). Black points are the waveform data, the
green lines are the pedestal values, and the red arrows indicate the defined time.
In the left figure, the blue line shows the peak of the waveform and the timing is
determined by half of the peak height. In the right figure, the magenta points are
the moving average of the waveform and the blue line is the fitted parabolic function
using the three points around the peak. The timing of the waveform was determined
by the location of the peak as shown in the zoomed panel. Figure courtesy of [47].
constant fraction method and the parabola fitting method for CsI channel waveform
data. For both methods, a timing correction was applied for each channel using a
timing calibration constant in order to correct for differences in timing offsets among
different detector channels. The details of the timing calibration methods can be
found in [47].
5.2.1.2 Detector Components with 500 MHz ADC Modules
The IB, new BHCV, BHPV, and the BHGC detectors used the 500 MHz ADCs for
waveform digitization. In this case, the waveforms collected by the 500 MHz ADCs
were digitized in 256 samples with a 2 ns sampling rate, corresponding to a 512 ns
event window. These detectors that use the 500 MHz ADCs do so because they are
close to the beam line and thus have a high counting rate requiring a faster sampling
rate. We expect multiple pulses in the event window because of the high hit rate
for these detectors. For this reason, every pulse in the event window was identified
and we recorded the energy and timing information of each. Figure 5.7 shows an
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Figure 5.7: Example of energy and timing extraction from waveforms from the
BHPV detector which has a 500 MHz sampling rate. The solid and dashed blue
lines indicate the pedestal value and its 1σ region. The green dashed line shows the
threshold for peak finding. The magenta arrows indicates the timing and the black
arrows show the range for energy integration. Figure courtesy of [47].
example of multiple pulses in the BHPV detector. The pedestal value was defined by
first fitting a Gaussian function to the waveform and then the most common value
that appeared was set as the pedestal value. The pedestal value was then subtracted
from each of the samples in the waveform. To identify pulses, we searched for local
maximum points in the 256 samples above a detector specific threshold.
Energy
The energy of each pulse was calculated by integrating a range of samples around a
pulse which was determined separately for each detector component. The calibration
constant was used to convert the ADC counts to energy in MeV and was determined
using the beam muon runs.
Timing
The timing for the waveforms digitized with the 500 MHz ADCs was determined
using the constant fraction method and a timing calibration constant was used to
correct the differences in timing among different detector channels.
105
5.2.2 Clustering
When a particle hits the CsI calorimeter, an electromagnetic shower is generated.
Since the Molière radius is 3.57 cm for CsI [10] and the size of the (small) crystals are
2.5×2.5 cm2, the shower spreads to multiple crystals. The group of crystals in which
a particle deposits energy is called a “cluster” and the process of identifying clusters
on the calorimeter is called “clustering”. The procedure for clustering is outlined
below and shown in Figure 5.8.
Figure 5.8: Flow chart of the clustering procedure. The crystals with deposited
energy are grouped together into clusters, then the relevant quantities that describe
the cluster are calculated. We used timing information of individual crystals to remove
any crystals that do not belong to the cluster. The relevant quantities were calculated
again and this process was iterated until all accidental crystals were removed. Finally,
any clusters that did not meet the timing requirement for that event were removed.
First, crystals that had more than 3 MeV energy deposited and were within a
150 ns time window were selected as “cluster seeds”. Cluster seeds with the highest
energy were designated as core cluster seeds and then if any other cluster seeds were
found within 71 mm of a core cluster seed, they were grouped together as a cluster as
shown in Figure 5.9. Single cluster seeds were not considered clusters and are referred
to as “isolated hit crystals” that were used to veto events, as described in Section
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Figure 5.9: Examples of identifying clusters from cluster seeds. The different colors
of the cluster seeds represent different clusters formed (orange, green, and blue) and
the red circles represent the 71 mm radius. Since the pink cluster seed has no other
cluster seeds around it, it is not classified as a cluster. Figure courtesy of [63].
5.3.4.1. After a cluster was defined, its energy (Ecluster), center of energy position
in x and y (xcluster, ycluster), and timing (tcluster) were calculated from the individual
































where n is the total number of crystals a cluster contains and ei, xi, yi, and ti are
the energy, x position, y position, and timing of the i-th crystal, respectively. The







where σt is in ns, ei is in MeV and ⊕ represents quadrature addition.
Once these quantities describing the cluster were calculated, the next step was to
remove accidental crystal hits that were erroneously grouped into the cluster. This
was done using the timing information of the crystal and the cluster timing. If any
crystal had a hit timing outside of the range tcluster ± 5σ(e), it was removed from
the cluster and used for vetoing as described in Section 5.3.4.1. Figure 5.10 shows
the timing difference between each crystal relative to the cluster timing as a function
of the crystal energy. The two red lines represent the 5σ bounds, and any crystals
outside of these bounds were removed from the cluster. This process was iterated
until all of the crystals were contained within the 5σ allowed region.
Figure 5.10: Distribution of crystal hit time relative to cluster hit time as a function
of crystal energy. The red lines indicate the 5σ bound for tcluster and the colors
represent the number of events in arbitrary units. Figure courtesy of [63].
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The last step of the clustering process was to remove any accidental clusters. For
all clusters that hit the CsI, if the timing difference between the earliest and the latest
cluster time was larger than 30 ns, the cluster with the largest time difference from
the average timing of all the clusters was removed. This process was iterated until
all of the clusters were contained within a 30 ns time window.
5.2.3 Photon Reconstruction
After clustering was completed, clusters that had energy larger than 20 MeV were
defined as “photon (γ) clusters”. The photon clusters were used to reconstruct the
energy and hit position of the photon by making corrections to the photon cluster
energy and position. An energy correction to the cluster itself is required because
the energy of the cluster is usually smaller than the true energy of the photon due to
shower leakage in the crystals as well as the finite energy threshold of 3 MeV used to
select cluster seeds. The cluster energy was corrected using a correction map prepared
by simulations.
5.2.3.1 Position and Energy Correction of Photon
Next, to obtain the energy of the photon and its position, a correction was made
based on the approximate incident angle of the photon. Because the photons are
neutral, there is no way to know for certain which direction they originate from.
However, by using the reconstructed decay position of the π0 or KL where the photons
were produced2, a correction can be made. First, the π0 or KL was reconstructed to
obtain the approximate decay vertex (described in Sections 5.2.4 and 5.2.5) and then
the correction described below was applied. After applying the correction, the π0 or
KL was reconstructed again.
Figure 5.11 shows a conceptual view of the position shift that occurs when a
2This is not necessarily true, as a number of backgrounds result from the assumptions we must
make in the reconstruction.
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Figure 5.11: Conceptual view of true photon hit position (Pγ) compared to the COE
position of the photon cluster (PCOE) due to the incident angle. Figure courtesy of
[56].
photon hits the calorimeter at an angle. Since the photons are expected to originate
from the beam line, they do not hit the calorimeter normal to the surface. Thus,
the center of energy position (PCOE) of the photon cluster deviates from the true hit
position of the photon (Pγ). Pγ is obtained as follows:
Pγ = PCOE − Lsv sin θinc (5.8)
Ls/X0 = p0 + p1 ln(eclus) (5.9)
where Ls is the shower length between the true hit position and the shower maximum
position, v = (cosφinc, sinφinc) is the unit vector of the photon momentum in the x−y
plane, and θinc and φinc are the reconstructed polar and azimuthal angles of the photon
momentum, respectively. X0 = 18.5 mm is the radiation length of CsI, p0 = 6.490
and p1 = 0.993 are parameters obtained by simulations, and eclus is the energy of the
cluster in GeV. Finally, the energy of the photon was corrected using the correction
map with incident angle information.
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5.2.4 π0 Reconstruction
The next step was to reconstruct π0s assuming the photons came from the decay,
π0 → 2γ. Again, since the photons are neutral, only the position and energy of the two
photon hits on the calorimeter are known. In order to do a kinematic reconstruction
of a two-body decay, we used the invariant mass of the π0, Mπ0 = 134.9766 MeV/c
2
[10], as a constraint as well as constrained the decay position to be on the beam axis
(z axis). Using these constraints, the decay vertex z position of the π0 (Zπ
0
vtx) can
be calculated, and this can be used to calculate the transverse momentum of the π0
(PT ) and the time at which the π




5.2.4.1 Decay Vertex Position
The geometry of the two-body decay, π0 → 2γ, is shown in Figure 5.12. The
four momentum of the two photons (γ1, γ2) that hit the CsI can be written as
Figure 5.12: Schematic view of the π0 reconstruction. The π0 (purple) decays to
two photons (blue). The red triangle is used in the reconstruction.
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(E1, x1, y1, ZCsI) and (E2, x2, y2, ZCsI), and the four momentum of the π
0 is written
as (E, 0, 0, Zπ
0
vtx). The x and y momenta of the π
0 are both zero as we assume the π0
decays on the beam axis. To calculate the decay vertex of the π0, we used the geom-
etry of the two-body decay, conservation of four momentum, and the law of cosines.
The following geometrical relationships hold:















(∆Z)2 + r21 (5.13)
d2 =
√
(∆Z)2 + r22 (5.14)





2 − d1d2 cos θ (5.16)
where the variables are shown in Figure 5.12. Conservation of four momentum for
this two-body decay gives
M2π0 = (E1 + E2)
2 − (~p1 + ~p2)2 (5.17)
which can be expressed in terms of the opening angle, θ, between the two photons:
M2π0 = 2E1E2(1− cos θ) (5.18)
Therefore, by assuming the π0 invariant mass and constraining the decay to be on
the beam axis, the opening angle between the two photons can be written as
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Then, using the law of cosines on the red triangle in Figure 5.12, a quadratic equation
can be constructed for (∆Z)2 as shown in Equation 5.20.
(1−cos2 θ)(∆Z)4 +(2~r1 · ~r2−(r21 +r22) cos2 θ)(∆Z)2 +(~r1 · ~r2)2−r21r22 cos2 θ = 0 (5.20)
∆Z = ZCsI − Zπ
0
vtx (5.21)
where ~r1 and ~r2 are the vectors for the photon hit positions on the calorimeter. When
we solve for Zπ
0
vtx using the two equations above and require it to be positive and real,




Once the π0 reconstructed z vertex has been calculated, the transverse momentum









where Ei is the energy of the ith cluster, ~ri = (xi, yi) and represents the two dimen-
sional vector of each photon hit position, and ri = |~ri|.
5.2.4.3 Decay Vertex Time
The time at which the π0 decayed can be calculated after the z vertex decay posi-
tion is known. Since the arrival time of the photons to the surface of the calorimeter
is known, we can compute the decay vertex time of the π0 by using the positions of
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the photon clusters on the CsI as well as the π0 decay vertex position. The vertex
time of each ith cluster is given by






where ti is the photon hit timing and c is the speed of light. Then, the π
0 decay
vertex time is given by the weighted average of the ith photon cluster time for N



















where the units for energy are in MeV and the units for time are in ns.
5.2.5 K0L Reconstruction
After the π0s were reconstructed, the next step was to reconstruct KLs. We re-
constructed KLs for the normalization decay modes (K
0
L → 3π0, K0L → 2π0, and
K0L → 2γ) and for the signal decay, K0L → π0νν̄. In this case, the KLs were re-
constructed from either photons or π0s. For the normalization modes, we expect
K0L → 3π0 to have six photons in the final state, K0L → 2π0 to have four, and
K0L → 2γ to have two. Thus, we selected events that had a number of clusters that
was either equal to or greater than the number of photons needed to reconstruct a
particular decay mode. The clusters with the closest cluster timing were selected for
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reconstruction and the others, if any, were used for vetoing, as described in Section
5.3.4.1.
5.2.5.1 Reconstruction of K0L → 3π0, K0L → 2π0, and K0L → 2γ
For K0L → 2γ events, the KL reconstruction procedure was the same as the
π0 → 2γ reconstruction in Section 5.2.4, except the π0 mass was replaced with the
invariant mass of the KL, MKL = 497.614 MeV/c
2 [10]. To reconstruct the K0L → 3π0
and K0L → 2π0 decays, the correct pairing of photon clusters on the calorimeter to
reconstruct the π0s was necessary. Equation 5.26 gives the number of possible photon
pairings









where N is the total number of photon clusters and
∏
represents product notation.
For K0L → 2π0, there are three possible combinations of four photons forming two
pairs, and for K0L → 3π0, there are 15 possible combinations of six photons forming
three pairs. For the KL reconstruction, we assumed that the KL decayed on the
beam axis. Then, the reconstructed KL decay vertex (Z
KL
vtx ) was calculated using the













where the reconstructed π0 vertex (Zπ
0
vtx,i) and its position resolution (σz,i) were cal-
culated for each ith π0. To find the best pairing combination, the “pairing χ2z” was












Thus, the photon cluster pairing that had the smallest χ2z was chosen as the best
combination and its previously calculated ZKLvtx was assigned to be the reconstructed
KL vertex position for the decay.
The final step in the KL reconstruction for the normalization modes was a cor-
rection to the KL decay vertex. It is not necessarily true that the KL decayed on
the beam axis, so after the initial calculation of ZKLvtx , a correction was made by using
the x and y center of energy positions on the calorimeter and the creation point of
the KLs, namely, the T1 target. A schematic drawing of this correction is shown in

























where the center of energy positions on the calorimeter (XCOE and YCOE) are calcu-
lated using the x and y positions of the ith photon (xi and yi ), and the energy of
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Figure 5.13: The correction to the KL decay vertex. Figure courtesy of [56].
the ith photon (Ei). N is the number of photons. The KL decay vertex in x and y
are XKLvtx and Y
KL
vtx , respectively, and the other variables are shown in Figure 5.13.






vtx ) for the
K0L → 3π0 and K0L → 2π0 decays, we reconstructed the π0 kinematic quantities again
without using the π0 mass as a constraint, and instead used the fixed KL vertex
position. Finally, the KL was reconstructed using the four momentum of the π
0s
instead of the KL mass. Thus, distributions of of the reconstructed invariant mass
for the π0 and KL can be obtained. After all the final corrections were made, the
KL decay vertex time was calculated using Equation 5.33 where the variables are the











5.2.5.2 Reconstruction of K0L → π0νν̄
The signal decay reconstruction procedure is identical to that of the π0, since
K0L → π0νν̄ only has one π0 and the neutrinos go undetected. Since the lifetime of
the π0 is so short (∼ 10−17 s), the distance it travels from the KL is negligible, so we
treat the KL decay vertex position and time to be the same as that of the π
0.
117
5.3 K0L → π0νν̄ Event Selections
Once events were reconstructed, cuts were made on the physics data to remove
background and identify K0L → π0νν̄ events. The criteria include data selections
such as cuts to ensure good data quality, kinematic cuts that use information from
the CsI calorimeter, veto cuts that use information from the veto detectors, and
advanced cuts that use tools such as neural networks and deep learning in order to
remove background. There are also some special cuts that deal with specifics such as
removing trigger bias or dead channels. Some of the cut values were determined using
information from the normalization analysis (Chapter 7) and background information
(Chapter 8). Tables 5.2 and 5.3 at the end of Sections 5.3.3 and 5.3.4 include all of
the cuts used for the 2016–2018 K0L → π0νν̄ analysis.
5.3.1 Data Selection Cuts
Number of Clusters
To select K0L → π0νν̄ events, we chose events with two cluster hits on the CsI
calorimeter.
Trigger Selection
We took different types of triggers in the physics runs, and so we selected only the
physics trigger events (described in Section 4.3.1) intended to collect the K0L → π0νν̄
sample.
Data Quality
Since there were some issues during data collection or the data was sometimes
corrupted, only events that were taken during good spills and good runs with no
errors were selected. In this way, the data for the K0L → π0νν̄ analysis was of good
quality and excluded any data that was taken during unstable conditions.
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Figure 5.14: Example of a normal waveform (left) and a corrupted waveform (right).
We used the second derivative value of the waveform to remove those that are abnor-
mal.
Corrupted Waveform Removal
A small percentage of the waveforms in the 2016–2018 data were abnormal, as
can be seen in the right of Figure 5.14 and so the strategy adopted was to remove
them. Because of the abnormal nature, the corrupted waveforms tend to have larger
second derivative values and so we used this feature to tag and remove the corrupted
waveforms to ensure good data quality.
5.3.2 Trigger Bias Removal Cuts
These cuts eliminated the effect of the online trigger to prevent bias in the analysis.
Total γ Energy (Etot,γ)
The sum of the energy of the two photons was required to be greater than or equal
to 650 MeV to prevent trigger bias. Because of the lack of calibration information in
the online trigger, the different gain performance of detector channels lead to a bias
that was removed with this cut.
COE Radius
Similarly, the online COE radius cut introduced a bias as well, and so the offline
COE radius was required to be greater than or equal to 200 mm.
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Average Photon Cluster Time
In the event that two triggers occur within the same 64 sample window, both
waveforms from two separate events would be overlapping. Because of this, the two
events in the same window could be assigned the same timing which results in event
duplication. To eliminate this double counting of an event, the average of the two
cluster’s timing was required to be within ±15 ns of the nominal trigger timing.
5.3.3 Kinematic Cuts
The kinematic cuts use the properties of the particles that hit the CsI calorimeter
for event selection. They are split up into three categories– photon selection cuts that
ensure good photon quality, background source cuts that distinguish K0L → π0νν̄ from
other backgrounds with kinematic properties, and advanced cuts that use tools like
machine learning to distinguish signal from background.
5.3.3.1 Photon Selection Cuts
Photon Energy (Eγ)
To ensure that only photons with good energy resolution were used in the recon-
struction, we required the energy of each photon to be greater than or equal to 100
MeV and less than or equal to 2000 MeV.
Photon Cluster Position (CsI Fiducial)
To ensure that the electromagnetic showers were fully contained in the CsI calorime-
ter, any clusters that were too close to the outer or inner edges of the calorimeter
were rejected. This cut is also referred to as the “CsI fiducial cut” as the photons
were required to hit within the fiducial region of the CsI. Thus, the hit positions of
each photon (xγ, yγ) were each required to be at least 150 mm away from the beam
axis (0, 0) and the radius of the cluster hit position from the beam axis was required
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to be no more than 850 mm.
Photon Cluster Distance
To prevent two clusters from fusing and being misidentified as a single cluster, we
required the distance between two clusters to be greater than or equal to 300 mm.
Photon Cluster Distance from Dead Channels
We required the photon cluster hit position to be more than 53 mm away from
any dead channels to prevent errors in the calculation of photon energies.
5.3.3.2 Background Source Cuts
Photon Projection Angle (θproj,γ)
The opening angle of the two photon tracks projected onto the calorimeter surface
(x − y plane) is referred to as the projection angle and is shown in Figure 5.12 as








The projection angle was required to be less than or equal to 150◦ in order to reduce
the K0L → 2γ background since the photons are back to back and the projection angle
is 180◦ for the K0L → 2γ decay.
Eγ Ratio
The energies of the two photons from π0 → 2γ typically are not highly asymmetric.
Therefore, we required the energy ratio of two photons (E2/E1) to be greater than
or equal to 0.2 where E1 > E2. This cut reduces the mispairing of photons from the
K0L → 2π0 background, in which two photons are paired from different π0s, referred
to as the “odd pairing” (described in Section 8.3.2).
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Eγ θγ
Similar to the energy ratio cut, this cut was used to reject the K0L → 2π0 odd
pairing background. In this case, the product of the photon energy and the angle
between the reconstructed photon track and the beam axis was required to be greater
than or equal to 2500 MeV·deg.
Photon Cluster Size
Cluster size is defined as the number of consecutive crystals contained in a cluster
and we required the cluster size to be at least five crystals. This cut is effective in
reducing hadronic clusters from neutrons because these clusters tend to have a smaller
cluster size than photon clusters.
Photon Cluster RMS
Similar to cluster size, the root mean square (RMS) of the cluster is typically
smaller for hadronic clusters compared to photon clusters. The cluster RMS is calcu-



























where ei represents the energy of the ith crystal, and xi and yi represent the x and y
positions of the ith crystal, respectively. The distance between the ith crystal position
and the COE position (xCOE,γ, yCOE,γ), Ri, is defined in Equation 5.36. For this cut,
we require RMSclus to be greater than or equal to 10 mm.
π0 Kinematic
In order to reject the “CV-η” background, resulting from a neutron hitting the
CV detector and creating an η particle which decays into two photons, we set allowed






vtx plane and the Eπ0–Z
π0
vtx plane as shown in Figure 5.15. The
variables Pπ
0
z and Eπ0 are the longitudinal π
0 momentum and π0 energy, respectively.
Figure 5.15: The accepted regions for the π0 kinematic cut. The MC distribution
of K0L → π0νν̄ events is shown in pink with the accepted regions bound by the green
lines. Figure courtesy of [56].
Vertex Time Difference (∆Tvtx)
To ensure that the two photons originated from the same π0, we required the
vertex time difference between each photon and the reconstructed π0 vertex time to
be less than or equal to 1 ns. Equations 5.23 and 5.24 were used to calculate ∆Tvtx
as follows:
∆Tvtx =
∣∣∣Tvtx,i − T π0vtx∣∣∣ (5.39)
123
where the i represents the vertex time of the ith cluster. Also, in the reconstruction
for K0L → π0νν̄ we assume the vertex time and position of the π0 is the same as that
of the KL. Since any accidental hits or neutron hits would likely result in a difference
of the reconstructed vertex time, this cut was effective at removing hadron-cluster
background events.
5.3.3.3 Advanced Cuts
Neutron-Photon Cluster Shape Discrimination (CSDDL)
This cut was developed to reduce the hadron-cluster background (described in
Section 5.1.1.2) and is referred to as the CSD Deep Learning (DL) cut. This method
uses neural networks with deep learning to distinguish between neutron and photon
clusters using cluster shape and kinematic information. The photon training sample
used was K0L → π0νν̄ MC and the neutron training sample used was the Z0 Al
target data (described in Section 4.4.1). The output of the network was a binary
classification in which photons have a value of one and neutrons have a value of zero.
A classification value greater than 0.985 for each cluster was required.
η Cluster Shape Discrimination (η CSD)
Similar to the CSDDL cut, the η CSD cut uses a neural network to distinguish
between photons that come from K0L → π0νν̄ and photons that come from an η
particle generated at the CV using cluster shape information. The signal training
samples are K0L → π0νν̄ MC and the background training samples are CV-η MC in
which an η particle originates from the CV detector. The output of the network is
a binary classification in which signal photons have a value of one and background
photons from the η particle have a value of zero. This cut required a classification
value for each cluster greater than 0.91.
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KL → π+π−π0 Deep Learning (π+π−π0 DL)
We used the KL → π+π−π0 DL cut in order to reduce the KL → π+π−π0 back-
ground in which the π+ and π− escape down the beam hole and the remaining π0
produces two photons that hit the CsI. This cut uses a neural network with deep
learning to distinguish between background and signal by using the features of both
photons as well as the reconstructed π0. The training sample for signal used was
K0L → π0νν̄ MC and the background training sample used was KL → π+π−π0 MC
and the output of the network was a binary classification with signal being valued at
one and background valued at zero. We required a classification value for each event
to be greater than 0.922.
Reconstructed Polar Angle χ2 (χ2θ)
To reduce the “CV-η” and “CV-π0” backgrounds in which a neutron hits the
CV and produces either an η or a π0 which decays into two photons, we used the
reconstructed polar angle of the cluster (θrec) and compared it to the output of a neural
network that also calculated the polar angle (θNN) using features of the cluster. The
neural network was trained with K0L → π0νν̄ MC. The consistency of the polar angle





where σ2θNN is the angle resolution in standard deviation of θNN. This cut required a
χ2θ value less than 4.5 for each photon.
Fourier Pulse Shape Discrimination (FPSD)
This cut was designed to reduce neutron backgrounds by discriminating between
pulses from electromagnetic showers (photons) and hadronic showers from neutrons.
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A shower template was prepared from CsI waveform data and the pulses were com-
pared to the template. We used K0L → 3π0 data to prepare the template for the
electromagnetic showers and used Z0 Al target data for the hadronic shower tem-
plate. A Fast Fourier Transform (FTT) was performed on the waveforms and a
variable called the pulse shape likelihood ratio characterized the waveform shape in
the frequency domain. We required a value greater than 0.5 for the FPSD cut.
Cut Name Cut Requirement
Data Selection Cuts
Number of Clusters = 2
Trigger Selection = physics trigger
Data Quality = good run, good spill, no error
Number of Corrupted Waveforms = 0
Trigger Bias Removal Cuts
Etot,γ ≥ 650 MeV
COE Radius (offline) ≥ 200 mm
Average γ Cluster Time < nominal time ± 15 ns
Kinematic Cuts – γ Selection Cuts
Eγ 100 MeV ≤ Eγ ≤ 2000 MeV
CsI Fiducial |xγ| ≥ 150 mm, |yγ| ≥ 150 mm,√
x2γ + y
2
γ ≤ 850 mm
γ Cluster Distance ≥ 300 mm
γ Cluster Distance from Dead Ch. ≥ 53 mm
Kinematic Cuts – Background Source Cuts
θproj,γ ≤ 150◦
Eγ Ratio ≥ 0.2
Eγ θγ ≥ 2500 MeV·deg
γ Cluster Size ≥ 5
RMSclus ≥ 10 mm
π0 Kinematic Accepted regions in Figure 5.15
∆Tvtx ≤ 1 ns
Kinematic Cuts – Advanced Cuts
CSDDL Value > 0.985
η CSD Value > 0.91
π+π−π0 DL Value > 0.922
χ2θ Value < 4.5
FPSD Value > 0.5
Table 5.2: The data selection, trigger bias removal, and kinematic cut requirements
for the K0L → π0νν̄ event selection for the 2016–2018 data.
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5.3.4 Veto Cuts
Since KOTO’s experimental strategy is to observe two photon hits on the CsI and
nothing else, we don’t want any activity in any of the veto detectors. The criteria to
veto events is based on the energy deposited in the veto counters, and also on the time
any hits occur, since we don’t want any extra hits in the veto detectors in coincidence
with the two photon hits on the calorimeter. Energy thresholds and timing windows
were set for each veto counter, some of which were based on background studies.
Along with the veto detectors, information from the CsI calorimeter was also used to
veto events. A full list of the veto cuts used in the 2016–2018 K0L → π0νν̄ analysis is
in Table 5.3.
5.3.4.1 CsI Calorimeter Veto Cuts
Isolated Hit Crystal
In Section 5.2.2, the process of clustering was described and it was noted that any
isolated crystal was not considered a cluster. We used these isolated hit crystals to
veto accidental hits not related to KL events but that may have happened simultane-
ously. If the hit time of an isolated hit crystal was within ± 10 ns of the timing of its
nearest photon cluster and the energy of the hit was larger than a given threshold, the
event was rejected, otherwise the isolated hit crystal was ignored. The veto energy
threshold, Eisolated, was determined using MC simulations and is given as a function
of distance from the nearest cluster, d, as shown in Equation 5.41 and Figure 5.16.
Eisolated =

10 MeV, (d ≤ 200 mm)
(13.5− 0.0175d) MeV, (200 mm < d < 13.5− Tsup
0.0175
mm)






Figure 5.16: K0L → π0νν̄ MC simulation of isolated hit crystal energy as a function
of distance from the nearest cluster with the isolated hit crystal veto threshold shown
in red. In this figure the suppression threshold is 3 MeV. Any events above the red
line are vetoed. Figure courtesy of [56].
where Tsup is the suppression threshold in MeV. The suppression threshold is de-
termined individually for each run period and for each CsI channel and depends on
the TMon data area Gaussian σ and the calibration constant of the channel. The
threshold was set at a higher value for crystals with a smaller d in order to reduce
the signal loss due to the isolated hit crystals that were not from accidental hits, but
from gaps in the shower propagation.
Extra Cluster
Accidental activity in the decay volume can also cause extra clusters on the CsI,
or extra clusters may be from K0L → 3π0 or K0L → 2π0 events. To reject these events
with extra clusters, the reconstructed vertex time of these clusters was calculated and
if it was within ± 10 ns of the event vertex time, these events were rejected. Since
the cluster seed requirement was 3 MeV energy deposited and no single crystal was
allowed, the minimum energy of an extra cluster was 6 MeV (two crystal cluster).
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5.3.4.2 Veto Detector Cuts
The veto detector energy and timing extraction from waveform information was
covered in Section 5.2.1. It should be noted that for the modules with single-end
readout the energy and timing information of the detector channel was used as that
of the module (module time and module energy). For the modules with double-sided
readout, the energy and timing information was determined from both channels, and
the reconstruction specifics for each dual-end readout veto detector can be found in
[47].
To determine the veto timing of a detector, first the “module veto time” was
determined for the different veto detector modules, which was based on the module
hit time, the reconstructed vertex time, the geometry of the decay paths, and the time
of flight. After the module veto time was calculated for each module, we took the final
veto time to be the module veto time that was closest to the nominal time among
all hits with energy larger than a certain threshold. The nominal time and energy
threshold were determined separately for each detector. Finally, the veto energy was
determined based on the module energy.
If a veto detector had a veto energy above a certain threshold and a veto time
within the veto timing window, the event was rejected. The veto energy threshold
and veto timing window were determined separately for each veto detector and are
shown in Table 5.3. The wider the timing window, the larger the signal acceptance
loss, but the narrower the timing window, the more difficult it is to distinguish be-
tween the actual pulse and an accidental pulse. Thus, in order to get the most out
of the veto detectors, we used two veto timing windows for some detectors. The
detectors with both narrow and wide timing windows were the FB, NCC, and CV.
To determine which window to use, the waveform of the hit was investigated. Any
hit with overlapping waveforms would benefit from a wider window while it would
be better to use a narrow window for just a single pulse (see example of overlapped
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waveforms in Figure 8.1). Thus, we extended the veto timing window to the wide
window if the waveform had a double pulse.
To determine if there was a double pulse, we used the Fourier Transform Template
(FTT) method. For the FTT method, we performed a Fourier transform on each
waveform and compared it to a Fourier transform template of single pulse waveforms.
The difference between the waveform and the template was evaluated using the χ2
value and if the FTT χ2 value was greater than a certain threshold, the wide timing
window was used. For some veto detectors, the number of modules hit was also used
in the veto decision, and these details are described below.
BHPV
The BHPV detector veto requirement depended on the number of modules hit.
In particular, we required the hit coincidence (within a 10 ns window) of more than
two consecutive modules in order to veto an event.
new BHCV
The veto requirements for the new BHCV detector were that more than one
module had to be hit and the energy had to be above the veto threshold for an event
to be rejected.
5.3.4.3 Dead Channel Treatment
There were two dead channels in the veto detectors, channel 23 in module 55 in
the IB was dead (for Runs 74–79) and channel 127 in module 27 was dead in the
IBCV. These modules required special treatment and so a study was performed to
find the best veto threshold and timing window. As a result, the veto timing window
was widened for these modules, as shown in Table 5.3.
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Detector Energy Threshold (MeV) Time Window (ns)
CsI Veto Cuts
CsI Isolated Hit Crystal see Figure 5.16 nearest tcluster ± 10
CsI Extra Cluster ≤ 6 | tcluster − TKLvtx | ≥ 10
Veto Detector Cuts
CC03 ≤ 3 32.2 ± 15.0
CC04 (Crystal) ≤ 3 4.31 ± 15.0
CC04 (Scintillator) ≤ 1 4.31 ± 15.0
CC05 (Crystal) ≤ 3 −24.3 ± 15.0
CC05 (Scintillator) ≤ 1 −24.3 ± 15.0
CC06 (Crystal) ≤ 3 −21.8 ± 15.0
CC06 (Scintillator) ≤ 1 −21.8 ± 15.0
FB (narrow) ≤ 1 15.1 < tvetoFB < 66
FB (wide) ≤ 1 −50.4 < tvetoFB < 120.4
NCC (narrow) ≤ 1 9.1 ± 20
NCC (wide) ≤ 1 9.1 ± 50
MB ≤ 1 32.6 < tvetoMB < 72.6
IB ≤ 1 −50.5 < tvetoIB < −5.5
CV (narrow) ≤ 0.2 54.1 ± 10
CV (wide) ≤ 0.2 54.1 ± 75
OEV ≤ 1 19.5 ± 10.0
LCV ≤ 0.6 14.9 ± 15.0
BPCV ≤ 1 21.4 ± 12.0
BHPV # coin. modules hit ≤ 2 −76.2 ± 7.5
IBCV ≤ 0.5 16.9 ± 30.0
MBCV ≤ 0.5 19.4 ± 30.0
new BHCV ≤ 2.21×10−4 & # mod. hit ≤ 1 −93.5 ± 12.5
BHGC ≤ 2.5 −77.4 ± 7.5
HINEMOS ≤ 1 9.32 ± 20.0
Dead Channel Treatment
IB Ch 55 ≤ 1 −40.5 ± 80
IBCV Ch 27 ≤ 0.5 −33.1 < tvetoIBCV < 116.9
Table 5.3: The veto cut requirements for the K0L → π0νν̄ event selection for the
2016–2018 data. The veto timing window was arranged around the nominal time for
a detector. The FB, NCC, and CV had both narrow and wide veto windows defined
and the FTT method was used to determine which window to use. Events greater




The Monte Carlo simulations, often abbreviated “MC”, were an integral part of
the K0L → π0νν̄ analysis. We relied on these detailed simulations to understand how
particles interacted in the KOTO detector system due to limited statistics in the
data or limited knowledge about how decay processes were occurring. In this way,
comparing the data to the Monte Carlo and determining if it was reproduced well
gives confidence that the physics processes that occur in the MC were also occurring in
the data. Since a blind analysis was used, the MC were also necessary to understand
what the signal to background ratio was in the signal box before the unblinding of
the data. In particular, the MC simulations were used to
• Carry out the normalization analysis (Chapter 7)
• Estimate the various backgrounds (Chapter 8)
• Evaluate the signal acceptance and the systematic uncertainties (Chapter 9)
The details of how the MC simulations were generated are covered in this chapter.
6.1 Overview
The Monte Carlo simulations were performed with version 9.5.2 of the Geant4
simulation toolkit [66; 67; 68], which is a package widely used in high energy physics
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to simulate particle interactions in matter. Specifically, Geant4 uses Monte Carlo
methods which rely on random sampling to obtain numerical results. Using Geant4,
the KOTO detectors can be constructed in the simulation exactly as they are in the
real experiment. The simulation proceeded in the following way– first, a beam of KLs
with a known momentum spectrum was generated (Section 6.2). Then the decays
of the incident KLs, their daughter particles, and their interactions in the detectors
were simulated (Section 6.3). Finally, the simulated information was converted to the
same format as that of the data while considering detector response (Section 6.5). At
each stage of the simulation process, information such as energy, time, and position of
each particle was recorded so we could understand exactly what was going on inside
the detectors. We also factored in simulations of neutrons in the beam as described
in Section 6.4.
6.1.1 Types of Simulation Methods
A few different kinds of simulation methods were used to generate MC for the
analysis. Because producing a fully realistic simulation takes a significant amount of
time and requires a large amount of disk space, we used several practical methods to
generate MC more efficiently. The different MC methods are described below.
Full Simulation
The “full simulation” method recorded all information throughout the process and
didn’t skip or limit any steps. This method simulated all particles and interactions
completely, and so it is the most realistic, but computationally expensive simulation
method.
Fast Simulation
The “fast simulation” method limited the simulation to only simulate or compute
the necessary quantities for a particular study in order to conserve resources. For
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example, fast simulations were used for background studies on KL decays that have
large branching ratios in which the background mechanism occurs infrequently in the
normal MC. In this case, we used the fast simulation to increase statistics of these
particularly rare occurrences by requiring some features that were likely to produce
the background process and only simulated and saved the events that satisfied these
requirements. Limitations were placed on things like detector response, detector
online thresholds, the order of particle track stacking, and the end points of particle
tracks. Different requirements were made based on the needs of the analysis and this
greatly reduced the time and disk storage space needed for the simulation.
Recycling Method
The purpose of the “recycling method” was to increase statistics. First, a sample
of normal MC simulations were generated and events that satisfied some require-
ments were recorded as in the fast simulation method. The events that passed the
requirements were then used as random seeds to generate more events with the same
properties. Thus, utilizing the recycling method enhanced the MC statistics without
consuming too many resources.
6.2 KL Generation
Because it is extremely complicated and inefficient to simulate the generation of
the KLs from protons incident on the T1 target, the KLs were generated at the beam
exit. As described in Section 2.2.4 and shown in Figure 2.7, the beam exit was defined
as the downstream end of the second collimator. For the generation we specified the
momentum, position, and direction of the simulated KL particles.
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Figure 6.1: The KL momentum spectrum used for the MC simulation. Figure
courtesy of [47].
6.2.1 KL Momentum Spectrum
The KLs were generated with a previously measured momentum spectrum that
was obtained in 2012 by reconstructing K0L → π0π+π− and K0L → π+π− decays using
the CsI calorimeter and a spectrometer [46]. The resulting momentum distribution
was fitted with the asymmetric Gaussian in Equation 6.1 and this function was used







2(σ0(1− (A+ Sp)(p− µ)))2
)
(6.1)
The variables and parameters in Equation 6.1 are defined as follows: dN/dp is the
momentum distribution, p is the momentum of an incident KL in GeV/c, µ is the
peak momentum, σ0 is the width of the distribution corresponding to the peak value
µ, and A and S are asymmetric fit parameters for the Gaussian function. The values
of µ, σ0, A, and S are 1.420 GeV/c, 0.8102 GeV/c, −0.3014, and 0.01709 (GeV/c)−1,
respectively. The momentum distribution is shown in Figure 6.1.
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Figure 6.2: The illustrated criteria for generating KLs using the target image in the
x − z plane (left) and the y − z plane (right). The target image is shown in red in
each figure and the black bold lines at z = 7 m are the apertures of the collimator
in x and y. The simulated KLs that pass the aperture points were used as incident
KLs. Figure courtesy of [47].
6.2.2 KL Incident Position and Direction
The position and direction distributions of the simulated KLs were determined
using a simple beam optical simulation. This simulation randomly generated the KL
vertex position and its direction in a region referred to as the “target image” as shown
in Figure 6.2. In this setup, z′ is the direction of the primary proton beam and z is
the direction of the KL beam. The x axis is perpendicular to the z axis and lies in
the z and z′ plane and the y axis is perpendicular to this plane. The target image is
the projection of the real target size onto the x and y plane and it has dimensions of
x = ±9.1 mm and y = ±1.0 mm.
Once the KL vertex was generated within the target image, the track was extrap-
olated in the downstream direction. If the track of the KL passed the collimator at
the aperture, the generated KL information was used; if it did not, the generation
process was repeated. The criteria for passing the collimator was determined using
the narrowest point of the collimator, which was at z = 7 m from the center of the
target in the x and y directions. The extrapolated x and y positions at this point
were required to be within ±7.6 mm and ±12.5 mm, respectively.
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6.3 KL Decay and Particle Interaction with Detectors
After the KLs were generated, the next step was to simulate their decay and
the decays of their daughter particles using Geant4. To accurately simulate the
distribution of KL decay vertices, the following probability function was used






where L is the length of the KL flight path, c is the speed of light in a vacuum,
γ is the Lorentz factor (γ = 1/
√
1− β2), and τ is the mean lifetime of the KL at
rest. β = v/c and v is the speed of the KL which can be obtained from the KL
momentum. Interactions with materials such as air, vacuum windows, and detector
materials along the flight path were considered and factored into the simulation.
If the KL decayed, daughter particles were generated at the decay vertex and the
behavior of each particle was simulated. The kinematics of the daughter particles were
determined assuming the V–A interaction and the decay form factors were taken from
[10]. To simplify the process, each decay mode of the KL was simulated and analyzed
separately and the branching ratio of each mode was factored in before obtaining any
final results.
The interactions of particles with detector material were also simulated step by
step in the Geant4 code. Interactions such as energy loss, scattering, generation of
secondary particles, absorption, and particle decays were factored in by considering
the cross section of each process. At each step in the simulation, five quantities
were recorded: energy deposited (ei), interaction time (ti), and interaction position
(xi, yi, zi) where i indicates the step number. These quantities were used to obtain the
visible energy and timing information in detector components as described in Section
6.5. The interaction processes were repeated for all generated particles until they lost
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all of their kinetic energy or went outside of the decay volume. To simulate the often
complicated hadronic interaction inside detector material, the QGSP BERT physics
list in Geant4 was used.
6.4 Neutron Generation
Along with kaons, we also simulated neutrons in the beam halo in order to accu-
rately estimate the neutron-induced backgrounds as described in Section 5.1.1.2. In
this case, neutrons with an energy of 1 GeV were generated at the position (1, 3.5,
−1507) mm near the beam exit and propagated downstream. The neutrons that hit
detectors (such as NCC or CV) and produced particles that could become a back-
ground were then used to increase statistics for the upstream π0 background (Section
8.4.2), the CV-π0 background (Section 8.4.3), and the CV-η background (Section
8.4.4. The simulation criteria and details of the estimation methods can be found in
these background sections.
6.5 Detector Response
The quantities obtained from the Geant4 simulation such as particle interaction
position, interaction time, and energy deposited can be thought of as the “ideal” or
“true” information. However, in the real experiment, the detectors do not record
the true information because of finite position resolutions, timing shifts due to light
attenuation and propagation, and photon statistics effects. Thus, in order to make
the simulations more realistic, these detector responses were also simulated.
In all of the KOTO detectors except for the BHPV and BHGC, which are Cerenkov
detectors, there was a timing delay between when the particle actually hit the detector
and when the scintillation light was received by the PMTs. This delay occurs because
the scintillation light travels by multiple reflections inside the detector material as
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Figure 6.3: Example of light propagation inside a detector by multiple reflections.
The delay between the hit time and detection time was corrected by using the inter-
action point position, the readout direction, and the effective speed of light calculated
using the index of refraction and the emission angle, θ. Figure courtesy of [47].
illustrated in Figure 6.3. To correct for this effect, a delay was added to the simulated
time of interaction based on the interaction position within the detector, the readout
direction, and the “effective” speed of light in the scintillator which was measured for
each detector. The effective speed accounts for the longer travel path due to multiple
reflections by using the index of refraction and the emission angle, θ, as shown in
Figure 6.3. For some detector components, an additional timing smearing effect was
also applied using a Gaussian function. Since the particles in the Cerenkov detectors
traveled faster than the speed of light inside the detector material, the effective speed
of light correction was not necessary.
In addition to the timing correction, a correction was also applied to the energy
information obtained from the simulation that was based on the hit position and took
into account attenuation effects and the light collection efficiency of the detectors.
The statistical fluctuation of the detected number of photons was also considered.
In summary, the energy and timing response was considered for the CsI calorimeter,
MB, IB, MBCV, IBCV, CV, FB, LCV, CC03, BHCV, and BPCV detectors. Only
the timing response was considered for the OEV detector and there was no detector
response implemented for the NCC, CC04, CC05, and CC06 detectors. The specific
energy and timing correction details for each detector can be found in [47].
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6.6 Waveform Simulations
Since the raw data from the detectors were analog waveforms that were digitized
in 64 samples, we converted the simulated detector responses to waveforms with 64
samples so that the same analysis procedures could be applied for both data and MC.
This allowed for the study of timing shifts due to overlapped waveforms caused by
accidental activities in the beam. A waveform with 64 samples was created for each
ith step in the simulation with energy and timing information corrected for detector
response denoted as (e′i, t
′
i). The simulated waveform was formed by taking samples





(σ0 + a(t− µ)2)2
)
(6.3)
The variable t corresponds to the timing of the waveform sample in ns. The
parameters σ0 and a are the width and tail of the waveform, respectively, which were
obtained by fitting the waveform of the real data channel by channel for each detector.
The parameter µ is the peak timing of the waveform defined as
µ = µ0 + t
′
i − δt+ toffset (6.4)
where µ0 is the uncorrected peak timing, t
′
i is the timing response of the ith simulation
step, δt is the timing calibration constant, and toffset is the timing offset adjustment
to match the MC simulation timing to the timing of the data. Then the sum of the
64 corresponding values for f(t) for step i was normalized to e′i as shown in Equation








where (j = 0, 1, ..., 63) (6.5)
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Finally, the complete waveform information for each event was obtained by summing




aij where (j = 0, 1, ..., 63) (6.6)
6.7 Accidental Overlay
In the MC simulation, the KLs were generated and propagated downstream one
at a time so that each recorded event contained a single KL decay. However, pileup of
multiple decays happens in the real world, especially with high beam power, and two
or more KL decays can occur very close to each other such that two KL decays are
recorded in the same event. This pileup of events can cause overlapped waveforms in
which the original waveform is masked by another. Accidental activity in the beam
can also cause this effect where the true hit is masked by other particles not related
to the KL decay. As a result, an overlapped pulse on top of the true pulse can cause
a background if the measured time is shifted outside of the veto timing window. An
example of this “masking background” can be seen in Figure 8.1 and is described in
Section 8.2.
To reproduce this accidental activity in the MC simulation, we overlaid waveforms
of accidental hits from the TMon trigger data (described in Section 4.3.5.5) onto the
MC waveforms. The steps for this “accidental overlay” process are described as
follows. First, a TMon trigger data file was randomly selected and then an event
within the file was randomly chosen to begin the process. The waveforms in each
MC event had the waveforms from an accidental event overlaid channel by channel.
Because the process was random, some accidental events may have been used more
than once for different MC events. For waveforms collected with the 125 MHz ADCs,
the waveforms from the TMon data were added directly onto the generated MC
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waveforms. For those waveforms collected with the 500 MHz ADCs, if the timing
difference between the TMon data hit and the MC hit was less than 10 ns, the
hit energies were merged and the timing was set to be the timing of the first hit.
This procedure was used to reproduce the noise in each detector channel. After the
accidental overlay was applied to the MC waveforms, the same procedures used for





The main purpose of the normalization analysis was to calculate the total number
of kaons at the beam exit for the 2016–2018 data set as well as carrying out other
important checks between data and MC. The total number of kaons, along with the
signal acceptance, are used to calculate1 the Single Event Sensitivity (SES) and sub-
sequently the BR of K0L → π0νν̄, which are essential for the K0L → π0νν̄ analysis.
Three KL decay modes, K
0
L → 3π0, K0L → 2π0, and K0L → 2γ, referred to as “nor-
malization modes”, were used for the analysis. We used these modes because they are
easily reconstructed in the KOTO detectors and have high branching ratios relative
to the signal decay. Specifically, the normalization modes were used to
• Calculate the total number of KLs at the beam exit
• Estimate the flux of KLs into the KOTO detectors
• Evaluate the kinematic and veto cut efficiencies
• Check the MC reproducibility of the data
This chapter details the steps of the 2016–2018 normalization analysis for each of the
normalization modes and reports the final result on the total number of kaons.
1The calculation is described in Section 5.1.2.
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7.1 Overview
The data collected with the normalization and minimum bias triggers described
in Sections 4.3.2 and 4.3.3 were used for the normalization studies and we generated
separate MC samples of the K0L → 3π0, K0L → 2π0, and K0L → 2γ decay modes
to compare to the data. The normalization MC samples had the accidental overlay
(described in Section 6.7) applied and then the MC for each normalization mode went
through the clustering and event reconstruction process described in Chapter 5. By
generating the MC samples separately and using the event reconstruction process,
we were able to determine which decay modes contributed when comparing the MC
with the data and identify any “contamination” from other normalization modes.
Other KL decay modes such as K
0
L → π±e∓νe, K0L → π±µ∓νµ, and K0L → π+π−π0
were also simulated and checked and were found to have small contributions to the
normalization modes so they are not included in this analysis.
In order to purify the reconstructed data and MC, event selections for each nor-
malization mode were made using a cut set similar to the K0L → π0νν̄ cut selection
so that the event acceptance for the normalization analysis was as close as possible
to the signal. The event selections used for the normalization analysis are covered
in Section 7.2. After all of the cuts were applied, the data and MC were compared
for each mode and the KL flux and number of KLs were calculated as described in
Sections 7.3 and 7.4, respectively.
Each step of the normalization analysis was done separately for each run period
in which the accelerator conditions were different to account for different systematic
uncertainties. In this case, the run periods for the 2016–2018 data described in Section
4.2 were further divided by beam power or run condition as shown in Table 7.1. The
MC samples were also generated separately for each run period and the number of
MC events generated for each period is also included in the table.
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Run Period Beam Power # of MC Events POT×1018
Run 69 (0) 42 kW 2× 108 1.780
Run 69 (1) 42 kW 2× 108 1.335
Run 75 31 kW 31 kW 2× 108 0.270
Run 75 35 kW 35 kW 2× 108 0.582
Run 75 37.5 kW 37.5 kW 1× 109 7.306
Run 78 33 kW 33 kW 2× 108 0.509
Run 78 44 kW 44 kW 2× 108 0.206
Run 78 50 kW 50 kW 1× 109 7.359
Run 79 51 kW 51 kW 1× 109 11.172
Table 7.1: The separate run periods for which the normalization analysis was done,
along with beam power, the number of MC events used, and corrected physics POT
for each run period. Run periods 75 37.5 kW, 78 50 kW, and 79 51 kW were the
main run periods with large statistics so the number of MC events used for these
periods was roughly an order of magnitude higher than the other periods. Run 69
was divided into two separate run periods before an amplifier for the FB was installed
(0) and after the amplifier was installed (1).
7.2 Event Selection for the Normalization Analysis
The cuts applied on the data and MC for each normalization mode are described
in this section. The kinematic cuts applied to each normalization mode were designed
to maximized the purity of each mode and thus differed slightly from the kinematic
cuts for the signal event selection. The veto cuts for the normalization analysis were
the same as the veto cuts for the K0L → π0νν̄ event selection as described in Section
5.3.4 and Table 5.3. They were utilized in the normalization analysis to remove
background due to accidental activity and other KL decay modes in which all the
photons do not hit the calorimeter. The kinematic cuts used in the normalization
analysis are described below and summarized in Table 7.2.
7.2.1 Data Selection Cuts
The normalization analysis required two, four, or six clusters on the calorimeter
and depending on the study, normalization or minimum bias trigger events were
used. We required the same Data Quality and Corrupted Waveform Removal cuts
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described in Section 5.3.1 to ensure the normalization data was of good quality and
had no corrupted waveforms.
7.2.2 Trigger Bias Removal Cuts
In order to remove bias in the online trigger, we required the same Total γ Energy
(Etot,γ) and Average Photon Cluster Time cuts as described in Section 5.3.2. The
COE Radius cut was not used because for the normalization and minimum bias
triggers, the COE trigger cut was not required.
7.2.3 Kinematic Cuts
The kinematic cuts used for the normalization analysis are split into three categories–
photon selection cuts that ensure good photon quality, cuts based on the properties
of the reconstructed π0s, and cuts based on the reconstructed KL properties.
7.2.3.1 Photon Selection Cuts
The normalization analysis used the same Photon Energy (Eγ), Photon Cluster
Position (CsI Fiducial), and Photon Cluster Distance cuts as described in Section
5.3.3.1 except the thresholds were different for Eγ and the Photon Cluster Distance.
For the normalization modes we required Eγ to be at least 50 MeV and photon
clusters to be at least 150 mm apart. The CsI Fiducial cut values were the same as
the K0L → π0νν̄ event selection.
7.2.3.2 π0 Cuts
Reconstructed π0 Mass Difference (∆Mπ0)
For theK0L → 3π0 andK0L → 2π0 decays, the reconstructed π0 mass was calculated
assuming its decay vertex to be the KL decay vertex. The reconstructed π
0 mass was
required to be within 10 MeV/c2 of the π0 invariant mass for the K0L → 3π0 decay
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and 6 MeV/c2 for the K0L → 2π0 decay. This cut was applied in order to remove event
reconstructions that used the wrong photon combinations for these decay modes.
Reconstructed π0 Z Difference (∆Zπ0)
The reconstructed π0 z vertex was calculated for each π0 and this cut required that
the distance between the most upstream π0 and most downstream π0 was less than
or equal to 400 mm. This helped eliminate events with bad pairing reconstructions
in which the wrong photon combinations were used for the K0L → 3π0 and K0L → 2π0
decays.
7.2.3.3 KL Cuts
Vertex Time Difference (∆Tvtx)
This cut required that the timing difference between the reconstructed KL time
and the vertex time of each photon was less than or equal to 3 ns to ensure that two
photons originated from the same π0. The definition of this cut is exactly the same as
the Vertex Time Difference described in Section 5.3.3.2, as the time of the π0 vertex
and the KL vertex are the same for the signal decay.
Reconstructed KL Mass Difference (∆MKL)
Similar to the Reconstructed π0 Mass Difference cut, this cut required that the
reconstructed KL mass was within 15 MeV/c
2 of the KL invariant mass for the K
0
L →
3π0 and K0L → 2π0 decays. Because the KL mass cannot be calculated for the
K0L → 2γ decay and instead must be used as a constraint, there is no cut requirement
for the K0L → 2γ decay mode. This cut reduced K0L → 3π0 and K0L → 2π0 events
with bad pairing reconstructions and the contamination of the K0L → 3π0 mode in
the K0L → 2π0 analysis.
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KL Transverse Momentum (KL PT )
While the KLs ideally don’t have any transverse momentum, we required the
reconstructed KL to have a PT of no more than 50 MeV/c to ensure there were no
missing particles.
KL Reconstructed Z χ
2 (χ2Z,KL)
Equation 5.28 gives the definition of χ2 for the reconstructed KL z position which
was required to be less than or equal to 20 for the K0L → 3π0 and K0L → 2π0 decays.
This cut helped eliminate bad pairing combinations for these decays.
Reconstructed KL Z Vertex (Z
KL
vtx)
The reconstructed KL z vertex was required to be between 3000 and 5000 mm
to ensure that the KLs used for the normalization analysis had no interaction with
detector material outside of the decay volume.





For the K0L → 2π0 mode, the x and y positions of the KLs at the beam exit,
(XKLBeam Exit, Y
KL
Beam Exit), were required to be within the beam core, which had a radius
of 50 mm. The x and y beam exit positions of the KLs were calculated from the COE
positions of the photons used in the reconstruction and then scaled to the z position
of the beam line exit assuming that the T1 target is a point source fixed at x = 0,
y = 0. Equations 7.1 and 7.2 give the x and y positions of the KLs at the beam exit.









where XCOE and YCOE are defined in Equations 5.29 and 5.30, respectively, Zexit is
the z position of the beam line exit, ZCsI is the z position of the upstream face of the
CsI calorimeter, and Ztarget is the z position of the T1 target. This cut was applied
to reject K0L → 2π0 events with missing energy.
Cut Name K0L → 3π0 K0L → 2π0 K0L → 2γ
Data Selection Cuts
**Number of Clusters 6 4 2
**Trigger Selection norm. and min. bias triggers
*Data Quality good run, good spill, no errors
*# Corrupt Waveforms 0
Trigger Bias Removal Cuts
*Etot,γ ≥ 650 MeV
*Avg. γ Cluster Time < nominal time ± 15 ns
Kinematic Cuts – γ Selection Cuts
**Eγ ≥ 50 MeV
*(CsI Fiducial) |xγ| ≥ 150 mm, |yγ| ≥ 150 mm,√
x2γ + y
2
γ ≤ 850 mm
**γ Cluster Distance ≥ 150 mm
Kinematic Cuts – π0 Cuts
∆Mπ0 ≤ 10 MeV/c2 ≤ 6 MeV/c2 –
∆Zπ0 ≤ 400 mm ≤ 400 mm –
Kinematic Cuts – KL Cuts
**∆Tvtx ≤ 3 ns
∆MKL ≤ 15 MeV/c2 ≤ 15 MeV/c2 –
KL PT ≤ 50 MeV/c
χ2Z,KL ≤ 20 ≤ 20 –
ZKLvtx 3000 mm ≥ ZKLvtx ≤ 5000 mm
(XKLBeam Exit, Y
KL




Beam Exit| ≤ 50 mm –
Table 7.2: The data selection, trigger bias removal, and kinematic cut requirements
for the 2016–2018 normalization analysis. The dash (–) indicates that the cut was not
used for the corresponding normalization mode, otherwise the cut was applied for all
normalization modes. Cuts with * indicate commonly used cuts for the K0L → π0νν̄
event selection with the same cut value and cuts with ** indicate commonly used
cuts for the K0L → π0νν̄ event selection with a different cut value.
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7.3 Normalization Modes
To ensure good agreement between the data and MC, the distributions of different
kinematic quantities were checked for each normalization mode. For these distribu-
tions, all of the veto cuts and kinematic cuts were applied except for the kinematic
cut on the corresponding kinematic variable being plotted. This section describes the
normalization modes and shows the relevant kinematic distributions for each mode.
All of the kinematic distributions shown were generated using normalization trigger
data from Run 79 51 kW because this run period had the largest statistics. Each plot
was normalized by area, meaning that the MC histograms were scaled to the area
underneath the data histogram.
7.3.1 K0L → 3π0
The K0L → 3π0 decay is the cleanest normalization mode, due to the fact that it
has six photons in the final state making it almost completely free from background
contamination. This fact, along with its large branching ratio of 19.52% [10], makes
K0L → 3π0 an excellent decay mode for the normalization analysis. Figures 7.1 and
7.2 show the distributions for each of the kinematic variables used in the normal-
ization event selection. The purity of the K0L → 3π0 data was almost 100%, with
contributions from K0L → 2π0 and K0L → 2γ being negligible.
The reconstructed mass of the KL as shown in Figure 7.1a has a sharp peak at
the invariant KL mass (497.614 MeV/c
2 [10]) and the data and MC are in good
agreement at this point, though a slight shift of the peak can be seen, the source of
which is not understood. The tails of the distribution were caused by the mispairing
of photons when forming π0s. The reconstructed decay vertex of the KL (Figure
7.1c) is distributed from 2000 to 6000 mm, corresponding to the NCC detector and
the front face of the CsI, respectively. The reconstructed PT of the KL is relatively
small and results from the divergence of the KL beam as shown in Figure 7.1d.
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(a) KL reconstructed mass
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(c) KL reconstructed z vertex
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(d) KL reconstructed PT
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(f) Outermost photon cluster position (R)
Figure 7.1: Kinematic distributions for reconstructed K0L → 3π0 decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
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(a) Vertex time difference
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(b) KL reconstructed z χ
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(c) Distance between two clusters
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(d) Individual photon energy
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(e) Reconstructed π0 mass difference


































 (mm)0π Z ∆
0 50 100 150 200 250 300 350 400 4 500











(f) Reconstructed π0 z difference
Figure 7.2: Kinematic distributions for reconstructed K0L → 3π0 decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
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(a) KL rec. x position at beam exit
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(b) KL rec. y position at beam exit
Figure 7.3: Kinematic distributions for reconstructed K0L → 3π0 decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
Aside from the timing distribution (Figure 7.2a), there is reasonable agreement
between the data and MC for the kinematic variables, which ensures that the simu-
lation of the KL beam’s interaction with the detectors accurately describes what is
seen in the data. The discrepancy in the vertex time difference comes from not fully
understanding the timing response of the calorimeter and being able to model it ef-
fectively in the MC simulation. For this reason, a loose selection criteria of ∆Tvtx ≤ 3
ns was adopted to mitigate the effects of this difference. Finally, although a cut was
not imposed on the x and y incident positions of the KLs at the beam exit, the
distributions are shown in Figure 7.3. The difference in shape of the distributions
comes from the geometry of the T1 target since the beam hits a larger spread in the
x direction and effectively a point source in the y direction.2
7.3.2 K0L → 2π0
Though the K0L → 2π0 decay has a branching ratio over 200 times smaller than
the K0L → 3π0 decay (∼10−4), it plays an important role in the normalization analysis
2This can be seen in Figure 2.6.
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because it is the normalization mode most similar to the signal decay. Both K0L →
2π0 and K0L → π0νν̄ have four final state particles and K0L → 2π0 has a similar
energy profile and momentum distribution to that of the signal decay. The largest
background contribution for the K0L → 2π0 mode is the K0L → 3π0 decay if two
of the six photons are missed and only four clusters are seen on the calorimeter
or if cluster fusion occurs. Since the branching ratio of K0L → 3π0 decay is two
orders of magnitude higher than K0L → 2π0 decay, the veto cuts were important for
reducing background contamination. After applying all kinematic and veto cuts for
the K0L → 2π0 normalization event selection, the kinematic distributions are shown
in Figures 7.4, 7.5, and 7.6.
The veto cuts were effective in removing K0L → 3π0 events with missing photons,
especially the cuts for the IB and MB detectors, and the K0L → 3π0 events that
remained were mostly due to the cluster fusion background. The K0L → 3π0 contam-
ination is best illustrated in the KL reconstructed mass distribution (Figure 7.4a),
but the KL mass cut effectively removed this contribution and only the events in the
final event selection region (482 MeV/c2 ≤ MKL ≤ 512 MeV/c2) around the peak
remained. Thus, the purity of the K0L → 2π0 normalization sample was around 97%.
The K0L → 3π0 events that were left came from events that were reconstructed with
four photons and had an invariant mass close to the KL mass by happenstance.
The other kinematic distributions are the same as those for K0L → 3π0 and have
similar trends, though the limited statistics in the K0L → 2π0 data cause the distri-
butions to have more statistical fluctuations than the K0L → 3π0 distributions. The
vertex time difference discrepancy between data and MC is also seen in the K0L → 2π0
mode, but all other variables show good agreement between data and MC within the
accepted cut regions. The distributions of the KL x and y incident positions at the
beam exit are shown in Figure 7.6 and have good agreement between data and MC
within the accepted cut region of ±50 mm.
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(a) KL reconstructed mass
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(c) KL reconstructed z vertex
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(d) KL reconstructed PT
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(f) Outermost photon cluster position (R)
Figure 7.4: Kinematic distributions for reconstructed K0L → 2π0 decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
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(a) Vertex time difference
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(b) KL reconstructed z χ
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(c) Distance between two clusters
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(d) Individual photon energy
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(e) Reconstructed π0 mass difference
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(f) Reconstructed π0 z difference
Figure 7.5: Kinematic distributions for reconstructed K0L → 2π0 decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
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(a) KL rec. x position at beam exit
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(b) KL rec. y position at beam exit
Figure 7.6: Kinematic distributions for reconstructed K0L → 2π0 decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
7.3.3 K0L → 2γ
The final normalization mode used was the K0L → 2γ decay which has an almost
identical reconstruction procedure to the signal decay as both final states have two
photons. Since the KL mass was assumed in order to reconstruct this decay and
there are no π0s in the reconstruction, there are no kinematic distributions for these
variables. Since there are only two photons in the final state, it is possible for the
K0L → 3π0 and K0L → 2π0 modes to have background contributions if four or two
photons are missed or the fusion of clusters occurs. Despite background contributions
from these modes, the purity of the K0L → 2γ normalization sample was still over 99%
with the majority of the contamination coming from the K0L → 3π0 mode because
of its large branching ratio. After all of the kinematic and veto cuts were applied
(except for the variable of interest), the kinematic distributions are shown in Figures
7.7 and 7.8. Overall, there is good agreement between the data and MC within the
accepted cut regions, with the exception of the timing distribution as seen in Figure
7.7a which was also seen in the other modes.
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(a) Vertex time difference
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(b) Total energy deposited in CsI
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(c) KL reconstructed z vertex
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(d) KL reconstructed PT
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(f) Outermost photon cluster position (R)
Figure 7.7: Kinematic distributions for reconstructed K0L → 2γ decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
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(b) Individual photon energy
Figure 7.8: Kinematic distributions for reconstructed K0L → 2γ decays. Black
points represent data and the colored histograms represent MC (K0L → 3π0 = red,
K0L → 2π0 = blue, K0L → 2γ = green). The data to MC ratio is shown in the bottom
panel and the error bars represent statistical error.
7.4 Normalization Analysis Calculations and Results
In order to calculate the KL flux, and subsequently the total number of kaons,
several other quantities must first be calculated. As mentioned in Section 7.1, each
step of the normalization analysis was performed separately for each run period.
Thus, all the calculations described in this section were done for each period until
being summed or averaged for the final result.
7.4.1 Acceptance
The same kinematic and veto cuts that were applied to the data for the normaliza-
tion event selection were also applied to the MC simulation samples to check the MC
reproducibility of the data, and also to calculate the acceptance, A. The acceptance






where NacceptedMC and N
generated
MC are the total number of MC events remaining after
applying all cuts and the total number of MC events generated, respectively. Thus,
the acceptance gives the probability that an event will remain after all cut selections
have been applied. Since other decay modes can contribute as background in any
normalization mode sample, the total acceptance, Atotal, factored in the contributions





where BRmode is the branching ratio of the corresponding mode. The total acceptance
for each run period and each normalization mode is shown in Figure 7.9. The ac-
ceptance varied from period to period, which was largely attributed to the change in
beam power, and subsequently the loss from accidental activities in the beam. Thus,
as the beam power increased so did the accidental loss, causing a lower acceptance.
Since the acceptance is based purely on the MC simulation samples, agreement be-
tween the data and MC is important for an accurate calculation of the total number
























Figure 7.9: The total acceptance for each normalization mode over all run periods
in 2016–2018. Vertical error bars represent statistical error, but the error is negligible.
160
7.4.2 Cut Efficiencies
The normalization studies were also used to compare the kinematic and veto cut
efficiencies between data and MC. The efficiency (ε) of a cut, i, is defined in Equation
7.5 below.
εi =
number of events w/ all cuts
number of events w/ all cuts except ith cut
(7.5)
The efficiency of a particular cut reflects the cut’s selection power– if the cut doesn’t
remove any events, then the efficiency is 1. The important part of evaluating the
cut efficiencies was to compare the difference in efficiency between the data and
MC, which quantitatively describes the systematic differences between data and MC
detector responses, calibration constants, and energy corrections. These differences
in the efficiencies for each cut were used in the estimation of systematic uncertainties
for the K0L → π0νν̄ analysis, as described in Section 9.1. The kinematic and veto cut
efficiencies for each normalization mode for Run 79 51 kW are shown in Figure 7.10,
as this run period had the largest statistics.
7.4.3 KL Yield and Flux






where Ndata is the number of data events remaining after applying all cuts and Atotal is
the total acceptance defined in Equation 7.4. Then, to make this number comparable






































































































































































































































































































































































































































































































































































































































































































































































































































































































The normalization trigger prescale was 30 and the minimum bias trigger prescale was
300 as described in Section 4.3. The KL flux is defined in units of the POT nor-
malization factor (POTnorm factor), which is the J-PARC design value for the number
of POT per spill and is 2 × 1014. The KL flux for each normalization mode and
each run period in 2016–2018 is listed in Table 7.3 and shown in Figure 7.11. The
normalization trigger data was used in this analysis to calculate the KL flux.
Run Period
KL Flux (× 107 KL/2 × 1014 POT)
K0L → 3π0 K0L → 2π0 K0L → 2γ
69 (0) 3.93 ± 0.06 3.81 ± 0.12 3.74 ± 0.06
69 (1) 4.06 ± 0.06 3.84 ± 0.13 3.73 ± 0.06
75 31 kW 4.66 ± 0.07 4.80 ± 0.26 4.45 ± 0.12
75 35 kW 4.80 ± 0.07 4.82 ± 0.19 4.37 ± 0.09
75 37.5 kW 4.77 ± 0.03 4.68 ± 0.06 4.46 ± 0.03
78 33 kW 4.71 ± 0.07 4.35 ± 0.20 4.59 ± 0.10
78 44 kW 4.54 ± 0.09 4.73 ± 0.37 4.17 ± 0.17
78 50 kW 4.57 ± 0.04 4.53 ± 0.07 4.31 ± 0.03
79 51 kW 4.56 ± 0.03 4.48 ± 0.06 4.21 ± 0.02
Table 7.3: The KL flux for each normalization mode in each run period for the
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Number of KL at Beam Exit
K0L → 3π0 K0L → 2π0 K0L → 2γ
69 (0) (3.50 ± 0.05)×1011 (3.39 ± 0.11)×1011 (3.33 ± 0.05)×1011
69 (1) (2.71 ± 0.04)×1011 (2.56 ± 0.08)×1011 (2.49 ± 0.04)×1011
75 31 kW (6.29 ± 0.10)×1010 (6.48 ± 0.35)×1010 (6.01 ± 0.16)×1010
75 35 kW (1.40 ± 0.02)×1011 (1.40 ± 0.06)×1011 (1.27 ± 0.02)×1011
75 37.5 kW (1.74 ± 0.01)×1012 (1.71 ± 0.02)×1012 (1.63 ± 0.01)×1012
78 33 kW (1.20 ± 0.02)×1011 (1.11 ± 0.05)×1011 (1.17 ± 0.03)×1011
78 44 kW (4.68 ± 0.09)×1010 (4.88 ± 0.38)×1010 (4.30 ± 0.17)×1010
78 50 kW (1.68 ± 0.01)×1012 (1.67 ± 0.02)×1012 (1.58 ± 0.01)×1012
79 51 kW (2.54 ± 0.02)×1012 (2.50 ± 0.03)×1012 (2.35 ± 0.01)×1012
Total (6.96 ± 0.03)×1012 (6.83 ± 0.05)×1012 (6.49 ± 0.02)×1012
Table 7.4: The number of kaons at the beam exit calculated for each normalization
mode in each run period for the 2016–2018 data set. The error included is the
statistical error.
7.4.4 Total Number of Kaons
The final step in the normalization analysis was to calculate the total number of
kaons at the beam exit. This number was obtained simply by multiplying the KL
yield by the prescale factor, as shown in Equation 7.9.
NK0L = KL yield× prescale (7.9)
The number of kaons calculated for each normalization mode and each run period is
shown in Table 7.4 and the totals for each mode are illustrated in Figure 7.12. It
should be noted that among the three normalization modes, there is a discrepancy
in the flux and NK0L , in which the K
0
L → 3π0 mode result is usually the largest
and the K0L → 2γ mode is typically the smallest, with the K0L → 2π0 result residing
between them (this can be seen in Figures 7.11 and 7.12). Ideally, since the branching
ratios of the three modes have been taken into account, the KL flux values and NK0L
obtained should be consistent within statistical error in the same run period. However,
there is about a 5–8% difference in the flux and NK0L across the three normalization
































Figure 7.12: The total number of kaons at the beam exit for each normalization
mode for the 2016–2018 data set. The solid red line is the weighted average of the total
NK0L for the three modes with the dashed lines representing the statistical error on
the weighted average. Vertical error bars on the black data points represent statistical
error, but the error is negligibly small.
the normalization modes is accounted for as a source of systematic uncertainty in the
evaluation of the Single Event Sensitivity, as described in Section 9.1.8.
After evaluating the consistency between the three normalization modes, the final
value for the total number of kaons collected in the 2016–2018 data set was taken from
the K0L → 2π0 mode, as it has an energy profile and momentum distribution closest
to the signal decay. Therefore, the total NK0L at the beam exit was (6.83 ± 0.05) ×
1012 for the 2016–2018 data set. The K0L → 2π0 mode weighted average across all
run periods for the KL flux was (4.47 ± 0.03) × 107 KL/2 × 1014 POT. This value
of the total NK0L was used to calculate the final SES as reported in Chapter 9. The
data is reasonably well reproduced by the MC simulations as seen in the kinematic





Because a blind analysis strategy was used, we estimated the expected number of
background events in the blinded and signal regions using MC simulations or other re-
liable samples and compared these background estimations to data in the surrounding
control regions. The background estimations were used to inform background reduc-
tion methods and optimize the final cut set such that the signal to background ratio
was maximized. This chapter describes the background sources, their estimation
methods, and the final estimated background contribution for each source.
8.1 Overview
The number of background events was estimated separately for each background
source and for different regions in the PT–Z plane. As described in Section 5.1.1,
the different background sources are categorized into two groups, the KL decay back-
ground and the neutron-induced background. The majority of the background esti-
mations were done using MC simulations except for the hadron-cluster background
in which we used a control sample of data collected using the Al target (described
in Section 4.4.1). The details of the MC generation and data samples used are de-
scribed in each background subsection. Background can also be caused by accidental
activity in the beam where an accidental hit masks the waveform of a true hit and
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Background Source Number of Events Used
KL Decay Background
K0L → π+π−π0 8.04× 1013
K0L → 2π0 8.04× 1010
K0L → 2γ 7.395× 1011
K0L → 3π0 (masking) 8.152× 1013
K0L → π±e∓νe (masking) 8.156× 1013
Neutron-Induced Background
Hadron-Cluster 9.09× 1016
Upstream π0 4.9895× 1011
CV-π0 7.1982× 1012
CV-η 7.1982× 1013
Table 8.1: The background sources considered in the K0L → π0νν̄ blind analysis and
the number of events used for each background estimation.
the timing is incorrectly calculated. This “masking background” was also considered
in the background contributions as described in Section 8.2.
The event selections for the K0L → π0νν̄ analysis were applied to the background
samples to evaluate the estimated background contribution for each source. Then,
the number of remaining events in the simulation1 were scaled to the amount of data
collected and correction factors were applied to estimate the background contribution.
Table 8.1 lists the number of events used to estimate each background source.
8.2 Masking Background
The masking background refers to when an accidental hit in the beam causes an
overlapped pulse on a hit that should have been vetoed. This effect can be seen in
Figure 8.1 where the measured time is shifted outside the veto window due to the
overlapped pulse and the event is not vetoed and becomes a background. The FTT
method described in Section 5.3.4.2 was used to discriminate overlapped pulses and
reduce the masking background.
To study the effects of the masking background and estimate its contribution
1Or the Z0 Al target control sample
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Figure 8.1: Example of the masking background in which an accidental hit (red)
overlaps a true hit (green) and causes an incorrect calculation of the event time.
Because the measured event time is outside of the veto window, this event is not
vetoed and thus contributes to background.
we overlaid waveforms from the TMon trigger data2 on the waveforms in the MC
simulation. This process is also described in the “accidental overlay” Section 6.7. The
accidental overlay was applied to all of the MC simulations for the background sources
in order to more closely replicate the data. In particular, the masking background
contributes in the K0L → 3π0 and the K0L → π±e∓νe backgrounds as described in
Sections 8.3.4 and 8.3.5, respectively.
8.3 KL Decay Background
The KL background comes from other KL decay modes as described in Section
5.1.1.1 and results primarily from veto detector inefficiencies. We used MC simu-
lations to estimate the background contributions from K0L → π+π−π0, K0L → 2π0,
K0L → 3π0, K0L → 2γ, and K0L → π±e∓νe. For each KL decay background, we scaled
the remaining events in the simulation to the amount of data collected by multiplying
by the normalization factor defined in Equation 8.1.
2Described in Section 4.3.5.5
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BG Norm Factor =
Total # Kaons× BR(mode)
# MC Generated
(8.1)
where the total number of kaons at the beam exit was determined to be 6.83× 1012
KLs as described in Section 7.4.4, BR(mode) is the branching ratio of the particular
KL decay, and the number of MC generated is the total number of MC events used
for the background estimation. Any necessary correction factors were also applied as
described in each background section.
8.3.1 K0L → π+π−π0 Background
Mechanism
The K0L → π+π−π0 decay becomes a background if the π+ and π− escape down
the beam hole and are undetected by the downstream beam hole veto detectors and
both the photons from the π0 decay hit the calorimeter as shown in Figure 8.2.
Since the branching ratio of this decay mode is large (∼12%) this background can
contribute in a major way and so the CC05, CC06, BPCV, and new BHCV were
important detectors for vetoing this background. The missing momentum carried
away by the π+ and π− can cause the reconstructed π0 from this decay to be pushed
Figure 8.2: Example of the K0L → π+π−π0 background mechanism.
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into the bottom of the signal region. Although the maximum amount of transverse
momentum the π0 can have is 133 MeV/c, the reconstructed PT can be larger due to
the finite energy and position resolution of the calorimeter or if the KL decays off the
beam axis. The closer the KL decays to the calorimeter, the higher the chance that
the π+ and π− will escape down the beam hole due to the finite beam size. Thus,
we cut the bottom right corner of the signal region to mitigate this background (this
can be seen in Figure 8.3). The KL → π+π−π0 Deep Learning cut was developed
specifically to reduce this background.
Estimation Method
To estimate the contribution from the KL → π+π−π0 background, the recycling
method described in Section 6.1.1 was used to generate a MC sample of background
events. First, the KLs were simulated to decay to π
+π−π0 and information from the
daughter particles (π+, π−, and 2γ from the π0) were obtained. Next, we selected
events from the simulation in which both charged pions did not hit the calorimeter
and had two photon hits on the CsI in the fiducial region of |x| or |y| > 130 mm
and R < 900 mm with a combined energy greater than 550 MeV. These events were
then duplicated 100 times to increase the effectiveness of the background sample and
input as seeds into the full simulation. The MC was scaled to the amount of data
and correction factors for the loss introduced by using different event selections in
the recycling method were applied. These included a correction factor for the CsI
accidentals, a correction factor to account for backsplash and shower leakage, and a
correction factor to account for cuts used in the seed selection but not the final cut
set.
Result
The background distribution for KL → π+π−π0 in the PT–Z plane can be seen
in Figure 8.3 with (right) and without (left) the KL → π+π−π0 Deep Learning cut.
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Figure 8.3: The estimated KL → π+π−π0 background contribution in each region
of the PT–Z plane without (left) and with (right) the KL → π+π−π0 DL cut at 90%
signal acceptance. The values in black are the estimated number of events in the cor-
responding region, the values in grey are the estimated contribution inside the blinded
region (including the signal region), and the values in red are the estimated contri-
bution in the signal region. Regions without values have an estimated contribution
of zero.
The background contribution from this mode was mainly concentrated in the low
PT region and the KL → π+π−π0 DL cut effectively reduced this background in
the region below the signal box while keeping the signal acceptance at 90%. Using
the KL → π+π−π0 DL cut, the background contribution in the signal region was
estimated to be < 0.02 events at the 90% CL as shown in the right of Figure 8.3.
8.3.2 K0L → 2π0 Background
Mechanism
The K0L → 2π0 background can contribute in several ways, and because it only
has two photons available for vetoing, detector inefficiencies can result in a large
contribution from this background. The predominant mechanisms for the K0L → 2π0
background are listed below.
• Photon Punch-Through
If a photon is very high energy and there is not enough detector material along
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its path, the photon can penetrate through the detector without any interaction.
This “photon punch-through” occurred in the MB and IB detectors, though
the installation of the IB greatly reduced the probability of punch-through and
reduced the K0L → 2π0 background by a factor of three. This inefficiency also
occurred in the BHPV detector.
• Sampling Effect
In the case of a low energy photon, the photon can be absorbed in the inactive
layer of material in detectors with sandwich structure, such as the FB, IB, or
MB. Thus, the photon is not detected and this detector inefficiency contributes
to the background.
• Photo-Nuclear Interaction
Photo-nuclear interaction happens when a high energy photon interacts with
atomic nuclei in detector materials and the energy is absorbed by the nuclei.
The absorbed energy excites the nuclei and the energy is emitted as hadrons
such as neutrons or protons which are not detected. This effect contributes to
detector inefficiencies and as a result, the K0L → 2π0 background.
• Cluster Fusion
In addition to missing photons, two photons can hit in the same spot on the
calorimeter and fuse into a single cluster. This cluster fusion can contribute if
three photons hit the calorimeter and two out of the three photons fuse into a
single cluster while only one photon remains for vetoing. It can also contribute
if four photons fuse into two clusters on the calorimeter which is misidentified
as a two photon event.
• Odd Pairing
The topology of the detected photons can affect the kinematic properties in
the reconstruction of the π0 and if the reconstruction is done incorrectly, can
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contribute to background. “Even pairing” refers to the case when two photon
clusters from the same π0 are reconstructed, and “odd pairing” refers to the
case when two photon clusters from different π0s are paired together and recon-
structed. If odd pairing happens, the π0 is not reconstructed properly and can
result in a background. The Eγ ratio cut and the Eγ θγ cut mentioned in Section
5.3.3.2 were designed to suppress the K0L → 2π0 odd pairing background.
Estimation Method
To estimate the K0L → 2π0 background, the fast simulation method was used.
First K0L → 2π0 decays were fully simulated and events were selected in which at
least one of the photons hit the calorimeter in the fiducial region |x| or |y| > 100 mm
and R < 900 mm with an energy greater than 400 MeV. Then, these events were
used as inputs to the full simulation to increase the K0L → 2π0 background statistics.
The MC was scaled to the amount of data collected and all of the cuts were applied.
Result
Figure 8.4 shows the K0L → 2π0 background distribution in the PT–Z plane for a
loose cut condition3 (left) and with the final cuts (right). While this background was
mainly distributed in the lower PT region of the signal box as shown on the left, the
BHPV, BHGC, and IB detectors were effective in reducing the background in this
region as well as the CsI Isolated Hit Crystal veto cut (described in Section 5.3.4.1)
and the FTT veto method used to eliminate pulse pileups. With all of the final cuts,
the estimated background contribution for the K0L → 2π0 background in the signal
region was < 0.18 events at the 90% CL.
3Including all kinematic cuts, all shape cuts to suppress the hadron-cluster background, and all
veto cuts except for the CsI single crystal veto, BHPV veto, BHGC veto, and the wide veto window
for CBAR and IB.
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Figure 8.4: The estimated contribution in the PT–Z plane for the K
0
L → 2π0 back-
ground with a loose cut condition (left) and all of the cuts (right). The color of the
number values follow the same convention as in Figure 8.3.
8.3.3 K0L → 2γ Background
Mechanism
Though the K0L → 2γ decay itself has no transverse momentum because the
photons decay back to back, if the KL itself has any PT, the reconstructed π
0 from
the two photons can become a background. For example, if the KL scatters at the
vacuum window, the off-axis K0L → 2γ decay would produce two photons that appear
to have a large PT as illustrated in Figure 8.5. In addition, if the KL decays before
the decay volume and at least one of the photons hits an upstream detector, it can
Figure 8.5: Example of the scattered K0L → 2γ background mechanism.
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produce particles that cause two cluster hits on the calorimeter, which would also
cause a background.
Estimation Method
The fast simulation method was used to estimate the K0L → 2γ background con-
tribution. First, K0L → 2γ decays were fully simulated at the beam exit and the
simulation was stopped when the KLs reached the vacuum window. Then, only KLs
with a transverse momentum greater than 20 MeV/c were selected and used as inputs
to the full simulation so the background sample contained as many scattered KLs as
possible. The MC was scaled to the data and the final cuts were applied.
5 5
Figure 8.6: The estimated contribution in the PT–Z plane for the K
0
L → 2γ back-
ground without (left) and with (right) the advanced shape cuts. The color of the
number values follow the same convention as in Figure 8.3.
Result
Figure 8.6 shows the K0L → 2γ background distribution without (left) and with
(right) the advanced shape cuts4. Though the shape cuts do not have much effect in
removing scattered K0L → 2γ background events, they are effective in removing other
background contributions from the K0L → 2γ decays as illustrated in the figure. The
4CSDDL, η CSD, and χ2θ
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final background contribution in the signal region for K0L → 2γ was estimated to be
0.005 ± 0.005 events.
8.3.4 K0L → 3π0 Masking Background
Mechanism
The K0L → 3π0 decay has six photons in the final state, so four photons can be used
to veto the event. As a result, this background is highly suppressed by the veto cuts;
however, it can contribute if there are multiple pulse pileups and the veto timing is
incorrectly calculated. Veto detector inefficiencies also contribute to this background,
and since the branching ratio of K0L → 3π0 is large (∼19%) the chance that over-
lapping pulses or detector inefficiencies occur is not negligible. This background is
considered a “masking” background because of the high probability that accidental
activities will mask photon hits in the veto detectors, cause a miscalculation of the
veto timing, and result in a background.
Estimation Method
The recycling method described in Section 6.1.1 was used to create a background
sample of K0L → 3π0 masking events. First, events selected from the full K0L → 3π0
MC simulation without the accidental overlay applied were used as seed samples.
These seed samples then had different accidental waveforms from the TMon data
overlaid 10,000 to 30,000 times for each seed sample to enhance the probability of
masking. The MC was scaled to the amount of data collected and correction factors
were applied to account for the loss due to CsI accidentals not accounted for in the
seed samples and for cut differences among the seed samples and the final cut set.
Result
After applying all cuts, no remaining events were observed in the MC simulation
and the estimated number of background events in the signal region for the K0L → 3π0
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Figure 8.7: The estimated K0L → 3π0 background contribution in the PT–Z plane.
masking background was < 0.04 at the 90% CL as shown in Figure 8.7.
8.3.5 Ke3 Masking Background
Mechanism
The decay mode K0L → π±e∓νe is often referred to as “Ke3” since it has three final
state particles and one of them is an electron5. This decay can become a background
if the CV detector fails to detect the two charged particles and they both hit the
calorimeter and create two cluster hits. We also consider this decay mode a masking
background because if there are any accidental hits in the CV detector that occur at
the same time as this decay, the true veto hits could be masked by accidental pulses.
Since this decay mode has a large branching ratio of about 40%, the background
contribution must be considered.
Estimation Method
To estimate the Ke3 background we used a method similar to the estimation
method used for the K0L → 3π0 background. In this case we simulated full K0L →
π±e∓νe events without accidental overlay and selected events to be used as seeds. Dif-
5Similarly, the decay K0L → π±µ∓νµ is called “Kµ3”.
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Figure 8.8: The estimated contribution in the PT–Z plane for the Ke3 masking
background.
ferent accidental waveforms were overlaid on each seed sample 10,000 to 30,000 times
to enhance the probability of masking and increase statistics. The MC was scaled
to the data and the same correction factors applied to the K0L → 3π0 background
were computed and applied to correct for the loss introduced by the Ke3 background
estimation method.
Result
There were no remaining events observed in the MC simulation after all cuts were
applied and the estimated number of Ke3 masking background events in the signal
region was < 0.09 at the 90% CL as shown in Figure 8.8. It should also be noted
that the Kµ3 background was estimated but it was estimated to be zero.
8.4 Neutron-Induced Background
As described in Section 5.1.1.2, one of the largest sources of background results
from halo neutrons in the beam. In this case, halo neutrons can either hit the calorime-
ter directly and produce hadronic showers that are mistaken for electromagnetic show-
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ers in the case of the hadron-cluster background, or halo neutrons can hit detector
material and produce secondary particles like an η or π0 that subsequently decay
into two photons. For the hadron-cluster background we used a special control sam-
ple of scattered neutron data to estimate the background contribution and for the
other background sources, MC simulations were used. The details of each background
source are described below.
8.4.1 Hadron-Cluster Background
Mechanism
The hadron-cluster background is caused by a halo neutron directly hitting the
calorimeter and producing a hadronic shower in which a neutron in the first shower
travels some lateral distance inside the calorimeter and produces a secondary hadronic
shower. These two distinct clusters on the calorimeter with no energy in the veto
detectors are reconstructed as a π0 and can produce a background as illustrated in
Figure 8.9. Since they are both neutral, distinguishing between neutron and photon
showers becomes a primary challenge. Discrimination methods using the shape of
the cluster (CSDDL, Section 5.3.3.3) and the shape of the waveform pulse (FPSD,
Section 5.3.3.3) were developed to differentiate neutron clusters from photon clusters.
Figure 8.9: Mechanism for the hadron-cluster background in which a neutron di-




To estimate the hadron-cluster background contribution, a data-driven approach
was used. The Z0 Al target runs described in Section 4.4.1, were used to collect a
control sample of scattered neutron data by inserting a thin Al plate into the beam.
The neutrons scattered by the Al target were then used to estimate the background
yield and the reduction power of different cuts. The reduction power is defined as
the fraction of events that survive a cut, so a smaller reduction power makes the
cut more effective at removing background. To ensure that the control sample from
the Z0 Al target data matched the neutron distribution in the physics data, a cut
set that excluded neutron related cuts was used, ensuring that most contributions
from KL decays were removed while neutron events remained. Figure 8.10 shows the
distribution of physics data (left) and the Z0 Al target control sample (right). Aside
from the events in the upstream region due to the upstream π0 background, there is
good agreement between the distributions and so the control sample can be used to
estimate the neutron background in the physics data.
To calculate the number of events for the hadron-cluster background we scaled the
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Figure 8.10: The distribution of neutron events in the physics data (left) and in the
Z0 Al target control sample (right).
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number of remaining events in the control sample after applying all cuts to the amount
of physics data collected (the scaling was done for the region 2900 mm < Zπ
0
vtx < 6000
mm and 120 MeV/c < P π
0
T < 500 MeV/c excluding the blinded region) and then
multiplied the scaled remaining events by the reduction power of the neutron cuts.
The reduction power of the neutron cuts (CSDDL and FPSD) was determined by
taking the number of events expected in the region 2900 mm < Zπ
0
vtx < 6000 mm and
120 MeV/c < P π
0
T < 500 MeV/c and dividing by the number of Z0 Al target events
in that region without the neutron cuts.
Result
Using the method described above, the estimated background contribution in the
signal region for the hadron-cluster background was estimated to be 0.017 ± 0.002
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Figure 8.11: The estimated hadron-cluster background contribution in each region
of the PT–Z plane. The values in black are the estimated number of events in the
corresponding region, the value in red is the estimated number of events in the sig-
nal region, and the grey value in parenthesis is the estimated contribution in the
blinded region including the signal region. Regions without values have an estimated
contribution of zero.
182
Figure 8.12: Mechanism for the upstream π0 background.
8.4.2 Upstream π0 Background
Mechanism
The upstream π0 background occurs when a halo neutron hits the NCC detector
and the interaction produces a π0 which subsequently decays into two photons. A
depiction of this background can be seen in Figure 8.12. Even though the z decay
vertex is around 2500 mm, which is outside of the signal region, if the energy of the
photons is mis-reconstructed to be smaller than the true photon energy due to photo-
nuclear interactions, the reconstructed decay vertex can be shifted downstream into
the signal region and cause a background.
Estimation Method
We used MC simulations and the recycling method described in Section 6.1.1
to estimate the background contribution from the upstream π0 background. Halo
neutrons were simulated at the beam exit and those events that interacted with the
NCC detector and produced a π0 were used as seeds. The π0s were required to have
a momentum greater than 100 MeV/c, and if they did the information was recycled
100 times to increase statistics. Next, the π0 decay was simulated and the initial
momentum of the photons was used to check whether the photons generated from







Figure 8.13: The estimated upstream π0 background contribution in each region
of the PT–Z plane. The color of the number values follow the same convention as in
Figure 8.11.
greater than 100 MeV and events that passed these criteria were used for the full
simulation. As the upstream π0 background is mainly distributed in the upstream
region, the MC sample was normalized to the data using the region Zπ
0
vtx < 2900 mm
and a loose cut set that eliminated KL decays and hadron-cluster events.
Result
After imposing all cuts, the number of upstream π0 events in the signal region was
estimated to be 0.001 ± 0.001 as shown in Figure 8.13. The estimated contribution
in the upstream region was 473.1 ± 4.2 events which is consistent with the 462 events
observed in this region within a few percent as shown in Figure 8.17.
8.4.3 CV-π0 Background
Mechanism
A neutron in the beam halo can also hit the CV detector in front of the CsI and
the interaction can produce π0 → 2γ as depicted in Figure 8.14. Though the decay
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Figure 8.14: Mechanism for the CV-π0 background in which a neutron hits the CV
detector and produces a π0 which subsequently decays to two photons.
vertex is outside of the signal region (Zvtx ∼5500–6000 mm), if a secondary particle
associated with the π0 production hits the calorimeter near one of the photon hits and
increases the measured photon energy, the reconstructed decay vertex can be shifted
upstream into the signal region. The Reconstructed Polar Angle χ2 cut (Section
5.3.3.3) was developed to mitigate this background, as well as the CV-η background.
Estimation Method
To estimate the CV-π0 background, the recycling method was used to generate
MC samples with high statistics. To make the samples, halo neutrons were simulated
from the beam exit and used as seeds. The halo neutrons that hit the CV without
energy deposited on the upstream detectors were then used to make seeds of π0s
generated in the CV. At least one π0 with an energy greater than 100 MeV had to
be generated and the seeds that passed the momentum requirement were recycled 20
times. The π0 decay was then simulated and the initial momentum of the photons was
used to check whether the photons generated from the π0 decay hit the calorimeter.
At least one photon was required to have an energy greater than 100 MeV and events
that passed these criteria were used for the full simulation. Finally, the simulation
was scaled to the amount of data collected using the downstream region (Zπ
0
vtx > 5100




Figure 8.15: The estimated CV-π0 background contribution in each region of the
PT–Z plane. The color of the number values follow the same convention as in Figure
8.11.
Result
Figure 8.15 shows the distribution of CV-π0 events in the PT–Z plane. After ap-
plying all cuts, there were no remaining events in the signal region and the estimated
background contribution in the signal region was < 0.10 events at the 90% CL.
8.4.4 CV-η Background
Mechanism
The CV-η background has the same mechanism as the CV-π0 background except
in the interaction at the CV, an η particle is produced instead of a π0. The η decays
to two photons about 40% of the time and has an invariant mass of Mη = 547.862
MeV/c2 [10]. When a π0 is reconstructed with the two photon hits, the heavy mass
of the η causes the reconstructed decay vertex to be pushed upstream into the signal
region causing a background. The η-CSD cut described in Section 5.3.3.3 uses neural
networks to distinguish this background from signal events.
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Estimation Method
The estimation method for the CV-η background is very similar to the method
used for the CV-π0 background and the recycling method was used to increase statis-
tics. Seeds of halo neutrons were generated in the same way and with the same
criteria, and these halo neutron seeds were used to make seeds of η particles gener-
ated in the CV detector. At least one η with at least 100 MeV had to be generated
and the seeds that met the criteria were recycled 200 times. The η decay was then
simulated and both photons were required to hit the calorimeter with at least one
photon having at least 100 MeV of energy deposited. Events that passed these re-
quirements were then used as inputs to the full simulation. The same method used
for the CV-π0 background was used to scale MC to the amount of data collected.
Result
After imposing all cuts, the distribution of CV-η events is shown in Figure 8.16.





Figure 8.16: The estimated background for CV-η in each region of the PT–Z plane.

















(0.33 ± 0.11) 
Figure 8.17: PT–Z plot of the observed data with the estimated number of back-
ground events in each region for the 2016–2018 K0L → π0νν̄ blind analysis. The
black number values indicate the observed number of events in that region and the
red numbers indicate the estimated number of background events expected in that
region. The red value in parenthesis is the estimated number of background events
expected in the blinded region including the signal region.
8.5 Summary of Background Estimation
The background contributions were estimated for KL decays and neutron-induced
events using MC simulations and a control data sample for the hadron-cluster back-
ground. Figure 8.17 shows the PT–Z plot with the data and the expected number of
background events in each region after imposing all cuts and scaling the background
estimations to the amount of data collected. The number of observed events is con-
sistent with the background estimations in all of the sideband regions and there were
no observed events in any of the sideband regions except for the upstream region
containing upstream π0 background events. The total number of background events
estimated in the signal region was 0.05 ± 0.02.
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Background Source Estimated # of Background
KL Decay Background
K0L → π+π−π0 < 0.02
K0L → 2π0 < 0.18
K0L → 2γ 0.005± 0.005
K0L → 3π0 (masking) < 0.04
K0L → π±e∓νe (masking) < 0.09
Neutron-Induced Background
Hadron-Cluster 0.017± 0.002




Table 8.2: Summary table of the estimated background contribution in the signal
region for each background source. The largest sources that contribute to the to-
tal are the hadron-cluster background and the CV-η background. The backgrounds
estimated with an upper limit were estimated at the 90% CL.
Table 8.2 lists the estimated background contribution in the signal region for each
background source. The main contributions to the total estimated background of
0.05 ± 0.02 were from the hadron-cluster background and the CV-η background.
The uncertainty on the background estimation comes from the statistical sizes of the




After completing the event reconstruction and selection (Chapter 5), the normal-
ization analysis (Chapter 7), and the background estimation (Chapter 8), the final
steps in the analysis were to estimate the systematic uncertainties, calculate the Single
Event Sensitivity, and “open the box” by unblinding the data in the signal region. As
noted in Chapters 7 and 8, the normalization analysis yielded a total number of KL at
the beam exit of (6.83 ± 0.05) ×1012 and the total number of estimated background
events in the signal region was 0.05 ± 0.02. This chapter details the calculation of
the systematic uncertainties, the Single Event Sensitivity, and the results and details
of the unblinded data.
9.1 Systematic Uncertainties
As mentioned in Section 5.1.2, the branching ratio of K0L → π0νν̄ is calculated as




where Nsignal is the number of signal events, NK0L is the total number of KLs at the
beam exit, and Asignal is the signal acceptance. Correspondingly, the SES is the same
190
as the BR when Nsignal = 1. As discussed in Chapter 7, the K
0
L → 2π0 normalization





AKL→2π0 ×BR(KL → 2π0)
NKL→2π0 × prescale
(9.2)
where AKL→2π0 is the acceptance of the K
0
L → 2π0 normalization mode, BR(KL →
2π0) is the branching ratio of K0L → 2π0, NKL→2π0 is the number of K0L → 2π0
events remaining in the data after the normalization event selection, and the prescale
factor is 30. By expressing the SES in this manner, systematic uncertainties that are
common between AKL→2π0 and Asignal can be cancelled, such as discrepancies between
data and MC, DAQ efficiency, veto detector response, decay probability, and some of























where the subscripts refer to the type of acceptance– geom, trigger, γ, kine, shape,
and veto represent the acceptance associated with detector geometry, trigger-related
effects, photon selection cuts, kinematic cuts, shape-related cuts, and veto cuts. The
acceptances were estimated using MC simulations or comparisons between data and
MC. Each acceptance has a corresponding systematic uncertainty and these are de-
scribed in the following subsections. The basic strategy to estimate the uncertainty
on the acceptance is to prepare a control sample and compare the data and MC
and calculate the difference between them for each cut and each run period. The
weighted average over all run periods is taken and then the quadratic sum for each
cut uncertainty is computed to get the total uncertainty. The other uncertainties
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that contributed to the K0L → π0νν̄ analysis were the uncertainty on the K0L → 2π0
branching ratio and the uncertainty due to the inconsistency in the three normaliza-
tion modes. The total uncertainty is summarized in Section 9.1.9.
9.1.1 Geometric Acceptance
The geometric acceptance was defined as the probability that a KL entering the
KOTO detectors decays within the region of 3000 < z < 4700 mm and all photons
produced in either the K0L → π0νν̄ or the K0L → 2π0 decay hit the CsI calorimeter
in the fiducial region1. The geometric acceptance was calculated using the fast sim-
ulation method described in Section 6.1.1 and the uncertainty comes from the KL
momentum spectrum. To estimate this uncertainty, the relative change in the accep-




geom when varying the parameters (µ, σ0, A, S) in the KL
momentum spectrum in Equation 6.1 was evaluated. The distribution of the relative
deviation of the acceptance ratio over 106 trials with various parameter settings is
shown in Figure 9.1. The systematic uncertainty was defined as the 1σ range of the
relative change and was estimated to be 0.98%. This is listed as the “KL momentum
spectrum” uncertainty in Table 9.1.
Figure 9.1: The relative deviation of the geometric acceptance ratio with various
KL momentum spectrum parameters. The red lines are the 1σ bounds.
1Defined in Section 5.3.3.1
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9.1.2 Trigger-Related Effects
The efficiencies of the trigger-related cuts described in Section 5.3.2 affected the
acceptance of the online trigger effect (Atrigger) and so systematic uncertainties were
introduced. These uncertainties were evaluated separately for the CsI total energy
(Et) cut, the COE radius cut, the average photon cluster time cut, and the CDT
cut and then the total trigger-related uncertainty was calculated as the combined
quadrature sum from all of the sources. The Et cut efficiency uncertainty was evalu-
ated by studying the deviation in the efficiency function when the normalization area
for the energy distribution was varied from 1000 to 1800 MeV. Because the Et cut
efficiency was almost 100%, the uncertainty was negligibly small (< 0.1%) and so this
systematic uncertainty was ignored.
The uncertainty on the COE cut efficiency was evaluated by comparing the data
and MC of validation samples. The samples used were normalization trigger data
and MC with two photon events outside of the signal region with a loose cut selection
applied. The systematic uncertainty was calculated as the discrepancy between the
ratio of the COE cut efficiencies between data and MC and was estimated to be 0.68%.
Since the COE cut was only used for Runs 69 and part of Run 75, the uncertainty
was scaled to the SES by multiplying by a factor of 0.27, resulting in a systematic
uncertainty of 0.18%.
To evaluate the uncertainty introduced by the average photon cluster time cut,
the deviation from the efficiency double ratio was calculated in Equation 9.5,











where the efficiency, ε, is defined in Equation 7.5. Data and MC control samples
of K0L → 2π0 and K0L → 2γ events were used to evaluate the deviation from the
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efficiency ratio between data and MC with all cuts applied except for the average
photon cluster time cut. The K0L → 2γ events were used instead of K0L → π0νν̄ since
they both have the same final state of two photons. The weighted average of the
deviation from the efficiency ratio over all run periods was regarded as the systematic
error and was estimated to be 0.18%.
The final trigger-related source of uncertainty was due to the CDT trigger cut
efficiency. A control sample of minimum bias data and MC was used with a loose
cut selection applied. The deviation from the efficiency ratio for data and MC was
calculated in a similar way as the average photon cluster time cut and the data and
MC were compared with and without the CDT trigger cut applied. The deviation
was calculated for each run period and the weighted average of all run periods was
calculated as 0.08% uncertainty. Since the CDT trigger was introduced in Run 75,
this uncertainty was scaled to the SES by multiplying by a factor of 0.82, resulting
in a systematic uncertainty of 0.07%. To get the final systematic uncertainty on the
trigger-related effects, the quadrature sum was taken as
σtrigger = σCSIEt ⊕ σCOE ⊕ σtiming ⊕ σCDT (9.6)
and the resulting systematic uncertainty was 0.26%.
9.1.3 Photon Selection Cuts
The uncertainty from the photon selection cuts (Eγ and CsI fiducial cuts described
in Section 5.3.3.1) was estimated using a control sample of π0s taken from K0L → 2π0
data andK0L → 2π0 MC with all cuts except for the photon selection cuts applied. The
deviation (∆i) in acceptances between data and MC were compared using Equation
9.8 where the acceptance of the photon selection cut, Ai, has the same definition of




MC − Aidata)/Aidata (9.7)
The deviation was calculated for all run periods and the weighted average over all
periods was taken as the uncertainty for each photon selection cut. Finally, the total
systematic uncertainty of the photon selection cuts was determined by taking the
quadrature sum of each photon selection cut uncertainty. This systematic uncertainty
was estimated to be 0.57%.
9.1.4 Kinematic Cuts for K0L → π0νν̄
The systematic uncertainty for the kinematic cuts for the signal2 was estimated in
the same way as the uncertainty on the photon selection cuts in Section 9.1.3. Control
samples of K0L → 2π0 data and MC were used. Each pair of photons that formed
a π0 was used to reconstruct a π0 assuming the decay vertex was on the beam axis
as in the K0L → π0νν̄ reconstruction method. The acceptances of each cut between
data and MC were compared as in the above section, the weighted average over all
run periods was taken, and the quadratic sum of all cut uncertainties was taken to
be the total systematic uncertainty which was 2.9%.
9.1.5 Kinematic Cuts for K0L → 2π0
The K0L → 2π0 kinematic cuts3 was different than the kinematic cuts on the signal,
and so the uncertainty on the kinematic cuts for K0L → 2π0 were evaluated separately.
The same method as described in Section 9.1.3 was used in which the difference of
cut acceptances between data and MC were regarded as the systematic uncertainty.
The total uncertainty was calculated to be 3.2%.
2Described in Section 5.3.3: γ cluster distance, γ cluster distance from dead ch., θproj,γ , Eγ ratio,
Eγ θγ , π
0 kinematic, offline COE, ∆Tvtx, π
0 rec. Zvtx, π
0 rec. PT




∆Mπ0 , ∆Zπ0 , KL beam exit X,Y position
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9.1.6 Shape-Related Cuts
The uncertainty on the shape-related cuts4 was calculated using the same method
as described in Section 9.1.4. The resulting total systematic uncertainty was 5.2%.
9.1.7 Veto Cuts
To evaluate the systematic uncertainty in the differences between the data and MC
on the veto cuts, the same double ratio method used for the average photon cluster
time uncertainty in Section 9.1.2 was used. Data and MC samples of K0L → 2π0
and K0L → 2γ events with kinematic cuts and a selection of loose veto cuts applied
were used to evaluate the deviation of the efficiency double ratio as described in
Equation 9.5. The weighted average over all periods was taken to be the systematic
uncertainty for each veto cut and then the total systematic uncertainty was calculated
by taking the quadratic sum of all veto cut uncertainties. The ensuing total systematic
uncertainty for the veto cuts was 3.2%.
9.1.8 Other Sources of Uncertainty
The other sources of systematic uncertainty considered were the error on the
branching ratio of the K0L → 2π0 decay, which is 0.69% [10], and the inconsistency
in the normalization analysis among the three normalization modes as discussed in
Section 7.4.4. The difference seen in the KL flux and the total number of KL (NK0L)
between the three modes is not yet understood and so it was counted as a source
of systematic uncertainty. This uncertainty was defined as the maximum difference
between the SES calculated using the three normalization mode NK0L results and was
estimated to be 5.2%.





KL momentum spectrum 0.98
trigger-related effect 0.26
photon selection cuts 0.57
kinematic cuts for K0L → π0νν̄ 2.9
kinematic cuts for K0L → 2π0 3.2
shape-related cuts 5.2
veto cuts 3.2
K0L → 2π0 branching ratio 0.69
normalization mode inconsistency 5.2
Total 9.2
Table 9.1: Summary of relative systematic uncertainties on the Single Event Sensi-
tivity.
9.1.9 Total Uncertainty
The systematic uncertainties for the K0L → π0νν̄ analysis are summarized in Table
9.1. The largest sources of uncertainty were due to the error on the shape-related
cuts and the inconsistency between the three normalization modes. All of the sources
of uncertainty were combined as their quadratic sum and the resulting total relative
systematic uncertainty was 9.2%. It should also be noted that the total relative
statistical uncertainty from NKL→2π0 was 0.75%. Thus, the total relative uncertainty
on the K0L → π0νν̄ analysis was
± (1/
√
Nsig × 100)%± (0.75%)stat ± (9.2%)syst (9.8)
where the first term is the Poisson statistical uncertainty on the number of observed
candidate events.
9.2 Single Event Sensitivity
The Single Event Sensitivity described in Section 5.1.2, represents how sensitive






where the variables are the same as in Equation 9.1. The K0L → 2π0 normalization
mode was used to calculate the total number of kaons at the beam exit which was
(6.83 ± 0.05) × 1012 and the signal acceptance was calculated to be 2.03 × 10−4.
The breakdown of the signal acceptance, number of KL at the beam exit, and SES
for each run period is listed in Table 9.2. Based on these values, the final SES for the
2016–2018 K0L → π0νν̄ analysis was
SES = (7.20± 0.05stat ± 0.66syst)× 10−10 (9.10)
This is the highest level of experimental sensitivity for the K0L → π0νν̄ search to
date, which improves on the previous level of sensitivity reached by KOTO (SES =
1.30 ± 0.01stat ± 0.14syst × 10−9) [36] by a factor of 1.8. The systematic uncertainty
Run Period NK0L Asig SES
Run 69 (0) 3.39 ×1011 1.92 ×10−4 1.53 ×10−8
Run 69 (1) 2.56 ×1011 1.88 ×10−4 2.07 ×10−8
Run 75 31 kW 6.48 ×1010 2.85 ×10−4 5.41 ×10−8
Run 75 35 kW 1.40 ×1011 2.71 ×10−4 2.62 ×10−8
Run 75 37.5 kW w/ COE w/o CDT 3.10 ×1011 2.43 ×10−4 1.33 ×10−8
Run 75 37.5 kW w/ COE w/ CDT 5.31 ×1011 2.43 ×10−4 7.76 ×10−9
Run 75 37.5 kW w/o COE w/ CDT 8.68 ×1011 2.50 ×10−4 4.61 ×10−9
Run 78 33 kW 1.11 ×1011 2.49 ×10−4 3.63 ×10−8
Run 78 44 kW 4.88 ×1010 1.91 ×10−4 1.07 ×10−7
Run 78 50 kW 1.67 ×1012 1.72 ×10−4 3.49 ×10−9
Run 79 51 kW 2.50 ×1012 1.90 ×10−4 2.11 ×10−9
Total 6.83 ×1012 2.03 ×10−4 7.20 ×10−10
Table 9.2: Number of KL at the beam exit, signal acceptance, and SES for each
run period in the 2016–2018 data set. Run 75 37.5 kW is further split into different
periods in which the CDT trigger cut was replacing the COE trigger cut and different
trigger conditions were used.
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is greater than the statistical uncertainty and can be improved upon by identify-
ing the discrepancy between the different normalization mode results, improving the
agreement between data and MC for some of the advanced shape cuts that use deep
learning, and increasing statistics.
9.3 Opening the Box
After all of the cuts were applied to the data, the normalization analysis was
completed, the various backgrounds were estimated, and the SES was calculated,
the signal box was opened to reveal what was in the blinded region. Figure 9.2
shows the PtZ plot for the unblinded 2016–2018 data set. The box was opened in
August of 2019 and we observed four events in the signal region and one event in
the upstream blinded region. After a careful rechecking of the analysis procedures
and settings, we found an incorrect parameter setting for the nominal time in one
Figure 9.2: The PtZ plot after opening the box for the 2016–2018 K0L → π0νν̄
analysis.
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of the veto detectors that caused the second event from the right to be erroneously
included. After making the correction to the nominal time and reprocessing the data
with the same cut selection criteria, three of the original four candidate events in
the signal region remained. The next section details the properties of the candidate
events observed in the blinded region.
9.3.1 Properties of the Candidate Events
Since the background expected in the signal box before unblinding the data was
estimated to be 0.05 ± 0.02 events, the candidate events and their properties were
examined in close detail. The events in the blind region were assigned an ID based
on the order in which the data was collected to help identify them, and this is shown
in Figure 9.3 and Table 9.3. Event 2 was the event with the incorrect nominal
time applied and so it is not a candidate event but it is included here to show the
mistreatment of the waveform peak selection. Event 0 was found to have overlapped
pulses in the NCC detector, suggesting that an accidental hit caused the veto timing
to be calculated incorrectly causing a masking background, the details of which are
covered in Section 9.3.1.1. Event 3 had hits in the FB just outside the veto window
and is discussed in Section 9.3.1.4. Events 1 and (4) (outside the signal region) had
no distinguishing features.
ID Run Period run number node file DST entry π0 PT [MeV/c] π
0 Zvtx [mm]
0 Run 69 23413 25 2 20074 194.36 4067.57
1 Run 69 24295 35 0 10527 235.97 4848.34
2 Run 75 26465 29 2 8462 197.86 4536.18
3 Run 79 29669 22 1 7164 213.08 3839.79
(4) Run 79 29509 35 2 2330 215.19 3133.08
Table 9.3: The assigned ID and other identifying information for the observed
candidate events including π0 PT and Zvtx. The ID was assigned and sorted based on
the run number. The node, file, and DST entry are other values to uniquely identify
each event. The labeled candidate events can be seen in Figure 9.3.
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(4)  3  0  2  1
removed
Figure 9.3: PtZ plot of the candidate events with their assigned IDs. Event 2 had
an incorrect setting for the nominal time and so it was removed due to this mistake.
9.3.1.1 Event 0
Event 0 was collected in Run 69 and after a closer examination of the waveforms
in the veto detectors, it was discovered to have overlapped pulses in the NCC detector
which is located upstream and sits within the FB surrounding the beam hole5. The top
left of Figure 9.4 shows a close up side-view of part of the NCC detector system, which
is split up into three different modules– front, middle, and rear. Each module section
of the NCC records waveform hits and then the “common” combination of all three
detector modules was used to veto events. The right of Figure 9.4 shows the common
waveform that was used for the veto decision and then the subsequent front, middle,
and rear modules (below) with the waveforms recorded in these individual sections.
In the front and middle modules of the NCC there were hits that were outside of the
veto window time indicating that these hits were likely due to accidentals. However,
in the rear module, an on-time hit occurred inside the veto window. Because the
combination of the three modules was used in the veto decision, the accidental pulse

















Figure 9.4: A detailed look at the properties of event 0 in which an on-time pulse in
the rear NCC was masked by an accidental hit and not vetoed due to the combination
of all modules being used for the veto decision. The top left shows the different
modules (front, middle, and rear) of the NCC detector, the bottom left shows the
NCC common energy vs the NCC rear energy, and on the right, an accidental hit
outside the veto window in the front and middle modules masked the on-time hit in
the rear module when they were combined into the common waveform used to veto.
in the front and middle modules masked the true hit in the rear module and this
event could not be vetoed. The bottom left of Figure 9.4 shows the common energy
distribution vs the rear energy distribution in the NCC, which had in-time hits with
an energy range of 4 to 77 MeV. Due to waveform smoothing in obtaining the common
waveform over all modules, the on-time peak disappeared and the FTT veto method













Figure 9.5: The energy deposited in the calorimeter for event 1. The black dots on
each cluster indicate the reconstructed photon hit positions.
9.3.1.2 Event 1
Event 1 was collected in Run 69 and has no distinguishing features or energy
deposited in any of the veto detectors. It is regarded as a candidate event. Figure
9.5 shows the energy deposited in the CsI calorimeter for event 1.
9.3.1.3 Event 2
Event 2 occurred in Run 75 and while it was one of the original four events in
the signal box when the blinded region was revealed, a rechecking of the analysis
parameters revealed that it should have been vetoed, as the nominal time was in-
correctly set. The nominal time was a parameter determined for each veto detector
as the most probable timing of all channels and was used to select waveform peaks.










Figure 9.6: The mis-treatment of the peak selection due to an incorrect nominal
time setting for event 2. The on-time waveform found in the HINEMOS detector was
not used to veto because the selected peak (red/green line) was outside of the veto
window. Had the correct nominal time (pink line) been used originally, this event
would have been vetoed.
HINEMOS detector6 had a hit within the veto window but since the nominal time
was set incorrectly, this event was not vetoed as it should have been. Instead, a small
peak after the true hit peak was selected as the on-time peak because it was closest
to the erroneous nominal time. This can be seen in Figure 9.6. Setting the correct
nominal time allowed this event to be vetoed. It should also be noted that this event
also had energy hits in the CV detector, but they were below the veto threshold.
9.3.1.4 Event 3
Event 3 was collected in Run 79 and after checking for signals in the veto detectors,
it was found to have a hit in the FB that occurred just before the veto window. Figure
9.7 shows the hit waveforms that were detected in channels 12 and 13 of the FB and
the energy deposited in the FB. Because the hit timing occurs just before the veto
window this event was not vetoed. Though this hit could have been due to accidentals,

















Figure 9.7: The FB energy deposits for event 3 (left) and the waveforms of the hit
which occurred just before the veto window (right). The red line is the selected peak
timing and the yellow area is the veto window.
we cannot be certain and so this event is regarded as a candidate event. The event













Figure 9.8: The energy deposited in the calorimeter for event 3. The black dots on















Figure 9.9: The energy deposited in the calorimeter for event (4). The black dots on
each cluster indicate the reconstructed photon hit positions. This event was outside
the signal region but within the blinded region.
9.3.1.5 Event (4)
Event (4) was collected in Run 79 and lies within the blinded region but outside the
signal region. Because it is outside the signal region, it is not regarded as a candidate
event, but its properties were studied and it was found to have no distinguishing
features. Figure 9.9 shows the energy deposited in the calorimeter for this event.
9.4 Additional Background Studies
After examining the candidate events closely, the background estimations were re-
visited and restudied. Since the original background estimation was 0.05 ± 0.02 and
we observed three events in the signal region, we rechecked many of our background
estimations and estimated contributions from other background sources that were not
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previously considered. Table 8.2 in Chapter 8 shows the backgrounds that were esti-
mated before opening the box and the following subsections describe the background
studies done after examining the blind region. In particular, two main, new types of
backgrounds were found and studied– a background resulting from K± decays which
is called the K± background or the charged kaon background, (Section 9.4.1), and a
background resulting from K0L → 2γ decays that occur off the beam axis due to KLs
in the beam halo which is called the halo KL background (Section 9.4.2). Finally,
Section 9.4.3 describes some previous background estimations that were reevaluated
with larger statistics as well as background studies on other KL decay modes that
were expected to have small contributions. Table 9.5 at the end of this section lists
the updated background estimations with the new studies included.
9.4.1 K± Background
The mechanism for the K± background is that a K± can be generated when a
KL in the beam hits the edge of the second collimator
7. If the K± enters the KOTO
detectors and decays via K± → π0e±νe and the electron is emitted with low enough
energy to escape detection by the veto counters, this decay can mimic a signal event.
A depiction of this background mechanism is shown in Figure 9.10. Other K± decays
(such as K± → π0µ±νµ and K± → π0π±) were also estimated, but K± → π0e±νe is
the most likely source of background because the kinematics of the π0 in this decay
are most similar to that of the π0 in the signal decay.
9.4.1.1 K± Flux Measurement
To accurately estimate the charged kaon background, a dedicated data collection
run (Run 85) was performed in June of 2020 to estimate the K± flux at the beam
exit. This was done so that the simulated MC background distribution of various K±
7Shown in Figures 2.7 and 2.8
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Figure 9.10: The K± background mechanism. A KL in the beam hits the edge of
the second collimator and a K± is generated. The K± enters the KOTO detectors
and decays via K± → π0e±νe and only the e± can be used for vetoing. If there is veto
inefficiency or if the electron has low energy (particularly from moving backwards),
then the π0 decays into two photons and the missing momentum mimics a signal
event.
decays could be normalized to the measured value of the K± flux, instead of relying
soley on the MC simulation to estimate the K± contribution. A specialized trigger
was used to collect K± → π0π± events (BR∼ 20%) to evaluate the K± flux. This
dedicated π0π± trigger selected events with three clusters on the CsI calorimeter, one
coincidental hit in the CV from the π±, and no other hits in any of the veto detectors.
To reconstruct K± → π0π± events, the CsI cluster closest to the extrapolated hit
position in the CV was identified as the charged pion, and the other two clusters were
identified as the two photons from the π0 decay. The two photons were then used to
reconstruct the decay vertex of the π0 (assumed to be on the z axis) and since the π0
travels a negligible distance before it decays, this is also the decay vertex of the K±.
From this, the transverse momentum of the π0 was calculated (P π
0
T ) and the direction
of the π± was obtained by using the decay vertex and the charged cluster position on
the CsI. Then the absolute momentum of the π± (|~pπ± |) was determined by assuming
the transverse momentum of the K± was zero and using momentum conservation in








Figure 9.11: Using the hit positions of the particles in the K± → π0π± reconstruc-
tion to calculate the momentum of the π±.
The angle, φπ± , is defined and shown as φπ in Figure 9.11. Finally, after obtaining the
four momentum for each photon (pγ1 , pγ2) and the π
± (pπ±) from this information,
the invariant mass of the K± was calculated in Equation 9.12.
MK± =
√
(pγ1 + pγ2 + pπ±)
2 (9.12)
To select K± → π0π± events, we required the energy of the charged cluster (Eπ±)
to be 200 < Eπ± < 400 MeV in order to select a minimum-ionizing particle (MIP). We
also required the reconstructed K± invariant mass to be 440 < MK± < 600 MeV/c
2
and we required the same veto cuts as in the K0L → π0νν̄ analysis except for the CV
veto requirement. Figure 9.12 shows the reconstructed K± mass, the reconstructed
π0 z position, and the reconstructed K± momentum distributions for data and MC
in which all of the cuts have been applied except for the cut on the variable being
plotted. There is good agreement between the collected K± → π0π± data and the
MC simulation, and the K± → π0π± events were able to be well distinguished from
background events by using the reconstructed K± mass cut.
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Rec. π0  Zvtx [mm]
Rec. P    [MeV/c]K±
Reconstructed K± Momentum
Reconstructed K± Mass Reconstructed π0 Z position
Figure 9.12: The reconstructed K± mass, the reconstructed π0 z position, and the
reconstructed K± momentum distributions for data and MC for the K± → π0π± data
collected in Run 85. The blue histogram represents K± → π0e±νe and K± → π0µ±νe
decays. The data to MC ratio is shown in the bottom panel (“Ratio”) and the error
bars represent statistical error.
210
Rec. π0  Zvtx [mm] Rec. π






















NKLMC = 8 ± 8
NK+MC = 281 ± 7
MC simulation (*weight is arbitrary) Run 85 data
Figure 9.13: The reconstructed K± mass vs π0 z vertex for Run 85 data (right)
and MC simulation (left). The signal region to identify K± → π0π± events is shown
in blue and the data distribution was consistent with the MC simulation. There were
847 events observed in the signal region and this number was used to calculate the
ratio of the K± to KL flux.
To identify K± → π0π± events and evaluate the K+ flux, a signal box was defined
in the reconstructed K± mass vs π0 z vertex position plane as shown in Figure 9.13.
Events inside the box were used to calculate the K± flux as a ratio, comparing the K±
flux with the KL flux. Normalization data of K
0
L → π+π−π0 decays were collected
during Run 85 and the K± to KL flux ratio was evaluated using a similar method as
described in Section 7.4.3 which took into account the acceptance of the decays which
was based on MC, the number of observed events after all cuts had been applied, the
POT, and the prescale factor. Based on 847 K± → π0π± candidate events as shown
in the right of Figure 9.13, the ratio of the K± to KL flux at the beam exit was
measured to be
RK± = FK±/FKL = (2.6± 0.1)× 10−5 (9.13)
where FK± and FKL are the measured K
± flux and KL flux, respectively. The mea-
sured K± flux was around three times larger than what previous MC studies had
predicted, which can be seen by comparing the number of observed events (Nobs) to
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K± Decay Mode Estimated # of BG
K± → π0e±νe 0.81± 0.13
K± → π0µ±νµ 0.02± 0.02
K± → π0π± 0.004± 0.004
K± → µ±νµ 0
K± → π±π±π∓ 0
K± → π0π0π± 0
Total K± BG 0.84± 0.13
Table 9.4: The estimated number of background in the signal region for various K±
decays. The decay modes K± → µ±νµ, K± → π±π±π∓, and K± → π0π0π± had no
events remaining in MC after all of the cuts were applied, so these contributions are
listed as zero.
the number of events predicted by the MC (NK+MC) in Figure 9.13.
9.4.1.2 Background Estimation
To estimate the background contribution from K± decays, we used MC to simulate
six major K± decays as shown in Table 9.4. The K± → π0e±νe decay mode was
expected to be the largest background contribution among these modes. The MC
was scaled to the measured K± flux and all of the cuts for the 2016–2018 K0L → π0νν̄
analysis were applied. The number of expected background in the signal region for
each K± decay are shown in Table 9.4 and the PtZ plots of the K± background
distributions are shown in Figure 9.14. The total number of background events from
K± decays was estimated to be 0.84 ± 0.13, where 97.3% comes from K± → π0e±νe
decays, 2.3% comes from K± → π0µ±νµ decays, and 0.4% comes from K± → π0π±
decays. The other K± decay modes simulated had no events remaining in the MC
after applying all cuts, and so their contribution was estimated to be zero.
Finally, the estimated K± background was corrected by factoring in the discrep-
ancy in the acceptance between data and MC for the cuts used in the K0L → π0νν̄
analysis against K± decays. To evaluate the K± background on the K0L → π0νν̄
analysis, a data-driven method was used in which the K± yield was measured by
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Figure 9.14: The estimated background contribution in each region of the PT–Z
plane for the K± decays. The top plot for K± → π0e±νe has the largest contribution
of 0.81 ± 0.13 events. Regions without values have an estimated contribution of zero.
collecting a control sample of K± → π0π± decays during Run 85. To increase the
K± yield, the sweeping magnet in the KL beam line8 was turned off and five hours of
physics trigger data was collected. Along with the physics trigger, we simultaneously
collected data with the π0π± trigger in the magnet-off configuration in order to nor-
malize the K± yield. After imposing the K0L → π0νν̄ selection criteria on the control
sample, we observed 27 events in the blinded region which was consistent with the
26.0 ± 3.2 events expected in MC as shown in Figure 9.15. The ratio of these two
numbers was taken to compare the K± acceptance of the data and the MC and was
8Described in Section 2.2.4 and shown in Figures 2.7 and 2.8
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Figure 9.15: PtZ plots of the K± control sample data (left) and MC (right) with
the sweeping magnet turned off and all cuts used in the K0L → π0νν̄ analysis applied.












MC are the acceptances of the control sample data and MC, respec-
tively. The uncertainty on this value comes from the K± spectrum difference between
the magnet on and off configurations, as well as statistical uncertainties. By multiply-
ing the total number of K± background (0.84 ± 0.13) by the acceptance ratio (1.04
± 0.26), the corrected, total number of K± background was 0.87 ± 0.25. It should be
noted that the K± background is the largest background contribution and because
of this, a prototype of a new detector called the Upstream Charged Veto (UCV) was
designed, built, and installed in Run 85 to test its performance on suppressing the
K± background. More details on the UCV detector and other ways to reduce the K±
background are covered in Section 10.3.1.
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Figure 9.16: The halo KL background mechanism occurs when a KL in the beam
scatters off the edge of the second collimator and decays via K0L → 2γ. Since the
scattered KL has a finite transverse momentum and no other final state particles to
veto with, it can mimic a signal event.
9.4.2 Halo KL Background
Another background that was not previously considered occurs when a KL in the
beam scatters off the second collimator and then that scattered KL decays to two
photons via K0L → 2γ. The mechanism for this background is depicted in Figure
9.16. This background is particularly difficult to reduce because while the branching
ratio of K0L → 2γ is only ∼ 5 ×10−4, there are no extra particles in the final state with
which to veto, so if the KL has any transverse momentum at all, it can be mistaken
for a signal event. It should be noted that the halo KL background is different from
the K0L → 2γ background discussed in Section 8.3.3, in which a KL in the beam
scatters at the vacuum window.
The halo KL background was calculated by estimating the halo KL yield using a
sample of K0L → 3π0 events that was collected in the 2016–2018 run periods. The
K0L → 3π0 events were selected to have large COE radius values (indicating they came
from haloKLs) and the ratio between data and MC for this sample was evaluated. The
data/MC ratio was then used to scale the estimated number of halo KL background
events in MC to the collected halo KL data by multiplying by this factor. After this
correction, the halo KL background in the signal region was estimated to be 0.26 ±
0.07 events as shown in Figure 9.17.
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Figure 9.17: The estimated background contribution in each region of the PT–
Z plane for the halo KL background. Regions without values have an estimated
contribution of zero.
9.4.3 Other Backgrounds and Updated Background Estimations
In order to ensure a thorough and accurate estimation of backgrounds, several ad-
ditions and careful checks were carried out. In double checking the background study
for the upstream π0 background, an error was found in the calibration factors for the
MBCV veto detector. After updating the cut threshold from 0.5 to 1.0 MeV to keep
consistency between data and MC, a background event appeared in the signal region.
For this reason, the upstream π0 background estimation was updated from 0.001 ±
0.001 to 0.03 ± 0.03. The estimation for the K0L → π±e∓νe masking background
was previously estimated at < 0.09 and after finding an incorrect parameter for the
timing and correcting it, this estimation was updated to < 0.08.
We reevaluated the background estimations for the K0L → 2π0 background and
the K0L → 3π0 masking background with higher statistics. The K0L → 2π0 MC sample
was increased by a factor of two and the K0L → 3π0 MC seed sample was increased
while the accidental overlay recycling was decreased for a more accurate sample. This
caused the background estimations for K0L → 2π0 to be updated from < 0.18 to <
0.08 and for K0L → 3π0 to be updated from < 0.04 to a central value of 0.01 ± 0.01.
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BG Source Estimated # of BG Note
KL Decay Background
K0L → π+π−π0 < 0.02
K0L → 2π0 < 0.08 updated, increased MC stat.
K0L → 2γ (vacuum window) 0.005± 0.005
K0L → 3π0 (masking) 0.01± 0.01 updated, increased MC stat.
K0L → π±e∓νe (masking) < 0.08 updated, 5% diff. in timing
K0L → π±e∓νe (π± → π0 conversion) < 0.04 estimated after unblinding
K0L → π±e∓νe (π± beta decay) < 0.01 estimated after unblinding
K0L → π±e∓νeγ < 0.05 estimated after unblinding
K0L → π0π±e∓νe < 0.04 estimated after unblinding
K0L → π+π− < 0.03 estimated after unblinding
K0L → eeγ < 0.09 estimated after unblinding
K0L → K±e∓νe < 0.04 estimated after unblinding
K0L → 2γ (core-like) < 0.11 estimated after unblinding
K0L → 2γ (halo-KL) 0.26± 0.07 estimated after unblinding
K± Decay Background
K± → π0e±νe 0.84± 0.25 estimated after unblinding
K± → π0µ±νµ 0.02± 0.02 estimated after unblinding
K± → π0π± 0.004± 0.004 estimated after unblinding
Total K± BG 0.87 ± 0.25
Neutron-Induced Background
Hadron-Cluster 0.017± 0.002
Upstream π0 0.03± 0.03 updated, wrong veto threshold
CV-π0 < 0.10
CV-η 0.03± 0.01
Total 1.22 ± 0.26
Table 9.5: The updated summary table of the estimated background contribution
in the signal region for each background source. The largest sources that contribute
to the total are the K± background and the halo KL background. The different
K0L → 2γ background sources result from 1) KLs scattering at the vacuum window
(as described in Section 8.3.3), 2) KLs that are at the edge of the beam core (core-
like) and so have a small amount of PT but usually not enough to exceed the COE
radius threshold, and 3) halo KLs that scatter off the edge of the second collimator
as described in Section 9.4.2. The backgrounds estimated with an upper limit were
estimated at the 90% CL.
In addition to these updates on previously estimated backgrounds, studies were
done on other KL decay modes that may contribute background in the signal re-
gion. These other decay modes that were newly considered are listed in Table 9.5
and they all had upper limits set with a 90% CL. In particular, these backgrounds
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were estimated with MC simulation and studied by loosening various veto detector
thresholds. Since they all have charged particles in the final state, as long as the CV
detector and other veto detectors such as CC04 and new BHCV continue to have a
high efficiency in rejecting events with charged particles, these backgrounds should
remain reasonably small and well-suppressed.
Before opening the box the background estimation in the signal region was 0.05
± 0.02. After three events were observed in the signal region, the background esti-
mations were reevaluated and two new backgrounds were considered– the halo KL
background which was estimated to be 0.26 ± 0.07 and the K± background which
was estimated to be 0.87 ± 0.25. Various other backgrounds were updated and newly
studied and the total background estimation in the signal region was updated to be
1.22 ± 0.26 by adding the central values of each background source in Table 9.5.
9.5 Final Results
The results of the 2016–2018 analysis are summarized here. With the 2016–2018
data set, we achieved a SES of (7.20 ± 0.05stat ± 0.66syst) ×10−10 which is the best
sensitivity for the K0L → π0νν̄ search to date. The box was opened and three can-
didate events were observed in the signal region. One of the events (event 0) was
found to have overlapped pulses in the NCC detector, and so is likely an accidental
masking background. Based on the estimation for the masking background in the
signal region (0.01 ± 0.01), the probability of observing this kind of event is 2.2%,
which was determined from the p-value calculated using a Poisson distribution. The
total number of background events expected in the signal region was estimated to be
1.22 ± 0.26 with the largest background contribution coming from K± decays. The
probability of observing three events in the signal region is 13%. Thus, the number
of observed events is statistically consistent with the background expectation.
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Figure 9.18: The open box results of the 2016–2018 K0L → π0νν̄ analysis. The
expected number of background events (red) and the number of observed events
(black) are shown in each region of the PT–Z plane, and the MC signal distribution
is shown in pink. Three events were observed in the signal region with a background
expectation of 1.22 ± 0.26.
Figure 9.18 shows the final, unblinded PtZ plot for the 2016–2018 data set with
the expected number of background events (red), the number of observed events
(black), and the MC signal distribution (pink) shown in each region. The background
distributions vs the observed candidate events are also shown in Figure 9.19 for the
PT and z distributions within the signal region. In particular, the red histogram
represents the expected number of signal events at this sensitivity level based on the
SM BR of K0L → π0νν̄ (that is, 3 × 10−11 / 7.2 × 10−10 ∼ 0.04 SM events) and the
black data points are the candidate events.
Thus, an upper limit (UL) on the branching ratio of K0L → π0νν̄ was calculated
assuming Poisson statistics and considering uncertainties, using Equation 9.15 at the
90% CL [69].
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*signal region only *signal region only
Figure 9.19: The PT (left) and z (right) distributions in the signal region for the
expected background and the observed candidate events. The red histogram repre-
sents the expected signal distribution at this sensitivity level for the SM predicted
BR of K0L → π0νν̄. The black data points represent the observed candidate events.
Background distributions are shown in the other colored histograms (green = K±
background, pink = halo KL background, cyan = CV-η background, etc.).









where σr is the total uncertainty, which was 9.2% as described in Section 9.1.9. Thus,
the upper limit on the BR for the 2016–2018 data set is
BR(K0L → π0νν̄) < 4.9× 10−9 (9.16)
This upper limit is on the same order of magnitude as the previous BR upper limit
set by KOTO, which was < 3.0 × 10−9 [36]. The discussion and conclusions on these
results as well as the future prospects for the KOTO experiment and the K0L → π0νν̄




After opening the box and observing four events in the signal region when the
estimated number of background was 0.05 ± 0.02, these results were surprising. Even
after updating the number of candidate events to three (one event remained due to an
error) and the estimated background to 1.22 ± 0.26, the number of candidate events
observed at this sensitivity level is unexpected. This is perhaps best illustrated in
Figure 9.19 where the number of expected SM K0L → π0νν̄ events at a SES of 7.2 ×
10−10 is around 0.04.
It should also be noted that in the 2015 data set with a SES of 1.3 × 10−9, the
estimated background was 0.42 ± 0.18 and no candidate events were observed in the
signal region [36]. While the probability of observing three events in the signal region
with a background expectation of 1.22 ± 0.26 is 13% and thus statistically consistent,
a conclusion with absolute certainty cannot be drawn about the 2016–2018 results.
However, possible explanations for these results are explored in this chapter and the
impact of these results are discussed in Section 10.2. In addition, the upgrades and
future prospects for the KOTO experiment and the K0L → π0νν̄ search are covered
in the final sections.
221
10.1 Discussion of Results
The details of the properties of the candidate events are covered in Section 9.3.1.
In summary, one of the three candidate events (event 0) is likely due to the masking
background as it had overlapped pulses in the NCC detector, though the other two
candidate events cannot be confirmed or denied to be background or signal. The
possibilities are either that the background in the signal region was underestimated,
that the observed candidate events are actual signal events and the branching ratio
of K0L → π0νν̄ is higher than the SM prediction (∼ 3 × 10−11), or that some new
physics process involving a new particle or particles was observed. The latter two cases
involving physics beyond the SM are explored in Section 10.1.1. Based on Equation
9.1, if all three candidate events are taken to be signal events, the corresponding
branching ratio can be calculated to be BR(K0L → π0νν̄) = 2.16 × 10−9, if two events
are taken to be signal events then BR(K0L → π0νν̄) = 1.44 × 10−9, and if one event
is taken to be signal then BR(K0L → π0νν̄) = 7.2 × 10−10.
It is also important to note here that the NA62 experiment reports recent results
on the BR limit of the charged decay, K+ → π+νν̄ to be < 1.78 × 10−10 at the 90%
CL [70]. This translates to an updated Grossman-Nir bound1 of BR(K0L → π0νν̄) <
7.8 × 10−10 and a measurement of BR(K+ → π+νν̄) = (0.48 +0.72−0.48) × 10−10 at the
68% CL which is consistent with the E949 previous experimental measurement and
the SM prediction. Thus, the conflicting results between the NA62 experiment which
is consistent with the SM, and KOTO’s results that may indicate a deviation from
the SM, drive the exploration of new physics theories.
1Discussed in Section 1.6, the previous Grossman-Nir bound was reported to be 1.5 × 10−9 based
on the E949 experiment’s measurement of K+ → π+νν̄ [18].
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10.1.1 Possible Interpretations of Candidate Events
Several possible explanations for the candidate events observed in the 2016–2018
K0L → π0νν̄ analysis are explored in the following subsections. While many beyond
the SM theories are presented in this section, a strong emphasis is placed on the need
for more experimental data and subsequent studies in order to understand the true
nature of the three observed candidate events.
10.1.1.1 Violating the Grossman-Nir Bound
Considering all three events to be signal events is unlikely, as one candidate event
is likely due to the masking background, but also because a BR of 2.16 × 10−9
conflicts with the Grossman-Nir bound set by the E949 experiment and the NA62
experiment. Still, there are a couple of BSM theories that violate the Grossman-Nir
bound and allow for the BR of K0L → π0νν̄ to be higher than this limit. In one
case, the Grossman-Nir bound can be violated with the inclusion of isospin ∆I =
3/2 operators as explored in [71] and [72] and as a result, this could point to the
existence of an invisible, light scalar particle. Another BSM theory shows that the
Grossman-Nir bound can be violated in the presence of light new physics with flavor
violating couplings, and consequently these various new physics models require at
least one light mediator around the GeV mass scale [73].
10.1.1.2 New Light Particles
Several theories to interpret “the KOTO anomoly” as it has been referred to,
call for the existence of new, lighter particles that would explain the three candidate
events that KOTO observed without violating the Grossman-Nir bound. One paper
[74] assuming a BR of 2.1 × 10−9, explores the possibility of a new, light, long-lived
particle, X, in which the decay of the kaon proceeds as K0L → π0X and then the
invisible particle X escapes the KOTO detectors before decaying into two photons,
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Figure 10.1: Constraints on the branching ratio of K0L → π0X (left) and the lifetime
of X (right) that can accommodate the KOTO events, the Grossman-Nir bound, and
the K+ → π+νν̄ experimental results. In the left figure, the dotted blue (solid
grey) line represents the central value of the K0L → π0X(π0νν̄) interpretation with
the blue shaded band (dashed horizontal lines) for the two-sided 68% confidence
interval. In the right figure, The K+ → π+X bound is translated to the KL bound
assuming a saturation of the Grossman-Nir bound. The pink (blue) shaded region
is constrained by NA62 at 95% CL (E949 at 90% CL). Too short of a lifetime leads
to BR(K0L → π0X) > 1%, which is inconsistent with the untagged KL branching
ratio. The BR(K0L → π0X) = 10−4, 10−6, and 10−8 are indicated on the plot. The
green shaded region is constrained from the KTeV search for K0L → π0γγ assuming
BR(X → γγ) = 1. Figure courtesy of [74].
for example. The constraints on the BR of K0L → π0X and the lifetime of X based
on theoretical models and experimental constraints are shown in Figure 10.1. Based
on these constraints, the possible underlying models for the existence of X point to
a Higgs portal that induces K0L → π0X in which X is a possible leptophobic and/or
photophilic scalar [74].
Another paper [75] theorizes weakly-coupled, light scalars (φ) produced in kaon
decays (specifically, K0L → π0φ) that escape KOTO undetected due to their long-
lived and weakly-interacting nature. Two possible models that agree with current
experimental bounds for this new particle are the minimal Higgs portal (the real-scalar
singlet extension of the SM) [76] and a hadrophilic scalar model with flavor-aligned,
generation-specific couplings to up-type quarks. Further possibility for the observed
events can be explained by an invisible gauge-boson, X0, with a mass around the
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mass of the π0 in which K0L → π0X0 [77; 78]. This process could occur at tree-level
(as opposed to FCNCs which are forbidden at tree-level) and account for events seen
at a higher sensitivity than the SM prediction for K0L → π0νν̄. Many other papers
[79; 80; 81; 82; 83] also theorize the existence of a light particle that could explain
the KOTO results.
10.1.1.3 Dark Sectors
There is also potential for new physics from dark sectors to explain the observed
events at this sensitivity level above the Standard Model. The interactions between
possible dark sector particles and the SM particles are thought to be weak, indirect
and typically mediated through gravity and so would occur infrequently. Because
KOTO probes the SM at such a high sensitivity, it is possible that particles from a
dark sector could be observed in KOTO if they exist. One paper [84] proposes a dark
scalar to explain the observed KOTO events through the process K0L → π0φ′. In this
model, φ′ is a dark scalar that arises in a dark neutrino sector with a hidden U(1)′
gauge symmetry that is broken by the vacuum expectation value of φ′.
Two papers propose the existence of a light scalar that arises from different dark
sector models. In the first [85], a light scalar singlet, S, couples to SM fermions
via Yukawa couplings and to photons via higher-dimensional coupling. The KOTO
events can be explained by a flavor-changing penguin diagram process, K0L → π0S
followed by the decay of S to neutrinos. In the second [86], a dark sector model
has appropriate strange flavor symmetry and an additional light, flavor-like, complex
scalar field, φ which is only accessible to KL. Thus, this model leads to a strong
violation of the Grossman-Nir bound.
Another possibility is a light, dark fermion, Q, in which the process K0L → π0QQ̄
could explain the events observed in the signal region [87]. Pair production of dark
particles (X1, X2) in KL decays has also been proposed in which K
0
L → X1X2 or X1X2
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[88]. If either of these two dark states is unstable, they could mimic the K0L → π0νν̄
signature. Two papers also propose the existence of an axion-like particle (ALP)
in which either the new ALP particle is long-lived and produced at the T1 target
(φ → γγ), travels to the KOTO detector, and decays off-axis [74] or the ALP (a) is
produced by the decay K0L → π0a and decays to two photons in which case KOTO
could search for this process (four photons) and constrain this dark sector model [86].
The authors of [74] also explore the possibility of new heavy physics boosting the SM
signal to explain the KOTO results.
10.1.1.4 Other BSM Explanations
It should also be noted that other BSM theories have been explored, such as
extensions and revisions [89; 90] to the Z ′ model [26] mentioned in Section 1.7, an
extended Higgs model with sterile neutrinos [91], pionium (π+π− atom) as a source
of false events in KOTO [92], generic neutrino interactions in effective field theories
[93], constraints on lepton number violating interactions with K0L → π0νν̄ [94], and
new particles from supersymmetry [95] to explain the observed events. The large
number of theory papers (over 30) that have been published to offer explanations of
the KOTO 2016–2018 results indicate the importance of these results as well as the
importance of the K0L → π0νν̄ search.
10.2 Conclusions
The KOTO experiment collected data from 2016 to 2018 to search for the K0L →
π0νν̄ decay. The total accumulated POT for this data set was 3.05 × 1019 POT
which corresponded to (6.83 ± 0.05) × 1012 KL at the beam exit. The SES achieved
with this data set was the best sensitivity reached for the K0L → π0νν̄ search to
date at (7.20 ± 0.05stat ± 0.66syst) × 10−10. Before unblinding the data in the signal
region, the total expected background was estimated to be 0.05 ± 0.02. After opening
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the box, four candidate events were observed in the signal region and after further
investigation, one event was removed due to an incorrect timing parameter setting.
Out of the three remaining events in the signal box, one event has overlapped pulses
in the NCC detector and the probability of observing this kind of event is 2.2%.
Two new backgrounds were considered, the K± background (Section 9.4.1) and
the halo KL background (Section 9.4.2), and the background estimation in the sig-
nal region was updated to be 1.22 ± 0.26 with the largest background contribution
coming from K± decays. Based on the total estimated background and the SES, the
probability of observing three events in the signal region is 13%. We conclude that
the number of candidate events observed is statistically consistent with the back-
ground expectation. Finally, with the 2016–2018 data set we set an upper limit on
the branching ratio of K0L → π0νν̄ to be 4.9 × 10−9 which is on the same order of
magnitude as the limit set with data collected in 2015 [36].
The impact of these results are shown in Figure 10.2 and are also illustrated by
the large number of theoretical papers generated to offer possible explanations of the
observed candidate events. Though one candidate event seems to be due to the mask-
ing background, a conclusion about the candidate events observed well above the SM
expectation cannot be drawn at this time. As Carl Sagan noted, “Science demands
a tolerance for ambiguity. Where we are ignorant, we withhold belief. Whatever
annoyance the uncertainty engenders serves a higher purpose: It drives us to ac-
cumulate better data.” [96]. This is the most important conclusion to be drawn–
that it is essential to collect more data and higher statistics which will improve the
systematic uncertainties and allow us to understand the true nature of the observed
candidate events in the 2016–2018 analysis. Furthermore, the identification of two
new background sources is an important step for KOTO to reach SM sensitivity and
improvements to background reduction methods and detector upgrades are necessary











Grossman-Nir Bound ~ 7.8 x 10-10
Standard Model ~ 3.0 x 10-11
potential for new physics
Littenberg
KOTO(γγ)
Figure 10.2: The updated search history of K0L → π0νν̄. The branching ratio upper
limit is shown for various experiments and the KOTO experiment set an upper limit
of 4.9 × 10−9 with the 2016–2018 data which is on the same order of magnitude as the
best experimental upper limit set by KOTO previously. The Grossman-Nir bound
has been updated to reflect the new results from the NA62 experiment [70].
KOTO experiment after the 2016–2018 data was collected are covered in Section 10.3.
In summary, the purpose of this thesis was to report on the search for K0L → π0νν̄
with the data collected from 2016–2018 and the objectives laid out in Chapter 1 have
been completed. The importance of the K0L → π0νν̄ search was covered in Chapter 1
and the experimental methods and data collection of the 2016–2018 data were detailed
in Chapters 2–4. The analysis strategy was explained in Chapter 5 and carried
out in Chapters 6–9 where the total number of KL was calculated (Chapter 7), the
background was estimated (Chapters 8 and 9), and the Single Event Sensitivity was
determined (Chapter 9). Finally, an upper limit on the branching ratio of K0L → π0νν̄






2020 data for BG study
Figure 10.3: The accumulated POT (black) and beam power (red) over time shows
KOTO’s data collection history. The 2019 data set is currently being analyzed and
the 2020 data was used for the K± background estimation.
10.3 Outlook and Future Work
Since 2018 the KOTO experiment has continued to collect data periodically from
year to year. In February and March of 2019 KOTO had two runs (Run 81 and
82) and collected around 2.2 × 1019 POT. KOTO also collected data in June of
2020 (Run 85) to gather a control sample of K± events for the K± background
estimation mentioned in Section 9.4.1 and collected a small sample of physics trigger
data corresponding to 0.7 × 1019 POT. These additional data sets can be seen in
Figure 10.3 along with the rest of KOTO’s data collection history. The 2019 data
set is currently being analyzed and has a preliminary SES estimation of 1.02 × 10−9.
KOTO is also collecting data currently (February/March 2021) and is estimated to
collect around one month of physics data before the J-PARC accelerator goes into a
shutdown period for the remainder of the year for an upgrade of the main ring. The
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Figure 10.4: Installation photos (Dec. 2018) of MPPCs on the upstream end of the
CsI calorimeter crystals. The MPPCs were attached to the upstream end of the CsI
crystals for dual-ended readout.
upgrades and improvements since 2018 for the detectors and the DAQ system as well
as new background suppression methods are discussed in the following subsections.
10.3.1 Detector and Accelerator Upgrades
After the 2018 runs, the calorimeter was upgraded to have dual-ended readout
of the CsI crystals to further suppress the hadron-cluster background and improve
discrimination between neutrons and photons. This was accomplished by attaching
MPPCs (Multi-Pixel Photon Counters) to the upstream end of each of the CsI crys-
tals. Figure 10.4 shows photos of the MPPC installation on the calorimeter. For the
small crystals (2.5×2.5 cm2) one MPPC (6×6 mm2) was attached to each crystal and
for the large crystals (5×5 cm2) four MPPCs were attached to each crystal. In total
4080 MPPCs were attached to 2800 crystals and were used to read out signals from
the CsI calorimeter.
Because neutrons tend to have deeper interactions than photons, there is depth
information available by measuring the timing difference between the MPPCs and the
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Figure 10.5: Distribution of the timing difference seen for K0L → 3π0 events (pho-
tons, red) and Aluminum target data (neutrons, blue) with the MPPCs on the
calorimeter. The line at 31.1 ns represents the cut made to accept 90% of photon
events while rejecting over 98% of neutron events.
PMTs attached at the back of the CsI crystals. By using this dual-ended readout, a
clear separation can be made between photon and neutron events, as shown in Figure
10.5. The performance of the MPPCs were tested in the 2019 runs and we were able
to achieve a 90% photon acceptance with only 2.6% of neutrons remaining by making
a cut on the timing difference. This corresponds to 0.5 hadron-cluster background
events at the SM sensitivity for K0L → π0νν̄. More details on the MPPC upgrade of
the calorimeter can be found in [97].
In addition to the calorimeter upgrade, a new detector was also installed in the
downstream region to reduce the K0L → π+π−π0 background. The Downstream
Charged Veto (DCV) was installed before the 2019 runs and consists of two plastic
scintillator pipes with WLS fibers embedded that are read out with MPPCs. Figure
10.6 shows a picture of the DCV detector and its location with respect to the other
KOTO detectors. The DCV reduces the K0L → π+π−π0 background especially in the
lower PT region as shown in Figure 10.7. More details on the DCV detector can be
found in [98].
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Red dots = π+ or π- interaction point 
Figure 10.6: Installation photos of the DCV detector and its location within the
KOTO detector system. The top right shows the interaction points of charged pions
within the downstream beam pipe where the DCV was installed.
40% of 2019 data w/o DCV cut 40% of 2019 data w/ DCV cut
Figure 10.7: PtZ plots of 40% of the 2019 data with (right) and without (left) the
DCV cut applied. The DCV cut rejects any event with more than 5 MeV of energy
deposited in the DCV detector.
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old T1 target design                new T1 target design
Figure 10.8: The old (left) and new (right) T1 production targets in Hadron Hall
used to produce the neutral KL beam. The new T1 target replaced the old T1 target
in the fall of 2019. Figure modified from [99].
After the 2019 runs, the T1 target was upgraded in the fall of 2019 to have a higher
cooling efficiency by doubling the copper cooling block to which the gold target is
attached. Figure 10.8 shows the old and new T1 target designs. While the old T1
target design had a maximum beam power of 50 kW, the new T1 target is capable of
a primary proton beam power up to 90 kW for a 5.52 second repetition cycle which
is important for KOTO’s continued data collection. A higher beam power means
more KLs produced, providing higher statistics for the K
0
L → π0νν̄ search. More
information about the new T1 target is covered in [99]. Additionally, in December
of 2019 a new iron wall was installed on the north side of the KOTO vacuum vessel
(Figure 10.9) to reduce accidental activity from the primary beam line. The iron
wall reduced the accidental rate from the primary beam line by around 20% and
consequently, the signal acceptance lost due to the accidental activity decreased by
7% going from 15% to 8%. Another iron wall was added in 2020 in the downstream
barrel region for the same purpose.
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Figure 10.9: The location of the new iron wall installed in December of 2019 to
reduce accidental activity from the primary beam line.
Before the June 2020 run, a prototype of a new detector called the UCV (Upstream
Charged Veto) was designed, built, and installed to verify the existence of the K±
background, as well as to test the design of this new detector to reduce the K±
background. The prototype UCV was installed on the upstream side of the FB and
consisted of 12 plastic scintillator fibers read out with MPPCs as shown in the left
of Figure 10.10. The inefficiency of the prototype UCV against charged particles was
checked by using K± → π0π± events as shown in the right of Figure 10.10 and was
found to be about 30%. This inefficiency was attributed to the limited coverage of
the prototype, gaps in the scintillator fibers, and noise fluctuations in the detector
readout system.
In designing the new UCV detector, these inefficiencies were reduced by increasing
the detector size, tilting the new UCV detector with respect to the beam axis to avoid
gaps in the fibers, and locating the MPPCs used for readout further away from the
beam core to reduce the effects of irradiation on the MPPCs. The new UCV detector
shown in Figure 10.11 was built with these specifications in mind and was installed
to be utilized during data collection in 2021 to reduce the K± background. The
new UCV is expected to perform with an efficiency of a few percent. Since the
K± background was estimated to be the largest background, we are also considering
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Figure 10.10: Picture of the prototype UCV (left) and the energy distribution of
the prototype UCV for data and MC. The inefficiency of the prototype was around
30% and can be seen in the disagreement between the data and MC. The black line
shows the 0.1 MeV energy threshold for the UCV veto decision.
Figure 10.11: The new UCV detector was designed to reduce the K± background.
The UCV was installed before data collection in 2021.
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installing another sweeping magnet at the downstream end of the second collimator
to reduce the K± background even further. Finally, a long shutdown of the J-PARC
accelerator is planned for 2021 to upgrade the power supplies in the main ring. This
upgrade will increase the beam power up to 100 kW, allowing for an even higher
intensity KL beam. This will enable KOTO to collect even higher statistics in the
fall of 2022 when data collection resumes.
10.3.2 DAQ Upgrades
Since 2018, the DAQ system has performed reliably during data collection periods
with a high livetime ratio of around 99%. Minor upgrades have been made to replace
faulty ADC boards or other parts, but the DAQ system has remained largely the same
as described in Section 3.7. However, after the planned accelerator upgrade to the
MR power supplies, the beam power will double and the trigger rates will increase.
Therefore, the DAQ must be upgraded to further reduce the trigger rates by moving
the event building from the current L3 trigger (described in Section 3.8) earlier in the
DAQ chain. Then the current L3 computer cluster will be able to perform additional
online analysis on complete events to further reduce unwanted events in the data.
The proposed upgrade for the DAQ after the 2021 shutdown includes the addition
of event-building OFC modules with multiple optical connectors as shown in Figure
10.12. The event building OFC modules are arranged in a pyramid structure where
16 ADC packages are transmitted to an OFC1 module at 2 Gbps and then assembled.
There are 18 groups of ADCs and as a result, 18 OFC1 modules perform the local
assembly in parallel and then send the resulting packages to the OFC2 module at 4
Gbps which builds the final event. The complete event is then sent to the L3 computer
cluster via 10 Gbps Ethernet and the L3 trigger performs more sophisticated analysis
on full events. Several tests have been carried out in the 2020 June run to test the









Figure 10.12: Schematic of the proposed upgrade to the DAQ system with events
being fully built in the OFC module pyramid structure (blue) and then being passed
to the L3 trigger for further online analysis.
performed in the 2021 run. Preliminary results indicate by simulating and testing
these modules with triggers of the real beam structure at a doubled rate, that the data
loss due to any bandwidth limitations is estimated to be negligible. After the 2021
shutdown the DAQ system will be upgraded with this new proposed system. Also,
since the current L3 computer cluster is over 10 years old, we are also considering an
upgrade to the L3 PCs to ensure stable data collection in the future.
10.3.3 Further Background Suppression
Aside from upgrades to the detector system to reduce background, several cuts
are being developed to discriminate between signal and background. In particular,
to reduce the halo KL background, we are developing cuts based on cluster shape
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Likelihood Ratio
Figure 10.13: Preliminary results of a background reduction method to reduce the
halo KL background using cluster shape. Signal MC is shown in green and halo
KL → 2γ MC is shown in red. This method has a background rejection of 85% with
a signal retention of 90%.
and kinematic parameters as well as cuts that use machine learning to discriminate
between events that come from halo KLs in the beam and signal events. One discrim-
ination method calculates the reduced shape χ2 value for each cluster where clusters
coming from halo KL events are likely to have a smaller shape χ
2 value, as they decay
off-axis. Preliminary results are shown in Figure 10.13 which give a background re-
jection power of around 85% with a signal efficiency of 90%. This cut can drastically
reduce the halo KL background which is the second largest background. Other cuts
are being developed to reduce the K± background as well.
Many of the advanced cuts and discrimination methods that KOTO uses are based
on classifying an event as either signal or background. For example, the CSDDL cut
developed to reduce the hadron-cluster background uses machine learning to classify
events as either neutron-like or photon-like based on their cluster shape. However,
preliminary work has been completed on a new background reduction method that
uses machine learning to return the incident angles of a photon cluster hit on the
calorimeter based on the transverse shower profile. In this way, some directional
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information can be obtained about the cluster, despite the inability to track the path
of neutral photons with the KOTO detector system. Having directional information
about where particles originated would be largely valuable to identifying and rejecting
the many backgrounds that originate off-axis, such as the CV-η background, the CV-
π0 background, and the halo KL background, as well as other possible backgrounds
that may occur in KOTO. Details on the work that has been completed for this new
background reduction method are described in Appendix A.
10.4 Continuing the Search
The KOTO experiment has continued to take data after 2018 and will continue
collecting data in the future for the K0L → π0νν̄ search. Several upgrades have
been completed to increase statistics and new methods are being developed to reduce
background while retaining as much signal as possible. With the 2021 data we expect
to reach a sensitivity of ∼3 × 10−10 by suppressing the K± background and after
2021, the beam power will increase up to 100 kW. Therefore, with these projections
the KOTO experiment expects to reach the Standard Model sensitivity by 2026.
After KOTO reaches the SM sensitivity, a next generation experiment at J-PARC
to measure the branching ratio to order 10−12 called KOTO Step-2 is being considered
[100]. This new experiment would include a new beam line with a smaller production
angle of 5% to increase the KL flux and a larger detector system that would require
an extension to Hadron Hall. With these improvements, KOTO Step-2 would be able
to measure the BR of K0L → π0νν̄ even more precisely by collecting 100 K0L → π0νν̄
events and set more stringent constraints on the Standard Model, or discover new
physics. In addition, another experiment to measure K0L → π0νν̄ called KLEVER is





Photon Angle Reconstruction with
Machine Learning
The reduction of background is the primary challenge of the KOTO analysis and
in order to reach the SM sensitivity, it is essential to continue developing ways to
reduce and reject background events while retaining as much signal as possible. This
appendix details preliminary work that has been completed on a new background
reduction method using machine learning (ML) to reconstruct the incident angles of
the photons that hit the calorimeter using information about the transverse shower
profile. In order to do this, two neural networks were designed, built, and trained
and their performance was evaluated and compared. As this is a preliminary study,
further studies and improvements to this work are discussed in Section A.6.
A.1 Purpose and Objectives
The motivation for this work was to develop a new method to reduce some of
KOTO’s largest backgrounds– events that come from off-axis particle interactions
and decays. The signal signature is two photons from the π0 that hit the calorimeter,
and it is expected that the KL decays on the beam axis. Because the photons are








false rec. π0 Zvtx
Figure A.1: Example of the CV-η background mechanism which occurs when a halo
neutron in the beam hits the CV detector off-axis and creates and η particle which
decays into two photons and mimics a signal event. The two photon hits are then
used to erroneously reconstruct the π0 decay position (Zvtx) on the beam axis.
is known, and not the incident angles at which they hit the calorimeter. For this
reason, it is not possible to identify whether an event comes from an off-axis decay
or interaction, or is truly a signal event that originates on the beam axis. Many
backgrounds such as the CV-η background, the CV-π0 background, and the halo
KL background would be eliminated if the incident angles of the photons could be
identified. For example, if we had directional information about the photons from
the CV-η background in Figure A.1, it would be straightforward to identify as a
background as one of the photons comes from a direction that is off-axis. This would
also allow for the identification of any unknown backgrounds that come from off-axis
interactions.
The objective of this study was to use a multidimensional, regression neural net-
work (NN) to obtain the incident angles of the photons hitting the calorimeter based
on the transverse shower profile. “Multidimensional” indicates that the network re-
turns more than one output and “regression” indicates that the network solves a
regression problem (returns a value) as opposed to a classification problem (returns a
label). For example, there are two angles (θ and φ) that describe the incident direction
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of the photon, and so the goal is to have a network return these two values. In con-
trast, the CSDDL cut (described in Section 5.3.3.3) which also uses a neural network,
simply classifies whether a cluster is photon-like or neutron-like (binary classification
problem). In fact, all of the advanced cuts that use ML in the KOTO analysis solve a
classification problem, and so this study attempts to take a new approach and actu-
ally return the values of the incident angles to identify background events. With this
objective in mind, I designed two different types of neural networks and compared
their performance. An overview of these two networks, their inputs, outputs, and
training samples used are detailed in Section A.2. The details and performance of
each network are covered in Sections A.3 and A.4.
A.2 Methodology and Setup
Two types of neural networks were designed to reconstruct the incident angles
of photons, a Fully Connected Network (FCN) or Multi-Layer Perceptron (MLP)1
and a Convolutional Neural Network (CNN). The network inputs for the FCN were
features of the cluster while the inputs to the CNN were cluster images. It is also
important to note that in both of the networks, the inputs were individual clusters
from photons from K0L → π0νν̄ MC and so the networks do not have information
about the full event, they simply have information about single cluster hits on the
CsI. Both networks were designed to output the incident angles of the photon, θ and
φ, where θ is defined as the polar angle and φ is defined as the azimuthal angle in
spherical coordinates as shown in Figure A.2. These angles were defined specifically
from the point of view of the cluster, as opposed to from the beam axis, to prevent
either of the networks from having global position information about the cluster hits
on the CsI. In this way, the networks remain unbiased about the cluster angles that
they are given for training, as all of the photons from the K0L → π0νν̄ MC come from




True π0 vertex     
(x,y,z)
CSI plane
Figure A.2: The angles θ and φ are defined from the point of view of the cluster
to prevent network bias. The origin (0, 0, 0) is defined as the center of the photon
cluster on the CsI plane and the point (x, y, z) is the true π0 decay vertex.
the beam line. The angle θ has a range from 0◦ to 45◦ as anything past 45◦ would
have an angle behind the calorimeter and the angle φ has a range from −180◦ to
180◦. In addition to the incident angles, the energy of the photon was also included
as an output as a sanity check to ensure that the networks could perform as well as
KOTO’s own photon energy reconstruction (described in Section 5.2.3).
A.2.1 Training Sample
A sample of photon clusters fromK0L → π0νν̄ MC was used for training, validation,
and testing of the networks. In particular the MC sample used was from Run 79 (51
kW beam power) and a total of 327,738 photon clusters were used. The MC cluster
sample was cleaned before being utilized by the networks such that only K0L → π0νν̄
MC events were used and a loose event selection criteria was applied2. The photon
clusters from the π0s were separated as individual inputs for training, however, the
reconstructed π0 Zvtx and reconstructed π
0 PT for the K
0
L → π0νν̄ training sample
are shown in Figure A.3. For each cluster in the training sample, the true energy of
2All trigger bias removal cuts, γ selection cuts, background source cuts, and all veto cuts (older
veto condition used; “MyVetoCondition==0”).
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Figure A.3: The reconstructed π0 Zvtx (left) and the reconstructed π
0 PT (right)
for the K0L → π0νν̄ MC training sample with a loose cut selection applied.
the photon as well as the true incident angles, θ and φ, were calculated using the true
decay vertex information from the MC. These distributions are shown in Figure A.4.
Figure A.4: Distributions of the true photon energy, true θ, and true φ for the
K0L → π0νν̄ photon cluster training sample. These are the outputs of the NNs. It is
unknown why there is a dip at 90◦ for the φ distribution.
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A.3 Fully Connected Network (FCN)
This section details the input features, network architecture, and results and per-
formance of the FCN.
A.3.1 Input Features
The FCN inputs were features or variables for each individual cluster that describe
the shower shape in position and energy. There were eight input features that were
calculated for each cluster and input into the network. These are listed in Table A.1
and the distributions are shown in Figure A.5. These features were only calculated
with local position information such that the center of the cluster (x=0, y=0) was
defined using the Center of Energy (COE) position. In this way, the network did not
learn any global position information about where the cluster was on the CsI.
Input Features Definition
Energy (E) deposited Raw energy deposited in the cluster (not corrected)
Cluster size Number of crystals in a cluster







where X2i = (xi − xCOE,γ)2







where Y 2i = (yi − yCOE,γ)2
E weighted skewness in x SkewX =
∑n





E weighted skewness in y SkewY =
∑n





E weighted kurtosis in x KurtosisX =
∑n
i (xweighted,i − x̄weighted)4
(n− 1)σ4
E weighted kurtosis in y KurtosisY =
∑n
i (yweighted,i − ȳweighted)4
(n− 1)σ4
Table A.1: Input features for the FCN for each photon cluster. E indicates energy,
xi(yi) is the x(y) position of the ith crystal, ei is the energy of the ith crystal,
x̄weighted(ȳweighted) is the weighted mean in x(y), n is the number of crystals in a
cluster, and σ is the standard deviation.
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Figure A.6: Examples of sknewness and kurtosis relative to a Gaussian distribution.
The input features of the cluster included the raw energy deposited in the cluster
(not corrected for calibration), the size of the cluster, and variables that described
the energy distribution in x and y. These were the RMS, skewness, and kurtosis of
the energy distribution. The skewness and kurtosis are the third and fourth moments
of a probability distribution, respectively. Skewness is a measure of asymmetry in
a distribution relative to a Gaussian, and kurtosis is a measure of whether the data
is heavy-tailed or light-tailed relative to a Gaussian. Figure A.6 shows examples of
skewness and kurtosis with respect to a Gaussian distribution. The distributions of
the moments RMS, skewness, and kurtosis vs the angles θ and φ are shown in Figures
A.7 and A.8. These distributions demonstrate that there are correlations between the
cluster shape and the incident angles. For example, in Figures A.8a and A.8b, there
is a clear correlation between positive and negative skewness based on the angle φ.
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(a) RMSx vs θ (b) RMSy vs θ
(c) RMSx vs φ (d) RMSy vs φ
(e) SkewX vs θ (f) SkewY vs θ
Figure A.7: Distributions of the moments (RMS, skewness, and kurtosis) vs the
angles θ and φ.
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(a) SkewX vs φ (b) SkewY vs φ
(c) KurtX vs θ (d) KurtY vs θ
(e) KurtX vs φ (f) KurtY vs φ
Figure A.8: Distributions of the moments (RMS, skewness, and kurtosis) vs the
angles θ and φ.
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Figure A.9: The architecture of the FCN (right) and the model loss (MSE) (left)
after training for 250 epochs.
A.3.2 Network Architecture and Training
In order to input the cluster features into the network, a data pipeline was designed
to 1) convert the raw data contained in ROOT ntuples from the K0L → π0νν̄ MC
files to numpy arrays using a package called “uproot” and to 2) calculate the input
features and true output targets for each photon cluster. Once the input features and
true outputs were calculated, these variables were saved in numpy arrays to be easily
fed into the network. The FCN was implemented with Keras3 with a Tensorflow
backend. The right of Figure A.9 shows the architecture of the FCN which had eight
input nodes in the first layer, three hidden layers with 100, 50, and 50 nodes, and
three output nodes in the final layer. 64% of the data sample was used to train
the network, 16% was used for validation, and 20% of the data was used to test
the network’s performance. The network was trained for 250 epochs and the loss
was evaluated using the Mean Squared Error (MSE) as shown in the left of Figure
3A library that provides a Python interface for NNs
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A.9. The output target θ was also reweighted to eliminate bias in the network. In
Figure A.4, most of the photon clusters had an incident angle θ around 10◦ or 15◦
and so to prevent the network from learning that these angles were more probable, a
reweighting was applied to θ such that the network equally considered all values of θ.
A.3.3 Results and Performance
To evaluate the performance of the FCN network, the resolution was calculated
as
resolution = network value− true value (A.1)
and the resolution was evaluated for the photon energy, θ, and φ. The mean and the







where n is the number of data events (photon clusters), and “predicted” and “true”
represent the network value and the true value, respectively. The results for the energy
resolution are shown in Figure A.10. Figure A.10a shows a histogram of the energy
resolution (left) as well as the energy resolution vs the true energy (right) for the net-
work’s performance. In Figure A.10b, the same plots are shown instead for KOTO’s
own reconstruction of the energy. These plots show that the energy resolution of the
network was comparable to our own reconstruction method with a difference of about
2%. This can be seen in Figure A.10c, where the energy resolution is compared for
both the network energy and KOTO’s usual energy reconstruction. A profile plot4 to
4In which the data point is the mean and the width of the error bar is the RMS
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(a) Energy resolution (left) and energy resolution vs true energy (right) for the FCN.
Mean = −0.75 MeV and RMS = 16.03 MeV.
(b) Energy resolution (left) and energy resolution vs true energy (right) for the KOTO
energy reconstruction. Mean = −2.53 MeV and RMS = 15.70 MeV.
(c) Energy resolution (left) and energy resolution vs true energy (right) compared for
the FCN (blue) and the KOTO reconstruction (red). The profile plot on the right
shows the mean (data point) and the RMS (error bar) for each horizontal slice. The
difference between the two methods is ∼2%.
Figure A.10: Energy resolution of the FCN compared to the KOTO reconstruction.
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Figure A.11: The θ resolution for the FCN. Top left shows the θ resolution distri-
bution, top right shows the θ resolution vs the true θ, and the bottom figure shows
the profile plot for θ resolution vs true θ. Mean = −0.72◦ and RMS = 6.68◦.
compare the FCN energy resolution with the reconstructed energy resolution shows
good agreement between the two methods which indicates the network behaved as
expected.
The results for the θ resolution for the FCN are shown in Figure A.11. As seen in
the profile plot of Figure A.11, there was still a small amount of bias in the θ resolution
vs the true θ. However, despite this small bias, the RMS for the θ resolution was
around 7◦ (recall the range of θ is 0◦ to 45◦) and the mean was −0.72◦.
The results for the φ resolution for the FCN are shown in Figure A.12. The plots
are the same types as what is shown for the θ resolution. As illustrated in the φ
resolution vs the true φ, there was a bias in φ and a 90◦ structure that can be seen in
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Figure A.12: The φ resolution for the FCN. Top left shows the φ resolution distribu-
tion, top right shows the φ resolution vs the true φ, and the bottom figure shows the
profile plot for φ resolution vs true φ. Mean = −7.43◦ and RMS = 41.78◦. The 90◦
structure was attributed to the network only receiving separate information about x
and y.
the different quadrants of φ. This structure was attributed to the fact that the FCN
only received information about x and y separately and wasn’t given any information
about the correlation between x and y. For example, no information was given about
the diagonal energy distribution. Despite this structure, the φ resolution RMS was
around 42◦ in total, but within the 90◦ structure, the resolution was closer to around
20◦. The mean of the φ resolution was −7.43◦ for the FCN.
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Figure A.13: An example of a cluster image containing only small crystals. The
highest energy crystal is centered at the origin.
A.4 Convolution Neural Network (CNN)
This section details the cluster images, network architecture, and results and
performance of the CNN.
A.4.1 Cluster Images
The inputs to the CNN were images of energy deposited in a cluster and an
example is shown in Figure A.13. To create these images, the raw energy and position
information for each crystal in the cluster was used to create a 27×27 pixel image. To
prevent the network from learning any global position information, the crystal with
the highest energy was placed at the origin. Because the CsI calorimeter is made up of
both small (2.5×2.5 cm2) and large (5×5 cm2) crystals, the image was split into two
different channels in order to account for the different sized crystals. This treatment
of small and large crystals in an image is shown in Figure A.14. If a cluster had any
large crystals in it, they were split up into four smaller crystals and the energy was
divided between them. Then, two separate channels of the image were input into the
network. The purpose of this step was to have all of the pixels that were input into
the network the same size, as this CNN required inputs with the same dimension.
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With large and small crystals
Channel 1
Channel 2
Figure A.14: An example of the treatment of clusters with large crystals. If the
cluster contained any large crystals, they were split up into four smaller crystals and
the energy was shared between them. Two channels of small crystals (channel 1) and
larger crystals split up into smaller ones (channel 2) were then input into the CNN.
A.4.2 Network Architecture and Training
A similar data pipeline was designed to input data into the CNN as described in
Section A.3.2. The cluster images were input into the CNN as numpy arrays in which
each element in the array represented a pixel or crystal in the cluster image. The
CNN, like the FCN, was also implemented in Keras with a Tensorflow backend. The
architecture of the CNN is shown in the right of Figure A.15 and consisted of a 5×5
2D convolutional layer with 32 channels, a 2×2 max pooling layer with 32 channels,
and a dropout layer. The filter maps were then flattened and input into a 128 node
layer and then the output layer had three nodes. Similar to the FCN, 64% of the
data sample was used to train the network, 16% was used for validation, and 20% of
the data was used to test the network’s performance. The CNN was trained for 50












Figure A.15: The architecture of the CNN (right) and the model loss (MSE) (left)
after training for 50 epochs.
the Mean Squared Error (MSE) as shown in the left of Figure A.15. The output θ
was also reweighted to eliminate bias in the network, as it was in the FCN.
A.4.3 Results and Performance
The performance of the CNN was evaluated in the same way that the FCN was–
by calculating the resolution (defined in Equation A.1) for the photon energy and
incident angles θ and φ. The mean and RMS error (defined in Equation A.2) of the
resolution were also calculated to evaluate the network performance. The results for
the energy, θ, and φ resolution are shown in Figures A.16, A.17, and A.18, respectively.
As with the FCN, the energy resolution and RMS for the CNN were comparable to
KOTO’s own energy reconstruction method. The θ resolution, like the FCN, had a
small amount of bias as shown in Figure A.17, however the RMS of the θ resolution
was slightly better than the FCN at around 5◦. The φ resolution had a larger bias
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Figure A.16: The energy resolution for the CNN. The left figure shows the energy
resolution distribution and the right shows the energy resolution vs the true energy.
Mean = −0.03 MeV and RMS = 16.27 MeV.
Figure A.17: The θ resolution for the CNN. Top left shows the θ resolution distri-
bution, top right shows the θ resolution vs the true θ, and the bottom figure shows
the profile plot for θ resolution vs true θ. Mean = 1.64◦ and RMS = 5.22◦.
259
Figure A.18: The φ resolution for the CNN. Top left shows the φ resolution distri-
bution, top right shows the φ resolution vs the true φ, and the bottom figure shows
the profile plot for φ resolution vs true φ. Mean = 1.88◦ and RMS = 84.34◦.
than the FCN which can be seen in the bottom of Figure A.18 and the RMS of this
resolution was worse than that of the FCN at around 80◦. Around a true φ of 0◦, the
RMS of the φ resolution was at its smallest point, which is about 40◦. The mean of the
φ resolution was 1.88◦ and the 90◦ structure that was seen in the FCN φ resolution
was not present for the CNN, due to the fact that the CNN received images with
information about both x and y as opposed to the FCN.
A.5 Comparison of FCN and CNN
A comparison of the performance of the two networks is discussed here. Figure
A.19 shows profile plots for the FCN (blue) and the CNN (red) that show the resolu-
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Figure A.19: Profile plots comparing the energy (top), θ (bottom left), and φ
(bottom right) resolutions for the FCN (blue) and the CNN (red).
tion vs the true value for each output target (energy, θ, and φ). Table A.2 also lists
the mean and RMS of the resolutions for each target for the FCN and the CNN. In
comparing the two networks, the FCN gave a better RMS for the energy resolution
than the CNN by 1.5% and also gave a better RMS for the φ resolution by 50%.
However, the CNN outperformed the FCN and gave a better RMS for the θ resolu-
tion by 22%. Overall, the FCN performed better, despite having the 90◦ structure in
the φ resolution due to the x and y information being provided to the network sepa-
rately. An RMS of 7◦ in θ and around 20◦ in φ is quite good, considering there was
no previous algorithm to obtain the incident angles of photon clusters. Furthermore,
if the bias in φ can be eliminated, the RMS of the resolutions could be even better.
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Energy (MeV) θ (degrees) φ (degrees)
mean RMS mean RMS mean RMS
FCN −0.75 16.03 −0.72 6.68 −7.43 41.78
CNN −0.03 16.27 1.64 5.22 1.88 84.34
Table A.2: Comparing the mean and RMS of the energy, θ, and φ resolutions for
the FCN and the CNN. It should be noted that the usual energy reconstruction that
KOTO uses yielded a mean of −2.53 MeV and an RMS of 15.70 MeV for the energy
resolution. Both networks agree with this RMS within 4% and the networks both
have a better mean resolution than the KOTO energy reconstruction.
In conclusion, this study shows that it is indeed possible to obtain directional
information about the photons from their shower profile with machine learning. Be-
cause we must use the beam axis as a constraint in reconstructing the π0 decay
vertex in the KOTO analysis, knowing the incident angles of the photons would be
very valuable and could help reduce backgrounds that come from off-axis decays and
interactions. Even with this preliminary work, an RMS of 7◦ in θ and 20◦ in φ would
be a narrow enough range to reject some backgrounds that come from an off-axis
direction. However, further improvements can be made to this work, and these are
discussed in the following section.
A.6 Further Studies and Improvements
The objective of this work was to use NNs to obtain the incident angles of the
photons that hit the calorimeter so that this information could be used to reduce
backgrounds that originate off-axis. There are several improvements that are neces-
sary in order to fully implement this work as a background reduction method. For
one, the networks need further optimization to eliminate the biases in both θ and φ,
and while reweighting in θ eliminated some of the bias (see Figure A.20), some still
remains. Several attempts were made to eliminate the bias in φ, however more work




Figure A.20: Eliminating the bias in θ by reweighting (FCN).
ing rate, changing the network architecture, and increasing the training sample size.
Since the FCN was limited by the input features only containing x and y information,
combining the input features for the FCN and the output of the CNN into another
FCN would likely improve the performance as well and this step is recommended for
the continuation of this work.
An additional step would be to add timing information to the cluster images.
This study only included energy information, however, each crystal has an associated
hit time with the energy deposition. By adding two additional channels for the hit
time of each crystal in the 27×27 pixel image, this would provide the network with
information about which crystals were hit first which is likely correlated with the
incident angle. It should also be noted that splitting up the small and large crystals
into two separate channels introduces bias into the network since the large crystals
are further from the beam axis and thus have a larger θ, and so this would need to
be considered. One way to eliminate the need for two channels would be to use a
different network type, such as a graph network that isn’t limited by the data needing
to have the same dimensions.
Another important improvement to be made is to use data to train the network
instead of MC. Since the MC and the data don’t always agree, it is important that
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the network be trained on data if it will be used to evaluate data. This work was
completed with K0L → π0νν̄ MC, and so the true vertex of the π0 was known and was
used to calculate the true incident angles of the photon. It is possible to use K0L → 3π0
data to calculate the incident angles of the photons that hit the calorimeter, as there
are enough constraints with six photon hits to calculate the decay vertex accurately.
Additionally, it’s possible to use reconstructed π0s generated at the Al target from
the Al target data (covered in Section 4.4.1). By using the π0 mass as a constraint
and reconstructing the decay position to be at the Al target, a data sample of π0s
could be used to train the network.
In order to fully implement this study as a background reduction method, the
above steps would be necessary to complete. After a network was sufficiently trained
with data, then a cut could be developed to reduce backgrounds originating off the
beam axis. The incident angles from the network could be used to reconstruct the π0
decay vertex position and this could then be compared to the KOTO π0 reconstructed
decay vertex. If any events reconstructed with the network incident angles were not
close to the KOTO reconstructed decay vertex, a cut (perhaps using a χ2 value) could
be applied to remove these events. Finally, since this study only considered photon
clusters, it could potentially be extended to include neutron clusters as well to further
reduce the hadron-cluster background.
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Appendix B
Overview of B Physics and Lepton
Universality
Measuring the kaon decays K0L → π0νν̄ and K+ → π+νν̄ are considered excellent
ways to test CP violation in the quark sector. In addition to these decays, B mesons
also provide a very clean way to investigate CP violation in the quark sector, as does
lepton universality in the lepton sector. Sections 1.5 and 1.6 cover details of the rare
kaon decays, and this appendix gives a brief overview of the B meson processes and
lepton universality.
B.1 B Mesons
CP violation has been heavily studied through B physics from experiments in-
cluding LHCb at CERN, Belle/BelleII at KEK, and BABAR at SLAC. A major
focus of these experiments is working to measure CP violation in the golden decay,
B0 → J/ψK0s . This process includes contributions from both tree level diagrams
and penguin diagrams. The penguin diagrams are similar to the loop diagram for
K0L → π0νν̄ but changes a b̄ quark to an s̄ quark. The penguin level contributions
affect the sin2β quantity where β is one of the angles in the unitary triangle. De-
termining sin2β requires measuring the time-dependent difference in decay rates for
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B0 → J/ψK0s and B̄0 → J/ψK0s . The SM predicts sin2β to be = 0.74 ± 0.02 [102]
and LHCb reports a value of sin2β = 0.73 ± 0.04 [103]. Because of the efforts of
LHCb, Belle, and BABAR, β is currently one of the most accurately determined CP
parameters.
Additionally, Bd and Bs meson systems allow for fundamental testing of the SM
through particle-antiparticle mixing. In both of these systems, a neutral B meson, B0q
(where q = d, s) can decay into a B̄0q meson or vice versa, which leads to oscillations
between the mass eigenstates. These transitions are due to weak interactions and
are described by box diagrams involving two W bosons and two up-type quarks. By
measuring the masses and decay widths of these systems, CP violation and CPT
symmetry can be tested. Specifically, if CPT is conserved, the masses and the decay
rates of B0q and B̄
0
q should be identical. CP violation can also be investigated via
mixing through the mass differences, ∆md and ∆ms, which constrain the apex of the
unitary triangle.
B.2 Lepton Universality
The SM predicts that the different flavors of leptons should behave in the same
way and be produced equally as often in weak decays. Along with other semileptonic
decay modes, one way of testing this idea of lepton universality is by looking at the
ratio of BR(B0 → K∗e+e−) to BR(B0 → K∗µ+µ−). These rare B meson decays
provide a particularly good laboratory for testing universality because the decays
are FCNC processes (similar to the loop diagrams of K0L → π0νν̄) in which unseen
particles could affect the decay rates, such as a yet undiscovered charged Higgs boson
or another undiscovered particle all together. Searches for deviations from lepton
universality have been performed by the BABAR and Belle experiments, as well as




= 0.745± 0.036 (B.1)
which deviates from the SM by 2.6 standard deviations. Earlier measurements by
Belle [105] and BABAR [106] had much larger uncertainties but found the ratio to be
consistent with the SM. While these experimental measurements are still within the
SM, these results could be an early indication of physics BSM. If this is the case, such
results challenging lepton universality would point to new particles or interactions
and would require a major revision to our understanding of physics.
In summary, FCNC processes while rare, are an important tool for probing physics
BSM. Rare kaon and B meson decays allow us to directly measure CP violating
parameters and constrain the CKM model of weak interactions. Thus, experiments
studying these processes are essential for investigating physics that we do not fully
understand. The current limits for the CKM parameters are shown in Figure B.1.
Figure B.1: Constraints on the unitarity triangle in the ρ̄–η̄ plane. The shaded






BNL– Brookhaven National Laboratory
BR– Branching Ratio
BSM– Beyond the Standard Model
Banjo– The name of the L3 computer cluster of 47 nodes
Beam Exit– The end of the KL beam line defined at the end of the second
collimator, at z = −1.507 m
CDT– Clock Distribution and Trigger
CERN– European Organization for Nuclear Research
CKM matrix– Cabibbo-Kobayashi-Maskawa matrix
CL– Confidence Level
CNN– Convolutional Neural Network
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COE– Center of Energy
CP violation– Charge-parity violation
CSD– Cluster Shape Discrimination
Cluster– Energy deposited in a group of CsI crystals from a particle hitting
the calorimeter
Clustering– The process of identifying clusters on the CsI calorimeter
CsI– Cesium Iodide
Cuts– Selection criteria that are used to retain signal and reduce background
DAQ– Data Acquisition
DL– Deep Learning
DVU– Decay Volume Upstream
Et– Total energy
ESS1(2)– Electro-Static Septum 1(2)
Even pairing– In pairing photons to reconstruct π0s, the even pairing occurs
when two photons are paired from the same π0
FCN– Fully Connected Network
FCNC– Flavor Changing Neutral Current
FIFO– First-In-First-Out
FPGA– Field Programmable Gate Array
FTT– Fast Fourier Transform
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FX– Fast Extraction
Fermilab– Fermi National Accelerator Laboratory
Fourier PSD– Fourier Pulse Shape Discrimination
Gbps– Gigabits per second
Geant3/Geant4– A package written in C++ that is widely used in high energy
physics to simulate particle interactions in matter
HD– Hadron Experimental Facility (AKA Hadron Hall)
Halo neutrons– Neutrons outside the beam width in the beam halo
J-PARC– Japan Proton Accelerator Research Complex
Kµ3– The decay mode K0L → π±µ∓νµ
KEK– High Energy Accelerator Research Organization
KEKCC– KEK Computer Cluster
Ke3– The decay mode K0L → π±e∓νe
Kurtosis– The fourth moment of a probability distribution which measures
whether the data is heavy-tailed or light-tailed compared to a Gaussian
L1 Accept (L1A)– Event that passed the L1 trigger decision and L2 is not
busy
L1 Gate (L1Gate)– The number of clocks that the L1 trigger requires to
process events
L1 Raw (L1Raw)– Raw trigger/event coming into the DAQ system
L1 Reject (L1Rej)– Event that was rejected by the L1 trigger decision
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L1 Request (L1Req)– Event that is far enough apart from other triggers and
passed the L1 trigger decision
L1– Level 1
L2 Accept (L2A)– Event that passed the L2 trigger decision
L2 Reject (L2Rej)– Event that was rejected by the L2 trigger decision
L2– Level 2
L3– Level 3
LHT– Littlest Higgs model with T-parity
Livetime– The fraction of time the DAQ system (or subsystem) is processing
data (live) without any delays or loss of data
MACTRIS+– MAster Control and TRIgger Supervisor (the plus indicates an
upgraded version of MACTRIS)
MC– Monte Carlo
MFV– Minimum Flavor Violation
MIP– Minimum-Ionizing Particle
ML– Machine Learning
MLF– Material and Life Science Experimental Facility
MLP– Multi-Layer Perceptron
MPI– Message Passing Interface
MPPC– Multi-Pixel Photon Counter
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MR– Main Ring
MSE– Mean Squared Error
MSSM– Minimal Supersymmetric Model
Masking– Masking or the masking background occurs when accidental activity
in the beam cause overlapped pulses where the true hit pulse is “masked” by
an accidental pulse and the veto timing isn’t calculated correctly
NN– Neural Network
NU– Neutrino Experimental Facility
Normalization modes– The KL decay modes used in the normalization anal-
ysis; K0L → 3π0, K0L → 2π0, and K0L → 2γ
OFC– Optical Fiber Center
Odd pairing– In pairing photons to reconstruct π0s, the odd pairing occurs
when two photons are paired from different π0s
Off-spill– The time during a spill cycle where there is no beam extracted
On-spill– The time during a spill cycle where there is beam extracted; typically
two seconds
Opening the box– Unblinding the the signal region to reveal the data inside
PT– Transverse momentum
PMT– Photomultiplier Tube
POT– Protons on Target
Pedestal– The baseline of a waveform
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Profile plot– A plot in which the data point represents the mean and the width
of the error bar represents the RMS error for a particular slice in the data
PtZ plot– A plot in the reconstructed π0 PT vs reconstructed π
0 Zvtx plane
QCD– Quantum Chromodynamics
RCS– Rapid Cycling Synchrotron
RMS– Root Mean Square
RSc– Randall-Sundrum model with custodial symmetry
Reduction power– The fraction of events that survive a particular cut
SES– Single Event Sensitivity; defined in Section 5.1.2
SINET– Science Information NETwork; a Japanese academic network for uni-
versities and research institutions
SM– Standard Model
SM4– SM with a 4th generation of quarks and leptons
SX– Slow Extraction
SY– Switch Yard
Skewness– The third moment of a probability distribution which measures the
asymmetry of the distribution compared to a Gaussian
Spill cycle– A full acceleration cycle of the proton extraction, typically lasting
5.2 to 6.0 seconds
Spill– A shot of extracted protons from the MR onto the T1 target in a single
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