Abstract-Classification of metal objects is important for landmine and unexploded ordnance applications. Previously, we have investigated optimal classification of landmine-like metal objects using wideband frequency-domain electromagnetic induction data [1]. Here, a suboptimal processor, which is computationally less burdensome than the optimal processor, is discussed. The data is first normalized, exploiting the fact that the level of the response changes significantly while the structure of the magnitude of the response changes only slightly as the target/sensor orientation changes for the class of objects considered. Results indicate that the suboptimal processor performance approaches that of the optimal classifier on normalized data. Thus, normalization mitigates the uncertainty resulting from the target/sensor orientation.
I. INTRODUCTION
T IME-DOMAIN electromagnetic induction (EMI) sensors have been used extensively for landmine and unexploded ordnance (UXO) detection. In order to discriminate targets of interest from other pieces of metal, several modifications to traditional EMI sensors have been considered [2] - [6] . One promising approach is to operate the EMI sensor in the frequency-domain utilizing wideband excitation. The frequency dependence of the induced fields excited by buried conducting targets can then be exploited by a detector.
We previously considered classification of various metal objects using wideband frequency-domain EMI data [1] . The development of the optimal processor integrates a numerical model of wideband EMI responses [2] and a Bayesian decision-theoretic approach. It is of importance in this approach to accurately model the wideband EMI response and to consider uncertainties regarding the target/sensor orientation. We included appropriate treatment of such uncertainty, resulting in significant performance improvement over algorithms in which such information was ignored.
The drawback to the optimal processor is the computational burden. In some scenarios, such as UXO detection and classification where data processing can be performed offline, this computational complexity is not an issue. However, in hu- manitarian and military demining, real-time decision making is required, thus computational complexity becomes problematic. Therefore, the goal of this work is to investigate suboptimal classifiers that continue to incorporate the physical nature of the wideband frequency-domain EMI signal, but are less computationally burdensome. It is shown on both simulated and experimental data that by normalizing the sensor output, a suboptimal processor operating on the normalized data can achieve nearly the same, or in some cases, better classification performance than that of the optimal processor operating on unnormalized data.
II. APPROACH A model-based Bayesian decision-theoretic approach was investigated to discriminate man-made metal targets under conditions where the target/sensor orientation is unknown, since the exact sensor position (where measurements are obtained) relative to the underground objects is unknown in practice [1] . When the exact dimensions, constitutive parameters of the target, and the horizontal and vertical distance from the center of the sensor to that of the target are specified, the theoretical wideband EMI response can be calculated. In order to model the wideband EMI signature of these targets, a method of moment (MoM) analysis was used to predict the theoretical response (in-phase and quadrature voltages) from the targets at the frequencies of interest. To test the effectiveness of the approach, data was collected from a prototype wideband frequency-domain EMI sensor, the GEM-3 [7] , developed by Geophex, Ltd. The discrimination algorithm was applied to both simulated data and experimental data measured using the sensor.
Five metal targets were used for the simulations: an aluminum cone, an aluminum barbell, an aluminum disk, a thick brass disk, and a thin brass disk. This target set was selected because of the similarities in shape of three of the targets to antitank mines and two of the targets to clutter. Twenty-one frequencies, ranging from 4 to 24 kHz in a 1-kHz spacing, were used for both simulations and measurements. It is assumed that the sensor is subject to a small amount of additive Gaussian noise, which was verified during the experimental data acquisition. Let represent the hypothesis that the th target is present, where
The received data from the th target can be expressed as where corresponds to frequency, is the received data of the th target from the sensor, is the model prediction for the th target at the th frequency when the target is at a known position, and is Gaussian noise with zero mean and variance of Let represent the a priori probability that 1070-9908/99$10.00 © 1999 IEEE hypothesis is true, and assume that the cost of a correct decision is zero, and the cost of a wrong decision equals one. The optimal solution for this classification problem [8] is to decide that is true if (1) is satisfied for any where is the probability density or likelihood function of data given is the a posteriori distribution or discriminant function [9] , and is the in-phase and quadrature (assumed independent) data from the sensor at a known position. A uniform prior on is assumed, therefore, When data is received, we decide in favor of hypothesis where Thus, we decide in favor of a hypothesis that has the largest a posteriori probability among the probability density functions. After simplifying, the alternative discriminant function [9] is (2) where is the model prediction of the response of the th target, and is the covariance matrix of
The discriminant function in (2) is optimal only when a target is at a known position, when all the parameters are known, and when the sensor is subject to Gaussian noise. It can be implemented as a bank of "matched" filters. The noise is not identically distributed, and the signals are not of equal energy; thus, these two facts result in a formulation which is similar to, but not identical to, the traditional matched filter A more accurate assumption in practice is that the height and horizontal position between the center of the target and that of the sensor are uncertain. In this case, the matched filterbank is not the optimal solution. The optimal alternative discriminant is (3) where represents the height of the sensor from the target; represent the horizontal position of the center of the target relative to the sensor; and and are the a priori distributions of the position variables, which are assumed independent.
Four scenarios were considered in simulations: 1) target at a known, fixed position; 2) cm, 1.532 cm and ; 3)
is uniformly distributed in a 20 20 cm square, and is fixed; 4) both height and horizontal position are uncertain, following the same distributions as above. The priors placed on the uncertain positional parameters are consistent with those observed in demining applications [10] .
For each target, measurements were taken at 164 positions using the GEM-3. The choices of these locations follow a Gaussian distribution for height and a uniform distribution for horizontal position as in the simulations.
III. ALTERNATIVE PROCESSOR DESIGN
The wideband EMI responses for the same target at different heights and horizontal positions show a somewhat "parallel" structure as a function of frequency [11] . The overall level varies substantially as the target/sensor orientation changes, but the basic structure of the response as a function of frequency changes only slightly. This is because the transfer function of a nonferrous target can be expressed as where is radian frequency, is the th resonant frequency, and is the coefficient corresponding to each resonant frequency. When the target aspect ratios (length versus diameter) are approximately equal, and only the first mode dominates, the frequency response scales directly with variable orientations [11] . Based on this phenomenon, we hypothesized that if the wideband EMI signatures were normalized, performance could be evaluated using a processor that avoids calculating the integration over position uncertainty [as in (3)]. Then, the processor can be implemented as previously described for the "matched filter" case after normalization. Therefore, the outputs of the sensor are normalized so that the energy in the response is equal to unity. This operation essentially decreases the uncertainties of the data collected in an uncertain environment. The suboptimal processor takes the form of (2), which uses the mean signature after normalization over all uncertainties as for the th target. The performance of a matched-filter-like processor cannot exceed the performance of an optimal classifier operating on the same data set. However, by using the suboptimal processor, computational savings are proportional to that required to evaluate the integral shown in (3), thus can be implemented in real time. Table I illustrates the performance of the various processors operating on simulated data before and after normalization for the five metal objects. For the fixed position case, the matchedfilter-like processor is optimal. The results indicate that when there is no uncertainty in the target/sensor orientation (fixed position), performing the normalization degrades the performance of the processor. However, when the target positions are uncertain, better performance can be achieved if the output is normalized. Also, the matched filter performance is quite close to the optimal classifier performance for the normalized data. This indicates that applying the sub-optimal processor to normalized data only slightly sacrifices performance, but computational time is reduced significantly. Interestingly, the optimal classifier operating on the normalized data outperforms the optimal classifier operating on the unnormalized data. This occurs because the normalization uncorrelates the signals to a small extent, which improves classification performance [12] . For instance, the average correlation coefficient decrease before and after normalization between the target 3 and 5 is Table II illustrates the performance of various processors using measured data. Data was gathered from four out of five targets used in simulations. The suboptimal processor using normalized data also performs better in general than the processor using raw sensor output, and the optimal processor after normalization achieves better performance than the processor without normalization. This performance improvement validates the hypothesis that by normalizing the sensor data, the uncertainties associated with the sensor/target position can be decreased. Also, the performance of a matched-filter-like processor operating on normalized data is very close to that of the optimal processor operating on normalized data. However, the computational load is reduced significantly.
IV. RESULTS

V. DISCUSSION
Using wideband frequency-domain EMI data, metal objects of different dimensions and materials can be discriminated via classification algorithms carefully designed using signal detection theory. Since the uncertainty inherent in the sensor output is not only due to the additive noise but also the unknown target/sensor orientation, both facts should be considered during the development of the processor. The optimal classifier, which integrates over the uncertainty in the sensor/target orientation, can provide dramatic performance improvement over a matched-filter-like processor; however, it suffers from a computational burden and is not always practical. For the class of targets considered (target aspect ratio close to one), normalizing the wideband EMI responses, which exploits the physical nature of the signals, mitigates the uncertainties of the response due to the unknown target position. By performing the normalization, a suboptimal processor can provide significant performance improvement over suboptimal processors that operate on raw sensor output, and computational time can be dramatically decreased. Since for general targets the frequency-domain EMI response does not simply scale while the target/sensor orientation changes, we will investigate the relationship of the longitudinal and azimuthal modes of the response and integrate this information into the classifier design.
