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Abstract
It is shown how the property of a Toeplitz matrix to be centro-symmetric or centro-
skewsymmetric, in particular symmetric or skewsymmetric, is reflected in its fundamental
system. Furthermore, centro-symmetric and centro-skewsymmetric Bezoutians are des-
cribed. Finally, the representation of inverses of symmetric and skewsymmetric Toeplitz
matrices by special “fundamental” equations is discussed. © 2002 Published by Elsevier
Science Inc.
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1. Introduction
In the theory of Toeplitz matrices T = [ai−j ] the concept of a fundamental system
plays an important role. The fundamental system of a Toeplitz matrix is a pair of
coprime polynomials u(t) and v(t) such that (see [5]):
• The kernel of T is, provided it is nontrivial, the span of the coefficient vectors
of u(t) and/or v(t) and their shifts.
• If T is nonsingular, then the inverse of T is, up to a constant factor, equal to the
Bezoutian of u(t) and v(t).
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Let us recall that the (Toeplitz) Bezoutian of the polynomials u(t) and v(t) with
degree less than or equal to n is the n× n matrix B(u, v) = [bij ]n−1i,j=0 defined by
n−1∑
i,j=0
bij t
isj = u(t )̂v(s)− v(t )̂u(s)
1 − ts ,
where û(t) = u(t−1)tn, i.e., û(t) is the polynomial with the reversed coefficient vec-
tor.
In this paper we show, roughly speaking, that symmetry properties of the matrix
T are reflected in corresponding symmetries of a fundamental system of T. Further-
more, we ask for conditions on u(t) and v(t) such that the Bezoutian B(u, v) has
symmetry properties. Actually, we will consider Bezoutians in the more generalized
sense as it was introduced for matrix polynomials in [8] and further studied in [2,3,9]
and other papers.
By “symmetry properties” we mean in this paper that the matrix is centro-
symmetric or centro-skewsymmetric. This will include also the usual symmetry and
skewsymmetry.
The symmetry properties of the fundamental systems can be exploited in compu-
tations. In fact, they allow us to reduce the storage requirement by almost 50% and
also allow us to speed up computations by using the “splitting” approach (see [1,4]).
This is in particular important since most of the Toeplitz matrices emerging from
applications are symmetric or skewsymmetric.
Recall that an m× n matrix [aij ]m ni=1, j=1 is called centro-symmetric if
am+1−i,n+1−j = aij and centro-skewsymmetric if am+1−i,n+1−j = −aij for i =
1, . . . , m, j = 1, . . . , n.
Remark. A square Toeplitz matrix or a Bezoutian is centro-symmetric if and only
if it is symmetric, and it is is centro-skewsymmetric if and only if it is skew-
symmetric.
The paper is built as follows. In Section 2 we recall definitions and facts from
[5] in a form which is appropriate for our considerations. In Section 3 we char-
acterize the fundamental systems of centro-symmetric and centro-skewsymmetric
matrices. In particular, we show the somehow surprising result that the fundamental
system of a skewsymmetric Toeplitz matrix consists of two symmetric polynomials
of even degree. In Section 4 we give a description of all centro-symmetric and
centro-skewsymmetric generalized Bezoutians. Finally, Section 5 is dedicated to
the special case of nonsingular symmetric or skewsymmetric Toeplitz matrices. In
particular, we discuss the problem how the fundamental system of symmetric and
skewsymmetric Toeplitz matrices can be obtained from the solution of a single
system T ξ = b.
Let us mention that a characterization of the fundamental system of (block)
centro-symmetric block Toeplitz matrices with rectangular blocks was already given
in [6].
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2. Fundamental systems of general Toeplitz matrices
In this section we introduce the concepts of characteristic degrees and fundamen-
tal system of a general Toeplitz matrix and recall some facts from [5] on the kernel
of Toeplitz matrices. Throughout the paper, let F be a field with characteristic not
equal to two. It is convenient to use polynomial language. If u = [ui]n−10 ∈ Fn, then
we denote by u(t) the polynomial u(t) =∑n−1i=0 uit i . The space of all polynomials
u(t) with u ∈ Fn will be denoted by Fn(t) .
Let
T = [ai−j ]m−1,n−1i=0, j=0
be a given m× n Toeplitz matrix. We say that the matrix T is generated by the vector
a = [ai]m−1i=−n+1 ∈ FN , N = m+ n− 1. The vector a generates also the following
(m+ n− k)× k Toeplitz matrices
Tk(a) =


a−n+k a−n+k−1 · · · a−n+1
a−n+k+1 a−n+k · · · a−n+2
...
.
.
.
...
am−1 am−2 · · · am−k

 ,
where k = 1, . . . , N . In particular, TN(a) = aT. For convenience, we define TN+1(a)
as the zero row of length N + 1.
For a given vector given u = [ui]pi=0 ∈ Fp+1, let Mk(u) denote the (p + k)× k
Toeplitz matrix
Mk(u) =


u0 0
...
.
.
.
up u0
.
.
.
...
0 up


︸ ︷︷ ︸
k
.
Mk(u) is the matrix of the operator of multiplication by u(t) acting from Fk(t) to
Fp+k(t) with respect to the canonical bases. We denote by Mk(u) the range of
Mk(u).
In this paper, two polynomials u(t) ∈ Fp+1(t) and v(t) ∈ Fq+1(t) will be called
coprime if they are coprime in the usual sense and, in addition, the highest order
coefficients of u(t) and v(t) do not vanish both.
The following is shown in [5, Section 5.3]:
Theorem 2.1. For a given vector a ∈ FN, there are two integers p and q, p  q
with p + q = N + 1 and two coprime polynomials u(t) ∈ Fp+1(t), v(t) ∈ Fq+1(t)
such that
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ker Tk(a) =


{0}, k  p,
Mk−p(u), p < k  q,
Mk−p(u)⊕Mk−q(v), q < k.
Here “⊕” denotes the direct sum. In particular, for a /= 0,
ker aT =Mq−1(u)⊕Mp−1(v), FN+1 =Mq(u)⊕Mp(v).
The integers p, q are unique and are called the characteristic degrees. The sys-
tem of polynomials {u(t), v(t)} or of the corresponding coefficient vectors is called
fundamental system of a or of any of the matrices Tk(a) (k = 1, . . . , N). 1
The converse of Theorem 2.1 is also proved in [5, Section 5.3].
Theorem 2.2. Let p and q be positive integers with p + q = N + 1, and let u(t) ∈
Fp+1(t), v(t) ∈ Fq+1(t) be coprime polynomials. Then there is a vector a ∈ FN such
that p and q are the characteristic degrees and {u, v} is a fundamental system of a.
The vector a is unique up to a nonzero constant factor.
3. Fundamental systems of centro-symmetric and centro-skewsymmetric
Toeplitz matrices
We are going to study the specifics of centro-symmetric and centro-skewsymmet-
ric Toeplitz matrices. To begin with, we introduce the matrix of the counteridentity
Jn =

0 1...
1 0



 n.
Clearly, an m× n matrix is A is centro-symmetric or centro-skewsymmetric if and
only if
JmAJn = A, JmAJn = −A,
respectively. From these relations it becomes obvious that the kernels of centro-sym-
metric and centro-skewsymmetric matrices are Jn-invariant subspaces. Since J 2n =
In, the eigenvalues of Jn are ±1.
A vector u ∈ Fn is called symmetric if u = Jnu and skewsymmetric if u = −Jnu.
Let us agree to call a vector flip invariant if it is either symmetric or skewsymmetric.
A polynomial u(t) will be called symmetric, skewsymmetric, or flip invariant if u is
symmetric, skewsymmetric or flip invariant, respectively.
1 In [5] u(t) and v(t) were called characteristic polynomials.
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Our first result is the following.
Proposition 3.1. A centro-symmetric or centro-skewsymmetric Toeplitz matrix has
a fundamental system consisting of two flip invariant vectors. Conversely, if {u, v} is
a fundamental system of a, where u and v are flip invariant, then a is flip invariant.
Proof. Let p and q denote the characteristic degrees of a, p  q, and let {u, v} be a
fundamental system of a, u ∈ Fp+1, v ∈ Fq+1. First we consider the case p < q. If
we choose k = p + 1 in Theorem 2.1, then ker Tk(a) is the span of u. Since ker Tk(a)
is invariant under Jk , u must be flip invariant. We choose now k = q + 1. Then
ker Tk(a) is the direct sum of Mk−p(u), which is invariant under Jk , and the span
of v. One of the vectors v± = v ± Jkv must be nonzero, say v+, without loss of
generality. The vector v+ is now symmetric and does not belong to Mk(u) . Hence
{u, v+} is a fundamental system consisting of flip invariant vectors.
We now consider the case p = q. We choose k = p + 1 in Theorem 2.1. Then
ker Tk(a) is the span of u and v. We consider the four vectors u± = u± Jku and
v± = v ± Jkv, which are all flip invariant. These vectors span ker Tk(a). Now we on-
ly have to choose two nonzero vectors of them to get a fundamental system consisting
of flip invariant vectors.
In order to show the converse, we introduce the matrix
RN(u, v) =
[
MN−p(u)T
MN−q(v)T
]
.
Then RN(u, v)a = 0 and, in view of Theorem 2.1, the kernel of RN(u, v) is one-
dimensional, and, obviously, is a JN -invariant subspace. Thus a is flip invariant.

Let W be an invariant subspace for Jn. Then W can be represented as a direct sum
W = W+ ⊕W−,
where W± is the range of the projections 12 (In ± Jn). W+ consists of symmetric and
W− of skewsymmetric vectors.
Definiton. The integer
sgnW = dimW+ − dimW−
will be called the signature of W.
The following simple observations are important for us.
Lemma 3.2.
1. The signature of the space FN+1 equals 0 if N is odd and equals 1 if N is even.
2. If a ∈ FN is symmetric, then the signature of ker aT equals 0 if N is odd and
equals −1 if N is even.
3. If a ∈ FN is skewsymmetric, then the signature of ker aT equals 2 if N is odd and
equals 1 if N is even.
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Proof. 1. Let {ek} (k = 1, . . . , N + 1) denote the canonical basis of FN+1 = W+ ⊕
W−. Then the vectors ek + eN+2−k with k = 1, . . . ,
[ 1
2 (N + 2)
]
form a basis of W+
and the vectors ek − eN+2−k with k = 1, . . . ,
[ 1
2 (N + 1)
]
form a basis of W−. Here
[x] denotes the integer part of the real number x.
2. Let FN = W+ ⊕W−. Since a is symmetric, aTx = 0 for all x ∈ W−. Hence
the signature of ker aT is by 1 smaller than the signature of FN . This implies the
assertion. A similar argument shows part 3. 
We also need the following obvious lemma.
Lemma 3.3. Let u ∈ Fp+1 be a flip invariant vector. Then Mk(u) is an invariant
subspace for Jn and has the signature
sgnMk(u) =


0, k even,
1, k odd, u symmetric,
−1, k odd, u skewsymmetric.
Now we are in the position to prove our main results.
Theorem 3.4. Let a be skewsymmetric and N odd. Then the Toeplitz matrix Tk(a)
has a fundamental system consisting of two coprime, symmetric polynomials of even
degree. Conversely, any pair of polynomials with these properties is a fundamental
system of some skewsymmetric a ∈ FN .
Proof. According to Proposition 3.1, a has a fundamental system {u(t), v(t)} con-
sisting of flip invariant polynomials. Since N is odd and a is skewsymmetric, the
signature of ker aT equals 2, by part 3 of Lemma 3.2. On the other hand, ker aT =
Mq−1(u)⊕Mp−1(v) . Thus, by Lemma 3.3, sgn ker aT = 2 only if q − 1 and
p − 1 are odd and u and v are symmetric. This proves the first part of the theorem.
Now let u(t) and v(t) be two symmetric, coprime polynomials with even de-
grees p and q. Then the signature of Mq−1(u)⊕Mp−1(v) equals 2. By Proposi-
tion 3.1, these polynomials are a fundamental system of a flip invariant vector
a ∈ FN . The vector a cannot be symmetric, since in this case the signature of
ker aT =Mq−1(u)⊕Mp−1(v) would be zero. 
Theorem 3.5. Let a be symmetric and N odd. Then the Toeplitz matrices Tk(a)
have a fundamental system consisting of two coprime, flip invariant polynomials,
one is symmetric and the other one skewsymmetric. Conversely, any pair of such
polynomials is a fundamental system of some symmetric a ∈ FN.
Proof. By Theorem 2.1 and Proposition 3.1, ker aT =Mq−1(u)⊕Mp−1(v),where
{u, v} is a fundamental system of a consisting of flip invariant polynomials. Due to
part 2 of Lemma 3.2, sgn ker aT = 0. Since p + q = N + 1 is even, p and q are of
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the same parity. In case that both are even by Lemma 3.3, one of the polynomials is
symmetric and the other skewsymmetric. In case both p and q are odd, sgn FN+1 = 0
by part 1 of Lemma 3.2, and FN+1 =Mq(u)⊕Mp(v) by Theorem 2.1. This means
again that one of the polynomials is symmetric, the other skewsymmetric. Now let
u(t) be symmetric, v(t) be skewsymmetric, and u, v be coprime, p, q of the same
parity. Then sgn (Mq−1(u)⊕Mp−1(v)) = 0. By Proposition 3.1 {u, v} is a funda-
mental system of a flip invariant vector a ∈ FN. But a cannot be skewsymmetric
since in this case sgn ker aT = 2 , by part 3 of Lemma 3.2. 
The case of even N can be considered using similar arguments.
Theorem 3.6. Let a be skewsymmetric and N even. Then the Toeplitz matrices Tk(a)
have a fundamental system consisting of two coprime, symmetric polynomials. Con-
versely, any pair of coprime, symmetric polynomials is a fundamental system of
some skewsymmetric a ∈ FN.
Proof. Let again {u, v} be a flip invariant fundamental system of a. We assume,
without loss of generality, that p is odd and q is even. Since sgn FN+1 = sgn ker aT =
1, u and v must be symmetric. Now, let u(t), v(t) be two coprime, symmetric
polynomials with degrees p, q of different parity. Then a must be skewsymmetric.

Theorem 3.7. Let a be symmetric and N even. Then the Toeplitz matrices Tk(a)
have a fundamental system consisting of two coprime, flip invariant polynomials,
one is symmetric of odd degree, the other one skewsymmetric of even degree. Con-
versely, any pair of such polynomials is a fundamental system of some symmetric
a ∈ FN.
Proof. Suppose that {u, v} is a flip invariant fundamental system of a. Assume that,
for example, p is odd and q is even. Then sgn FN+1 = 1, but sgn ker aT = −1. Thus
u must be symmetric and v skewsymmetric. Conversely, let u(t), v(t) be coprime
polynomials with the properties above. Then a must be symmetric. 
4. Centro-symmetric and centro-skewsymmetric Bezoutians
In this section we consider a more general Bezoutian concept than in Section 1.
For its definition we use again polynomial language. We associate an m× n matrix
A = [aij ]m−1, n−1i=0, j=0 with the bivariate polynomial
A(t, s) =
m−1∑
i=0
n−1∑
j=0
aij t
isj .
202 G. Heinig, K. Rost / Linear Algebra and its Applications 343–344 (2002) 195–209
In this language A is centro-symmetric or centro-skewsymmetric if
A(t−1, s−1)tm−1sn−1 = A(t, s), A(t−1, s−1)tm−1sn−1 = −A(t, s),
respectively.
We introduce the transformation ∇ : Fm×n → F(m+1)×(n+1) by
(∇(A))(t, s) = (1 − ts)A(t, s).
An m× n matrix A for which rank∇(A)  r is called r-(Toeplitz) Bezoutian. Bezou-
tians in the sense of Section 1 will be referred to as classical. Classical Bezoutians
are 2-Bezoutians. For this reason, we are mainly interested in the case r = 2.
The following are easily checked.
1. A is centro-symmetric if and only if ∇(A) is centro-skewsymmetric. A is centro-
skewsymmetric if and only if ∇(A) is centro-symmetric.
2. If A is centro-symmetric or centro-skewsymmetric, then the range of ∇(A) is
invariant under Jm+1.
If u is a flip invariant vector, then we define sgn(u) as 1 if u is symmetric and as
−1 if u is skewsymmetric.
Theorem 4.1. Let A be a centro-symmetric or centro-skewsymmetric matrix with
rank∇(A) = r . Then there exist flip invariant vectors gi, hi (i = 1, 2, . . . , r) such
that
∇(A) =
r∑
i=1
gih
T
i (4.1)
and sgn(gi) sgn(hi) = −1 (i = 1, . . . , r) if A is centro-symmetric and sgn(gi)
sgn(hi) = 1 if A is centro-skewsymmetric.
Proof. Clearly, ∇(A) has a representation (4.1), where {gi} ri=1 is a basis of the
column space and {hi} ri=1 a basis of the row space of ∇(A). Since the column space
is flip invariant, we can choose the gi as flip invariant. Since (4.1) is a full-rank
decomposition, for fixed gi , the hi are uniquely determined. We show that these hi
are flip invariant.
Let A be centro-symmetric. Then
∇(A)=−Jm+1∇(A)Jn+1 = −
r∑
i=1
Jm+1gihTi Jn+1
=
r∑
i=1
gi(−sgn(gi))(Jn+1hi)T.
Hence Jn+1hi = −sgn(gi)hi . That means that hi is flip invariant and sgn(gi)
sgn(hi) = −1, which proves the assertion. The case of a centro-skewsymmetric
matrix is analogous. 
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Let us consider now the special case of 2-Bezoutians and write B = B(u1, u2,
v1, v2) if
∇(B) = u1(̂v2)T − u2v̂T1 , (4.2)
where, as above, û := Jnu if u ∈ Fn. B is a classical Bezoutian if u1 = v1 and u2 =
v2, and in this case B(u1, u2) = B(u1, u2, u1, u2).
Theorem 4.2. The general form of a centro-symmetric 2-Bezoutian B = B(u1, u2,
v1, v2) is given by
B = Mm(d1) B(u, v)Mn(d̂2)T, (4.3)
where
u1(t) = u(t)d1(t),
u2(t) = v(t)d1(t),
v1(t) = u(t)d2(t),
v2(t) = v(t)d2(t),
(4.4)
u, v, d1, d2 are flip invariant, u(t) and v(t) are coprime, and
sgn(u) sgn(v) sgn(d1) sgn(d2) = −1. (4.5)
The general form of a centro-skewsymmetric 2-Bezoutian B is also given by (4.3)
and (4.4) with flip invariant u, v, d1, d2, coprime u(t) and v(t), and
sgn(u) sgn(v) sgn(d1) sgn(d2) = 1. (4.6)
Proof. Let ∇(B) be given by (4.2). Taking formally s = t−1 in ∇(B)(t, s), we
obtain
u1(t)v2(t) = u2(t)v1(t). (4.7)
Let d1(t) be the monic greatest common divisor of u1(t) and u2(t), d2(t) the monic
greatest common divisor of v1(t) and v2(t), u1(t) = u(t)d1(t), u2(t) = v(t)d1(t).
Then (4.7) implies v1(t) = u(t)d2(t) and v2(t) = v(t)d2(t). That means we have
representations (4.4), in which u(t) and v(t) are coprime. From these representations
we obtain
∇(B)(t, s) = u1(t )̂v2(s)− u2(t )̂v1(s) = d1(t)(u(t )̂v(s)− v(t )̂u(s))d̂2(s),
which yields the factorization formula (4.3).
The greatest common divisor of two flip invariant polynomials is again flip
invariant. This follows from the uniqueness of the greatest common divisor and
the fact that if d(t) is a common divisor of two flip invariant polynomials u1(t)
and u2(t) and has degree m, then d̂(t) = d(t−1)tm is also a common divisor of
u1(t) and u2(t). Since all polynomials u1(t), u2(t), v1(t), and v2(t) are flip invari-
ant, d1(t) and d2(t) are flip invariant. This implies that u(t) and v(t) are also flip
invariant.
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If B is centro-symmetric, then sgn(u1)sgn(v2) = sgn(u2)sgn(v1)=−1. This im-
plies (4.5). If B is centro-skewsymmetric, then sgn(u1)sgn(v2) = sgn(u2)sgn(v1)
= 1. This implies (4.6), and one direction of the assertion is proved. The converse
direction is proved by direct verification. 
Clearly, representation (4.3) with the given properties is unique if we assume that
d1(t) and d2(t) are monic. A centro-symmetric or centro-skewsymmetric Bezoutian
B = B(u1, u2, v1, v2) is classical if and only if (4.4) is satisfied with d1(t) = d2(t) .
It is nonsingular if and only if d1(t) = d2(t) = 1.
Let us have a closer look at the middle factor of (4.3) for the case that this fac-
tor is centro-skewsymmetric. In this case we have sgn(u) = sgn(v). But sgn(u) =
sgn(v) = −1 is not possible, since then u(t) and v(t) would have a common factor
t − 1, that means these polynomials are not coprime. Thus we have always sgn(u) =
sgn(v) = 1. Moreover, u(t) and v(t) must have even degrees, since otherwise t + 1
would be a common factor of u(t) and v(t). This leads to the following.
Corollary 4.3. Let B be given by (4.3). If
sgn(d1) sgn(d2) = 1
and B is centro-skewsymmetric, or if
sgn(d1) sgn(d2) = −1
and B is centro-symmetric, then both u(t) and v(t) are symmetric and have even
degrees.
With the help of Theorem 4.2 we can also describe symmetric and skewsymmetric
(square) Bezoutians.
Theorem 4.4. The 2-Bezoutian B is symmetric if and only if there exist a symmetric
polynomial u(t) and a skewsymmetric polynomial v(t) such that B = B(ud, vd,
ud̂, vd̂) for some polynomial d(t). B is skewsymmetric if and only if there exist
two symmetric polynomials u(t) and v(t) such that B = B(ud, vd, ud̂, vd̂) for some
polynomial d(t).
Proof. According to the proof of Theorem 4.2, a factorization (4.3) with (4.4) exists,
which is unique if we assume that d1(t) and d2(t) are monic. If B is symmetric, then
B = Mn(d̂2)B(u, v)TMn(d1)T.
Due to uniqueness of representation (4.3), we conclude d1 = d̂2 and B(u, v) =
B(u, v)T, which yields the assertion. Analogously, the skewsymmetric version is
proved. 
Corollary 4.5. If B is a symmetric classical Bezoutian, then there exist a symmetric
u(t) and a skewsymmetric v(t) such that B = B(u, v).
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This was already shown in [7, Proposition 2.6].
Corollary 4.6. If B is a skewsymmetric and nonsingular classical Bezoutian, then
there exist two symmetric polynomials with even degrees u(t) and v(t) such that
B = B(u, v).
This fact also follows from Section 3 by using that inverses of Bezoutians are
Toeplitz.
5. Nonsingular symmetric and skewsymmetric Toeplitz matrices
In this section we assume that T = Tn(a) = [ai−j ] n−1i,j=0 is nonsingular. Recall
that in this case any basis {u, v} of the kernel of Tn+1 = Tn+1(a) = [ai−j ]n−1 ni=1,j=0 is
a fundamental system of T and, vice versa, any fundamental system is of this form.
If T is symmetric, then we may choose u as symmetric, v as skewsymmetric, in case T
is skewsymmetric, then both u and v as symmetric and of odd length (see Theorems
3.4 and 3.5). In the symmetric case two flip invariant elements of a fundamental
system are unique, up to constant factors, in the skewsymmetric case not.
A fundamental system of a general nonsingular Toeplitz matrix is determined
by the solution of two “fundamental equations”, which are systems of equations of
the form T ξ = b for special right-hand sides b. In [5] three versions for this are
presented. The first version is based on the the equations
T x = e1 and T z = g(α), (5.1)
where g(α) = [a−n a1−n · · · a−1]T and α = a−n is fixed. A fundamental system is
then given by {x(t), y(t)}, where
y(t) = tn − z(t).
The second version is based on the equations with the right-hand sides b = e1 and
b = en the solutions of which are just the first and the last columns of the inverse
matrix, whereas the third version uses the equations with b = e1 and b = e2. In the
first version the fundamental system is always determined by the solutions, in the
second version if and only if the first component x0 of x is nonzero, which is equiva-
lent to the nonsingularity of the (n− 1)× (n− 1) principal submatrix Tn−1 of T. In
the third version the fundamental system is determined by the solutions if and only
if the last component of x is nonzero.
In this section we discuss two issues.
1. How a fundamental system of a symmetric or skewsymmetric Toeplitz matrix,
and so the inverse matrix, is determined by one fundamental equation, only?
2. How a fundamental system can be constructed from the solutions of two equations
with symmetric (skewsymmetric) right-hand sides?
The first question seems to be natural. The second question is important for the
splitting approach for symmetric Toeplitz matrices in [4] (see also [1]). The splitting
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approach uses the fact that the subspaces of symmetric and skewsymmetric vectors
are invariant under a symmetric Toeplitz matrix T. Thus T splits into two part. The
consideration will show that it is sufficient to deal only with the symmetric part. The
fundamental system will emerge easily.
5.1. Fundamental system from one solution
First we consider the case b = e1, the first vector in the standard basis. Then the
solution x of T x = e1 is just the first column of the inverse matrix. We introduce the
orthoprojections onto the subspaces of symmetric and skewsymmetric vectors:
P±n = 12 (In ± Jn).
The following is easily checked (see also [7]).
Proposition 5.1. Let T be symmetric. If the first component of the vector x = T −1e1
is nonzero and x˜ = [xT 0 ]T, then {P+n+1x˜, P−n+1x˜} is a fundamental system of T. If
the first component x0 of x equals zero, then x˜ is flip invariant.
To cover also the case of singular Tn−1 we consider the second equation of (5.1).
The following is shown in [7].
Proposition 5.2. Let T be symmetric and y = [−zT 1 ]T, where z is the solution of
the 2nd equation of (5.1). If α is chosen such that x0α2 + 2gTxα + gTT −1g − a0
/= 0, where g = [0 an−1 · · · a1]T, then {P+n+1y, P−n+1y} is a fundamental system
of T.
That means the vector y is flip invariant for at most two values of α. For any other
value of α a fundamental system can be constructed from one solution z.
We now consider the skewsymmetric case. Clearly, in this case n is even and, since
Tn−1 is singular, the vector x˜ is symmetric. This leads to the following surprising
conclusion.
Corollary 5.3. The first column of the inverse of a skewsymmetric Toeplitz matrix
is of the form [ 0 xˇT ]T, where xˇ is symmetric.
From this corollary we conclude that in the skewsymmetric case the matrix T
and, therefore, also its inverse is never determined by x alone. This also concerns the
solution z of the second equation of (5.1). That means one has to look for a different
system. Motivated by the third inversion variant in [5], we try it with the solution w
of Tw = e2, where e2 is the second vector in the standard basis of Fn, i.e., with the
second column of T −1. In this case
u =
[
0
x
]
−
[
w
0
]
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belongs to the kernel of Tn+1 and is, therefore, symmetric. It is nonzero if the last
component of x does not vanish. Taking the symmetry relation of x into account, x
can be computed from w. In fact, let x = [ xk]n−1k=0, w = [wk]n−1k=0. Then x0 = 0 and
xk = xn−k for k = 1, . . . , n− 1. Due to the symmetry of u, we have now
xk = wn−1−k − wk+1 + xk+2
for k = 1, . . . , n− 1, with x−1 = wn = 0. This allows us to compute x recursively.
Provided that the last component of x does not vanish, u and x˜ are linearly indepen-
dent and form a fundamental system of T.
We conjecture that in case that the last r components of x vanish and the previous
one is nonzero, then the vector T −1er+1 will do the job, i.e., from this vector a
fundamental system can be constructed with O(n2) operations.
5.2. Fundamental system from two (skew)symmetric solutions
Our aim is now to discuss to which extend a fundamental system of a symmetric or
skewsymmetric Toeplitz matrix T can be obtained from the solutions of the systems
with symmetric right-hand sides
T x± = P+n e1 and T z± = P+n g(α), (5.2)
where g(α) is defined as in (5.1), and the subscript for x and z is “+” if T is sym-
metric and “−” if T is skewsymmetric. This indicates that x+, z+ will be symmetric,
and x−, z− will be skewsymmetric. If this is possible, then this would mean that
the inverse of T is determined by its restrictions to the subspaces of symmetric or
skewsymmetric vectors. As we have already mentioned above, this is important for
the splitting approach described in [4].
For this we check first whether T itself is completely determined by its restric-
tions to the subspaces of symmetric or skewsymmetric vectors. We consider different
cases.
If n = 2m is even and T = [a|j−k|] is symmetric, then a0, . . . , am can be repro-
duced from T (em + em+1) = T P+n em, up to a constant, and am+1, . . . , an−1 from
T (e1 + en) = T P+n e1 and a0, . . . , am. The operator of the matrix Tσ := [(−1)j−k]
vanishes on all symmetric vectors. That means that T can be reproduced from the
restriction to the subspace of symmetric vectors up to multiple of the matrix Tσ .
Differently, if n = 2m is even and T = [aj−k] is skewsymmetric, then a0 = 0
and a1, . . . , am can exactly be reproduced from T (em + em+1) = T P+n em and am+1,
. . . , an−1 from T (e1 + en) = T P+n e1 and a0, . . . , am.
If n = 2m+ 1 is odd and T is symmetric or skewsymmetric, then a0, . . . , am
can exactly be reproduced from T em+1 = T P+n em+1 and am+1, . . . , an−1 from
T (e1 + en) = T P+n e1 and a0, . . . , am.
For the inverse of T the situation will be analogous. That means, if T is symmetric,
then T −1 will be determined by the solutions of (5.2) exactly in case that n is odd
and up to a constant in case that n is even. If T is skewsymmetric, then T −1 will
always be determined by the solution of (5.2).
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Let us first consider a symmetric nonsingular Toeplitz matrix T. We assume that
α is not one of the (at most two) exceptional values in Proposition 5.2. Let us recall
that in this case the vector y = [−zT 1 ]T is not flip invariant and {y+, y−} is a
fundamental system, where y± = P±n+1y.
We introduce the symmetric vectors which are extensions of the solutions of (5.2)
u+ =

 0x+
0

 , v+ =

 1−z+
1

 . (5.3)
Obviously,
v+(t) = ty(t)+ ŷ(t) = (t + 1)y+(t)+ (t − 1)y−(t), (5.4)
where ŷ = Jn+1y. In order to get an expression for u+ we mention that we have
x˜(t) = x(t) = γy(t)− βŷ(t)
for some constants γ and β with β /= 0. This implies
u+(t)=(γ t − β)y(t)− (βt − γ )ŷ(t)
=(γ − β)(t + 1)y+(t)+ (γ + β)(t − 1)y−(t). (5.5)
From (5.4) and (5.5) we conclude
y+(t) = (β + γ )v+(t)− u+(t)2β(t + 1) , y−(t) =
(β − γ )v+(t)+ u+(t)
2β(t − 1) . (5.6)
The numerator of y−(t) must vanish at t = 1. Therefore,
u+(1)+ (β − γ )v+(1) = 0.
We have v+(1) /= 0. In fact, if v+(1) = 0, then u+(1) = 0. This implies x(1) = 0
and also y(1) = 0. This would mean that the two polynomials of a fundamental
system have a common zero, which is not possible.
The numerator of y+(t) must also vanish at t = −1. This is automatically fulfilled
in the case of even n. In the case of odd n we get an extra condition
u+(−1)− (β + γ )v+(−1) = 0,
where we have, analogously to the case t = 1, v+(−1) /= 0.
We arrive at the following.
Theorem 5.4. Let T be a symmetric nonsingular n× n Toeplitz matrix, and let the
vectors u+ and v+ be defined by (5.3) from the solutions of (5.2), where α is not one
of the exceptional values from Proposition 5.2. Then a fundamental system {w+, w−}
of T is given as follows. If n is odd, then w+(t) is given by
w+(t) = u+(−1)v+(t)− v+(−1)u+(t)
t + 1 ;
if n is even, then, for some constant c,
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w+(t) = cv+(t)− u+(t)
t + 1 .
In all cases
w−(t) = v+(1)u+(t)− u+(1)v+(t)
t − 1 .
The constant c can be obtained by applying a test functional, which could be the
multiplication by any row of Tn+1.
We now consider skewsymmetric Toeplitz matrices. Surprisingly this case is much
simpler, since in this case the vector y is symmetric and x = [ 0 xˇT ]T with a sym-
metric vector xˇ.
Let x−, z− be the solutions of (5.2). We introduce the vectors
u− =

 0x−
0

 , v− =

 −1−z−
1

 . (5.7)
Then we have
v−(t) = (t − 1)y(t), u−(t) = (t − 1)x(t).
Thus the following is true.
Theorem 5.5. Let T be a skewsymmetric nonsingular Toeplitz matrix, and let the
vectors u− and v− be defined by (5.7) from the solutions of (5.2). Then a fundamen-
tal system of T is given by {x(t), y(t)}, where
x(t) = u−(t)
t − 1 , y(t) =
v−(t)
t − 1 .
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