We introduce a first order Total Variation type regulariser that decomposes a function into a part with a given Lipschitz constant (which is also allowed to vary spatially) and a jump part. The kernel of this regulariser contains all functions whose Lipschitz constant does not exceed a given value, hence by locally adjusting this value one can determine how much variation is the reconstruction allowed to have. We prove regularising properties of this functional, study its connections to other Total Variation type regularisers and propose a primal dual optimisation scheme. Our numerical experiments demonstrate that the proposed first order regulariser can achieve reconstruction quality similar to that of second order regularisers such as Total Generalised Variation, while requiring significantly less computational time.
Introduction
Edge preserving regularisation plays a crucial role in imaging applications, in particular in image reconstruction [11] . Total Variation (TV) [27] is perhaps the most popular edge preserving regularisers since it combines the ability to preserve discontinuities in the reconstructions while allowing for rather efficient computations [14] .
A drawback of Total Variation is the so-called staircasing [26, 21] , i.e. the piecewise constant nature of the reconstructions with discontinuities that are not present in the ground truth. To overcome these issues, several regularisers that use second and higher order information (i.e. higher order derivatives) have been introduced. The most successful of them is arguably the Total Generalised Variation (TGV) [3] .
In contrast to Total Variation, which favours piecewise constraint reconstruction, the reconstructions obtained with TGV are piecewise polynomial; in the most popular case of TGV 2 they are piecewise affine.
However, TGV also has some known drawbacks. First, it lacks the maximum principle, i.e. the maximum value of the reconstruction can exceed the maximum value of the original function (this statement will be made more precise in Section 2.3). From the numerical point of view, TGV is typically significantly more expensive than first order methods such as Total Variation.
Therefore, there is an interest in obtaining performance similar to that of TGV with a first order regulariser, i.e. using only derivatives of the first order. Such approaches use infimal convolution type regularisers [9, 10] , where the Radon norm used in Total Variation is convolved with an L p norm, p > 1.
In this work we introduce another infimal convolution type regulariser that is not based on L p norms, but rather on order intervals in the space of (scalar valued) Radon measures. This allows us to decompose a function into a Lipschitz part and a jump part and to spatially adjust the Lipschitz constant of the Lipschitz part.
We start with the following motivation. Let Ω ⊂ R d be a bounded Lipschitz domain and f ∈ L 2 (Ω) a noisy image. Recall the ROF [27] denoising model min u∈BV(Ω)
where D : L 1 (Ω) → M(Ω; R d ) is the weak gradient, M(Ω; R d ) is the space of vector-valued Radon measures and α > 0 is the regularization parameter. Introducing an auxiliary variable g ∈ M(Ω; R d ), we can rewrite this problem as follows min u∈BV(Ω) g∈M(Ω;R d )
Our idea is to relax the constraint on Du as follows min u∈BV(Ω) g∈M(Ω;R d )
for some positive constant, function or measure γ. Here |Du − g| is the variation measure corresponding to Du − g and the symbol " " denotes a partial order in the space of signed (scalar valued) measures M(Ω). This problem is equivalent to min u∈BV(Ω) g∈M(Ω;R d )
which we take as the starting point of our approach. The analysis in this paper assumes that the parameter γ ∈ M(ω) is given a priori and reflects some knowledge about the solution that we are reconstructing. In our numerical experiments (Section 4) we propose a simple procedure for estimating γ from the noisy image in the context of denoising, however, this is not the main purpose of the paper. Future work may involve better approaches to estimating γ from the data, including learning based approaches.
We also emphasise that the regulariser has the same topolgical properties as Total Variation and hence can be used in general regularisation (and not just denoising) in the same scenarios as Total Variation.
The paper is organised as follows. In Section 2 we give three equivalent definitions of the proposed regulariser and study its properties. In Section 3 we introduce a primal-dual scheme that can be used to solve problem (1) . Section 4 contains numerical experiments comparing the performance of TV, TGV and the proposed regulariser TV pwL . This paper extends the results of the conference paper [7] , however, most results presented here are new. The only overlap is Definition 2 (definition of TV pwL ), Theorem 3 (dual formulation of TV pwL ) and Theorem 7 (topological equivalence to Total Variation). The numerical implementation as a primal-dual scheme and numerical experiments are also new.
Definition and Properties
In this section we formally define the regularisation functional in (1) , to which we refer as TV γ pwL . The subscript "pwL" stands for "piecewise Lipschitz" and reflects the fact that, as we shall see, the regulariser promotes reconstructions that are piecewise Lipschitz with (spatially varying) Lipschitz constant γ.
Before we proceed with a formal definition, let us clarify how we understand the inequality sign in (1). Let M(Ω) denote the space of all scalar valued finite Radon measures on Ω. Definition 1. We call a measure µ ∈ M(Ω) positive if for every subset E ⊆ Ω one has µ(E) 0. For two signed measures µ 1 , µ 2 ∈ M(Ω) we say that µ 1 µ 2 if µ 2 − µ 1 is a positive measure.
For every µ ∈ M(Ω), the Hahn decomposition of measures [16] defines two positive measures µ + and µ − such that
where |µ| is the total variation of µ.
Three Equivalent Definitions of TV pwL
In this section we provide three equivalent definitions of TV pwL . We start with the primal formulation. 
where || · || M denotes the Radon norm and |g| is the variation measure [4] corresponding to g, i.e. for any subset E ⊂ Ω
(see also the polar decomposition of measures [1] ).
The use of min instead of inf in Definition 2 is justified, since it is a metric projection onto a closed convex set {g : |g| γ} ⊂ M(Ω; R d ). For γ = 0, we recover Total Variation, i.e.
We can equivalently rewrite Definition 2 using an infimal convolution
It is evident that TV pwL is lower-semicontinuous and convex. As with Total Variation, there exists an equivalent dual formulation of TV pwL . The proof of the next result can be found in [7] , but we include it here for the sake of completeness.
Theorem 3. Let γ ∈ M(Ω) be a positive finite measure and Ω a bounded Lipschitz domain. Then for any u ∈ L 1 (Ω) the TV γ pwL functional can be equivalently expressed as follows
where |ϕ| denotes the pointwise 2-norm of ϕ.
Proof. Since by the Riesz-Markov-Kakutani representation theorem the space of vector valued Radon measures M(Ω; R d ) is the dual of the space C 0 (Ω; R d ), we rewrite the expression in Definition 2 as follows
.
In order to exchange inf and sup, we need to apply a minimax theorem. In our setting we can use the Nonsymmetrical Minimax Theorem from [2, Th. 3.6.4]. Since the set {g | |g| γ} ⊂ M(Ω; R d ) = (C 0 (Ω; R d )) * is bounded, convex and closed and the set {ϕ | ϕ 2,∞ 1} ⊂ C 0 (Ω; R d ) is convex, we can swap the infimum and the supremum and obtain the following representation
Noting that the supremum can actually be taken over ϕ ∈ C ∞ 0 (Ω; R d ), we obtain
which yields the assertion upon replacing ϕ with −ϕ.
Corollary 4. It is evident from the dual formulation that TV pwL is jointly lower-semicontinuous in u and γ. More precisely, let u n → u in L 1 (Ω) and γ n * γ weakly- * in M(Ω), i.e. Ω ϕ dγ n → Ω ϕ dγ for all ϕ ∈ C 0 (Ω). Then
The following result provides an alternative definition of TV pwL , which clarifies what kind of features are penalised by TV pwL .
Theorem 5.
Let Ω be a bounded Lipschitz domain and γ ∈ M(Ω) be a finite positive measure. Then for any u ∈ L 1 (Ω) the functional T V γ pwL can be equivalently expressed as follows
where (·) + denotes the positive part of a measure in the sense of Hahn decomposition.
Proof. The TV pwL functional is given by
Using the Hahn decomposition [16] we can decompose Ω into two disjoint subsets where |Du| − γ 0 and |Du| − γ 0, respectively. Thus, we can split the integral over Ω as follows
Since the two subsets are disjoint, we can optimise over them separately. On {u : |Du| γ} g = |Du| is feasible, hence the first integral vanishes. To estimate the second integral, we observe that for any For the converse inequality, consider a sequence u n ∈ C ∞ 0 (Ω) such that u n → u in L 1 (Ω) and Du n → Du in M(Ω),
i.e. u n → u in the sense of strict convergence [1] . Consider also a sequence γ n ∈ L 1 (Ω) such that
for all ϕ ∈ C 0 (Ω). For every fixed n, the minimum is atained if TV γn pwL (u n ) = min
where · 2 denotes the pointwise 2-norm. For every x ∈ Ω we have that
Since by Corollary 4 TV pwL is jointly lower semicontinuous in u and γ, we get that
which proves the assertion.
Corollary 6. It is also clear from the proof that TV pwL is continuous in BV, i.e. if u n → u in L 1 and Du n → Du in M(Ω) then TV γ pwL (u n ) → TV γ pwL (u).
Coercivity
It is easy to see from Definition 2 that for any γ 0
for all u ∈ L 1 . If γ(Ω) is finite, then we can obtain the converse inequality, up to a constant shift. Therefore, TV pwL and TV are topologically equivalent in the sense that one is bounded if and only if the other one is bounded.
Let Ω ⊂ R d be a bounded Lipschitz domain and γ ∈ M(Ω) a positive finite measure such that γ(Ω) < ∞. The for every u ∈ L 1 (Ω) the following inequalities hold
Proof. We already established the right inequality. For the left one we observe that for any g ∈ M(Ω; R d ) such that |g| γ the following estimate holds
which also holds for the infimum over g.
Maximum Principle
First order TV-type regularisers typically obey the maximum principle: if u solves the ROF denoising problem
where the minima and maxima are understood in the essential sense. Second order regularisers such as Total Generalised Variation (TGV) and second order Total Variation (TV 2 ) lack this property. To see this, consider the following simple example. Let f ∈ L 2 ([−1, 1]) be as follows
Consider the following denoising problem using second order Total Variation TV 2 [13] min where u denotes the second derivative of u. For a sufficently large regularisation parameter α the solution will lie in the kernel of the regulariser, i.e. it will be affine and by symmetry we can assume that it is linear. Hence, for a sufficiently large α, the above problem is equivalent to the following one
It is easy to verify that the minimum is attained at c = 11 16 and u(1) = 11 16 > 1 2 . This example is illustrated in Figure 1 .
It is known that for some combinations of parameters TGV reconstructions coincide with those obtained with TV 2 [25, 24] , hence the above example also applies to TGV. Even in cases when TGV produces reconstructions that are different from both TV and TV 2 , the maximum principle can be still violated as examples in [25] and [24] demonstrate. For instance, Figure 3 in [24] shows the results of TGV denosing of a step function in one dimension and Figure 7 .3 in [25] TGV denoising of a characteristic function of a subinterval. In both cases we see that the maximum principle is violated.
The following result shows that TV pwL obeys the maximum principle. and define a cut-off functionû as followsû
where ∧ denotes the infimum and ∨ the supremum of two functions. Then clearly |Dû| |Du| in the sense of measures. Hence (|Dû| − γ) + (|Du| − γ) + and using Theorem 5 we conclude that
It is also clear that û − f < u − f , unless u =û. Therefore,
Since u is a minimiser, this is a contradiction and thereforeû = u. Hence, c u C, which proves the assertion.
Characterisation as a Convex Conjugate
Theorem 9. TV pwL is the convex conjugate of the following functional f :
Proof. First we note that (γ, |ϕ|) = sup
The convex conjugate of F is given by
for any u ∈ BV(Ω). We further obtain that
Since C ∞ 0 (Ω; R d ) is dense in C 0 (Ω; R d ), we can also take the supremum over ϕ ∈ C 0 (Ω; R d ) and obtain
Since the set {ϕ ∈ C 0 (Ω; R d ) : |ϕ| 1} is convex and the set {g ∈ M(Ω; R d ) : |g| γ} is convex, closed and bounded and M(Ω; R d ) = (C 0 (Ω; R d )) * , we can apply the Nonsymmetrical Minimax Theorem from [2, Th. 3.6.4] and switch the supremum and maximum, obtaining
Remark 10. We notice that for all p the predual of TV pwL is greater or equal to the predual of TV
which agrees with the fact that TV pwL (u) TV(u) for all u (convex conjugation is order reversing).
Infimal-Convolution Type Regularisers
In this section we would like to highlight connections to infimal convolution type TVL p regularisers introduced in [9, 10] . For a u ∈ L 1 (Ω) and 1 < p ∞, TVL p (u) is defined as follows
where β > 0 is a constant. As noted in [7] , that for a weighted ∞-norm, TVL ∞ and TV γ pwL are the same thing, provided that the weighting β = β(x) is chosen appropriately. It turns out that if we optimise jointly over g ∈ M(Ω; R d ) and γ ∈ L p (Ω) for 1 < p < ∞, we can recover other TVL p regularisers.
Consider the following optimisation problem (cf. Definition 2)
If at an optimal solution (g * , γ * ) the constraint |g| γ is inactive in some ω ⊂ Ω with |ω| > 0, then we can decrease the value of the objective by choosingγ := |g * |. Hence, the constraint |g| γ is always active at an optimum and we can write equivalently
which is equivalent to (4).
Numerical Implementation
In this section we will describe a primal-dual scheme we use to solve optimisation problems involving TV pwL . In order to have a fair comparison of different regularisers that is independent of the regularisation parameter, we will solve the following optimisation problem instead of (1)
where f is the noisy data, δ is its noise level and J is the regulariser; we use J = TV; TGV and TV pwL . Problems (5) and (1) are equivalent if the regularisation parameter α is chosen according to the discrepancy principle [17] .
Saddle point problem for TV pwL
We now provide the details of the numerical implementation of (5) as a saddle-point problem. From now on we consider our problem in finite dimensions. The Radon norm · M will become · 2,1 , where the index 2 denotes the inner (pointwise) 2-norm of a vector and 1 denotes the 1-norm over the image domain. We will still use the notation Ω dx for the integral over Ω, understanding that it becomes a summation in finite dimensions.
In this section, we will denote the data constraint by 
where ∇ denotes the (discrete) gradient.
Lemma 11. The Fenchel conjugate of the functional R, evaluated at the dual variable p, is given by:
Proof. We have:
where the last equality is due to Cauchy-Schwarz
which is also sharp if p(x) and z(x) are parallel.
Thus, the saddle point problem associated to (6) 
The saddle-point optimisation problem (7) can be solved by using a Primal-Dual Hybrid Gradient (PDHG) scheme from [12] . Let L 2 = ∇ 2 be the squared operator norm (for which it holds in the discrete setting L 2 8/h when ∇ is approximated with a forward finite discretisation scheme on a grid of size h, typically h = 1). Recalling that the adjoint of ∇ is ∇ = − div, then for θ ∈ [0, 1] and τ, σ > 0 such that τ σL 2 < 1 the PDHG algorithm solving (7) reads as follows
In order to apply the scheme described in (8), we need explicit expressions for the proximal mappings prox σR * ( · ) and prox τ F ( · ), which we obtain in Lemmas 12 and 13 below.
Lemma 12. For a given p (x), let α * (x) be defined as follows
The proximal map of R * is given by
Proof. For a given p , the proximal map of R * is formally written as:
Since only the term p(x), p (x) depends on the direction of p(x), we can choose p(x) = α(x)p (x) with a scalar function α(x) such that
where the second inequality comes from the constraint p 2,∞ 1. Thus we have
which is a quadratic form with roots α 1 (x) = 0, α 2 (x) = 2 1 − σγ(x) p (x) 2 and minimum at
Since α(x) is constrained to 0, p (x) −1 2 , the minimum is at zero whenever α * (x) 0 and at p (x) −1 2 whenever α * (x) p (x) −1 2 . Hence we get that
otherwise.
Lemma 13. The proximal map of F for a given u is
Proof. The proof is straightforward and it is based on a simple projection onto the constraint:
Algorithm 1: PDHG: Primal Dual Hybrid Gradient scheme for solving (7) Input : a noisy image f of size M × N , an estimation γ of ∇u 2 , a bound δ > 0 for the L 2 -norm; Output : the denoised image u; Parameters: maximum number of iterations (maxiter), exit tolerance for the residual (tol), σ, τ > 0 such that στ L 2 < 1, with L 2 = 8.
Function PDHG TVpw:
// Computation of the residual and exit condition
if residual tol then break; end u * = u k+1 ; return As a stopping criterion for the iterations in (8), we compute the difference between two iterates of our Primal-Dual Algorithm as it is done in [18] :
Now that the proximal maps of R * and F are available, we have all the ingredients for the Primal-Dual Hybrid Gradient (PDHG) scheme in 8, detailed in Algorithm 1. The source code is available online 1 .
Discretisation. In the discrete setting, Ω is an imaging domain, i.e. a rectangular grid of M × N pixels, while u denotes the grey-scale image of height M and width N pixels, defined over Ω and taking values in the intensity range [0, 255]. The scalar value u i,j is associated with the intensity value of the image in the position (i, j) of the imaging domain. To generate the differential operator ∇ and its adjoint ∇ * = − div, we use the forward finite difference scheme with Neumann boundary conditions. In particular, (∇u) i,j = (∂ 1 u, ∂ 2 u) i,j reads as follows
The divergence (div p) i,j is defined for the auxiliary variable p = (p 1 , p 2 ) as follows:
Numerical results
In this section, we compare the performance of three regulraisers: TV, TGV and TV pwL in problem (5) . We use the primal dual scheme introduced earlier as well as, for the sake of comparison, CVX (a package for specifying and solving convex programs [20, 19] , used here with default precision). To generate the differential operator for the use in CVX, we use the DIFFOP package [23] .
Dataset. Our dataset is composed of several natural grey-scale images of size 256×256 pixels displayed in Figure 2 . The images are taken from ImageNet (http://http://www.image-net.org/) and from http://decsai.ugr.es/cvg/dbimagenes/g512.php and are free to use. In our experiments we add 10% and 20% additive Gaussian noise to our images, i.e. the noisy data f is given by
where u GT is the ground truth image, n(x) is Gaussian noise of zero mean and variance 0.1*255 or 0.2*255 for 10% and 20%, respectively. The intensity range of ground truth images is [0, 255]. Parameter choice. The study of strategies of estimating the parameter γ of TV γ pwL is beyond the scope of our paper, which assumes that a good estimate of γ has been already obtained. We will use the simple pipeline of estimating γ based on overregularised TV reconstructions presented in [7] without claiming its optimality. These reconstructions will be referred to as "over-TV". To demonstrate the best possible performance of TV γ pwL in the idealistic scenario of exact γ, we also estimate γ using the magnitude (but not the direction) of the gradient of the ground truth image. These reconstructions will be referred to as "GT".
The pipeline from [7] can be summarised as follows. We first denoise f using the ROF model
with a large parameter λ > 0. We choose λ = 500 and solve (13) with a standard Primal-Dual algorithm [12] . Once u is available, we compute the residual r := f − u and smooth it with a Gaussian filter with kernel K ρ of standard deviation ρ > 0, in our experiments ρ = 2, to obtain r ρ := K ρ * r. The parameter γ is estimated from the filtered residual as γ = |∇r ρ |, where | · | denotes the pointwise 2-norm. For the TGV denoising problem min u∈BV(Ω) w∈BD(Ω)
where BD(Ω) is the space of vector fields of bounded deformation on Ω [3] , we choose β = 1.25, which is in the optimal range [1, 1.5] reported in [15] .
A synthetic image. As a toy example, in Figure 3 we show the results for a synthetic image corrupted with 10% of Gaussian noise. This is image is piecewise-affine, making it ideal for second order TGV. The results for TV and TGV are shown in Figures 3c and 3d , respectively. In Figures 3e -3h we show the pipeline for estimating γ as described above and the final result obtained using TV pwL with this γ. We notice the that staircasing in the TV pwL reconstruction (Figure 3h ) is significantly reduced compared to the TV reconstruction (Figure 3c ). In fact, the TV pwL reconstruction is rather close to the one obtained using TGV (Figure 3d ). If we compare the cpu time needed to compute these reconstructions, we notice that TGV is about 5 times slower. In numerical experiments with natural images (that will follow) we will see that TV pwL can be an order of magnitude faster than TGV. In order to show the best performance that TV pwL could obtain with the best possible information about the norm of the gradient, in Figure 3k we demonstrate the results obtained using γ estimated from the ground truth.
Convergence. In Figure 4 we report the "Primal-Dual residual" (residual) defined in 12 for the case of the synthetic results in Figure 3 . We observe that for all regularisers the decay of the residual (in red) is sub-linear when the fidelity constraint is far from being an equality, i.e. Table 1 .
In Figure 5 we report the estimation of γ using either the over-regularised TV reconstruction or the ground truth for a selection of real images from our dataset in Figure 2 and for different noise levels (10% vs. 20%).
In Figures 6 and 7 we display reconstructions obtained with Algorithm 1 from images corrupted with 10% or 20% Gaussian noise, respectively. Total Variation (Figures 6g -6l for 10% noise) produces the expected staircasing, which is significantly reduced with TV pwL (with γ obtained using an overregularised TV reconstruction), as demonstrated in Figures 6m -6r . Reconstructions obtained with TGV (Figures 6s  -6x ) are slightly smoother; the values of SSIM and PSNR are sightly higher, but the computational time is up to an order a magnitude larger (cf., e.g., barbara, cameraman, fish, flowers). Supplied with a good a priori estimate of γ, TV pwL produces reconstructions that have much more details and a much smaller lost of contrast than other regularisers (Figures 6y -6ad) .
The results obtained with CVX demonstrate the same qualitative behaviour ( Table 1) . The reconstructions are almost identical to those obtained with the primal dual scheme and are not shown here.
To investigate the effect of the regularisation parameter λ in (13) that controls the amount of TVoverregularisation used to estimate γ, we perform experiments with λ = 100; 200; 300 and 400 on the butterfly image (with 10% noise). The results are shown in Figure 8 . Surprisingly, although the overregularised TV solutions differ significantly (Figures 8a, 8d, 8g and 8j ) and there is visible difference in the estimated γ (Figures 8b, 8e, 8h and 8k) , the corresponding TV pwL reconstructions differ only marginally, which is also confirmed by the very similar SSIM and PSNR values (Figures 8c, 8f, 8i and 8l ).
Conclusion
In this paper we have analysed a first order TV type regulariser that contains in its kernel all functions with a given (possibly, space dependant) Lipschitz constant and therefore only penalises gradients above a certain predefined threshold. From the theoretical point of view, its properties are similar to those of Total Variation (e.g., both obey a maximum principle). From the numerical point of view, their performance is different; the proposed regulariser significantly reduces staircasing while requiring roughly the same computational time as Total Variation. Compared with Total Generalised Variation, which is a second order regulariser, the proposed regulariser can be up to an order of magnitude faster.
The performance of the proposed regulariser significantly depends on the suitability of the spatially varying Lipschitz constant γ that defines the amount of variation allowed in the reconstruction without any penalty. If a good estimate is available, the results can be much better than with other regularisers.
Ways of finding a good γ, however, are beyond the scope of this paper, where we rather concentrate on theoretical properties and efficient numerical methods in the case when γ is given. We mention, however, that one possible way of estimating γ from a noisy image is using a cartoon-texture decomposition such as in [5, 22, 6] . Table 1 : Results for our dataset of grey-scale images in Figure 2 , corrupted with 10% of Gaussian noise and the PDHG Algorithm 1 (CVX results in brackets). The runtime for TV pwL is up to an order of magnitude smaller than for TGV (e.g., in barbara, cameramen, fish, flowers) and on the same scale as for TV (typically 1.5 − 2 times larger). The reconstruction quality is similar to TGV. TV pwL with γ estimated from the ground truth consistently obtains the best results with a wide margin (although, of course, this is an idealistic situation but it shows nevertheless the potential of TV pwL with a better estimate of γ). The SSIM and PSNR measures do not always reflect the visual results in Figure 6 ; for instance, TV sometimes obtains similar values of SSIM as TGV and TV pwL despite visible staircasing (e.g., in fish). Table 2 : Results for our dataset of grey-scale images in Figure 2 , corrupted with 20% of Gaussian noise and the PDHG Algorithm 1 (CVX results in brackets). The results are qualitatively the same as for 10% noise ( Table 1 ). The runtime for TV pwL is still significantly smaller than for TGV (e.g., in cameraman, fish, flowers) and on the same scale as for TV (typically 2 − 2.5 times larger). The reconstruction quality is similar to TGV and in a few cases even slightly better (brickwall, owl). TV pwL with γ estimated from the ground truth consistently obtains the best results with a wide margin (although, of course, this is an idealistic situation but it shows nevertheless the potential of TV pwL with a better estimate of γ). The SSIM and PSNR measures do not always reflect the visual results in Figure 7 ; for instance, TV sometimes obtains similar results as TGV and TV pwL despite visible staircasing (e.g., in fish). Figure 3 (corrupted with 10% Gaussian noise); in continuous black order 1 and dotted black order 2 of decay. The exit tolerance for the residual is set to tol = 1e-03. Figure 6 : The butterfly, gull and the fish images corrupted with 10% of Gaussian noise and denoised using TV (second row), TGV (forth row) and TV γ pwL with different γ (third and fourth rows). TV produces characteristic staircasing, which is no longer present in the much smoother TGV reconstructions. TV γ pwL with γ estimated from the noisy image is somewhere between TV and TGV: there is no staircasing, but the images are not as smooth as TGV. With γ estimated from the ground truth, TV pwL produces almost perfect reconstructions. We include these images to demonstrate what performance TV pwL can theoretically achieve if supplied with a good parameter γ. We also emphasise that γ only contains information about the magnitude of the gradient, not its direction. 
