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ABSTRACT
Prior to deploying human-robot teams on military missions, system designers need to understand how
design decisions affect team performance. This paper describes a multiagent simulation model that
captures both team coordination and human-robot interaction. The purpose of the model is to evaluate
proposed team designs in uncertain Military Operations in Urban Terrain (MOUT) scenarios and determine
which design factors are most critical to team performance. The simulation model is intended to be a tool
in the systems engineering iterations of proposing designs, testing them, and then evaluating them during
the conceptual design phase. To illustrate the model’s usefulness for this purpose, a fractional factorial
design of experiments is conducted to evaluate team design factors and the two-factor interaction between
controllable factors and noise factors that described the environment and robot reliability. The experi-
mental results suggest that (1) larger teams have more robust performance over the noise factors, (2) robot
reliability is critical to the formation of human-robot teams, and (3) high centralization of decision-making
authority created communication bottlenecks at the commander in large teams. This work contributes to
the agent-based modeling of teams, and to understanding how the U.S. Army can attain its goal of greater
utilization of robots in future military operations. © 2012 Wiley Periodicals, Inc. Syst Eng 15: 000–000, 2012
Key words: agent-based simulation; teams; military operations; shared mental model; system test and
evaluation
1. INTRODUCTION
The U.S. Army continues to advocate for greater utilization
of robots including unmanned ground vehicles (UGVs) and
unmanned aerial vehicles (UAVs) for tasks that have proven
dangerous for soldiers. The U.S. military already makes sig-
nificant use of semiautonomous robots in military operations
including operations in Afghanistan and Iraq, and it has an
overall goal to further develop and deploy more autonomous
robots [Davies, 2009]. However, significant scientific hurdles
remain, so that the deployment of robotic systems increases
performance of the military without degrading the perform-
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ance of the soldiers in the unit [Cosenzo and Barnes, 2010].
It is becoming clear that the robots should be deployed in
human-robot teams that capitalize on the strengths of both
humans and robots [Cosenzo and Barnes, 2010; Parasuraman,
Barnes, and Cosenzo, 2007]. One potential application for
mixed human-robot teams is military operations in urban
terrain (MOUT). Normally, MOUT teams are only composed
of humans. However, advances in technology are such that the
U.S. Army now envisions how semiautonomous robots can
be included in the team composition. These robots will pro-
vide logistical support as well operational support. For exam-
ple, a team for Urban Search and Rescue might be formed of
various human search experts as well as one or more robots
designed to enter small crevices in the rubble inaccessible to
humans [Murphy, 2004]. Thus, robots can be assigned tasks
that are risky, difficult, or dangerous to the human team
members. In these scenarios, robots are no longer regarded as
just another piece of technology; instead, as robot autonomy
increases, then the robot should be considered as a team
member [Hoeft, Kochan, and Jensch, 2007].
The formation of human-robot teams for the military is a
system-of-systems (SoS) engineering effort because it re-
quires the integration of many technologies including sensors,
displays, and robots, as well as the command and control
architecture to coordinate the team’s activities. Many of these
component systems exist, and it their integration into an SoS
that provides the desired capability. An SoS is a set of sepa-
rately acquired systems, often managed under different
authorities that through integrated efforts provide capabilities
in fulfillment of a mission need [Maier, 1998; Sage and
Cuppen, 2001]. Acquisition of new systems by the U.S.
Department of Defense (DoD) employs the Joint Capabilities
Integrated Development System (JCIDS) to determine the
capabilities needed by combatant commands, and to support
the decision of whether to pursue a materiel solution or a
nonmateriel solution and enter the Defense Acquisition Sys-
tem to design and develop the system. To design a system for
this environment requires many iterations of design, analysis,
and evaluation to arrive at a suitable system design [Blanchard
and Fabrycky, 1998; Giachetti et al., 1997]. Early analysis
mostly focuses on the operational performance of the SoS in
executing mission threads. This paper deals with the develop-
ment of an agent-based simulation tool to support the analysis,
testing, and evaluation of the human-robot teaming structures.
Simulation as an evaluation tool is preferred during the early
design stages because it can be used to evaluate many possible
system configurations, in a short period of time, with less
expense than alternative evaluation methods such as physical
prototyping or field testing [Hill, Miller, and McIntyre, 2001].
The U.S. military has long seen simulation as playing an
essential role in the domain of system acquisition because it
allows military planners and system designers to analyze and
understand system performance [National Research Council,
2006]. Moreover, agent-based simulation is especially appro-
priate for modeling and analyzing SoS because of the fidelity
of modeling each component system as an agent with its own
behavior.
The simulation tool alone does not evaluate system de-
signs, but needs to be part of an experimental approach to
derive useful results from the simulation experiments. We see
the tool being used in a design of experiments in two contexts:
first, to conduct screening experiments to identify significant
design factors from a list of many factors and then, second, to
evaluate the performance of system designs under operational
conditions. In the paper, we illustrate how this can be done
with the simulation model. Moreover, it is likely that one or
more technologies used in the human-robot arrangement will
change, or how they are employed will change during its
operational life. The model may also be useful for evaluation
of these changes. As an agent-based model, it is possible to
update the agent representation for just one component, such
as the robot, without needing to change other components in
the simulation model.
The contribution of this research is the development of a
simulation model that can be used by military planners to help
design human-robot teams by understanding command and
control. One of the many challenges is the coordination of
human actions with robot actions. In this paper we describe a
multiagent simulation model of human-robot team behavior
with a focus on coordination processes for MOUT missions.
The underlying concept is that by modeling individual team
member behavior the aggregate team level behavior can be
replicated. The model integrates two separate streams of
research: one in team design and one in human-robot interac-
tion. We have identified the main team factors and relation-
ships from the literature and used this to build the model (See
Rojas and Giachetti [2009] for further details). The simulation
model is used to evaluate team design in an uncertain MOUT
environment. The long-term goal of our research is to develop
theories, models, and tools for human-robot team coordina-
tion in complex, dynamic, and demanding work environments
exemplified by MOUT.
The paper is organized as follows. Section 2 reviews the
literature on simulation of human-robot interaction and of
robotic systems for military applications. Section 3 presents
our human-robot team model and explains how the agent-
based simulation model is constructed. Section 3.4 describes
the simulation scenario and Section 3.5 describes the verifi-
cation and validation performed on the model. Section 4
presents our experimental analysis. Section 5 describes and
discusses the results. Section 6 concludes the paper and dis-
cusses the model’s limitations and need for continuing re-
search.
2. LITERATURE REVIEW
Our research deals with simulating human-robot teams and
can be positioned in relation to two areas of literature: simu-
lation of teams and simulation of robots. Simulation of teams
is a subset of the broader research in simulation of organiza-
tions to allow researchers to generate and test hypothesis of
how organizations work [Carley, 1999; Rouse and Boff,
2005]. The research in simulation of robotic systems can be
further divided into that research that investigates teams of
robots and the research focused on human-robot interaction.
Of the various simulation models, agent-based modeling is
especially good for representing the behavior of the individual
team members and then understanding how it affects overall
team performance [Fan and Yen, 2004].
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The Virtual Design Team (VDT) project was one of the
earliest simulation models developed to study team perform-
ance. VDT is an agent-based simulation model developed to
study project teams such as found in the construction industry
[Kunz, Levitt, and Jin, 1998]. VDT is built on Galbraith’s
information processing theory and uses discrete event simu-
lation of the team member’s actions to understand project
performance. It models a project as a predefined, unchanging
activity network with predefined task assignments for each
team member. Since the original work, extensions to VDT
include adding goal incongruence between team members
[Thomsen, Levitt, and Nass, 2005] and modeling cultural
differences of team members [Horii, Jin, and Levitt, 2005],
and continues to be used [MacKinnon et al., 2007].
The Team-RUP model was developed to study the effects
of team behavior on the performance of software development
teams [Yilmaz and Philips, 2007]. This simulation model
considers a dynamic job environment and provides flexibility
in terms of the organizational structure and size of the organi-
zation being model. Team-RUP is used to investigate the
relationship of autonomy and concurrency in coordination on
the performance of the software development team. It is
developed using the REPAST agent-simulation toolkit. Dong
and Hu [2008] also use REPAST, but to model a team and
conduct studies of a contract net protocol for task allocation
to team members through a bidding process. Their model
incorporates a measure of relationship between team mem-
bers in terms of friendship. The team model is limited to
centralized teams with static structures.
Acquisti et al. [2002] describe ongoing work using an
agent-based modeling system called Brahms to model the
work practices aboard the international space station so that
insights as to how work is actually performed can be incor-
porated into the planning of future crew expeditions. Loper
and Presnell [2005] used agent-based simulation to evaluate
the performance at individual and at aggregated level for the
Georgia Emergency Management Agency (GEMA).
Martínez-Miranda and Pavón [2009] address the problem of
team configuration by modeling the human characteristics of
actual team members such as their creativity, emotional be-
havior, and trust. 
In military modeling, there is great interest in the applica-
tion of agent-based modeling [Crino, 2001]. CAST is an
agent-based model used to model military teams where the
environment and actions are certain but how the system
behavior emerges is unknown [Yen et al., 2001]. CAST im-
plements a shared mental model for the team as a shared
database that all agents have access to. Woodaman [2000]
finds agent-based simulation useful to evaluate operational
policies of soldiers performing riot control duties. The work
on simulating teams by Brennen et al. [2007] is notable as one
of the few that do not use agent-based modeling. They devel-
oped a discrete-event simulation model to analyze team per-
formance for the British navy.
A stream of research is on the modeling, design, and
performance of teams comprised of two or more robots.
Young and Kott [2009] identify some of the issues and pro-
gress against those issues for small teams of robots for mili-
tary operations. These issues include situation awareness and
communication within the robot team. A great deal of research
has been on task assignment in multirobot teams [Mataric,
Sukhatme, and Ostergaard, 2003] and coordination of team
actions [Grabowski and Christiansen, 2005].
One stream of research is simulation of strictly robot teams
to allow system designers to address a broad range of design
problems that arise while developing robot systems. Fried-
mann, Petersen, and von Stryk [2008] develop a simulation
framework to model the physical movement of humanoid
robots so that designers can evaluate the robot kinematics,
dynamics, and interaction with the environment. The simula-
tion model’s behavior is based on a physical model of the
robots mechanical design. Balakirsky, Messina, and Albus
[2002] describe a simulation framework to study multirobot
teams. The USARSim simulation model developed by
Balaguer et al. [2008] is distinguished because it combines
simulation of the physical motion and also the issued related
to human-robot interaction.
Wang and Lewis [2007] describe the use of the USARSim
simulation model to investigate different robot control of
teleoperation, waypoint/heterogeneous robots, waypoint con-
trol/homogeneous robots. Wang and Lewis demonstrate how
the USARSim model can be used to study different methods
of robot control. Researchers have studied various aspects of
search and rescue type missions using agent-based modeling
[Kitano et al., 1999]. Ortiz et al. [2009] use a simulation
model to investigate team performance when replacing a
human team member with a robot for military operations.
The agent-based simulation model in this research is dis-
tinguished from previous research in two main ways. First,
we model a team that has both human and robot members.
Previous research has modeled human teams, robot teams, or
human-robot interaction. Modeling human-robot teams in-
cludes elements of all these aspects in a single model. Second,
the agent-based model we present includes uncertainty in
many parameters. Yen and Fan [2006] model the shared
mental model as a common data repository that all agents have
access to. In actual teams, such a construct does not exist. The
mental model is shared to the degree that there is congruence
between the team members’ mental models, which may be
less than perfect congruence. We represent this less than
perfect sharing through probabilities. Most of the previous
simulation models of team processes consider teams that are
faced with defined and static activity structures. By static
activity structure, the network of activities is known ahead of
time, and no changes to the structure can occur while the
simulation unfolds. In our model, we use a dynamic activity
structure where activities and events unfold probabilistically
such that in each simulation run it is possible that a different
set of activities were performed. Representing uncertainty in
the tasks to be performed is important to the modeling of
military operations. In the next section, we describe our
human-robot team model that builds on the theory of teams
and human-robot interaction.
3. HUMAN-ROBOT TEAM MODEL
A team is a collection of individuals who are interdependent
in their tasks, who share responsibility for outcomes, who see
themselves, and are seen by others, as an intact social-entity
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embedded in a larger social system [Sundstrom, DeMeuse,
and Futrell, 1990]. There is a large body of research on teams
and team performance (see Paris, Salas, and Cannon-Bowers
[2000] and Kendall and Salas [2004] for general reviews). The
reason for selecting an agent-based architecture for the simu-
lation model is the close correspondence to how we view team
composition and team processes. Teams are composed of
members, each with different skills, knowledge, and motiva-
tions. Team members act autonomously and must coordinate
their work with the work of other team members. Coordina-
tion is primarily via communication between members. The
agent-based simulation allows the implementation of this
view by the modeling of each team member as an autonomous
agent, and the agents coordinate by sending/receiving mes-
sages.
The simulation is built using the agent infrastructure Cy-
belePro written in Java. In CybelePro, agents are defined as
“a group of event-driven activities that share data, thread, and
execution concurrency structure.”zaq;1 Activities are internal
to the agent, and act on internal data in response to incoming
events. Other agents are incapable of accessing or manipulat-
ing the internal data, which reinforces the notion of agent
autonomy. In CybelePro, agents generate and deliver events
that may or may not trigger the desired response in other
agents of the multiagent simulation.
The MOUT Team Simulation model has a single task agent
and multiple team member agents as shown in Figure 1. The
task agent defines the mission the team needs to complete.
The mission is divided into activities. Activities are repre-
sented in an activity-on-node network. There are two types of
arcs between activities: Either control arcs that define prereq-
uisites such as the Insert Robot activity must occur prior to
the Robot Search activity, or information arcs that define
information inputs to the activities.
A team member agent represents each team member,
whether a human or robot. The team member agent contains
task processing activities, coordination activities, and deci-
sion-making activities. Task activities are responsible for the
execution of the task or portions of the task assigned to the
agent. Coordination activities execute all the communication
activities performed by the agent. Decision activities contain
the decision rules of how the agent allocates his/her/its atten-
tion to activities and messages. The decision activities serve
as a link between task and coordination activities. For exam-
ple, if a discrepancy or an error event occurs, a decision
activity will evaluate whether to proceed with the rework or
send a communication to a supervisor or another team mem-
ber. The model parameters are shown in Table I. The means
of agent communication, coordination, and the human-robot
interaction are described in the following subsections.
3.1. Communication
In MOUT, the primary means of communication is via radio
transmissions that are monitored by the entire team. For this
reason we model only synchronous communications. When a
message is sent, it can either be broadcast to the group or
directed toward an individual. When directed toward an indi-
vidual, the sender first hails the receiver, waits for confirma-
tion, and then, when confirmation is received, will convey the
message. The message can be heard by all team members
within range, but the sender designates that the message is for
a particular individual; for example, “Sergeant Major, Ser-
geant Major, come in please ....” The length of time a sender
will wait to send a communication is a model parameter.
Messages are ordered by importance of the sender. A receiver
makes a decision whether to receive the message or to finish
the task the receiver is engaged in. This probability depends
Figure 1. Agent model framework. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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on the message importance. To illustrate, a soldier might
acknowledge immediately a message from the commander
whereas in the same situation the soldier might spend a minute
completing his/her task before acknowledging a message
from a mechanic. Consequently, messages may or may not
preempt the receiver. If the receiver does not respond, and the
sender’s wait time is exceeded, then the sender will keep the
message in its outbound message queue to reattempt sending
the message after a random delay, which is an input parameter.
3.2. Coordination
There are two types of coordination among teams: planning
prior to the mission start, and communication during the
mission. Researchers have reported that planning prior to a
mission, during a mission, or both can enhance team perform-
ance [Stout, Cannon-Bowers, and Salas, 1999]. For example,
the team can set goals, create an open environment, share
information related to task requirements (e.g., discuss the
consequences of errors and discuss prepared information),
and clarify each team member’s roles and responsibilities. In
addition, teams can discuss relevant environmental charac-
teristics and constraints (e.g., how high workload affects
performance, how the team will manage this constraint, and
how they will deal with unexpected events), prioritize tasks,
determine what types of information all team members have
access to and what types of information are held by only
certain members, and discuss their expectations, such as how
they will back each other up or self-correct. (For more infor-
mation on team planning, see Zaccaro, Gualtieri, and Min-
ionis [1995] and Hackman [1987]). The military is well aware
of the benefits of preliminary team meetings, and in the
simulation model we model a task planning phase that outputs
a task assignment plan. The task assignment plan is the
agreement of the task structure and which agents do which
tasks, although the commander can change task assignments
as events unfold.
Team effectiveness appears to be enhanced when team
members provide information before they are requested to do
so [e.g., Entin and Serfaty, 1999; Volpe, Cannon-Bowers, and
Salas, 1996]. Further, providing information in advance ap-
pears to be particularly beneficial in situations characterized
by increased workload. For example, Orasanu [1990] found
that when more effective aircrews encountered high-work-
load conditions, copilots (i.e., nonleaders) increased the
amount of information that they provided in advance, whereas
pilots or captains (i.e., leaders) decreased the number of
requests for information. Less effective crews/teams showed
the reverse trend. Considering that Johnston and Briggs
[1968] theorized that communications are restricted in high-
workload conditions, it appears that, in such cases, effective
teams contain at least one member who continues to provide
information so that others do not need to explicitly request it.
A Shared Mental Model (SMM) is a theoretical concept
that provides an explanation of how effective teams are able
to utilize this efficient communication strategy whereas inef-
fective teams are not [Cannon-Bowers, Salas, and Converse,
1993]. In the simulation model, the SMM is implemented by
manipulating two probabilities. First is the probability of
agreement between team members of task assignments during
the mission planning phase. Each team member creates a
mental model of which team member should be assigned to
each task. Second is the probability of unsolicited information
being sent by a team agent, one of the observed behaviors of
teams with a strong SMM. For the first probability, a value of
1 implies all team members are in agreement for task assign-
ments, and a value of 1 for the second probability implies that
information is pushed to the correct team member when
                   Table I. Team Model Parameters
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required in all cases. For example, with a high value for the
SMM, then a soldier who observes a change in his/her envi-
ronment will send the information to the correct recipient
without waiting for a request for that information. 
Team centralization describes where in the team structure
decision authority rests where in centralized teams decision
authority rests with a team leader and in decentralized teams
decision authority is granted to team members who can all
make autonomous decisions for themselves. In centralized
structures, the leader tells each team member what actions
they should or should not take, or alternatively, waits for team
members to make requests for permission to take various
actions. These requests are approved, or denied or amended,
but, in the end, the single person serving as leader has ultimate
authority for what actions are taken. In large organizations,
there may be several layers of leadership and orders and/or
requests may move up and down several layers of hierarchical
management. In decentralized organizational structures, the
team members can act on their own, without prior orders or
having been granted hierarchical permission. Each individual
team member has authority to make their own decisions, and
the role of the team leader is to help support those individuals.
Most organizational structures are neither totally centralized
(where all decisions are made by the top leader) nor totally
decentralized (where team members are totally autonomous),
but instead lie on a continuum where these are the extreme
endpoints.
3.3. Human-Robot Interaction
Human-robot interaction models the workload placed on the
human operator while interacting with the robot, and it models
the performance of the robot. In the simulation model, robot
team members are semiautonomous, which means they cycle
between periods of teleoperation by a human team member
and autonomous action. We assume the robot interaction
scheme is scripted wherein the operator provides the robot
with a series of waypoints, and the robot navigates the route
defined by the waypoints while avoiding obstacles autono-
mously. We adopt the model of Crandall et al. [2005] by
defining neglect time and interaction time for the robot per-
formance. This model was also used by Balaguer et al. [2008]
in their simulation of individual robots. Crandall et al. [2005]
proposed and tested a model of robot effectiveness that cycles
between autonomous operations during which effectiveness
degrades and human teleoperation which restores peak robot
effectiveness. The time periods during which the robot acts
autonomously and under human intervention are termed the
neglect time and interaction time, respectively. Neglect time
(NT) is a function of the robot autonomy or ability to act
independent of the operator and the task complexity. When
the human operator turns his/her attention back to the robot,
there is a time lag before peak performance is attained again;
this time is called the interaction time. Interaction time is a
function of the interface. Interaction time (IT) consists of the
time to switch attention from the secondary task to the primary
task, time required to reestablish context, time to plan, and
time to communicate the plan to the robot. The two metrics
can be used to estimate the amount of time the human operator
must dedicate to the robot, called the robot attention demand.
Given some performance threshold, the robot attention de-
mand (RAD) is IT/(IT + NT). The proportion of free time
available to an operator to dedicate to other activities is simply
1 – RAD. In the simulation model, once the robot is autono-
mous or in neglect time, then its performance will degrade as
a function of its neglect time. This means that the robot’s
movement speed decreases and the probability of robot failure
increases until the operator returns their attention to the robot,
defined as the start of interaction time.
In addition to the autonomous performance of the robot,
we also model the reliability of the robot. Robot reliability is
measured as Mean Time Between Failure (MTBF) and Mean
Time To Repair  (MTTR). The robot availability is
MTBF/(MTBF + MTTR). Robot reliability remains a concern
with some research indicating high downtimes. Carlson and
Murphy [2003] report for their group of robots, used in the
field, a MTBF of 8.3 h and in a given hour each mobile robot
had a 5.5% probability of failure. A robot failure may not be
detected immediately due to operator complacency and lack
of situation awareness [Parasuraman, Sheridan, and Wickens,
2000]. We model this as a robot failure detection probability.
When a robot fails, then a human agent is tasked to investigate
the failure and repair the failure if possible. Collectively, robot
neglect time, interaction time, and reliability capture the
workload placed on the human team members to interact with
the robot.
3.4. Human-Robot Simulation Scenario
The MOUT simulation scenario presented here is one in
which a human-robot team must search for a target in an urban
area. We assume that the search area has already been parti-
tioned into 25 sectors, and that, using previously gathered
intelligence, the team has classified each sector by the prob-
ability of containing the target and the danger level. The
probability of containing the target is high, medium, or low.
The sector’s danger level is also high, medium, or low, and
the danger level aggregates terrain, hostile activity, and other
environmental factors that would affect movement and task
performance. The target is assigned to one of the 25 sectors.
The mission ends when the target is found.
The team composition is shown in Table II. The com-
mander is the team leader, and creates the initial task assign-
ments, assigns search subteams to sectors, and communicates
with the higher-level commander. The search subteams have
at least two members on each subteam: either a soldier and a
robot or two soldiers.
The simulation logic flow for the mission is divided into
two phases: Phase one is the mission planning phase, and
phase two is the actual search mission.
3.4.1. Planning Phase
During the planning phase, the team meets, the commander
briefs the team and makes the initial task assignments, and the
robots are inserted into the first sector. The heuristic algorithm
for the assignment of subteams to sectors is shown in Figure
2. The algorithm seeks to assign subteams so as to minimize
the time of finding the target by searching in decreasing order
of probability of target in sector, and it seeks to minimize the
exposure of human subteams to high danger sectors. During
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the planning phase, there are no random events that change
the process flow. The planning phase ends once the task
assignment plan is generated.
3.4.2. Search Phase
During the search phase, the following activities are done by
each search subteam:
1. The subteam searches their assigned sector. We assume
the same search pattern is used in every sector. The
search pattern is defined by its waypoints, and the robot
or operator moves sequentially from waypoint to way-
point. Given the average speed s of the robot and
distance d, the expected search time for the sector can
be estimated as, t = d/s. The speed is modified by the
sector’s danger-level, such that in a medium danger-
level sector the speed is s, in a low danger-level sector
the speed is 1.2s, and in a high danger-level sector the
speed is 0.8s.
2. For a human subteam, the outcomes of a sector search
are either they find the target or they do not find the
target. For a robot, upon reaching a waypoint, the
outcomes listed in Table III are possible.
3. After searching the entire sector, the search subteam
either continues to their next assigned sector or requests
assignment from the commander to the next sector. The
commander makes the assignment, and the process
repeats for the new sector until the target is found.
It is possible that due to the uncertain and dynamic events
unfolding as the simulation progresses that the initial assign-
ment of subteams to sectors no longer makes sense (e.g., if
one subteam completes a sector earlier than expected). In this
case the commander needs to make a dynamic task assign-
ment, and uses the same logic as presented in Algorithm 1 on
those sectors still not searched.
3.5. Verification and Validation
Ideally, validation would involve comparing the model’s re-
sponse surface for each factor examined with results from
actual teams. There are two problems with this approach in
the current context. First, simulations of military operations
are particularly difficult to validate because combat is singular
in nature and expensive to emulate with actual humans
[Champagne and Hill, 2007]. Second, for agent-based simu-
lation models, this is an immense task given the number of
factors examined. Generally, most models of human behavior
face this same difficulty. Validation of human-behavior mod-
els is difficult because these models are not mathematically
based on physical systems with quantifiable, predictable be-
haviors [Goerger, McGinnis, and Darkin, 2005]. Human be-
havior is characterized by the nonlinear response of human
cognition, the large number of interdependent variables, and
                  Table II. Team Composition
Figure 2. Algorithm to assign subteams to sectors.
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the difficulty in obtaining sufficiently diverse data for tradi-
tional validation.
Acknowledging these difficulties does not mean validation
is not possible. Robinson [1997] argues absolute validity of a
model does not exist. The goal is the model should be dem-
onstrated to be valid for the context in which it will be used
and for the intended purpose of the model [Thompsen et al.,
1999; Burton and Obel, 1995]. Goerger, McGinnis, and
Darkin [2005] studied subject matter expert (SME) validation
of a MOUT simulation model, and recommend techniques to
reduce SME bias and improve consistency. Sterman [2000]
presents an extensive list of evaluations that can be done to
increase confidence of the simulation model.
In this research, the model purpose is to compare the
performance and robustness of different team designs in a
MOUT scenario. We validated the model based on the valida-
tion procedures described by the aforementioned authors
[Sterman, 2000; Goerger, McGinnis, and Darkin, 2005]. Spe-
cifically we first verified the simulation code. We checked the
boundaries of the model and tested extreme values of the input
parameters. Face validity was established by having the model
and scenario reviewed by four subject matter experts, two
with military operational experience. We did experiments by
setting input parameters to extreme values of low and high
within their range, and then recorded the output measures and
did a paired t-test to determine whether the output measures
were statistically different based on the input parameter val-
ues. We did experiments when all the input parameters were
deterministic. Rojas and Giachetti [2009] describe a replica-
tion experiment on the agent-based simulation model com-
paring the simulated results against actual data for a sailing
race committee. The race committee is a team of people who
run sailboat races. Their job is to setup the race course, run
the race, and then score the results. The race committee team
communicates verbally face-to-face, with VHF radios, and
with visual signals such as flags and hand signals, which is
similar to the communication found in MOUT teams. The
race committee team validation accomplishes two things.
First, validation in that scenario suggests the way communi-
cation is modeled is adequate for the MOUT scenario. Sec-
ond, it shows that we were able to calibrate the simulation
model to capture the essential team behavior. What is lacking
from the race committee scenario is the human-robot interac-
tion. As a result of the series of verification and validation
tests, we claim the model performs as designed, and the model
has sufficient external validity to examine differences in team
performance when changing team input parameters within the
ranges studied.
4. EXPERIMENTAL ANALYSIS
To demonstrate how the human-robot team agent-based simu-
lation can be used to evaluate system designs, we conducted
a design of experiments. We identified a subset of simulation
model factors, shown in Table IV, and partitioned them into
those factors we can control and those factors we cannot
control, called the noise factors [Sanchez, 2002]. The factors
were chosen to illustrate how team design affects team coor-
dination when robots are integral part of the team. Centrali-
zation is an important element of team decision-making and
coordination. In general, centralization is more efficient in
achieving coordination and performs well in stable environ-
ments, whereas decentralized teams performance better in
task environments that demand speed [Hollenbeck et al.,
2011]. Research findings on team size are mixed, but many
studies suggest that larger teams suffer coordination problems
that detract from performance Stewart [2006]. However, in
the MOUT scenario, it would be expected that a larger team
could search more sectors and consequently perform better
than a smaller team. Research in human-robot interaction
identifies issues in remote sensing, loss if situation awareness,
and a demand for attention that limits most work to investigate
dyadic relationships between human and robot [Murphy,
2004; Woods et al., 2004]. However, future operations will
likely require humans to supervise multiple robots, and how
this effects overall performance needs to be studied [Duden-
hoeffer, Bruemmer, and Davis, 2001]. Robot supervision also
depends on the reliability of the robot such that lower reliabil-
ity translates into greater demands for command and control
                   Table III. Waypoint Outcomes
        Table IV. Team Design Factors
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[Crandall et al., 2005]. Lastly, the final factor selected was the
danger level as the aggregate measure of the environment, and
was selected because human-robot performance should be
assessed in its environment [Burke et al., 2004].
The experimental design was a 25–1 fractional factorial
design that has five factors, and each factor was manipulated
at two levels as shown in Table IV. We were interested in both
main effects and two-factor interactions so that we could
examine performance over the noise variables. For this reason
we selected an experimental design of resolution V
[Montgomery, 1999; Kleijnen et al., 2005]. A resolution V
design organizes the treatments so that we were able to
estimate all the main effects and all two-factor interactions
cleanly—without worrying about confounding. Therefore,
the initial model had 16 terms—the intercept term, the 5 main
effects, and the 10 two-factor interactions. The experimental
design required 16 runs, and we did four replications for each
run, for a total of 64 separate simulation experiments.
In the simulation model, changing the team centralization
changes the probability the leader makes the decision and the
time an agent will wait for task input requirements. To ma-
nipulate the environment danger level, we set it at two levels
of 30% and 70%, where the percentage is of the number of
sectors that are rated as high danger, which for the 25 sectors
was 8 high-danger sectors for low and 18 high-danger sectors
for high. Other factors not listed in Table IV were held
constant for all experiments. Initially we had planned to
randomly place the target in a sector; however, this would
introduce unnecessary randomness into the mission which
could skew the results for our purposes. Consequently, we
decided to put the target in sector 18.
In the experiments we had measures of performance
(MOP) and measures of effectiveness (MOE). MOP is defined
as observable measures of the team’s skills, strategies, and
processes. The simulation model allowed us to measure the
time spent by each agent doing different activities. We meas-
ured the communication time, the waiting time, the rework
time, the robot supervision time, and the waiting time for all
agents. Additionally, we measured the number of communi-
cations, and the number of communication failures. Collec-
tively, these measures indicated how well the team
coordinates their activities. MOE is the degree to which the
team completed their mission. In the experiments the MOE
was how long it took the team to find the target, called the
total mission time. Additionally, data were collected on the
number of robot failures, which is uncontrollable by the team,
but causes additional work.
5. RESULTS
The experimental data is analyzed using the Statistical Pack-
age for the Social Sciences (SPSS). We conduct separate
ANOVA analysis for each of the MOPs and for the MOE. We
are interested in the interaction effects between controllable
factors and noise factors. First we describe the main effects
and then we describe the interaction effects. The results are
shown graphically, with less emphasis on the actual values but
greater emphasis on the differences because we are concerned
with the relative performance of different team designs.
The main effects for both controllable and noise factors are
significant at the 0.05 level for the mission duration. A notable
interaction is observed between the control factors team size
and team centralization [F(1, 12) = 9.18, p = 0.010]. Figure 3
shows that, for high centralization, small teams perform sig-
nificantly better than large teams. However, for low centrali-
zation there is no statistical difference in the performance of
large versus small teams because the least significant differ-
ence bars, set at a 95% confidence interval, overlap. Intui-
tively, we expect large teams to outperform small teams
because they can search more sectors in a given time. To
explain the counterintuitive result, we analyze the MOP for
waiting time and number of communications. Table V shows
that large teams spend more time waiting and make more
communications for high centralization than for low. Exami-
nation of the simulation output logs shows that, in many
instances, with high centralization, the subteams are waiting
on the commander who has become a bottleneck. For small
teams, the commander does not become a bottleneck because
there are fewer subteams to coordinate. Also, in low centrali-
zation there are instances of multiple subteams searching the
same sector because they did the search on their own initia-
tive; it should be remembered that the subteams have local
information only. This helps explain why small teams do
slightly worse under low centralization than high centraliza-
tion.
As mentioned, it is expected that the large teams should
outperform the small teams because they can search more
sectors simultaneously. It is also expected that the larger
number of robots would reduce the total mission time. The
experiments confirm both expectations, except as noted above
that small teams do better when centralization is high. Figure
4 shows that four robots are more effective than two robots
Figure 3. Team size and centralization.
Table V. Mean Wait Times and Number of Messages
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[F(1, 12) = 44.88, p < 0.001], and larger teams are more
effective than smaller teams [F(1, 12) = 70.13, p < 0.001]. The
lines are not parallel, which suggest that smaller teams cannot
make as effective use of more robots as large teams. In small
teams with four robots, each operator had to control two
robots, whereas in large teams two operators controlled a
single robot and the third operator controlled two robots. The
robot supervision time for small teams with four robots is 78
min, whereas for large teams it is 57 min. Additionally, with
a single operator controlling two robots, the robot that is not
being controlled would reach its neglect time, and its speed
would decrease until the operator could return his attention to
the robot. Many human-robot interaction studies investigate
the workload of robots on humans; the experiment results
suggest that given the modeled values of robot neglect time
and interaction time, the operator can effectively control only
a single robot. The results are consistent with findings in
experiments conducted by Barnes et al. [2006], who found
that the addition of a second UGV was at best marginally
useful.
Figure 5 shows that the interaction effects between the
controllable factor, the number of robots, and the noise factor,
danger level, is significant [F(12, 1) = 28.66, p < 0.001].
Having four robots is more effective than two robots for high
danger levels. At low danger levels the difference between two
and four robots is insignificant. The interaction between team
centralization and danger level is not significant (p-value =
0.067).
The experiments show, as expected, that high-reliability
robots do better than low-reliability robots. However, our
assumption is that robot reliability is uncontrollable, so what
is of interest is the robustness of the control factors over robot
reliability. Large teams did better with low robot reliability
than small teams as shown in Figure 6 [F(12, 1) = 22.35, p <
0.001]. These results suggest that having extra human re-
sources such as mechanics or soldiers can help mitigate
against low robot reliability. Figure 7 shows that having more
robots was better, but the difference is small [F(12, 1) = 9.24,
p = 0.010].
5.1. Limitations
The agent-based model described has several limitations in
representing actual MOUT missions. First, the physical work-
load on a soldier has been shown to affect performance of
cognitive tasks [Perry et al., 2008; Mastroianni, Chuba, and
Zupan, 2003]. MOUT is an example of a complex, dynamic
Figure 5. Number robots and danger level.
Figure 4. Number robots and team size. Figure 6. Team size and robot reliability.
Figure 7. Number of robots and robot reliability.
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task that places both physical as well as cognitive loads on the
soldiers. Our model ignores the physical effort required and
the negative consequences for situation awareness. Also, we
collect all terrain effects into a single danger parameter. The
nature of terrain is more complex; terrain affects mobility,
field of fire, observability, and cover/concealment. Greater
fidelity could be achieved if each of these terrain factors were
operationalized individually as factors affecting robot mobil-
ity, robot failure, communications, and soldier mobility. Fi-
nally, our model does not consider any effects on robot
reliability other than the intrinsic reliability of the robot itself.
So, for example, operator experience does not contribute to
or detract from robot reliability. This assumption is made due
to the limited data available; however, it is possible that
inexperienced robot operators might contribute to poor robot
reliability by how they program waypoints and otherwise
supervise the robot. The model did not include the travel time
to get to a sector. We did not analyze all the possible factors
and interactions in the model.
6. CONCLUSIONS
This paper presents an agent-based simulation model that
makes several contributions. First, the model integrates team
performance theory with human-robot interaction theory.
Second, the model includes complexity due to individual
agent-behavior, how they interact, and due to the uncertainty
present in the environment. Consequently, we are able to
model human-robot teams to understand how they would
perform in MOUT.
To analyze the team performance we conducted a 25–1
fractional factorial design of experiments. The experiments
confirm some expectations and provide other results that are
worth investigating further. The experiments indicate there
are limits to the number of robots that a team can effectively
manage. The larger teams performed better with four robots
whereas the smaller teams had difficulty operating four robots
as indicated by the supervision time. The effectiveness of a
team increases with size, but it is limited by the amount of
coordination possible. Highly centralized, large teams expe-
rienced bottlenecks at the commander as was indicated by the
waiting time difference between low and high centralization.
However, with less centralization, the large teams did better,
even when there was some duplication of searching by the
subteams. Larger teams also performed more robustly with
regard to robot reliability such that when reliability was low,
larger teams performed better than smaller teams.
As Champagne and Hill [2007] note, the value of agent-
based simulation is often in the ability to generate insight and
understanding of why one tactic is preferred to another. The
paper demonstrates the feasibility and utility of analyzing
human-robot interaction using agent-based simulation. While
discussed primarily as a tool for robot team configuration in
this paper, the simulation model also provides system design-
ers with valuable insight into the development of individual
and group behaviors for the team of robots. We foresee the
simulation model being used to analyze system and opera-
tional design concepts, to evaluate the many tradeoffs made
during system design, and also with modification to the agent
descriptions to evaluate proposed changes to robot technol-
ogy and/or operational requirements.
The conclusions drawn are only valid to the extent the
simulation model is consistent with actual systems and sce-
narios. Future work on model validation is needed and we also
need to improve the modeling of the environment, critical to
understanding MOUT. Moreover, future work should incor-
porate not just the cognitive aspects of individual agents but
also the physical aspects such as fatigue, reduction in per-
formance under stress, and other physical constraints.
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