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ASYMPTOTIC STABILITY OF N-SOLITONS IN THE CUBIC NLS EQUATION
AARON SAALMANN
ABSTRACT. In this article we consider the Cauchy problem for the cubic focusing nonlinear Schro¨-
dinger (NLS) equation on the line with initial datum close to a particular N-soliton. Using inverse
scattering and the ∂ method we establish the decay of the L∞(R) norm of the residual term in time.
1. INTRODUCTION
We study the cubic focusing nonlinear Schro¨dinger (NLS) equation
(1.1) iut +uxx +2|u|2u = 0,
on R where u(x, t) : R×R→ C. The initial value problem for (1.1) is globally well posed in
L2(R) due to the results of Tsutsumi [Tsu87]. The linear Schro¨dinger equation iqt + qxx = 0 is
dispersive. Here, dispersion means that any solution q of the linear Schro¨dinger equation has the
property ‖q‖L∞x ∼ t−1/2 as t → ∞. Once nonlinear effects are included soliton solutions appear.
Instead of dispersion, in the NLS equation we have that any solution decomposes into a solitary
wave and a dispersive part as t → ∞.
In this paper we will prove the following completion of Theorem 1.3 in [CP14b]:
Theorem 1.1. Fix s ∈ (1/2,1], pairwise distinct poles z1, ...,zN ∈ C+ and coupling constants
c1, ...,cN ∈ C \ {0} and denote the N-soliton with exactly these parameters by u(sol). Then we
can find ε0,T,C > 0 and solitons u(sol)± with parameters (z′1, ...,z′N;c±1 , ..,c±N) with the following
properties: for any u0 ∈ L2,s(R)∩G such that
(1.2) ε := ‖u0(·)−u(sol)(·, t = 0)‖L2,s(R) < ε0,
the solution of the initial value problem u(·,0) = u0 for (1.1) satisfies
(1.3)
∥∥∥u(·, t)−u(sol)± (·, t)∥∥∥L∞(R) <Cε|t|− 12
for all ±t ≥ T . Additionally we have
(1.4) |z j− z′j|+ |c j− c±j |<Cε
for all 1≤ j ≤ N.
In the proof of Theorem 1.1 we will compute the parameters of u(sol)± explicitly and it will turn
out that the z′j are given by the poles of u0. The coupling constants c±j can also be derived from the
scattering data of u0 via c±j = c′j(Λ
±
j )
2
, where
(1.5) Λ±j := exp
(
∓ 1
2pii
∫
Re(z′j)
∓∞
log(1+ |r(ς))|2
ς − z′j
dς
)
.
In [CP14a] Contreras and Pelinovsky establish the orbital stability of N-solitons in the L2(R) space
under the assumption (1.2). As mentioned by these authors they believed that also the (stronger)
result (1.3) holds. For the proof we consider the Riemann Hilbert problem associated to the NLS
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equation and its solution m. Then motivated by the paper of Cuccagna and Jenkins [CJ14] we
define modifications m→m(1)→m(2)→m(3)→m(4)→m(5)→m(6)→m(7) such that in the end
m(7) is either trivial or corresponds to the 1-soliton or to a breather solution. These modifications
contain the Parabolic Cylinder RHP and the ∂ -method but not the dressing transformation like in
[CP14a].
The paper is organized as follows: Section 2 gives some information about the direct in inverse
scattering transform. Sections 3 - 6 are devoted to the chain of manipulations m → ...→ m(7).
Finally in Section 7 the results will be collected in order to prove Theorem 1.1.
The results in [BJM16] (and also the proofs) are basically the same but developed independently
of each other.
Acknowlegments. I wish to thank Prof. Scipio Cuccagna and Prof. Markus Kunze for useful
discussions.
2. THE INVERSE SCATTERING TRANSFORM AND SOLITON SOLUTIONS
A key ingredient for many results on stability of solitary waves comes from the methods of
inverse scattering. The following theorem summarizes the theory:
Theorem 2.1. Let s ∈ (1/2,1]. There exist open sets GN ⊂ L1(R) (N ∈ N∪{0}) and transforma-
tions
SN :
L2,s(R)∩GN → Hs(R)×CN+×CN∗
u0 7→ (r(z);z1, ...,zN;c1, ...,cN)
such that:
(i) G :=⋃N∈N∪{0}GN is dense in L1;
(ii) The maps SN are locally Lipschitz and one-to-one;
(iii) The solution of (1.1) with u(x,0) = u0(x) and u0 ∈ H1(R)∩L2,s(R)∩GN can be obtained by
the following three steps:
1. Step: Calculate the scattering data associated with u0, i.e. (r(z);z1, ...,zN;c1, ...,cN) :=
SN(u0).
2. Step: Solve the following Riemann Hilbert problem:
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RHP[NLS]:
Find for each (x, t) ∈ R×R a 2×2-matrix valued function C ∋ z 7→ m(z;x, t) which
satisfies
(i) m(z;x, t) is meromorphic in C\R (with respect to the parameter z).
(ii) m(z;x, t) = 1+O (1z ) as |z| → ∞.
(iii) The non-tangential boundary values m±(z;x, t) exist for z ∈ R and satisfy the
jump relation m+ = m−V (r), where
(2.1) V (z;x, t) :=
(
1+ |r(z)|2 eφ (z)r(z)
eφ(z)r(z) 1
)
with
(2.2) φ(z) := 2ixz+4iz2t.
(iv) m has simple poles at z1, ...,zN,z1, ...,zN with
(2.3)
Res
z=zk
m(z;x, t) = lim
z→zk
m(z;x, t)
(
0 0
cke
φk 0
)
,
Res
z=zk
m(z;x, t) = lim
z→zk
m(z;x, t)
(
0 −ckeφ k
0 0
)
.
Here we set
(2.4) φk := φ(zk) (k = 1, ...,N).
3. Step: Calculate the required solution via
(2.5) u(x, t) := 2i lim
z→∞z [m(z;x, t)]12 .
Here [·]12 denotes the 1-2-component of the matrix in the brackets.
The fact that RHP[NLS] is uniquely solvable is pointed out by Deift and Park in [DP11]. For
the convenience of the reader we show roughly how the scattering maps SN are defined: Given a
function u(x) we set
P(z;x) :=
( −iz u(x)
−u(x) iz
)
and consider the ODE
(2.6) vx(z;x) = P(z;x)v(z;x).
We define ψ(±)j ( j = 1,2) to be the unique C2-valued solutions of (2.6) with the boundary condi-
tions
lim
x→±∞ψ
(±)
j (z;x)e
±ixz = e j, j = 1,2,
where e1 = (1,0)T and e2 = (0,1)T . In general if u(·) ∈ L1(R), the functions ψ(−)1 and ψ(+)2
exist for Im z ≥ 0 whereas ψ(+)1 and ψ(−)2 exist for Im z ≤ 0 (see [APT04]). In both cases the
dependence on z is analytic. Due to trP = 0, expressions such as det[ψ(−)1 |ψ(+)2 ] or det[ψ(+)1 |ψ(−)1 ]
do not depend on x. We set
a(z) := det[ψ(−)1 (z;x)|ψ(+)2 (z;x)],
b(z) := det[ψ(+)1 (z;x)|ψ(−)1 (z;x)],
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such that a is defined for z ∈ C+ and b is defined for z ∈ R. Additionally the map z 7→ a(z) is
analytic in the upper plane C+. The sets GN stated in Theorem 2.1 are now defined by the number
of zeros of a:
GN :=
{
u ∈ L1(R)|a admits exactly N simple zeros z1, ...,zN ∈ C+
}
.
In [BC84] Beals and Coifman show, that the GN are indeed open. Furthermore they prove statement
(i) of Theorem 2.1. Now we amount to the definition of the scattering data (r(z);z1, ...,zN;c1, ...,cN):
Reflection coefficient: The so-called reflection coefficient r is given by
(2.7) r(z) := b(z)
a(z)
, z ∈ R.
As it is shown in [CP14b] by Cuccagna, we have r ∈ Hs(R) in the case of u ∈ L2,s(R). Note the
analogy to the Fourier transform. See also [Zho98] for more general results.
Poles: The zk are defined to be the simple zeros of a. Hence, we have a(zk) = 0 but a′(zk) 6= 0
(the ′ indicates the derivative with respect to the complex parameter z). We will refer to them as
poles and we will denote the set {z1, ...,zN} by Z+. Furthermore we set Z− := {z1, ...,zN} and
Z := Z+∪Z−
Norming constants: The so-called norming constants c1, ..,cN are given by ck := γk/a′(zk),
where γk are defined by the equations ψ(−)1 (zk;x) = γkψ
(+)
2 (zk;x). Due to
det[ψ(−)1 (zk;x)|ψ(+)2 (zk;x)] = a(zk) = 0
the two vectors ψ(−)1 (zk;x) and ψ
(+)
2 (zk;x) are indeed linearly dependent, which implies that the
numbers γk exist. They do not depend on x which is verified by differentiation.
Now we turn to the explanation of the second step, stated in Theorem 2.1 (iii). For u ∈ GN it is
an elementary calculation (see [APT04]) to show that
m(z;x) :=

[
ψ(−)1 (z;x)eizx
a(z)
∣∣∣∣∣ψ(+)2 (z;x)e−izx
]
, if z ∈ C+,[
ψ(+)1 (z;x)eizx
∣∣∣∣∣ψ
(−)
2 (z;x)e
−izx
a(z)
]
, if z ∈ C−,
solves the following Riemann Hilbert problem:
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RHP:
Find a 2×2-matrix valued function C ∋ z 7→m(z;x) which satisfies
(i) m(z;x) is meromorphic in z on C\R.
(ii) m(z;x) = 1+O (1z ) as |z| → ∞.
(iii) The non-tangential boundary values m±(z;x) exist for z ∈R and satisfy the jump relation
m+ = m−V , where
(2.8) V (z;x) =
(
1+ |r(z)|2 e−2ixzr(z)
e2ixzr(z) 1
)
.
(iv) m(z;x) has simple poles at z1, ...,zN,z1, ...,zN with
(2.9)
Res
z=zk
m(z) = lim
z→zk
m(z)
(
0 0
cke
2ixzk 0
)
,
Res
z=zk
m(z) = lim
z→zk
m(z)
(
0 −cke−2ixzk
0 0
)
.
From the differential equation (2.6) one can obtain the asymptotic behavior of the functions
ψ(±)j (z;x) as z→ ∞. For instance we have (see page 25 in [APT04])
ψ(±)2 (z;x)e−izx =
(
0
1
)
+
1
2iz
(
u(x)∫±∞
x |u(y)|2dy
)
+O
(
1
z2
)
,
which is equivalent to the following important formula:
u(x) = 2i lim
z→∞z[m(z;x)]12.
Here m(z;x) is the matrix defined from the functions ψ±j as above. So far we have described
the forward scattering and the inverse scattering, since we can reconstruct the function u from its
scattering data.
Now we are going to take into account the time t. If u also depends on t (i.e. u = u(x, t)) and
u(·, t) ∈ L1(R) for any t ∈ R, we can obtain the functions a and b as above for all times t ∈ R.
Thus, we have a(z; t) and b(z; t) and we can ask for the time evolution of these two functions. The
miraculous fact is the following: if u(x, t) solves the NLS equation (1.1) and u(·, t)∈H1(R) for all
t ∈ R, then
∂ta(z; t) = 0 and ∂tb(z; t) = 4iz2b(z; t).
The derivation of these equations is based on the Lax pair representation of the NLS equation
(see [DZ94]). Solving them for a and b we obtain a(z; t) = a(z;0) and r(z; t) = e4iz2tr(z;0). In
particular, if at time t = 0 the function u(x,0) produces N simple zeros z1, ...,zN of z 7→ a(z;0) and
if u evolves accordingly to the NLS equation, then u(·, t) will produce exactly the same N simple
zeros at any other time t ∈ R. In particular, the sets GN are invariant under the flow of the NLS
equation.
Since the poles z1, ...,zN remain unchanged over time, we can find by the same arguments as
above the norming constants ck(t). They now depend on t and their evolution is given by ck(t) =
ck(0)e4iz
2
kt . Altogether the scattering data of a function u(·, t), which is a solution of the NLS
equation (1.1), is given at time t by
(2.10) (e4iz2tr(z);z1, ...,zN;e4iz21tc1, ...,e4iz2NtcN),
where (r(z);z1, ...,zN;c1, ...,cN) are obtained from the initial data u(x,0) = u0(x). Inserting the
time dependence into (2.8) and (2.9) we end up exactly with (2.1) and (2.3). Summarized the
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method of (inverse) scattering works as follows:
(2.11) u0 ∈ L2,s(R)∩GN
❴
NLS equation (1.1)

✤ SN // (r(z);z1, ...,zN;c1, ...,cN)
❴
see (2.10)

u(x, t) (e4iz
2tr(z);z1, ...,zN;e4iz
2
1tc1, ...,e
4iz2NtcN)
✤solve RHP[NLS]oo
We now give a definition of N-solitons in terms of the scattering data:
Definition 2.2. A solution u of (1.1) is called N-soliton or multi-soliton if the initial datum u0
belongs to GN and the corresponding reflection coefficient vanishes (r(z)≡ 0).
If u0 ∈ G0 and r ≡ 0 the Riemann Hilbert problem RHP[NLS] (see Theorem 2.1) then reduces
to: (i) m(z;x, t) is entire (with respect to z); (ii) m(z;x, t) = 1+O(z−1) as |z| → ∞. By Liouville’s
Theorem it follows that m(z;x, t)≡ 1 and applying (2.5) we obtain u(x, t)≡ 0.
In the case of N = 1 the ansatz
m(z;x, t) = 1+ A(x, t)
z− z1 +
A˜(x, t)
z− z1 ,
reduces RHP[NLS] to an algebraic system, which is solved by
(2.12)
A(x, t) =
 2i|c1|2e2Re (φ1(x,t))Im (z1)|c1|2e2Re (φ1(x,t))+4Im (z1)2 0
Im (z1)e
i[arg(c1)+Re (φ1(x,t))]sech
[
−Re (φ1(x, t))− ln
( |c1|
2Im (z1)
)]
0
 ,
A˜(x, t) =
 0 −Im (z1)e−i[arg(c1)+Re (φ1(x,t))]sech
[
−Re (φ1(x, t))− ln
( |c1|
2Im (z1)
)]
0 −2i|c1|
2e2Re (φ1(x,t))Im (z1)
|c1|2e2Re (φ1(x,t))+4Im (z1)2
 .
The explicit solution of the NLS equation, which can now be obtained by the reconstruction for-
mula (2.5), is commonly called soliton or 1-soliton:
(2.13) sol1z1,c1(x, t) :=−2iIm(z1)e−i[arg(c1)+2Re (z1)x+4Re (z
2
1)t]
× sech
[
2Im(z1)(x+4Re(z1)t)− ln
( |c1|
2Im (z1)
)]
.
It describes a single wave packet which is centered at
(2.14) x0 = (2Im(z1))−1 ln
( |c1|
2Im (z1)
)
−4Re (z1)t.
So we see, that the wave is propagating with the velocity v =−4Re (z1). In doing so, its envelope
remains undistorted. Thus sol1z1,c1(x, t) is indeed a soliton in the sense of the definition of Drazin
and Johnson (see Section 1.2 in [DJ89]). Multisolitons are not solitons in the sense of D. and J. but
it can be shown that for Re(z j) 6= Re(zk) ( j 6= k) a N-soliton splits into N individual 1-solitons
(see [ZS72]).
3. SEPARATING THE POLES
The quintessence of Lemmata 3.1 and 3.2 of this section we will be the following observation:
the set of those poles who will contribute to the solution u(x, t) depends on the ratio −x/(4t).
For the parameter
(3.1) ξ := −x
4t
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we find
Reφ(z;x, t) = 8Im (z)t(ξ −Re (z)).
and we conclude for t > 0:
Reφ(z;x, t)> 0, if
{
Im (z)> 0 and Re (z)< ξ ,
or Im (z)< 0 and Re (z)> ξ ,
Reφ(z;x, t)< 0, if
{
Im (z)> 0 and Re (z)> ξ ,
or Im (z)< 0 and Re (z)< ξ .
For the φk defined in (2.4) we have
(3.2) lim
t→∞ |e
φk |=
{
0, if Rezk > ξ ,
∞, if Rezk < ξ ,
and
|eφk |= 1 if Rezk = ξ .
Hence for a fixed ξ the poles z1, ...,zN are split in two classes. We set:
(3.3) ▽(ξ ) := {k ∈ {1, ...,N}|Re zk < ξ} ,△(ξ ) := {k ∈ {1, ...,N}|Re zk ≥ ξ} .
Since we do not exclude the case where two poles have the same real part, we have to label the
poles in a new matter. We group the poles with respect to theirs real parts:
(3.4)

Z+ = {z1, ...,zN}=
{
z
(1)
1 , ...,z
(1)
m1 , z
(2)
1 , ...,z
(2)
m2 , ... ...,z
(K)
1 , ...,z
(K)
mK
}
,
ml ≥ 1, ∑Kl=1 ml = N,
Rez
(l)
j = Rez
(p)
h ⇔ l = p.
For t sufficiently large the set
(3.5) (ξ ) := {z ∈Z ∣∣ |Re(z)−ξ | ≤ 1/√t}
depends only on ξ and is either empty or equals exactly
{
z
(l)
1 , ...,z
(l)
ml ,z
(l)
1 , ...,z
(l)
ml
}
for one certain
l. Now we define the contour
(3.6) Σ(1)(x, t) :=
⋃
z∈Z
z/∈(ξ )
∂B1/√t(z),
Next we set
(3.7) T (z;x, t) := ∏
k∈▽(ξ )
z− zk
z− zk ,
and
(3.8) D(z;x, t) := T (z;x, t)σ3 :=
(
T (z;x, t) 0
0 T (z;x, t)−1
)
,
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such that we are now in a position to formulate the first modification of RHP[NLS]. From now on
we will often drop the dependence on x and t. For m : C→C2×2 we set
(3.9) m(1)(z) :=

m(z)
(
1 − z−zk
cke
φk
0 1
)
D(z), if z ∈ B1/√t(zk),k ∈▽(ξ ),zk /∈(ξ ),
m(z)
(
1 0
−ckeφkz−zk 1
)
D(z), if z ∈ B1/√t(zk),k ∈△(ξ ),zk /∈(ξ ),
m(z)
(
1 0
z−zk
cke
φk 1
)
D(z), if z ∈ B1/√t(zk),k ∈▽(ξ ),zk /∈(ξ ),
m(z)
(
1 cke
φk
z−zk
0 1
)
D(z), if z ∈ B1/√t(zk),k ∈△(ξ ),zk /∈(ξ ),
m(z)D(z), else.
Lemma 3.1. If m(z) solves RHP[NLS], then m(1)(z) defined in (3.9) is a solution to the following
RHP:
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RHP[1]:
(i) m(1)(z) is meromorphic in C\ (Σ(1)∪R).
(ii) m(1)(z) = 1+O (1z ) as |z| → ∞.
(iii) If (ξ ) = ∅, m(1) has no poles (i.e. m(1) is analytic on C \ (Σ(1)∪R)). If (ξ ) consists
of certain zk and zk such that k ∈▽(ξ ), m(1) has simple poles at these zk and zk with:
(3.10)
Res
z=zk
m(1)(z) = lim
z→zk
m(1)(z)
(
0 1
cke
φk (T ′(zk))2
0 0
)
,
Res
z=zk
m(1)(z) = lim
z→zk
m(1)(z)
(
0 0
−1
cke
φk (T ′(zk))2
0
)
.
If (ξ ) consists of certain zk and zk such that k ∈△(ξ ), m(1) has simple poles at these zk
and zk with:
(3.11)
Res
z=zk
m(1)(z) = lim
z→zk
m(1)(z)
(
0 0
cke
φk(T (zk))2 0
)
,
Res
z=zk
m(1)(z) = lim
z→zk
m(1)(z)
(
0 −ckeφ k(T (zk))2
0 0
)
.
(iv) The non-tangential boundary values m(1)± (z) exist for z ∈ Σ(1) ∪R and satisfy the jump
relation m(1)+ = m
(1)
− V (1), where
(3.12) V (1)(z) =

(
1 z−zk
cke
φk (T (z))2
0 1
)
, if z ∈ ∂B1/√t(zk),k ∈▽(ξ ),zk /∈(ξ ),(
1 0
cke
φk (T (z))2
z−zk 1
)
, if z ∈ ∂B1/√t(zk),k ∈△(ξ ),zk /∈(ξ ),(
1 0
− (z−zk)(T (z))2
cke
φk 1
)
, if z ∈ ∂B1/√t(zk),k ∈▽(ξ ),zk /∈(ξ ),(
1 −cke
φk
(z−zk)(T (z))2
0 1
)
, if z ∈ ∂B1/√t(zk),k ∈△(ξ ),zk /∈(ξ ),
D−1(z)V (z)D(z), if z ∈ R.
Proof. (i) is trivial, (ii) is a consequence of
D(z) = 1+O
(
1
z
)
as |z| → ∞.
(iv) is also elementary. It remains to show, that (iii) holds. We have therefore to show that (3.10)
and (3.11) are correct and moreover we have to show that the poles at zk and zk are indeed removed
in the case of zk,zk /∈ (ξ ). Firstly we consider m(1) close to zk in the case where zk /∈ (ξ ) and
k ∈▽(ξ ): Let m be a solution of RHP[NLS]. Then we have
m(z) =
Ak
z− zk +Bk +O(|z− zk|) (as z→ zk)
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with suitable matrices Ak = Ak(x, t) and Bk = Bk(x, t). The residua conditions in RHP[NLS] then
yield the following two relations:
(3.13) Ak
(
0 0
cke
φk 0
)
= 0,
(3.14) Ak = Bk
(
0 0
cke
φk 0
)
.
By definition, (3.13) and (3.14) we get
m(1)(z) = m(z)
(
1 − z−zk
cke
φk
0 1
)
D(z)
=
[
Ak
z− zk
+Bk +O(|z− zk|)
][
1+
(
0 −1
cke
φk
0 0
)
(z− zk)
]

( 0 0
0 1T ′(zk)
)
z− zk +
(
0 0
0 ∗
)
+O(|z− zk|)

= O(1)
and it follows that there is no pole at zk. In the case of k ∈△(ξ ) we find:
m(z)
(
1 0
−ckeφkz−zk 1
)
=
[
Ak
z− zk
+Bk +O(|z− zk|)
]1+
(
0 0
−ckeφk 0
)
z− zk

=
Ak
(
1 0
−ckeφk 1
)
(z− zk)2 +
Bk
(
0 0
−ckeφk 0
)
+Ak
z− zk +O(1)
(3.13)&(3.14)
= O(1)
Since D(z) has no pole at zk (k ∈△(ξ )), it is clear that also m(1)(z) = O(1) as z→ zk.
The calculations for zk /∈(ξ ) (k ∈ (▽(ξ )∪△(ξ ))) are similar. Now we turn to establish the first
line of (3.10): Let us assume zk ∈(ξ ) and k ∈▽(ξ ). We use
m(z) =
Ak
z− zk +Bk +Ck(z− zk)+O(|z− zk|
2)
and
D(z) =
( 0 0
0 1T ′(zk)
)
z− zk
+
(
0 0
0 ∗
)
+
(
T ′(zk) 0
0 ∗
)
(z− zk)+O(|z− zk|2)
to obtain for z close to zk
m(1)(z)
(3.13)
=
Bk
( 0 0
0 1T ′(zk)
)
z− zk
+Ak
(
T ′(zk) 0
0 ∗
)
+Bk
(
0 0
0 ∗
)
+Ck
( 0 0
0 1T ′(zk)
)
+O(|z− zk|).
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On the one hand, from this expansion we find
(3.15) Res
z=zk
m(1)(z) = Bk
( 0 0
0 1T ′(zk)
)
and on the other hand
(3.16)
lim
z→zk
m(1)(z)
(
0 1
cke
φk (T ′(zk))2
0 0
)
=
[
Ak
(
T ′(zk) 0
0 ∗
)
+Bk
(
0 0
0 ∗
)
+Ck
( 0 0
0 1T ′(zk)
)]( 0 1
cke
φk (T ′(zk))2
0 0
)
= Ak
(
0 1
cke
φk T ′(zk)
0 0
)
= Bk
( 0 0
0 1T ′(zk)
)
.
(3.15) and (3.16) prove the first line of (3.10). The second line follows from analog calculations.
Alternatively we can say that the first line of (3.10) implies the second since m(1) obeys the sym-
metry
(3.17) m(1)(z) = σ2m(1)(z)σ2,
which can be derived from the symmetries m(z) = σ2m(z)σ2 and D(z)= σ2D(z)σ2. Now we prove
(3.11). Let zk ∈(ξ ) and k ∈△(ξ ).
Res
z=zk
m(1)(z) =
[
Res
z=zk
m(z)
]
D(zk)
= lim
z→zk
[
m(z)
(
0 0
cke
φk 0
)]
D(zk)
= lim
z→zk
[
m(1)(z)D(zk)−1
(
0 0
cke
φk 0
)]
D(zk)
= lim
z→zk
[
m(1)(z)
(
0 0
cke
φk(T (zk))2 0
)]
Res
z=zk
m(1)(z) =
[
Res
z=zk
m(z)
]
D(zk)
= lim
z→zk
[
m(z)
(
0 −ckeφ k
0 0
)]
D(zk)
= lim
z→zk
[
m(1)(z)D(zk)−1
(
0 −ckeφ k
0 0
)]
D(zk)
= lim
z→zk
[
m(1)(z)
(
0 −cke
φk
(T (zk))2
0 0
)]
= lim
z→zk
[
m(1)(z)
(
0 −ckeφ k(T (zk))2
0 0
)]
The last step is possible, because of the symmetry T (z) = 1T (z) . 
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We have used the function T (z,x, t) to define the transformation m 7→ m(1). As a consequence
the poles at zk (and zk, respectively) are removed and instead a jump on the correspondent disk
boundaries appears. Next we are going to prove rigorously the fact that this jump V (1) on Σ(1)
defined in (3.12) does not meaningfully contribute to the solution of RHP[1] as t → ∞. Therefore
we consider again a Riemann Hilbert problem:
RHP[2]:
Find a 2×2-matrix valued function C ∋ z 7→m(2)(z) which satisfies
(i) m(2)(z) is meromorphic in C\R,
(ii) m(2)(z) = 1+O (1z ) as |z| → ∞,
(iii) If (ξ ) =∅, m(2) has no poles (i.e. m(2) is analytic in C\R). If (ξ ) consists of certain
zk and zk such that k ∈▽(ξ ), m(2) has simple poles at these zk and zk with:
(3.18)
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 1
cke
φk (T ′(zk))2
0 0
)
,
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 0
−1
cke
φk (T ′(zk))2
0
)
.
If (ξ ) consists of certain zk and zk such that k ∈△(ξ ), m(2) has simple poles at these zk
and zk with:
(3.19)
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 0
cke
φk(T (zk))2 0
)
,
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 −ckeφ k(T (zk))2
0 0
)
.
(iv) The non-tangential boundary values m(2)± (z) exist for z ∈ R and satisfy the jump relation
m
(2)
+ = m
(2)
− V (2), where
(3.20) V (2)(z) = D−1(z)V(z)D(z)
RHP[2] can be viewed as RHP[1] with V (1)|Σ(1) ≡ 1. Since limt→∞V (1)(z) = 1 for z ∈ Σ(1), due
to (3.2), it is not surprising that somehow the solution of RHP[1] is converging to that of RHP[2]
as t → ∞. Indeed, we have:
Lemma 3.2. There is a matrix C1(x, t) for which
‖C1‖ ≤ ce−8
√
t (t > 0)
(with c > 0 independent of x) holds and such that
(3.21) m(1)(z) =
[
1+C1
z
+O
(
1
z2
)]
m(2)(z)
as |z|→∞. As indicated by the notation, here m(1) solves RHP[1] and m(2) is a solution to RHP[2],
respectively.
Proof. We claim, that in each of the two cases (ξ ) =∅ and (ξ ) 6=∅ the matrix valued function
C(z) := m(1)(z)
[
m(2)(z)
]−1
is a solution to
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RHP[C]
(i) C is analytic in C\Σ(1).
(ii) C(z) = 1+O (1z ) as |z| → ∞.
(iii) The non-tangential boundary values C±(z) exist for z ∈ Σ(1) and satisfy the jump relation
C+ =C−V (C), where
V (C)(z) = m(2)(z)V (1)
∣∣
Σ(1)(z)
[
m(2)(z)
]−1
.
In order to prove (i), we have to show that
C(z) = O(1) as z→ zk,zk
(if zk,zk ∈(ξ )). We begin with k ∈▽ and consider C(z) close to zk. By detm(1) ≡ detm(2) ≡ 1,
(3.10) and (6.6) (see also (3.13) and (3.14)) we have:
m(1)(z) =
(
0 α
0 β
)
z− zk +
(
α/ηk ∗12
β/ηk ∗22
)
+O(|z− zk|)
[
m(2)(z)
]−1
=
( β˜ −α˜
0 0
)
z− zk +
( ∗˜22 ∗˜12
−β˜/ηk α˜/ηk
)
+O(|z− zk|)
with suitable numbers α,β , α˜, β˜ and ηk := 1ckeφk (T ′(zk))2 . After multiplication we arrive at
C(z) =
(
αβ˜/ηk −αα˜/ηk
ββ˜/ηk −α˜β/ηk
)
+
(
−αβ˜/ηk αα˜/ηk
−ββ˜/ηk α˜β/ηk
)
z− zk +O(1)
= O(1), (z→ zk).
The cases z→ zk and k ∈△ are similar. (ii) and (iii) of RHP[err] are obvious.
Now we turn to the analysis of RHP[err]. First of all we state two properties of the jump matrix
V (C):
(3.22) ‖V (C)−1‖L∞(Σ(1)) ≤ c
√
te−8
√
t
(3.23) ‖V (C)−1‖L2(Σ(1)) ≤ ct1/4e−8
√
t
These two estimates follow directly from the definition of V (1)
∣∣
Σ(1) and ‖m(2)(z)‖ ≤ G for z ∈ Σ(1)
with a bound G, which does not depend on x and t. It is a fact (see Chapter 7 in [AF03]), that the
solution of RHP[err] is given by
(3.24) C(z) = 1+ 1
2pii
∫
Σ(1)
µ(ζ )(V (C)(ζ )−1)
ζ − z dζ ,
where µ ∈ L2(Σ(1)) is the unique solution of
(3.25) (1−CV )µ = 1
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with CV : L2(Σ(1))→ L2(Σ(1)) defined by
(CV f )(x) := limz→x
z∈⊖
1
2pii
∫
Σ(1)
f (ζ )(V (C)(ζ )−1)
ζ − z dζ .
By z ∈ ⊖ we indicate that the limit is to be taken non-tangentially from the minus (right) side of
the (counter-clockwise) orientated contour Σ(1). In other words we set:
⊕ :=
⋃
z∈Z
z/∈(ξ )
B1/√t(z), ⊖ := C\⊕.
We can write CV in terms of the Cauchy projection operator C−Σ(1) : L2(Σ(1))→ L2(Σ(1)) which is
defined by
(C−Σ(1)g)(x) := limz→x
z∈⊖
1
2pii
∫
Σ(1)
g(ζ )
ζ − zdζ
and which has finite L2 → L2 operator norm. Moreover the operator norm is independent of x and
t. We have CV f =C−Σ(1)( f (V (C)−1)) and thus for any f ∈ L2(Σ(1))
‖CV f‖L2(Σ(1)) ≤ const. ‖ f (V (C)−1)‖L2(Σ(1))
≤ const. ‖V (C)−1‖L∞(Σ(1))‖ f‖L2(Σ(1)).
From (3.22) it follows that
‖CV‖L2(Σ(1))→L2(Σ(1)) ≤ c
√
te−8
√
t
with c > 0 independent of x. We conclude that for t sufficiently large 1−CV is invertible and
‖(1−CV )−1‖L2(Σ(1))→L2(Σ(1)) ≤ c˜
with c˜ > 0 independent of x and t. This implies for large t that µ defined by equation (3.25) exists
and satisfies
(3.26) ‖µ‖L2(Σ(1)) ≤ ct−1/4,
where we have to take into account ‖1‖L2(Σ(1)) = 4piwt−1/4 for some integer 0≤ w≤ N. Equation
(3.24) yields for large z ∈ C
C(z) = 1− 1
2piiz
∫
Σ(1)
µ(ζ )(V (C)(ζ )−1)
1− ζz
dζ
= 1− 1
2piiz
∫
Σ(1)
µ(ζ )(V (C)(ζ )−1)
(
1+
∞
∑
n=1
(ζ
z
)n)
dζ
and thus we know how to choose the desired C1 in (5.3):
C1 =− 12pii
∫
Σ(1)
µ(ζ )(V (C)(ζ )−1)dζ .
Making use of (3.23), (3.26) and the Ho¨lder inequality we conclude ‖C1‖ ≤ ce−8
√
t
. 
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4. THE PARABOLIC CYLINDER RHP
The goal of our next modification m(2) 7→m(3) is the removal of the discontinuity on R. We will
use the same technique presented for example in [CP14b], [DM08] and [CJ14]. The first step is
the decomposition of the jump condition V (2) (see (3.20)). We write
V (2)(z) :=
(
1+ |r(2)(z)|2 eφ(z)r(2)(z)
eφ(z)r(2)(z) 1
)
, with r(2)(z) := r(z) ∏
k∈▽(ξ )
(
z− zk
z− zk
)2
and decompose now as follows:
(4.1) V (2)(z;x, t) =
{
U˜LU˜0U˜R, for z < ξ
W˜LW˜R, for z > ξ ,
where
(4.2)
U˜L :=
(
1 0
eφ(z;x,t)R˜4(z) 1
)
, U˜0 :=
[
1+ |r(z)|2]σ3 , U˜R := ( 1 e−φ(z;x,t)R˜3(z)0 1
)
,
W˜L :=
(
1 e−φ(z;x,t)R˜6(z)
0 1
)
, W˜R :=
(
1 0
eφ(z;x,t)R˜1(z) 1
)
.
and
(4.3) R˜4(z) := r
(2)(z)
1+ |r(z)|2 , R˜3(z) :=
r(2)(z)
1+ |r(z)|2 , R˜6(z) := r
(2)(z), R˜1(z) := r(2)(z).
Note that |r(z)|= |r(2)(z)| (z ∈ R) and moreover c1‖r‖Hs(R) ≤ ‖r(2)‖Hs(R) ≤ c2‖r‖Hs(R).
We will extend the functions R˜ j to special domains Ω j which we define to be
Ω1 :=
{
z ∈ C|arg(z−ξ ) ∈
(
0, pi
4
)}
Ω2 :=
{
z ∈ C|arg(z−ξ ) ∈
(
pi
4
,
3pi
4
)}
Ω3 :=
{
z ∈ C|arg(z−ξ ) ∈
(
3pi
4
,pi
)}
Ω4 :=
{
z ∈ C|arg(z−ξ ) ∈
(
pi ,
5pi
4
)}
Ω5 :=
{
z ∈ C|arg(z−ξ ) ∈
(
5pi
4
,
7pi
4
)}
Ω6 :=
{
z ∈ C|arg(z−ξ ) ∈
(
7pi
4
,2pi
)}
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Let now R j be the extensions of R˜ j into Ω j (for j ∈ {1,3,4,6}).
(4.4)
R1(z) := cos(2arg(z−ξ ))r(z)+ [1− cos(2arg(z−ξ ))](z−ξ )−2iν0 r̂0δ 2(z),
R3(z) := cos(2arg(z−ξ )) r(z)1+ |r(z)|2
+[1− cos(2arg(z−ξ ))](z−ξ )2iν0 r̂0
1+ |r̂0|2 δ
−2(z),
R4(z) := cos(2arg(z−ξ )) r(z)1+ |r(z)|2
+[1− cos(2arg(z−ξ ))](z−ξ )−2iν0 r̂0
1+ |r̂0|2 δ
2(z),
R6(z) := cos(2arg(z−ξ ))r(z)+ [1− cos(2arg(z−ξ ))](z−ξ )2iν0 r̂0δ−2(z).
Here we set
(4.5) r(z) :=
{
r(Rez), if Im z = 0,
ϕIm z ∗ r(Rez), if Im z 6= 0,
where ϕ ∈C∞0 (R,R) is of compact support and satisfies
∫
ϕdx = 1. We set ϕε(x) := ε−1ϕ(ε−1x).
ϕε ∗ r denotes the convolution of ϕ and r. Further definitions are
(4.6)
ν0(x, t) :=− 12pi log(1+ |r(ξ )|
2)
r̂0(x, t) := r(ξ )e−2iν0−2β0
δ (z;x, t) := exp
(
1
2pii
∫ ξ
−∞
log(1+ |r(y)|2)
y− z dy
)
β0(x, t) := 12pii
∫ ξ−1
−∞
log(1+ |r(y)|2)
y−ξ dy
+
∫ ξ
ξ−1
log(1+ |r(y)|2)− log(1+ |r(ξ )|2)
y−ξ dy−
ν0
2pii
By replacing R˜ j with R j in (4.2) we can obtain matrices UL,UR,WL and WR, which are extensions
into the same domains Ω j. Using these extensions we now define our third modification by:
(4.7) m(3)(z) :=

m(2)(z)WR(z)−1δ−σ3(z), for z ∈Ω1,
m(2)(z)δ−σ3(z), for z ∈Ω2,
m(2)(z)UR(z)−1δ−σ3(z), for z ∈Ω3,
m(2)(z)UL(z)δ−σ3(z), for z ∈Ω4,
m(2)(z)δ−σ3(z), for z ∈Ω5,
m(z)(2)WL(z)δ−σ3(z), for z ∈Ω6.
The price of this modification will be the loss of analyticity in Ω1∪Ω3∪Ω4∪Ω6 and a jump on
(4.8) Σ(3)(x, t) :=
4⋃
n=1
Σ(3)n ∪{ξ}
with
Σ(3)1 = e
i pi4 R++ξ , Σ(3)2 = e−i
pi
4 R−+ξ , Σ(3)3 = ei
pi
4 R−+ξ , Σ(3)4 = e−i
pi
4 R++ξ ,
inheriting the orientation of R±. In exchange for that the jump on R is removed by (4.7). In order
to measure the non-analyticity of m(3) we use the operator ∂ := 12(∂Re z + i∂Im z):
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Lemma 4.1. If m(2)(z) solves RHP[2], then m(3)(z) defined in (4.7) is a solution to the following
∂ -RHP:
∂ -RHP[3]:
Find for each (x, t)∈R×R a 2×2-matrix valued function C ∋ z 7→m(3)(z;x, t) which satisfies
(i) m(3)(z;x, t) is meromorphic in Ω2∪Ω5 and continuous in Ω1∪Ω3 ∪Ω4∪Ω6∪R (with
respect to the parameter z) and ∂m(3) = m(3)W (3), where
(4.9) W (3)(z) =

(
0 0
−eφ(z)δ−2(z)∂R1(z) 0
)
, for z ∈Ω1,(
0 −e−φ(z)δ 2(z)∂R3(z)
0 0
)
, for z ∈Ω3,(
0 0
eφ(z)δ−2(z)∂R4(z) 0
)
, for z ∈Ω4,(
0 e−φ(z)δ 2(z)∂R6(z)
0 0
)
, for z ∈Ω6.
(ii) m(3)(z;x, t) = 1+O (1z ) as |z| → ∞.
(iii) If (ξ ) = ∅, m(2) has no poles (i.e. m(2) is analytic in Ω2 ∪Ω5). If (ξ ) consists of
certain zk and zk such that k ∈▽(ξ ), m(2) has simple poles at these zk and zk with:
(4.10)
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 1
cke
φk T ′(zk)2δ (zk)−2
0 0
)
,
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 0
−1
cke
φk T ′(zk)
2δ (zk)2
0
)
.
If (ξ ) consists of certain zk and zk such that k ∈△(ξ ), m(2) has simple poles at these zk
and zk with:
(4.11)
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 0
cke
φkT (zk)2δ (zk)−2 0
)
,
Res
z=zk
m(2)(z) = lim
z→zk
m(2)(z)
(
0 −ckeφ kT (zk)2δ (zk)2
0 0
)
.
(iv) The non-tangential boundary values m(3)± (z) exist for z∈Σ(3) and satisfy the jump relation
m
(3)
+ = m
(3)
− V (3), where
(4.12) V (3)(z) =

δ σ3(z)WR(z)δ−σ3(z), for z ∈ Σ(3)1 ,
δ σ3(z)UR(z)δ−σ3(z), for z ∈ Σ(3)2 ,
δ σ3(z)UL(z)δ−σ3(z), for z ∈ Σ(3)3 ,
δ σ3(z)WL(z)δ−σ3(z), for z ∈ Σ(3)4 .
Proof. For z ∈Ω1 we have
∂m(3) = m(2)∂W−1R δ−σ3 = m(3)δ σ3WR∂W−1R δ−σ3 = m(3)W (3).
The same calculation verifies (4.9) for z ∈Ω3∪Ω4∪Ω6. The analyticity of δ (z) implies that m(3)
is meromorphic on Ω2∪Ω5 if m(2) is meromorphic. Hence, in order to prove (i) it remains to show
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that the jump of m(2) on R is indeed removed (i.e. m(3) is continuous on R). For z > ξ we have
m
(3)
+ (z) = m
(2)
+ (z)W˜
−1
R (z)δ−σ3(z), m
(3)
− (z) = m
(2)
− (z)W˜L(z)δ−σ3(z).
Taking into account that δ is analytic for z> ξ and m(2)+ =m(2)− W˜LW˜R (see (4.1) we find m(3)+ =m(3)− .
For z < ξ the function δ has a jump and satisfies δ+ = δ−(1+ |r|2). This is a consequence of the
Plemelj formulae (see [AF03]). Thus we have δ σ3+ = δ σ3− U˜0 for z < ξ and accordingly
m
(3)
+ = m
(2)
+ U˜−1R δ
−σ3
+ = m
(2)
− [U˜LU˜0U˜R]U˜
−1
R [δ
σ3− U˜0]
−1 = m(2)− U˜Lδ−σ3− = m
(3)
− ,
which completes the proof of (i). (ii) follows from δ (z) = 1+O (1z ) as |z| → ∞. (iii) follows
easily from the definition (4.7) and the last point (vi) is also obvious. 
Our next goal is the elimination of the discontinuity of m(3) on Σ(3). The idea is very simple:
We set
(4.13) m(4)(z) := m(3)(z)[D(z)]−1,
where D is chosen such that it admits the same jump on Σ(3) as m(3) and leaves other properties of
m(3) untouched. To be precise we take the solution of the following Riemann Hilbert problem:
RHP[D]:
Find for each (x, t) ∈ R×R a 2×2-matrix valued function C ∋ z 7→ D(z;x, t) which satisfies
(i) D(z;x, t) is analytic in C\Σ(3) (with respect to the parameter z).
(ii) D(z;x, t) = 1+O (1z ) as |z| → ∞.
(iii) The non-tangential boundary values D±(z;x, t) exist for z ∈ Σ(3) and satisfy the jump
relation D+ = D−V (3).
As a consequence we have
m
(4)
+ = m
(3)
+ [D+]
−1 = m(3)− V (3)[D−V (3)]−1 = m
(3)
− [D−]
−1 = m(4)− , z ∈ Σ(3),
thus m(4) is indeed continuous on Σ(3). Furthermore the following lemma holds:
Lemma 4.2. If m(3)(z) solves RHP[3], then m(4)(z) defined in (4.13) is a solution to the following
∂ -RHP:
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∂ -RHP[4]:
Find for each (x, t)∈R×R a 2×2-matrix valued function C ∋ z 7→m(4)(z;x, t) which satisfies
(i) m(4)(z;x, t) is meromorphic in Ω2∪Ω5 and continuous in Ω1∪Ω3∪Ω4∪Ω6∪R∪Σ(3)
(with respect to the parameter z) and ∂ m(4) = m(4)W (4), where
(4.14) W (4)(z) = D(z)W (3)(z)[D(z)]−1
(ii) m(4)(z;x, t) = 1+O (1z ) as |z| → ∞.
(iii) If (ξ ) = ∅, m(4) has no poles (i.e. m(4) is analytic in Ω2 ∪Ω5). If (ξ ) consists of
certain zk and zk such that k ∈▽(ξ ), m(4) has simple poles at these zk and zk with:
(4.15)
Res
z=zk
m(4)(z) = lim
z→zk
m(4)(z)D(zk)
(
0 1
cke
φk T ′(zk)2δ (zk)−2
0 0
)
[D(zk)]−1,
Res
z=zk
m(4)(z) = lim
z→zk
m(4)(z)D(zk)
(
0 0
−1
cke
φk T ′(zk)
2δ (zk)2
0
)
[D(zk)]−1.
If (ξ ) consists of certain zk and zk such that k ∈△(ξ ), m(4) has simple poles at these zk
and zk with:
(4.16)
Res
z=zk
m(4)(z) = lim
z→zk
m(4)(z)D(zk)
(
0 0
cke
φkT (zk)2δ (zk)−2 0
)
[D(zk)]−1,
Res
z=zk
m(4)(z) = lim
z→zk
m(4)(z)D(zk)
(
0 −ckeφ kT (zk)2δ (zk)2
0 0
)
[D(zk)]−1.
The proof of this lemma is elementary and we will skip it here. Instead we have to say a word on
RHP[D]. It can be solved explicitly and the solution has been worked out for example in [CP14b],
[DZ94], [DM08] or [JM11].
Lemma 4.3. (1) RHP[D] has an unique solution,
(2) ‖D(·;x, t)‖L∞(C) ≤C (C does not depend on x and t),
(3) D(z;x, t) = 1+ D1(x,t)z +O(z−2) as |z| → ∞ and |D1(x, t)| ≤ cεt−1/2.
Using the transformation ζ ↔√8t(z−z0) we can transform RHP[D] into the Parabolic Cylin-
der RHP:
(4.17)
 P(ζ ) is analytic for arg(ζ ) /∈ {pi/4,3pi/4,5pi/4,7pi/4},P+(ζ ) = P−(ζ )VP(ζ ) for arg(ζ ) ∈ {pi/4,3pi/4,5pi/4,7pi/4},P(ζ )→ 1 as ζ → ∞,
where
(4.18) VP(ζ ) :=

(
1 0
r0ζ−2iν0eiζ 2/2 1
)
, for arg(ζ ) = pi/4,(
1 r01+|r0|2 ζ 2iν0e−iζ
2/2
0 1
)
, for arg(ζ ) = 3pi/4,(
1 0
r0
1+|r0|2 ζ−2iν0eiζ
2/2 1
)
, for arg(ζ ) = 5pi/4,(
1 r0ζ 2iν0e−iζ 2/2
0 1
)
, for arg(ζ ) = 7pi/4.
,
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The statements of Lemma 4.3 on D(z)= P(
√
8t(z−z0)) are consequences of analogous statements
on P which are well known and derived in the references mentioned above.
5. THE ∂ -METHOD
In this section we show that for large t we can forget about the ∂ part. The proof is taken from
[DM08]. We consider ∂ -RHP[4] with W (4) ≡ 0:
RHP[5]:
Find for each (x, t)∈R×R a 2×2-matrix valued function C ∋ z 7→m(4)(z;x, t) which satisfies
(i) m(5)(z;x, t) is meromorphic in C.
(ii) m(5)(z;x, t) = 1+O (1z ) as |z| → ∞.
(iii) If (ξ ) = ∅, m(5) has no poles (i.e. m(5) is analytic in Ω2∪Ω5). If (ξ ) consists of
certain zk and zk such that k ∈▽(ξ ), m(5) has simple poles at these zk and zk with:
(5.1)
Res
z=zk
m(5)(z) = lim
z→zk
m(5)(z)D(zk)
(
0 1
cke
φk T ′(zk)2δ (zk)−2
0 0
)
[D(zk)]−1,
Res
z=zk
m(5)(z) = lim
z→zk
m(5)(z)D(zk)
(
0 0
−1
cke
φk T ′(zk)
2δ (zk)2
0
)
[D(zk)]−1.
If (ξ ) consists of certain zk and zk such that k ∈△(ξ ), m(5) has simple poles at these zk
and zk with:
(5.2)
Res
z=zk
m(5)(z) = lim
z→zk
m(5)(z)D(zk)
(
0 0
cke
φkT (zk)2δ (zk)−2 0
)
[D(zk)]−1,
Res
z=zk
m(5)(z) = lim
z→zk
m(5)(z)D(zk)
(
0 −ckeφ kT (zk)2δ (zk)2
0 0
)
[D(zk)]−1.
Lemma 5.1. Let m(4) solve ∂ -RHP[4] and m(5) be a solution to RHP[5]. Then there is a matrix
E1(x, t) for which
‖E1‖ ≤ ct−1/2 (t > 0)
(with c > 0 independent of x) holds and such that
(5.3) m(4)(z) =
[
1+
E1
z
+O
(
1
z2
)]
m(5)(z)
as |z| → ∞.
Proof. It can be easily verified that E(z) := m(4)(z)[m(5)(z)]−1 solves the following ∂ -problem:
∂ -problem for E:
Find for each (x, t) ∈ R×R a 2×2-matrix valued function C ∋ z 7→ E(z;x, t) which satisfies
(i) E(z) is continuous in C,
(ii) E(z;x, t) = 1+ E1z O
(
1
z2
)
as |z| → ∞, z ∈Ω2∪Ω5,
(iii) ∂E = EW with W = m(5)W (4)[m(5)]−1.
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As described in [CP14a, Section 3], the solution E is obtained by taking the unique solution of
E = 1+ J(E). The operator J : L∞(C)→ L∞(C)∩C0(C) is defined by
(5.4) JH(z) := 1
pi
∫
C
H(ς)W(ς)
ς − z dA(ς).
Using estimates on ∂ R j (see Proposition 3.6 in [CP14b] it can be proved that ‖J‖L∞(C)→L∞(C) ≤
ct
1−2s
4 (c independent of x). Hence, ‖E‖L∞(C) = ‖(1− J)−11‖L∞(C) is bounded uniformly in (x, t)
for sufficiently large t. As a consequence we find
|E1|=
∣∣∣∣ 1pi
∫
C
EW dA
∣∣∣∣≤ c ∑
j∈{1,3,4,6}
∫
Ω j
|W |dA≤ ct− 1+2s4 .
For the latter inequality see the calculations in the proof of Lemma 3.9 in [CP14b]. 
6. THE LAST STEP
Note that RHP[5] does not describe a soliton or breather because the residuum conditions are
not those of solitons. However, we have P(zk)→ 1 and δ (zk)→ 1/Λ+k for |ξ − Re (zk)| < 1/
√
t
and t → ∞. For a small ρ > 0 such that ⋂z∈Z Bρ(z) =∅ we set:
(6.1) m(6)(z) :=

m(5)(z)D(zk)
(
δ (zk)Λ+k
)σ3 , if z ∈ Bρ(zk),zk ∈(ξ ),
m(5)(z)D(zk)
(
δ (zk)/Λ+k
)σ3
, if z ∈ Bρ(zk),zk ∈(ξ ),
m(5)(z), else.
Note that m(6) differs from m(5) only if (ξ ) 6=∅. For (ξ ) 6=∅ a discontinuity appears on
Σ(6)(ξ ) = ⋃
z∈(ξ )
∂Bρ(z).
Lemma 6.1. If m(5)(z) solves RHP[5], then m(6)(z) defined in (6.1) is a solution to the following
RHP:
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RHP[6]:
Find for each (x, t)∈R×R a 2×2-matrix valued function C ∋ z 7→m(6)(z;x, t) which satisfies
(i) m(6)(z;x, t) is meromorphic in C\Σ(6).
(ii) m(6)(z;x, t) = 1+O (1z ) as |z| → ∞.
(iii) If (ξ ) =∅, m(6) has no poles. If (ξ ) consists of certain zk and zk such that k ∈▽(ξ ),
m(5) has simple poles at these zk and zk with:
(6.2)
Res
z=zk
m(6)(z) = lim
z→zk
m(6)(z)
(
0 1
ck(Λ+k )2e
φk T ′(zk)2
0 0
)
,
Res
z=zk
m(6)(z) = lim
z→zk
m(6)(z)
(
0 0
−1
ck(Λ
+
k )2e
φk T ′(zk)
2 0
)
.
If (ξ ) consists of certain zk and zk such that k ∈△(ξ ), m(6) has simple poles at these zk
and zk with:
(6.3)
Res
z=zk
m(6)(z) = lim
z→zk
m(6)(z)
(
0 0
ck(Λ+k )
2eφkT (zk)2 0
)
,
Res
z=zk
m(6)(z) = lim
z→zk
m(6)(z)
(
0 −ck(Λ+k )2eφ kT (zk)
2
0 0
)
.
(iv) The non-tangential boundary values m(6)± (z) exist for z∈Σ(6) and satisfy the jump relation
m
(6)
+ = m
(6)
− V (6), where
(6.4) V (6)(z) =
{
D(zk)
(
δ (zk)Λ+k
)σ3 , if z ∈ ∂Bρ(zk),zk ∈(ξ ),
D(zk)
(
δ (zk)/Λ
+
k
)σ3
, if z ∈ Bρ(zk),zk ∈(ξ ).
The proof is elementary.
We are now arrived at our last step. Later in Lemma 6.3 we will show that we may replace V (6) in
(6.4) by 1 which is a consequence of P(zk)→ 1 and δ (zk)→ 1/Λ+k for |ξ − Re(zk)|< 1/
√
t and
t → ∞. Since the condition |ξ − Re(zk)| < 1/√t is fulfilled whenever (ξ ) 6= ∅ we thus have
V (6) → 1:
Proposition 6.2. There exist constants c,T > 0 such that
(6.5) ‖V (6)−1‖L∞(Σ(6)) ≤ ct−1/2, ‖V (6)−1‖L2(Σ(6)) ≤ ct−1/2,
for t > T .
Proof. Obviously the L2-estimate of (6.5) follows from the L∞-estimate, due to meas(Σ(6)) < ∞.
Furthermore the proposition is trivial in the case of (ξ ) = ∅, where we have Σ(6) = ∅. Let us
now assume that zk ∈(ξ )∩Z+ and thus |ξ − Re(zk)|< 1/√t:∣∣δ (zk)Λ+k −1∣∣ = ∣∣∣∣exp( 12pii
∫ ξ
Re (zk)
log(1+ |r(ς)|2)
ς − zk
dς
)
−1
∣∣∣∣
≤ c
∣∣∣∣∫ ξ
Re(zk)
log(1+ |r(ς)|2)
ς − zk
dς
∣∣∣∣
≤ c |ξ −Re(zk)|
Im (zk)
log(1+‖r‖2Hs(R))≤ ct−1/2
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Analogously we have
∣∣∣δ (zk)/Λ+k −1∣∣∣ ≤ ct−1/2. Additionally we take |D(zk)− 1| ≤ ct−1/2 and
|D(zk)−1| ≤ ct−1/2 from Lemma 4.3 and thus the proof is completed. 
If we omit the jump on Σ(6) in RHP[6] we get:
RHP[7]:
Find for each (x, t)∈R×R a 2×2-matrix valued function C ∋ z 7→m(7)(z;x, t) which satisfies
(i) m(7)(z;x, t) is meromorphic in C.
(ii) m(7)(z;x, t) = 1+O (1z ) as |z| → ∞.
(iii) If (ξ ) =∅, m(7) has no poles (i.e. m(7) is entire). If (ξ ) consists of certain zk and zk
such that k ∈▽(ξ ), m(5) has simple poles at these zk and zk with:
(6.6)
Res
z=zk
m(7)(z) = lim
z→zk
m(7)(z)
(
0 1
ck(Λ+k )2e
φk T ′(zk)2
0 0
)
,
Res
z=zk
m(7)(z) = lim
z→zk
m(7)(z)
(
0 0
−1
ck(Λ
+
k )2e
φk T ′(zk)
2 0
)
.
If (ξ ) consists of certain zk and zk such that k ∈△(ξ ), m(7) has simple poles at these zk
and zk with:
(6.7)
Res
z=zk
m(7)(z) = lim
z→zk
m(7)(z)
(
0 0
ck(Λ+k )
2eφkT (zk)2 0
)
,
Res
z=zk
m(7)(z) = lim
z→zk
m(7)(z)
(
0 −ck(Λ+k )2eφ kT (zk)
2
0 0
)
.
The following Lemma is comparable to Lemma 3.2:
Lemma 6.3. Let m(6) solve RHP[6] and m(7) be a solution to RHP[7]. Then there is a matrix
F1(x, t) for which
‖F1‖ ≤ ct−1/2 (t > 0)
(with c > 0 independent of x) holds and such that
(6.8) m(6)(z) =
[
1+
F1
z
+O
(
1
z2
)]
m(7)(z)
as |z| → ∞
Proof. We set F(z) :=m(6)(z)[m(7)(z)]−1 which admits a solution of the following Riemann Hilbert
problem:
RHP[F]
(i) F is analytic in C\Σ(1).
(ii) F(z) = 1+O (1z ) as |z| → ∞.
(iii) The non-tangential boundary values F±(z) exist for z ∈ Σ(6) and satisfy the jump relation
F+ = F−V (F), where
V (F)(z) = m(7)(z)V (6)(z)
[
m(7)(z)
]−1
.
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Now we proceed as in the proof of Lemma 3.2. That is firstly to find η ∈ L2(Σ(6)) such that
η(x) = 1+ lim
z→x
z∈⊖
1
2pii
∫
Σ(6)
η(ζ )(V (F)(ζ )−1)
ζ − z dζ , z ∈ Σ
(6).
The next step is to observe that
F1 =− 12pii
∫
Σ(6)
η(ζ )(V (F)(ζ )−1)dζ .
Proposition 6.2 ensures the existence of η and the required estimate ‖F1‖ ≤ ct−1/2. Note that (6.5)
is also true for V (F) instead of V (6) since ‖m(7)( · ;x, t)‖L∞(Σ(6)) ≤ C with C independent of x and
t. 
7. PROOF OF THEOREM 1.1
In order to prove Theorem 1.1 we firstly assume u0 ∈H1(R)∩L2,s(R). Furthermore we assume
(1.2), which gives us u0 ∈ GN (see Theorem 2.1 (i)). Then the scattering data (r;z′1, ..,z′N;c′1, ..,c′N)
of u0 can be calculated and the solution u(x, t) can be obtained by applying the reconstruction
formula (2.5) to the solution m of RHP[NLS]. Starting from this m we consider our chain of
manipulations m→ m(1)→ . . .→ m(7) and in each step we calculate the associated potential
u( j)(x, t) := 2i lim
|z|→∞
z[m( j)(z;x, t)]12 j = 1, ...,7.
Applying successively (3.9), Lemma 3.2, (4.7), (4.13), Lemma 5.1, (6.1) and finally Lemma 6.3,
we arrive at
(7.1)
u(x, t) = u(1)(x, t)
= u(2)(x, t)+2i[C1(x, t)]12
= u(3)(x, t)+2i[C1(x, t)]12
= u(4)(x, t)+2i[C1(x, t)+D1(x, t)]12
= u(5)(x, t)+2i[C1(x, t)+D1(x, t)+E1(x, t)]12
= u(6)(x, t)+2i[C1(x, t)+D1(x, t)+E1(x, t)]12
= u(7)(x, t)+2i[C1(x, t)+D1(x, t)+E1(x, t)+F1(x, t)]12
The estimates of Lemmata 3.2,4.3, 5.1 and 6.3 yield∥∥∥u(·, t)−u(7)(·, t)∥∥∥
L∞(R)
<Cε|t|− 12 .
Now the remaining question is wether u(7) approximates a N-soliton u(sol)+ and we have to specify
its parameters. We claim that the poles of the approximating soliton u(sol)+ are the same of u0 and
the coupling constants are given by c+j = c′j(Λ
+
j )
2 (where c′j are the coupling constants of u0). The
proof is easy if we use again the above manipulations. Therefore we consider the solution m˜ of
RHP[NLS] with parameters (0;z′1, ..,z′N;c+1 , ..,c+N) such that u
(sol)
+ = 2i limz[m˜]12. Starting from m˜
our manipulations m˜→ ...→ m˜(7) then yield
u
(sol)
+ = u˜
(7)+2i[C˜1]12
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and moreover u˜(7) = u(7). Thus (1.3) follows. |z j− z′j| <Cε and |c j− c′j| <Cε are consequences
of the Lipschitz continuity of the scattering transformation. |c j− c+j |<Cε follows if we also use
|1−Λ+j | ≤ c
∣∣∣∣∣
∫
Re(z j)
−∞
log(1+ |r(ς))|2
ς − z′j
dς
∣∣∣∣∣≤C‖r‖2L2(R) ≤Cε.
Thus the proof of our main result is done for u0 ∈ H1(R) and t → +∞. Density arguments like
those in [CP14b] prove the statement for u0 ∈ H1(R)∩L2,s(R) but u0 /∈ H1(R).
The case t →−∞ can be handled as follows. If u(x, t) solves (1.1) then uˇ(x, t) := u(x,−t) is also
a solution to the NLS equation with uˇ(x,0) = u0. Assuming that (r(z);z′1, ...,z′N;c′1, ...,c′N) are
the scattering data of u0, we know due to the symmetry of (2.6) that u0 admits scattering data
(rˇ; zˇ1, ..., zˇN; cˇ1, ..., cˇN) with
rˇ(z) = r(−z), zˇ j =−z′j, cˇ j =−c′j.
By the above calculations we know that
‖uˇ(·, t)− uˇ(sol)+ (·, t)‖L∞(R) <Cεt−1/2 as t →+∞,
where uˇ(sol)+ is the soliton associated to the scattering data (0; zˇ1, ..., zˇN; cˇ+1 , ..., cˇ
+
N) with
(7.2) cˇ+j = cˇ j( ˇΛ+j )2, ˇΛ+j := exp
(
− 1
2pii
∫
Re(zˇ j)
−∞
log(1+ |rˇ(ς))|2
ς − zˇ j dς
)
.
After inverse transformation we arrive at
‖u(·, t)−u(sol)− (·, t)‖L∞(R) <Cεt−1/2 as t →−∞,
where u(sol)− (x, t) = uˇ
(sol)
+ (x,−t). Making again use of the symmetry of (2.6), we know that u(sol)−
admits scattering data (0;z′1, ...,z′N;c
−
1 , ...,c
−
N) where
c−j =−cˇ+j = c′j( ˇΛ+j )2 = c′j exp
(
1
pii
∫
∞
Re(z j)
log(1+ |r(ς))|2
ς − z′j
dς
)
.
The latter equality can be obtained easily from (7.2) and shows us that (1.5) is true. Thus the proof
of Theorem 1.1 is completed.
Remark 7.1. The two ground states u(sol)± are in general distinct which follows immediately from
the distinct expressions for Λ+j and Λ
−
j , respectively (see (1.5)).
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