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Abstract
Consider the free field on a fractal graph based on a high-dimensional Sierpinski carpet (e.g. the
Menger sponge), that is, a centered Gaussian field whose covariance is the Green’s function for simple
random walk on the graph. Moreover assume that a “hard wall” is imposed at height zero so that the
field stays positive everywhere. We prove the leading-order asymptotics for the local sample mean of
the free field above the hard wall on any transient Sierpinski carpet graph, thereby extending a result of
Bolthausen, Deuschel, and Zeitouni for the free field on Zd, d ≥ 3, to the fractal setting.
Keywords: Gaussian free field, random surfaces, fractals, Dirichlet forms, Mosco convergence.
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1 Introduction
Let G = (V,E) be a connected graph of bounded degree, which contains a distinguished vertex x0 ∈ V . Let(Yk)k∈N0 be a discrete-time symmetric random walk on G, with transition probability
P (x, y) = Px[Yk+1 = y∣Yk = x] = { 1/deg(x), if ⟨xy⟩ ∈ E,0, if ⟨xy⟩ ∉ E.
As usual, Px denotes the law of the random walk started from x, and Ex denotes the corresponding expec-
tation. Then we define the Green’s function for the random walk killed at x0 by
GG(x, y) = 1
deg(y)Ex
⎡⎢⎢⎢⎢⎣
τx0−1∑
k=0 1{Yk=y}
⎤⎥⎥⎥⎥⎦ (x, y ∈ V ), (1.1)
where τx0 = inf{k ≥ 0 ∶ Yk = x0} is the first hitting time of x0.
A Gaussian free field (GFF) on G is a collection of Gaussian random variables ϕ = {ϕx}x∈V with mean
zero and covariance given by the Green’s function GG(x, y) in (1.1). Formally, the law of ϕ has density
proportional to exp (− 1
2
EG(⋅)) with respect to the Lebesgue measure on RV , where
EG(f) = 1
2
∑
x,y∈V⟨xy⟩∈E
[f(x) − f(y)]2 (f ∶ V → R with f(x0) = 0)
is the Dirichlet energy on G.
From the perspective of statistical mechanics, it is helpful to view the free field ϕ as a random height
function on V , or a random surface embedded in V ×R. We would like to study the stochastic geometry of
∗Research partially supported by a visiting scholarship from the Hausdorff Research Institute for Mathematics.
†Research partially supported by US NSF grant DMS-1156350.
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the free field on an infinite graph, under the condition that ϕ is nonnegative everywhere: that is, nowhere
can ϕ penetrate downward through a “hard wall” imposed at zero height. The phenomenon of entropic
repulsion then refers to the event that the random field moves away from the hard wall in order to gain
space for local fluctuations, and especially to accommodate the largest downward spikes.
Entropic repulsion has been demonstrated for a large class of Gaussian random fields on Zd, which we
now recap briefly. Let ϕ be the centered Gaussian field on Zd with covariance (−∆)−p, where ∆ is the
probabilistic Laplacian on `2(Zd) and p ∈ N, and denote the law of this random field by P. The p = 1 case
corresponds to the free field, while the p = 2 case is called the Laplacian membrane model [26, 34], as the
random surface favors minimization of curvature rather than gradient. Furthermore, for each L ∈ 2N, let
ΛL = [−L2 , L2 ]d ∩ Zd, and Ω+ΛL be the event {ϕx ≥ 0 for all x ∈ ΛL}. Then for any d > 2p, it was proved
in [12,26,34] that
lim
L→∞
logP(Ω+ΛL)
Ld−2p logL = −2p ⋅GZd(0,0) ⋅Capp([−1,1]d). (1.2)
Here GZd(x, y) = ⟨1{x}, (−∆)−p1{y}⟩`2(Zd) is the Green’s function relative to (−∆)p, and Capp(K) is the
capacity of the set K ⊂ Rd relative to the p-Laplacian energy on L2(Rd),
Ep(f) = 1(2d)p ∫Rd ∣(∇pf)(x)∣2 dx,
that is: Capp(K) = inf {Ep(f) ∶ f ∈Hp(Rd), f ≥ 1 on K}, where Hp(Rd) is the Sobolev space
{f ∈ L2(Rd) ∶Dαf ∈ L2(Rd) for each multi-index α with ∣α∣ ≤ p} ,
and Dα stands for the weak partial derivative Dα1x1⋯Dαdxd when α = (α1,⋯, αd).
Mathematically, to impose the hard wall condition means to condition on the event Ω+ΛL . We shall be
interested in the local sample mean of the field under P(⋅∣Ω+ΛL) as L → ∞. For each L ∈ 2N,  > 0, and
x ∈ ΛL, let ΛL,(x) = {z ∈ ΛL ∶ max1≤i≤d ∣zi − xi∣ ≤ L} be the L-cubic neighborhood of x, and ϕ¯L,(x) =∣ΛL,(x)∣−1∑z∈ΛL,(x) ϕz be the average of ϕ over ΛL,(x). Then in the case d > 2p, one has that for any  > 0
and η > 0,
lim
L→∞ supx∈ΛL
ΛL,(x)⊂ΛL
P(∣ ϕ¯L,(x)√
logL
−√4p ⋅GZd(0,0)∣ ≥ η ∣ Ω+ΛL) = 0, (1.3)
In other words, the local sample mean of the free field is pushed to a height proportional to
√
logL above the
hard wall, and the rescaled height converges in probability to a constant function. Equation (1.3) was proved
by Sakagawa [34] and Kurt [26] using (1.2) and a series of coarse graining and conditioning arguments.
For the free field on Zd, d ≥ 3, Bolthausen, Deuschel and Zeitouni proved a pointwise result [12]: for any
 > 0 and η > 0,
lim
L→∞ supx∈ΛL, P(∣ ϕx√logL −√4 ⋅GZd(0,0)∣ ≥ η ∣ Ω+ΛL) = 0, (1.4)
where ΛL, ∶= {x ∈ ΛL ∶ dist(x, (ΛL)c) ≥ L}.
The goal of this paper is to demonstrate entropic repulsion of the free field on a class of infinite fractal
graphs, which do not enjoy the same translational invariance as Zd does. For concreteness, we will work with
graphs associated with high-dimensional generalized Sierpinski carpets (e.g. the Menger sponge, but not the
standard 2-dimensional Sierpinski carpet), and obtain the fractal counterparts to Equations (1.2) and (1.3).
As a secondary goal, our work may help identify which aspects of the arguments used on Zd remain robust
in the non-Zd setting. There are two main ingredients which enable this generalization:
• Spectral convergence of discrete graphs to a limit object: In the Zd setting, the notion already exists
that a sequence of suitably scaled discrete Laplacians (on Zd) converges to the continuum Laplacian (on
Rd), viz. Brownian motion on Rd as a scaling limit of simple random walks on Zd. This convergence
is in the strong operator topology and hence in the strong resolvent topology as well, the latter of
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Zd, d ≥ 3 Infinite graph Transient GSC graph[−L
2
, L
2
]d ∩Zd Approximating subgraph (“box”) GN = (VN ,∼)
L Side length of box `NF≍ Ld Volume of box ≍mNF≍ L2 Expected escape time of random walk from box ≍ tNF≍ L2−d ∈ (0,1) Resistance across opposite faces of box ≍ ρNF = (tF /mF )N ∈ (0,1)
Table 1: Comparison of relevant parameters on Zd and on the Sierpinski carpet graph.
which is crucial for the study of the free field. In the case of Sierpinski carpets, we cannot verify strong
operator convergence directly, so instead we will show the Mosco convergence of the corresponding
discrete Dirichlet forms, an equivalent condition to strong resolvent convergence.
• Regularity in the graph structure: As our graphs retain a regular block cell structure, most of the
conditioning and coarse graining arguments employed on Zd can be adapted to our setting after some
modifications. Translational invariance is not a must.
Let us now describe the basics of the Sierpinski carpet, before presenting our main theorems.
Notation. Thoughout the article, c, C and C ′ denote positive constants which may change from line
to line. The variables upon which the constant depends will be indicated in parentheses (e.g. C(O1,O2)).
Specific constants will be indicated with a numeral subscript (e.g. C1.1). Meanwhile, Cc(X) denotes the
space of continuous functions on X with compact support.
1.1 Generalized Sierpinski carpets and associated graphs
1.1.1 Construction of the fractal
Let F0 ∶= [0,1]d be the unit cube in Rd, d ≥ 2, and fix an `F ∈ N, `F ≥ 3. For N ∈ Z, let QN be the collection
of closed cubes of side `−NF with vertices in `−NF Zd. For A ⊂ Rd, let QN(A) = {Q ∈ QN ∶ int(Q) ∩ A ≠ ∅}.
Denote by ΨQ the orientation-preserving affine map which maps F0 to Q ∈ QN .
We now introduce a decreasing sequence (FN)N of closed subsets of F0 as follows. Fix mF ∈ N, 1 ≤mF <
`dF , and let F1 be the union of mF distinct elements of Q1(F0). Then by induction we put
FN+1 = ⋃
Q∈QN (FN )ΨQ(F1) = ⋃Q∈Q1(F1)ΨQ(FN) , N ≥ 1.
It is a standard argument to show that F = ⋂∞N=0 FN is the unique fixed point of the iterated function system
of contractions {ΨQ}Q∈Q1(F1). Moreover, F has Hausdorff dimension dh(F ) = logmF / log `F .
We say that F is a generalized Sierpinski carpet (GSC) if and only if F1 satisfies the following four
conditions:
(GSC1) (Symmetry) F1 is preserved under the isometries of the unit cube.
(GSC2) (Connectedness) F1 is connected.
(GSC3) (Non-diagonality) Let m ≥ 1 and B ⊂ F0 be a cube of side length 2`−mF , which is the union of 2d
distinct elements of Qm. Then if int(F1 ∩B) is non-empty, it is connected.
(GSC4) (Borders included) F1 contains the segment {(x1,0,⋯,0) ∈ Rd ∶ x1 ∈ [0,1]}.
For equivalent ways of stating the non-diagonality condition (GSC3), see [23, §2]. Throughout the article,
we shall refer to `F and mF as, respectively, the length scale factor and the mass scale factor of the carpet
F .
The stochastic analysis on the Sierpinski carpet is built upon the measure space (F, ν), where ν is the
self-similar Borel probability measure which assigns mass m−NF to each ΨQ(F ), Q ∈ QN(FN). Note that ν is
a constant multiple of the dh(F )-dimensional Hausdorff measure on F . We will also consider the unbounded
carpet F∞ ∶= ⋃∞N=0 `NF F , and let ν∞ be the σ-finite self-similar Borel probability measure on F∞, assigning
mass mNF to `
N
F F .
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Figure 1: The 3rd-level approximation of, respectively, the outer Sierpinski carpet graph G∞ and the inner
Sierpinski carpet graph I∞, here shown for the standard 2-dimensional Sierpinski carpet. According to the
conventions in the text, when embedded in (R+)d, the least vertex of G∞ is situated at the origin, while the
least vertex of I∞ is situated at ( 12 ,⋯, 12). All edges have Euclidean distance 1.
We introduce two other important scale factors associated with Sierpinski carpets. Let DN be the network
of diagonal crosswires obtained by connecting each vertex of a cube Q ∈ QN(FN) to the vertex at the center
of the cube via a wire of unit resistance. Denote by RDN the resistance across two opposite faces of DN . It
was shown in [3, 32] that there exist ρF ∈ (0,∞) and positive constants C(d) and C ′(d) such that
CρNF ≤RDN ≤ C ′ρNF .
The constant ρF is henceforth referred to as the resistance scale factor of the carpet F . As of this writing,
there is no known exact formula for ρF : the best estimate, obtained via a resistance shorting and a cutting
argument, is [5, Proposition 5.1]
`2F /mF ≤ ρF ≤ 21−d`F .
Next, let tF =mF ρF , which stands for the time scale factor of the carpet F . The significance of tF is due
to the fact that the expected time for a d-dimensional Brownian motion to traverse from one face of `NF FN
to the opposite face scales with tNF [2–5].
It is often convenient to introduce, respectively, the Hausdorff, walk, and spectral dimensions of F :
dh(F ) = logmF
log `F
, dw(F ) = log tF
log `F
, ds(F ) = 2 logmF
log tF
.
Under the strict inequality mF < `dF , one has 1 ≤ ds(F ) < dh(F ) < d and dw(F ) > 2. The latter inequality
implies that diffusion on F (resp. F∞) is sub-Gaussian, in contrast with Gaussian diffusion which has walk
dimension 2.
1.1.2 Sierpinski carpet graphs
For each generalized Sierpinski carpet F , we consider two associated graphs. See Figure 1.
Let VN = `NF FN ∩Zd. We introduce the finite graph GN = (VN ,∼), where throughout the paper, the edge
relation “∼” means that two vertices x,x′ are connected by an edge if and only if their Euclidean distance
4
∥x−x′∥ = 1. Then we put G∞ = (V∞,∼) where V∞ = ⋃N∈N VN , and refer to this as the outer Sierpinski carpet
graph. Observe that G∞ is a subgraph of (Z+)d. In this paper we will study the Gaussian free field on G∞.
Next, let IN = `NF FN ∩(Zd + ( 12 , 12 ,⋯, 12)). We introduce the finite graph IN = (IN ,∼). Then I∞ = (I∞,∼),
where I∞ = ⋃N∈N IN , is what we call the inner Sierpinski carpet graph. It is easy to see that ∣IN ∣ =mNF , and
that there exist constants C1.1 and C1.2, independent of N , such that C1.1m
N
F ≤ ∣VN ∣ ≤ C1.2mNF .
For easy reference, we provide in Table 1 a side-by-side comparison of the relevant parameters on Zd and
on the Sierpinski carpet graph (G∞ or I∞). It is known that simple random walk on the latter is transient
if and only if ρF < 1 [6, 32].
1.1.3 Dirichlet forms
Consider the quadratic form
ERd(f1, f2) = ∫Rd(∇f1)(x) ⋅ (∇f2)(x)dx, ∀f1, f2 ∈H1(Rd). (1.5)
In the language of potential theory [15,20], (ERd ,H1(Rd)) is a strongly local, regular, non-zero, conservative
Dirichlet form on L2(Rd), and hence can be associated to a Hunt process (diffusion) on Rd, which is nothing
but the canonical Brownian motion.
In the same spirit, we shall refer to a Brownian motion on a Sierpinski carpet F as a Hunt process
associated with a local, regular, non-zero, conservative Dirichlet form on L2(F, ν) which is invariant with
respect to all the local symmetries of F . (See [7, Definition 2.15] for the precise definition of this last
condition.) Denote by Ec the totality of all such Dirichlet forms on L
2(F, ν).
It is straightforward to use elements (Ec,Fc) of Ec to construct the corresponding Dirichlet forms (or
Brownian motions) on the infinite carpet F∞ (cf. [24, §4]). Let F˜N = `NF F , and define σN ∶ {functions on F˜N}→{functions on F} by (σNf)(x) = f(`NF x). Put F˜N = σ−NFc and E˜N(f, g) = ρ−NF Ec(σNf, σNg) for all f, g ∈ F˜N .
It is verified in [24, (4.7)] that E˜N−1(f ∣F˜N−1 , f ∣F˜N−1) ≤ E˜N(f, f) for all f ∈ F˜N , which implies that the limit
limN→∞ E˜N (f ∣F˜N , f ∣F˜N ) exists in R ∪ {+∞}. Define
D∞ = {f ∈ Cc(F∞) ∶ f ∣F˜N ∈ F˜N ∀N ∈ N, limN→∞ E˜N(f ∣F˜N , f ∣F˜N ) <∞}.E∞(f, g) = lim
N→∞ E˜N(f ∣F˜N , f ∣F˜N ), ∀f, g ∈ D∞.
Then (E∞,D∞) is a closable Markovian form on L2(F∞, ν∞), and has a smallest closed extension (E∞,F∞),
which is local, regular, non-zero, conservative, and invariant with respect to all the local symmetries. We
denote the totality of all such Dirichlet forms on L2(F∞, ν∞) by E.
We should mention that the construction of a Brownian motion on a Sierpinski carpet has a long and
rich history. In [2, 4, 5], Barlow and Bass studied reflecting Brownian motions WNt on the sequence of
approximating carpets FN , and showed that the laws of the sped-up Brownian motions (XNt )N = (WNaN t)N
are tight, where the numbers aN satisfy c(tF /`2F )N ≤ aN ≤ C(tF /`2F )N . Thus (XNt )N admits subsequential
limits, which Barlow and Bass referred to as “Brownian motions” on the Sierpinski carpet F = ⋂N FN .
(Brownian motions on the infinite carpet F∞ are obtained similarly.) In [28], Kusuoka and Zhou provided a
different construction based on Dirichlet forms on approximating graphs IN (see §2.1 for a brief discussion).
For nearly two decades it was unclear whether the two approaches gave rise to the same unique Brownian
motion. A recent seminal work [7] showed that up to constant multiples, Ec contains only one element.
In particular, the Dirichlet forms associated with the Barlow-Bass construction and the Kusuoka-Zhou
construction both belong to Ec, and therefore the two diffusions are the same up to deterministic time
change.
In light of this uniqueness result, all of our ensuing statements which contain the phrase “there existsE ∈ E” or “for some E ∈ E” may be replaced by “for any E ∈ E” without trouble.
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1.2 Main results
In what follows, F is a generalized Sierpinski carpet which supports transient Brownian motion, i.e., ρF < 1,
or equivalently, ds(F ) > 2. This includes the standard d-dimensional carpet for d ≥ 3 (where F1 is obtained
by removing a center cube of side 1/3); the standard 3-dimensional Menger sponge (where F1 is obtained
by removing a cube of side 1/3 centered on each of the 6 faces of the unit cube, plus the cube of side 1/3
situated at the body center); and many, but not all, carpets in Rd with d ≥ 3. Our analysis does not apply
to any generalized Sierpinski carpet in R2, whereby ρF > 1 and is hence recurrent.
Let GG∞ ∶ V∞ × V∞ → R be the Green’s function for simple random walk on the outer Sierpinski carpet
graph G∞ without killing. From basic Markov chain theory, a vertex x is recurrent with respect to the
random walk if and only if the expected number of returns to x is infinite:
Ex [ ∞∑
k=11{Yk=x}] =∞.
By this result, if x is transient, then the Green’s function GG∞(x,x) is finite:
GG∞(x,x) = 1deg(x)Ex [ ∞∑k=01{Yk=x}] = 1deg(x) (1 +Ex [
∞∑
k=11{Yk=x}]) <∞.
Moreover, the random walk on V∞ is irreducible, so GG∞(x,x) < ∞ for all x ∈ V∞. Let us denote G ∶=
supx∈V∞ GG∞(x,x) and G ∶= infx∈V∞ GG∞(x,x), which are both positive and finite.
We also need the notion of the (0-order) capacity of the compact carpet F with respect to a Dirichlet
form (E ,F) ∈ E on L2(F∞, ν∞), given by
CapE(F ) ∶= inf{E(f, f) ∶ f ∈ F ∩Cc(F∞), f ≥ 1 a.e. on F},
See Proposition A.2 for a more general definition of the capacity, as well as some important properties.
Let P be the law of the Gaussian free field on G∞ with covariance GG∞ , and let Ω+VN denote the entropic
repulsion event {ϕx ≥ 0 for all x ∈ VN}. Our first main result identifies the rate of exponential decay for
P(Ω+VN ).
Theorem 1.1. There exists a point x0 ∈ V∞ such that for any Dirichlet form (E ,F) ∈ E, there are positive
constants C1.3 and C1.4 such that
−C1.3 ⋅G ⋅CapE(F ) ≤ lim
N→∞
logP(Ω+VN )
ρ−NF log(tNF ) ≤ limN→∞ logP(Ω
+
VN
)
ρ−NF log(tNF ) ≤ −C1.4 ⋅GG∞(x0, x0) ⋅CapE(F ). (1.6)
The constants C1.3 and C1.4 are attributed to two sources: one coming from comparing the Dirichlet
forms on G∞ and on I∞ (Lemma 2.7), and the other coming from comparing the (maximal or minimal)
cluster point of the sequence of renormalized Dirichlet forms on I∞ with an element of E (Theorem 2.4).
The constant C1.4 also depends on the constant C1.2 in the growth of the cardinality ∣VN ∣ ≤ C1.2mNF . (For
future reference on how the constants are related, C1.3 = 12C−12.2C2.8ds(F ) and C1.4 = (C21.2C2.6)−1.) Due to
the lack of precise control of the constants involved in these comparisons, the authors deem it not possible
to determine whether C1.3 equals C1.4 by the methods of this paper.
Notwithstanding the small discrepancy between the lower and upper bounds in Theorem 1.1, we are still
able to give a precise description of entropic repulsion on G∞. We shall prove that conditional on Ω+VN , the
local sample mean of the free field on VN is pushed to a height which is proportional to
√
N , and as N →∞,
the rescaled height converges in probability to a constant.
Theorem 1.2. For any  > 0 and η > 0,
lim
N→∞ supx∈VN
VN,(x)⊂VN
P
⎛⎝RRRRRRRRRRR ϕ¯N,(x)√log(tNF ) −
√
2G
RRRRRRRRRRR ≥ η ∣ Ω+VN⎞⎠ = 0, (1.7)
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where ϕ¯N,(x) ∶= 1∣VN,(x)∣ ∑z∈VN,(x)ϕz and VN,(x) ∶= {z ∈ VN ∶ max1≤i≤d ∣zi − xi∣ ≤  ⋅ `NF }.
We comment that in the case of Zd, which has full translational invariance, one can replace GZd(0,0) by
GZd(x,x) for any x ∈ Zd. On the other hand, in the case of the Sierpinski carpet graph, we have no explicit
information about how the on-diagonal Green’s function GG∞(x,x) varies with x ∈ V∞. Nevertheless, our
result says that
√
2G log tF
√
N , where G = infx∈V∞ GG∞(x,x), sets the leading-order asymptotic height for
the free field above the hard wall on VN . A sketch of the arguments leading to this result will appear at the
beginning of §4.2.
An interesting open problem is to investigate the maxima and entropic repulsion of the free field on
any graph at the critical spectral dimension ds = 2. Due to the logarithmic correlation of the random
field, one needs to carry out a multiscale analysis which differs significantly from the approach for higher
dimensions. For some recent progress in characterizing the fine properties of the free field on Z2, see, for
example, [11, 13, 14, 17]. Unfortunately, we are not in a position to discuss the analogous problem in the
setting of deterministic self-similar generalized Sierpinski carpets, since there is no concrete example of such
a carpet with ds = 2. A perhaps more promising avenue is to analyze the free field on a random homogeneous
Sierpinski carpet, for which there exists a protocol to construct one with arbitrary spectral dimension [21].
Other possible candidates include the supercritical percolation cluster and the random conductance model
on Z2, whereupon the random walk has been to proved to satisfy an invariance principle [1,8,10,18,29,30,37].
The rest of the article is organized as follows. In Section 2 we recapitulate the construction of local regular
Dirichlet forms on Sierpinski carpets via graphical approximations (the Kusuoka-Zhou construction), and
prove the convergence of the discrete Green forms, both on I∞ and on G∞, to a continuum Green form on
F∞. We then proceed to prove Theorem 1.1 in Section 3, and Theorem 1.2 in Section 4. Some background
facts from the theory of Dirichlet forms and of Mosco convergence are collected in the Appendix.
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2 Dirichlet forms and Green forms on Sierpinski carpets
The goal of this section is to establish several convergence results of resolvents (or “Green forms”) on
Sierpinski carpet graphs, which will enable us to prove Theorems 1.1 and 1.2. Here the route is convoluted,
as we have to leverage several known but disparate results to establish something which is believed to be
true, but not spelled out prominently in the literature. To give an example, even the resolvent convergence
(i.e. Mosco convergence) is not straightforward to prove on the Sierpinski carpet (graph), although we will
present an argument in this section. The main take-away results are Theorem 2.4 (convergence of the Green
forms) and Lemma 2.8 (consequences of Theorem 2.4, suitably specialized to the graph setting); only Lemma
2.8 will play a role in subsequent sections.
Notation. If (X,m) denotes a measure space, then ⟨f, µ⟩X stands for ∫X fdµ, pairing a function f on X
with a Borel measure µ.
2.1 Kusuoka-Zhou construction of Dirichlet forms
Let F be a generalized Sierpinski carpet, and I∞ = (I∞,∼) be the inner Sierpinski carpet graph introduced
in §1.1.2. For each N ∈ N and each w ∈ I∞, let Ψ(N)w be the closed cube of side `−NF centered at `−NF w. We
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define the mean-value operator P˜N ∶ L1(F∞, ν∞)→ C(I∞;R) by
(P˜Nf)(w) = 1
ν∞ (Ψ(N)w ∩ F∞) ∫Ψ(N)w ∩F∞ f(y)ν∞(dy),
Similarly, if µ∞ is a Radon measure on F∞ such that µ∞ ≪ ν∞, then define P˜Nµ∞ = (P˜N dµ∞dν∞ )νN , where
νN = 1mN
F
1I∞ is a self-similar measure on I∞.
As is customary, we define the discrete Dirichlet form on the graph I∞ by
EI∞(f1, f2) = 12 ∑
w,w′∈I∞
w∼w′
(f1(w) − f1(w′))(f2(w) − f2(w′))
for all f1, f2 in the natural domain D(EI∞) = {f ∈ `2(I∞) ∶ EI∞(f, f) <∞}. Furthermore, let EIN = ρNF EI∞
be the renormalized Dirichlet form, where ρF ∈ (0,∞) is the resistance scale factor identified in §1.1.1.
Let F0 ∶= {f ∈ L2(F∞, ν∞) ∶ sup
N
EIN(P˜Nf, P˜Nf) <∞}. The following convergence result for (EIN)N is
originally due to Kusuoka and Zhou [28, Proposition 5.2 & Theorem 5.4], and later generalized in [21, Lemma
4.1 & Theorem 4.3].
Proposition 2.1. (i) There exists a constant C2.1 such that for all N,M ≥ 1 and all f ∈ F0,
EIN(P˜Nf, P˜Nf) ≤ C2.1EIN+M(P˜N+Mf, P˜N+Mf).
(ii) There exists (E ,F0) ∈ E and positive constants C2.2 and C2.3 such that for all f ∈ F0,
C2.2 sup
N
EIN(P˜Nf, P˜Nf) ≤ E(f, f) ≤ C2.3 lim
N→∞EIN(P˜Nf, P˜Nf). (2.1)
Remark 2.2. In their original work [28], Kusuoka and Zhou identified a family of Dirichlet forms, denotedDch, which are associated with cluster points of the sequence of suitably rescaled Markov processes on IN .
Then they proved (2.1) for any E ∈ Dch, and showed that (E ,F0) is a local regular Dirichlet form. Note thatDch ⊂ E by virtue of [7, Theorem 3.2].
Remark 2.3. We emphasize that Proposition 2.1 does not imply that the limit points of (EIN)N (in either
the pointwise, Γ-, or the Mosco topology) belong to E. Rather, each of them is comparable to any element
of E, in the sense that for any limit point E¯ and any E ∈ E, there exist positive constants c and C such that
cE(f, f) ≤ E¯(f, f) ≤ CE(f, f) for all f ∈ F0. See Theorem 2.5 below.
2.2 Convergence of discrete Green forms
In this subsection we shall consider Dirichlet forms on a class of smooth measures (instead of functions),
and derive a convergence result similar to Proposition 2.1. From now on let M+(F∞) be the family of all
nonnegative finite Borel measures on F∞, and let
M(0)0,ac(F∞) = {µ ∈M+(F∞) ∶ µ≪ ν, dµdν ∈ F0} .
In what follows we need a fact from the theory of Dirichlet forms (see the Appendix for a brief summary,
and more details in [15, 20]): a transient Dirichlet form (E ,F) on L2(X,m) has a corresponding 0-order
potential operator U such that E(Uµ,h) = ⟨h,µ⟩X for every “smooth” measure µ on X and every h ∈ F .
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Let GIN ∶ IN × IN → R be the Green’s function for simple random walk on I∞ killed upon exitingIN . By the reproducing property of Green’s function, EI∞(GIN (w, ⋅), h) = h(w) for all h ∈ D(EI∞) with
supp(h) ⊂ IN . Therefore, denoting by UIN the 0-order potential operator associated with EIN , we have
EIN(UINµ,h) = ⟨h,µ⟩IN = 1mNF ∑w∈IN h(w) dµdνN (w) = EIN ⎛⎝ρ−NF 1mNF ∑w∈IN GIN (⋅,w) dµdνN (w), h⎞⎠
for all h ∈ D(EI∞) with supp(h) ⊂ IN , and all nonnegative measures µ with support in IN . It follows that
EIN(UINµ,UINµ) = EIN ⎛⎝ρ−NF 1mNF ∑w∈IN GIN (⋅,w) dµdνN (w), ρ−NF 1mNF ∑w′∈IN GIN (⋅,w′) dµdνN (w′)⎞⎠= ρ−NF 1m2NF ∑w,w′∈IN GIN (w,w′) dµdνN (w) dµdνN (w′) (2.2)
for all such measures µ. The expression in (2.2) is what we shall call the Green form corresponding to the
Dirichlet form EIN . It has a kernel given by the (renormalized) Green’s function ρ−NF GIN , whence the name.
Our first main result of this section describes the convergence of the discrete Green forms.
Theorem 2.4. There exist (E ,F) ∈ E and constants C2.4(E),C2.5(E) such that
C2.4E(Uµ,Uµ) ≤ lim
N→∞EIN (UIN P˜Nµ,UIN P˜Nµ)≤ lim
N→∞EIN (UIN P˜Nµ,UIN P˜Nµ) ≤ C2.5E(Uµ,Uµ) (2.3)
for all µ ∈M(0)0,ac(F∞), where U is the 0-order potential operator associated with E.
While it is reasonable to expect that Theorem 2.4 follows from Proposition 2.1, the connection is not
immediate. To fill in the necessary gap, we shall establish the (subsequential) Mosco convergence of the dis-
crete Dirichlet forms (EIN)N , which is an equivalent condition to (subsequential) strong resolvent convergence
in L2 [16, 33]. This then implies (subsequential) strong resolvent convergence in the energy norm (Lemma
A.4). In addition, we will show that each Mosco limit point of (EIN)N is comparable to some (and hence
any) element of E, which finally leads to Theorem 2.4.
Our analysis of the Mosco limits draws from similar analysis of the Γ-limits by Sturm [38] and by Kumagai
and Sturm [25], whose goal was to construct diffusions on an arbitrary metric measure space via Γ-limits. For
the reader’s convenience, we have collected some general notions about Γ-convergence and Mosco convergence
in the Appendix.
Theorem 2.5. Let E∗(f, f) = lim
N→∞EIN(P˜Nf, P˜Nf) and F∗ ∶= {f ∈ Cc(F∞) ∶ E∗(f, f) <∞}.
(i) F∗ is a Lipschitz space and is dense in Cc(F∞).
(ii) There exists a subsequence (rN)N ⊂ N along which the Mosco limit EM ∶=M - lim
N→∞EIrN exists. Moreover,
given any two Mosco limit points EM and E ′M , there exist constants C and C ′ such that CEM(f, f) ≤E ′M(f, f) ≤ C ′EM(f, f) for all f ∈ F∗.
For each Mosco limit point EM of (EIN)N :
(iii) (EM ,F∗) is a closable symmetric Markovian form on L2(F∞, ν∞), and can be extended to a regular
Dirichlet form (E¯ , F¯) on L2(F∞, ν∞) with core F∗.
(iv) There exist E ∈ E and constants C and C ′ such that CE ≤ E¯ ≤ C ′E.
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Remark 2.6. We do not, nor need not, assert that E¯ ∈ E. One reason is that we cannot check whetherE¯ is (strongly) local. In [33, Theorem 4.4.1] a sufficient condition was given for a sequence of (strongly)
local regular Dirichlet forms on L2(X,m) to Γ-converge to a (strongly) local regular Dirichlet form. The
condition states that the sequence of energy measures be bounded and absolutely continuous with respect
to the reference measure m on X. However, in the fractal setting, the energy measure and the self-similar
measure on the limiting fractal set are mutually singular [22] (see also [9,27] for the version of this statement
on post-critically finite fractals, such as the Sierpinski gasket).
On the other hand, since (E¯ , F¯) is a regular Dirichlet form, one has E¯ = E¯(c) + E¯(j) + E¯(k) by the Beurling-
Deny formula (cf. [20, Section 3.2]), where E¯(c), E¯(j), E¯(k) stands respectively for the diffusion, jump, and
killing part of E¯ . In particular, E¯(c) is strongly local, and assuming Proposition 2.1, one can show that E¯
and E¯(c) are comparable (cf. [25, §2]).
Proof of Theorem 2.5. (i): By [5, Theorem 1.3], there is a (E ,F) ∈ E associated with a diffusion on F∞
whose heat kernel satisfies the following estimate: there exist C1,C2,C3 and C4 such that for all x, y ∈ F∞
and t > 0,
C1t
−dh/dw exp⎛⎝−C2 (∥x − y∥dwt )
1
dw−1⎞⎠ ≤ pt(x, y) ≤ C3t−dh/dw exp⎛⎝−C4 (∥x − y∥dwt )
1
dw−1⎞⎠ .
Then by [25, Theorem 4.1], F = Lipν∞(dw2 ,2,∞)(F∞), the Besov-Lipschitz space which consists of all f ∈
L2(F∞, ν∞) such that
sup
N∈N∪{0}αN(dw+dh) ∫ ∫∣x−y∣<c0α−N ∣f(x) − f(y)∣2dν∞(x)dν∞(y) <∞
for some α > 1 and c > 0. (See also [24] for an earlier derivation.) Using the inequality (2.1), we deduce thatF∗ = F is a Lipschitz space and hence is dense in Cc(F ). Note that this is Assumption (B1) in [25, §3].
(ii): By [16, Proposition 8.10], it suffices to show that L2(F∞, ν∞) has a separable dual (clear), and that
there exists a function ξ ∶ L2(F∞, ν∞)→ R ∪ {+∞} such that the following two properties hold:
• lim∥f∥L2→+∞ ξ(f) = +∞
• EIN(P˜Nf, P˜Nf) ≥ ξ(f) for all f ∈ L2(F∞, ν∞) and all sufficiently large N .
We claim that it is enough to take ξ(f) = CE(f, f) for some (E ,dom(E)) ∈ E and constant C. To see that
the first property holds, note that dom(E) is densely defined on L2(F∞, ν∞), so any function f with infinite
L2-norm has infinite E-norm. The second property follows from the right inequality in (2.1).
As a consequence, L2(F∞, ν∞) equipped with either the strong or the weak topology has a countable
base, so by [16, Theorem 8.5], any (sub)sequence of (EIN)N contains a Mosco- (resp. weak Γ-) convergent
(sub)subsequence. Moreover, EM(f, f) ≤ E∗(f, f) <∞ for all f ∈ F∗ and for any Mosco limit point EM .
(iii): From Part (i) we have closability and regularity. Symmetry and the Markovian property can be
verified easily.
(iv): Take any Mosco convergent subsequence (EIrN )N and denote its limit point (resp. the smallest
closed extension thereof) by EM (resp. E¯). By Proposition 2.1(i), for all N ≥ 1 we haveEIN(P˜Nf, P˜Nf) ≤ C2.1 ⋅ Γw- lim
N ′→∞EIrN′ (P˜rN′ f, P˜rN′ f) = C2.1 ⋅ E¯(f, f).
Taking supN on both sides and using Proposition 2.1(ii) yields E¯(f, f) ≥ CE∗(f, f) ≥ C ′E(f, f) for someE ∈ E. Meanwhile E¯(f, f) ≤ E∗(f, f) ≤ C ′′E(f, f) via Proposition 2.1(ii) again. This completes the proof.
Proof of Theorem 2.4. By Proposition A.3 and Lemma A.4, given each Mosco convergent subsequence(EIrN )N with limit EM and its smallest closed extension E¯ , we have that for all µ ∈M(0)0,ac(F∞),
lim
N→∞EIrN (UIrN P˜rNµ,UIrN P˜rNµ) = E¯ (U¯µ, U¯µ) ,
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where P˜rNµ = (P˜rN dµdν )νrN . According to Theorem 2.5(iv), there exist (E ,F) ∈ E and constants C(E),C ′(E)
such that for all f ∈ F ,
CE(f, f) ≤ E¯(f, f) ≤ C ′E(f, f).
If f is a 0-order potential relative to E , then we can write f = Uµ for some µ ∈ S(0)0 . Using the identity
E(Uµ,h) = ∫ h̃dµ = E¯(U¯µ, h) for all µ ∈ S(0)0 and h ∈ Fe,
(where h̃ is the quasi-continuous modification of h; see the Appendix), we then apply the Cauchy-Schwarz
inequality to E , and deduce that for all µ ∈M(0)0,ac(F∞),
[E¯(U¯µ, U¯µ)]2 = [E(Uµ, U¯µ)]2 ≤ E(Uµ,Uµ)E(U¯µ, U¯µ) ≤ C−1E(Uµ,Uµ)E¯(U¯µ, U¯µ),
or E¯(U¯µ, U¯µ) ≤ C−1E(Uµ,Uµ). Reversing the role of E and E¯ gives the opposite inequality, and hence
(C ′)−1E(Uµ,Uµ) ≤ E¯(U¯µ, U¯µ) ≤ C−1E(Uµ,Uµ).
Since this comparison holds when E¯ is the smallest closed extension of either the maximal and minimal
cluster point of (EIN)N in the Mosco topology, we find (2.3).
2.3 Comparison of discrete Dirichlet & Green forms
Recall that we are considering the free field on the outer Sierpinski carpet graph G∞, while the convergence
from discrete Dirichlet forms to the continuum one is based on the inner Sierpinski carpet graph I∞. To
bridge this gap, we shall compare the discrete Dirichlet (and Green) forms on G∞ and on I∞ in this subsection.
Observe (from Figure 1) that for each “center vertex” w ∈ I∞, there is a unique set C(w) of 2d “corner
vertices” in V∞ which are nearest neighbors of w, i.e., C(w) = {x ∈ V∞ ∶ ∥x−w∥ = √d/2}. Let Q˜ ∶ C(V∞;R)→
C(I∞;R) be the projection operator given by
(Q˜f)(w) = 1
2d
∑
x∈C(w) f(x).
As is customary, we introduce the discrete Dirichlet form on graph G∞ by
EG∞(f1, f2) = 12 ∑
x,x′∈V∞
x∼x′
(f1(x) − f1(x′))(f2(x) − f2(x′))
for all f1, f2 in the natural domain D(EG∞). Let GGN ∶ V∞×V∞ → R denote the Green’s function killed upon
exiting GN .
Lemma 2.7. For all f ∈ D(EG∞),
EG∞(f, f) ≥ EI∞ (Q˜f, Q˜f) . (2.4)
It follows that for all nonnegative functions f on VN ,
∑
x,x′∈VN GGN (x,x′)f(x)f(x′) ≤ 24d ∑w,w′∈IN GIN (w,w′)(Q˜f)(w)(Q˜f)(w′). (2.5)
Proof. Observe that for every w1,w2 ∈ I∞ with w1 ∼ w2,
(Q˜f)(w1) − (Q˜f)(w2) = 1
2d
∑
x1∈C(w1)/C(w2)
x2∈C(w2)/C(w1)
z∈C(w1)∩C(w2)
x1∼z∼x2
[(f(x1) − f(z)) + (f(z) − f(x2))] .
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The sum is over the difference of f across 2d edges in G∞ which are parallel to the line segment w1w2, and
whose vertices are nearest neighbors of either w1 or w2. Taking the square of both sides, and applying the
inequality (∑nk=1 ak)2 ≤ n(∑nk=1 a2k), we obtain[(Q˜f)(w1) − (Q˜f)(w2)]2 ≤ 1
2d
∑
x1∈C(w1)/C(w2)
x2∈C(w2)/C(w1)
z∈C(w1)∩C(w2)
x1∼z∼x2
[(f(x1) − f(z))2 + (f(z) − f(x2))2] .
Upon summing over all w1,w2 ∈ I∞, we note that each edge in G∞ contributes at most 2d terms to the RHS,
that is,
EI∞(Q˜f, Q˜f) = 12 ∑w1∼w2 [(Q˜f)(w1) − (Q˜f)(w2)]2≤ 1
2
⋅ 1
2d
⋅ 2d ∑
x1,x2∈V∞
x1∼x2
(f(x1) − f(x2))2 = EG∞(f, f).
This proves (2.4).
Next we turn to the Green form inequality (2.5). Observe that for all nonnegative functions f , h on VN ,
∑
w∈IN(Q˜f)(w)(Q˜h)(w) = 122d ∑w∈IN ∑x,x′∈C(w) f(x)h(x′)≥ 1
22d
∑
w∈IN ∑x∈C(w) f(x)h(x) ≥ 122d ∑x∈VN f(x)h(x).
By the reproducing property of Green’s functions, we deduce that for all h ∶ V∞ → R+ with support in VN ,
EI∞ ⎛⎝ ∑w∈IN GIN (⋅,w)(Q˜f)(w), Q˜h⎞⎠ ≥ 122dEG∞ ⎛⎝ ∑x∈VN GGN (⋅, x)f(x), h⎞⎠ .
Taking h = ∑x∈VN GGN (⋅, x)f(x) and again applying the reproducing property yields
EI∞ ⎛⎝ ∑w∈IN GIN (⋅,w)(Q˜f)(w), ∑x∈VN Q˜GGN (⋅, x)f(x)⎞⎠ ≥ 122d ∑x,x′∈VN GGN (x,x′)f(x)f(x′).
To simplify the notation, we introduce shorthands for the functions
fα ∶= ∑
w∈IN GIN (⋅,w)(Q˜f)(w) and fβ ∶= ∑x∈VN Q˜GGN (⋅, x)f(x),
on IN . It is clear that
EI∞(fα, fα) = ∑
w,w′∈IN GIN (w,w′)(Q˜f)(w)(Q˜f)(w′).
Meanwhile, by the energy inequality (2.4) we just proved,
EI∞(fβ , fβ) ≤ EG∞ ⎛⎝ ∑x∈VN GGN (⋅, x)f(x), ∑x′∈VN GGN (⋅, x′)f(x′)⎞⎠ = ∑x,x′∈VN GGN (x,x′)f(x)f(x′).
So putting everything together,
0 ≤ EI∞ (fα − 122d fβ , fα − 122d fβ)= EI∞(fα, fα) − 222dEI∞ (fα, fβ) + 124dEI∞(fβ , fβ)≤ ∑
w,w′∈IN GIN (w,w′)(Q˜f)(w)(Q˜f)(w′) − 124d ∑x,x′∈VN GGN (x,x′)f(x)f(x′),
which yields (2.5).
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2.4 The main lemma
In this final subsection, we establish the limsup convergence of discrete Green forms on G∞, which will play
a crucial role in the main proofs.
Let G◻GN ∶ VN ×VN → R be the restriction of GG∞ on VN ×VN ; we have added a superscript ◻ to distinguish
it from the Green’s function on G∞ killed upon exiting GN . Let us note that G◻GN and GGN , regarded as
N -by-N matrices, are both nonsingular and have matrix inverses. Also introduce the probability measure
ηN ∶= 1∣VN ∣1VN on VN . Define, for any h ∈ `1(VN ;R+) ∩ `∞(VN ;R+),
UGN (hηN) ∶= ρ−NF 1∣VN ∣ ∑x∈VN GGN (⋅, x)h(x), UG◻N (hηN) ∶= ρ−NF 1∣VN ∣ ∑x∈VN G◻GN (⋅, x)h(x).
Writing EGN = ρNF EG∞ for the renormalized discrete Dirichlet form on G∞, we have
EGN (UGN (hηN) , UGN (hηN)) = ρ−NF 1∣VN ∣2 ∑x,x′∈VN GGN (x,x′)h(x)h(x′)
by the reproducing property of GGN . Meanwhile, let us abuse notation slightly and introduce the quadratic
form EGN(UG◻N (hηN), UG◻N (hηN)) ∶= ρ−NF 1∣VN ∣2 ∑x,x′∈VN G◻GN (x,x′)h(x)h(x′),
as it is suggestive of another Green form.
Recall from §2.1 that (E ,F0) is a regular Dirichlet form on L2(F∞, ν∞). Therefore E possesses a coreC which is E1-dense in F0 and sup-norm-dense in Cc(F∞). In particular, C = F0 ∩ Cc(F∞) is a (special
standard) core of E [20].
Lemma 2.8 (The main lemma). For every h ∈ L1(F∞, ν∞) ∩ F0 with h ≥ 0, define hN ∶ VN → R by
hN(⋅) = h(`−NF ⋅). Then the following hold:
(i) lim
N→∞EGN(UG◻N (hNηN), UG◻N (hNηN)) = limN→∞EGN(UGN(hNηN), UGN(hNηN)).
For some (E ,F) ∈ E:
(ii) There exists a constant C2.6 such that
lim
N→∞EGN (UG◻N ((dµdν )N ηN) , UG◻N ((dµdν )N ηN)) ≤ C2.6E(Uµ,Uµ)
for all µ ∈M(0)0,ac(F ).
(iii) There exists a constant C2.7 such that
lim
N→∞ρNF ⟨1VN , ∑x∈VN(G◻GN )−1(⋅, x)1VN (x)⟩VN ≤ C2.7CapE(F ),
where (G◻GN )−1 denotes the matrix inverse of G◻GN , and CapE(F ) denotes the 0-capacity of F with
respect to E.
For some general facts about the 0-order capacity (which will be used in the proof of Part (iii)), please
see the Appendix.
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Proof. (i): We need two facts. The first is the observation that ↑ lim
N→∞GGN (x,x′) = GG∞(x,x′) for all
x,x′ ∈ V∞, since the first exit time from GN increases unboundedly with N . The second is the following
two-sided Green’s function estimate on G∞, proved in [6, Theorem 5.3]: there exist constants C5, C6 such
that for all x,x′ ∈ V∞ with dG∞(x,x′) ≥ 1,
C5 ⋅ dG∞(x,x′)dw−dh ≤ GG∞(x,x′) ≤ C6 ⋅ dG∞(x,x′)dw−dh .
Note that dw − dh < 0 as G∞ is a transient Sierpinski carpet graph. Therefore
N(x,x′) ∶= GG∞(x,x′) −GGN (x,x′)
dG∞(x,x′)dw−dh
is bounded above by C6 (and bounded below by 0), and lim
N→∞ N(x,x′) = 0 pointwise.
Let us take h ≥ 0, h ∈ L1(F∞, ν∞) ∩ C, where C = F0 ∩ Cc(F∞) is a core of the Dirichlet form (E ,F0).
When estimating the difference between the two sides of the equation in Part (i), we get
0 ≤ lim
N→∞ [EGN(UG◻N (hNηN), UG◻N (hNηN)) − EGN(UGN(hNηN), UGN(hNηN))]= lim
N→∞ρ−NF 1∣VN ∣2 ∑x,x′∈VN [GG∞(x,x′) −GGN (x,x′)]hN(x)hN(x′)= lim
N→∞ρ−NF 1∣VN ∣2 ∑x,x′∈VN N(x,x′) ⋅ dG∞(x,x′)dw−dhhN(x)hN(x′)≤ C lim
N→∞ρ−NF 1∣VN ∣2 ∑y,y′∈`−N
F
VN
ρNF N(`NF y, `NF y′)∥y − y′∥dw−dhh(y)h(y′)
= C lim
N→∞∫F×F N(`NF y, `NF y′)h(y)h(y′)dmN(y)dmN(y)∥y − y′∥dh−dw , (2.6)
where mN = 1∣VN ∣1`−NF VN is a probability measure on F , and mN converges weakly to ν. Now
∫
F×F h(y)h(y′)dν(y)dν(y′)∥y − y′∥dh−dw ≤ ∥h∥2∞ ∫F×F dν(y)dν(y′)∥y − y′∥dh−dw <∞,
where we use a fact from geometric measure theory (see e.g. [31, Ch. 8]) that since ν is a dh-dimensional
Hausdorff measure with respect to the Euclidean norm ∥ ⋅ ∥ on the compact metric space (F, ∥ ⋅ ∥),
∫
F×F dν(y)dν(y′)∥y − y′∥α <∞
for any α < dh. We also have ∥h∥∞ < ∞ since h ∈ Cc(F∞). So by the reverse Fatou’s lemma for weakly
converging measures (cf. [35, 36]; see also [19, Theorem 1.1] for the statement and proof), the RHS of (2.6)
is bounded above by
C ∫
F×F limN→∞
y1,y2∈`−NF VN
y1→y,y2→y′
(N(`NF y1, `NF y2)h(y1)h(y2)∥y1 − y2∥dh−dw )dν(y)dν(y′) = 0.
By a density argument this estimate extends to all h ≥ 0 with h ∈ L1(F∞, ν∞) ∩F0. This proves (i).
(ii): By Part (i) and then (2.5), there exists a constant C(d) such that
lim
N→∞EGN (UG◻N (hNηN) , UG◻N (hNηN)) = limN→∞EGN (UGN (hNηN) , UGN (hNηN))≤ C lim
N→∞EIN (UIN (Q˜hNνN) , UIN (Q˜hNνN)) .
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for all h ≥ 0 with h ∈ L1(F∞, ν∞)∩F0. We claim that Q˜hN can be replaced by P˜Nh in the above inequality.
Indeed, if h ∈ L1(F∞, ν∞) ∩F0 ∩Cc(F∞), then by continuity
lim
N→∞ ∥Q˜hN − P˜Nh∥L1(IN ,νN ) ≤ limN→∞ 1mNF ∑w∈IN 1∣ν(Ψ(N)w ∩ F )∣ ∫Ψ(N)w ∩F
RRRRRRRRRRRRh(y) −
1
2d
∑
x∈C(w)h( x`NF )
RRRRRRRRRRRRdν(y)
≤ lim
N→∞ supw∈IN supy∈Ψ(N)w ∩F
RRRRRRRRRRRRh(y) −
1
2d
∑
x∈C(w)h( x`NF )
RRRRRRRRRRRR = 0.
Since F0∩Cc(F∞) is a core of E , this result extends to all h ∈ L1(F∞, ν∞)∩F0 by a density argument. Hence
lim
N→∞EIN (UIN (Q˜hNνN) , UIN (Q˜hNνN)) = limN→∞ ⟨UIN (Q˜hNνN) , Q˜hNνN ⟩IN≤ lim
N→∞ ⟨UIN ((Q˜hN + P˜Nh)νN) , (Q˜hN − P˜Nh)νN ⟩IN + limN→∞ ⟨UIN (P˜NhνN) , P˜NhνN ⟩IN= lim
N→∞ ⟨UIN (P˜NhνN) , P˜NhνN ⟩IN = limN→∞EIN (UIN (P˜NhνN) , UIN (P˜NhνN)) .
Now put h = dµ
dν
for some µ ∈M(0)0,ac(F∞). It follows from the preceding discussions and Theorem 2.4 that
lim
N→∞EGN (UG◻N ((dµdν )N ηN) , UG◻N ((dµdν )N ηN)) ≤ C limN→∞EIN (UIN(P˜Nµ), UIN(P˜Nµ)) ≤ C ′E(Uµ,Uµ),
where C ′ = CC2.5.
(iii): We recognize that for all h ∶ VN → R+,
⟨ρ−NF ∑
x∈VN G
◻GN (⋅, x)(hηN)(x), hηN⟩
VN
≥ ⟨ρ−NF ∑
x∈VN GGN (⋅, x)(hηN)(x), hηN⟩VN . (2.7)
Fixing f ∶ VN → R, we let η = ρNF ∑
x∈VN(GGN )−1(⋅, x)f(x) and η◻ = ρNF ∑x∈VN(G◻GN )−1(⋅, x)f(x). (Note that the
matrix inverses are well-defined.) Then upon applying the Cauchy-Schwarz inequality and (2.7), we find
⟨f, ρNF ∑
x∈VN(G◻GN )−1(⋅, x)f(x)⟩
2
VN
= ⟨ρ−NF ∑
x∈VN GGN (⋅, x)η(x), ηo⟩
2
VN≤ ⟨ρ−NF ∑
x∈VN GGN (⋅, x)η(x), η⟩VN ⟨ρ−NF ∑x∈VN GGN (⋅, x)ηo(x), ηo⟩VN≤ ⟨ρ−NF ∑
x∈VN GGN (⋅, x)η(x), η⟩VN ⟨ρ−NF ∑x∈VN G◻GN (⋅, x)ηo(x), ηo⟩VN= ⟨f, ρNF ∑
x∈VN(GGN )−1(⋅, x)f(x)⟩VN ⟨f, ρNF ∑x∈VN(G◻GN )−1(⋅, x)f(x)⟩VN .
Hence for all f ∶ VN → R,
⟨f, ρNF ∑
x∈VN(G◻GN )−1(⋅, x)f(x)⟩VN ≤ ⟨f, ρNF ∑x∈VN(GGN )−1(⋅, x)f(x)⟩VN .
In particular,
lim
N→∞ρNF ⟨1VN , ∑x∈VN(G◻GN )−1(⋅, x)1VN (x)⟩VN ≤ limN→∞ρNF ⟨1VN , ∑x∈VN(GGN )−1(⋅, x)1VN (x)⟩VN (2.8)= lim
N→∞⟨1VN , µVN ⟩VN ,
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where µVN is the equilibrium measure on VN with respect to EGN . (The equilibrium measure and the equilib-
rium potential of a set B with respect to the Dirichlet form E is defined in Proposition A.2 in the Appendix.)
The equality in the second line is just a direct calculation by
UGNµVN = ρ−NF 1∣VN ∣ ∑x∈VN GGN (⋅, x)dµVNdηN (x) = 1 on VN ,
cf. Proposition A.2(ii). From this it also follows that ρ−NF µVN (VN) ≤ G−1, and
UIN Q˜µVN = ρ−NF 1mNF ∑w∈IN GIN (⋅,w) 12d ∑x∈C(w)(dµVNdηN ) (x)
≤ ∣VN ∣
mNF
∥GI∞∥∞ρ−NF µVN (VN) ≤ ∣VN ∣mNF ∥GI∞∥∞G on IN .
So if we let µˆVN ∶= ( ∣VN ∣mN
F
∥GI∞∥∞
G
)−1 µVN , then UIN Q˜µˆVN ≤ 1 on IN . Hence by Proposition A.2(iv),
⟨1VN , µVN ⟩VN ≤ 2dmNF∣VN ∣ ⟨1IN , Q˜µVN ⟩IN = 2d ∥GI∞∥∞G ⟨1IN , Q˜µˆVN ⟩IN≤ 2d ∥GI∞∥∞
G
⟨1IN , µIN ⟩IN = 2d ∥GI∞∥∞G EIN(eIN , eIN ),
where µIN and eIN are, respectively, the equilibrium measure and equilibrium potential of IN with respect
to EIN . Putting C2.8 ∶= 2d ∥GI∞∥∞G , and applying Proposition A.2(i) and Proposition 2.1(ii), we find
lim
N→∞⟨1VN , µVN ⟩VN ≤ C2.8 limN→∞EIN (eIN , eIN ) ≤ C2.8 limN→∞EIN (P˜NeF , P˜NeF ) ≤ C2.8C−12.2E(eF , eF ). (2.9)
Inequalities (2.8) and (2.9) together imply the result.
3 Proof of Theorem 1.1
Notation. In the next two sections, Φ ∶ R→ [0,1], defined by
Φ(a) = 1√
2pi
∫ a−∞ e−ξ2/2dξ,
stands for the cdf of a standard normal random variable. For any measurable subset S of V∞, we denote by
FS ∶= σ{ϕx ∶ x ∈ S} the sigma-algebra generated by the free field on S, and by Ω+S ∶= {ϕx ≥ 0 for all x ∈ S}
the event that the field is nonnegative everywhere on S. Finally, we fix an element (E ,F) from the family E
of local, regular, conservative, non-zero Dirichlet forms on L2(F∞, ν∞) which are invariant under the local
symmetries of the carpet.
3.1 Lower bound
Let α > ds(F ) ⋅G, where ds(F ) = 2 logmFlog tF is the spectral dimension of the generalized Sierpinski carpet F
(note that ds(F ) > 2), and G ∶= supx∈V∞ GG∞(x,x). Denote by PN the law of the free field on G∞ with mean√
α log tF
√
N and covariance GG∞ .
First we wish to show that limN→∞ PN(Ω+VN ) = 1. Observe that for any x ∈ V∞,
PN(ϕx < 0) = P(ϕx < −√αN log tF ) = Φ(−√ αN log tF
GG∞(x,x)) ,
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Using the fact that GG∞(x,x) ≤ G and Φ(a) ≤ 12e−a2/2 for a ≤ 0, we deduce that
PN(ϕx < 0) ≤ 1
2
t
−(Nα)/(2G)
F .
It follows that
PN ((Ω+VN )c) = PN ( ⋃
x∈VN{ϕx < 0}) ≤ ∑x∈VN PN(ϕx < 0) ≤ c(mF t−
α
2G
F )N Ð→N→∞ 0,
which is what we want.
Next we adopt the relative entropy argument as used in the proof of [12, Lemma 2.3]. Let ΠN = dPN
dP
∣
FVN
.
Introduce the relative entropy of PN to P restricted to VN by
EntVN (PN ∣P) = ∫RV∞ ΠN log(ΠN)dP = 12αN log tF ⟨1VN , ∑x∈VN(G◻GN )−1(⋅, x)1VN (x)⟩VN ,
where (G◻GN )−1 denotes the matrix inverse of (G◻GN ) ∶= GG∞ ∣VN×VN . Applying the entropy inequality
log( P(Ω+VN )
PN(Ω+VN )) ≥ − 1PN(Ω+VN ) (EntVN (PN ∣P) + e−1) ,
cf. the end of the proof of [12, Lemma 2.3], we obtain
lim
N→∞
logP(Ω+VN )
ρ−NF N log tF≥ lim
N→∞ [− 1PN(Ω+VN ) (EntVN (PN ∣P) + e
−1
ρ−NF N log tF ) + logPN(Ω
+
VN
)
ρ−NF N log tF ]
≥ lim
N→∞ [− 1PN(Ω+VN ) EntVN (PN ∣P)ρ−NF N log tF ] + limN→∞ [− 1PN(Ω+VN ) e
−1
ρ−NF N log tF ] + limN→∞ logPN(Ω
+
VN
)
ρ−NF N log tF
≥ −( lim
N→∞ 1PN(Ω+VN ) ⋅ limN→∞ EntVN (PN ∣P)ρ−NF N log tF ) + 0 + 0 ≥ − 12αC2.7CapE(F ) (3.1)
by Lemma 2.8(iii). By making α arbitrarily close to ds(F ) ⋅G, we obtain the desired lower bound.
Remark 3.1. If we instead use a constant multiple of the original Dirichlet form (γE ,F), γ > 0, inequality
(3.1) will hold under the substitutions C2.7 → γ−1C2.7 and CapE(F )→ CapγE(F ).
3.2 Upper bound
Just as in the Zd setting [12], the proof of the upper bound involves a series of coarse graining and conditioning
arguments on the free field {ϕx}x∈V∞ , though some modifications are needed to account for the fractal
geometry.
Notation. If G = (V (G),∼) is a finite subgraph of a larger graph G0 = (V (G0),∼), then we denote the set
of peripheral vertices of G by
∂G ∶= {x ∈ V (G) ∶ x ∼ y for some y ∈ V (G0)/V (G)}.
The interior of the graph G will thusly be defined by G˚ ∶= (V (G)/∂G,∼).
Following §1.1.1, we denote by Qj(Fj) (j ∈ N) the collection of closed cubes of side `−jF whose vertices
are in `−jF Zd, and which are contained in Fj . Then to each Q¯ ∈ Qj(Fj) corresponds a unique vector p =
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(p1,⋯, pd) ∈ (N0)d such that Q¯ = [p1`−jF , (p1 + 1)`−jF ] × ⋯ × [pd`−jF , (pd + 1)`−jF ]. Keeping with this notation,
we define two related cubes derived from Q¯:
Q⌞ = [p1`−jF , (p1 + 1)`−jF ) ×⋯ × [pd`−jF , (pd + 1)`−jF ) ,
Q = Q⌞ ∪ ⎛⎜⎜⎜⎝Q¯ / ⋃Q¯′∈Qj(Fj)
Q¯′≠Q¯
Q′⌞
⎞⎟⎟⎟⎠ .
The point of introducing the cube Q is to ensure that the adjoining face between cubes is assigned to only
one cube in a consistent manner. Let Q○j(Fj) be the totality of all Q. Observe that Fj = ⋃Q∈Q○j(Fj)Q, and
that Q1 ∩Q2 = ∅ for any Q1,Q2 ∈ Q○j(Fj) with Q1 ≠ Q2.
Next we introduce, for each k ≤ N , the following collections of kth-level subgraphs of GN :
Sk(GN) ∶= {`NF Q¯ ∩ GN ∶ Q¯ ∈ QN−k(FN−k)} ,
S○k(GN) ∶= {`NF Q ∩ GN ∶ Q ∈ Q○N−k(FN−k)} .
By construction, there is a bijection ιk ∶ S○k(GN)→ Q○N−k(FN−k) which maps each subgraph g ∈ S○k(GN) to a
subcube Q ∈ Q○N−k(FN−k). We will refer to ιk often.
Now let us fix a sufficiently large k ∈ N, and designate a vertex x0 ∈ Vk/∂Gk as the “representative interior
point” of Gk. We do not insist on where x0 is located within Vk, so long as it stays away from the periphery
∂Gk. (Contrast this setup with previous works on Zd [12, 26], where it is natural to designate the center
vertex of each block cell as the representative interior point.). Then for any N > k, letCN = {x ∈ VN ∶ x = x0 + `kFp for some p ∈ (N0)d} andDN = {x ∈ VN ∶ ∃i ∈ {1,⋯, d} such that xi = p`kF for some p ∈ N0}
be, respectively, the set of all representative interior points and kth-level boundary points in VN ; see Figure
2. Note that ∣CN ∣ =mN−kF .
With the setup complete, we can proceed with the main arguments. Coarse graining means that we are
sampling the free field ϕ at only one vertex from each subgraph g ∈ Sk(GN). On top of that, we will analyze
these Gaussian random variables conditional upon the sigma-algebra FDN generated by the free field on the
“conditioning grid” DN .
A key property we will use is the random walk representation of the free field: if S is a measurable subset
of VN , then the law of ϕx conditional upon FS is Gaussian with
E[ϕx∣{ϕy = gy}y∈S] = ∑
y∈S P
x[XτS = y]gy, Var[ϕx∣{ϕy = gy}y∈S] = Reff(x,S), (3.2)
where (Xt)t≥0 is the continuous-time random walk on the graph, τS denotes the first hitting time of S, and
Reff(A,B) is the effective resistance between two measurable subsets A and B of the graph.
From property (3.2), we deduce that under P(⋅∣FDN ), {ϕx ∶ x ∈ CN} are independent Gaussian random
variables with mean E(ϕx∣FDN ) =∶ µx and identical variance Reff(x0, ∂Gk) = GG˚k(x0, x0), where GG˚k denotes
the Green’s function killed upon exiting G˚k. In addition we will use the following two properties of µx later:
• Under P, the distribution of (ϕy)y∈DN is jointly Gaussian, and (3.2) implies that µx is a sum of jointly
Gaussian random variables, which is another Gaussian.
• On the event Ω+DN , (3.2) implies that µx is the sum of nonnegative numbers, and hence a nonnegative
number.
Let us now carry out the estimate of P(Ω+VN ). First of all,
P(Ω+VN ) ≤ P (Ω+CN ∩Ω+DN ) = E⎛⎝ ∏x∈CN P[ϕx ≥ 0∣FDN ] ⋅ 1Ω+DN ⎞⎠ , (3.3)
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Figure 2: The coarse-graining and conditioning scheme on the outer Sierpinski carpet graph G∞. Vertices
indicated by filled dots are the representative interior points (CN ), while vertices covered by the solid lines
(the conditioning grid) are where the free field ϕ is conditioned upon (DN ).
where the equality comes from a basic identity for conditioned random variables and the independence of{ϕx ∶ x ∈ CN} under P(⋅∣FDN ).
Now take a j ∈ N and consider all N > j + k. For each B ∈ S○N−j(GN), let BC ∶= B ∩ CN ; observe that∣BC ∣ = mN−j−kF . Let αx0,κ ∶= 2(GG∞(x0, x0) − κ) log tF , where κ ∈ (0,GG∞(x0, x0)). Finally, for δ ∈ (0,1),
define the events
Γx0,B ∶= {ϕ ∶ ∣{x ∈BC ∶ µx ≤ √αx0,κN}∣ ≥ δ∣BC ∣} , Γx0 = ⋃
B∈S○
N−j(GN )Γx0,B. (3.4)
By writing Ω+DN as the disjoint union of (Ω+DN ∩ Γx0) and (Ω+DN ∩ Γcx0), we develop (3.3) further as
P(Ω+VN ) ≤ E⎛⎝ ∏x∈CN P[ϕx ≥ 0∣FDN ] ⋅ 1Ω+DN ∩Γx0⎞⎠ +E⎛⎝ ∏x∈CN P[ϕx ≥ 0∣FDN ] ⋅ 1Ω+DN ∩Γcx0⎞⎠ . (3.5)
The claim is that the first term on the RHS of (3.5) becomes negligible as N →∞. Since this result plays
an essential role in Section 4, we record it as a separate lemma.
Lemma 3.2. Let γ ∈ (0,1). Then for k large enough, there exists a constant C3.1(δ, j, k), independent of
N , such that
E
⎛⎝ ∏x∈CN P[ϕx ≥ 0∣FDN ] ⋅ 1Ω+DN ∩Γx0⎞⎠ ≤ exp (−C3.1mNF t−N(1−γ)F ) . (3.6)
Proof of Lemma 3.2. Since ↑ lim
k→∞GG˚k(x0, x0) = GG∞(x0, x0), there exists κ ∈ (0,GG∞(x0, x0)) such that
1
2 log tF
αx0,k
GG˚k(x0, x0) = GG∞(x0, x0) − κGG˚k(x0, x0) ≤ 1 − γ (3.7)
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for all sufficiently large k.
Meanwhile, on Γx0 , there exists at least a B
∗ ∈ S○N−j(GN) such that Γx0,B∗ holds. Therefore
∏
x∈CN P[ϕx ≥ 0∣FDN ] ≤ P [ϕx0 − µx0 ≥ −√αx0,κN ∣FDN ]
δ∣B∗C ∣ = ⎡⎢⎢⎢⎢⎢⎣1 −Φ
⎛⎜⎝−
√
αx0,κN√
GG˚k(x0, x0)
⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦
δ∣B∗C ∣
≤ ⎡⎢⎢⎢⎢⎢⎣1 −
√
GG˚k(x0, x0)√
αx0,κN
exp(− αx0,κN
2GG˚k(x0, x0))
⎤⎥⎥⎥⎥⎥⎦
δ∣B∗C ∣
≤ ⎡⎢⎢⎢⎣1 − 1√2(1 − γ)N log tF t−N(1−γ)F
⎤⎥⎥⎥⎦
δ∣B∗C ∣ ≤ exp (−cmNF t−N(1−γ)F ) on Ω+DN ∩ Γx0 .
In succession, we used the fact that ϕx0 − µx0 is a centered Gaussian random variable under P(⋅∣FDN ), and
applied a standard Gaussian estimate. To finish we used (3.7) and the inequality 1 − x ≤ e−x.
We turn to estimate the second term on the RHS of (3.5). The key is to obtain a lower bound for∑x∈BC µx (B ∈ S○N−j(GN)) on Ω+DN ∩ Γcx0 . We start by writing
∑
x∈BC µx = ∑x∈BC
µx>√αx0,κN
µx + ∑
x∈BC√
αx0,κN≥µx≥0
µx.
On Ω+DN , the second summand can be bounded below by 0. As for the first summand, observe that on Γcx0 ,
there are at least (1 − δ)∣BC ∣ many representative interior points x whose µx exceeds √αx0,κN . Therefore
∑
x∈BC µx ≥ (1 − δ)∣BC ∣√αx0,κN on Ω+DN ∩ Γcx0 .
Introduce arbitrary nonnegative numbers fB ≥ 0, B ∈ S○N−j(GN). We then have
P(Ω+DN ∩ Γcx0) ≤ P⎛⎝ 1∣BC ∣ ∑x∈BC µx ≥ (1 − δ)√αx0,κN⎞⎠
= P⎛⎜⎝ ∑B∈S○
N−j(GN ) fB
1∣BC ∣ ∑x∈BC µx ≥ (1 − δ)√αx0,κN ∑B∈S○N−j(GN ) fB
⎞⎟⎠
≤ exp
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− (1 − δ)
2αx0,κN
⎛⎜⎝ ∑B∈S○
N−j(GN ) fB
⎞⎟⎠
2
2 Var
⎛⎜⎝ ∑B∈S○
N−j(GN ) fB
1∣BC ∣ ∑x∈BC µx
⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
In the last inequality, we used the fact that ∑x∈BC µx is Gaussian (being a sum of independent Gaussians)
under P, and applied a standard Gaussian estimate.
The law of total variance, Var(X) = Var(E(X ∣F ))+E(Var(X ∣F )), implies that Var(E(X ∣F )) ≤ Var(X).
We apply this to our setting to get
Var
⎛⎜⎝ ∑B∈S○
N−j(GN ) fB ∑x∈BC µx
⎞⎟⎠ ≤ Var
⎛⎜⎝ ∑B∈S○
N−j(GN ) fB ∑x∈BC ϕx
⎞⎟⎠ .
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Let the function Ξj ∶ F → R+ be given by Ξj = ∑
B∈S○
N−j(GN ) fB1ιj(B), where ιj ∶ S○N−j → Q○N−j(FN−j) is a
bijection which maps each subgraph to its corresponding subcube. One verifies that
∑
B∈S○
N−j(GN ) fB = 1∣BC ∣ ∑x∈CN Ξj ( x`NF ) and ∑B∈S○N−j(GN ) fB ∑x∈BC ϕx = ∑x∈CN Ξj ( x`NF )ϕx.
Hence
Var
⎛⎜⎝ ∑B∈S○
N−j(GN ) fB
1∣BC ∣ ∑x∈BC ϕx
⎞⎟⎠ = 1∣BC ∣2 Var⎛⎝ ∑x∈CN Ξj ( x`NF )ϕx⎞⎠
= 1∣BC ∣2 ∑x,x′∈CN GG∞(x,x′)Ξj ( x`NF )Ξj ( x
′
`NF
)
= 1∣BC ∣2 ∑x,x′∈VN GG∞(x,x′) (Ξj1`−NF CN )( x`NF )(Ξj1`−NF CN )( x
′
`NF
) .
Putting things together,
P(Ω+DN ∩ Γcx0) ≤ exp
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− (1 − δ)
2αx0,κN
⎛⎝ ∑x∈CN Ξj ( x`NF )⎞⎠
2
2 ∑
x,x′∈VN GG∞(x,x′) (Ξj1`−NF CN )( x`NF )(Ξj1`−NF CN )( x
′
`NF
)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It follows from this and Lemma 3.2 that
lim
N→∞
logP(Ω+VN )
ρ−NF N log tF ≤ limN→∞ logP(Ω
+DN ∩ Γcx0)
ρ−NF N log tF
≤ lim
N→∞
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−(1 − δ)2(GG∞(x0, x0) − κ)
⎛⎝ 1mN−kF ∑x∈CN Ξj ( x`NF )⎞⎠
2
ρ−NF
m
2(N−k)
F
∑
x,x′∈VN GG∞(x,x′) (Ξj1`−NF CN )( x`NF )(Ξj1`−NF CN )( x
′
`NF
)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤ −(1 − δ)2(GG∞(x0, x0) − κ)
C21.2m
2k
F
lim
N→∞
⎛⎝ 1mN−kF ∑x∈CN Ξj ( x`NF )⎞⎠
2
lim
N→∞ ρ
−N
F∣VN ∣2 ∑x,x′∈VN GG∞(x,x′) (Ξj1`−NF CN )( x`NF )(Ξj1`−NF CN )( x
′
`NF
)
≤ −(1 − δ)2(GG∞(x0, x0) − κ)
C21.2C2.6
[ ⟨1F ,Ξjν⟩2FE(U(Ξjν), U(Ξjν))] (3.8)
for all Ξj ∈ F . In obtaining the convergence for the denominator, we applied Lemma 2.8(ii) and identified
the limit measure as m−kF Ξjν.
By varying over the coefficients fB in Ξj and taking the limit j →∞, we can obtain any Ξν ∈M(0)0,ac(F ).
Then we can recover any µ ∈ S(0)0 , supp(µ) ⊂ F , by an approximating sequence of measures in M(0)0,ac(F ) a`
la Yosida (Proposition A.1). We supremize the bracketed expression on the RHS of (3.8) over all µ ∈ S(0)0
and apply Proposition A.2(iv), then take δ, κ→ 0 to get
lim
N→∞
logP(Ω+VN )
ρ−NF N log tF ≤ − 1C21.2C2.6 ⋅GG∞(x0, x0) ⋅CapE(F ). (3.9)
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This essentially proves the upper bound in Theorem 1.1, though a priori not the sharpest possible bound. In
principle, one can choose the interior point x∗0 ∈ Vk/∂Gk with the biggest on-diagonal Green’s function value
GG∞(x∗0, x∗0), and run through the preceding argument to get (3.9) with GG∞(x∗0, x∗0) in place of GG∞(x0, x0).
4 Proof of Theorem 1.2
The purpose of this section is to prove that for any  > 0 and any η > 0,
lim
N→∞ supx∈VN
VN,(x)⊂VN
P(ϕ¯N,(x) ≤ (√2G log tF − η)√N ∣ Ω+VN) = 0. (4.1)
lim
N→∞ supx∈VN
VN,(x)⊂VN
P(ϕ¯N,(x) ≥ (√2G log tF + η)√N ∣ Ω+VN) = 0. (4.2)
4.1 Lower bound
In this subsection, LS ∶= 1∣S∣ ∑x∈S δϕx denotes the empirical measure of the free field ϕ on a measurable subset
S of V∞.
Equation (4.1) is a direct consequence of the following lemma.
Lemma 4.1. For any α < 2G log tF and δ > 0,
lim
N→∞P(LVN [0,√αN] ≥ δ ∣ Ω+VN) = 0. (4.3)
Proof. For the sake of clarity, we present the proof in two steps.
Step 1. Fix a representative interior point x0 ∈ Vk/∂Gk as in Section 3.2. Also recall the definition ofCN . Our interim goal is to show that for any α < 2GG∞(x0, x0) log tF and δ > 0,
lim
N→∞P(LCN [0,√αN] ≥ δ ∣ Ω+VN) = 0. (4.4)
Following the proof of [12, Lemma 4.4], we define, for each α > 0, the events
ΘN(α) = {x ∈ CN ∶ ϕx ≤ √αN} and Θ¯N(α) = {x ∈ CN ∶ µx ≤ √αN} .
Then for each δ > δ′ > 0 and α < α′ < 2GG∞(x0, x0) log tF ,
{LCN [0,√αN] ≥ δ} = {∣ΘN(α)∣ ≥ δ∣CN ∣}= {∣ΘN(α)∣ ≥ δ∣CN ∣, ∣Θ¯N(α′)∣ ≥ δ′∣CN ∣} ∪ {∣ΘN(α)∣ ≥ δ∣CN ∣, ∣Θ¯N(α′)∣ < δ′∣CN ∣}⊂ {∣Θ¯N(α′)∣ ≥ δ′∣CN ∣} ∪ {∣ΘN(α) ∩ Θ¯N(α′)c∣ ≥ (δ − δ′)∣CN ∣} =∶ J0 ∪ J1.
Observe that J0 ⊂ Γx0 , where Γx0 was introduced in (3.4). Therefore, Lemma 3.2 implies that for each
γ ∈ (0,1), there exists a positive constant C3.1 such that
P (J0 ∩Ω+VN ) ≤ E⎛⎝ ∏x∈CN P[ϕx ≥ 0∣FDN ] ⋅ 1J0∩Ω+DN ⎞⎠
≤ E⎛⎝ ∏x∈CN P[ϕx ≥ 0∣FDN ] ⋅ 1Γx0∩Ω+DN ⎞⎠ ≤ exp (−C3.1mNF t−N(1−γ)F ) .
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On the other hand, the lower bound of Theorem 1.1 implies that for all sufficiently large N , P(Ω+VN ) ≥
exp (−cρ−NF N log tF ). Therefore
P (J0 ∩Ω+VN )
P(Ω+VN ) ≤ exp (−cρ−NF (tNγF − c′N)) ,
and the RHS tends to 0 as N →∞ because ρF < 1. Thus it remains to show that
P (J1 ∩Ω+VN )
P(Ω+VN ) Ð→ 0 as N →∞.
Note first that µx − ϕx ≥ (√α′ −√α)√N whenever x ∈ ΘN(α) ∩ Θ¯N(α′)c. So on J1,
1∣CN ∣ ∑x∈CN ∣ϕx − µx∣ ≥ (δ − δ′)(√α′ −√α)√N.
Hence
P (J1 ∩Ω+VN ) ≤ P (J1 ∩Ω+DN )
≤ E⎛⎝P⎛⎝ 1∣CN ∣ ∑x∈CN ∣ϕx − µx∣ ≥ (δ − δ′)(√α′ −√α)√N ∣ FDN⎞⎠ ⋅ 1J1∩Ω+DN ⎞⎠
≤ exp(−(δ − δ′)2(√α′ −√α)2N ∣CN ∣2
2∣CN ∣GG˚k(x0, x0) )≤ exp (−CNρ−NF tNF )
for some positive constant C which depends on anything but N . In the third inequality above, we used
the fact that under P(⋅∣FDN ), {ϕx − µx ∶ x ∈ CN} are independent centered Gaussian random variables with
variance GG˚k(x0, x0). This shows that P(J1 ∩Ω+VN ) decays faster than P(Ω+VN ) as N →∞, and hence proves
(4.4).
Step 2. Observe that the proof in Step 1 continues to hold for any other interior point x0 ∈ Vk/∂Gk
with the obvious replacements. Thus we can deduce that for any α < 2 (minx0∈Vk/∂Gk GG∞(x0, x0)) log tF and
δ > 0,
lim
N→∞P(LVN /DN [0,√αN] ≥ δ ∣ Ω+VN) = 0.
This falls short of (4.3) because DN has been excluded from the empirical measure. To redress this short-
coming, we need to translate the conditioning grid relative to the underlying graph V∞, so that points onDN lie within the grid, and then carry out the conditioning scheme. Let us take a moment to describe the
translation procedure, as it will be used again in §4.2.
As before we fix a representative interior point x0 ∈ Vk/∂Gk. For each z ∈ [0, `kF )d ∩ Vk =∶ V ⌞k , defineC˜zN = {x ∈ VN ∶ x = z + `kFp for some p ∈ (N0)d},D˜zN = {x ∈ VN ∶ ∃i ∈ {1,⋯, d} such that xi = p`kF + (z − x0)i for some p ∈ N0}.
In effect, we are translating the set of coarse-graining points and the conditioning grid by a vector z − x0;
see Figure 3. Since D˜zN separates points in C˜zN , we can define finite subgraphs gx = (V (gx),∼) of GN indexed
by x ∈ C˜zN such that:
• The boundary ∂gx of gx is a subset of D˜zN which separates x from all other elements of C˜zN .
• V (gx) = V (g˚x) ∪ ∂gx, where V (g˚x) is the set of vertices whose shortest path to x does not intersect
∂gx. Here we used the notation g˚x to indicate the interior of gx.
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Figure 3: The coarse graining and conditioning scheme upon translation. As in Figure 2, the filled dots
indicate the original representative interior points (CN ). Applying a translation by z − x0 for some z ∈ Vk
(one of the hollow dots), one obtains the new representative interior points (C˜zN , hollow dots) and conditioning
grid (D˜zN , solid lines).
The conditioning argument now reads as follows: Under P(⋅∣FD˜z
N
), {ϕx ∶ x ∈ C˜zN} are independent
Gaussian random variables, each having mean E(ϕx∣FD˜z
N
) =∶ µ˜zx and variance Gg˚x(x,x). Keep in mind that
the variances are not all identical because the subgraphs (gx)x∈C˜z
N
no longer retain the symmetries of the
original carpet. Nevertheless, we still have the resistance shorting rule
Gg˚x(x,x) = Reff (x,V ((˚gx)c)) ≤ Reff(x,{∞}) = GG∞(x,x),
where Reff(A,B) is the effective resistance between two (finite) subsets A, B of V∞ on the graph G∞.
Now define B˜zC = V (B)∩ C˜zN for each B ∈ S○N−j(GN) and each z ∈ V ⌞k . Note that V (B) equals the disjoint
union ⋃z∈V ⌞
k
B˜zC , and that the ∣B˜zC ∣ are not the same for all z and B due to inclusion/exclusion of kth-level
boundary points. Nevertheless we still have ∣B˜zC ∣ = O(mN−kF ).
Let κ > 0 and ακ ∶= 2(G − κ) log tF . Define, for δ ∈ (0,1), the event
Γ˜zB ∶= {ϕ ∶ ∣{x ∈ B˜zC ∶ µ˜zx ≤ √ακN ∣ ≥ δ∣B˜zC ∣} , (4.5)
and put Γ˜z = ⋃B∈S○
N−j(GN ) Γ˜zB. We have the following analog of Lemma 3.2:
Lemma 4.2. Let γ ∈ (0,1). Then for k large enough, there exists a constant C4.1(δ, k), independent of N ,
such that
E
⎛⎜⎝ ∏x∈C˜z
N
P[ϕx ≥ 0∣FD˜z
N
] ⋅ 1Ω+˜Dz
N
∩Γ˜z⎞⎟⎠ ≤ exp (−C4.1mNF t−N(1−γ)F ) . (4.6)
The proof is essentially identical to that of Lemma 3.2, except that we cannot peg the height to be anything
higher than
√
ακN in the event Γ˜
z
B, due to the unequal variances amongst the conditioned variables.
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At last we can describe how to adapt the proof in Step 1 to the translated conditioning grid. The events
ΘN(α), Θ¯N(α), J0 and J1 are as before, except that one replaces CN , DN , and µx with, respectively, C˜zN ,D˜zN , and µ˜zx, and puts α < α′ < 2G log tF . Then by the aforementioned conditioning argument and Lemma
4.2, one shows that limN→∞ P(J0∣Ω+VN ) = 0. Similarly, using conditioning and a standard Gaussian estimate,
one finds limN→∞ P(J1∣Ω+VN ) = 0. Upon varying over all z ∈ V ⌞k one proves Lemma 4.1.
4.2 Upper bound
In this subsection we prove the upper bound (4.2). The overall strategy is to show that on Ω+VN , the
coarse-grained averages of ϕx and of µx differ by O(1) as N → ∞. Since the µx are independent under
the conditioning, we can use standard Gaussian estimates to bound them below uniformly by a threshold√
2G log tFN . It follows that the local sample mean of the actual field ϕx is bounded below by the same
threshold plus an O(1) error. Finally, we invoke the convergence of discrete Green forms (Lemma 2.8(ii))
and a capacity argument (like the one used at the end of the proof in §3.2) to establish the asymptotic
sharpness of the threshold. Our approach is inspired by [26].
In what follows, we fix an y ∈ F and an  > 0 such that the  cubic neighborhood of y,
B(y, ) = {y′ ∈ F ∶ max
1≤i≤d ∣y′i − yi∣ ≤ } ,
is contained in F . We then let
VN,(y) = {z ∈ VN ∶ max
1≤i≤d ∣zi − [`NF yi]∣ ≤  ⋅ `NF } ,
and denote by GN,(y) = (VN,(y),∼) the corresponding graph. In essence, GN,(y) (relative to GN ) can be
viewed as the graphical approximation of B(y, ) (relative to F ).
The quantity of interest is the average of ϕ over VN,(y), i.e., the local sample mean of the free field,
ϕ¯N,(y) = 1∣VN,(y)∣ ∑z∈VN,(y)ϕz.
For each η > 0, denote MN,η ∶= {ϕ¯N,(y) ≥ (√2G log tF + η)√N} .
Our goal is to prove that for any η > 0,
lim
N→∞P (MN,η ∣ Ω+VN ) = 0. (4.7)
To begin the proof, we fix a sufficiently large k ∈ N, take a j ∈ N, and consider all N > k + j. Fix a
representative interior point x0 ∈ Vk/∂Gk as usual. Let κ > 0, and denote ακ = 2(G − κ) log tF . Two events
are introduced as follows. The first event is Γ˜z = ⋃B∈S○
N−j(GN ) Γ˜zB, where Γ˜zB is given in (4.5) and is defined
for each B ∈ S○N−j(GN), z ∈ V ⌞k and δ ∈ (0,1). The second event, defined for each s > 0 and z ∈ V ⌞k , is
D˜zs ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩ϕ ∶ there exists an B ∈ S○N−j(GN) such that
1∣B˜zC ∣ ∑x∈B˜zC(ϕx − µ˜zx) < −s
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Observe that MN,η equals the disjoint union (MN,η ∩ J2) ∪ (MN,η ∩ J3) ∪ (MN,η ∩ J4), where
J2 ∶= ⎛⎝ ⋃z∈V ⌞
k
Γ˜z
⎞⎠ , J3 ∶= ⎛⎝ ⋂z∈V ⌞
k
(Γ˜z)c⎞⎠ ∩ ⎛⎝ ⋃z∈V ⌞
k
D˜zs
⎞⎠ , J4 ∶= ⎛⎝ ⋂z∈V ⌞
k
(Γ˜z)c⎞⎠ ∩ ⎛⎝ ⋂z∈V ⌞
k
(D˜zs)c⎞⎠ .
So the task boils down to proving that each of P(MN,η∩J2∩Ω+VN ), P(MN,η∩J3∩Ω+VN ), and P(MN,η∩J4∩Ω+VN )
decays faster than P(Ω+VN ) as N →∞.
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For J2, we combine Lemma 4.2 with a union bound to find that for any γ ∈ (0,1),
P(J2 ∩Ω+VN ) ≤ ∣V ⌞k ∣ exp (−CmNF t−N(1−γ)F ) ,
which decays faster than P(Ω+VN ).
For J3, we use the fact that under P(⋅∣FD˜z
N
), {ϕx − µ˜zx ∶ x ∈ B˜zC} are independent (though not identically
distributed) Gaussian random variables to find
Var
⎛⎜⎝ 1∣B˜zC ∣ ∑x∈B˜zC (ϕx − µ˜zx) ∣FD˜zN
⎞⎟⎠ = 1∣B˜zC ∣2 ∑x∈B˜zC Var(ϕx − µ˜zx∣FD˜zN) ≤
1∣B˜zC ∣2 ⋅ ∣B˜zC ∣G = G∣B˜zC ∣ .
By applying a union bound followed by a Gaussian estimate, we see that there exists z′ ∈ V ⌞k such that
P(J3 ∩Ω+VN ) ≤ ∣V ⌞k ∣ ⋅ P ((Γ˜z′)c ∩ D˜z′s ∩Ω+VN )
≤ ∣V ⌞k ∣ ⋅E⎛⎜⎝P
⎛⎜⎝∃B ∈ S○N−j(GN) ∶ 1∣B˜z′C ∣ ∑x∈B˜z′C (ϕx − µ˜z
′
x ) < −s ∣ FD˜z′
N
⎞⎟⎠ ⋅ 1Ω+˜Dz′N ∩(Γ˜z′)c
⎞⎟⎠
≤ ∣V ⌞k ∣ ⋅ exp(−Cs2mNF
2G
) ,
where C depends on anything but N . This decays faster than P(Ω+VN ) as N →∞.
It remains to estimate P(MN,η ∩ J4 ∩Ω+VN ). Observe that for every z ∈ V ⌞k , B ∈ S○N−j(GN), and s > 0,
1∣B˜zC ∣ ∑x∈B˜zC(ϕx − µ˜zx) ≥ −s on (D˜zs)c ∩Ω+VN ,
1∣B˜zC ∣ ∑x∈B˜zC µ˜zx ≥ (1 − δ)
√
ακN on (Γ˜z)c ∩Ω+VN .
Therefore
1∣B˜zC ∣ ∑x∈B˜zC ϕx =
1∣B˜zC ∣ ∑x∈B˜zC µ˜zx +
1∣B˜zC ∣ ∑x∈B˜zC (ϕx − µ˜zx) ≥ (1 − δ)
√
ακN − s on (Γ˜z)c ∩ (D˜zs)c ∩Ω+VN .
We then take the intersection over all z ∈ V ⌞k to conclude that for every B ∈ S○N−j(GN),
ϕ¯B ∶= 1∣V (B)∣ ∑x∈V (B)ϕx ≥ (1 − δ)√ακN − s on J4 ∩Ω+VN . (4.8)
From now on put s = O(1).
Motivated by [26, §3], we define, for each θ ∈ [0,1) and κ′ > 0, the event
Cθ,κ′ ∶= {ϕ ∶ there exist ≥m(1−θ)jF many B0 ∈ S○N−j(GN,(y)) such that ϕ¯B0 ≥ (√ακ +mθjF κ′)√N} ,
where
S○N−j(GN,(y)) = {B ∈ S○N−j(GN) ∶B ⊂ GN,(y)} .
We claim that for every η > 0, there exist θ ∈ [0,1) and κ′ > 0, both independent of j, such that for all
sufficiently large N ,
MN,η ∩ J4 ∩Ω+VN implies {ϕ¯B ≥ (1 − δ)√ακN −O(1), ∀B ∈ S○N−j(GN,(y))} ∩Cθ,κ′ .
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The implication of the first event follows from (4.8). To see that MN,η implies Cθ,κ′ , we show by contradic-
tion. Suppose for some η > 0, MN,η holds, but Cθ,κ′ does not hold for any θ ∈ [0,1) and κ′ > 0. The latter
condition says that ϕ¯B ≤ √ακN for all B ∈ S○N−j(GN,(y)). Hence
ϕ¯N,(y) = 1∣S○N−j(GN,(y))∣ ∑B∈S○
N−j(GN,(y)) ϕ¯B ≤
√
ακN = √2(G − κ) log tF√N.
However this contradicts the event MN,η, which says that ϕ¯N,(y) ≥ (√2G log tF + η)√N .
Denote by SθN−j the collection of B0 in the event Cθ,κ′ . According to the preceding discussion, for every
η > 0, there exist θ ∈ [0,1) and κ′ > 0, independent of j, such that for all sufficiently large N ,
P(MN,η ∩ J4 ∩Ω+VN )≤ P ({ϕ¯B ≥ (1 − δ)√ακN −O(1), ∀B ∈ S○N−j(GN,(y))} ∩Cθ,κ′)= P ({ϕ¯B ≥ (1 − δ)√ακN −O(1), ∀B ∈ S○N−j(GN,(y))} , {ϕ¯B0 ≥ (√ακ +mθjF κ′)√N, ∀B0 ∈ SθN−j})
≤ P⎛⎜⎝ ∑B∈S○
N−j(GN,(y)) fBϕ¯B ≥ [(1 − δ)
√
ακN −O(1)] ∑
B∈S○
N−j(GN,(y)) fB +m(1−θ)jF κ′mθjF
√
N
⎞⎟⎠ ,
where in the last line we inserted arbitrary fB ≥ 0,B ∈ S○N−j(GN,(y))/SθN−j , and fixed fB0 = 1 for all
B0 ∈ SθN−j . Since the ϕ¯B are centered Gaussian variables, we employ a standard estimate to find
P(MN,η ∩ J4 ∩Ω+VN ) ≤ exp
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−
⎛⎜⎝[(1 − δ)√ακN −O(1)] ∑B∈S○
N−j(GN,(y)) fB +C4.2mjFκ′
√
N
⎞⎟⎠
2
2Var
⎛⎜⎝ ∑B∈S○
N−j(GN,(y)) fBϕ¯B
⎞⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (4.9)
for some constant C4.2 independent of N and j.
Now let Ξj ∶ F → R+ be defined by Ξj = ∑
B∈S○
N−j(GN,(y)) fB1ιN−j(B). (Note that supp(Ξj) ⊂ B(y, ).)
Then
∑
x∈VN,(y) Ξj ( x`NF ) = ∑x∈VN,(y) ∑B∈S○N−j(GN,(y)) fB1ιN−j(B) ( x`NF ) ≤ ∣VN−j ∣
⎛⎜⎝ ∑B∈S○
N−j(GN,(y)) fB
⎞⎟⎠ ,
and
∑
x∈VN,(y)Ξj ( x`NF )ϕx = ∑x∈VN,(y) ∑B∈S○N−j(GN,(y)) fBϕx1ιN−j(B) ( x`NF ) = ∑B∈S○N−j(GN,(y)) fB ∑x∈Bϕx.
Consequently,
Var
⎛⎜⎝ ∑B∈S○
N−j(GN,(y)) fBϕ¯B
⎞⎟⎠ ≤ 1∣V ⌞N−j ∣2 ∑x,x′∈VN,(y)GG∞(x,x′)Ξj ( x`NF )Ξj ( x
′
`NF
)
≤ C4.3∣VN−j ∣2 ∑x,x′∈VN GG∞(x,x′)Ξj ( x`NF )Ξj ( x
′
`NF
)
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for some constant C4.3 independent of j and N . Plugging these into (4.9) and then applying Lemma 2.8(ii),
we find
lim
N→∞
logP(MN,η ∩ J4 ∩Ω+VN )
ρ−NF N log tF
≤ lim
N→∞
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−
⎛⎝[(1 − δ)√G − κ −O ( 1√N )] ⋅ 1∣VN−j ∣ ∑x∈VN Ξj ( x`NF ) + C4.2m
j
Fκ
′√
2 log tF
⎞⎠
2
C4.3
ρ−NF∣VN−j ∣2 ∑x,x′∈VN GG∞(x,x′)Ξj ( x`NF )Ξj ( x
′
`NF
)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤ − limN→∞
⎛⎝[(1 − δ)√G − κ −O ( 1√N )] ⋅ 1∣VN ∣ ∑x∈VN Ξj ( x`NF ) + C4.4κ
′√
2 log tF
⎞⎠
2
C4.3 lim
N→∞ ρ
−N
F∣VN ∣2 ∑x,x′∈VN GG∞(x,x′)Ξj ( x`NF )Ξj ( x
′
`NF
)
≤ − 1
C4.5
⋅ ((1 − δ)
√
G − κ⟨1F ,Ξjν⟩F + C4.4κ′√
2 log tF
)2
E(U(Ξjν), U(Ξjν)) . (4.10)
Note that going from the second to the third line, we multiply both sides of the fraction by (∣VN−j ∣/∣VN ∣)2,
which is of order m2jF and independent of N . So the constants C4.4 is independent of j and N . Also
C4.5 = C4.3C2.6 is independent of j and N .
Following the end of §3.2, one would expect to optimize the coefficients fB and take the j →∞ limit to
retrieve the capacity in the RHS of (4.10). But we decided prior to (4.9) on fixing the coefficients fB = 1
when B ∈ SθN−j , while leaving the remaining fB variable. Let us write
Ξj = ⎛⎜⎝ ∑B∈S○
N−j(GN,(y))/SθN−j fB1ιN−j(B)
⎞⎟⎠ + ∑B0∈SθN−j 1ιN−j(B0) =∶ Ξj,0 + 1ιN−j(SθN−j),
where the fB ≥ 0 are arbitrary.
We claim that as j → ∞, uniformly in N , the set ιN−j(SθN−j) has vanishing capacity with respect to
the Dirichlet form E , so that Ξj can be replaced by Ξj,0 in the RHS of (4.10). To see this, we apply the
Cauchy-Schwarz inequality on the inner product E to findE (U(Ξjν), U(Ξjν))= E (U(Ξj,0ν), U(Ξj,0ν)) + 2 ⋅ E (U(Ξj,0ν), U(1ιN−j(SθN−j)ν)) + E (U(1ιN−j(SθN−j)ν), U(1ιN−j(SθN−j)ν))
≤ ([E(U(Ξj,0ν), U(Ξj,0ν))]1/2 + [E (U(1ιN−j(SθN−j)ν), U(1ιN−j(SθN−j)ν))]1/2)2=∶ (√K1 +√K2)2.
The key estimate is on K2. Let Qj denote the closure of any one of the ιN−j(B0), which is a subset of
B(y, ) contained in a hypercube of side `−jF . Also let G ∶ F∞ × F∞ → R+ be the integral kernel associated
with U . By [5, Corollary 6.13(a)], there exists C8 such that G(x,x′) ≤ C8∥x − x′∥dw−dh for all x,x′ ∈ F∞.
Since ∣SθN−j ∣ ≤mjF , we have the upper bound
K2 ≤ mjF ∫
Qj×Qj G(x,x′)dν(x)dν(x′) ≤ CmjF ∫Qj×Qj dν(x)dν(x′)∥x − x′∥dh−dw
≤ CmjF ∫
Q×Q
dν(`−jF x)dν(`−jF x′)(`−jF ∥x − x′∥)dh−dw ≤ CmjF `−j(dh+dw)F ∫Q×Q dν(x)dν(x
′)∥x − x′∥dh−dw = O(t−jF ),
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where Q is a cubic region of side O(1), and the last integral is finite by the same argument as in the proof
of Lemma 2.8(i). This shows the vanishing capacity of ιN−j(SθN−j) uniformly in N . Hence as j →∞,
E(U(Ξjν), U(Ξjν)) = E(U(Ξj,0ν), U(Ξj,0ν)) +O(t−j/2F ) (4.11)
uniformly in N .
We can now bound the RHS of (4.10) from above. First use the trivial inequality ⟨1F ,Ξjν⟩F ≥ ⟨1F ,Ξj,0ν⟩F
and apply it to the numerator. Then plugging (4.11) into the denominator, we get
lim
N→∞
logP(MN,η ∩ J4 ∩Ω+VN )
ρ−NF N log tF ≤ − 1C4.5 ⋅
((1 − δ)√G − κ⟨1F ,Ξj,0ν⟩F + C4.4κ′√
2 log tF
)2
E(U(Ξj,0ν), U(Ξj,0ν)) . (4.12)
Then we can take j arbitrarily large, so that Ξj,0 is a nonnegative function supported on B(y, ) minus a
set of arbitrarily small capacity. By the Yosida approximation (Proposition A.1), we may then replace Ξj,0ν
by any µ ∈ S(0)0 with the same maximal support set.
Now comes the simple but crucial rescaling argument:
E(Uµ,Uµ) = γ ⋅ (γE)(Uγµ,Uγµ) for each γ > 0 and for all µ ∈ S(0)0 ,
where Uγ = γ−1U is the 0-order potential operator associated with γE . Thus the RHS of (4.12) can be
rewritten as
− 1
γC4.3
⋅ ((1 − δ)
√
G − κ⟨1F , µ⟩F + C4.4κ′√
2 log tF
)2
(γE)(Uγµ,Uγµ) .
Fix a compact set K within B(y, ) minus the aforementioned set of capacity zero, and choose µ to be
µK, the 0-order equilibrium measure of K with respect to γE . According to Proposition A.2, ⟨1F , µK⟩F =(γE)(UγµK, UγµK) = CapγE(K). Upon taking δ, κ → 0, and combining with the lower bound of Theorem
1.1 (see also Remark 3.1), we arrive at
lim
N→∞
logP(MN,η ∩ J4∣Ω+VN )
ρ−NF N log tF≤ lim
N→∞
logP(MN,η ∩ J4 ∩Ω+VN )
ρ−NF N log tF − limN→∞ logP(Ω
+
VN
)
ρ−NF N log tF
≤ − 1
γC4.3
⎡⎢⎢⎢⎣GCapγE(K) +
√
2G(C4.4κ′)√
log tF
+ (C4.4κ′)2
2 log tFCapγE(K)
⎤⎥⎥⎥⎦ + γ−1C1.3GCapγE(F ). (4.13)
Solving a quadratic inequality shows that the RHS of (4.13) is negative if
κ′ > C−14.4 ⋅CapγE(K) ⋅√2 log tF ⋅ ⎛⎜⎝
¿ÁÁÀC1.3C4.3G ⋅ CapγE(F )
CapγE(K) −√G⎞⎟⎠ .
Observe that CapγE(K) depends linearly on γ, while the rest of the expression on the RHS is manifestly
independent of γ. So by tuning γ, we can make κ′ > ∆ for any ∆ > 0, and thus
lim
N→∞
logP(MN,η ∩ J4∣Ω+VN )
ρ−NF N log tF < 0
for any η > 0. This proves (4.7) for any y ∈ F and  > 0, whence (4.2).
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A Appendix
A.1 Smooth measures and capacity
In this subsection we introduce the concepts of smooth measures and (0-order) capacity with respect to a
(transient) regular Dirichlet form. Much of this can be found in [20, Chapter 2] and [15, Chapter 2].
Suppose (E ,F) is a regular Dirichlet form on L2(X,m). Let O denote the family of all open subsets of
X, and for each A ∈O, define LA = {u ∈ F ∶ u ≥ 1 m-a.e. on A}. The 1-capacity of the set A ∈O with respect
to E is given by
CapE,1(A) = { inff∈LA [E(f, f) + ∥f∥2L2] , LA ≠ ∅∞, LA = ∅ . (A.1)
If A ⊂ X is an arbitrary subset, then put CapE,1(A) = infB∈O,A⊂B CapE,1(B). A statement is said to hold
quasi-everywhere (q.e.) on A if and only if there exists a set U ⊂ A with CapE,1(U) = 0 such that the
statement holds everywhere on A/U . A function f ∶ X → R is said to be quasi-continuous if for every
 > 0, there exists an open set Ω with CapE,1(Ω) <  such that f is continuous on X/Ω. We say that v is a
quasi-continuous modification of f if v is quasi-continuous and v = f m-a.e, and denote v by f̃ .
A positive Radon measure µ on X is called a measure of finite energy integral (with respect to E) if there
exists a constant Cµ > 0 such that for all f ∈ F ∩Cc(X),
∫
X
∣f ∣dµ ≤ Cµ [E(f, f) + ∥f∥2L2]1/2 . (A.2)
We denote by S0 the family of all measures of finite energy integral.
If furthermore (E ,F) is transient, that is, if there exists a bounded m-integrable function g, strictly
positive m-a.e., such that ∫
X
∣u∣g dm ≤ √E(u,u), ∀u ∈ F ,
then one may complete F in the E-norm, and (Fe ∶= FE ,E) is a Hilbert space called the extended Dirichlet
space. Consequently, we have the following 0-order counterparts of the above notions: the 0-capacity of a set
A ∈ O, denoted by CapE(A), is given by (A.1) with F and E(f, f) + ∥f∥2L2 replaced respectively by Fe andE(f, f). The 0-capacity of an arbitrary set A then follows similarly. Likewise, a positive Radon measure µ
on X is called a measure of finite 0-order energy integral if (A.2) holds with the same replacements. Denote
by S
(0)
0 the family of all measures of finite 0-order energy integral.
There is an important connection between S
(0)
0 and Fe, which is based on the Riesz representation
theorem. For every µ ∈ S(0)0 , there exists a unique Uµ ∈ Fe such that E(f,Uµ) = ⟨f̃ , µ⟩X for all f ∈ Fe. We
shall refer to U ∶ S(0)0 → Fe as the 0-order potential operator associated with E . Any h ∈ Fe which can be
written in the form h = Uµ for some µ ∈ S(0)0 is called a 0-order potential relative to E .
Let us remark that S
(0)
0 ⊂ S0 ⊂ S, where S is the family of smooth measures consisting of all positive
Borel measures µ on X such that:
• µ charges no set of zero 1-capacity.
• There exists an increasing sequence (Fn)n of closed sets such that µ(Fn) < ∞ for all n, and that
limn→∞ CapE,1(K/Fn) = 0 for any compact set K.
In general, elements of S0 need not be absolutely continuous with respect to m, but each of them can be
approximated by a sequence of absolutely continuous measures, cf. [20, Lemma 2.2.2]. Here we give the
0-order version of this statement.
Proposition A.1. Let (E ,F) be a transient regular Dirichlet form on L2(X,m), and let Gβ and U denote
respectively the β-resolvent and the 0-order potential operator associated with E. Given each µ ∈ S(0)0 , let
hβ ∶= β(Uµ − βGβ(Uµ)) for each β ∈ N. Then as β →∞, hβ ⋅m converges vaguely to µ.
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Proof. This is the Yosida approximation (cf. [20, (1.3.18)]): for all f ∈ F ,
(hβ , f)L2(m) = (β(Uµ − βGβ(Uµ)), f)L2(m) Ð→
β→∞ E(Uµ, f).
Therefore limβ→∞⟨f, hβ ⋅m⟩X = ⟨f, µ⟩X for all f ∈ F ∩Cc(X).
Last but not least, let us record several equivalent characterizations of the 0-capacity.
Proposition A.2. Let (E ,F) be a transient regular Dirichlet form on L2(X,m). Fix an arbitrary set B ⊂X
and suppose LB ≠ ∅.
(i) There exists a unique element eB in LB minimizing E(⋅, ⋅). In particular, CapE(B) = E(eB , eB).
(ii) eB is the unique element of Fe satisfying ẽB = 1 q.e. on B and E(eB , f) ≥ 0 for any f ∈ Fe with f̃ ≥ 0
q.e. on B.
(iii) There exists a unique measure µB ∈ S(0)0 supported in B such that eB = UµB. In particular,
CapE(B) = E(UµB , UµB) = ⟨ŨµB , µB⟩X .
(iv) If B is a compact set, then
CapE(B) = ⟨1B , µB⟩X = sup{E(Uµ,Uµ) ∶ µ ∈ S(0)0 , supp(µ) ⊂ B, Ũµ ≤ 1 q.e.}
= sup{ ⟨1B , µ⟩2XE(Uµ,Uµ) ∶ µ ∈ S(0)0 , supp(µ) ⊂ B} .
The function eB and the measure µB are known as, respectively, the 0-order equilibrium potential and
equilibrium measure of the set B (with respect to E).
Proof. The first two items are the 0-order version of [20, Theorem 2.1.5], as explained on [20, p. 74]. Item
(iii) is proved in conjunction with [20, Lemma 2.2.10]. The first two equalities in item (iv) follow directly
from (ii) and (iii), while the third equality can be obtained by the following argument. Since by (ii) and
(iii), eB = UµB and ẽB = 1 q.e. on B,
⟨1B , µ⟩X = ⟨ẽB , µ⟩X = E(UµB , Uµ). (A.3)
Therefore by the Cauchy-Schwarz inequality
⟨1B , µ⟩2XE(Uµ,Uµ) = E(UµB , Uµ)2E(Uµ,Uµ) ≤ E(UµB , UµB) = CapE(B),
with equality holding if and only if Uµ is a constant multiple of UµB .
A.2 Γ-convergence and Mosco convergence
In this subsection we collect some elementary notions of Γ-convergence and Mosco convergence; see [16, 33]
for more details.
Let ((EN ,FN))N be a sequence of closed symmetric quadratic forms on H = L2(X,m), where for each
N , FN = {f ∈ H ∶ EN(f, f) < ∞} denotes the natural domain of EN . Also we shall fix a sequence (PN)N
of orthogonal projections PN ∶ H → FN . Finally, for each f ∈ H, let N (f) be the collection of all open
neighborhoods of f with respect to the usual topology on H.
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Define
(Γ- lim
N→∞EN)(f, f) = supU∈N (f) limN→∞ infh∈U EN(PNh,PNh), (A.4)(Γ- lim
N→∞EN)(f, f) = supU∈N (f) limN→∞ infh∈U EN(PNh,PNh). (A.5)
If the liminf (A.4) coincides with the limsup (A.5) for all f ∈ H, then we say that the sequence (EN)N
Γ-converges, and denote the limit by Γ- lim
N→∞EN .
One may also consider Γ-convergence with respect to the weak topology on H. In particular put
(Γw- lim
N→∞EN)(f, f) = supU∈Nw(f) limN→∞ infh∈U EN(PNh,PNh), (A.6)
where Nw(f) denotes the collection of all open neighborhoods of f with respect to the weak topology on H.
If the weak liminf A.6) coincides with the limsup (A.5), then we say that the sequence (EN)N converges
in the sense of Mosco, and denote the limit by M - lim
N→∞EN .
The above notions of convergence can be alternatively characterized in terms of sequences in H. It can
be shown (cf. [16, Ch. 8]) that E = Γ- lim
N→∞EN if and only if the following two conditions hold:
(Γ1) For every sequence (uN)N in H converging to u, lim
N→∞EN(PNuN , PNuN) ≥ E(Pu,Pu).
(Γ2) For every u ∈ H, there is a sequence (uN)N in H converging to u such that lim
N→∞EN(PNuN , PNuN) ≤E(Pu,Pu).
Replace (Γ1) by the stronger condition
(wΓ1) For every sequence (uN)N in H converging weakly to u, lim
N→∞EN(PNuN , PNuN) ≥ E(Pu,Pu).
Then E =M - lim
N→∞EN if and only if (wΓ1) and (Γ2) hold. Here P is the orthogonal projection onto D(E).
The relevance of Mosco convergence to our setting is due to the following fact.
Proposition A.3. For each β > 0, let GNβ and Gβ respectively denote the β-resolvent associated with the
closed forms EN and E. Then the following are equivalent:
(1) (Mosco convergence) E =M - lim
N→∞EN .
(2) (Strong resolvent convergence in L2) For every β > 0 and every f ∈H, lim
N→∞GNβ PNf = GβPf in L2.
Proof. See, for example, [16, Theorem 13.6] or [33, Theorem 2.4.1].
Let us now specialize to the case where (EN)N is a sequence of regular Dirichlet forms.
Lemma A.4. Let ((EN ,FN))N be a Mosco convergent sequence of regular Dirichlet forms on H, and assume
that the limit form can be extended to a regular Dirichlet form (E ,F) on H. Then for all β > 0 and all h ∈ F
with h ≥ 0 m-a.e.,
lim
N→∞EN (GNβ PNh,GNβ PNh) = E(Uβ(h ⋅m), Uβ(h ⋅m)). (A.7)
Furthermore, if all the ((EN ,FN))N and (E ,F) are transient regular Dirichlet forms, then for all h ∈ Fe ∩
L1(X,m) with h ≥ 0 m-a.e.,
lim
N→∞EN (GNPNh,GNPNh) = E(U(h ⋅m), U(h ⋅m)). (A.8)
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Proof. We have the identities
EN(GNβ PNf,PNh) = (PNf,PNh)L2 − β(GNβ PNf,PNh)L2 , (A.9)E(Gβf, h) = (f, h)L2 − β(Gβf, h)L2 (A.10)
for all f, h ∈ F . By Proposition A.3, GNβ PNh→ GβPh in L2. Also PNh→ Ph = h in L2. So taking the limit
N →∞ on (A.9) we get
lim
N→∞EN(GNβ PNh,GNβ PNh) = limN→∞ [(PNh,GNβ PNh)L2 − β(GNβ PNh,GNβ PNh)L2]= (h,Gβh)L2 − β(Gβh,Gβh)L2= E(Gβh,Gβh) = E(Uβ(h ⋅m), Uβ(h ⋅m))
using (A.10) in the end. In the transient case, we have the 0-order version of (A.7), which is (A.8).
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