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FROBENIUS ALGEBRAS AND ROOT SYSTEMS: THE
TRIGONOMETRIC CASE
DALI SHEN
Abstract. We construct Frobenius structures on the C×-bundle of the
complement of a toric arrangement associated with a root system, by
making use of a one-parameter family of torsion free and flat connections
on it. This gives rise to a trigonometric version of Frobenius algebras in
terms of root systems and a new class of Frobenius manifolds. We also
determine their potential functions.
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1. Introduction
In this paper, starting from the complement of a toric arrangement as-
sociated with a root system, we construct a Frobenius structure on its C×-
bundle. This gives rise to a trigonometric version of Frobenius algebras in
terms of root systems and a new class of Frobenius manifolds (in a weak
sense, c.f. Definition 2.8) as well.
We start from an algebraic torus H := Hom(Q,C×) defined by a root
lattice Q := ZR where R is an irreducible reduced root system. We denote
the Lie algebra of H by h and the Weyl group of this root system R by W .
Each root α ∈ R determines a character eα : H → C× and gives a corre-
sponding hypertorus Hα = {h ∈ H | eα(h) = 1}. Note that a root α and
its negative −α determine the same Hα. The collection of these hypertori
is called a toric arrangement associated with a root system, sometimes also
referred as a toric mirror arrangement. We denote by H◦ the complement
of this toric mirror arrangement, i.e.,
H◦ := H −∪α>0Hα.
Inspired by the work of Heckman and Opdam [8, 9][12, 13] on special hyper-
geometric functions associated with root systems, the author constructed a
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family of torsion free and flat connections ∇˜κ on H◦×C× in [15], depending
on the multiplicity parameter
κ = (kα)α∈R ∈ CR,
for which we require it to be a W -invariant function so that the ultimately
constructed structure is W -invariant. Since the torsion free and flat connec-
tion ∇˜κ defines an affine structure on H◦×C×, we would naturally speculate
if there exists a Frobenius structure on it. It turns out to be the case, which
is the main theme of this paper.
Taking cue from this torsion free and flat connection ∇˜κ, we define a
product structure for each κ on the tangent bundle of H◦ × C× by
X˜ ·κ Y˜ :=1
2
∑
α>0
kα
1 + eα
1− eαα(X)α(Y )α
∨ − bκ(X,Y )− aκ(X,Y )t ∂
∂t
+ λ2X + λ1Y + λ1λ2t
∂
∂t
,
where X˜ = X +λ1t
∂
∂t
is a vector field on H◦×C× (so is Y˜ ). The two maps
aκ : h× h→ C and bκ : h× h→ h
are a W -invariant symmetric bilinear form and a W -equivariant symmetric
bilinear map respectively. More precise definitions for these notions can be
found in Section 3.
We can understand the Frobenius structure on the complex manifold by
making use of the so-called structure connection method [11], i.e., a one-
parameter family of torsion free and flat connections. By this we can prove
the main theorem in this paper as follows
Theorem 1.1. The product structure ·κ defined as above on T (H◦ × C×)
endows each fiber of T (H◦ × C×) with a Frobenius algebra structure.
We can easily find the identity field t ∂
∂t
for this algebra, then we naturally
have a following corollary.
Corollary 1.2. The manifold H◦×C× endowed with the structure (·κ, aκ, t ∂∂t)
is a Frobenius manifold.
Note that the Euler field is not considered in our definition for Frobenius
manifolds (Def. 2.8).
Meanwhile we also have the potential function for this Frobenius structure
as follows
Φ = − t
3
3!
+
t
2
cκ
∑
α>0
α2 +
∑
α>0
kα
aκ(α∨, α∨)
α(α∨)
q(α)− dκ
∑
α>0
α3
3!
,
where t stands for the coordinate of the vertical direction, the function q(α)
is a series satisfying
q′′′(α) =
1
2
· 1 + e
α
1− eα ,
the constants cκ and dκ correspond to the symmetric bilinear form aκ and
the symmetric cubic form aκ(bκ(·, ·), ·) respectively.
Because of the relation of Frobenius structure with quantum cohomology,
it is not surprising that the Frobenius structure constructed in this paper
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has a similar form with the work of Bryan and Gholampour [2] on quantum
cohomology of ADE resolutions. By the construction itself, i.e., toric case,
one can naturally expect the potential function would be closely related to
the trigonometric solutions of WDVV equations by Feigin [7]. The configu-
ration in the total space might be interpreted as an extended
∨
-system due
to Stedman and Strachan [16].
The paper is organized as follows. We briefly introduce the definition of
Frobenius manifolds in Section 2, and then construct a Frobenius structure
on our H◦ × C× in Section 3, finally in Section 4 we discuss a class of
examples: toric Lauriella manifolds, which descends to our case when all
the weights µi’s are equal.
Acknowledgements. I would like to thank Eduard Looijenga for point-
ing me out this possible direction, and Di Yang for helpful discussions. I
also thank Shanghai Center for Mathematical Sciences for their generous
host during the fall of 2018 where part of this work was done.
2. Frobenius manifolds and the structure connection
In this section we give a brief introduction to the Frobenius structures on
a complex manifold. For a complete and detailed exposition on this topic,
interested reader can consult the book by Manin [11] or Dubrovin [6], as
well as the lecture notes of Looijenga [10].
For the moment, for us a C-algebra is simply a C-vector space A endowed
with a C-bilinear map (also referred as the product):
A×A→ A; (u, v) 7→ uv
which is associative and a unit element e ∈ A such that e.u = 1.u = u for
all u ∈ A. We often write 1 for e.
Definition 2.1. Let A be a C-algebra which is commutative, associative
and finite dimensional as a C-vector space. A linear function on A,
F : A→ C
is called a trace map if the map
a : A×A→ C; (u, v) 7→ a(u, v) := F (uv)
is a nondegenerate bilinear form. The pair (A,F ) is called a Frobenius
algebra. The bilinear form a sometimes is also called a pseudometric.
Remark 2.2. The fact that the bilinear form a is nondegenerate is equivalent
to that the resulting map u 7→ F (u.−) is a linear isomorphism of A onto
its dual space A∗ consisting of all the linear forms on A. We also need to
point out that the trace map defined here is in general not the one that we
usually associate a linear operator (if an element u of A is regarded as a
linear operator x ∈ A 7→ ux ∈ A) with its trace.
Lemma 2.3. The bilinear form a satisfies the associative law a(uv,w) =
a(u, vw). And conversely, any nondegenerate bilinear symmetric map a :
A×A→ C with the associative law determines a trace map on A.
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Proof. a(uv,w) = F ((uv)w) = F (u(vw)) = a(u, vw) since A is an associa-
tive C-algebra, then the first statement follows.
Conversely, we can define a linear function I by I(u) := a(u, e). Then
we can define a new map a′ : A × A → C as follows: a′(u, v) := I(uv), but
we have I(uv) = a(uv, e) = a(u, v) by the associativity of a. This shows
the newly defined map a′ is the same as a, which is also a nondegenerate
bilinear symmetric form. The second statement follows. 
This associativity law of the bilinear form a is also called a Frobenius
condition.
Here are some simple examples of Frobenius algebra.
Example 2.4. (i) For the field C which could be viewed as a C-algebra, we
can define a linear form by a nonzero scalar multiplication F : C→ C; u 7→
νu for ν 6= 0. This is a trace map on C.
(ii) Let A = C[t]/(tn) with n ∈ Z+. A linear form F : A → C is a trace
map if and only if F (tn−1) 6= 0.
Now let us see what kind of role the associativity condition plays here?
If we are given a Frobenius algebra, we can also consider the trilinear map
T : A × A × A → C defined by T (u, v, w) := F (uvw). But conversely, if
we are only given a vector space A, a trilinear map T : A × A × A → C,
and an element e ∈ A, does T define a Frobenius algebra structure on A?
The answer is obviously no. We must impose some additional conditions
so that T can be used to define a Frobenius algebra on A. First T must
be required to be symmetric. And we also want that the bilinear form
(u, v) ∈ A × A 7→ T (u, v, e) ∈ C is nondegenerate. We thus have defined
a bilinear map (product) A × A → A; (u, v) 7→ uv characterized by that
T (uv, x, e) = T (u, v, x) for all x ∈ A. Since T is symmetric, the product is
commutative. And e becomes the identity element of A for ue is character-
ized by T (ue, e, x) = T (u, e, x) for all x ∈ A which implies ue = u.
Besides these two conditions, the associativity does not hold a priori and
thus has to be endowed. This means we want that T (uv,w, x) = T (u, vw, x)
for all u, v, w, x ∈ A. In fact, we can write out this condition in terms of a
basis of A. If {u1, · · · , un} is a basis of A, define Tijk := T (ui, uj , uk), then
(ajk := T1jk)jk is a nondegenerate matrix. Let (a
jk)jk denote its inverse ma-
trix, then by the above recipe: T (ui, uj , uk) = T (uiuj , uk, e) = T (b
lul, uk, e),
we have
uiuj = Tijka
klul
where the Einstein summation convention is used. The above associativity
condition also means we want that T (uiuj , uk, ul) = T (ui, ujuk, ul) in terms
of the basis. So we have T (Tijpa
pquq, uk, ul) = T (ui, Tjkpa
pquq, ul) which is
equivalent to
Tijpa
pqTqkl = Tjkpa
pqTiql. (Ass.)
This is a system of equations which must be satisfied in order that the
product being associative.
Now let be given a complex manifold M whose holomorphic tangent bun-
dle is denoted by TM . We are also given on TM a nondegenerate symmetric
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bilinear form a and a symmetric trilinear form T , both depending holomor-
phically on the base point. The product of this bundle can be characterized
by the property that a(XY,Z) = T (X,Y,Z), denoted by
· : TM × TM → TM ; X · Y 7→ XY.
It is clear that this product is commutative by the symmetry of T . We use
∇ to denote the complex counterpart of the Levi-Civita connection on the
holomorphic tangent bundle TM which is characterized by the following 2
properties:
compatibility: Z(a(X,Y )) = a(∇ZX,Y ) + a(X,∇ZY ),
torsion freeness: ∇XY −∇YX = [X,Y ].
Its curvature form is given by
R(∇)(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
We can then define a one-parameter family of connections ∇(µ) on this
bundle by
∇(µ)XY := ∇XY + µX · Y, µ ∈ C.
The connection ∇(µ) is called the structure connection of (M,a, T ).
By the commutativity of the product we immediately have
∇(µ)XY −∇(µ)YX − [X,Y ] = ∇XY −∇YX − [X,Y ] = 0,
which shows that ∇(µ) is torsion free as well. If for a local vector field X
on M , ιX denotes the multiplication operator on vector fields:
ιX(Y ) := X · Y,
then we can define a new tensor
R′(∇)(X,Y ) := [∇X , ιY ]− [∇Y , ιX ]− ι[X,Y ]
which is a holomorphic 2-form taking values in the symmetric endomorphism
of TM . It’s clear that a(R′(∇)(X,Y )Z,W ) is antisymmetric in (X,Y ) and
symmetric in (Z,W ).
Proposition 2.5. The following statements are equivalent:
(i) ∇ is flat, the product is associative and if X,Y,Z are (local) flat vector
fields on a domain U ⊂M , then the trilinear form T (X,Y,Z) locally is
given by T (X,Y,Z) = ∇X∇Y∇ZΦ where Φ : U → C is a holomorphic
function on U .
(ii) ∇ is flat, the product is associative and R′ ≡ 0.
(iii) The connection ∇(µ) is flat for any µ ∈ C.
Proof. First prove (ii)⇔ (iii). We have
∇(µ)X∇(µ)Y = (∇X + µιX)(∇Y + µιY )
= ∇X∇Y + µ(ιX∇Y +∇XιY ) + µ2ιXιY .
Similarly,
∇(µ)Y∇(µ)X = ∇Y∇X + µ(ιY∇X +∇Y ιX) + µ2ιY ιX ,
∇(µ)[X,Y ] = ∇[X,Y ] + µι[X,Y ].
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Then we have
R(∇(µ))(X,Y ) = ∇(µ)X∇(µ)Y −∇(µ)Y∇(µ)X −∇(µ)[X,Y ]
= R(∇)(X,Y ) + µR′(∇)(X,Y ) + µ2(ιX ιY − ιY ιX).
So if ∇ is flat, i.e., R(∇) = 0. We then see that ∇(µ) is flat for all µ if
and only if R′(∇) = 0 and ιXιY = ιY ιX for all X,Y . While the condition
that ιX ιY = ιY ιX for all X,Y is equivalent to that X · (Y ·Z) = Y · (X ·Z)
for all X,Y,Z. But by the commutativity of the product the left hand side
X · (Y · Z) = X · (Z · Y ), and the right hand side Y · (X · Z) = (X · Z) · Y .
This is just the associativity property. So (ii)⇔ (iii) follows.
Now let us prove (i) ⇔ (ii). Since a is flat we can pass all the things to
a flat chart (U,ϕ) such that D = ϕ(U) ⊂ Cn is an open polydisk. Under
this setting, a has constant coefficients, ∇ becomes the usual derivation
and the flat vector fields are just the constant ones. Suppose we are given
holomorphic functions fijk : D → C for 1 ≤ i, j, k ≤ n. It is well-known
that these can arise as the third order partial derivatives of a holomorphic
function Φ if and only if ∂lfijk is symmetric in all its indices. In other
words, if f is a trilinear form on the tangent bundle of D, then there exists
a holomorphic function Φ such that f(X,Y,Z) = ∇X∇Y∇ZΦ for all triples
of flat vector fields (X,Y,Z) if and only if X(f(Y,Z,W )) is symmetric in
its all arguments for all quadruples of flat vector fields (X,Y,Z,W ). Since
we have f(X,Y,Z) = a(XY,Z) and we already know that f is symmetric
in its three arguments. We have
Xa(Y · Z,W ) = a(∇X(Y · Z),W ) + a(Y · Z,∇XW )
= a(∇X(Y · Z),W ).
But since X,Y,Z are all flat, we also have
R′(∇)(X,Y )Z = ∇X(Y · Z)−∇Y (X · Z),
and then it is clear that Xa(Y ·Z,W ) is symmetric in X and Y if and only
if R′ = 0. 
Remark 2.6. If we denote the coefficient of µ2 in R(∇(µ)), i.e., the tensor
ιXιY − ιY ιX , by R′′(X,Y ), then from the above proposition we can see
that (i) the condition R′ = 0 is a potential condition, and (ii) the condition
R′′ = 0 is an associativity condition.
Remark 2.7. The function Φ that appears in Statement (i) of Proposition
2.5 is called a (local) potential function. Since here only its third order
derivatives matter, it is (in terms of flat coordinates (z1, · · · , zn)) unique up
to a polynomial of degree two. In particular, a potential function needs not
be defined on all of M . The associativity equation (Ass.) now is read as a
highly nontrivial system of partial differential equations: if (z1, · · · , zn) is a
system of flat coordinates and ∂ν :=
∂
∂zν
, then we require that for all i, j, k, l,
(∂i∂j∂pΦ)a
pq(∂q∂k∂lΦ) = (∂j∂k∂pΦ)a
pq(∂i∂q∂lΦ). (WDVV)
These are known as the Witten-Dijkgraaf-Verlinde-Verlinde equations.
Then we are properly prepared to introduce the main notion of this sec-
tion.
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Definition 2.8. A complex manifoldM is called a Frobenius manifold if its
holomorphic tangent bundle is fiberwisely endowed with the structure of a
Frobenius algebra (·, F, e) satisfying
(i) the equivalent conditions of Proposition 2.5 are fulfilled for the associ-
ated symmetric bilinear and trilinear forms a and T ,
and
(ii) the identity field e on M is flat for the Levi-Civita connection of a.
Remark 2.9. Note that Dubrovin [6] requires an Euler vector field for the
definition of a Frobenius manifold. And Manin in his book [11] starts from a
Z/2Z-graded structure sheaf on a manifold (which he called a supermanifold)
for his definition of a Frobenius manifold. But in this paper we do not
introduce these notions because we want to focus on the aforementioned
more central conditions for our construction of Frobenius algebras associated
with root systems.
Here are some examples of Frobenius manifolds.
Example 2.10. (i) The trivial example is M = Cn whose coordinates are
(z1, · · · , zn), a = ∑i(dzi)2 and product ∂i · ∂i = ∂i. A potential function
is a cubic form Φ(z) = 16
∑
i(z
i)3 and the family of connections is given by
∇(µ)∂i∂j = µδij∂i.
(ii) (Two-dimensional case) In this case the product on a vector space
A of dimension two with nonzero unit e is automatically associative. We
then have A is isomorphic to the semisimple C⊕C or to the nonsemisimple
C[y]/(y2). It remains to find the potential functions. Let e be the unit
vector field and F the trace differential. Since e is flat, a(e, e) = F (e · e) is
constant, say equal to c ∈ C. There are two cases depending on whether c
is 0 or not.
We first do the case c = 0. Then we can find flat coordinates (z, w) such
that e = ∂z and a = dz ⊗ dw + dw ⊗ dz. Since we have a(∂z · ∂z , ∂z) =
a(∂z, ∂z) = 0 and a(∂z · ∂z , ∂w) = a(∂z, ∂w) = 1, it follows that Φzzz = 0
and Φzzw = 1. But since ∂z · ∂w = ∂w, we must also have Φzwz = 1 and
Φzww = 0. It follows that Φ(z, w) =
1
2z
2w + f(w) up to quadratic terms,
where f is holomorphic.
If c 6= 0, then we can find flat coordinates (z, w) such that e = ∂z and
a = cdz⊗ dz+ cdw⊗ dw. Then we want that Φzzz = c, Φzzw = 0, Φzwz = 0,
Φzww = c. It follows that Φ(z, w) =
1
6cz
3 + 12czw
2 + f(w) up to quadratic
terms, where f is holomorphic.
Conversely, in both cases, with these choices of e and a, any Φ of the form
defines a Frobenius manifold.
Remark 2.11. The most important class of examples is furnished by quantum
cohomology which in fact motivated the definition in the first place. And
another beautiful class of examples is furnished by the space of polynomials
which is due to Saito [14] and Dubrovin [5]. But we will not elaborate these
two important classes of Frobenius manifolds over here. Interested readers
can consult Manin [11] for detailed explanation.
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3. Frobenius algebras from toric Dunkl connection
In the previous work of the author [15], starting from a toric mirror ar-
rangement complement, we have constructed affine structures on its C×-
bundle by showing that there exists a family of torsion free and flat connec-
tions on this total space. By regarding them as a structure connection we
can thus define a product structure on the tangent bundle of this manifold.
This gives rise to a new class of Frobenius manifolds associated with root
systems.
3.1. Root systems. Let a be a real vector space of dimension n, which is
further made to be a Euclidean vector space by endowing it with an inner
product (·, ·). Denote its dual vector space by a∗. We can identify a with
a∗ by the inner product, so that the dual space a∗ is also endowed with an
inner product, denoted by (·, ·) as well by abuse of notation.
For a nonzero vector α ∈ a∗, there corresponds an orthogonal reflection
sα with the hyperplane perpendicular to α being the mirror. This reflection
could be written as
sα(β) = β − 2(β, α)
(α,α)
α
for any β ∈ a∗. We can easily check that
sα(α) = −α and sα(β) = β for (β, α) = 0.
Then s2α = 1 follows from the above formula directly. We recall the definition
of a root system first.
A finite subset R of a∗ is called a root system if it does not contain 0 and
spans a∗ such that any sα leaves R invariant and sα(β) ∈ β + Zα for any
α, β ∈ R. Any vector belonging to R is called a root. The dimension of
a∗ is called the rank of the system. The group W (R) generated by the sα
is called the Weyl group of R. This root system R is said to be reduced if
R ∩ Rα = {α,−α} for any α ∈ R, and said to be irreducible if nonempty R
can not be decomposed as a direct sum of two nonempty root systems.
For each α ∈ R there exists a coroot α∨ ∈ a such that (α,α∨) = 2 and
(β, α∨) ∈ Z for all α, β ∈ R, and for any α ∈ R the reflection sα(γ) =
γ − (γ, α∨)α leaves R invariant. The set R∨ = {α∨|α ∈ R} is again a root
system in a, called the coroot system relative to R.
Suppose now we are given a reduced irreducible root system R ⊂ a∗. The
integral span Q = ZR of the root system R in a∗ is called the root lattice,
its dual P∨ = Hom(Q,Z) in a is called the coweight lattice of R∨. Hence
we have an algebraic torus defined as follows
H = Hom(Q,C×)
with character lattice being Q, sometimes also called an adjoint torus.
We denote by h the Lie algebra of H, which is equal to C⊗P∨. First let
us consider a W -invariant symmetric bilinear form a and a W -equivariant
symmetric bilinear map b on h respectively as follows
a : h× h→ C, b : h× h→ h.
We have the following characterization for a and b.
Lemma 3.1. Let a and b be given as above. If R is irreducible then
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(1) The W -invariant symmetric bilinear form a is just a multiple of the
given inner product.
(2) The W -equivariant symmetric bilinear map b vanishes unless R is of
type An for n ≥ 2 in which case there exists a k′ ∈ C such that
b(u, v) =
1
2
k′
∑
α>0
α(u)α(v)α′ for any u, v ∈ h
with α′ = εi + εj − 2n+1
∑
l εl if we take the construction of α from
Bourbaki [1]: α = zi − zj for 1 ≤ i < j ≤ n + 1, where {zi} is the dual
basis of {εi} in (Rn+1)∗.
Proof. (1) The given inner product (·, ·) on a can be extended C-linearly
to a nondegenerate symmetric bilinear form on h, which is invariant under
the action of W , still denoted by (·, ·). Since R is irreducible, then the W -
invariant symmetric bilinear form a is just a multiple of this given inner
product (·, ·) by Schur’s lemma.
(2) See Lemma 2.5 of [15]. 
Remark 3.2. In fact, for type An, besides the construction in the proof of
[15], there is also another way to obtain a generator for b: by taking v ∈
a 7→ ∂vσ¯3, where σ¯3 := σ3|a∗ is an element of (Sym3a∗)W . This viewpoint
will become more clear when we discuss the toric Lauricella case in Section
4.
3.2. Frobenius structures. Each root α of R is primitive in Q and deter-
mines a character eα : H → C×. The kernel of the character Hα = {h ∈
H | eα(h) = 1} defines a hypertorus, called the mirror determined by α. Its
Lie algebra hα is the zero set of α in h. The root system is closed under
inversion and note that the negative −α determines the same hypertorus
as α. The finite collection of these hypertori Hα’s is called a toric mirror
arrangement associated to the root system R, sometimes in this paper also
referred as a toric arrangement for short if it leads no confusion. We write
H◦ for the complement of the toric mirror arrangement as follows:
H◦ := H −∪α>0Hα.
For u ∈ h we denote by ∂u the associated translation invariant vector
field on H. Likewise, for φ ∈ h∗ we denote by dφ the associated translation
invariant differential on H. In case φ ∈ Q, it determines a character of H,
eφ : H → C×, then we have dφ = (eφ)∗(dt
t
) with t the coordinate on C×.
We denote by ∇0 the flat translation invariant connection on H, so that
∇0∂v = ∂v. So is ∇˜0 on H × C×.
Let κ be a W -invariant function
κ = (kα)α∈R ∈ CR,
meaning that kwα = kα for any w ∈W , called a multiplicity parameter. We
write ki for kαi if {α1, · · · , αn} is a basis of simple roots for R. It is also
clear that there are at most two W -orbits if R is reduced and irreducible.
So for convenience we also write k for k1 and k
′ for kn if αn is not in the
W -orbit of α1. In our situation the root system R of type An is somehow
peculiar, it has only one single W -orbit, but we also let k′, given in Lemma
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3.1, enter into the parameter κ, since for type An there exists a nontrivial
W -equivariant symmetric bilinear map. Let
aκ : h× h→ C, bκ : h× h→ h.
be a W -invariant symmetric bilinear form and a W -equivariant symmetric
bilinear map on h, depending on κ, respectively.
Taking cue from the special hypergeometric functions constructed by
Heckman and Opdam [8, 9] [12, 13], we consider for u, v ∈ h, such a second
order differential operator on OH◦ defined by
Dκu,v := ∂u∂v +
1
2
∑
α>0
kαα(u)α(v)Xα + ∂bκ(u,v) + a
κ(u, v),
where the vector fields Xα’s are defined as
Xα :=
eα + 1
eα − 1∂α∨ .
Notice that Xα is invariant under inversion: X−α = Xα.
It adds to the main linear second order term a lower order perturbation,
consisting of a W -equivariant first order term and a W -invariant constant.
Notice that wDκu,vw
−1 = Dκwu,wv where w ∈W .
Inspired by these data, we define connections ∇κ = ∇0 + Ωκ on the
cotangent bundle of H◦ with Ωκ ∈ Hom(ΩH◦ ,ΩH◦ ⊗ΩH◦) given by
Ωκ : ζ ∈ ΩH◦ 7→ 1
2
∑
α>0
kαζ(Xα)dα⊗ dα+ (Bκ)∗(ζ). (3.1)
Then following the construction in Proposition 2.2 of [15], we define
connections ∇˜κ = ∇˜0 + Ω˜κ on the cotangent bundle of H◦ × C× with
Ω˜κ ∈ Hom(ΩH◦×C× ,ΩH◦×C× ⊗ΩH◦×C×) given by
Ω˜κ :


ζ ∈ ΩH◦ 7→ 1
2
∑
α>0
kαζ(Xα)dα ⊗ dα+ (Bκ)∗(ζ)− ζ ⊗ dt
t
− dt
t
⊗ ζ,
dt
t
∈ ΩC× 7→ Aκ −
dt
t
⊗ dt
t
.
(3.2)
Here t is the coordinate for C×, and Aκ resp. Bκ denotes the translation
invariant tensor field on H (or H × C×) defined by aκ resp. bκ.
According to (3.2), we can write Ω˜κ explicitly:
Ω˜κ :=
1
2
∑
α>0
kαdα⊗ dα⊗Xα + (Bκ)∗ + cκ
∑
α>0
dα⊗ dα⊗ t ∂
∂t
−
∑
αi∈B
dαi ⊗ dt
t
⊗ ∂pi −
dt
t
⊗ dt
t
⊗ t ∂
∂t
−
∑
αi∈B
dt
t
⊗ dαi ⊗ ∂pi .
Here cκ is a constant for each κ such that Aκ = cκ
∑
α>0 dα ⊗ dα, B is
a fundamental system for R, and pi is the dual basis of h to αi such that
αi(pj) = δ
i
j where δ
i
j is the Kronecker delta.
Since ∇κ is torsion free: for taking the values in the symmetric tensors,
it is clear that ∇˜κ is also torsion free. In [15] we prove that
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Theorem 3.3. There exists a bilinear form aκ for each κ such that ∇˜κ is
flat.
Proof. See Section 2 of [15], where one can also find an explicit form of aκ
for a given κ as follows:
An : a
κ(u, v) =
(n+ 1)
4
(k2 − k′2)(u, v);
Bn : a
κ(u, v) = ((n− 2)k2 + kk′)(u, v);
Cn : a
κ(u, v) = ((n− 2)k2 + 2kk′)(u, v);
Dn : a
κ(u, v) = (n− 2)k2(u, v);
En : a
κ(u, v) = ck2(u, v), c = 6, 12, 30 for n = 6, 7, 8;
F4 : a
κ(u, v) = (k + k′)(2k + k′)(u, v);
G2 : a
κ(u, v) =
3
4
(k + 3k′)(k + k′)(u, v),
for which we use the construction of root systems in Bourbaki and take the
inner product (·, ·) such that (εi, εj) = δij . 
Remark 3.4. Fixing this aκ, by [15] we also know that for every sublattice L
of the root lattice Q spanned by elements of R, the ‘linearized connection’
on h− ∪α∈R∩Lhα defined by the following End(h)-valued differential
ΩL :=
∑
α∈R∩L
kα
dα
α
⊗ piα
is flat, where piα ∈ End(h) is twice of the orthogonal projection to α∨ with
kernel hα. In the meantime each uα := kα(α
∨ ⊗α) is self-adjoint relative to
aκ. Then (H,R, κ) defines a toric analogue of the Dunkl system in the sense
of Couwenberg-Heckman-Looijenga [3]. Hence the connection ∇˜κ defined in
(3.2) is usually called a toric Dunkl connection.
Fixing the bilinear form aκ for which ∇˜κ is flat, we then consider the
dual connections defined on the tangent bundle of H◦ × C× instead of the
connections ∇˜κ defined on the cotangent bundle of H◦ × C×:
−(Ω˜κ)∗ =1
2
∑
α>0
kα
1 + eα
1− eα dα⊗ ∂α∨ ⊗ dα− ((B
κ)∗)′ − cκ
∑
α>0
dα⊗ t ∂
∂t
⊗ dα
+
∑
αi∈B
dαi ⊗ ∂pi ⊗
dt
t
+
∑
αi∈B
dt
t
⊗ ∂pi ⊗ dαi +
dt
t
⊗ t ∂
∂t
⊗ dt
t
.
That the connection form is −(Ω˜κ)∗ is because the dual connection is char-
acterized by the property that the pairing between differentials and vector
fields is flat. But in what follows we will still write the dual connection as
∇˜κ if no confusion would arise.
Since T(p,t)(H
◦ × C×) = TpH◦ ⊕ TtC×, we can write a vector field X˜ on
H◦ ×C× in the following form:
X˜ = X(p, t) + λ1(p, t)t
∂
∂t
,
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for which X(p, t) is a vector field on H◦ and λ1(p, t) is a holomorphic func-
tion depending on both p and t. Here we write X˜ = X + λ1t
∂
∂t
just for
convenience.
Likewise, write Y˜ = Y + λ2t
∂
∂t
. Inspired by the flat connection ∇˜κ, we
define a product for each κ on the tangent bundle of H◦ ×C× by
X˜ ·κ Y˜ :=1
2
∑
α>0
kα
1 + eα
1− eαα(X)α(Y )α
∨ − bκ(X,Y )− cκ
∑
α>0
α(X)α(Y )t
∂
∂t
+
∑
αi∈B
αi(X)λ2pi +
∑
αi∈B
λ1piαi(Y ) + λ1λ2t
∂
∂t
=
1
2
∑
α>0
kα
1 + eα
1− eαα(X)α(Y )α
∨ − bκ(X,Y )− aκ(X,Y )t ∂
∂t
+ λ2X + λ1Y + λ1λ2t
∂
∂t
. (3.3)
We already know that aκ is a symmetric bilinear form on h:
aκ : h× h→ C.
We can extend aκ to be a symmetric bilinear form on h⊕C, the tangent
space of H◦ × C× at (p, t), by defining

aκ(X, t
∂
∂t
) = 0
aκ(t
∂
∂t
, t
∂
∂t
) = −1.
Now is aκ(α∨, ·) a linear form whose zero set is the hyperplane which is
perpendicular to α and therefore it is proportional to α. By evaluating both
sides on α∨ we see that
aκ(α∨, ·) = a
κ(α∨, α∨)
α(α∨)
α.
Remark 3.5. We also notice that
(t
∂
∂t
) ·κ Y˜ = Y + λ2t ∂
∂t
= Y˜ ,
from which we can see that t ∂
∂t
plays a role of identity in this algebra.
Theorem 3.6. The product structure ·κ defined on T (H◦ × C×) by (3.3)
endows each fiber of T (H◦ × C×) with a Frobenius algebra structure.
Proof. In order to see this product structure indeed defines a Frobenius
algebra on each fiber of the tangent bundle of H◦×C×, we need to verify 3
properties:
1. the product is commutative,
2. the product satisfies the associativity law with respect to the symmetric
bilinear form aκ, with this property the trace map can be determined
by Lemma 2.3,
3. the product is associative.
1. commutativity of the product.
This is quite obvious since the expression for X˜ ·κ Y˜ is symmetric in
{X˜, Y˜ }.
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2. Frobenius condition.
Write Z˜ = Z + λ3t
∂
∂t
, then we have
aκ(X˜ ·κ Y˜ , Z˜)
=
1
2
∑
α>0
kα
1 + eα
1− eαα(X)α(Y )a
κ(α∨, Z˜)− aκ(bκ(X,Y ), Z)− aκ(X,Y )aκ(t ∂
∂t
, Z˜)
+ λ2a
κ(X, Z˜) + λ1a
κ(Y, Z˜) + λ1λ2a
κ(t
∂
∂t
, Z˜)
=
1
2
∑
α>0
kα
1 + eα
1− eα ·
aκ(α∨, α∨)
α(α∨)
α(X)α(Y )α(Z) + aκ(bκ(X,Y ), Z)
+ λ3a
κ(X,Y ) + λ2a
κ(X,Z) + λ1a
κ(Y,Z)− λ1λ2λ3.
From this, we can see that
aκ(X˜ ·κ Y˜ , Z˜) = aκ(X˜, Y˜ ·κ Z˜),
since this expression is fully symmetric in {X˜, Y˜ , Z˜}. In fact, the symmetry
of aκ(bκ(X,Y ), Z) can be seen from Remark 4.2.
3. associativity of the product.
Let us look at the connection ∇˜κ(µ) defined by
∇˜κ(µ)X˜ Y˜ := ∇˜0X˜ Y˜ + µX˜ ·κ Y˜ .
Written out,
∇˜κ(µ)X˜ Y˜ = ∇˜0X˜ Y˜ +
1
2
µ
∑
α>0
kα
1 + eα
1− eαα(X)α(Y )α
∨−1
2
µk′
∑
α>0
α(X)α(Y )α′
− µcκ
∑
α>0
α(X)α(Y )t
∂
∂t
+ µλ2X + µλ1Y + µλ1λ2t
∂
∂t
.
Note that the term 12µk
′
∑
α>0 α(X)α(Y )α
′ only exists for An case.
The connection form of ∇˜κ(µ) is a holomorphic differential 1-form on
H◦×C× taking values in End(h⊕C). Upon replacing these endomorphisms,
denoted by ρα or ρt, by their µ multiplication µρα or µρt, we see that it
suffices to prove the flatness of ∇˜κ(1). But ∇˜κ(1) is just ∇˜κ and we already
know that ∇˜κ is flat by Theorem 3.3, so we can see that ∇˜κ(µ) is also flat for
all µ ∈ C. Therefore, the associativity of the product follows by Proposition
2.5. 
Remark 3.7. In fact, our Frobenius algebra given above includes the Frobe-
nius algebra constructed by Bryan and Gholampour in [2] as a special case,
which requires k′ = 0 for type An and k = k
′ for type BCFG. They pro-
vided a proof for the associativity of the product from a point of view of
Gromov-Witten theory.
Corollary 3.8. The Weyl group acts on the tangent bundle by automor-
phisms. Namely, if we define
w(eα) = ew(α)
for w ∈W , then for X˜, Y˜ ∈ Γ(T (H◦ × C×)), we have
w(X˜ ·κ Y˜ ) = w(X˜) ·κ w(Y˜ ).
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Proof. Let sβ be the reflection about the hyperplane orthogonal to β. By
[1], sβ permute the positive roots other than β. And since the terms
1 + eα
1− eα ∂α∨ and α(X)α(Y )
remain unchanged under α→ −α, the effect of sβ to the formula for X˜ ·κ Y˜
is to permute the order of the sum:
sβ(X˜ ·κ Y˜ )
=
1
2
∑
α>0
ksβ(α)
1 + esβ(α)
1− esβ(α) sβ(α)(sβX)sβ(α)(sβY )∂sβ(α∨) − b
κ(sβX, sβY )
− aκ(sβX, sβY )sβ(t ∂
∂t
) + sβ(λ2X) + sβ(λ1Y ) + sβ(λ1λ2t
∂
∂t
)
=
1
2
∑
α>0
kα
1 + eα
1− eαα(sβX)α(sβY )∂α∨ − b
κ(sβX, sβY )
− aκ(sβX, sβY )t ∂
∂t
+ λ2sβX + λ1sβY + λ1λ2t
∂
∂t
=(sβX + λ1t
∂
∂t
) ·κ (sβY + λ2t ∂
∂t
)
=(sβX + sβ(λ1t
∂
∂t
)) ·κ (sβY + sβ(λ2t ∂
∂t
))
=sβ(X˜) ·κ sβ(Y˜ )
since sβ(λit
∂
∂t
) = λit
∂
∂t
. Then the corollary follows. 
We thus construct aW -invariant fiberwise Frobenius algebra on H◦×C×.
We then have the following theorem.
Theorem 3.9. The manifold H◦×C× endowed with the structure (·κ, aκ, t ∂∂t)
is a Frobenius manifold.
Proof. By Remark 3.5, the vector field t ∂
∂t
is the identity of this algebra.
Then we know that (·κ, aκ, t ∂∂t) endows with a Frobenius algebra on H◦×C×
fiberwisely, since the trace map F can be determined by the bilinear form
aκ.
We then check the conditions of Definition 2.8. Condition (1) is satisfied
since it is already proved that ∇˜κ(µ) is flat for any µ ∈ C. Condition (2)
is also clear because the vector field t ∂
∂t
is flat with respect to the Levi-
Civita connection ∇˜0 of aκ. Therefore, (H◦ ×C×, ·κ, aκ, t ∂∂t) is a Frobenius
manifold. 
We also have the dilatation field on H◦ ×C× as follows.
Corollary 3.10. Suppose an affine structure on H◦ × C× is given by the
torsion free flat connection ∇˜κ defined by (3.2), then the vector field t ∂
∂t
is
in fact a dilatation field on H◦ × C× with factor ν = 1.
Proof. It is a straightforward computation. Suppose a local vector field X˜
on H◦ × C× is of the form X˜ := X + λt ∂
∂t
where X is a vector field on H◦,
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we have
∇˜κ
X˜
(t
∂
∂t
) = ∇˜0
X+λt ∂
∂t
(t
∂
∂t
)− Ω˜κ,∗
X+λt ∂
∂t
(t
∂
∂t
)
= 0− 0− 0− 0 +
∑
αi∈B
αi(X)∂pi + λt
∂
∂t
= X˜
since t ∂
∂t
is flat with respect to ∇˜0. 
Now let us try to find the (local) potential function for this Frobenius
structure. In order to find this potential function Φ, we require that for X˜,
Y˜ and Z˜ being flat vector fields on H◦ × C×, we should have
∇˜κ
X˜
∇˜κ
Y˜
∇˜κ
Z˜
Φ =aκ(X˜ · Y˜ , Z˜)
=
1
2
∑
α>0
kα
1 + eα
1− eα ·
aκ(α∨, α∨)
α(α∨)
α(X)α(Y )α(Z) − aκ(bκ(X,Y ), Z)
+ λ1a
κ(Y,Z) + λ2a
κ(X,Z) + λ3a
κ(X,Y )− λ1λ2λ3.
So let us analyze these terms one by one. For terms−λ1λ2λ3 and λ1aκ(Y,Z)+
λ2a
κ(X,Z)+λ3a
κ(X,Y ), we can easily find their potential functions as fol-
lows:
− t
3
3!
and
t
2
cκ
∑
α>0
α2,
i.e.,
∇˜κ
X˜
∇˜κ
Y˜
∇˜κ
Z˜
(− t
3
3!
) = −λ1λ2λ3
∇˜κ
X˜
∇˜κ
Y˜
∇˜κ
Z˜
(
t
2
cκ
∑
α>0
α2) = λ1a
κ(Y,Z) + λ2a
κ(X,Z) + λ3a
κ(X,Y ).
By the discussion on toric Lauricella case in Section 4, we can write the term
aκ(bκ(X,Y ), Z) = dκ
∑
α>0 α(X)α(Y )α(Z) where d
κ is a constant when κ
is given. So for term −aκ(bκ(X,Y ), Z), we have its potential function:
−dκ
∑
α>0
α3
3!
,
i.e.,
∇˜κ
X˜
∇˜κ
Y˜
∇˜κ
Z˜
(−dκ
∑
α>0
α3
3!
) = −aκ(bκ(X,Y ), Z).
Now we have only one term left: 12
∑
α>0 kα
1+eα
1−eα · a
κ(α∨,α∨)
α(α∨) α(X)α(Y )α(Z).
It is not easy to find an explicit potential function for 12 · 1+e
α
1−eα , but we can
always do the Taylor expansion for 12 · 1+e
α
1−eα and find its potential series. Let
us assume q(α) is a series satisfying
q′′′(α) =
1
2
· 1 + e
α
1− eα ,
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then by the above discussion we have the potential function for this Frobe-
nius structure as follows
Φ = − t
3
3!
+
t
2
cκ
∑
α>0
α2 +
∑
α>0
kα
aκ(α∨, α∨)
α(α∨)
q(α) − dκ
∑
α>0
α3
3!
, (3.4)
where dκ = 0 unless for type An. This means we have
∇˜κ
X˜
∇˜κ
Y˜
∇˜κ
Z˜
Φ = aκ(X˜ · Y˜ , Z˜).
4. An example: toric Lauricella manifolds
In this section we give an explicit class of Frobenius manifolds, falling
into the discussion of the preceding section. We refer this class of examples
as toric Lauricella manifolds. They are called by this name because their
relation to the Lauricella hypergeometric functions [4].
Let N be an index set {1, 2, · · · , n+1} and associate to each i ∈ N a real
number µi ∈ (0,+∞). Denote the standard basis of Cn+1 by ε1, · · · , εn+1.
We endow Cn+1 with a symmetric bilinear form as a(z, w) :=
∑n+1
i=1 µiz
iwi
for which z is defined by z :=
∑
ziεi. Let h be the quotient of C
n+1 by its
main diagonal ∆N := C
∑
εi. Since the generator εN =
∑
εi of the main
diagonal has a self-product a(εN , εN ) =
∑
µi 6= 0, its orthogonal comple-
ment is nondegenerate. Thus we can often identify h with this orthogonal
complement, that is, the hyperplane defined by
∑
µiz
i = 0, We take our
α’s to be the collection αi,j := (zi − zj)i 6=j where zi is the dual basis of εi
in (Cn+1)∗. We associate to each αi,j a hyperplane Hi,j in C
n+1 defined
by {zi − zj = 0}, and its orthogonal complement is spanned by the vector
vi,j := vzi−zj := µjεi − µiεj . It is clear that vi,j ∈ h. We denote by hi,j the
intersection of Hi,j with h.
We immediately notice that the set R := {αi,j} generates a discrete sub-
group of h∗ whose R-linear span defines a real form h(R) of h. It’s easy to
show that a(vi,j , β) = 0 for any β ∈ ker(αi,j). According to [3], if uαi,j is the
self-adjoint map of h defined by uαi,j (z) = αi,j(z)vi,j (with trace µi + µj),
the system (h, {hi,j}, {µi + µj}) defines a Dunkl system.
As already mentioned in Remark 3.2, there actually exists a nonzero cubic
form in this case. Let f˜ : Cn+1 → C be defined by f˜(z) := ∑µi(zi)3, and
denote by f : h → C its restriction to h. The partial derivative of f˜ with
respect to vi,j is 3µjµi(z
2
i − z2j ), which is divisible by αi,j.
The symmetric bilinear map b˜ : Cn+1 × Cn+1 → Cn+1 is defined by
b˜(εi, εj) := δ
i
jεi. Then the map b : h × h → h is given as the restriction
of b˜ to h × h followed by pi : Cn+1 → h the orthogonal projection from
C
n+1 to h, namely, b := pi ◦ b˜|h×h. We then have that a(b˜(z, z), z) = f˜(z)
and a(b(z, z), z) = f(z). So if we write b˜i(z) for b˜(εi, z), we can write b˜i as
b˜i = εi ⊗ zi. If we write bi,j(z) for b(vi,j , z), then
bi,j = µjεi ⊗ zi − µiεj ⊗ zj − µiµj
µN
εN ⊗ (zi − zj),
where µN :=
∑
i µi. If we write ai,j(z) for a(vi,j , z), then ai,j = µiµj(zi−zj),
we can verify that [bi,j, bk,l] = −µ−1N (vi,j ⊗ ak,l − vk,l ⊗ ai,j). Hence we have
[bz, bw] = −µ−1N (z ⊗ aw − w ⊗ az).
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Lemma 4.1. The expression a(b(z1, z2), z3) is symmetric in its arguments
if all µi’s are equal.
Proof. The lemma is equivalent to saying that for every z ∈ h, bz is self-
adjoint relative to a.
Now we let all µi be equal to 1 in the above example, then the above exam-
ple becomes the case of a root system of type An. Since we already know that
the dimension of Hom(Sym2h, h)W is just 1, then the b0 =
∑
α>0 α⊗α⊗α′
given in Lemma 3.1 differs the bilinear map b in the above example just by
a scalar. We thus have bi,j(z) = z
iεi − zjεj − 1n+1(zi − zj)εN . If i < j < k,
then
a(bi,j(z), εj − εk) = −zj = a(bj,k(z), εi − εj);
if i, j, k, l are pairwise distinct, then
a(bi,j(z), εk − εl) = 0.
Since {εi − εi+1 | i = 1, 2, · · · , n} is a basis of h, the lemma follows. 
Remark 4.2. Since aκ and bκ must be a multiple of a and b respectively, the
expression aκ(bκ(X,Y ), Z) is also fully symmetric in its arguments.
Each αi,j now determines a character e
αi,j associated to the exponential
map
exp : h→ H = h/2pi√−1P∨
to our torus H for which P∨ is the cocharacter lattice relative to the char-
acter lattice spanned by {αi,j}. Suppose all µi being equal now, then the
above example becomes our toric case associated to a root system of type
An: k = µi. Once the symmetric W -equivariant bilinear map b
κ is chosen,
or equivalently, the parameter k′ is given. Then we can define a connection
∇˜κ on the (co)tangent bundle of H◦ × C× as in (3.2), and by Theorem 3.3
there exists a corresponding bilinear form aκ, a multiple of a, such that
the connection ∇˜κ is torsion free and flat. Thus by Theorem 3.9 we have
a class of Frobenius manifolds: toric Lauricella manifolds. Their fiberwise
Frobenius algebra and potential functions are given as in (3.3) and (3.4)
respectively.
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