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THE RANGE OF TREE-INDEXED RANDOM WALK
IN LOW DIMENSIONS
By Jean-Franc¸ois Le Gall and Shen Lin
Universite´ Paris-Sud
We study the range Rn of a random walk on the d-dimensional
lattice Zd indexed by a random tree with n vertices. Under the as-
sumption that the random walk is centered and has finite fourth
moments, we prove in dimension d ≤ 3 that n−d/4Rn converges in
distribution to the Lebesgue measure of the support of the integrated
super-Brownian excursion (ISE). An auxiliary result shows that the
suitably rescaled local times of the tree-indexed random walk con-
verge in distribution to the density process of ISE. We obtain similar
results for the range of critical branching random walk in Zd, d≤ 3.
As an intermediate estimate, we get exact asymptotics for the prob-
ability that a critical branching random walk starting with a single
particle at the origin hits a distant point. The results of the present
article complement those derived in higher dimensions in our earlier
work.
1. Introduction. In the present paper, we continue our study of asymp-
totics for the number of distinct sites of the lattice visited by a tree-indexed
random walk. We consider (discrete) plane trees, which are rooted ordered
trees that can be viewed as describing the genealogy of a population starting
with one ancestor or root, which is denoted by the symbol ∅. Given such
a tree T and a probability measure θ on Zd, we can consider the random
walk with jump distribution θ indexed by the tree T . This means that we
assign a (random) spatial location ZT (u) ∈ Zd to every vertex u of T , in the
following way. First, the spatial location ZT (∅) of the root is the origin of
Z
d. Then we assign independently to every edge e of the tree T a random
variable Ye distributed according to θ, and we let the spatial location ZT (u)
of the vertex u be the sum of the quantities Ye over all edges e belonging
to the simple path from ∅ to u in the tree. The number of distinct spatial
locations is called the range of the tree-indexed random walk ZT .
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In our previous work [13], we stated the following result. Let θ be a
probability distribution on Zd, which is symmetric with finite support and is
not supported on a strict subgroup of Zd, and for every integer n≥ 1, let T ◦n
be a random tree uniformly distributed over all plane trees with n vertices.
Conditionally given T ◦n , let ZT ◦n be a random walk with jump distribution
θ indexed by T ◦n , and let Rn stand for the range of ZT ◦n . Then:
• if d≥ 5,
1
n
Rn
(P)−→
n→∞ cθ,
where cθ > 0 is a constant depending on θ, and
(P)−→ indicates convergence
in probability;
• if d= 4,
logn
n
Rn
L2−→
n→∞ 8π
2σ4,
where σ2 = (detMθ)
1/4, with Mθ denoting the covariance matrix of θ;
• if d≤ 3,
n−d/4Rn
(d)−→
n→∞ cθλd(supp(I)),(1)
where cθ = 2
d/4(detMθ)
1/2 is a constant depending on θ, and λd(supp(I))
stands for the Lebesgue measure of the support of the random measure on
R
d known as Integrated Super-Brownian Excursion or ISE (see Section 2.3
below for a definition of ISE in terms of the Brownian snake, and note
that our normalization is slightly different from the one in [1]).
Only the cases d ≥ 5 and d = 4 were proved in [13], in fact in a greater
generality than stated above, especially when d≥ 5. In the present work, we
concentrate on the case d≤ 3 and we prove a general version of the conver-
gence (1), where instead of considering a uniformly distributed plane tree
with n vertices we deal with a Galton–Watson tree with offspring distribu-
tion µ conditioned to have n vertices.
Let us specify the assumptions that will be in force throughout this article.
We always assume that d≤ 3 and:
• µ is a nondegenerate critical offspring distribution on Z+, such that, for
some λ > 0,
∞∑
k=0
eλkµ(k)<∞,
and we set ρ := (varµ)1/2 > 0;
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• θ is a probability measure on Zd, which is not supported on a strict sub-
group of Zd; θ is such that
lim
r→+∞ r
4θ({x∈ Zd : |x|> r}) = 0,(2)
and θ has zero mean; we set σ := (detMθ)
1/2d > 0, where Mθ denotes the
covariance matrix of θ.
Note that (2) holds if θ has finite fourth moments.
For every n ≥ 1 such that this makes sense, let Tn be a Galton–Watson
tree with offspring distribution µ conditioned to have n vertices. Note that
the case when Tn is uniformly distributed over plane trees with n vertices is
recovered when µ is the geometric distribution with parameter 1/2 (see, e.g.,
Section 2.2 in [14]). Let ZTn denote the random walk with jump distribution
θ indexed by Tn, and let Rn be the range of ZTn . Theorem 5 below shows
that the convergence (1) holds, provided that cθ is replaced by the constant
2d/2σdρ−d/2.
An interesting auxiliary result is an invariance principle for “local times”
of our tree-indexed random walk. For every a ∈ Zd, let
Ln(a) =
∑
u∈Tn
1{ZTn (u)=a}
be the number of visits of a by the tree-indexed random walk ZTn . For
x = (x1, . . . , xd) ∈ Rd, set ⌊x⌋ := (⌊x1⌋, . . . , ⌊xd⌋). Then Theorem 4 shows
that the process
(nd/4−1Ln(⌊n1/4x⌋))x∈Rd\{0}
converges as n→∞, in the sense of weak convergence of finite-dimensional
marginals, to the density process of ISE (up to scaling constants and a linear
transformation of the variable x). Notice that the latter density process
exists because d ≤ 3, by results due to Sugitani [19]. In dimension d = 1,
this invariance principle has been obtained earlier in a stronger (functional)
form by Bousquet-Me´lou and Janson [3], Theorem 3.6, in a particular case,
and then by Devroye and Janson [5], Theorem 1.1, in a more general setting.
Such a strengthening might also be possible when d= 2 or 3, but we have
chosen not to investigate this question here as it is not relevant to our main
applications. In dimensions 2 and 3, Lalley and Zheng [7], Theorem 1, also
give a closely related result for local times of critical branching random walk
in the case of a Poisson offspring distribution and for a particular choice of θ.
Our tree-indexed random walk can be viewed as a branching random walk
starting with a single initial particle and conditioned to have a fixed total
progeny. Therefore, it is not surprising that our main results have analogs for
branching random walks, as it was already the case in dimension d≥ 4 (see
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Propositions 20 and 21 in [13]). For every integer p≥ 1, consider a (discrete
time) branching random walk starting initially with p particles located at
the origin of Zd, such that the offspring number of each particle is distributed
according to µ, and each newly born particle jumps from the location of its
parent according to the jump distribution θ. Let V [p] stand for the set of all
sites of Zd visited by this branching random walk. Then Theorem 8 shows
that, similarly as in (1), the asymptotic distribution of p−d/2#V [p] is the
Lebesgue measure of the range of a super-Brownian motion starting from δ0
(note again that this Lebesgue measure is positive because d≤ 3, see [4] or
[19]). In a related direction, we mention the article of Lalley and Zheng [8],
which gives estimates for the number of occupied sites at a given time by a
critical nearest neighbor branching random walk in Zd.
Our proof of Theorem 8 depends on an asymptotic estimate for the hitting
probability of a distant point by branching random walk, which seems to be
new and of independent interest. To be specific, consider the set V [1] of all
sites visited by the branching random walk starting with a single particle
at the origin. Consider for simplicity the isotropic case where Mθ = σ
2 Id,
where Id is the identity matrix. Then Theorem 7 shows that
lim
|a|→∞
|a|2P (a ∈ V [1]) = 2(4− d)σ
2
ρ2
.
See Section 5.1 for a discussion of similar estimates in higher dimensions.
Not surprisingly, our proofs depend on the known relations between tree-
indexed random walk (or branching random walk) and the Brownian snake
(or super-Brownian motion). In particular, we make extensive use of a result
of Janson and Marckert [6] showing that the “discrete snake” coding our tree-
indexed random walk ZTn converges in distribution in a strong (functional)
sense to the Brownian snake driven by a normalized Brownian excursion.
It follows from this convergence that the set of all sites visited by the tree-
indexed random walk converges in distribution (modulo a suitable rescaling)
to the support of ISE, in the sense of the Hausdorff distance between compact
sets. But, of course, this is not sufficient to derive asymptotics for the number
of visited sites.
Our assumptions on µ and θ are similar to those in [6]. We have not
striven for the greatest generality, and it is plausible that these assumptions
can be relaxed. See, in particular, [6] for a discussion of the necessity of
the existence of exponential moments for the offspring distribution µ. It
might also be possible to replace our condition (2) on θ by a second moment
assumption, but this would require different methods as the results of [6]
show that the strong convergence of discrete snakes to the Brownian snake
no longer holds without (2).
The paper is organized as follows. Section 2 presents our main notation
and gives some preliminary results about the Brownian snake. Section 3 is
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devoted to our main result about the range of tree-indexed random walk in
dimension d≤ 3. Section 4 discusses similar results for branching random
walk, and Section 5 presents a few complements and open questions.
2. Preliminaries on trees and the Brownian snake.
2.1. Finite trees. We use the standard formalism for plane trees. We set
U :=
∞⋃
n=0
N
n,
where N= {1,2, . . .} and N0 = {∅}. If u= (u1, . . . , un) ∈ U , we set |u|= n [in
particular |∅|= 0]. We write ≺ for the lexicographical order on U , so that
∅≺ 1≺ (1,1)≺ 2, for instance.
A plane tree (or rooted ordered tree) T is a finite subset of U such that:
(i) ∅ ∈ T ;
(ii) If u= (u1, . . . , un) ∈ T \ {∅} then uˇ := (u1, . . . , un−1) ∈ T ;
(iii) For every u= (u1, . . . , un) ∈ T , there exists an integer ku(T )≥ 0 such
that, for every j ∈N, (u1, . . . , un, j) ∈ T if and only if 1≤ j ≤ ku(T ).
The notions of a descendant or of an ancestor of a vertex of T are defined
in an obvious way. If u, v ∈ T , we will write u ∧ v ∈ T for the most recent
common ancestor of u and v. We denote the set of all planes trees by Tf .
Let T be a tree with p = #T vertices and let ∅ = v0 ≺ v1 ≺ · · · ≺ vp−1
be the vertices of T listed in lexicographical order. We define the height
function (Hi)0≤i≤p of T by setting Hi = |vi| for every 0 ≤ i ≤ p − 1, and
Hp = 0 by convention.
Recall that we have fixed a probability measure µ on Z+ satisfying the
assumptions given in Section 1, and that ρ2 = varµ. The law of the Galton–
Watson tree with offspring distribution µ is a probability measure on the
space Tf , which is denoted by Πµ (see, e.g., [12], Section 1).
We will need some information about the law of the total progeny #T
under Πµ. It is well known (see, e.g., [12], Corollary 1.6) that this law is
the same as the law of the first hitting time of −1 by a random walk on
Z with jump distribution ν(k) = µ(k + 1), k = −1,0,1, . . . started from 0.
Combining this with Kemperman’s formula (see, e.g., [17], page 122) and
using a standard local limit theorem, one gets
lim
k→∞
k1/2Πµ(#T ≥ k) = 2
ρ
√
2π
.(3)
Suppose that µ is not supported on a strict subgroup of Z, so that the ran-
dom walk with jump distribution ν is aperiodic. The preceding asymptotics
can then be strengthened in the form
lim
k→∞
k3/2Πµ(#T = k) = 1
ρ
√
2π
.(4)
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2.2. Tree-indexed random walk. A (d-dimensional) spatial tree is a pair
(T , (zu)u∈T ) where T ∈ Tf and zu ∈ Zd for every u ∈ T . We let T∗f be the
set of all spatial trees.
Recall that θ is a probability measure on Zd satisfying the assumptions
listed in the Introduction. We write Π∗µ,θ for the probability distribution
on T∗f under which T is distributed according to Πµ and, conditionally on
T , the “spatial locations” (zu)u∈T are distributed as random walk indexed
by T , with jump distribution θ, and started from 0 at the root ∅: This
means that, under the probability measure Π∗µ,θ, we have z∅ = 0 a.s. and,
conditionally on T , the quantities (zu − zuˇ, u ∈ T \ {∅}) are independent
and distributed according to θ.
2.3. The Brownian snake. We refer to [11] for the basic facts about the
Brownian snake that we will use. The Brownian snake (Ws)s≥0 is a Markov
process taking values in the space W of all (d-dimensional) stopped paths:
Here, a stopped path w is just a continuous mapping w : [0, ζ(w)] −→ Rd,
where the number ζ(w) ≥ 0, which depends on w, is called the lifetime of w.
A stopped path w with zero lifetime will be identified with its starting point
w(0) ∈Rd. The endpoint w(ζ(w)) of a stopped path w is denoted by ŵ.
It will be convenient to argue on the canonical space C(R+,W) of all
continuous mappings from R+ into W , and to let (Ws)s≥0 be the canonical
process on this space. We write ζs := ζ(Ws) for the lifetime of Ws. If x ∈Rd,
the law of the Brownian snake starting from x is the probability measure
Px on C(R+,W) that is characterized as follows:
(i) The distribution of (ζs)s≥0 under Px is the law of a reflected linear
Brownian motion on R+ started from 0.
(ii) We have W0 = x, Px a.s. Furthermore, under Px and conditionally on
(ζs)s≥0, the process (Ws)s≥0 is (time-inhomogeneous) Markov with tran-
sition kernels specified as follows. If 0≤ s < s′,
• Ws′(t) =Ws(t) for every 0≤ t≤mζ(s, s′) := min{ζr : s≤ r≤ s′};
• (Ws′(mζ(s, s′)+t)−Ws′(mζ(s, s′)))0≤t≤ζs′−mζ(s,s′) is a standard Brow-
nian motion in Rd independent of Ws.
We will refer to the process (Ws)s≥0 under P0 as the standard Brownian
snake.
We will also be interested in (infinite) excursion measures of the Brownian
snake, which we denote by Nx, x ∈Rd. For every x ∈Rd, the distribution of
the process (Ws)s≥0 under Nx is characterized by properties analogous to (i)
and (ii) above, with the only difference that in (i) the law of reflected linear
Brownian motion is replaced by the Itoˆ measure of positive excursions of
linear Brownian motion, normalized in such a way that Nx(sup{ζs : s≥ 0}>
ε) = (2ε)−1, for every ε > 0.
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We write γ := sup{s ≥ 0 : ζs > 0}, which corresponds to the duration of
the excursion under Nx. A special role will be played by the probability
measures N
(r)
x := Nx(·|γ = r), which are defined for every x ∈ Rd and every
r > 0. Under N
(r)
x , the “lifetime process” (ζs)0≤s≤r is a Brownian excursion
with duration r. From the analogous decomposition for the Itoˆ measure of
Brownian excursions, we have
N0 =
∫ ∞
0
dr
2
√
2πr3
N
(r)
0 .(5)
The total occupation measure of the Brownian snake is the finite measure
Z on Rd defined under Nx, or under N(r)x , by the formula
〈Z, ϕ〉=
∫ γ
0
dsϕ(Ŵs),
for any nonnegative measurable function ϕ on Rd.
Under N
(1)
x , Z is a random probability measure, which in the case x= 0
is called ISE for integrated super-Brownian excursion [the measure I in (1)
is thus distributed as Z under N(1)0 ]. Note that our normalization of ISE is
slightly different from the one originally proposed by Aldous [1].
The following result will be derived from known properties of super-
Brownian motion via the connection between the Brownian snake and su-
perprocesses.
Proposition 1. Both Nx a.e. and N
(1)
x a.s., the random measure Z has
a continuous density on Rd, which will be denoted by (ℓy, y ∈Rd).
Remark. When d= 1, this result, under the measure N
(1)
0 , can be found
in [3], Theorem 2.1.
Proof of Proposition 1. By translation invariance, it is enough to
consider the case x = 0. We rely on the Brownian snake construction of
super-Brownian motion to deduce the statement of the proposition from
Sugitani’s results [19]. Let (W i)i∈I be a Poisson point measure on C(R+,W)
with intensity N0. With every i ∈ I , we associate the occupation measure Zi
of W i. Then Theorem IV.4 in [11] shows that there exists a super-Brownian
motion (Xt)t≥0 with branching mechanism ψ(u) = 2u2 and initial valueX0 =
δ0, such that ∫ ∞
0
dtXt =
∑
i∈I
Zi.
As a consequence of [19], Theorems 2 and 3, the random measure
∫∞
0 dtXt
has a.s. a continuous density on Rd \ {0}. On the other hand, let B(0, ε)
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denote the closed ball of radius ε centered at 0 in Rd. Then, for every ε > 0,
the event
Aε := {#{i ∈ I :Zi(B(0, ε)c)> 0}= 1}
has positive probability (see, e.g., [11], Proposition V.9). On the event Aε,
write i0 for the unique index in I such that Zi0(B(0, ε)c) > 0. Then, still
on the event Aε, the measures
∫∞
0 dtXt and Zi0 coincide on B(0, ε)c. The
conditional distribution of W i0 knowing Aε is N0(·|Z(B(0, ε)c)> 0), and we
conclude that Z has a continuous density on B(0, ε)c, N0(·|Z(B(0, ε)c)> 0)
a.s. As this holds for any ε > 0, we obtain that, N0 a.e., the random measure
Z has a continuous density on Rd \ {0}. Via a scaling argument, the same
property holds N
(1)
0 a.s. This argument does not exclude the possibility that
Z might have a singularity at 0, but we can use the rerooting invariance
property (see [1], Section 3.2 or [15], Section 2.3) to complete the proof.
According to this property, if under the measure N
(1)
0 we pick a random
point distributed according to Z and then shift Z so that this random
point becomes the origin of Rd, the resulting random measure has the same
distribution as Z . Consequently, we obtain that N(1)0 a.s., Z(dx) a.e., the
measure Z has a continuous density on Rd \ {x}. It easily follows that Z
has a continuous density on Rd, N
(1)
0 a.s., and by scaling again the same
property holds under N0. 
Let us introduce the random closed set
R := {Ŵs : 0≤ s≤ γ}.
Note that, by construction, Z is supported on R, and it follows that, for
every y ∈Rd \ {x},
{ℓy > 0} ⊂ {y ∈R}, Nx a.e. or N(1)x a.s.(6)
Proposition 2. For every y ∈Rd \ {x},
{ℓy > 0}= {y ∈R}, Nx a.e. and N(1)x a.s.
Proof. Fix y ∈ Rd, and consider the function u(x) := Nx(ℓy > 0), for
every x ∈ Rd \ {y}. By simple scaling and rotational invariance arguments
(see the proof of Proposition V.9(i) in [11] for a similar argument), we have
u(x) =Cd|x− y|−2
with a certain constant Cd > 0 depending only on d. On the other hand, an
easy application of the special Markov property [10] shows that, for every
r > 0, and every x ∈B(y, r)c, we have
u(x) =Nx
[
1− exp
(
−
∫
XB(y,r)
c
(dz)u(z)
)]
,
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where XB(y,r)
c
stands for the exit measure of the Brownian snake from the
open set B(y, r)c. Theorem V.4 in [11] now shows that the function u must
solve the partial differential equation ∆u= 4u2 in Rd \ {y}. It easily follows
that Cd = 2− d/2.
The preceding line of reasoning also applies to the function v(x) :=Nx(y ∈
R) (see [11], page 91), and shows that we have v(x) = (2− d/2)|x− y|−2 =
u(x) for every x ∈Rd \{y}—note that this formula for v can also be derived
from [4], Theorem 1.3 and the connection between the Brownian snake and
super-Brownian motion. Recalling (6), this is enough to conclude that
{ℓy > 0}= {y ∈R}, Nx a.e.(7)
for every x ∈Rd \ {y}.
We now want to obtain that the equality in (7) also holds N
(1)
x a.s. Note
that, for every fixed x, we could use a scaling argument to get that {ℓy >
0} = {y ∈ R}, N(1)x a.s., for λd a.e. y ∈ Rd, where we recall that λd stands
for Lebesgue measure on Rd. In order to get the more precise assertion of
the proposition, we use a different method.
By translation invariance, we may assume that x = 0 and we fix y ∈
R
d \ {0}. We set Ty := inf{s≥ 0 :Ŵs = y}. Also, for every s > 0, we set
ℓ˜ys := lim inf
ε→0
(λd(B(y, ε)))
−1
∫ s
0
dr1{|Ŵr−y|≤ε}.
Note that ℓ˜yγ = ℓy, N0 a.e. and N
(1)
0 a.e. We then claim that, for every s > 0,
{Ty ≤ s}= {ℓ˜ys > 0}, N0 a.e.(8)
The inclusion {ℓ˜ys > 0} ⊂ {Ty ≤ s} is obvious. In order to prove the reverse
inclusion, we argue by contradiction and assume that
N0(Ty ≤ s, ℓ˜ys = 0)> 0.
Note that N0(Ty = s) = 0 [because N0(Ŵs = y) = 0], and so we have also
N0(Ty < s, ℓ˜
y
s = 0)> 0. For every η > 0, let
T (η)y := inf{r≥ Ty : ζr ≤ (ζTy − η)+}.
Notice that, by the properties of the Brownian snake, the path W
T
(η)
y
is just
WTy stopped at time (ζTy − η)+.
From the strong Markov property at time Ty , we easily get that T
(η)
y ↓ Ty
as η ↓ 0, N0 a.e. on {Ty <∞}. Hence, on the event {Ty < s}, we have also
T
(η)
y < s for η small enough, N0 a.e. Therefore, we can find η > 0 such that
N0(Ty < s, ℓ˜
y
T
(η)
y
= 0)> 0.
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However, using the strong Markov property at time T
(η)
y , and Lemma
V.5 and Proposition V.9(i) in [11], we immediately see that, conditionally
on the past up to time T
(η)
y , the event {Ŵr 6= y,∀r ≥ T (η)y } occurs with
positive probability. Hence, we get
N0(Ty < s, ℓ˜
y
γ = 0)> 0.
Since ℓ˜yγ = ℓy, this contradicts (7), and this contradiction completes the proof
of our claim (8).
Finally, we observe that, for every s ∈ (0,1), the law of (Wr)0≤r≤s under
N
(1)
0 is absolutely continuous with respect to the law of the same process
under N0 (this is a straightforward consequence of the similar property for
the Itoˆ excursion measure and the law of the normalized Brownian excursion;
see, e.g., [18], Chapter XII). Hence, (8) also gives, for every s ∈ (0,1),
{Ty ≤ s}= {ℓ˜ys > 0}, N(1)0 a.s.,
and the fact that the equality in (7) also holds N
(1)
0 a.s. readily follows. 
3. Asymptotics for the range of tree-indexed random walk. Throughout
this section, we consider only integers n≥ 1 such that Πµ(#T = n)> 0 (and
when we let n→∞, we mean along such values). For every such integer n,
let (Tn, (Zn(u))u∈Tn) be distributed according to Π∗µ,θ(·|#T = n). Then Tn
is a Galton–Watson tree with offspring distribution µ conditioned to have n
vertices, and conditionally on Tn, (Zn(u))u∈Tn is a random walk with jump
distribution θ indexed by Tn.
We set, for every t > 0 and x ∈Rd,
pt(x) :=
1
(2πt)d/2
√
detMθ
exp
(
−x ·M
−1
θ x
2t
)
,
where x · y stands for the usual scalar product in Rd.
For every a ∈ Zd, we also set
Ln(a) :=
∑
u∈Tn
1{Zn(u)=a}.
Lemma 3. For every ε > 0, there exists a constant Cε such that, for
every n and every b ∈ Zd with |b| ≥ εn1/4,
E[(Ln(b))
2]≤Cεn2−d/2.
Furthermore, for every x, y ∈Rd \{0}, and for every choice of the sequences
(xn) and (yn) in Z
d such that n−1/4xn −→ x and n−1/4yn −→ y as n→∞,
we have
lim
n→∞n
d/2−2E[Ln(xn)Ln(yn)] = ϕ(x, y),
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where
ϕ(x, y) := ρ4
∫
(R+)3
dr1 dr2 dr3(r1 + r2 + r3)e
−ρ2(r1+r2+r3)2/2
×
∫
Rd
dz pr1(z)pr2(x− z)pr3(y − z).
The function ϕ is continuous on (Rd \ {0})2.
Remark. The function ϕ is in fact continuous on (Rd)2. Since we will
not need this result, we leave the proof to the reader.
Proof of Lemma 3. We first establish the second assertion of the
lemma. We let un0 , u
n
1 , . . . , u
n
n−1 be the vertices of Tn listed in lexicographical
order. By definition,
Ln(xn) =
n−1∑
i=0
1{Zn(uni )=xn},
so that
E[Ln(xn)Ln(yn)] =E
[
n−1∑
i=0
n−1∑
j=0
1{Zn(uni )=xn,Zn(unj )=yn}
]
.
Let Hn be the height function of the tree Tn, so that Hni = |uni | for every
i ∈ {0,1, . . . , n− 1}. If i, j ∈ {0,1, . . . , n− 1}, we also use the notation Hˇni,j =
|uni ∧ unj | for the generation of the most recent common ancestor to uni and
unj , and note that ∣∣∣Hˇni,j − min
i∧j≤k≤i∨j
Hnk
∣∣∣≤ 1.(9)
Write πk = θ
∗k for the transition kernels of the random walk with jump
distribution θ. By conditioning with respect to the tree Tn, we get
E[Ln(xn)Ln(yn)]
=E
[
n−1∑
i=0
n−1∑
j=0
∑
a∈Zd
πHˇni,j
(a)πHni −Hˇni,j (xn − a)πHnj −Hˇni,j (yn − a)
]
(10)
= n2E
[∫ 1
0
∫ 1
0
dsdtΦnxn,yn(H
n
⌊ns⌋,H
n
⌊nt⌋, Hˇ
n
⌊ns⌋,⌊nt⌋)
]
,
where we have set, for every integers k, ℓ,m≥ 0 such that k ∧ ℓ≥m,
Φnxn,yn(k, ℓ,m) :=
∑
a∈Zd
πm(a)πk−m(xn − a)πℓ−m(yn − a).
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In the remaining part of the proof, we assume that θ is aperiodic [meaning
that the subgroup generated by {k ≥ 0 :πk(0)> 0} is Z]. Only minor modifi-
cations are needed to treat the general case. We can then use the local limit
theorem, in a form that can be obtained by combining Theorems 2.3.9 and
2.3.10 in [9]. There exists a sequence δn converging to 0 such that, for every
n≥ 1,
sup
a∈Zd
((
1 +
|a|2
n
)
nd/2|πn(a)− pn(a)|
)
≤ δn.(11)
Let (kn), (ℓn), (mn) be three sequences of positive integers such that n
−1/2kn→
u, n−1/2ℓn→ v and n−1/2mn→w, where 0<w < u∧ v. Write
nd/2Φnxn,yn(kn, ℓn,mn)
= n3d/4
∫
Rd
dz πmn(⌊zn1/4⌋)πkn−mn(xn − ⌊zn1/4⌋)πℓn−mn(yn − ⌊zn1/4⌋),
and note that, for every fixed z ∈Rd,
lim
n→∞n
d/4πmn(⌊zn1/4⌋) = pw(z),
lim
n→∞n
d/4πkn−mn(xn − ⌊zn1/4⌋) = pu−w(x− z),
lim
n→∞n
d/4πℓn−mn(yn − ⌊zn1/4⌋) = pv−w(y − z),
by (11). These convergences even hold uniformly in z. It then follows that
lim
n→∞n
d/2Φnxn,yn(kn, ℓn,mn) =
∫
Rd
dz pw(z)pu−w(x− z)pv−w(y − z)
(12)
=: Ψx,y(u, v,w).
Indeed, using (11) again, we have, for every K > 2(|x| ∨ |y|) + 2 and every
sufficiently large n,
n3d/4
∫
{|z|≥K+1}
dz πmn(⌊zn1/4⌋)πkn−mn(xn − ⌊zn1/4⌋)πℓn−mn(yn − ⌊zn1/4⌋)
≤C
∫
{|z|≥K+1}
dz
(
1
(|z| − 1)2
)3
,
with a constant C independent of n and K. The right-hand side of the
last display tends to 0 as K tends to infinity. Together with the previously
mentioned uniform convergence, this suffices to justify (12).
By [12], Theorem 1.15, we have(
ρ
2
n−1/2Hn⌊nt⌋
)
0≤t≤1
(d)−→
n→∞ (et)0≤t≤1,
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where (et)0≤t≤1 is a normalized Brownian excursion, and we recall that ρ2
is the variance of µ. The latter convergence holds in the sense of the weak
convergence of laws on the Skorokhod space D([0,1],R+) of ca`dla`g functions
from [0,1] into R+. Using the Skorokhod representation theorem, we may
and will assume that this convergence holds almost surely, uniformly in
t ∈ [0,1]. Recalling (9), it follows that we have also
ρ
2
n−1/2Hˇn⌊ns⌋,⌊nt⌋ −→n→∞ mins∧t≤r≤s∨ter =:me(s, t),
uniformly in s, t ∈ [0,1], a.s.
As a consequence of (12) and the preceding observations, we have, for
every s, t ∈ (0,1) with s 6= t,
lim
n→∞n
d/2Φnxn,yn(H
n
⌊ns⌋,H
n
⌊nt⌋, Hˇ
n
⌊ns⌋,⌊nt⌋)
(13)
= Ψx,y
(
2
ρ
es,
2
ρ
et,
2
ρ
me(s, t)
)
, a.s.
We claim that we can deduce from (10) and (13) that
lim
n→∞n
d/2−2E[Ln(xn)Ln(yn)]
(14)
=E
[∫ 1
0
∫ 1
0
dsdtΨx,y
(
2
ρ
es,
2
ρ
et,
2
ρ
me(s, t)
)]
.
Note that the right-hand side of (14) coincides with the function ϕ(x, y) in
the lemma. To see this, we can use Theorem III.6 of [11] to verify that the
joint density of the triple
(me(s, t),es −me(s, t),et −me(s, t))
when s and t are chosen uniformly over [0,1], independently and indepen-
dently of e, is
16(r1 + r2 + r3) exp(−2(r1 + r2 + r3)2).
So the proof of the second assertion will be complete if we can justify
(14). By Fatou’s lemma, (10) and (13), we have first
lim inf
n→∞ n
d/2−2E[Ln(xn)Ln(yn)]≥E
[∫ 1
0
∫ 1
0
dsdtΨx,y
(
2
ρ
es,
2
ρ
et,
2
ρ
me(s, t)
)]
.
Furthermore, dominated convergence shows that, for every K > 0,
lim
n→∞E
[∫ 1
0
∫ 1
0
dsdt(nd/2Φnxn,yn(H
n
⌊ns⌋,H
n
⌊nt⌋, Hˇ
n
⌊ns⌋,⌊nt⌋)∧K)
]
=E
[∫ 1
0
∫ 1
0
dsdt
(
Ψx,y
(
2
ρ
es,
2
ρ
et,
2
ρ
me(s, t)
)
∧K
)]
.
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Write Γn(s, t) = n
d/2Φnxn,yn(H
n
⌊ns⌋,H
n
⌊nt⌋, Hˇ
n
⌊ns⌋,⌊nt⌋) to simplify notation. In
view of the preceding comments, it will be enough to verify that
lim
K→∞
(
lim sup
n→∞
E
[∫ 1
0
∫ 1
0
dsdtΓn(s, t)1{Γn(s,t)>K}
])
= 0.(15)
To this end, we will make use of the bound
sup
k≥0
πk(x)≤M(|x|−d ∧ 1),(16)
which holds for every x ∈ Zd with a constant M independent of x. This
bound can be obtained easily by combining (11) and Proposition 2.4.6 in
[9]. Then let k, ℓ,m≥ 0 be integers such that k ∧ ℓ≥m, and recall that
Φnxn,yn(k, ℓ,m) =
∑
a∈Zd
πm(a)πk−m(xn − a)πℓ−m(yn − a).
Fix ε > 0 such that |x| ∧ |y|> 2ε. Consider first the contribution to the sum
in the right-hand side coming from values of a such that |a| ≤ εn1/4. For
such values of a (and assuming that n is large enough), the estimate (16)
allows us to bound both πk−m(xn−a) and πℓ−m(yn−a) by Mε−dn−d/4. On
the other hand, if |a| ≥ εn1/4, we can bound πm(a) by Mε−dn−d/4, whereas
(11) shows that the sum∑
|a|≥εn1/4
πk−m(xn − a)πℓ−m(yn − a)
is bounded above by c1((k−m)−d/2 ∧ (ℓ−m)−d/2∧ 1) for some constant c1.
Summarizing, we get the bound
Φnxn,yn(k, ℓ,m)
≤M2ε−2dn−d/2 + c1Mε−dn−d/4((k−m)−d/2 ∧ (ℓ−m)−d/2 ∧ 1)
≤ c1,εn−d/2 + c2,εn−d/4((k+ ℓ− 2m)−d/2 ∧ 1),
where c1,ε and c2,ε are constants that do not depend on n,k, ℓ,m. Then
observe that, for every s, t ∈ (0,1),
Hn⌊ns⌋ +H
n
⌊nt⌋ − 2Hˇn⌊ns⌋,⌊nt⌋ = dn(un⌊ns⌋, un⌊nt⌋),
where dn denotes the usual graph distance on Tn. From the preceding bound,
we thus get
Γn(s, t)≤ c1,ε + c2,εnd/4(dn(un⌊ns⌋, un⌊nt⌋)−d/2 ∧ 1).
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It follows that, for every K > 0,∫ 1
0
∫ 1
0
dsdtΓn(s, t)1{Γn(s,t)>c1,ε+c2,εK}
≤
∫ 1
0
∫ 1
0
dsdt(c1,ε + c2,εn
d/4(dn(u
n
⌊ns⌋, u
n
⌊nt⌋)
−d/2 ∧ 1))
× 1{nd/4dn(un⌊ns⌋,un⌊nt⌋)−d/2>K}
= n−2
∑
u,v∈Tn
(c1,ε + c2,εn
d/4(dn(u, v)
−d/2 ∧ 1))1{dn(u,v)<K−2/dn1/2}.
By an estimate found in Theorem 1.3 of [5], there exists a constant c0 that
only depends on µ, such that, for every integer k ≥ 1,
E[#{(u, v) ∈ Tn × Tn :dn(u, v) = k}]≤ c0kn.(17)
It then follows that
E
[∫ 1
0
∫ 1
0
dsdtΓn(s, t)1{Γn(s,t)>c1,ε+c2,εK}
]
≤ n−1(c1,ε + c2,εnd/4) + c0n−1
⌊K−2/dn1/2⌋∑
k=1
k(c1,ε + c2,εn
d/4k−d/2).
It is now elementary to verify that the right-hand side of the preceding
display has a limit g(K) when n→∞, and that g(K) tends to 0 as K→∞
(note that we use the fact that d≤ 3). This completes the proof of (15) and
of the second assertion of the lemma.
The proof of the first assertion is similar and easier. We first note that
E[Ln(b)
2] =E
[ ∑
u,v∈Tn
Φnb,b(|u|, |v|, |u ∧ v|)
]
,
where the function Φnb,b is defined as above. Then, assuming that |b| ≥ 2εn1/4,
the same arguments as in the first part of the proof give the bound
Φnb,b(|u|, |v|, |u ∧ v|)≤ c1,εn−d/2 + c2,εn−d/4(dn(u, v)−d/2 ∧ 1).
By summing over all choices of u and v, it follows that
E[Ln(b)
2]
≤ c1,εn2−d/2
+ c2,εn
−d/4
(
n+E
[ ∑
u,v∈Tn,1≤dn(u,v)≤√n
dn(u, v)
−d/2
]
+ n2× n−d/4
)
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≤ (c1,ε + 2c2,ε)n2−d/2
+ c2,εn
−d/4
⌊√n⌋∑
k=1
k−d/2E[#{(u, v) ∈ Tn :dn(u, v) = k}],
and the bound stated in the first assertion easily follows from (17).
Let us finally establish the continuity of ϕ. We fix ε > 0 and verify that
ϕ is continuous on the set {|x| ≥ 2ε, |y| ≥ 2ε}. We split the integral in dz in
two parts:
– The integral over |z| ≤ ε. Write ϕ1,ε(x, y) for the contribution of this
integral. We observe that, if |z| ≤ ε, the function x 7→ pr2(x− z) is Lipschitz
uniformly in z and in r2 on the set {|x| ≥ 2ε}, and a similar property holds
for the function y 7→ pr3(y− z). It follows that ϕ1,ε is a Lipschitz function of
(x, y) on the set {|x| ≥ 2ε, |y| ≥ 2ε}.
– The integral over |z| > ε. Write ϕ2,ε(x, y) for the contribution of this
integral. Note that if (un, vn)n≥1 is a sequence in Rd ×Rd such that |un| ∧
|vn| ≥ 2ε for every n, and (un, vn) converges to (x, y) as n→∞, we have,
for every fixed r1, r2, r3 > 0,∫
{|z|>ε}
dz pr1(z)pr2(un − z)pr3(vn − z)
−→
n→∞
∫
{|z|>ε}
dz pr1(z)pr2(x− z)pr3(y− z).
We can then use dominated convergence, since there exist constants cε and
c˜ε that depend only on ε, such that∫
{|z|>ε}
dz pr1(z)pr2(un− z)pr3(vn− z)≤ cεpr2+r3(un− vn)≤ c˜ε(r2+ r3)−d/2,
and the right-hand side is integrable for the measure (r1 + r2 + r3) ×
e−ρ2(r1+r2+r3)2/2 dr1 dr2 dr3. It follows that ϕ2,ε is also continuous on the
set {|x| ≥ 2ε, |y| ≥ 2ε}.
The preceding considerations complete the proof. 
In what follows, we use the notation W (1) = (W
(1)
s )0≤s≤1 for a process
distributed according to N
(1)
0 . We recall a result of Janson and Marckert [6]
that will play an important role below. As in the proof of Lemma 3, we
let un0 , u
n
1 , . . . , u
n
n−1 be the vertices of Tn listed in lexicographical order. For
every j ∈ {0,1, . . . , n− 1} write Znj = Zn(unj ) for the spatial location of unj ,
and Znn = 0 by convention. Recalling our assumption (2), we get from [6],
Theorem 2, that(√
ρ
2
n−1/4Zn⌊nt⌋
)
0≤t≤1
(d)−→
n→∞ (M
1/2
θ Ŵ
(1)
t )0≤t≤1,(18)
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where as usual M
1/2
θ is the unique positive definite symmetric matrix such
that Mθ = (M
1/2
θ )
2, and the convergence holds in distribution in the Sko-
rokhod space D([0,1],Rd). Note that there are two minor differences be-
tween [6] and the present setting. First, [6] considers one-dimensional labels,
whereas our spatial locations take values in Zd. However, we can simply
project Zn(u) on the coordinate axes to get tightness in the convergence
(18) from the results of [6], and convergence of finite-dimensional marginals
is easy just as in [6], Proof of Theorem 1. Second, the “discrete snake” of
[6] lists the labels encountered when exploring the tree Tn in depth first
traversal (or contour order), whereas we are here enumerating the vertices
in lexicographical order. Nevertheless, the very same arguments that are
used to relate the contour process and the height function of a random tree
(see [16] or [12], Section 1.6) show that asymptotics for the discrete snakes
of [6] imply similar asymptotics for the labels listed in lexicographical order
of vertices.
In the next theorem, the notation (lx, x ∈ Rd) stands for the collection
of local times of W (1), which are defined as the continuous density of the
occupation measure of W (1) as in Proposition 1. We define a constant c > 0
by setting
c :=
1
σ
√
ρ
2
,(19)
where σ2 = (detMθ)
1/d as previously. We also use the notation M
−1/2
θ =
(M
1/2
θ )
−1.
Theorem 4. Let x1, . . . , xp ∈Rd\{0}, and let (x1n), . . . , (xpn) be sequences
in Zd such that
√
ρ
2n
−1/4M−1/2θ x
j
n −→ xj as n→∞, for every 1 ≤ j ≤ p.
Then
(nd/4−1Ln(x1n), . . . , n
d/4−1Ln(xpn))
(d)−→
n→∞ (c
dlx
1
, . . . , cdlx
p
),
where the constant c is given by (19).
Remarks. (i) As mentioned in the Introduction, this result should be
compared with Theorem 1 in [7], which deals with local times of branch-
ing random walk in Zd for d = 2 or 3. See also [3], Theorem 3.6 and [5],
Theorem 1.1, for stronger versions of the convergence in Theorem 4 when
d= 1.
(ii) It is likely that the result of Lemma 3 still holds when x= 0 or y = 0,
and then the condition xi 6= 0 in the preceding theorem could be removed,
using also the remark after Lemma 3. Proving this reinforcement of Lemma 3
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would however require additional technicalities. Since this extension is not
needed in the proof of our main results, we will not address this problem
here.
Proof of Theorem 4. To simplify the presentation, we give the de-
tails of the proof only in the isotropic case where Mθ = σ
2 Id (the non-
isotropic case is treated in exactly the same manner at the cost of a some-
what heavier notation). Our condition on the sequences (xjn) then just says
that cn−1/4xjn −→ xj as n→∞.
By the Skorokhod representation theorem, we may and will assume that
the convergence (18) holds a.s. To obtain the result of the theorem, it is
then enough to verify that, if x ∈Rd \ {0} and (xn) is a sequence in Zd such
that cn−1/4xn −→ x as n→∞, we have
nd/4−1Ln(xn)
(P)−→
n→∞ c
dlx.(20)
To this end, fix x and the sequence (xn), and for every ε ∈ (0, |x|), let gε be
a nonnegative continuous function on Rd, with compact support contained
in the open ball of radius ε centered at x, and such that∫
Rd
gε(y)dy = 1.
It follows from (18) (which we assume to hold a.s.) that, for every fixed
ε ∈ (0, |x|), ∫ 1
0
gε(cn
−1/4Zn⌊nt⌋)dt
a.s.−→
n→∞
∫ 1
0
gε(Ŵ
(1)
t )dt.
Furthermore, ∫ 1
0
gε(Ŵ
(1)
t )dt=
∫
Rd
gε(y)l
y dy
a.s.−→
ε→0
lx,
by the continuity of local times. Let δ > 0. By combining the last two conver-
gences, we can find ε1 ∈ (0, |x|) such that, for every ε ∈ (0, ε1), there exists
an integer n1(ε) so that for every n≥ n1(ε),
P
(∣∣∣∣∫ 1
0
gε(cn
−1/4Zn⌊nt⌋)dt− lx
∣∣∣∣> δ)< δ.(21)
However, we have∫ 1
0
gε(cn
−1/4Zn⌊nt⌋)dt=
1
n
∑
a∈Zd
gε(cn
−1/4a)Ln(a)
= nd/4−1
∫
Rd
gε(cn
−1/4⌊n1/4y⌋)Ln(⌊n1/4y⌋)dy.
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Set
ηn(ε) :=
∫
Rd
gε(cn
−1/4⌊n1/4y⌋)dy
and note that
ηn(ε) −→
n→∞
∫
Rd
gε(cy)dy = c
−d.
By the Cauchy–Schwarz inequality,
E
[(∫ 1
0
gε(cn
−1/4Zn⌊nt⌋)dt− ηn(ε)nd/4−1Ln(xn)
)2]
=E
[(
nd/4−1
∫
Rd
gε(cn
−1/4⌊n1/4y⌋)(Ln(⌊n1/4y⌋)−Ln(xn))dy
)2]
≤ ηn(ε)× nd/2−2
∫
Rd
dy gε(cn
−1/4⌊n1/4y⌋)E[(Ln(⌊n1/4y⌋)−Ln(xn))2].
Using the first assertion of Lemma 3, one easily gets that, for every fixed
ε ∈ (0, |x|),
nd/2−2
∫
Rd
dy|gε(cn−1/4⌊n1/4y⌋)−gε(cy)|E[(Ln(⌊n1/4y⌋)−Ln(xn))2] −→
n→∞ 0.
On the other hand, by the second assertion of the lemma,
nd/2−2
∫
Rd
dy gε(cy)E[(Ln(⌊n1/4y⌋)−Ln(xn))2]
−→
n→∞
∫
Rd
dy gε(cy)
(
ϕ(y, y)− 2ϕ
(
x
c
, y
)
+ϕ
(
x
c
,
x
c
))
.
If γε stands for the limit in the last display, the continuity of ϕ ensures that
γε tends to 0 as ε→ 0.
From the preceding considerations, we have
limsup
n→∞
E
[(∫ 1
0
gε(cn
−1/4Zn⌊nt⌋)dt− ηn(ε)nd/4−1Ln(xn)
)2]
≤ c−dγε.
Hence, we can find ε2 ∈ (0, |x|) small enough so that, for every ε ∈ (0, ε2),
there exists an integer n2(ε) such that, for every n≥ n2(ε),
P
(∣∣∣∣∫ 1
0
gε(cn
−1/4Zn⌊nt⌋)dt− ηn(ε)nd/4−1Ln(xn)
∣∣∣∣> δ)< δ.(22)
By combining (21) and (22), we see that, for every ε ∈ (0, ε1 ∧ ε2) and n≥
n1(ε) ∨ n2(ε),
P (|ηn(ε)nd/4−1Ln(xn)− lx|> 2δ)< 2δ.
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Our claim (20) easily follows, since ηn(ε) tends to c
−d as n→∞. 
Set Rn = #{Zn(u) :u ∈ Tn}. Recall the constant c from (19), and also
recall that λd denotes Lebesgue measure on R
d.
Theorem 5. We have
n−d/4Rn
(d)−→
n→∞ c
−dλd(S),
where S stands for the support of ISE.
Proof. Again, for the sake of simplicity, we give details only in the
isotropic case Mθ = σ
2Id. From the definition of ISE, we may take S =
{Ŵ (1)t : 0≤ t≤ 1}. We then set, for every ε > 0,
Sε := {x ∈Rd : dist(x,S)≤ ε}.
As in the preceding proof, we may and will assume that the convergence
(18) holds almost surely. It then follows that, for every ε > 0,
P ({cn−1/4Zn(u) :u ∈ Tn} ⊂ Sε) −→
n→∞ 1.
Fix K > 0, and let B(0,K) stand for the closed ball of radius K centered at
0 in Rd. Also set S(K)ε := Sε ∩B(0,K + ε). It follows that we have also
P (({Zn(u) :u ∈ Tn} ∩B(0, c−1n1/4K))⊂ c−1n1/4S(K)ε ) −→n→∞ 1.
Applying the latter convergence with ε replaced by ε/2, we get
P (#({Zn(u) :u ∈ Tn} ∩B(0, c−1n1/4K))≤ c−dnd/4λd(S(K)ε )) −→n→∞ 1.
Write R
(K)
n := #({Zn(u) :u ∈ Tn}∩B(0, c−1n1/4K)). Since λd(S(K)ε ) ↓ λd(S∩
B(0,K)) as ε ↓ 0, we obtain that, for every δ > 0,
P (n−d/4R(K)n ≤ c−dλd(S ∩B(0,K)) + δ) −→n→∞ 1,
and, therefore, since the variables n−d/4R(K)n are uniformly bounded,
lim
n→∞E[(n
−d/4R(K)n − c−dλd(S ∩B(0,K)))+] = 0.(23)
On the other hand, we claim that we have also
lim inf
n→∞ E[n
−d/4R(K)n ]≥ c−dE[λd(S ∩B(0,K))].(24)
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To see this, observe that
E[R(K)n ] =
∑
a∈Zd∩B(0,c−1n1/4K)
P (Ln(a)> 0)
=
∫
B(0,c−1n1/4K)
dxP (Ln(⌊x⌋)> 0) +O(n(d−1)/4)
= nd/4
∫
B(0,c−1K)
dy P (Ln(⌊n1/4y⌋)> 0) +O(n(d−1)/4)
as n→∞. By Theorem 4, for every y 6= 0,
lim inf
n→∞ P (Ln(⌊n
1/4y⌋)> 0)≥ P (lcy > 0) = P (cy ∈ S),
where the equality is derived from Proposition 2. Fatou’s lemma then gives
lim inf
n→∞ n
−d/4E[R(K)n ]≥
∫
B(0,c−1K)
dy P (cy ∈ S) = c−dE[λd(S ∩B(0,K))],
which completes the proof of (24).
Using the trivial identity |x|= 2x+ − x for every real x, we deduce from
(23) and (24) that
lim
n→∞E[|n
−d/4R(K)n − c−dλd(S ∩B(0,K))|] = 0.
However, we see from (18) that, for every δ > 0, we can choose K sufficiently
large so that we have both P (S ⊂ B(0,K)) ≥ 1 − δ and P (R(K)n = Rn) ≥
1− δ for every integer n. It then follows from the previous convergence that
n−d/4Rn converges in probability to c−dλd(S) as n→∞, and this completes
the proof of Theorem 5. 
4. Branching random walk. We will now discuss similar results for branch-
ing random walk in Zd. We consider a system of particles in Zd that evolves
in discrete time in the following way. At time n= 0, there are p particles all
located at the origin of Zd (we will comment on more general initial config-
urations in Section 5.3). A particle located at the site a ∈ Zd at time n gives
rise at time n+1 to a random number of offspring distributed according to
µ, and their locations are obtained by adding to a (independently for each
offspring) a spatial displacement distributed according to θ.
In a more formal way, we consider p independent random spatial trees
(T (1), (Z(1)(u))u∈T (1)), . . . , (T (p), (Z(p)(u))u∈T (p))
distributed according to Π∗µ,θ, and, for every integer n≥ 0, we consider the
random point measure
X [p]n :=
p∑
j=1
( ∑
u∈T (j),|u|=n
δZ(j)(u)
)
,
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which corresponds to the sum of the Dirac point masses at the positions of
all particles alive at time n.
The set V [p] of all sites visited by the particles is the union over all n≥ 0
of the supports of X
[p]
n , or equivalently
V [p] = {a ∈ Zd :a= Z(j)(u) for some j ∈ {1, . . . , p} and u ∈ T (j)}.
In a way similar to Theorem 5, we are interested in limit theorems for #V [p]
when p→∞. To this end, we will first state an analog of the convergence
(18). For every j ∈ {1, . . . , p}, let
∅= u
(j)
0 ≺ u(j)1 ≺ · · · ≺ u(j)#T (j)−1
be the vertices of T (j) listed in lexicographical order, and set H(j)i = |u(j)i |
and Z
(j)
i = Z
(j)(u
(j)
i ), for 0 ≤ i ≤ #T (j) − 1. Define the height function
(H
[p]
k , k ≥ 0) of T (1), . . . ,T (p) by concatenating the discrete functions (H(j)i ,0≤
i ≤ #T (j) − 1), and setting H [p]k = 0 for k ≥ #T (1) + · · · + #T (p). Simi-
larly, define the function (Z
[p]
k , k ≥ 0) by concatenating the discrete functions
(Z
(j)
i ,0≤ i ≤#T (j) − 1), and setting Z [p]k = 0 for k ≥#T (1) + · · ·+#T (p).
Finally, we use linear interpolation to define H
[p]
t and Z
[p]
t for every real
t≥ 0. We can now state our analog of (18).
Proposition 6. We have((
ρ
2
p−1H [p]
p2s
,
√
ρ
2
p−1/2Z [p]
p2s
)
s≥0
, p−2(#T (1) + · · ·+#T (p))
)
(d)−→
p→∞ ((ζs∧τ ,M
1/2
θ Ŵs∧τ )s≥0, τ),
where (Ws)s≥0 is a standard Brownian snake, τ denotes the first hitting time
of 2/ρ by the local time at 0 of the lifetime process (ζs)s≥0, and the conver-
gence of processes holds in the sense of the topology of uniform convergence
on compact sets.
The joint convergence of the processes ρ2p
−1H [p]
p2s
and of the random vari-
ables p−2(#T (1) + · · ·+#T (p)) is a consequence of [12], Theorem 1.8, see
in particular (7) and (9) in [12] (note that the local times of the process
(ζs)s≥0 are chosen to be right-continuous in the space variable, so that our
local time at 0 is twice the local time that appears in the display (7) in [12]).
Given the latter joint convergence, the desired statement can be obtained
by following the arguments of the proof of Theorem 2 in [6]. The fact that
we are dealing with unconditioned trees makes things easier than in [6] and
we omit the details.
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We now state an intermediate result, which is of independent interest.
Under the probability measure Π∗µ,θ, we let R := {zu :u ∈ T } be the set of
all points visited by the tree-indexed random walk.
Theorem 7. We have
lim
|a|→∞
|M−1/2θ a|2Π∗µ,θ(a ∈R) =
2(4− d)
ρ2
.
Proof. We start by proving the upper bound
limsup
|a|→∞
|M−1/2θ a|2Π∗µ,θ(a ∈R)≤
2(4− d)
ρ2
.
By an easy compactness argument, it is enough to prove that, if (ak) is a
sequence in Zd such that |ak| →∞ and ak/|ak| → x, with x ∈Rd and |x|= 1,
then
limsup
k→∞
|ak|2Π∗µ,θ(ak ∈R)≤
2(4− d)
ρ2|M−1/2θ x|2
.(25)
Set pk = |ak|2 ∈ Z+ to simplify notation. We note that
P (ak ∈ V [pk]) = 1− (1−Π∗µ,θ(ak ∈R))pk .(26)
On the other hand, it follows from our definitions that
P (ak ∈ V [pk])≤ P
(
∃s≥ 0 : 1√
pk
Z(pk)s =
ak
|ak|
)
.
We can then use Proposition 6 to get
lim sup
k→∞
P (ak ∈ V [pk])≤ P0
(
∃s ∈ [0, τ ] :M1/2θ Ŵs =
√
ρ
2
x
)
= 1− exp
(
−2
ρ
N0
(√
ρ
2
M
−1/2
θ x ∈R
))
= 1− exp
(
− 2(4− d)
ρ2|M−1/2θ x|2
)
.
The second line follows from excursion theory for the Brownian snake, and
the third one uses the formula for N0(y ∈R), which has been recalled already
in the proof of Proposition 2. By combining the bound of the last display
with (26), we get our claim (25), and this completes the proof of the upper
bound.
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Let us turn to the proof of the lower bound. As in the proof of the upper
bound, it is enough to consider a sequence (ak) in Z
d such that |ak| →∞
and ak/|ak| → x, with x ∈Rd and |x|= 1, and then to verify that
lim inf
k→∞
|ak|2Π∗µ,θ(ak ∈R)≥
2(4− d)
ρ2|M−1/2θ x|2
.(27)
As previously, we set pk = |ak|2. We fix 0 < ε < M , and we introduce the
function gµ defined on Z+ by gµ(j) = Πµ(#T = j). Then
|ak|2Π∗µ,θ(ak ∈R)≥ p3k
∫ M
ε
drΠ∗µ,θ(ak ∈R,#T = ⌊p2kr⌋)
= p3k
∫ M
ε
dr gµ(⌊p2kr⌋)P (L⌊p2kr⌋(ak)> 0),
where we use the same notation as in Lemma 3: Ln(b) denotes the number
of visits of site b by a random walk indexed by a tree distributed according
to Πµ(·|#T = n). Note that Theorem 4 gives, for every r ∈ [ε,M ],
lim inf
k→∞
P (L⌊p2kr⌋(ak)> 0)≥ P (l
r−1/4z > 0),
where we write z =
√
ρ
2M
−1/2
θ x to simplify notation. To complete the ar-
gument, we consider for simplicity the aperiodic case where µ is not sup-
ported on a strict subgroup of Z [the reader will easily be able to extend
our method to the general case, using (3) instead of (4)]. By (4), we have
for every r ∈ [ε,M ],
lim
k→∞
p3kgµ(⌊p2kr⌋) =
1
ρ
√
2πr3
.
Using this together with the preceding display, and applying Fatou’s lemma,
we obtain
lim inf
k→∞
|ak|2Π∗µ,θ(ak ∈R)≥
∫ M
ε
dr
ρ
√
2πr3
P (lr
−1/4z > 0).(28)
A scaling argument shows that
P (lr
−1/4z > 0) =N
(1)
0 (ℓ
r−1/4z > 0) =N
(r)
0 (ℓ
z > 0).
Using this remark and formula (5), we see that the right-hand side of (28)
can be rewritten as 2ρN0(1{ε<γ<M}1{ℓz>0}). By choosing ε small enough and
M large enough, the latter quantity can be made arbitrarily close to
2
ρ
N0(ℓ
z > 0) =
2
ρ
(
2− d
2
)
|z|−2 = 2(4− d)
ρ2|M−1/2θ x|2
.
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This completes the proof of the lower bound and of Theorem 7. 
Recall our notation V [p] for the set of all sites visited by the branching
random walk starting with p initial particles located at the origin.
Theorem 8. We have
p−d/2#V [p] (d)−→
p→∞
(
2σ
ρ
)d
λd
(⋃
t≥0
suppXt
)
,
where (Xt)t≥0 is a d-dimensional super-Brownian motion with branching
mechanism ψ(u) = 2u2 started from δ0, and suppXt denotes the topological
support of Xt.
Proof. Via the Skorokhod representation theorem, we may and will
assume that the convergence in Proposition 6 holds a.s., and we will then
prove that the convergence of the theorem holds in probability. If ε > 0 is
fixed, the (a.s.) convergence in Proposition 6 implies that, a.s. for all large
enough p, we have√
ρ
2
p−1/2V [p] ⊂ Uε({M1/2θ Ŵs : 0≤ s≤ τ}),
where, for any compact subset K of Rd, Uε(K) denotes the set of all points
whose distance from K is strictly less than ε. It follows that we have a.s.
lim sup
p→∞
p−d/2#V [p] ≤
(
2
ρ
)d/2
λd(U2ε({M1/2θ Ŵs : 0≤ s≤ τ})).
Since ε was arbitrary, we also get a.s.
lim sup
p→∞
p−d/2#V [p] ≤
(
2
ρ
)d/2
λd({M1/2θ Ŵs : 0≤ s≤ τ}).(29)
To get an estimate in the reverse direction, we argue in a way very similar
to the proof of Theorem 5. We fix K > 0, and note that a minor modification
of the preceding arguments also gives a.s.
lim sup
p→∞
p−d/2#(V [p] ∩B(0, p1/2K))
≤
(
2
ρ
)d/2
λd({M1/2θ Ŵs : 0≤ s≤ τ} ∩B(0,K ′))
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where K ′ =
√
ρ
2K. Since the variables p
−d/2#(V [p] ∩B(0, p1/2K)) are uni-
formly bounded, it follows that
lim
p→∞E
[(
p−d/2#(V [p] ∩B(0, p1/2K))
−
(
2
ρ
)d/2
λd({M1/2θ Ŵs : 0≤ s≤ τ} ∩B(0,K ′))
)+]
(30)
= 0.
On the other hand,
p−d/2E[#(V [p] ∩B(0, p1/2K))]
= p−d/2
∑
a∈Zd∩B(0,p1/2K)
P (a ∈ V [p])
= p−d/2
∑
a∈Zd∩B(0,p1/2K)
(1− (1−Π∗µ,θ(a ∈R))p)
−→
p→∞
∫
B(0,K)
dx
(
1− exp
(
− 2(4− d)
ρ2|M−1/2θ x|2
))
,
where the last line is an easy consequence of Theorem 7. Furthermore,
E
[(
2
ρ
)d/2
λd({M1/2θ Ŵs : 0≤ s≤ τ} ∩B(0,K ′))
]
=
(
2
ρ
)d/2 ∫
B(0,K ′)
dy
(
1− exp
(
−2
ρ
N0(M
−1/2
θ y ∈R)
))
=
(
2
ρ
)d/2 ∫
B(0,K ′)
dy
(
1− exp
(
− 4− d
ρ|M−1/2θ y|2
))
=
∫
B(0,K)
dx
(
1− exp
(
− 2(4− d)
ρ2|M−1/2θ x|2
))
.
From the last two displays, we get
lim
p→∞E[p
−d/2#(V [p] ∩B(0, p1/2K))]
(31)
=E
[(
2
ρ
)d/2
λd({M1/2θ Ŵs : 0≤ s≤ τ} ∩B(0,K ′))
]
.
From (30) and (31), we have
lim
p→∞E
[∣∣∣∣p−d/2#(V [p] ∩B(0, p1/2K))
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−
(
2
ρ
)d/2
λd({M1/2θ Ŵs : 0≤ s≤ τ} ∩B(0,K ′))
∣∣∣∣]
= 0.
Since, by choosing K large enough, P (V [p] ⊂B(0, p1/2K)) can be made ar-
bitrarily close to 1, uniformly in p, we have proved that
p−d/2#V [p] (P)−→
p→∞
(
2
ρ
)d/2
λd({M1/2θ Ŵs : 0≤ s≤ τ})
(32)
=
(
2σ2
ρ
)d/2
λd({Ŵs : 0≤ s≤ τ}).
The relations between the Brownian snake and super-Brownian motion [11],
Theorem IV.4, show that the quantity λd({Ŵs : 0≤ s≤ τ}) is the Lebesgue
measure of the range of a super-Brownian motion (with branching mecha-
nism 2u2) started from (2/ρ)δ0 . Finally, simple scaling arguments show that
the limit can be expressed in the form given in the theorem. 
5. Open problems and questions.
5.1. The probability of visiting a distant point. Theorem 7 gives the
asymptotic behavior of the probability that a branching random walk start-
ing with a single particle at the origin visits a distant point a ∈ Zd. It would
be of interest to have a similar result in dimension d≥ 4, assuming that θ is
centered and has sufficiently high moments. When d≥ 5, a simple calcula-
tion of the first and second moments of the number of visits of a (see, e.g.,
the remarks following Proposition 5 in [13]) gives the bounds
C1|a|2−d ≤Π∗µ,θ(a ∈R)≤C2|a|2−d
with positive constants C1 and C2 depending on d,µ and θ. When d = 4,
one expects that
Π∗µ,θ(a ∈R)≈
C
|a|2 log |a| .
Calculations of moments give Π∗µ,θ(a ∈R) ≥ c1(|a|2 log |a|)−1, but proving
the reverse bound Π∗µ,θ(a ∈ R) ≤ c2(|a|2 log |a|)−1 with some constant c2
seems a nontrivial problem. This problem, in the particular case of the ge-
ometric offspring distribution, and some related questions are discussed in
Section 3.2 of [2].
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5.2. The range in dimension four. With our previous notation Rn for
the range of a random walk indexed by a random tree distributed according
to Πµ(·|#T = n), Theorem 14 in [13] states that in dimension d= 4,
logn
n
Rn
L2−→
n→∞ 8π
2σ4,
provided µ is the geometric distribution with parameter 1/2, and θ is sym-
metric and has exponential moments. It would be of interest to extend this
result to more general offspring distributions. It seems difficult to adapt the
methods of [13] to a more general case, so new arguments would be needed.
In particular, finding the exact asymptotics of Π∗µ,θ(a ∈R) (see the previous
subsection) in dimension d= 4 would certainly be helpful.
5.3. Branching random walk with a general initial configuration. One
may ask whether a result such as Theorem 8 remains valid for more gen-
eral initial configurations of the branching particle system: Compare with
Propositions 20 and 21 in [13], which deal with the case d≥ 4 and require no
assumption on the initial configurations. In the present setting, Theorem 8
remains valid, for instance, if we assume that the initial positions of the
particles stay within a bounded set independently of p. On the other hand,
one might consider the case where we only assume that the image of p−1X [p]0
under the mapping a 7→ p−1/2a converges weakly to a finite measure ξ on
R
d. This condition ensures the convergence of the (rescaled) measure-valued
processes X [p] to a super-Brownian motion Y with initial value Y0 = ξ, and
it is natural to expect that we have, with a suitable constant C,
p−d/2#V [p] (d)−→
p→∞Cλd
(⋃
t≥0
suppYt
)
.(33)
For trivial reasons, (33) will not hold in dimension d = 1. Indeed, for
1
2 < α < 1, we may let the initial configuration consist of p− ⌊pα⌋ particles
uniformly spread over {1,2, . . . ,√p} and ⌊pα⌋ other particles located at dis-
tinct points outside {1,2, . . . ,√p}. Then the preceding assumptions hold (ξ
is the Lebesgue measure on [0,1]), but (33) obviously fails since #V [p] ≥ ⌊pα⌋.
In dimension 2, (33) fails again, for more subtle reasons: One can construct
examples where the descendants of certain initial particles that play no role
in the convergence of the initial configurations contribute to the asymptotics
of #V [p] in a significant manner. Still, it seems likely that some version of
(33) holds under more stringent conditions on the initial configurations [in
dimension 3 at least, the union in the right-hand side of (33) should exclude
t= 0, as can be seen from simple examples].
THE RANGE OF TREE-INDEXED RANDOM WALK 29
REFERENCES
[1] Aldous, D. (1993). Tree-based models for random distribution of mass. J. Stat.
Phys. 73 625–641. MR1251658
[2] Benjamini, I. and Curien, N. (2012). Recurrence of the Zd-valued infinite snake via
unimodularity. Electron. Commun. Probab. 17 10. MR2872570
[3] Bousquet-Me´lou, M. and Janson, S. (2006). The density of the ISE and local
limit laws for embedded trees. Ann. Appl. Probab. 16 1597–1632. MR2260075
[4] Dawson, D. A., Iscoe, I. and Perkins, E. A. (1989). Super-Brownian motion: Path
properties and hitting probabilities. Probab. Theory Related Fields 83 135–205.
MR1012498
[5] Devroye, L. and Janson, S. (2011). Distances between pairs of vertices and vertical
profile in conditioned Galton–Watson trees. Random Structures Algorithms 38
381–395. MR2829308
[6] Janson, S. andMarckert, J.-F. (2005). Convergence of discrete snakes. J. Theoret.
Probab. 18 615–647. MR2167644
[7] Lalley, S. P. and Zheng, X. (2010). Spatial epidemics and local times for critical
branching random walks in dimensions 2 and 3. Probab. Theory Related Fields
148 527–566. MR2678898
[8] Lalley, S. P. and Zheng, X. (2011). Occupation statistics of critical branching
random walks in two or higher dimensions. Ann. Probab. 39 327–368. MR2778804
[9] Lawler, G. F. and Limic, V. (2010). Random Walk: A Modern Introduction. Cam-
bridge Studies in Advanced Mathematics 123. Cambridge Univ. Press, Cam-
bridge. MR2677157
[10] Le Gall, J.-F. (1995). The Brownian snake and solutions of ∆u= u2 in a domain.
Probab. Theory Related Fields 102 393–432. MR1339740
[11] Le Gall, J.-F. (1999). Spatial Branching Processes, Random Snakes and Partial
Differential Equations. Birkha¨user, Basel. MR1714707
[12] Le Gall, J.-F. (2005). Random trees and applications. Probab. Surv. 2 245–311.
MR2203728
[13] Le Gall, J.-F. and Lin, S. (2014). The range of tree-indexed random walk. J. Inst.
Math. Jussieu. To appear. DOI: 10/1017/S1474748014000280.
[14] Le Gall, J.-F. andMiermont, G. (2012). Scaling limits of random trees and planar
maps. In Probability and Statistical Physics in Two and More Dimensions. Clay
Math. Proc. 15 155–211. Amer. Math. Soc., Providence, RI. MR3025391
[15] Le Gall, J.-F. and Weill, M. (2006). Conditioned Brownian trees. Ann. Inst.
Henri Poincare´ Probab. Stat. 42 455–489. MR2242956
[16] Marckert, J.-F. and Mokkadem, A. (2003). The depth first processes of Galton–
Watson trees converge to the same Brownian excursion. Ann. Probab. 31 1655–
1678. MR1989446
[17] Pitman, J. (2006). Combinatorial Stochastic Processes. Lecture Notes in Math. 1875.
Springer, Berlin. MR2245368
[18] Revuz, D. and Yor, M. (1991). Continuous Martingales and Brownian Mo-
tion. Grundlehren der Mathematischen Wissenschaften 293. Springer, Berlin.
MR1083357
[19] Sugitani, S. (1989). Some properties for the measure-valued branching diffusion
processes. J. Math. Soc. Japan 41 437–462. MR0999507
30 J.-F. LE GALL AND S. LIN
De´partment de mathe´matiques
Universite´ Paris-Sud
91405 Orsay
France
E-mail: jean-francois.legall@math.u-psud.fr
shen.lin.math@gmail.com
