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Ｓ Ｏ ｈ ｔ ｔ ｐ
： ／ ／ ｗ



























































































































































































































































































































































































































































































































































































































































































































































































































ＮＡＴＩＯＮ） ｖｅｒｂ－ ｉｎｆｌｅｃｔｉｏｎａｌｆｏｒｍ１なり ｉｎｆｌｅｃｔｉｏｎ－













































































































































































































? ? ? ? ―
ｌｎ（ｌｃ－ｔｔｌ．ｉｌ
ｆｏｒｍ
Ｆｉｇ．ＶＩ－１０ＤａｔａＳｔｒｕｃｔｕｒｅｆｏｒｔｈｅＴａｂｌｅ
丿卜
Ｔｈｅｔａｂｌｅｓｕｓｅｄａｔｔｈｉｓｓｔｅｐａｒｅｒｅｐｒｅｓｅｎｔｅｄｂｙｔｈｅｔｒｅｅ－
ｓｔｒｕｃｔｕｒｅｓｓｈｏｗｎｉｎＦｉｇ．ＶＩ－１０ａｎｄａｒｅｓｔｏｒｅｄｉｎｔｈｅｍａｉｎフｍｅｍｏｒｙ・
Ｔｈｉｓｉｓｂｅｃａｕｓｅｔｈｅｎｕｍｂｅｒｏｆｉｔｅｍｓｗｈｉｃｈｍｕｓｔｂｅｓｔｏｒｅｄｉｎｔｈｅｓｅ
ｔａｂｌｅｓｉｓｒｅｌａｔｉｖｅｌｙｓｍａｌｌａｎｄｔｈｅｃｏｎｓｕｌｔａｔｉｏｎｔｏｔｈｅｓｅｔａｂｌｅｓａｒｅ
ｖｅｒｙｆｒｅｑｕｅｎｔ．Ｂｙｕｓｉｎｇｔｈｅｓｅｔａｂｌｅｓ，ｗｅｃａｎｇｅｔａｌｌｐｏｓｓｉｂｌｅ
ｐｏｓｔｐｏｓｉｔｉｏｎｓ，ｉｎｆｌｅｃｔｉｏｎａｌｐｏｓｔｐｏｓｉｔニｉｏｎｓ，ｉｎｆｌｅｃｔｉｏｎａｌｓｕｆｆｉｘｅｓ
ｏｆ，ｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｓ，ａｎｄａｌｓｏｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｓｕｓｕａｌｌｙｗｒｉｔｔｅｎ
－ １９８－
古
ノ匹－＝
りれる●－
づ三
言
１
－
一 一
－
奉ｉｎＫａｎａ－ｓｐｅｌｌｉｎｇｓ，ｗｈｉｃｈｍａｔｃｈｗｉｔｈｓｕｂｓｔｒｉｎｇｓｓｔａｒｔｉｎｇａｔａｒｂｉ－
ｔｒａｒｙｐｏｓｉｔｉｏｎｓｉｎｔｈｅｉｎｐｕｔＥＰＧ．
４ふ
Ｓｔｅｐ３Ｃｏｍｐａ七ぞｂも１も匂ｊＴｅ８七それｇ
ＡｓｍｅｎｔｉｏｎｅｄｉｎｓｅｃｔｉｏｎＶＩ－３－１，ａ（ｉｎｆｌｅｃｔｉｏｎａｌ）ｐｏｓｔ－
ｐｏｓｉｔｉｏｎｈａｓａｃｅｒｔａｉｎｃｏｎｄｉｔｉｏｎｔｈａｔｔｈｅｉｎｎｎｅｄｌａｔｅｌｙｐｒｅｃｅｄｉｎｇ
ｗｏｒｄｍｕｓｔｓａｔｉｓｆｙ．Ｂｙｕｓｉｎｇｔｈｉｓｃｏｎｄｉｔｉｏｎ，ｗｅｃａｎｅｌｉｍｉｎａｔｅ
ｉｎｖａｌｉｄｉｎｔｅｒｐｒｅｔａｔｉｏｎｓｏｆｔｈｅＥＰＧ．Ｂｅｃａｕｓｅｍｏｓｔｏｆｔｈｅｓｐｅｌｌｉｎｇｓ
ｏｆｄｅｐｅｎｄｅｎｔｗｏｒｄｓａｎｄｉｎｆｌｅｃｔｉｏｎａｌｓｕｆｆｉｘｅｓｃｏｎｓｉｓｔｏｆｌｅｓｓｔｈａｎ
３Ｋａｎａ－ｃｈａｒａｃｔｅｒｓ，ｍａｎｙｐｏｓｓｉｂｌｅｉｎｔｅｒｐｒｅｔａｔｉｏｎｓｏｆｓｕｂｓｔｒｉｎｇｓａｒｅ
ｇｅｎｅｒａｔｅｄａｔＳｔｅｐ２．Ｈｏｗｅｖｅｒ，ｍｏｓｔｏｆｔｈｅｍａｒｅｒｅｊｅｃｔｅｄｂｙｔｈｉｓ
ｃｏｍｐａｔｉｂｉｌｉｔｙｔｅｓｔｉｎｇ．ＩｆｔｈｅｂｏｕｎｄａｒｉｅｓｍａｒｋｅｄａｔＳｔｅｐｌａｒｅｎｏｔ
ｃｏｒｒｅｃｔ，ｔｈｅｒｅｗｉｌｌｂｅｎｏｉｎｔｅｒｐｒｅｔニａｔｉｏｎｗｈｉｃｈｓａｔｉｓｆｉｅｓｔｈｅｗｈｏｌｅ
ＥＰＧ．ＷｈｅｎＷＰｃａｎｎｏｔｆｉｎｄａｎｙｖａｌｉｄｉｎｔｅｒｐｒｅｔａｔｉｏｎ，ｗｅａｓｓｕｍｅｔｈａｔ
ｔｈｅｂｏｕｎｄａｒｙｄｅｔｅｃｔｉｏｎｗａｓｗｒｏｎｇ，ａｎｄｗｉｌｌｇｏｔｏＳｔｅｐ４ｔｏｒｅｃｏｖｅｒ
ｆｒｏｍｔｈｅｅｒｒｏｒｓｏｆｔｈｅｂｏｕｎｄａｒｙｄｅｔｅｃｔｉｏｎ．Ｏｔｈｅｒｗｉｓｅ，ｗｅｗｉｌｌｇｏ
ｔｏＳｔｅｐ５●八－＜ｙ，．
－ｊ．ゝ
Ｓｔｅｐ４Ｒｅｃｏ‘ロｅｒ！ｊｆｒｏｍＥｖｖｏれｅｏｕｓＢｏｕれｄｏｒ！ｊＤｅｔｅｃｔｉｏｎ
ＴｈｅｃａｕｓｅｓｏｆｅｒｒｏｒｓｗｈｉｃｈｏｃｃｕｒａｔＳｔｅｐｌａｒｅｃｌａｓｓｉｆｉｅｄ
ｉｎｔｏｔｈｅｆｏｌｌｏｗｉｎｇｔｈｒｅｅｔｙｐｅｓ．
１．ＴｈｅｒｅｉｓａｎｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄＩｎｔｈｅＥＰＧｗｈｉｃｈｉｓｗｒｉｔｔｅｎ
ｉｎＫａｎａ－ｃｈａｒａｃｔｅｒｓ．Ｔｈｏｕｇｈｗｅｈａｖｅａｔａｂｌｅｏｆｔｈｅｉｎｄｅ－
ｐｅｎｄｅｎｔｗｏｒｄｓｗｈｉｃｈａｒｅｕｓｕａｌｌｙｗｒｉｔｔｅｎｉｎＫａｎａ－ｓｐｅｌｌｉｎｇｓ
ａｎｄｕｓｅｉｔｉｎＳｔｅｐ２ｔｏｉｎｔｅｒｐｒｅｔＥＰＧ’ｓｔｗｅｈａｖｅｎｏｔ
ｌｉｓｔｅｄｔｈｅｓｐｅｌｌｉｎｇｓｏｆａ１１ｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｓ．
Ｉｎｔｈｉｓｃａｓｅ，ｔｈｅＥＰＧｃｏｎｓｉｓｔｓｏｆｍｏｒｅｔｈａｎｏｎｅＰＧ（Ｓｅｅ１，
２ｉｎＦｉｇ．ＶＩ－１１）．
２．Ｔｈｅｒｅｉｓａｎｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｉｎｍｉｘｅｄ－ｓｐｅｌｌｉｎｇ．Ｉｎｔｈｉｓ
ｃａｓｅ，ｔｈｅｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄ１Ｓｂｒｏｋｅｎｉｎｔｏｔｗｏｄｉｆｆｅｒｅｎｔ
－ １９９－
ＥＰＧ’ｓ．ＩｆｔｈｅｆｉｒｓｔｈａｌｆｏｆｔｈｅｗｏｒｄｉｓｗｒｉｔｔｅｎｉｎＫａｎａ－
ｃｈａｒａｃｔｅｒｓ．ｉｔｉｓｍｅｒｇｅｄｉｎｔｈｅｐｒｅｃｅｄｉｎｇＥＰＧ（ｓｅｅ３ｉｎ
Ｆｉｇ．ＶＩ－１１）．工ｆｔｈｅｓｅｃｏｎｄｈａｌｆｏｆｔｈｅｗｏｒｄｉｓｉｎＫａｎａ－
ｃｈａｒａｃｔｅｒｓタｗｅｃａｎｎｏｔｉｎｔｅｒｐｒｅｔｔｈｅＫａｎａ－ｐａｒｔｉｎｔｈｅＥＰＧ
ａｔｓｔｅｐ２ａｎｄ３（ｓｅｅ４ｉｎＦｉｇ．ＶＩ－１１）．
３．ＴｈｅｐｒｅｃｅｄｉｎｇＰＧｃｏｎｓｉｓｔｓｏｆｏｎｌｙａｎｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｉｎ
Ｋａｎｉｉ－ｓｐｅｌｌｉｎｇ．ＩｔｉｓｐｏｓｓｉｂｌｅｆｏｒａＰＧｔｏｈａｖｅａｎｕｌｌ
ｓｅｑｕｅｎｃｅｏｆｄｅｐｅｎｄｅｎｔｗｏｒｄｓ．Ｗｅｄｉｄｎｏｔｓｅｇｍｅｎｔｔｈｅ
ｓｔｒｉｎｇｏｆＫａｎｊｉ－ｃｈａｒａｃｔｅｒｓａｔｔｈｅｐｒｅｖｉｏｕｓｓｔａｇｅｓ．Ｔｈｅｒｅ－
ｆｏｒｅｗｅｃａｎｎｏｔｄｅｔｅｃｔｔｈａｔｔｗｏｉｎｄｅｐｅｎｄｅｎｔＰＧ゛ｓａｒｅｍｅｒｇｅｄ
（ｓｅｅ５ｉｎＦｉｇ．ＶＩ－１：Ｌ）．ＢｅｃａｕｓｅｃｏｍｐｏｕｎｄｉｎｇｉｎＪａｐａｎｅｓｅｉｓ
ｖｅｒｙｐｒｏｄｕｃｔｉｖｅａｎｄｓｅｖｅｒａｌｉｎｄｅｐｅｎｄｅｎｔｌｅｘｉｃａｌｗｏｒｄｓａｒｅ
ｃｏｎｃａｔｅｎａｔｅｄｔｏｍａｋｅａｎｅｗｃｏｍｐｏｕｎｄ，ｗｅｗｉｌｌｆｉｒｓｔａｓｓｕｍｅ
ａｌｏｎｇｓｔｒｉｎｇｏｆＫａｎｊｉ－ｃｈａｒａｃｔｅｒｓａｓａｓｉｎｇｌｅｃｏｍｐｏｕｎｄ．
Ｂｕｔｉｎｔｈｅｅｘａｍｐｌｅ５ｉｎＦｉｇ．ＶＩ－１１，ｔｈｅｔｗｏｃｏｎｓｅｃｕｔｉｖｅ
ｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｓｄｏｎｏｔｐｒｏｄｕｃｅａｃｏｍｐｏｕｎｄａｎｄｉｔｉｓ
ｎａｔｕｒａｌｔニｏｔｈｉｎｋｏｆｉｔａｓｔｈｅｔｗｏｉｎｄｅｐｅｎｄｅｎｔＰＣｓｅｘｉｓｔ．
Ｔｈｅｅｒｒｏｒｓｏｆｔｈｅｔｈｉｒｄｔｙｐｅｗｅｒｅｎｏｔｄｉｓｃｏｖｅｒｅｄｂｙｔｈｅ
ｐｒｅｖｉｏｕｓｓｔｅｐｓ．ＴｈｅｙｗｉｌｌｂｅｄｅｔｅｃｔニｅｄａｎｄｒｅｃｏｖｅｒｅｄａｔＳｔｅｐ５
ｗｈｅｒｅａｃｏｍｐｏｕｎｄｉｓｓｅｇｍｅｎｔｅｄｉｎｔｏｐｒｉｍｉｔｉｖｅｌｅｘｉｃａｌｗｏｒｄｓ．Ｓｔｅｐ
４ｉｓｒｅｓｐｏｎｓｉｂｌｅｆｏｒｒｅｃｏｖｅｒｙｆｒｏｍｔｈｅｆｉｒｓｔｔｗｏｔｙｐｅｓｏｆｅｒｒｏｒｓ．
ＷｅａｓｓｕｍｅｔｈｅｒｅｆｏｒｅｔｈａｔｔｈｅｌａｓｔＫａｎａ－ｃｈａｒａｃｔｅｒｉｎｔｈｅ
ＥＰＧｅｖｅｎｔｕａｌｌｙｂｅｌｏｎｇｓｔｏｔｈｅｓｕｃｃｅｅｄｉｎｇＰＧ，ａｎｄｄｅｌｅｔｅｔｈｅｃｈａｒａｃ－
ｔｅｒｆｒｏｍｔｈｅｃｕｒｒｅｎｔＥＰＧ．ＴｈｅｒｅｍａｉｎｉｎｇＫａｎａ－ｐａｒｔｗｉｌｌｂｅｒｅ－ｉｎ－
ｔｅｒｐｒｅｔｅｄｂｙＳｔｅｐｓ２ａｎｄ３．１ｆｔｈｅｉｎｔｅｒｐｒｅｔａｔｉｏｎｓｕｃｃｅｅｄｓ，ｔｈｅｎ
ｔｈｅｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｉｎｔｈｅｓｕｃｃｅｅｄｉｎｇＰＧｉｓａｓｓｕｍｅｄｔｏｂｅｉｎｔｈｅ
ｍｉｘｅｄ－ｓｐｅｌｌｉｎｇｏｒＫａｎａ－ｓｐｅｌｌｉｎｇａｎｄｔｈｅｄｅｌｅｔｅｄＫａｎａ－ｃｈａｒａｃｔｅｒｉｓ
ａｔｔａｃｈｅｄｔｏｔｈｅｆｒｏｎｔｏｆｔｈｅｎｅｘｔＥＰＧ．Ｔｈｅｎ，ｔｈｅｓｔｒｉｎｇｃｒｅａｔｅｄ
ｂｙｔｈｅｃｏｎｃａｔｅｎａｔｉｏｎｗｉｌｌｂｅｍａｔｃｈｅｄａｇａｉｎｓｔｌｅｘｉｃａｌｗｏｒｄｓａｔＳｔｅｐ
５（ｔｈｅｗａｙｏｆｍａｔｃｈｉｎｇａｎｉｎｄｅｐｅｎｄｅｎｔｗｏｒｄｉｎｔｈｅｍｉｘｅｄ－ｓｐｅｌｌｉｎｇ
ａｇａｉｎｓｔｌｅｘｉｃａｌｗｏｒｄｓｈａｓｂｅｅｎｄｉｓｃｕｓｓｅｄｉｎｓｅｃｔｉｏｎｖエー２）．Ｉｆａ
ｌｅｘｉｃａｌｗｏｒｄｗｈｉｃｈｈａｓａｓｔｒｉｎｇｏｆｔｈｅｍｉｘｅｄ－ｓｐｅ：Ｌｌｉｎｇｉｓｆｏｕｎｄｉｎ
－ ２００－
秦
●（１）一一一一一一一に対するそほくな疑問－一一一一
マ
（２）一一一一一一 安定しはじめた頃に一一－一一－。。
¬Ｔ
｀惣ｔｏｂｅｇｉｎ
（３）一一一一一一ｊ実験をくり返すこと’一一一一一一・
マ
－
（４）一’
ｌｏｒｅｐｅａｔ
ＥＰＧ
実験を‾繰かえす
ヱ
―ｔｏｒｅｐｅａｔ
（５）－－－－－”昨年
ニ
－ ｌａｓｔｙｅａｒ
とこ・一一一一一一
米国が消費したー一一－一一一
丁
ＵｎｉｔｅｄＳｔａｔｅｓ
Ｆｉｇ．ＶＩ－１１ＥｘａｍｐｌｅｓｏｆＥｒｒｏｎｅｏｕｓＢｏｕｎｄａｒｙＤｅｔｅｃｔｉｏｎｓ
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ＰｒｏｃｅｄｕｒｅｗｉｔｈｏｕｔＤｉｃｔｉｏｎａｒｙＣｏｎｓｕｌｔａｔｉｏｎ
ＢａｓｅｄｏｎｔｈｅＰＳＴ，ｗｅｍａｎｕａｌｌｙｃｌａｓｓｉｆｉｅｄＫａｎｊｉ－ｃｈａｒａｃｔｅｒｓ
ｉｎｔｏｔｈｅｆｏｌｌｏｗｉｎｇｆｉｖｅｃａｔｅｇｏｒｉｅｓ：
１．－Ｐｖｅｆ・£ａ；ｃｈａｒａｃｔｅｒｓ（ＰＣ）：Ｔｈｅｃｈａｒａｃｔｅｒｓｗｈｉｃｈａｒｅｏｆｔｅｎ
ｕｓｅｄａｓｐｒｅｆｉｘｅｓａｎｄｎｏｔｕｓｅｄａｓｓｕｆｆｉχｅｓ．
２．Ｓｕｆｆｉｘｄｈａｒヽａｃｔｅｒｓ－１（ＳＣ－１）：Ｔｈｅｃｈａｒａｃｔｅｒｗｈｉｃｈａｒｅｏｆｔｅｎ
ｕｓｅｄａｓｓｕｆｆｉｘｅｓｂｕｔｎｏｔｕｓｅｄａｓｐｒｅｆｉｘｅｓ．
３．Ｓ司－２（ＳＣ－２）：Ｔｈｅｓａｍｅａｓａｂｏｖｅ２ｅｘｃｅｐｔ
ｔｈａｔｔｈｅｓｔｒｉｎｇｗｈｉｃｈｈａｓｔｈｉｓｔｙｐｅｏｆｓｕｆｆｉｘｂｅｃｏｍｅｓａｎ
ａｄｊｅｃｔｉｖｅ・
４．工れｄｅｐｅｎｄｅｎｔｃｈａｒａｃｔｅｒｓ（ＩＣ）：Ｔｈｅｃｈａｒａｃｔｅｒｓｗｈｉｃｈａｒｅ
ｏｆｔｅｎｕｓｅｄｂｏｔｈａｓｓｕｆｆｉｘｅｓａｎｄｐｒｅｆｉｘｅｓ．Ｔｈｅｓｅｃｈａｒａｃｔｅｒｓ
ｃｏｎｖｅｙｄｅｆｉｎｉｔｅｍｅａｎｉｎｇｓｂｙｔｈｅｍｓｅｌｖｅｓ．
５．〇ｒｄｉｎａｒヽ！ｊｃｋａｖａｃｔｅｖｓ（ＯＣ）：Ｔｈｅｃｈａｒａｃｔｅｒｗｈｉｃｈａｒｅｒａｒｅｌｙ
ｕｓｅｄａｓｓｕｆｆｉｘｅｓａｎｄｐｒｅｆｉχｅｓ．
ＥｘａｍｐｌｅｓｏｆｔｈｅｓｅｃａｔｅｇｏｒｉｅｓａｒｅｔａｂｕｌａｔｅｄｉｎＴａｂｌｅＶＩ－８．
Ｃａｔｅ＾ｏｒｖｌ・’．ｘ．ｉｍｐｌＬ’Ｓ
ＰＣ諸、井、各．双、逆、新、旧、弱．両……
－
ＳＣ－１者、例、系．剤、法．炉．外．等．盤……
ＳＣ－２的．型．形、状………………………………
ＩＣ光．熱．水．薬、家．銅、鉄．海…………
－
ｏｃ影、重、坑、結、気．検．消．速…………
ＴａｂｌｅＶＩ－８ＥｘａｍｐｌｅｓｏｆｔｈｅＣｈａｒａｃｔｅｒｓｏｆｔｈｅＣａｔｅｇｏｒｉｅｓ
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ｔ
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亀ｊ
１ｆ
ＴｈｅＫａｎｊｉ－ｃｈａｒａｃｔｅｒｓｉｎｔｈｅｉｎｐｕｔｓｔｒｉｎｇａｒｅｍａｒｋｅｄａｓＰＧ，
ＳＣ－１，ＳＣ－２，ＩＣｏｒｏｃａｃｃｏｒｄｉｎｇｔｏｔｈｅａｂｏｖｅｃｌａｓｓｉｆｉｃａｔｉｏｎ．Ｔｈｅｎ
ｔｈｅｐｒｏｃｅｄｕｒｅｓｅｅｓｉｆｔｈｅｒｅａｒｅａｎｙｉｍｐｏｓｓｉｂｌｅｓｅｑｕｅｎｃｅｓｏｆｃｈａｒ－
ａｃｔｅｒｓｌｉｋｅＰＣ－ＳＣ－１，ＰＣ－ＳＣ－２ａｎｄｓｏｏｎ，ａｎｄｃｈｅｃｋｓｉｆｔｈｅｒｅｉｓａｎ
ｏｃｓｅｑｕｅｎｃｅｗｈｏｓｅｌｅｎｇｔｈｉｓｏｄｄ．Ｉｆｓｕｃｈｓｅｑｕｅｎｃｅｓａｒｅｆｏｕｎｄ，ｔｈｅｎ
ｔｈｅｐｒｏｃｅｄｕｒｅｄｅｃｉｄｅｓｗｈｉｃｈａｔｔａｃｈｅｄｍａｒｋｓｓｈｏｕｌｄｂｅｃｈａｎｇｅｄｔｏ
ｍｏｒｅｒｅａｓｏｎａｂｌｅｏｎｅｓａｃｃｏｒｄｉｎｇｔｏｔｈｅｆｒｅｑｕｅｎｃｉｅｓｉｎｔｈｅＰＳＴ。
Ｗｅａｐｐｌｉｅｄｔｈｅｐｒｏｃｅｄｕｒｅｔｏｔｈｅｄａｔａｗｈｉｃｈｃｏｎｓｉｓｔｓｏｆ
７４，１２７Ｋａｎｊｉ－ｓｔｒｉｎｇｓ．Ｔｈｅｒｅｓｕｌｔｓａｒｅｃｏｍｐａｒｅｄｗｉｔｈｔｈｅｍａｎｕａｌｌｙ
ｓｅｇｍｅｎｔｅｄｒｅｓｕｌｔｓ．ＴｈｅｓｕｃｃｅｓｓｒａｔｅｓａｒｅｓｈｏｗｎｉｎＴａｂｌｅＶＩ－９．
Ｌｅｎｇｔｈｏｆ３４５６７８９２
Ｃｏｍｐｏｕｎｄｓ
ＳｕｃｃｅｓｓＲａｔｅ８２．６８７．２８０．０８１．２６６．８６３．４５４．０
（Ｚ）
ＴａｂｌｅＶＩ－９ＲｅｓｕｌｔｓｏｆＳｅｇｍｅｎｔａｔｉｏｎｏｆＣｏｍｐｏｕｎｄｓ
（ＰｒｏｃｅｄｕｒｅｗｉｔｈｏｕｔＤｉｃｔｉｏｎａｒｙＣｏｎｓｕｌｔａｔｉｏｎ）
ＶＩ－４－３ＳｅｇｍｅｎｔａｔｉｏｎＰｒｏｃｅｄｕｒｅｏｆＬｏｎｇＣｏｍｐｏｕｎｄｓ（２）
ＰｒｏｃｅｄｕｒｅｗｉｔｈＤｉｃｔｉｏｎａｒｙＣｏｎｓｕｌｔａｔｉｏｎ
Ｔｈｅｓｅｇｍｅｎｔａｔｉｏｎｐｒｏｃｅｄｕｒｅ（１）ｇｉｖｅｓｒａｔｈｅｒｐｏｏｒｒｅｓｕｌｔｓ．
ｅｓｐｅｃｉａｌｌｙｆｏｒ：Ｌｏｎｇｃｏｍｐｏｕｎｄｓ．Ｔｈｅｒｅｆｏｒｅ，ｗｅｒｅｖｉｓｅｄｔｈｅｐｒｏｃｅｄｕｒｅ
ｂｙａｕｇｍｅｎｔｉｎｇｉｔｗｉｔｈｄｉｃｔｉｏｎａｒｙｃｏｎｓｕｌｔａｔｉｏｎ．Ｇｉｖｅｎａｓｔｒｉｎｇｏｆ
Ｋａｎｊｌ－ｃｈａｒａｃｔｅｒｓ，ｔｈｅｒｅｖｉｓｅｄｐｒｏｃｅｄｕｒｅｆｉｒｓｔｌｏｏｋｓｆｏｒａｎｙｐｏｒｔｉｏｎｓ
ｏｆｔｈｅｓｔｒｉｎｇｔｏｂｅｍａｔｃｈｅｄｗｉｔｈｌｅｘｉｃａｌｅｎｔｒｉｅｓｂｙｔｈｅｄｉｃｔｉｏｎａｒｙ
ｌｏｏｋ－ｕｐ．Ｔｈｅｐｒｏｃｅｄｕｒｅｔｒｉｅｓｔｏｓｅｇｍｅｎｔｔｈｅｓｔｒｉｎｇｕｓｉｎｇｔｈｉｓ
ｒｅｓｕｌｔ．Ｈｏｗｅｖｅｒ，ｔｈｅｓｅｇｍｅｎｔａｔｉｏｎａｔｔｈｉｓｓｔａｇｅｍａｙｂｅａｍｂｉｇｕｏｕｓ，
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－ ２１７－
－１
２
ｍａｎｙｔｅｒｍｓｉｎｓｃｉｅｎｔｉｆｉｃｐａｐｅｒｓ，ｅｓｐｅｃｉａｌｌｙｔｅｃｈｎｉｃａｌ
ｔｅｒｍｓ，ａｒｅｎｏｔｌｉｓｔｅｄａｓｅｎｔｒｉｅｓｉｎｔｈｅｄｉｃｔｉｏｎａｒｙ，ａｎｄ
ａｃｅｒｔａｉｎｓｅｑｕｅｎｃｅｏｆＫａｎｊｉ－ｃｈａｒａｃｔｅｒｓｍａｙｈａｖｅｍｏｒｅｔｈａｎ
ｏｎｅｉｎｔｅｒｐｒｅｔａｔｉｏｎｂｙｌｅｘｉｃａｌｅｎｔｒｉｅｓ（ｓｅｅＦｉｇ．Ｖエー１６）．
（１）ＩｎｐｕｔＳｔｒｉｎｇ：
ｕｎｓｔａｂｉ！ｉｔｙ
（２）ＩｎｐｕｔＳｔｒｉｎｇ：
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Ｆｉｇ．ＶＩ－１６ＡｍｂｉｇｕｏｕｓＫａｎｊｉ－ｓｔｒｉｎｇｓ
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ｔｅｌｅｐｈｏｎｅ
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－
１
ｌ
－
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Ｉｆｔｈｅｓｅｇｍｅｎｔａｔｉｏｎｒｅｓｕｌｔ１Ｓｎｏｔｕｎｉｑｕｅ，ｔｈｅｐａｒｔｏｆｔｈｅ
ｓｔｒｉｎｇｓｗｈｉｃｈｃａｎｎｏｔｂｅｕｎｉｑｕｅｌｙｓｅｇｍｅｎｔｅｄｗｉｌｌｂｅａｎａｌｙｚｅｄｆｕｒ－
ｔｈｅｒｂｙａｃｅｒｔａｉｎｓｅｔｏｆｒｕｌｅｓｗｈｉｃｈｕｔｉｌｉｚｅｔｈｅＰＳＴ．Ｔｈｅｆｌｏｗ－
ｃｈａｒｔｏｆｔｈｅｐｒｏｃｅｄｕｒｅａｎｄｔｈｅｒｕｌｅｓａｒｅｓｈｏｗｎｉｎＦｉｇ．ＶＩ－１７，ａｎｄ
Ｆｉｇ．ＶＩ－：１８，ｒｅｓｐｅｃｔｉｖｅｌｙ．
Ｉｎｐｕｔ：ＡｓｔｒｉｎｇｏｆＫａｎｊｉ－ｃｈａｒａｃｔｅｒｓ
ＤｉｃｔｉｏｎａｒｙＣｏｎｓｕｌｔａｔｉｏｎ
Ｅｖｅｒｙｐｏｒｔｉｏｎｏｆｔｈｅｓｔｒｉｎｇｓ
ｉｓｔｅｓｔｅｄｔｏｂｅｍａｔｃｈｅｄｗｉｔｈ
ａｌｅｘｉｃａｌｅｎｔｒｙ
Ａｒｅｔｈｅｒｅａｎｙａｍｂｉｇｕｏｕｓ
ｓｕｂｓｔｒｉｎｇｓｉｎｔｈｅｓｔｒｉｎｇ？
ＹＥＳ
Ｒｕｌｅｓ（Ｆｉｇ．ＶＩ－１８）ａｒｅ
ａｐｐｌｉｅｄｔｏｔｈｅａｍｂｉｇｕｏｕｓ
ｓｕｂｓｔｒｉｎｇｓ．
ＥＮＤ
Ｆｉｇ．ＶＩＦｌｏｗＣｈａｒｔｏｆｔｈｅＰｒｏｃｅｄｕｒｅ
－２１９－
ＮＯ
ＥＮＤ
Ｊ
Ｉ
１
｜
｜
Ａ，Ｂ，Ｃ，Ｄ，Ｅ：Ｋａｎｊ１－Ｃｈａｒａｃｔｅｒｓ
ａ，ｂ．ｃ．ｄ，ｅ：ＴｈｅＶａｌｕｅ（％）ｏｆｔｈｅＳｕｆｆｉｘＴａｂｌｅｆｏｒｔｈｅＫａｎｊｌ－Ｃｈａｒａｃｔｅｒ
ａ’．ｂ゛，ｃ゛．ｄ’．ｅ－：ＴｈｅＶａｌｕｅ（％）ｏｆｔｈｅＰｒｅｆｉｘＴａｂｌｅｆｏｒｔｈｅＫａｎｊ１－Ｃｈａｒａｃｔｅｒ
（１）ＲｕｌｅｆｏｒａｓｔｒｉｎｇＣｏｍｐｏｓｅｄｏｆＴｈｒｅｅＫａｎｊ１－Ｃｈａｒａｃｔｅｒｓ
ＩｎｐｕｔＳｔｒｉｎｇｚ．．．／ＡＢＣ／．‥
Ｉｆｍａｘ（ａ，ａ’）＞ｎｉａｘ（ｃ，ｃ’）．
ｔｈｅｎ／Ａ／ＢＣ／→ｔｈｅｃｈａｒａｃｔｅｒＡ１Ｓｓｕｐｐｏｓｅｄｔｏｂｅａ
ｓｕｆｆｉｘｏｒａｐｒｅｆｉχｃｈａｒａｃｔｅｒ．
ｏｔｈｅｒｗｉｓｅ！ａ！Ｃ／→ｔｈｅｃｈａｒａｃｔｅｒＣｉｓｓｕｐｐｏｓｅｄｔｏｂｅ
ａｓｕｆｆｉχｏｒａｐｒｅｆｉｘｃｈａｒａｃｔｅｒ．
（２）ＲｕｌｅｆｏｒａｓｔｒｉｎｇＣｏｍｐｏｓｅｄｏｆＦｏｕｒＫａｎｊｉ－Ｃｈａｒａｃｔｅｒｓ
Ｉｎｐｕｔｓｔｒｉｎｇ：‥．／ＡＢＣＤ／‥・
Ｉｆｍｌｎ（ｍａｘ（ａ，ａ’），ｔｎａｘ（ｄ，ｄ’））＞ｍａｘ（ｂ，ｂ’，ｃ，ｃ’）．
ｔｈｅｎ／ＡＢ／ＣＤ／→ｔｈｅｃｈａｒａｃｔｅｒｓＡ，Ｂ，ＣａｎｄＤａｒｅ
ｓｕｐｐｏｓｅｄｔｏｂｅｏｒｄｉｎａｒｙｃｈａｒａｃｔｅｒｓ．
ｏｔｈｅｒｗｉｓｅ／Ａ／ＢＣ／Ｄ／→ｔｈｅｃｈａｒａｃｔｅｒｓＡａｎｄＤａｒｅ
ｓｕｐｐｏｓｅｄｔｏｂｅｓｕｆｆｉｘｅｓｏｒ
ｐｒｅｆｌχｅｓ．
（３）ＲｕｌｅｆｏｒａｓｔｒｉｎｇＣｏｍｐｏｓｅｄｏｆＦｉｖｅＫａｎｊｉ－Ｃｈａｒａｃｔｅｒｓ
ＩｎｐｕｔＳｔｒｉｎｇ：．．．／ＡＢＣＤＥ／．．．
Ｉｆｍ万ｊ１万ｘ（ａ，ａ゛）２ｌｍａｘ（ｃ，ｃ’，ｅ，ｅ’）．
ｔｈｅｎ／Ａ／ＢＣ／ＤＥ／→ｔｈｅｃｈａｒａｃｔｅｒＡ１Ｓｓｕｐｐｏｓｅｄｔｏｂｅ
ａｐｒｅｆｉｘｏｒａｓｕｆｆｉｘ．
ｏｔｈｅｒｗｉｓｅＩｆｍａｘ（ｃ，ｃ’）２ｍａｘＣａ，ａ゛，ｅ，ｅ’）．
ｔｈｅｎ；ＡＢ／Ｃ／ＤＥ／→ｔｈｅｃｈａｒａｃｔｅｒＣｉｓｓｕｐｐｏｓｅｄ
ｔｏｂｅａｐｒｅｆｉｘｏｒａｓｕｆｆｉｘ．
ｏｔｈｅｒｗｉｓｅ／ＡＢ／ＣＤ／Ｅ／→ｔｈｅｃｈａｒａｃｔｅｒＥｉｓ
ｓｕｐｐｏｓｅｄｔｏｂｅａ
ｐｒｅｆｌχｏｒａｓｕｆｆｉｘ．
Ｆｉｇ．ＶＩ－１８ＲｕｌｅｓｆｏｒＳｅｇｍｅｎｔａｔｉｏｎ
Ｗｅａｐｐｌｉｅｄｔｈｉｓｒｅｖｉｓｅｄｐｒｏｃｅｄｕｒｅｔｏｔｈｅｓａｍｅｄａｔａｔｈａｔｔｈｅ
ｐｒｅｃｅｄｕｒｅ（１）ｗａｓａｐｐｌｉｅｄ．Ｔｈｅｓｃｏｒｅｏｆｔｈｅｒｅｓｕｌｔｓｉｓｇｉｖｅｎｉｎ
Ｔａｂｌｅｖエー１０．Ｆｒｏｍｔｈｉｓｔａｂｌｅ，ｗｅｃａｎｓｅｅｔｈａｔｔｈｅｎｅｗｐｒｏｃｅｄｕｒｅ
ｗｏｒｋｓｆａｒｂｅｔｔｅｒｔｈａｎｆｏｒｍｅｒｏｎｅ．Ｔｈｅｄｉｃｔｉｏｎａｒｙｗｈｉｃｈｗｅｈａｖｅ
ｕｓｅｄｉｓｂｙｎｏｍｅａｎｓａｄｊｕｓｔｅｄｆｏｒｓｃｉｅｎｔｉｆｉｃｔｅｘｔｓ．Ｉｔｃｏｎｔａｉｎｓ
ｏｎｌｙｔｈｅｗｏｒｄｓｗｈｉｃｈａｐｐｅａｒｉｎｔｈｅｏｒｄｉｎａｒｙｔｅｘｔｓ，ｂｕｔｈａｒｄｌｙ
ａｐｐｅａｒｉｎｓｃｉｅｎｔｉｆｉｃｌｉｔｅｒａｔｕｒｅｓ．Ｅｘａｍｐｌｅｓｏｆｔｈｅｆａｉｌｕｒｅｓｗｈｉｃｈ
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・
４
）
●
●ｆ
（
ａｒｅｃａｕｓｅｄｂｙｔｈｉｓｒｅａｓｏｎａｒｅｓｈｏｗｎｉｎＦｉｇ．ＶＩ－１９．Ｅχａｍｐｌｅｓｏｆ
ｔｈｅｆａｉｌｕｒｅｓｃａｕｓｅｄｂｙｔｈｅｒｅａｓｏｎｔｈａｔｅｖｅｎａｆｅｗｐｏｐｕｌａｒｔｅｃｈｎｉ－
ｃａｌｔｅｒｍｓａｒｅｍｉｓｓｉｎｇｉｎｔｈｅｄｉｃｔｉｏｎａｒｙａｒｅａｌｓｏｇｉｖｅｎｉｎＦｉｇ・
ＶＩ－２０．
ＴａｂｌｅＶＩ－１０ＲｅｓｕｌｔｓｏｆＳｅｇｍｅｎｔａｔｉｏｎｏｆＣｏｍｐｏｕｎｄｓ
（ＰｒｏｃｅｄｕｒｅｗｉｔｈＤｉｃｔｉｏｎａｒｙＣｏｎｓｕｌｔａｔｉｏｎ）
ＩｎｐｕｔＳｔｒｉｎｇ：
Ｒｅｓｕｌｔ：
話器用材料
電話
－
ｉｎｇｅｎｕｉｔｙ
ＣｏｒｒｅｃｔＳｅｇｍｅｎｔａｔｉｏｎ：電拓
二
ｔｅｌｅｐｈｏｎｅ
材料
ｉｎｅ
■ｌ’ｈｅｗｏｒｄ器用１ｓｒｅｇｉｓｔｅｒｅｄ
ｉｎｔｈｅｄｉｃｔｉｏｎａｒｙ・
ｆｉｘ ｍａｔｅｒｉａｌ
Ｆｉｇ．ＶＩ－１９ＥｘａｍｐｌｅｏｆＥｒｒｏｎｅｏｕｓＳｅｇｍｅｎｔａｔｉｏｎｓ
－ ２２１－
（ｆｏｒ）
ｍａｔｅｒｉａｌｆｏｒａｔｅｌｅｐｈｏｎｅ
Ｌｅｎｇｔｈｏｆ３４５６７８９２
Ｃｏｍｐｏｕｎｄｓ
ＳｕｃｃｅｓｓＲａｔｅ９４．１９３．６９２．７９１．５９０．０８４．９７８．０
（Ｚ）
几
－
ＩｎｐｕｔＳｔｒｉｎｇ：通信路語長
Ｒｅｓｕｌｔ：
通信路語長
－一一
ＣｏｒｒｅｃｔＳｅｇｍｅｎｔａｔｉｏｎ：ｉｉ｛言
ノ
ｃｏｍｍｕｎｉｃａｔｉｏｎｓ
路 ｉｌｉ長
へ
ｗｏｒｄ
Ｔｈｅｖａｌｕｅ（Ｚ）ｏｆｌ各ＩｎｔｈｅＰＳＴ＝２６
Ｔｈｅｖａｌｕｅ（％）ｏｆ長ｉｎｔｈｅＰＳＴ＝５０
ｌｅｎｇｔｈ
ｗｏｒｄｌｅｎｇｔｈｉｎａｃｏｍｍｕｎｉｃａｔｉｏｎｃｈａｎｎｅｌ
Ｆｉｇ．ＶＩ－２０ＥｘａｍｐｌｅｏｆＥｒｒｏｎｅｏｕｓＳｅｇｍｅｎｔａｔｉｏｎｓ
工ｆｗｅｃｏｕｌｄｕｓｅａｄｉｃｔｉｏｎａｒｙｏｆｓｃｉｅｎｔｉｆｉｃｔｅｒｍｓ，ｔｈｅｓｃｏｒｅｗｏｕｌｄ
ｂｅｇｒｅａｔｌｙｉｍｐｒｏｖｅｄ．ＷｅｂｅｌｉｅｖｅｔｈａｔｔｈｉｓｒｅｖｉｓｅｄｐｒｏｃｅｄｕｒｅＩｓ
ｐｒａｃｔｉｃａｌｌｙｕｓａｂｌｅ，ｉｆａｎａｐｐｒｏｐｒｉａｔｅｄｉｃｔｉｏｎａｒｙｉｓａｖａｉｌａｂｌｅ，ａｓ
ａｐｒｅｐｒｏｃｅｓｓｉｎｇｃｏｍｐｏｎｅｎｔｏｆｓｏｍｅａｐｐｌｉｃａｔｉｏｎｓｙｓｔｅｍｓｉｎｌａｎｇｕａｇｅ
ｐｒｏｃｅｓｓｉｎｇ，ｓｕｃｈａｓａｕｔニｏｍａｔｉｃｔｒａｎｓｌａｔｉｏｎｏｆｓｃｉｅｎｔｉｆｉｃｐａｐｅｒｓ．
ａｕｔｏｍａｔｉｃｉｎｄｅｘｉｎｇａｎｄｓｏｏｎ．
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●）
Ｖ
｝
●
二
●Ｊ
ｆ
（
ＶＩＩ－１ＳｕｍｍａｒｙｏｆｔｈｅＴｈｅｓｉｓ
ＣＨＡＰＴＥＲＶＩＩ
ＣＯＮＣＬＵＳＩＯＮ
Ｉｎｔｈｉｓｔｈｅｓｉｓ，ｖａｒｉｏｕｓｐｒｏｂｌｅｍｓｗｈｉｃｈｗｅｅｎｃｏｕｎｔｅｒｅｄｄｕｒｉｎｇ
ｔｈｅｄｅｖｅｌｏｐｍｅｎｔｏｆａｑｕｅｓｔｉｏｎ－ａｎｓｗｅｒｉｎｇｓｙｓｔｅｍｈａｖｅｂｅｅｎｄｉｓｃｕｓｓｅｄ．
Ａｑｕｅｓｔｉｏｎ－ａｎｓｗｅｒｉｎｇｓｙｓｔｅｍｉｓａｔｙｐｉｃａｌｉｎｔｅｇｒａｔｅｄｓｙｓｔｅｍ．Ｔｈｅｒｅ－
ｆｏｒｅ，ａｉｍｉｎｇａｔｔｈｅｃｏｎｓｔｒｕｃｔｉｏｎｏｆａｑｕｅｓｔｉｏｎ－ａｎｓｗｅｒｉｎｇｓｙｓｔｅｍｗｉｔｈ
ｎａｔｕｒａｌｌａｎｇｕａｇｅｉｎｐｕｔ，ｗｅｈａｖｅｄｅｖｅｌｏｐｅｄｓｅｖｅｒａｌｓｕｂｃｏｍｐｏｎｅｎｔｓｏｆ
ｔｈｅｓｙｓｔｅｍｓｕｃｈａｓａｎａｎａｌｙｓｉｓｐｒｏｇｒａｍｏｆＪａｐａｎｅｓｅｓｅｎｔｅｎｃｅｓ（ｉｎ
ＣｈａｐｔｅｒＩｌｌａｎｄ工Ｖ），ｎｏｔａｔｉｏｎｓｏｆａｓｅｍａｎｔｉｃｎｅｔｗｏｒｋａｓｔｈｅＩｎｔｅｒｎａｌ
ｋｎｏｗｌｅｄｇｅｒｅｐｒｅｓｅｎｔａｔｉｏｎｆｒａｍｅｗｏｒｋ（ｉｎＣｈａｐｔｅｒＶ），ａｐｒｏｂｌｅｍｓｏｌｖｉｎｇ
ｐｒｏｇｒａｍｕｓｉｎｇｔｈｅｎｅｔｗｏｒｋ（ｉｎＣｈａｐｔｅｒｖ）ａｎｄａｍｏｒｐｈｏｌｏｇｉｃａｌａｎａｌｙｓｉｓ
ｐｒｏｇｒａｍ（ｉｎＣｈａｐｔｅｒｖｌ）．Ｔｈｅｐｒｉｍａｒｙｆｏｃｕｓｏｆｔｈｉｓｔｈｅｓｉｓｈａｓｂｅｅｎ．．
ｏｎｔｈｅｄｅｖｅｌｏｐｍｅｎｔｏｆａｎａｎａｌｙｓｉｓｐｒｏｇｒａｍｗｈｉｃｈｕｔｉｌｉｚｅｓｖａｒｉｏｕｓ
ｓｅｍａｎｔｉｃａｎｄｃｏｎｔｅｘｔｕａｌｉｎｆｏｒｍａｔｉｏｎｄｕｒｉｎｇｔｈｅａｎａｌｙｓｉｓｐｒｏｃｅｓｓ．Ｆｏｒ
ｔｈｅｓｙｓｔｅｍａｔｉｃｄｅｖｅｌｏｐｍｅｎｔｏｆｔｈｅａｎａｌｙｓｉｓｐｒｏｇｒａｍ，ｗｅｈａｖｅｆｉｒｓｔ
ｄｅｖｅｌｏｐｅｄａｎｅｗｐｒｏｇｒａｍｍｉｎｇｌａｎｇｕａｇｅｆｏｒｎａｔｕｒａｌｌａｎｇｕａｇｅａｎａｌｙｓｉｓ．
ＴｈｅｐｒｏｇｒａｉｒａｉｉｉｎｇｌａｎｇｕａｇｅＰＬＡＴＯＮｈａｓｓｅｖｅｒａｌｃｏｎｖｅｎｉｅｎｔｆａｃｉｌｉｔｉｅｓｆｏｒ
ｔｈｉｓｐｕｒｐｏｓｅ（ｉｎＣｈａｐｔｅｒＩ工）。
ＰｒｉｎｃｉｐａｌｒｅｓｕｌｔｓｏｂｔａｉｎｅｄＩｎｔｈｉｓｒｅｓｅａｒｃｈａｒｅｓｕｍｍａｒｉｚｅｄａｓ
ｆｏｌｌｏｗｓ：
ＰｒｏｇΓａｍｗｉれ９£ａねｇｕａｇｅＰＬＡＴ∂７Ｖ
１．ＰＬＡＴＯＮｗａｓｄｅｖｅｌｏｐｅｄｍａｉｎｌｙｂａｓｅｄｏｎｔｈｅｍｏｄｅｌ０ｆＡＴＮｐｒｏｐｏｓｅｄ
ｂｙＷ．ＷＯｏｄｓ（１９７０）．Ｔｈｅｌａｎｇｕａｇｅｈａｓｔｈｅａｔｔｒａｃｔｉｖｅｆｅａｔｕｒｅｔｈａｔｔｈｅ
ｇｒａｍｍａｔｉｃａｌｒｕｌｅｓａｎｄｔｈｅｃｏｎｔｒｏｌｍｅｃｈａｎｉｓｍａｒｅｃｌｅａｒｌｙｄｉｓｃｒｉｍｉｎａｔｅｄ．
Ｔｈｉｓｅｎａｂｌｅｓｕｓｔｏｅｖｏｌｖｅｔｈｅｇｒａｍｍａｒｓｉｍｐｌｙｂｙａｄｄｉｎｇｎｅｗｒｕｌｅｓａｎｄ
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ｔｏｄｅｖｅｌｏｐｔｈｅｍｏｄｅｌｂｙａｄｄｉｎｇｆａｃｉｌｉｔｉｅｓｔｏＩｔｓｃｏｎｔｒｏｌｍｅｃｈａｎｉｓｍ．
２．Ｐａｔｔｅｒｎ－ｍａｔｃｈｉｎｇｆａｃｉｌｉｔｙｉｎＰＬＡＴＯＮｍａｋｅｓＩｔｅａｓｙｔｏｗｒｉｔｅｒｅ－
ｗｒｉｔｉｎｇｒｕｌｅｓ．Ｍｏｒｅｏｖｅｒ，ｉｔｅｘｔｒａｃｔｓｓｕｂｓｔニｒｕｃｔｕｒｅｓｆｒｏｍｔｈｅｉｎｐｕｔｓ
ａｎｄｉｎｖｏｋｅｓａｐｐｒｏｐｒｉａｔｅｓｅｍａｎｔｉｃａｎｄｃｏｎｔｅｘｔｕａｌｃｈｅｃｋｉｎｇｆｕｎｃｔｉｏｎｓ．
Ｔｈｅｆｌｅｘｉｂｌｅｉｎｔｅｒａｃｔｉｏｎｓｂｅｔｗｅｅｎｓｙｎｔａｃｔｉｃａｎｄｓｅｍａｎｔｉｃａｎａｌｙｓｅｓｏｒ
ｓｙｎｔａｃｔｉｃａｎｄｃｏｎｔｅｘｔｕａｌａｎａｌｙｓｅｓｃａｎｂｅｅａｓｉｌｙｏｂｔａｉｎｅｄ．
３．ＰＬＡＴＯＮｉｓｐｒｏｖｉｄｅｄｗｉｔｈａｆｌｅｘｉｂｌｅｂａｃｋｔｒａｃｋｉｎｇｆａｃｉｌｉｔｙ．Ａ
ｂａｃｋｔｒａｃｋｉｎｇｍｅｃｈａｎｉｓｍｉｓ，ｗｅｔｈｉｎｋ．ｎｅｃｅｓｓａｒｙｆｏｒｌａｎｇｕａｇｅｕｎｄｅｒ－゛・
ｓｔａｎｄｉｎｇａｓｉｎｏｔｈｅｒｆｉｅｌｄｓｏｆａｒｔｉｆｉｃｉａｌｉｎｔｅｌｌｉｇｅｎｃｅ．ＩｎＰＬＡＴＯＮ，
ｗｅｃａｎｅａｓｉｌｙｓｅｔｕｐａｒｂｉｔｒａｒｙｎｕｍｂｅｒｓｏｆｄｅｃｉｓｉｏｎｐｏｉｎｔｓｉｎｔｈｅ
ｐｒｏｇｒａｍ．Ｔｈｅｎ，ｉｆｓｕｂｓｅｑｕｅｎｔｐｒｏｃｅｓｓｉｎｇｒｅｓｕｌｔｓｉｎｓｏｍｅｆａｉｌｕｒｅ．
ｃｏｎｔｒｏｌｗｉｌｌｃｏｍｅｂａｃｋｔｏｔｈｅｐｏｉｎｔｓｒｅｌｅｖａｎｔｔｏｔｈｅｃａｕｓｅｏｆｔｈｅ
ｆａｉｌｕｒｅ。
Ａｎａｌ！ｙｓｉｓＰｒｏｇｒａｍｏｆＪａｐａｎｅｓｅＳｅれｔｅｎｃｅｓ
４．Ｂｅｃａｕｓｅｔｈｅｇｒａｍｍａｒｉｎｔｈｅａｎａｌｙｓｉｓｐｒｏｇｒａｍｗａｓｗｒｉｔｔｅｎｉｎ
ＰＬＡＴＯＮ，ｗｅｃｏｕｌｄｅａｓｉｌｙｅｖｏｌｖｅｔｈｅｇｒａｍｍａｒｔｈｒｏｕｇｈｅｘｐｅｒｉｍｅｎｔｓ．
５．Ｔｈｅｌｅｘｉｃａｌｄｅｓｃｒｉｐｔｉｏｎｓｏｆｖｅｒｂｓａｄｏｐｔｅｄｉｎｔｈｅｐｒｏｇｒａｍｗｅｒｅ
ｂａｓｅｄｏｎＣａｓｅＧｒａｍｍａｒ．Ｅａｃｈｖｅｒｂｍａｙｈａｖｅｏｎｅｏｒｓｅｖｅｒａｌａｃｔｉｖｉｔｙ
ｐａｔｔｅｒｎｓｗｈｉｃｈａｃｔｕａｌｌｙｃｏｒｒｅｓｐｏｎｄｔｏｃａｓｅｆｒａｍｅｓｏｆｔｈｅｖｅｒｂ．Ｔｈｅ
ｄｅｓｃｒｉｐｔｉｏｎｓｏｆｎｏｕｎｓｗｅｒｅｂａｓｅｄｏｎａｌｍｏｓｔｔｈｅｓａｍｅｎｏｔｉｏｎａｓｔｈｅｃａｓｅ
ｆｒａｍｅｓｏｆｖｅｒｂｓ．Ｎｏｕｎｓｗｅｒｅｃｌａｓｓｉｆｉｅｄｉｎｔｏｓｅｖｅｒａｌｃａｔｅｇｏｒｉｅｓｓｕｃｈ
ａｓｅｎｔｉｔｙｎｏｕｎｓ，ａｔｔｒｉｂｕｔｅｎｏｕｎｓ，ｖａｌｕｅｎｏｕｎｓ，ｐｒｅｐｏｓｉｔｉｏｎａｌｎｏｕｎｓａｎｄ
ａｃｔｉｏｎｎｏｕｎｓ．Ｄｉｆｆｅｒｅｎｔｆｏｒｍｓｏｆｌｅｘｉｃａｌｄｅｓｃｒｉｐｔｉｏｎｓｗｅｒｅｄｅｖｉｓｅｄ
ｆｏｒｄｉｆｆｅｒｅｎｔｃａｔｅｇｏｒｉｅｓ．
６．１ｔｈａｓｂｅｅｎｄｅｍｏｎｓｔｒａｔｅｄｔｈａｔａｓｉｍｐｌｅｓｅｎｔｅｎｃｅａｎｄａｌｏｎｇｎｏｕｎ
ｐｈｒａｓｅｉｎＪａｐａｎｅｓｅｃｏｕｌｄｂｅｗｅｌｌａｎａｌｙｚｅｄｔｈｒｏｕｇｈｔｈｅｕｔｉｌｉｚａｔｉｏｎｏｆ
ｔｈｅｌｅｘｉｃａｌｄｅｓｃｒｉｐｔｉｏｎｓ．Ｂｅｃａｕｓｅａｖｅｒｂｍａｙｈａｖｅｓｅｖｅｒａｌｐｏｓｓｉｂｌｅ
ａｃｔｉｖｌｔニｙｐａｔｔｅｒｎｓ，ａｓｅｎｔｅｎｃｅｃｏｕｌｄＩｎｓｔａｎｔｉａｔｅｍｏｒｅｔｈａｎｏｎｅａｃｔｉｖｉｔｙ
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ＣｏｎｆｅｒｅｎｃｅｊＴｏｋｙｏ，Ａｕｇ．１９７５（ｉｎＥｎｇｌｉｓｈ）
（４）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｉｉ，”ＳｅｍａｎｔｉｃＡｎａｌｙｓｉｓｏｆＪａｐａｎｅｓｅＳｅｎｔｅｎｃｅｓ，”
Ｊｏｕｒ．ｏｆＩＰＳＪａｐａｎ，Ｖｏｌ．１７，Ｎｏ．１，１９７６（ｉｎＪａｐａｎｅｓｅ）
（５）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｊｉｉａｎｄＫ．Ｔａｎａｋａ，”Ｃｏｎｔｅｘｔｕａ：ＬＡｎａｌｙｓｉｓｏｆＪａｐａｎｅｓｅ
Ｓｅｎｔｅｎｃｅｓｊ’Ｊｏｕｒ．ｏｆ工ＰＳＪａｐａｎ３Ｖｏｌ．１７，Ｎｏ．１，１９７６（ｉｎＪａｐａｎｅｓｅ）
（６）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｉｉｉ，”ＡｎａｌｙｓｉｓｏｆＪａｐａｎｅｓｅＳｅｎｔｅｎｃｅｓｂｙＵｓｉｎｇ
ＳｅｍａｎｔｉｃａｎｄＣｏｎｔｅχｔｕａｌＩｎｆｏｒｍａｔｉｏｎ，”ＡｍｅｒｉｃａｎＪｏｕｒｎａｌｏｆＣｏｍ－
Ｔｐｕｔａｔ－ｔｏｎａｌＬそれｇｕｉｓｔｉｃｓ，Ｈｉｃｒｏｆｉｃｈｅ４１，Ｊａｎ．１９７６（ｉｎＥｎｇｌｉｓｈ）
（７）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｉｉ，”ＰＬＡＴＯＮ－ＡＮｅｗＰｒｏｇｒａｍｍｉｎｇＬａｎｇｕａｇｅｆｏｒ
ＮａｔｕｒａｌＬａｎｇｕａｇｅＡｎａｌｙｓｉｓ，”ＡｍｅｒｉｃａｎＪｏｕｒれａｌｏｆＣｏｍｐｕｔａ七■ｔｏｎａｌ
Ｌもれｇｕ－Ｌ－ｓｔｉｃｓ・ｍ．ｃｒｏｆＩｃｈｅ３７。Ｊａｎ．１９７６（ｉｎＥｎｇｌｉｓｈ）
（８）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｉｉ，”ＡｎａｌｙｓｉｓｏｆＪａｐａｎｅｓｅＳｅｎｔｅｎｃｅｓｂｙＵｓｉｎｇ
ＳｅｍａｎｔｉｃａｎｄＣｏｎｔｅχｔｕａｌ工ｎｆｏｒｍａｔｉｏｎ．”Ｐｒｏび，ｏｆ６ｔｈＩＣＣＬ，Ｏｔｔａｗａ，
Ｊｕｌ．１９７６（ｉｎＥｎｇｌｉｓｈ）
（９）Ｊ．Ｔｓｕｉｉｉ．”ＰｒｏｂｌｅｍＳｏｌｖｉｎｇＴｅｃｈｎｉｑｕｅｓｉｎＲｏｂｏｔｉｃｓ，”Ｓｐｅｃｉａｌ
工ｓｓｕｅｆｏｒＲｏｂｏｔ．Ｂｉ七，Ｊｕｌ．１９７６（ｉｎＪａｐａｎｅｓｅ）
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（１４）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｌｌ，”ＤｅｄｕｃｔｉｖｅＱｕｅｓｔｉｏｎ－ＡｎｓｗｅｒｉｎｇＳｙｓｔｅｍ，”
？‘２ｃｈれｉｃａｌＲｅｐｏｒｔｏｆｔｈｅＰｒｏｆｅｓｓｉｏれαＺＧｒｏｕｐｏｎＡｕｔｏｍａｔａａれｄ
Ｌａｎｇｕａｇｅｏｆ工ＥＣＥＪａｐａれｊＡＬ７２－１１８，Ｊａｎ．１９７３
（１５）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｌｉ，”ＡＤｅｄｕｃｔｉｖｅＱｕｅｓｔｉｏｎ－ＡｎｓｗｅｒｉｎｇＳｙｓｔｅｍ，”
ＮａｔもｏｎａｌＣｏｎｖｅれｔｉ－ｏｎＲｅｃｏｒｄｏｆ工ＥＣＥＪａｐａｎ，ｌ＾ａｙ１９７３
（１６）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｉｉ，”ＡＰｒｏｇｒａｍｍｉｎｇＬａｎｇｕａｇｅｆｏｒＮａｔｕｒａｌＬａｎｇ－
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ａｎｄＬａｎｇｕａｇｅｏｆ工ＥＣＥＪａｐａｎ，ΛＬ７３－７１，Ｊａｎ．１９７４
（１７）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｊｉｉａｎｄＫ．Ｎａｋａｍｕｒａ，”ＡｎａｌｙｓｉｓｏｆＪａｐａｎｅｓｅＳｅｎ－
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ｓｉｏＴ゛１Ｇ゛ｏ叩ｏｎＣｏｍｐｕｔａｔｉｏｎａｌＬｉｎｇｕｉｓｔｉｃｓｏｆＩＰＳＪｃｃｐａｎ
＾ＣＬ４－］．，
Ｍａｙ１９７４
（１８）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｊｉｉａｎｄＫ．Ｔａｎａｋａ，”ＣｏｎｔｅｘｔｕａｌＡｎａｌｙｓｉｓｆｏｒａ
ＮｏｕｎＰｈｒａｓｅ，”ｎａｔｉｏｎａｌＣｏｎｖｅｎｔｉｏｎＲｅｃｏｒｄｏｆＩＰＳＪａｐａｎ
３Ｄｅｃ．１９７４
（１９）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕ．ｉｌｉ，”ＮａｔｕｒａｌＬａｎｇｕａｇｅＡｎａｌｙｓｉｓａｎｄＱｕｅｓｔｉｏｎ－
ＡｎｓｗｅｒｉｎｇＳｙｓｔｅｍｓ，”：１９７５Ｊｏそれ七ＣｏれｍｅｎｔｉｏｎＲｅｃｏｒｄｏｆＰｏｔｔｒｌｎ８七ｉ－
ｔｕｔｅｓｏｆＥｌｅｃｔｒｉｃａｌＥｎｇｉｎｅｅｒｓｏｆＪａｐａｎ，Ｓｅｐｔ．１９７５
（２０）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｉｉｉａｎｄＫ．Ｔａｎａｋａ，”ＡｎａｌｙｓｉｓｏｆＩｎｐｕｔＳｅｎｔｅｎｃｅｓ
ｉｎａＱｕｅｓｔｉｏｎ－ＡｎｓｗｅｒｉｎｇＳｙｓｔｅｍ，”ＮａｔｉｏｎａｌＣｏれりｅｎｔｉｏｎＲｅｃｏｒｄｏｆ
ＩＰＳＪａｐａｎ，Ｎｏｖ．１９７５
（２１）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｊｉｉａｎｄＫ．Ｔａｎａｋａ，”Ｑｕｅｓｔｉｏｎ－ＡｎｓｗｅｒｉｎｇＳｙｓｔｅｍａｎｄ
ｔｈｅＡｎａｌｙｓｉｓｏｆｔｈｅＩｎｐｕｔＳｅｎｔｅｎｃｅｓ，”Ｔｅｃｈれぞびα乙７？ｅｐｏｒｔ・が’ｔｈｅ
Ｐｒｏｆｅｓｓｉｏれａ１ＧｒｏｕｐｏｎＡｕｔｏｍａｔａａｎｄＬａｎｇｕａｇｅｏｆＩＥＣＥＪａｐａｎ，ＡＬ７５－
５１，Ｎｏｖ．１９７５
（２２）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｉｉ，”ＳｕｒｖｅｙｏｆＣｕｒｒｅｎｔＣｏｍｐｕｔａｔｉｏｎａｌＬｉｎｇｕｉｓ－
ｔｉｃｓ，”Ｔｅｃｈれｏ－ｅａｌＲｅｐｏｒｔｏｆｔｈｅＰｒｏｆｅｓｓｉｏれａ１ＧｖｏｕｐｏｎＣｏｒｎｐｕｔａｔｉｏｎａｔ
Ｌｉｎｇｕｉｓｔｉｃｓｏｆ工ＰＳＪａｐｅ：２ｎｊＣＬ７－１，Ｓｅｐｔ．１９７６
（２３）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｊＩｉａｎｄＡ．Ｔｅｒａｄａ，”ＩｎｔｅｒｎａｌＤａｔａＲｅｐｒｅｓｅｎｔａｔｉｏｎ
ｏｆａＱｕｅｓｔｉｏｎ－ＡｎｓｗｅｒｉｎｇＳｙｓｔｅｍ，”ＴｅｃｈｎｉｃａｌＲｅｐｏｒｔｏｆｔｈｅＰｒｏｆｅｓ－
ｓｉｏｎａｌＧｖｏｕｖｏｎＡ１
Ｏｃｔ．１９７６
（２４）Ｍ．Ｎａｇａｏ，Ｊ．Ｔｓｕｊｉｉ，Ａ．ＹａｍａｇａｍｉａｎｄＳ．Ｔａｔｅｂｅ，”ＳｕｐｐｏｒｔＳｙｓｔｅｍ
ｆｏｒＮａｔｕｒａｌＬａｎｇｕａｇｅＰｒｏｃｅｓｓｉｎｇＩＩ，”Ｔｅａｈれｉａａｌｊ？ｇｐ（フＴｔｏｆｔｈｅ
ＰｒｏｆｅｓｓｉｏｎａｌＧｒｏｗｐｏｎＡｕｔｏｍａｔａａｎｄＬａｎｇｕａｇしｏｆＩＥＣＥＪａｐａｎ，ＡＬ７７－
２５，Ｊｕｌ．１９７７
（２５）Ｍ．Ｎａｇａｏ，Ｊ．Ｔｓｕｊｉｉ，Ａ．ＹａｍａｇａｍｉａｎｄＳ．Ｔａｔｅｂｅ，”ＤｉｃｔｉｏｎａｒｙＯｒｇａｎ－
ｉｚａｔ：ｉｏｎｆｏｒＭｏｒｐｈｏｌｏｇｉｃａｌＡｎａｌｙｓｉｓｏｆＪａｐａｎｅｓｅＷｒｉｔｔｅｎＴｅχｔｓ，”
ＮａｔｉｏｎａｌＣｏｎｖｅｎｔｉｏｎＲｅｃｏｒｄｏｆ工ＥＣＥＪａｐａｎ，Ａｕｇ．１９７７
（２６）Ｍ．Ｎａｇａｏ，Ｊ．Ｔｓｕｊｉｉ，Ａ．Ｙａｍａｇａｍｉ，Ｓ．ＴａｔｅｂｅａｎｄＭ．Ｈｏｄａ，”Ａｎａｌｙｓｉｓ
ｏｆＪａｐａｎｅｓｅＬｏｎｇＣｏｍｐｏｕｎｄｓ，”Ⅳα亡々ｍａｔＣｃフＭびｅｎｔｉｏれＲｅｃｏｒｄｏｆＩＥＣＥ
ＪａｐａれｉＡｕｇ．１９７７
（２７）Ｍ．Ｎａｇａｏ，Ｊ．Ｔｓｕｊｉｉ，Ａ．Ｙａｍａｇａｍｉ，Ｓ．ＴａｔｅｂｅａｎｄＭ．Ｈｏｄａ，”Ｍｏｒｐｈｏ－
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ｌｏｇｉｃａｌＡｎａｌｙｓｉｓｏｆＪａｐａｎｅｓｅＷｒｉｔｔｅｎＴｅｘｔｓ，”Ｎａｔもｏれａ１Ｃｏｎｏｅｎｔ’ｌｏｎ
Ｒｅｃｏｒｄｏｆ工ＥＣＥＪａｐａｒｉｉＡｕｇ．１９７７
（２８）Ｍ．ＮａｇａｏａｎｄＪ．Ｔｓｕｊｉｉ，”ＡｌｇｏｒｉｔｈｍｓｆｏｒＮａｔｕｒａｌＬａｎｇｕａｇｅＵｎｄｅｒ－
ｓｔａｎｄｉｎｇ．”１９７７ＪｏそれｔＣｏｎｖｅｎｔｉｏｎＲｅｃｏｒｄｏｆＦｏｕｒ工れ８ｔもｔｕｔｅｓｏｆ
ＥｌｅｃｔｒｉｃａｌＥれｇそれｅｅｒｓｏｆＪａｐａれ．Ｏｃｔ．１９７７
（２９）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｊＩｉａｎｄＡ．Ｔｅｒａｄａ，”ＥｘｐｒｅｓｓｉｖｅＰｏｗｅｒｏｆａＳｅｍａｎｔｉｃ
ＮｅｔｗｏｒｋａｎｄＰｒｏｂｌｅｍＳｏｌｖｉｎｇＴｅｃｈｎｉｑｕｅｓｂｙＵｓｉｎｇｉｔ，”Ｔｅｃｈれ■ｌｏａＺ
ＲｅｐｏｒｔｏｆｔｈｅＰｒｏｆｅｓｓｉｏｎａｌＧｒｏｕｐｏｎＡｕｔｏｍａｔａａｎｄＬａれｇｕａｇｅｏｆ
工ＥＣＥＪａｐａｎ，ｋＷｌ－ｈＺ，Ｏｃｔ．１９７７
（３０）Ｍ．Ｎａｇａｏ，Ｊ．ＴｓｕｊＩｉａｎｄＡ．Ｔｅｒａｄａ，”ＤｅｄｕｃｔｉｏｎＰｒｏｃｅｓｓＢａｓｅｄｏｎａ
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