To solve the problems of image precision loss and edge blur caused by SIRB (traditional improved ORB) algorithm when build multi-scale space using linear Gaussian pyramid, NORB (nonlinear scale space ORB) algorithm, which is based on the FED (Fast Explicit Diffusion) framework of nonlinear scale space structure, is proposed. Also, in order to overcome the limitation that after normalizing multi-scale space, there is a large number of repeatable (means multiple keypoints in the same image point) and unstable keypoints, the two-steps removing method is to put forward to filter the keypoints. Experimental results show that NORB exhibits scale invariance which is not possessed by the original ORB, effectively solves SIRB's problem of accuracy loss, and manages to remove the unstable keypoints and repeatable keypoints, greatly improving the matching accuracy. Compared with the ORB and SIRB, although NORB slightly increases the time consumption, it obtains a higher matching accuracy and retains the high speed of the ORB algorithm at the same time, therefore overall, the detection efficiency is superior to other algorithms.
Introduction
Image matching, which is the technique of identifying effective keypoints for the matching between two images and calculating the coordinate transformation relations, is widely applied in fields such as image fusion, target tracking and motion detection [1] [2] [3] . SIFT [4] [5] [6] and SURF [7] are the most classical algorithms in image matching field, which construct the scale space by using the Gaussian. These two algorithms can both achieve relatively high matching accuracy, but have drawbacks of relatively low speed and accuracy loss due to the blurring of object boundaries caused by linear Gaussian kernel. The ORB [8] algorithm, which is put forward Ethan Rublee etc., has a matching speed higher than SIFT and SURF by two and one order of magnitude when the matching performance is similar, showing high real-time performance. Therefore it has a good application prospect. How to avoid the loss of accuracy in the process of constructing scale space [9] , and retain a high real-time performance at the same time, is the key problem in image matching technology and its applications.
In Literature [10] , the best matching keypoints were screened out using RANSAC algorithm, false matching keypoints were successfully eliminated, and thus the precision of matching was improved. However, it failed to enhance the performance of the ORB algorithm itself; In Literature [11] , multi-scale ORB algorithm which uses the method of building SIFT scale space was put forward, overcoming the disadvantage that ORB matching does not have the scale invariance; Literature [12] raised the possibility of many other linear filter methods besides linear Gaussian filter, that can work to build scale space; In literature [13] , it is proposed that the nonlinear scale space built based on AOS [14] framework can successfully solve the problem of edge blurring. To overcome the limitations, such as the blurring of object boundaries and the loss of image accuracy, of the traditional improved SIRB based algorithm which uses linear Gaussian pyramid in building multi-scale space, we put forward ORB matching with nonlinear scale space [15] based on the FED framework; Also, in order to overcome the limitation that after normalizing multi-scale space, there is a large number of repeatable and unstable keypoints, the two-steps removing method is to put forward to filter the keypoints.
Related Works
This section gives a brief overview of the nonlinear diffusion filtering and fast explicit diffusion. Fast explicit diffusion framework is aimed to obtain low-computationally demanding features taking advantage of the benefits of nonlinear diffusion filtering.
Nonlinear Diffusion Filtering. Nonlinear diffusion filtering [16] sees the evolution of the luminance of an image through increasing scale levels as the divergence of a certain flow function, which can be described by nonlinear partial differential equations:
where div and ∇ are the divergence and gradient operators respectively, L is the luminance of an
c x y t is the conductivity function. By adjusting the conductivity function, it is possible to make the diffusion adaptive to the local image structure. t is the scale parameter. Larger values of t lead to simpler image representations. In anisotropic diffusion, the image gradient magnitude controls the diffusion at each scale level. Therefore, the conductivity function c is defined as:
where the function L σ ∇ is the gradient of the Gaussian smoothed version of the original image L . There are several conductivity functions that are possible to be used for g, but the conductivity function 2 g promotes wide regions over smaller ones, which is used in AKAZE [17] :
where the parameter λ is the contrast factor that controls the level of diffusion. It determines which edges have to be enhanced or kept and which ones have to be deleted.
Fast Explicit Diffusion. FED schemes are inspired by a decomposition of box filters in terms of explicit schemes, in which iterated box filters approximate Gaussian kernels with good performance and are easy to accomplish [18] . The main idea of FED schemes is to divide explicit numerical iterative framework of diffusion equation into M outer cycles, and within each outer cycle, run n explicit diffusion steps with varying step sizes j τ . The iteration time step is defined as: 
where max τ is the maximal step size that does not violate the stability condition of the explicit scheme. The corresponding stopping time within one FED cycle is obtained as: 
Some of the step sizes may violate the stability conditions from Eq. (4). However, due to the similarity between the FED frame and box filter (which is always stable), we can still get the stable numerical solution at the end of a FED cycle even though the iteration step size may be far beyond the limitation of the explicit stability conditions. The discretization of Eq. (1) using an explicit scheme can be expressed in vector-matrix notation as:
A L is the image conductivity matrix, as the discretization version of conductivity function. 
(7) where I is the identity matrix. Considering the prior estimate
, a FED cycle with n variable step sizes j τ is obtained as: 
ORB with Nonlinear Scale Space
In this section we put forward a novel feature detection and description method. We use FED schemes for building a nonlinear scale space. To overcome the limitation that after normalizing the scale space, there is a large number of repeatable and unstable keypoints, the two-steps removing method is to put forward to filter the keypoints.
Building Nonlinear Scale Space. Traditional improved ORB algorithm uses linear Gaussian pyramid multi-scale decomposition to build scale space. However, this kind of linear decomposition will cause the loss of accuracy, blurring of the image edge, and loss of details. In order to solve this problem, we build ORB with nonlinear scale space based on the FED framework.
Similar to SIFT in the construction of the nonlinear scale space, scale level increases in accordance to the logarithmic. There are O octaves, each octave has S layers. Different octaves and layers are marked with serial numbers o and s respectively. The relationship between them and the scale parameter σ is shown in the equation below:
where [ ]
, M is the total number of images that go through the filter. Since the nonlinear diffusion filter is based on the scale of time, therefore scale parameters i σ with the unit of pixel is transformed to the unit of time as shown below:
where i t is called evolutionary time. For each input image, Gaussian filter is firstly applied, then the gradient histogram of the image is calculated. The contrast factor λ is set as 70% of the gradient histogram. In the case of 2D images, since the image derivative is a pixel grid size, the maximal step size max t is 0.25 without violating stable conditions. Given an input image 0 L , the contrast factor λ , the maximal step size max τ and a sequence of evolutionary time i t , all smoothed images can be acquired using nonlinear scale space based on the FED framework by the following steps:
Step1:
Step2: Set one FED outer cycle time The first row of Fig. 1 shows the results of building nonlinear scale space using nonlinear diffusion. The evolution increases gradually and the soothing degree becomes higher form left to right. The second row shows the results of constructing linear scale space by convolving the original image with a Gaussian kernel of increasing standard deviation. Similarly, the evolution increases gradually and the soothing degree becomes higher form left to right.) The evolution time of the nonlinear scale space and Gaussian scale space is the same in each column. As demonstrated clearly in Fig. 1 , Gaussian filtering causes loss of precision, blurring of the image edge and loss of details, while nonlinear filtering can reserve details such as image edges.
Feature Detection. In traditional improved ORB algorithm, features are extracted by detecting the ORB keypoints of interest separately in each layer from the multi-scale pyramid images, maintaining a good scale invariance. However, when describing feature keypoints, features extracted from each layer need to be normalized to the original image space, resulting in a large number of repeatable keypoints and some uncertain keypoints, and thus reducing the accuracy of image matching.
Aiming to solve these problems and speed up the feature detection at the same time, improvements are made though the following 2 steps, as shown in Fig. 2: (1) Deletion of unstable keypoints within each dimension. Compare Harris [19] response value of each point with that of eight adjacent keypoints of the same scale, if the response values of the point is not the biggest, remove it. Non-maximum keypoints are removed through this step; (2) Deletion of unstable keypoints and repeatable keypoints within adjacent scale. Compare Harris response value of each feature point with the value of 9 2 × keypoints within adjacent scale, if the response values of the point is not the biggest, remove it. Repeatable keypoints and unstable keypoints are removed through this step. Feature Description. Feature description is established based on the structure of the original ORB algorithm: randomly select several 5 5 × pixel blocks in the adjacent field of the point with 31 31 × pixels, compare the pixel blocks using integral image, calculate the binary string as the initial description of the keypoints. This method can effectively reduce the interference of random noise. To achieve rotation invariance, add direction information to BRIEF, use greedy search method at the same time. Extract the first 256 pairs of features with lowest correlation and finally acquire the feature descriptor rBRIEF of NORB.
Process of NORB Algorithm. Aiming at improving on the problems of traditional improving ORB method, which are precision loss of linear decomposition and the appearance of unstable and repeatable keypoints, we put forward NORB algorithm to improve the performance of matching and meanwhile ensure fast computation. Steps of NORB algorithm are as follows:
Step 1: Build nonlinear scale space using the FED structure.
Step 2: Eliminate repeatable and unstable keypoints to achieve the features with scale invariance.
Step 3: Build NORB feature descriptor.
Step 4: Match the keypoints through comparing the hamming distance.
Experimental Results
We use the standard dataset from Mikolajczyk [20] to evaluate the performance of detector, we compare NORB algorithm with original ORB and traditional SIRB algorithm. The dataset contains 8 groups, and each group contains six high resolution images with different geometric and photometric transformations such as image blur, lighting, viewpoint, zoom, rotation and JPEG compression, as shown in Fig. 3 . In addition, the ground truth homographies are also available for every image transformation with respect to the first image of every sequence. Using the dataset is a good way to test the performance of feature detection algorithm. Experimental environment: Visio Studio 2013 + OpenCV3.0, equipment configuration: 2.00 GHz, dual processor, 32G installed memory. We also show in Fig. 4 an example of images with matched keypoints. The number of keypoints in both images is approximately the same, but with the proposed algorithm the number of matches is much higher. Detection Precision Experiments. Precision [21] is defined as the ratio of the number of correct matching keypoints and that of matching keypoints. The larger the ratio is, the better the performance. Using various matching methods, the results of precision of different data sets with different geometric and photometric transformations such as blur and viewpoint are shown in Fig. 5 . The experimental results show that the NORB algorithm has stronger adaptability for the datasets with blur, lighting, viewpoint, zoom, rotation and JPEG compression and the performance is better. Also, when the degree of transformation increases, the matching performance is reduced. As for the change of illumination, the precision of NORB algorithm and that of two other are similar, thus the performance is not enhanced. Detection Matching Rate Experiments. Matching rate [22] is defined as the ratio of the number of correct matching keypoints and the number of extracted keypoints. The larger the ratio is, the better the performance. Using various matching methods, results of matching rate of different data sets with different geometric and photometric transformations such as blur, viewpoint are shown in Fig. 6 . The experimental results show that the NORB algorithm has stronger adaptability of matching rate for the datasets with blur, viewpoint, zoom, rotation and JPEG compression and the performance is better. Also, when the degree of transformation increases, the matching performance is reduced. As for the change of illumination, the matching rate of NORB algorithm is a little lower than that of the others, thus the performance is not enhanced. Detection Time Experiments. Minimizing the time of the combined detection and description is crucial for the algorithm to be realized in real-time.) Using the same local feature detection algorithm, the numbers of extracted features for different images are different, and so is the time cost. Using different local feature detection algorithms, the numbers of extracted features for the same image are different, and so is the corresponding time cost. The NORB algorithm adopts the same way of feature detection and description as the ORB and SIRB, and compared with the ORB and SIRB, the main improvement of NORB algorithm is to build nonlinear scale space, and the costing time is listed. As shown in Table 1 , the average is 63ms. The experimental results show that NORB algorithm obtains higher matching accuracy at the cost of a slightly increase in the time consumption. 1st  74  92  70  80  80  56  95  63  2nd  87  74  58  63  54  74  69  54  3rd  65  71  79  58  62  48  67  50  4th  68  72  77  63  62  49  85  52  5th  74  86  81  99  64  43  79  90  6th  79  70  56  66  56  57  65  46 Timing Evaluation. The comparison of the time cost of NORB matching algorithm and other feature detection and description algorithms is shown in Fig. 7 . The experimental results show that compared with SIRB and ORB, although the total time consumption of NORB features detection algorithm increases, it exhibits the scale invariance which is not possessed by the original ORB and effectively solves SIRB's problem of precision loss. Thus, the matching accuracy is significantly improved. NORB retained the high speed of the ORB algorithm, compared to SIFT and SURF algorithm, it has a better real-time performance. We also show in Fig. 8 an example of tracking deformable object with scale, location and rotation changing by using the proposed algorithm. The sequence's size is 1224 1024 × pixels. Because of temporal context, we set a search widow with 400 400 × pixels, and achieve the tracking rate of 36fps. 
Conclusion
To solve the problems that algorithm based on traditional improved SIRB spoils accuracy and to overcome the limitation that after normalizing the scale space, there is a large number of repeatable and unstable keypoints, we put forward NORB algorithm. The results of the experiment based on the datasets with different geometric and photometric transformations such as image blur, lighting, viewpoint, zoom, rotation and JPEG compression show that: NORB algorithm significantly improves the precision and matching rate except for under the condition of light changes, and at the same time, it retains the high speed of ORB algorithm. The main possible reason why the NORB did not improve the performance under the condition of light changes is that the construction of nonlinear scale space is sensitive to light. We will conducted further research in the future.
