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resumo 
 
 
Neste trabalho são abordados vários aspectos relacionados com a dispersão  
dos modos de polarização em fibras ópticas. 
São apresentados os principais mecanismos de birrefringência em fibras 
ópticas responsáveis pelo aparecimento da dispersão dos modos de 
polarização. Apresenta-se também uma descrição matemática deste efeito 
através da definição dos vectores dispersão dos modos de polarização de 
primeira e segunda ordens. São também apresentadas as funções densidade 
de probabilidade das principais grandezas que caracterizam a dispersão dos 
modos de polarização. 
É feito um estudo aprofundado do controlo da polarização, derivando-se uma 
expressão para o ângulo de cada uma das lâminas de atraso do controlador 
de polarização baseado no enrolamento de fibra, por forma a transformar um 
estado de polarização inicial arbitrário num estado de polarização final 
especificado. Desenvolve-se também um modelo teórico para a evolução do 
estado de polarização quando vários controladores deste tipo são 
concatenados, com as orientações das lâminas aleatórias e independentes. 
Verifica-se que com o aumento do número de controladores o espalhamento 
do estado de polarização converge rapidamente para um espalhamento 
uniforme da polarização na esfera de Poincaré. 
Faz-se também uma comparação entre os principais tipos de emuladores da 
dispersão dos modos de polarização. O modelo para o espalhamento 
uniforme da polarização é usado para projectar um novo emulador da 
dispersão dos modos de polarização composto por secções de fibra que 
mantêm a polarização, entre as quais é feito o espalhamento uniforme da 
polarização. Mostra-se que, usando controladores de polarização para fazer o 
espalhamento da polarização, é possível emular correctamente a dispersão 
dos modos de polarização de primeira e segunda ordens. 
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abstract 
 
This thesis deals with several topics related to the polarization mode 
dispersion in optical fibers. 
The birefringence mechanisms that are behind the polarization mode 
dispersion are discussed. A mathematical description of polarization mode 
dispersion through the definition of first and second-order polarization mode 
dispersion vectors is presented. The probability density functions of the most 
important quantities of polarization mode dispersion vectors are also 
presented. 
We perform a deep analysis of polarization control, where we present a 
method to deterministically calculate the fiber-coil based polarization controller 
configuration of each wave plate, in order to transform between an arbitrary 
input state of polarization and a specified output state of polarization. We also 
present an analytical model capable of describing the state of polarization 
evolution resulting from the concatenation of several fiber-coil based 
polarization controllers, assuming random an independent orientation for each 
wave plate. The results show that as the number of polarization controllers 
increases the distribution of the polarization over the Poincaré sphere tends to 
a uniform scattering. 
A comparison between the different polarization mode dispersion emulators is 
presented. Finally we use our analytical model of uniform polarization 
scattering to design a new polarization mode dispersion emulator, consisting in 
the concatenation of several polarization maintaining fiber sections and 
performing a uniform scattering of polarization between each adjacent fiber 
sections. We show that using polarization controllers to uniform scatter the 
polarization between sections first and second-order polarization mode 
dispersion is well emulated. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 “Imagination is more important than knowledge. 
Knowledge is limited. 
Imagination encircles the world.” 
 
Albert Einstein 
1879 - 1955 
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Evoluc¸a˜o dos sistemas de transmissa˜o por fibras
o´pticas
O crescente nu´mero de servic¸os de telecomunicac¸o˜es dispon´ıveis e em especial a mas-
sificac¸a˜o do acesso a` Internet teˆm exercido, nos u´ltimos anos, uma enorme pressa˜o no
sentido de aumentar a capacidade das redes de telecomunicac¸o˜es. Neste contexto, os
sistemas de comunicac¸o˜es o´pticos assumem um papel de relevo sendo mesmo os princi-
pais responsa´veis pela elevada capacidade de transporte de informac¸a˜o dispon´ıvel nos
dias de hoje.
As capacidades apresentadas actualmente pelos sistemas resultam de uma extra-
ordina´ria e cont´ınua evoluc¸a˜o dos sistemas de comunicac¸a˜o o´pticos ao longo dos u´ltimos
trinta anos [Agrawal97]. Desde logo, nos anos 80, a utilizac¸a˜o de lasers multimodo de
Arsenieto de Ga´lio a emitirem na regia˜o espectral em torno dos 800 nm, que permiti-
ram a transmissa˜o de informac¸a˜o ate´ distaˆncias de 20 km. A principal limitac¸a˜o nessa
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altura, a dispersa˜o intermodal, viria a ser superada pela produc¸a˜o de novas fibras mo-
nomodo, ja´ com novos lasers semicondutores a emitir no comprimento de onda pro´ximo
dos 1300 nm. A fibra nesta regia˜o do espectro apresentava uma atenuac¸a˜o ainda ele-
vada tendo-se passado a usar a janela dos 1550 nm, numa altura em que surgiram
tambe´m os lasers semicondutores monomodo. O pro´ximo grande passo foi conseguido
atrave´s de amplificadores o´pticos de fibra dopada com E´rbio. A amplificac¸a˜o do sinal
o´ptico sem a necessidade de passar pelo domı´nio ele´ctrico permitiu o surgimento de
sistemas de longa distaˆncia completamente o´pticos. Mais recentemente, a utilizac¸a˜o de
sistemas com mu´ltiplos canais (WDM - Wavelength Division Multiplexing) permitiu
incrementar de forma significativa a capacidade de transporte. Consequentemente, os
principais obsta´culos estavam ligados a` dispersa˜o croma´tica, ja´ parcialmente resolvida
com o uso de dispositivos compensadores, e a`s na˜o linearidades da fibra.
Os avanc¸os conseguidos foram de facto nota´veis mas, dado o constante aumento
de tra´fego de informac¸a˜o, as actuais capacidades das redes sa˜o ja´ insuficientes e ne-
cessitam obrigatoriamente de ser aumentadas. No entanto, para taxas de transmissa˜o
iguais ou superiores a 40 Gb/s, os sistemas o´pticos deparam-se com um novo tipo de
dispersa˜o, a dispersa˜o dos modos de polarizac¸a˜o (PMD - Polarization Mode Dispersion)
[Willner04, Damask05].
A PMD tem a sua origem na birrefringeˆncia o´ptica e esta´ assim relacionada
com as fibras ou componentes onde a propagac¸a˜o da poteˆncia o´ptica se faz atrave´s
de dois modos polarizados ortogonalmente que apresentam velocidades de propagac¸a˜o
ligeiramente diferentes. Este efeito e´ mais considera´vel nas fibras o´pticas, dada a
sua extensa˜o. A birrefringeˆncia em fibras monomodo tem a sua origem na quebra
da simetria circular do nu´cleo. Essa perda de simetria pode resultar, essencialmente,
ou de uma geometria na˜o circular do nu´cleo ou de outros mecanismos associados a
anisotropias do material, como sa˜o o caso de tenso˜es na˜o sime´tricas a que a fibra
esta´ sujeita. De referir que nos sistemas ja´ instalados existem va´rios feno´menos que
contribuem para o aparecimento deste tipo de birrefringeˆncia: o vento e as variac¸o˜es
de temperatura no caso das fibras ae´reas; as variac¸o˜es de pressa˜o no caso das fibras
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que se encontram no subsolo.
A PMD revela-se assim um se´rio constrangimento para sistemas a operarem a
elevados de´bitos, induzindo um alargamento e distorc¸a˜o dos impulsos e, consequente-
mente, uma degradac¸a˜o do desempenho dos sistemas [Kogelnik02].
Ao contra´rio da dispersa˜o croma´tica, a PMD varia estocasticamente no tempo, no
espac¸o e na frequeˆncia, tornando particularmente dif´ıceis a sua caracterizac¸a˜o, medida
e controlo. Assim, o completo conhecimento das suas caracter´ısticas e´ essencial para
que a implementac¸a˜o de sistemas a de´bitos mais elevados seja poss´ıvel. Este e´, pois,
um dos principais objectivos deste trabalho.
1.2 Estrutura da dissertac¸a˜o
Este trabalho encontra-se organizado em sete cap´ıtulos.
Cap´ıtulo 1: apresenta-se de forma sucinta a evoluc¸a˜o dos sistemas o´pticos de comu-
nicac¸a˜o nas u´ltimas de´cadas. Apresenta-se tambe´m o problema da dispersa˜o dos
modos de polarizac¸a˜o. Por fim, descreve-se a forma como esta´ organizado este
trabalho, apresentando-se tambe´m as principais contribuic¸o˜es dele resultantes.
Cap´ıtulo 2: faz-se uma introduc¸a˜o aos efeitos da polarizac¸a˜o em fibras o´pticas. Sa˜o
apresentados os principais mecanismos que esta˜o na origem da birrefringeˆncia.
Faz-se uma abordagem ao comportamento da PMD nos regimes de curta e longa
distaˆncias.
Cap´ıtulo 3: faz-se uma descric¸a˜o matema´tica da PMD, definindo os vectores PMD de
primeira e segunda ordens. E´ tambe´m abordada a sua evoluc¸a˜o destes vectores
do ponto de vista espacial.
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Cap´ıtulo 4: apresentam-se modelos para a birrefringeˆncia aleato´ria presente nas fibras
o´pticas, a partir dos quais sa˜o derivadas as principais func¸o˜es de densidade de
probabilidade dos vectores PMD de primeira e segunda ordens. Apresenta-se
tambe´m a func¸a˜o de autocorrelac¸a˜o do vector PMD no domı´nio da frequeˆncia.
Cap´ıtulo 5: faz-se uma apresentac¸a˜o dos va´rios tipos de controladores de polarizac¸a˜o
existentes e a forma como estes podem ser usados para o espalhamento uniforme
da polarizac¸a˜o. Faz-se tambe´m uma ana´lise particular de um controlador de
polarizac¸a˜o constitu´ıdo por treˆs laˆminas de atraso, baseadas na auto induc¸a˜o
de birrefringeˆncia por flexa˜o.E´ apresentando um modelo teo´rico para a evoluc¸a˜o
da uniformidade do espalhamento da polarizac¸a˜o a` medida que o nu´mero de
controladores concatenados aumenta.
Cap´ıtulo 6: faz-se uma caracterizac¸a˜o dos principais tipos de emuladores. Usam-
se os resultados obtidos no cap´ıtulo anterior para a simulac¸a˜o nume´rica de um
emulador de PMD com espalhamento uniforme da polarizac¸a˜o entre as secc¸o˜es
de fibra que manteˆm a polarizac¸a˜o (PMF - Polarization Maintaining Fibers).
Cap´ıtulo 7: apresentam-se e discutem-se os principais resultados obtidos neste tra-
balho. Sa˜o tambe´m apresentadas algumas sugesto˜es de trabalho futuro.
1.3 Principais contribuic¸o˜es
De uma forma geral, as principais contribuic¸o˜es do trabalho descrito nesta dissertac¸a˜o
prendem-se com o esforc¸o realizado no sentido de contribuir para uma mais clara com-
preensa˜o do efeito da PMD. Especificamente:
• foi feita uma abordagem a` descric¸a˜o matema´tica da PMD. A partir da´ı mostraram-
se as principais propriedades deste efeito, nomeadamente o seu comportamento
estat´ıstico [Ferreira05, Muga05b];
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• foi apresentado um estudo aprofundado do controlo da polarizac¸a˜o atrave´s de um
tipo particular de controlador;
• foi abordada a questa˜o do espalhamento uniforme da polarizac¸a˜o, tendo sido
desenvolvido um modelo teo´rico para a evoluc¸a˜o deste espalhamento resultante
da concatenac¸a˜o de va´rios controladores de polarizac¸a˜o [Muga06b];
• foi feito um trabalho de caracterizac¸a˜o e comparac¸a˜o entre os diferentes tipos de
emuladores, tendo tambe´m sido demonstrada a aplicac¸a˜o do modelo referido no
ponto anterior aos emuladores com espalhamento uniforme da polarizac¸a˜o entre
secc¸o˜es de PMF [Muga05a, Muga06a].
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Cap´ıtulo 2
Efeitos da polarizac¸a˜o
2.1 Representac¸a˜o da polarizac¸a˜o
Uma vez que a polarizac¸a˜o dentro de uma fibra o´ptica e´ o conceito central neste tra-
balho, vamos passar a apresentar os dois principais formalismos usados para descrever
o estado de polarizac¸a˜o (SOP - State of Polarization), o formalismo de Jones e o for-
malismo de Stokes. Apresentaremos tambe´m a forma como as laˆminas de atraso sa˜o
representadas matematicamente nestes dois formalismos.
2.1.1 Formalismo de Jones
O formalismo de Jones permite representar a polarizac¸a˜o de uma forma bastante sim-
ples fazendo uso do pro´prio vector campo ele´ctrico. Para uma dada posic¸a˜o z na fibra o
campo ele´ctrico, para luz completamente polarizada, pode ser representado na seguinte
7
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expressa˜o [Agrawal97],
−→
E (x, y, z, t) = < [Ax(z, t)Fx(x, y)e(iβavz−iω0t)xˆ+ Ay(z, t)Fy(x, y)e(iβavz−iω0t)yˆ] ,
(2.1.1)
em que < indica a parte real do argumento, ω0 e´ a frequeˆncia da portadora, t e´ o
tempo, βav e´ a constante de propagac¸a˜o me´dia, Fx(x, y) e Fy(x, y) sa˜o as distribuic¸o˜es
dos modos ortogonais, respectivamente orientados segundo os eixos x e y, e Ax(z, t) e
Ay(z, t) sa˜o as amplitudes complexas do campo. Fx e Fy sa˜o normalizadas por forma
a que a poteˆncia o´ptica do campo ele´ctrico seja dada por |Ax|2+ |Ay|2. O ket de Jones
pode ser escrito a` custa das amplitudes complexas Ax e Ay [Hecht87],
|J〉 =
[
sx
sy
]
=
1√
|Ax|2 + |Ay|2
[
Ax
Ay
]
. (2.1.2)
A polarizac¸a˜o, no espac¸o de Jones, fica assim completamente definida uma vez conhe-
cidos sx e sy . O bra 〈J | indica o correspondente complexo conjugado, o vector linha
de Jones, 〈J | = [s∗x, s∗y]. Por definic¸a˜o, equac¸a˜o (2.1.2), |J〉 esta´ normalizado, isto e´,
〈J |J〉 = 1. De referir que neste formalismo so´ e´ poss´ıvel representar luz completa-
mente polarizada. No entanto, resulta fa´cil perceber quais as alterac¸o˜es verificadas na
polarizac¸a˜o uma vez que sa˜o usadas as coordenadas do laborato´rio.
No espac¸o de Jones, a transformac¸a˜o do SOP quando a luz atravessa um elemento
o´ptico pode ser representada por uma matriz 2×2, U, vulgarmente chamada de matriz
de Jones.
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2.1.2 Formalismo de Stokes
O formalismo de Stokes e´ uma alternativa ao formalismo anterior e tem como princi-
pal vantagem o facto de permitir representar tanto a luz polarizada como a luz na˜o
polarizada. Uma outra vantagem e´ fazer uso de quatro paraˆmetros na˜o complexos,
os chamados paraˆmetros de Stokes, S0, S1, S2 e S3, com significado f´ısico real: S0 e´ a
poteˆncia o´ptica total; S1 e´ diferenc¸a entre a poteˆncia o´ptica que passa por um polariza-
dor linear horizontal e um polarizador linear vertical; S2 e´ a diferenc¸a entre a poteˆncia
o´ptica que passa por um polarizador linear colocado a +45◦ e um polarizador linear
colocado a −45◦; S3 e´ a diferenc¸a entre a poteˆncia o´ptica que passa por um polariza-
dor circular direito e um polarizador circular esquerdo. No caso de luz completamente
polarizada, os paraˆmetros S0, S1, S2 e S3 podem ser relacionados com as amplitudes
Ax e Ay atrave´s das seguintes expresso˜es [Bohren98],
S0 = AxA
∗
x + AyA
∗
y (2.1.3)
S1 = AxA
∗
x − AyA∗y (2.1.4)
S2 = AxA
∗
y + A
∗
xAy (2.1.5)
S3 = i(A
∗
xAy − AxA∗y). (2.1.6)
Atrave´s destes quatro paraˆmetros e´ poss´ıvel definir o vector de Stokes, sˆ = [s1, s2, s3]
T (1),
em que T indica a transposta, como sendo um vector unita´rio cuja orientac¸a˜o define o
estado de polarizac¸a˜o e onde s1, s2 e s3 sa˜o os treˆs u´ltimos paraˆmetros de Stokes nor-
malizados, isto e´, si = Si/S0. O espac¸o de Stokes e o espac¸o de Jones podem tambe´m
ser relacionados de uma forma mais compacta usando o formalismo de spin de Pauli
(1)A notac¸a˜o usada neste trabalho para referir uma polarizac¸a˜o a` entrada e sa´ıda de um troc¸o de
fibra e´, respectivamente, |s〉 (espac¸o de Jones) e sˆ (espac¸o de Stokes) e |t〉 (espac¸o de Jones) e tˆ (espac¸o
de Stokes). No entanto, a primeira notac¸a˜o e´ tambe´m usada quando nos estamos a referir a um ponto
gene´rico dentro da fibra.
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[Gordon00]. As matrizes spin de Pauli sa˜o definidas da seguinte forma,
σ1 =
[
1 0
0 −1
]
, σ2 =
[
0 1
1 0
]
e σ3 =
[
0 i
−i 0
]
. (2.1.7)
A partir destas e´ poss´ıvel escrever cada uma das componentes si do vector de Stokes
em func¸a˜o do ket de Jones, do seguinte modo,
si = 〈J | σi |J〉. (2.1.8)
Se se definir o vector spin de Pauli no espac¸o de Stokes como ~σ = σ1eˆ1 + σ2eˆ2 + σ3eˆ3,
onde eˆi sa˜o os vectores unita´rios, enta˜o o vector de Stokes pode ser simplesmente escrito
como
sˆ = 〈J |~σ|J〉. (2.1.9)
Poincare´ demonstrou que os vectores que representam, no espac¸o de Stokes, todos
os estados poss´ıveis de polarizac¸a˜o formam uma esfera unita´ria, ver Fig. 2.1. Esta e´ a
esfera de Poincare´ que representa de forma un´ıvoca cada um dos estados de polarizac¸a˜o
poss´ıveis. As polarizac¸o˜es lineares sa˜o representadas ao longo do equador, enquanto que
as polarizac¸o˜es circulares sa˜o representadas nos po´los (circular direita no po´lo Norte e
circular esquerda no po´lo Sul). As polarizac¸o˜es el´ıpticas direitas sa˜o representadas no
hemisfe´rio Norte da esfera e as el´ıpticas esquerdas no hemisfe´rio Sul. O paraˆmetro de
elipticidade elipticidade, ², esta´ relacionado com o paraˆmetro s3 atrave´s da expressa˜o
[LeRoy97, Bohren98]
sin 2² = s3, (2.1.10)
10
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Figura 2.1: Esfera de Poincare´: (H) - polarizac¸a˜o linear horizontal; (V) - polarizac¸a˜o
linear vertical; (+45) - polarizac¸a˜o linear a +45◦; (−45) - polarizac¸a˜o linear a −45◦;
(RC) - polarizac¸a˜o circular direita; (LC) - polarizac¸a˜o circular esquerda.
tomando valores entre −pi/4 (po´lo Sul) e pi/4 (po´lo Norte). A` medida que os vectores
de Stokes se aproximam do equador o paraˆmetro de elipticidade tende obviamente para
zero.
No formalismo de Stokes, assumindo que na˜o existe atenuac¸a˜o, os elementos
o´pticos sa˜o representados por uma matriz 3× 3, designada por matriz de rotac¸a˜o, M,
cujos elementos, ao contra´rio do que acontece com as matrizes de Jones, sa˜o reais. As
matrizes de Jones, U, podem ser transformadas nas matrizes de rotac¸a˜o atrave´s da
seguinte expressa˜o [LeRoy97],
mij =
1
2
Tr(UσjU
†σi), (2.1.11)
onde mij sa˜o os nove elementos da matriz de rotac¸a˜o e † representa a matriz transposta
conjugada.
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2.1.3 Laˆminas de atraso
De uma forma geral, quando um feixe de luz polarizada atravessa um elemento o´ptico o
seu SOP e´ alterado. No caso particular das laˆminas de atraso, estas sa˜o especificamente
constru´ıdas para induzir uma determinada diferenc¸a de fase entre as duas componentes
ortogonais do campo ele´ctrico. O exemplo mais simples de uma laˆmina de atraso e´ um
cristal birrefringente com o eixo o´ptico orientado paralelamente a`s faces de incideˆncia
e emergeˆncia e com espessura correcta por forma a induzir um determinado atraso de
fase.
A diferenc¸a de caminhos o´pticos, Λ, de um feixe de luz, polarizado segundo um
e outro eixo, quando atravessa um meio birrefringente de espessura d e´
Λ = d |n0 − ne| , (2.1.12)
em que no e ne sa˜o os ı´ndices de refracc¸a˜o ordina´rio e extraordina´rio, respectivamente.
O respectivo atraso de fase e´ dado por [Ferreira03],
∆ϕ = k0Λ =
2pi
λ0
d∆n, (2.1.13)
onde ∆n = |n0 − ne|, k0 e λ0 sa˜o o nu´mero de onda e comprimento de onda no vazio,
respectivamente. Para os valores particulares da diferenc¸a de caminhos o´pticos λ/4
e λ/2 tem-se, respectivamente, uma laˆmina de quarto comprimento de onda (QWP -
Quarter Wave Plate) e uma laˆmina de meio comprimento de onda (HWP - Half Wave
Plate). Resulta o´bvio da equac¸a˜o (2.1.13) que a diferenc¸a de fase induzida por uma
laˆmina de atraso e´ definida para uma determinada frequeˆncia. As laˆminas sa˜o assim
fabricadas para operarem num determinado intervalo de frequeˆncias.
No espac¸o de Jones as laˆminas de atraso sa˜o definidas pela seguinte matriz de
12
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Jones,
U =
[
ei∆ϕx 0
0 ei∆ϕy
]
, (2.1.14)
onde ∆ϕx e ∆ϕy sa˜o as variac¸o˜es de fase associadas aos eixos principais x e y. No caso
de se ter |∆ϕ| = |∆ϕy −∆ϕx| = pi/2 (QWP) a laˆmina de atraso e´ representada por
[Hecht87],
Uλ/4 = e
−ipi
4
[
1 0
0 i
]
, (2.1.15)
considerando o eixo ra´pido vertical (paralelo a y). Por outro lado, uma HWP, |∆ϕ| = pi,
e´ representada pela seguinte matriz,
Uλ/2 = e
−ipi
2
[
1 0
0 −1
]
. (2.1.16)
Usando a relac¸a˜o entre as matrizes de Jones e as matrizes de rotac¸a˜o, equac¸a˜o (2.1.11),
as matrizes (2.1.15) e (2.1.16) sa˜o, respectivamente, representadas no espac¸o de Stokes
pelas seguintes matrizes,
Mλ/4 =

1 0 0
0 0 −1
0 1 0
 , (2.1.17)
e
Mλ/2 =

1 0 0
0 −1 0
0 0 −1
 . (2.1.18)
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2.2 Mecanismos de birrefringeˆncia em fibras o´pticas
A birrefringeˆncia em fibras monomodo tem a sua origem na quebra da simetria circular
do nu´cleo. Essa perda de simetria pode resultar, essencialmente, ou de uma geometria
na˜o circular do nu´cleo ou de outros mecanismos associados a anisotropias do material
como sa˜o o caso de tenso˜es na˜o sime´tricas a que a fibra esta´ sujeita. Na pra´tica, o
normal e´ estes dois factores actuarem em conjunto.
Uma caracter´ıstica importante destes mecanismos diz respeito a` sua variac¸a˜o, ou
na˜o, no tempo. Os mecanismos que na˜o sofrem qualquer variac¸a˜o ao longo do tempo
sa˜o normalmente chamados de mecanismos intr´ınsecos. Por mecanismos intr´ınsecos
entendem-se todos os defeitos presentes na fibra, resultantes do processo de fabrico,
que na˜o sofrem alterac¸o˜es ao longo do tempo. Na Fig. 2.2(a) esta˜o representados
dois exemplos deste tipo de mecanismos: o primeiro resulta da geometria na˜o circular
do nu´cleo, birrefringeˆncia geome´trica, enquanto que o segundo resulta de uma distri-
buic¸a˜o na˜o homoge´nea das tenso˜es no interior da fibra, birrefringeˆncia causada por
tensa˜o. Por outro lado, existem mecanismos que podem variar no tempo, os meca-
nismos extr´ınsecos, que esta˜o associados a`s perturbac¸o˜es externas a que a fibra esta´
sujeita. Exemplos deste tipo de mecanismos esta˜o esquematicamente representados
na Fig. 2.2(b). Tenso˜es laterais, flexo˜es e torc¸o˜es na fibra sa˜o os principais exemplos
dos mecanismos que podem variar no tempo. Como foi referido na introduc¸a˜o deste
trabalho, nos sistemas instalados existem va´rios feno´menos que contribuem para o
aparecimento deste tipo de birrefringeˆncia nas fibras o´pticas: o vento e as variac¸o˜es de
temperatura no caso das fibras ae´reas; as variac¸o˜es de pressa˜o nas fibras que se encon-
tram no subsolo. O cara´cter aleato´rio destes feno´menos vai ter um papel importante
na definic¸a˜o da PMD como uma grandeza com propriedades estat´ısticas dependentes
do meio envolvente.
Estes dois tipos de mecanismos sa˜o geralmente considerados em simultaˆneo na
modelac¸a˜o da PMD. Como sera´ apresentado no cap´ıtulo 4, existem modelos onde a bir-
refringeˆncia e´ modelada como a soma de uma componente constante, considerando-se
14
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(a) mecanismos intr´ınsecos
(b) mecanismos extr´ınsecos
Figura 2.2: Principais mecanismos de birrefringeˆncia na fibra.
assim os mecanismos constantes no tempo, e de uma componente que varia aleatoria-
mente, considerando neste caso os mecanismos varia´veis no tempo.
2.3 Birrefringeˆncia e PMD: pequenos troc¸os de fi-
bra
A birrefringeˆncia de um elemento o´ptico e´ geralmente definida a` custa da diferenc¸a
entre as constantes de propagac¸a˜o do eixo ra´pido e do eixo lento [Poole97],
∆β =
ω∆n
c
, (2.3.1)
onde ω e´ a frequeˆncia o´ptica e c e´ a velocidade da luz. Contudo, em situac¸o˜es onde,
por exemplo, a orientac¸a˜o dos eixos birrefringentes varia ao longo do espac¸o a birre-
fringeˆncia so´ fica completamente caracterizada quando definida como uma grandeza
15
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vectorial. Assim, a birrefringeˆncia pode ser definida no espac¸o de Stokes como um
vector 3D [Wanner03, Gordon00, Eickhoff81],
~β = ∆βnˆ, (2.3.2)
em que ∆β e´ o mo´dulo da birrefringeˆncia e nˆ e´ um vector de Stokes que representa o
SOP polarizado segundo o eixo principal lento. De referir que o vector birrefringeˆncia
caracteriza apenas a birrefringeˆncia localmente (da´ı que seja muitas vezes chamado de
vector birrefringeˆncia local). As componentes β1 e β2 parametrizam a birrefringeˆncia
linear, enquanto que β3 parametriza a birrefringeˆncia el´ıptica. De referir que a bir-
refringeˆncia linear surge, por exemplo, quando sobre o nu´cleo da fibra actuam forc¸as
laterais, como esta´ esquematizado no exemplo da esquerda na Fig. 2.2(b). Para este
tipo de birrefringeˆncia o vector ~β esta´ sempre orientado segundo o equador da esfera de
Poincare´. Por outro lado, a birrefringeˆncia circular surge, por exemplo, quando a fibra
e´ sujeita a uma torc¸a˜o uniforme, como esta´ esquematizado no exemplo da direita na
Fig. 2.2(b). Neste caso o vector ~β aponta para um dos po´los da esfera de Poincare´. As
chamadas birrefringeˆncias el´ıpticas, representadas nos hemisfe´rios, podem ser escritas
a` custa das duas anteriores [Ulrich79a].
Para se perceber qual o efeito da birrefringeˆncia na evoluc¸a˜o do SOP imagine-
se, por exemplo, um sinal linearmente polarizado a +45◦. Se este sinal for lanc¸ado
num troc¸o de fibra com birrefringeˆncia constante e igual a ~β = [1, 0, 0]T o seu estado
de polarizac¸a˜o vai evoluir de forma c´ıclica ao longo da fibra [Poole86]: o SOP vai
evoluir do estado linear passando pelos estados el´ıptico, circular, el´ıptico, voltando
depois novamente a um estado linear a −45◦. Matematicamente esta variac¸a˜o do SOP
e´ descrita pela seguinte lei de rotac¸a˜o infinitesimal [Kogelnik02],
∂sˆ
∂z
= ~β × sˆ, (2.3.3)
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Figura 2.3: Representac¸a˜o na esfera de Poincare´ da evoluc¸a˜o espacial do SOP devido a`
birrefringeˆncia. A tracejado esta˜o representadas as evoluc¸o˜es de dois vectores de Stokes
iniciais com posic¸a˜o z na fibra: ~β - representa a birrefringeˆncia da fibra; sˆ1 - SOP linear
pro´ximo de um dos eixos principais e sˆ2 - SOP linear a +45
◦.
onde z e´ a distaˆncia, sˆ e´ o SOP e ~β e´ o vector birrefringeˆncia local. Esta equac¸a˜o sera´
apresentada com mais detalhe na secc¸a˜o 3.1.1.
Na Fig. 2.3 esta´ representado este efeito para o caso acima citado, em que um
SOP (z0) linear faz um aˆngulo de +45
◦, e um outro SOP (z0) linear pro´ximo do eixo
principal lento. Como se observa na figura o SOP a +45◦ (representado a azul), a`
medida que se avanc¸a na fibra, vai aumentando a sua elipticidade ate´ atingir um dos
po´los da esfera, isto e´, um SOP circular. A partir dessa posic¸a˜o a sua elipticidade
vai decrescendo ate´ atingir novamente um estado linear a −45◦. Este processo repete-
se novamente no outro hemisfe´rio ate´ que o SOP volta ao SOP inicial. No segundo
exemplo, representado a vermelho, observa-se que o SOP tambe´m evolui ciclicamente.
Contudo, neste caso o SOP passa por menos estados que o anterior no seu movimento
de rotac¸a˜o em torno do vector de birrefringeˆncia. Apo´s a ana´lise destes dois exemplos
resulta fa´cil perceber que se o SOP inicial tiver a mesma orientac¸a˜o que o vector de
17
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birrefringeˆncia, o seu estado de polarizac¸a˜o vai permanecer inalterado ao longo da
propagac¸a˜o.
A variac¸a˜o c´ıclica do SOP na esfera de Poincare´ acontece tambe´m no domı´nio
da frequeˆncia. Se o sinal for analisado num ponto fixo da fibra e a frequeˆncia do sinal
de entrada for continuamente variada o SOP do sinal nesse ponto vai tambe´m variar
de forma c´ıclica, atrave´s da rotac¸a˜o em torno de um determinado eixo. Como veremos
mais adiante, este eixo de rotac¸a˜o sera´ definido pelo vector PMD. A dependeˆncia do
SOP de sa´ıda na frequeˆncia do sinal a` entrada traduz o efeito da PMD no domı´nio
da frequeˆncia. A descric¸a˜o matema´tica da evoluc¸a˜o do SOP com a distaˆncia e com a
frequeˆncia sera´ aprofundada mais adiante na secc¸a˜o 3.1.1.
Dado o cara´cter c´ıclico da variac¸a˜o do SOP, para uma determinada diferenc¸a
entre ı´ndices de refracc¸a˜o, ∆n , e um determinado comprimento de onda, λ, e´ poss´ıvel
definir um comprimento de batimento, Lb = λ/∆n. Este comprimento e´ definido como
sendo a distaˆncia para a qual o atraso de fase acumulado entre os sinais propagados
num e noutro eixo atinge o valor de 2pi, ou a distaˆncia para a qual o vector de Stokes
que representa o SOP da´ uma volta completa na esfera de Poincare´. O valor t´ıpico
deste paraˆmetro, para fibras normais, e´ de ∼10 m [Galtarossa00] ao qual corresponde
uma diferenc¸a de ı´ndices de refracc¸a˜o de ∼10−7. Este e´ um valor muito pequeno quando
comparado com a diferenc¸a entre os ı´ndices de refracc¸a˜o do nu´cleo e da bainha da fibra,
∼10−3.
O efeito da PMD pode tambe´m ser analisado no domı´nio do tempo. Quando
um sinal se propaga num troc¸o de fibra de comprimento L, em que a birrefringeˆncia
e´ constante, existe uma diferenc¸a entre os tempos de chegada do sinal que se propaga
num e noutro eixo principal. Esse atraso temporal e´ definido como o atraso de grupo
diferencial (DGD - Differential Group Delay), ∆τ , e caracteriza o efeito da PMD no
domı´nio do tempo. O DGD por unidade de espac¸o percorrido e´ obtido a partir da
18
2.4. Birrefringeˆncia e PMD: longos troc¸os de fibra Universidade Aveiro
derivada em ordem a` frequeˆncia da birrefringeˆncia, equac¸a˜o (2.3.1) [Poole97],
∆τ
L
=
d∆β
dω
=
d
dω
∣∣∣∣∆nωc
∣∣∣∣ = ∆nc + ωc d∆ndω . (2.3.4)
Este valor, ∆τ/L, e´ chamado PMD de ”curtas distaˆncias” ou PMD ”intr´ınseca”, sendo
normalmente expresso em ps/km. Para curtas distaˆncias ou para distaˆncias de fibra em
que a birrefringeˆncia e´ constante o DGD apresenta assim uma dependeˆncia linear com
a distaˆncia. Na Fig. 2.4 esta´ representado um esquema do efeito da PMD no domı´nio
??
Z
PM
D
x
Y
Figura 2.4: Efeito da PMD no domı´nio da tempo para pequenas distaˆncias de fibra.
do tempo: quando um sinal e´ introduzido com igual poteˆncia segundo os dois eixos
principais, a birrefringeˆncia faz com que existam velocidades de grupo distintas em cada
um dos eixos e, ao fim de uma certa distaˆncia percorrida, os sinais va˜o encontrar-se
separados de um intervalo de tempo ∆τ .
2.4 Birrefringeˆncia e PMD: longos troc¸os de fibra
Para longas distaˆncias a birrefringeˆncia deixa de ser uniforme. Ao contra´rio do que
acontece para pequenas distaˆncias, onde o DGD e´ aditivo, isto e´, o atraso entre os
19
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Acoplamento
Figura 2.5: Acoplamento dos modos de polarizac¸a˜o.
sinais propagados em modos diferentes vai sendo acumulado ao longo da propagac¸a˜o,
para longas distaˆncias tanto a grandeza como a orientac¸a˜o da birrefringeˆncia evoluem
de forma aleato´ria ao longo da fibra. Na modelac¸a˜o da PMD e´ frequente usar-se um
sistema em que va´rios troc¸os de fibra, com o mo´dulo da birrefringeˆncia constante, sa˜o
ligados com os eixos birrefringentes de cada troc¸o orientados aleatoriamente. Nesta
configurac¸a˜o, sempre que num determinado troc¸o cada um dos sinais propagados no
eixo lento e no eixo ra´pido da˜o origem a dois novos sinais no troc¸o seguinte, existe um
acoplamento entre os modos de polarizac¸a˜o (ver Fig. 2.5). Devido a este acoplamento,
a birrefringeˆncia de cada um dos troc¸os pode ser tanto somada como subtra´ıda a`
birrefringeˆncia total, na˜o havendo neste caso uma acumulac¸a˜o linear com a distaˆncia
do DGD.
Se assumirmos que a birrefringeˆncia da fibra tem uma distribuic¸a˜o aleato´ria no
espac¸o, mas constante ao longo do tempo, o atraso entre os modos de polarizac¸a˜o vai
ser diferente para diferentes frequeˆncias do sinal inserido no in´ıcio da fibra. Como
sera´ demonstrado no cap´ıtulo 4, para frequeˆncias suficientemente espac¸adas, na˜o existe
correlac¸a˜o entre o valor do atraso e a frequeˆncia. No entanto, os valores de atraso
obtidos para diferentes frequeˆncias apresentam uma pdf descrita por uma Maxwelliana,
sendo que o valor me´dio da Maxwelliana aumenta com a raiz quadrada do comprimento
da fibra.
Apo´s saber-se que a PMD apresenta regimes distintos, para longas e curtas
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distaˆncias de fibras, e´ importante definir um paraˆmetro que determine em qual dos
regimes e´ que uma fibra com um dado comprimento se encontra. Esse paraˆmetro, lc, e´
chamado de comprimento de correlac¸a˜o [Poole97, Kogelnik02] sendo que, em alguma
literatura, e´ tambe´m usado o termo de comprimento de acoplamento [Kaminow81].
Assim, na definic¸a˜o fenomenolo´gica de que resulta lc, considera-se um conjunto
de fibras uniformemente birrefringentes, sobre as quais actuam em toda a sua extensa˜o
perturbac¸o˜es aleato´rias. Introduzindo uma polarizac¸a˜o linear segundo um dos eixos
principais de cada uma das fibras, a evoluc¸a˜o da polarizac¸a˜o com a distaˆncia sera´ dis-
tinta para cada uma das fibras consideradas. Numa primeira fase, a polarizac¸a˜o linear
vai prevalecer mas, para longas distaˆncias, vai comec¸ar a haver uma transfereˆncia de
poteˆncia para outros SOPs que na˜o o linear devido a`s perturbac¸o˜es aleato´rias existen-
tes. Para distaˆncias suficientemente grandes passa a haver um probabilidade uniforme
de encontrar um qualquer SOP.
A definic¸a˜o de lc surge enta˜o como sendo a distaˆncia para a qual a me´dia das
poteˆncias o´pticas normalizadas, que se propagam paralela, P‖, e perpendicularmente,
P⊥, a` polarizac¸a˜o inicial, do conjunto de fibras consideradas anteriormente satisfaz a
seguinte relac¸a˜o [Kaminow81],
〈
P‖(lc)
〉− 〈P⊥(lc)〉 = 1
e2
, (2.4.1)
assumindo que no inicio das fibras (L = 0) P⊥ = 0 e P‖ = 1. Para L À lc tem-se
< P⊥ >≈< P‖ >≈ 12 .
Assim, fibras cujo comprimento seja pequeno quando comparado com lc encontram-
se no regime de curtas distaˆncias, no qual a transmissa˜o na˜o apresenta propriedades
estat´ısticas uma vez que o DGD cresce linearmente com a distaˆncia. No caso das fibras
cujo comprimento seja grande quando comparado com lc encontram-se ja´ num regime
de longas distaˆncias onde as propriedades estat´ısticas e o crescimento da PMD com
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raiz quadrada da distaˆncia devem ser consideradas.
2.5 Modelo dos estados principais de polarizac¸a˜o
Como foi referido na secc¸a˜o anterior, num regime de longas distaˆncias, a intensidade
e orientac¸a˜o da birrefringeˆncia teˆm uma evoluc¸a˜o aleato´ria ao longo da fibra. Este
facto torna a propagac¸a˜o de um impulso numa fibra em regime de longa distaˆncia
num processo muito complexo. No entanto, Poole et Wagner mostraram [Poole86]
que, mesmo para longas distaˆncias, continua a ser poss´ıvel encontrar dois estados de
polarizac¸a˜o ortogonais no in´ıcio da fibra para os quais, a` sa´ıda da mesma, o SOP e´
independente da frequeˆncia, numa aproximac¸a˜o de primeira ordem. A estes estados de
polarizac¸a˜o chamaram-se estados principais de polarizac¸a˜o (PSP - Principal State of
Polarization). O modelo dos estados principais foi o primeiro a descrever este feno´meno,
continuando actualmente a ser usado na descric¸a˜o da PMD.
Para demonstrar a existeˆncia dos PSPs considere-se um meio linear (esta de-
monstrac¸a˜o tem um cara´cter geral mas, por razo˜es o´bvias, passaremos a usar o termo
fibra) descrito pela matriz complexa de transfereˆncia T(ω). Assim, quando um campo
ele´ctrico monocroma´tico E˜a e´ transmitido atrave´s da fibra, o campo ele´ctrico final, E˜b,
esta´ relacionado como o campo ele´ctrico inicial atrave´s da matriz de transmissa˜o da
fibra:
E˜b = T(ω)E˜a, (2.5.1)
em que ω e´ a frequeˆncia o´ptica e E˜(z, ω) e´ a transformada de Fourier do vector campo
ele´ctrico
−→
E (z, t). Assumindo que a fibra na˜o tem perdas dependentes da polarizac¸a˜o,
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a matriz T(ω) pode ser escrita na seguinte forma,
T(ω) = eβ(ω)U(ω), (2.5.2)
onde β(ω) e´ um complexo e U(ω) e´ a matriz de Jones unita´ria,
U(ω) =
[
u1(ω) u2(ω)
−u∗2(ω) u∗1(ω)
]
, (2.5.3)
onde os coeficientes da matriz u1 e u2 satisfazem a relac¸a˜o |u1|2 = |u2|2 = 1. Os
vectores complexos E˜a e E˜b, podem ser escritos na seguinte forma,
E˜j = εje
iφj εˆj, (2.5.4)
em que o ı´ndice j representa a e b, εj e φj sa˜o as amplitudes e fases dos campos e εˆj
sa˜o vectores unita´rios complexos que descrevem o SOP de cada um dos campos.
Na presenc¸a de dispersa˜o devido a` polarizac¸a˜o e´ de esperar que, para um SOP
inicial arbitra´rio mas fixo, o SOP do sinal a` sa´ıda da fibra varie se a frequeˆncia do sinal
variar a` entrada. O que este modelo pretende demonstrar e´ que, para uma qualquer
fibra descrita por uma matriz de transmissa˜o T(ω), existe, para cada frequeˆncia, um
par de SOPs ortogonais no in´ıcio da fibra para os quais os respectivos SOPs a` sa´ıda
sa˜o independentes da frequeˆncia, em primeira ordem.
Derivando a equac¸a˜o (2.5.1) em ordem a` frequeˆncia, assumindo um campo inicial
independente de ω, obte´m-se,
dE˜b
dω
=
dT
dω
E˜a = e
β[β′U+U′]E˜a, (2.5.5)
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onde ′ significa a derivada em ordem a` frequeˆncia. Usando a notac¸a˜o da equac¸a˜o (2.5.4),
a derivada do campo final em ordem a ω pode tambe´m ser escrita na seguinte forma:
dE˜b
dω
=
[
1
εb
ε′b + iφ
′
b
]
E˜b + εbe
iφb
dεˆb
dω
. (2.5.6)
Igualando os segundos membros das equac¸o˜es (2.5.5) e (2.5.6) e usando as definic¸o˜es
presentes em (2.5.1) e (2.5.2), obte´m-se a seguinte igualdade,
εbe
iφb
dεˆb
dω
= eβ[U′ + ikU]E˜a, (2.5.7)
onde o paraˆmetro k e´ dado por,
k = φ′b + i
[
β′ − 1
εb
ε′b
]
. (2.5.8)
Uma vez que se pretende encontrar os SOPs no in´ıcio da fibra para os quais na˜o
existe dispersa˜o nos PSPs a` sa´ıda da fibra, isto e´, dεˆb/dω = 0, enta˜o o segundo membro
da equac¸a˜o (2.5.7) deve ser igual a zero. As soluc¸o˜es para este problema encontram-se
na resoluc¸a˜o da seguinte equac¸a˜o de valores pro´prios,
[U′ + ikU]εˆa = 0. (2.5.9)
Para que este sistema de equac¸o˜es tenha soluc¸a˜o e´ necessa´rio que o determinante da
matriz [U′ + ikU] seja nulo. Usando (2.5.3) verifica-se que esta condic¸a˜o e´ somente
satisfeita para os seguintes valores de k [Poole86],
k± = ±
√
|u′1|2 + |u′2|2. (2.5.10)
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Os vectores pro´prios da equac¸a˜o (2.5.9) sa˜o obtidos substituindo nesta os valores
pro´prios ja´ encontrados,
εˆa± = eiρ
[
[u′2−ik±u2]
D±
− [u′1−ik±u1]
D±
]
, (2.5.11)
onde ρ e´ uma fase arbitra´ria e
D± =
√
{2k±(2k± −=[u∗1u′1 + u∗2u′2])}. (2.5.12)
Pode provar-se [Poole86] que os vectores εˆa+ e εˆa− formam um par ortogonal e orto-
normado no espac¸o das polarizac¸o˜es,
εˆa+εˆ
∗
a− = 0 (2.5.13)
εˆa±εˆ∗a± = 1. (2.5.14)
As soluc¸o˜es encontradas εˆa+ e εˆa− sa˜o, precisamente, os PSPs da fibra caracterizada
pela matriz de transmissa˜o T(ω). Eles representam dois SOP iniciais ortogonais cujos
respectivos SOP a` sa´ıda da fibra, εˆb+ e εˆb−, sa˜o, em primeira ordem, independentes da
frequeˆncia. Aplicando a matriz de transfereˆncia a estas soluc¸o˜es presentes na equac¸a˜o
(2.5.11) e´ poss´ıvel verificar que os PSPs a` sa´ıda da fibra formam tambe´m um par de
polarizac¸o˜es ortogonais [Poole86].
Estas soluc¸o˜es encontradas sa˜o de uma relevante importaˆncia na compreensa˜o
da PMD. Em primeiro lugar, a condic¸a˜o de dispersa˜o nula para o par de PSPs a` sa´ıda
da fibra, εˆb±, garante-nos que para uma determinada largura de banda (o problema
largura de banda dos PSPs sera´ tratado mais a` frente) os sinais a` entrada da fibra,
polarizados segundo um dos PSP, va˜o em primeira ordem manter-se polarizados quando
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chegarem ao fim da fibra. Em segundo lugar, o facto de existir uma ortogonalidade dos
PSPs, quer a` entrada quer a` sa´ıda da fibra, sugere o seu uso como vectores de base na
descric¸a˜o fenomenolo´gica da transmissa˜o na fibra. Assim, um sinal a` entrada da fibra
com polarizac¸a˜o arbitra´ria pode ser descrito como a soma de dois sinais, um polarizado
segundo εˆa+ e outro polarizado segundo εˆa−. Estes dois sinais quando atingirem o fim
da fibra va˜o passar a ter as polarizac¸o˜es εˆb+ e εˆb−, respectivamente. O campo final a`
sa´ıda da fibra resulta das amplitudes e fases destes dois sinais.
No caso de se tratar da propagac¸a˜o de impulsos, o tempo de chegada de cada
um dos sinais polarizados segundo os PSPs e´, geralmente, diferente. A determinac¸a˜o
desse atraso pode ser obtida comparando as equac¸o˜es (2.5.8) e (2.5.10). Para que as
duas equac¸o˜es sejam satisfeitas conclui-se que [Poole86]:
1
εb+
ε′b+ =
1
εb−
ε′b− = <[β′], (2.5.15)
e
φ′b± = τ± = =[β′]±
√
|u′1|2 + |u′2|2, (2.5.16)
onde as derivadas em ordem a` frequeˆncia das fases a` sa´ıda sa˜o identificadas como os
respectivos atrasos de cada um dos sinais na propagac¸a˜o. Da equac¸a˜o (2.5.16) pode
obter-se o atraso temporal com que os dois impulsos chegam ao final da fibra,
∆τ = 2
√
|u′1|2 + |u′2|2 (2.5.17)
Quando o sinal e´ propagado segundo os dois PSPs este atraso vai induzir um alar-
gamento da sinal a` sa´ıda da fibra. No caso de o DGD ser compara´vel ao tempo de
coereˆncia da fonte este atraso vai ser causa da despolarizac¸a˜o do sinal. Da definic¸a˜o
dos PSPs conclui-se que a propagac¸a˜o igualita´ria de poteˆncia nos dois PSPs e´ aquela
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que induz maior despolarizac¸a˜o no sinal. Por outro lado, na presenc¸a de acoplamento
devido aos modos de polarizac¸a˜o, a transmissa˜o atrave´s dos PSPs pode tambe´m indu-
zir um alargamento do impulso: este alargamento e´ dependente quer da variac¸a˜o de
τ+ e τ− com a frequeˆncia, quer da variac¸a˜o em segunda ordem dos PSPs tambe´m com
a frequeˆncia. O modelo dos estados principais garante que a propagac¸a˜o atrave´s dos
PSPs e´ aquela que menor penalizac¸a˜o causa no sinal.
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Cap´ıtulo 3
Vector PMD e sua representac¸a˜o ma-
tema´tica
3.1 Definic¸a˜o do vector PMD
Uma forma simples de caracterizar a PMD, usando o Modelo dos Estados Principais
apresentado no cap´ıtulo anterior, e´ definir o vector [Gordon00]
~τ = ∆τ pˆ, (3.1.1)
onde a magnitude, ∆τ , corresponde ao DGD e o versor pˆ esta´ orientados segundo
o PSP lento. O vector PMD pode ser visualizado quando representado no espac¸o
tridimensional de Stokes, onde os versores pˆ e −pˆ formam um aˆngulo de 180◦ na esfera
de Poincare´. De referir que esta definic¸a˜o do vector PMD, equac¸a˜o (3.1.1), e´ feita num
espac¸o de Stokes circular direito, isto e´, s3 = 1 para uma polarizac¸a˜o circular direita.
Numa outra definic¸a˜o do vector PMD tambe´m muito usada, introduzida por Poole
[Poole86, Poole97], e´ usada a notac¸a˜o ~Ω para indicar o vector PMD; a sua magnitude
e´ tambe´m o DGD. Estes dois vectores ~Ω e ~τ esta˜o relacionados pela inversa˜o do eixo
s3 do espac¸o de Stokes [Gordon00].
29
Nelson Muga Cap´ıtulo 3. Vector PMD e sua representac¸a˜o matema´tica
O vector PMD a` entrada de uma fibra, ~τs, esta´ relacionado com o vector PMD
a` sa´ıda da fibra, ~τ , atrave´s de
~τ = R~τs, (3.1.2)
onde R e´ a matriz de rotac¸a˜o 3× 3.
3.1.1 Equac¸a˜o dinaˆmica do vector PMD
A evoluc¸a˜o do vector PMD ao longa da fibra pode ser obtida relacionando ~τ com o
vector de birrefringeˆncia local, ~β. A derivac¸a˜o da equac¸a˜o dinaˆmica do vector PMD
(que relaciona ~τ com ~β) e´ baseada em dois passos: um primeiro, que consiste em obter
a equac¸a˜o que descreve a evoluc¸a˜o do SOP com a distaˆncia devido a` birrefringeˆncia;
um segundo, que consiste em obter a expressa˜o que descreve a varic¸a˜o do SOP com a
frequeˆncia atrave´s do vector PMD. Nesta derivac¸a˜o assume-se que na fibra na˜o existem
na˜o-linearidades nem perdas dependentes da polarizac¸a˜o. Considera-se tambe´m que
na˜o existem perdas na fibra, passando-se a trabalhar com matrizes unita´rias T, U e
R,
TT† = I UU† = I RR† = I. (3.1.3)
em que † representa a matriz transposta conjugada.
Para obter a expressa˜o que descreve a varic¸a˜o do SOP com a frequeˆncia atrave´s
do vector PMD, comec¸amos por escrever a equac¸a˜o (2.5.1) na representac¸a˜o de Jones,
|t〉 = eiφ0U|s〉, (3.1.4)
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onde |t〉 representa o SOP final, |s〉 o SOP inicial e φ0 representa a fase comum aos
sinais propagados nos dois eixos. Derivando a equac¸a˜o anterior em ordem a` frequeˆncia
obtemos a seguinte equac¸a˜o para |t〉,
∂|t〉
∂ω
= i[φ′0 − iU′U†]|t〉. (3.1.5)
Esta equac¸a˜o diferencial, que traduz a alterac¸a˜o do SOP para pequenas variac¸o˜es
na frequeˆncia, pode tambe´m ser escrita no espac¸o tridimensional de Stokes usando
a equac¸a˜o (2.1.9), que permite passar da representac¸a˜o de Jones para a representac¸a˜o
de Stokes. Assim, a equac¸a˜o diferencial no espac¸o de Stokes, num ponto gene´rico da
fibra, pode ser escrita na seguinte forma,
∂sˆ
∂ω
=
∂〈s|
∂ω
~σ|s〉+ 〈s|~σ∂|s〉
∂ω
. (3.1.6)
Combinando as equac¸o˜es (3.1.5) e (3.1.6) e fazendo uma expansa˜o nas matrizes de spin
do tipo −iU′U† = 1
2
~τ · ~σ [Gordon00], obte´m-se
∂sˆ
∂ω
=
i
2
〈s|~σ(~τ · ~σ)|s〉 − i
2
〈s|(~τ · ~σ)~σ|s〉. (3.1.7)
Esta equac¸a˜o pode ser simplificada usando as as seguintes igualdades [Gordon00]
~σ(~a · ~σ) = ~aI− i~a× ~σ, (3.1.8)
(~a · ~σ)~σ = ~aI+ i~a× ~σ, (3.1.9)
em que I e´ a matriz identidade 2× 2 e ~a e´ um qualquer vector no espac¸o de Stokes. A
equac¸a˜o (3.1.7) toma assim a forma,
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∂sˆ
∂ω
= 〈s|~τ × ~σ|s〉. (3.1.10)
Usando uma outra identidade [Gordon00],
〈s|~a× ~σ|s〉 = ~a× sˆ, (3.1.11)
obtemos finalmente a equac¸a˜o que descreve a alterac¸a˜o do SOP para pequenas variac¸o˜es
na frequeˆncia [Poole88b],
∂sˆ
∂ω
= ~τ × sˆ. (3.1.12)
A interpretac¸a˜o geome´trica que se pode retirar desta equac¸a˜o e´ que o vector de Stokes,
que representa o SOP para uma determinada distaˆncia da fibra, vai sofrer uma rotac¸a˜o
na esfera de Poincare´. O eixo de rotac¸a˜o e´ o SOP pˆ e a taxa de rotac¸a˜o e´ o DGD ∆τ .
Atrave´s da equac¸a˜o (3.1.12) e´ poss´ıvel exprimir o vector PMD, ~τ , em func¸a˜o da
matriz de rotac¸a˜o R, usando a expressa˜o sˆ(z) = Rsˆ(0), que relaciona a polarizac¸a˜o
a` entrada da fibra, sˆ(0), e a polarizac¸a˜o para uma dada distaˆncia z, sˆ(z). Derivando
esta equac¸a˜o em ordem a` frequeˆncia, e assumindo que a polarizac¸a˜o de entrada e´
independente da frequeˆncia, ∂sˆ(0)/∂ω = 0, obte´m-se,
∂sˆ(z)
∂ω
= Rωsˆ(0) = RωR
†sˆ(z). (3.1.13)
Comparando as equac¸o˜es (3.1.13) e (3.1.12), pode definir-se o operador de rotac¸a˜o ~τ×
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[Gordon00],
~τ× = RωR†, (3.1.14)
que relaciona o vector PMD e a matriz de rotac¸a˜o R, que descreve a transmissa˜o ao
longo da fibra.
Para derivar a equac¸a˜o que descreve a evoluc¸a˜o do SOP com a distaˆncia comec¸amos
por considerar um pequeno deslocamento dz na fibra e a respectiva variac¸a˜o do SOP.
Esta variac¸a˜o e´ influenciada pela birrefringeˆncia local existente na fibra, caracterizada
pelo tensor diele´ctrico efectivo, ε(z), e governada pela equac¸a˜o de onda no domı´nio da
frequeˆncia [Gordon00],
d2E˜
dz2
+ εk20E˜ = 0, (3.1.15)
onde k0 = 2pi/λ0 e λ0 e´ o comprimento de onda no vazio. De uma forma geral, qualquer
matriz A 2× 2 pode ser expandida da seguinte forma [Gordon00]
A =
[
a0 + a1 a2 + ia3
a2 − ia3 a0 − a1
]
(3.1.16)
= a0I+ a1σ1 + a2σ2 + a3σ3 (3.1.17)
= a0I+ ~a · ~σ, (3.1.18)
onde os coeficientes ai sa˜o dados por,
a0 =
1
2
Tr(A) (3.1.19)
ai =
1
2
Tr(σiA). (3.1.20)
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Fazendo uma expansa˜o deste tipo para o tensor diele´ctrico ε, obte´m-se
εk20 = β
2
0I+ β0
~β · ~σ = β20I+ β0
[
β1 β2 + iβ3
β2 − iβ3 −β1
]
, (3.1.21)
onde β0 e´ a constante de propagac¸a˜o comum e os coeficientes βi da expansa˜o sa˜o as
componentes do vector de birrefringeˆncia local, ~β(z), no espac¸o de Stokes. Em conjunto
com esta expansa˜o usamos uma aproximac¸a˜o adiaba´tica, em que tanto |s〉 como ε(z)
variam lentamente com z e uma soluc¸a˜o para o campo ele´ctrico do tipo
E˜ = eiβ0z|s〉, (3.1.22)
onde |s〉 inclui a fase que varia lentamente com z. Assim, substituindo as equac¸o˜es
(3.1.21) e (3.1.22) na equac¸a˜o (3.1.15) e desprezando o termo d
2|s〉
dz2
, obtemos a equac¸a˜o
de onda adiaba´tica escrita no espac¸o de Jones,
d|s〉
dz
− 1
2
~β · ~σ|s〉 = 0. (3.1.23)
De forma ana´loga a` presente na equac¸a˜o (3.1.6), a derivada do vector de Stokes sˆ em
ordem a` distaˆncia, z, pode ser escrita na seguinte forma,
∂sˆ
∂z
=
∂〈s|
∂z
~σ|s〉+ 〈s|~σ∂|s〉
∂z
. (3.1.24)
Combinando as duas u´ltimas equac¸o˜es e usando as igualdades presentes em (3.1.8),
(3.1.9) e (3.1.11) obtemos finalmente a equac¸a˜o de rotac¸a˜o para a birrefringeˆncia
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[Poole91],
∂sˆ
∂z
= ~β × sˆ. (3.1.25)
As equac¸o˜es (3.1.12) e (3.1.25) descrevem, respectivamente, a evoluc¸a˜o com a
frequeˆncia do SOP, numa determinada posic¸a˜o da fibra e a evoluc¸a˜o espacial do SOP,
para uma determinada frequeˆncia. De referir que o vector de birrefringeˆncia, ~β, depende
somente da propriedades da fibra numa determinada posic¸a˜o z enquanto que o vector
PMD, ~τ , depende das propriedades que a fibra apresenta desde o seu in´ıcio ate´ um
determinado ponto z.
Para se obter a equac¸a˜o dinaˆmica [Poole91] do vector PMD calculam-se, respec-
tivamente, as derivadas em ordem a` posic¸a˜o, z, e a` frequeˆncia, ω, das equac¸o˜es (3.1.12)
e (3.1.25),
∂2sˆ
∂z∂ω
=
∂
∂z
(~τ × sˆ) = ∂~τ
∂z
× sˆ+ ~τ × (~β × sˆ) (3.1.26)
∂2sˆ
∂ω∂z
=
∂
∂ω
(~β × sˆ) = ∂
~β
∂ω
× sˆ+ ~β × (~τ × sˆ). (3.1.27)
Combinando as duas equac¸o˜es anteriores e isolando o termo ∂~τ
∂z
× sˆ ficamos com a
seguinte equac¸a˜o,
∂~τ
∂z
× sˆ = ∂
~β
∂ω
× sˆ− ~τ × (~β × sˆ) + ~β × (~τ × sˆ), (3.1.28)
que pode ser simplificada usando a seguinte igualdade [Gordon00],
~a× (~b× ~c) = ~b(~a · ~c)− ~c(~a ·~b). (3.1.29)
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A equac¸a˜o (3.1.28) e´ enta˜o escrita na seguinte forma,
∂~τ
∂z
× sˆ = ∂
~β
∂ω
× sˆ+ ~τ(~β · sˆ)− ~β(~τ · sˆ). (3.1.30)
Podemos obter finalmente a equac¸a˜o dinaˆmica do vector PMD aplicando novamente,
aos dois u´ltimos termos do segundo membro da equac¸a˜o anterior, a relac¸a˜o presente
na equac¸a˜o (3.1.29),
∂~τ
∂z
× sˆ = ∂
~β
∂ω
× sˆ+ (~β × ~τ)× sˆ. (3.1.31)
Como esta expressa˜o e´ va´lida para qualquer SOP sˆ podemos extrair dela a equac¸a˜o
[Poole91]
∂~τ
∂z
=
∂~β
∂ω
+ ~β × ~τ . (3.1.32)
Esta e´ a equac¸a˜o dinaˆmica da PMD que permite descrever a evoluc¸a˜o do vector
PMD com a distaˆncia. Observamos que a evoluc¸a˜o do vector PMD esta´ intrinseca-
mente ligada ao vector de birrefringeˆncia. Repare-se que o mo´dulo do primeiro termo
do segundo membro representa a PMD ”intr´ınseca” para uma dada posic¸a˜o z, tendo
unidades de s/m. Quanto ao produto externo do segundo membro, vai tambe´m causar,
embora indirectamente, um aumento da dispersa˜o devido a` variac¸a˜o da orientac¸a˜o do
vector PMD que este provoca.
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3.2 PMD de segunda ordem
Como foi referido na secc¸a˜o 2.5 e´ poss´ıvel definir dois SOPs especiais, os PSPs, que,
para pequenas varic¸o˜es na frequeˆncia, na˜o sofrem qualquer variac¸a˜o na sua orientac¸a˜o.
Nestas condic¸o˜es, e tendo em conta a definic¸a˜o presente na equac¸a˜o (3.1.1), o vector
PMD mante´m-se tambe´m constante sempre que estamos a considerar pequenas va-
riac¸o˜es na frequeˆncia. No entanto, quando sa˜o consideradas varic¸o˜es considera´veis na
frequeˆncia, esta aproximac¸a˜o deixa de ser va´lida, sendo enta˜o necessa´rio ter em consi-
derac¸a˜o a variac¸a˜o do vector PMD devida a` frequeˆncia. Usualmente, para sistemas de
elevada largura de banda, este efeito e´ considerado expandindo o vector de PMD, ~τ ,
em se´rie de Taylor em torno de uma frequeˆncia central ω0 [Foschini91a, Bullow98],
~τ(ω0 +∆ω) = ~τ(ω0) +
d~τ
dω
(ω0)∆ω + · · · (3.2.1)
Usando a definic¸a˜o do vector PMD, equac¸a˜o (3.1.1), a PMD de segunda ordem pode
enta˜o ser escrita como a derivada de ~τ em ordem a` frequeˆncia,
d~τ
dω
= ∆τωpˆ+∆τ pˆω, (3.2.2)
onde o subscrito ω indica a diferenciac¸a˜o em ordem a` frequeˆncia. A PMD de segunda
ordem apresenta assim dois termos: um primeiro, correspondente ao primeiro termo do
segundo membro da equac¸a˜o (3.2.2), ~τω‖, paralelo a ~τ , e um segundo, correspondente
ao segundo termo do segundo membro da equac¸a˜o (3.2.2), ~τω⊥, perpendicular a ~τ . Na
Fig. 3.1 esta´ representado um diagrama que que representa esquematicamente a relac¸a˜o
entre estes paraˆmetros e a equac¸a˜o (3.2.1).
O mo´dulo do primeiro termo, ∆τω, representa a varic¸a˜o do DGD com a frequeˆncia,
dando assim origem a uma dispersa˜o croma´tica dependente da polarizac¸a˜o (PCD -
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Figura 3.1: Diagrama do vector PMD ~τ(ω) e das componentes da PMD de segunda
ordem responsa´veis pela rotac¸a˜o de ~τ(ω) com a frequeˆncia. Note-se que pˆω e´ perpen-
dicular a pˆ. A taxa de rotac¸a˜o angular, dφ/dω, do vector PMD, ~τ(ω), e´ dada por
|pˆω|.
Polarization-Dependent Chromatic Dispersion) [Poole88a, Foschini99]. Este meca-
nismo pode contribuir para o alargamento ou compressa˜o de um impulso que se propaga
ao longo da fibra. A dispersa˜o croma´tica e´, usualmente, quantificada pelo paraˆmetro
de dispersa˜o D,
D =
dβ1
dλ
= −2pic
λ2
dβ1
dω
, (3.2.3)
em que β1 e´ o inverso da velocidade de grupo e c e´ a velocidade da luz. Multiplicando
a equac¸a˜o (3.2.3) por uma distaˆncia L e atendendo ao resultado presente na equac¸a˜o
(2.3.4) pode enta˜o definir-se a PCD como
τλ = −2pic
λ2
(
1
2
∆τω
)
=
1
2
d∆τ
dλ
, (3.2.4)
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Figura 3.2: Vectores de Stokes do SOP, sˆ e tˆ, PMD de primeira ordem, ~τs e ~τ e PMD
de segunda ordem, ~τsω e ~τω, a` entrada e sa´ıda de um troc¸o de fibra, caracterizada pela
matriz R.
normalmente expressa em ps/nm. A presenc¸a do factor 1/2 deve-se ao facto de se con-
siderar somente metade do atraso entre os dois PSPs. A dispersa˜o croma´tica efectiva,
que inclui ja´ o efeito da PMD de segunda ordem, pode enta˜o ser escrita na seguinte
forma,
(DL)eff = DL± τλ, (3.2.5)
onde os sinais mais e menos esta˜o associados ao alinhamento da polarizac¸a˜o segundo
cada um dos PSPs.
O segundo termo, ∆τ pˆω, presente na equac¸a˜o (3.2.2), descreve a despolarizac¸a˜o
dos PSP, isto e´, a rotac¸a˜o dos PSPs com a frequeˆncia. Como esta´ representado na
Fig. 3.1, a taxa de rotac¸a˜o angular, dφ/dω, do vector PMD, ~τ(ω), e´ medida atrave´s do
mo´dulo de |pˆω|, normalmente expresso em ps.
A relac¸a˜o entre o vector PMD de segunda ordem no in´ıcio da fibra, ~τsω, e no fim
da fibra, ~τω (ver Fig. 3.2), e´ obtido derivando a equac¸a˜o (3.1.2) em ordem a` frequeˆncia
e substituindo o operador de rotac¸a˜o definido na equac¸a˜o (3.1.14),
~τω = Rω~τs +R~τsω = ~τ × ~τ +R~τsω, (3.2.6)
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que resulta em
~τω = R~τsω. (3.2.7)
Comparando as equac¸o˜es (3.1.2) e (3.2.7) pode concluir-se que os vectores de entrada
e sa´ıda da PMD de segunda ordem, num troc¸o de fibra, transforma-se de forma seme-
lhante aos vectores de primeira ordem.
A forma como o vector PMD de segunda ordem evolui de forma cont´ınua ao longo
da fibra pode ser derivada a partir da equac¸a˜o dinaˆmica do vector PMD de primeira
ordem. Assim, derivando a equac¸a˜o (3.1.32) em ordem a` frequeˆncia e invertendo a
ordem de derivac¸a˜o do primeiro membro obte´m-se,
∂~τω
∂z
=
∂2~β
∂ω2
+
∂~β
ω
× ~τ + ~β × ~τω. (3.2.8)
3.3 Largura de banda dos estados principais de po-
larizac¸a˜o
A largura de banda dos PSPs e´ um conceito importante na medida que permite fazer
uma avaliac¸a˜o da variac¸a˜o de vector PMD ~τ(ω) com a frequeˆncia. Assim, e como o
pro´prio nome indica, a largura de banda dos PSPs, ∆ωPSP = 2pi∆νPSP , e´ definida
como a largura de banda para a qual o vector PMD e´ razoavelmente constante. Esta
grandeza torna-se fundamental sempre que se pretende fazer medidas envolvendo o
vector PMD: as te´cnicas de medic¸a˜o do vector PMD no domı´nio da frequeˆncia bem
como a ana´lise estat´ıstica da PMD sa˜o os dois principais casos onde o conhecimento
da largura de banda dos estados principais assume particular interesse. No caso da
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medida do vector PMD a maioria das te´cnicas [Heffner92, Poole89] usa, no mı´nimo,
duas frequeˆncias (comprimentos de onda) distintas para cada amostragem do vector ~τ .
Assim, para evitar efeitos da PMD de segunda ordem, os valores dos comprimen-
tos de onda escolhidos devem estar distanciados, no ma´ximo, de ∆λPSP = ∆ωPSP
λ2
2pic
.
Por outro lado, na ana´lise estat´ıstica da PMD e´ importante garantir que o conjunto
de vectores ~τ medidos sejam estatisticamente independentes. Esta condic¸a˜o e´ somente
satisfeita quando os comprimentos de onda esta˜o separados no mı´nimo de 6∆λPSP
[Kogelnik02]. Por exemplo, de acordo com o esquema representado na Fig. 3.3, pode-
mos dizer que os vectores ~τ(λ1) e ~τ(λ6) seriam estatisticamente independentes. Usando
este resultado pode afirmar-se que numa medida de vectores PMD no intervalo de com-
primentos de onda entre λmim e λmax o nu´mero de amostras estatisticamente indepen-
dentes, Namostras, e´ dado por
Namostras =
λmax − λmim
6∆λPSP
. (3.3.1)
Existem na literatura alguns valores para a largura de banda dos PSP. Jopson
et al [Jopson99] mostram que e´ poss´ıvel estimar o valor de ∆ωPSP atrave´s da seguinte
expressa˜o,
∆ωPSP∆τ =
pi
4
, (3.3.2)
em que ∆τ representa o valor me´dio de DGD da fibra. Em termos de largura de banda
a equac¸a˜o (3.3.2) pode ser escrita na forma
∆νPSP =
125
∆τ
, (3.3.3)
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Figura 3.3: Representac¸a˜o dos intervalos de comprimento de onda para medidas de
PMD: a) no caso da medida do vector PMD, ~τ , os valores de λ devem estar no intervalo
∆λPSP ; b) no caso de medidas estat´ısticas os valores de λ devem estar espac¸ados, no
mı´nimo, de 6∆λPSP .
vindo ∆νPSP expresso em GHz para ∆τ expresso em ps. Por sua vez, em termos de
comprimento de onda e na regia˜o em torno dos 1550 nm, a expressa˜o (3.3.3) pode ser
escrita na forma,
∆λPSP ≈ 1
∆τ
, (3.3.4)
vindo ∆λPSP expresso em nm. De acordo com a equac¸a˜o (3.3.4) no caso de termos uma
fibra com ∆τ = 40 ps o vector ~τ(ω) apresentaria valores semelhantes num intervalo de
0,025 nm.
Este conceito de largura de banda dos PSPs deve estar em coereˆncia com o
conceito de PMD de segunda ordem, que descreve a variac¸a˜o do vector PMD com a
frequeˆncia. Assim, para uma frequeˆncia ω0± 12∆ωPSP a equac¸a˜o (3.2.1) pode ser escrita
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na forma,
~τ(ω0 ± 1
2
∆ωPSP ) = ~τ(ω0)± 1
2
∆ωPSP · ~τω. (3.3.5)
Usando a equac¸a˜o (3.3.2) e a seguinte equac¸a˜o que relaciona a norma da PMD de
segunda ordem e o valor me´dio do DGD [Foschini91a],
|~τω|rms = pi
√
3
8
∆τ
2
, (3.3.6)
verificamos que a variaˆncia de (~τ(ω0 +
1
2
∆ωPSP )− ~τ(ω0)) e´ igual a 0, 267∆τ . Embora
este valor seja relativamente elevado, o que pode levar a pensar que ∆ωPSP apresenta
valores tambe´m elevados, deve ter-se em considerac¸a˜o que, em me´dia, o vector PMD
de segunda ordem, ~τω, e´ perpendicular a ~τ [Foschini99]. Isto faz com que a variac¸a˜o
do mo´dulo do vector ~τ seja pouco afectado por esta variac¸a˜o: uma rotac¸a˜o dos PSPs
de 15◦ na esfera de Poincare´ induz, aproximadamente, uma variac¸a˜o de apenas 3% no
mo´dulo do vector PMD.
3.4 Concatenac¸a˜o de vectores PMD
As regras de concatenac¸a˜o de vectores PMD revela-sem uma ferramenta importante
em circunstaˆncias onde sa˜o conhecidos os vectores PMD de elementos individuais e se
pretende determinar qual o vector PMD que resulta da junc¸a˜o dos va´rios elementos.
Exemplos particulares da sua utilizac¸a˜o sa˜o a ana´lise da evoluc¸a˜o do vector PMD
ao longo de uma fibra, a modelac¸a˜o estat´ıstica da PMD, simulac¸a˜o da PMD ou o
dimensionamento de compensadores de PMD com mu´ltiplas secc¸o˜es.
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Figura 3.4: Diagrama de concatenac¸a˜o de duas secc¸o˜es com matrizes de rotac¸a˜o R1 e
R2, e vectores PMD individuais ~τ1 e ~τ2. O vector PMD resultante da concatenac¸a˜o das
duas secc¸o˜es, ~τ , e´ obtido atrave´s da regra de concatenac¸a˜o presente na equac¸a˜o (3.4.6).
3.4.1 Concatenac¸a˜o de duas secc¸o˜es
Neste caso, consideramos apenas duas secc¸o˜es cujas matrizes de rotac¸a˜o sa˜o R1 e R2,
como esquematicamente representado na Fig. 3.4. Os vectores PMD associados a`s
primeira e segunda secc¸o˜es sa˜o ~τ1 e ~τ2, respectivamente.
Uma vez sabendo qual o vector PMD associado a cada elemento, interessa de-
terminar qual o vector resultante desta junc¸a˜o. Comec¸amos por considerar a matriz R
que representa a transmissa˜o atrave´s das duas secc¸o˜es,
R = R2R1. (3.4.1)
Usando a definic¸a˜o do operador de rotac¸a˜o ~τ×, presente na equac¸a˜o (3.1.14), para
o caso em que a matriz de transmissa˜o e´ descrita pela matriz R da equac¸a˜o (3.4.1),
obtemos
~τ× = RωR† = R2ωR1R†1R†2 +R2R1ωR†1R†2. (3.4.2)
Tendo em conta que R1R
†
1 = I e que a definic¸a˜o do operador de rotac¸a˜o pode ser
aplicada a cada uma das secc¸o˜es individualmente, a equac¸a˜o (3.4.2) pode ser escrita
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na seguinte forma
~τ× = ~τ2 ×+R2(~τ1×)R†2. (3.4.3)
O segundo termo do segundo membro da equac¸a˜o (3.4.3) pode ser simplificado usando
a seguinte transformac¸a˜o entre operadores de rotac¸a˜o [Gordon00]
(R2~τ1)× = R2(~τ1×)R†2, (3.4.4)
o que permite reescrever a equac¸a˜o (3.4.3),
~τ× = ~τ2 ×+(R2~τ1)× . (3.4.5)
A regra de concatenac¸a˜o do vector PMD, para duas secc¸o˜es, e´ assim dada por,
~τ = ~τ2 +R2~τ1. (3.4.6)
Para encontrarmos a regra de concatenac¸a˜o correspondente a` PMD de segunda
ordem, ~τω, comec¸amos por derivar a equac¸a˜o (3.4.6) em ordem a` frequeˆncia,
~τω = ~τ2ω +R2ω~τ1 +R2~τ1ω. (3.4.7)
A partir da regra de concatenac¸a˜o para a primeira ordem podemos escrever ~τ1 em
func¸a˜o de ~τ2 e ~τ ,
~τ1 = R
†
2(~τ − ~τ2), (3.4.8)
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1 2 3 ... m-2 m-1 m
Figura 3.5: Diagrama de concatenac¸a˜o de m secc¸o˜es com matrizes de rotac¸a˜o Rn
e vectores PMD individuais ~τn. O vector PMD resultante da concatenac¸a˜o das m
secc¸o˜es, ~τ , e´ obtido atrave´s da regra de concatenac¸a˜o presente na equac¸a˜o (3.4.12).
e substituir este resultado no segundo termo do segundo membro da equac¸a˜o (3.4.7),
obtendo,
~τω = ~τ2ω +R2ωR
†
2~τ −R2ωR†2~τ2 +R2~τ1ω. (3.4.9)
Aplicando novamente a definic¸a˜o do operador de rotac¸a˜o para a segunda secc¸a˜o pode-
mos enta˜o escrever a regra de concatenac¸a˜o para o vector PMD de segunda ordem,
~τω = ~τ2ω + ~τ2 × ~τ +R2~τ1ω. (3.4.10)
uma vez que ~τ2 × ~τ2 = 0.
3.4.2 Concatenac¸a˜o de va´rias secc¸o˜es
Pretende-se agora generalizar as regras de concatenac¸a˜o ja´ apresentadas para um
nu´mero geral m de secc¸o˜es, como esta´ representado na Fig. 3.5.
Supomos enta˜o que quer a matriz de rotac¸a˜o, Rn, quer o vector PMD, ~τn, sa˜o
conhecidos. As expresso˜es para os vectores ~τ e ~τω, resultantes da concatenac¸a˜o das
m secc¸o˜es podem ser obtidas usando iterativamente as regras presentes nas equac¸o˜es
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(3.4.6) e (3.4.10). Com o objectivo se simplificar as expresso˜es resultantes dessa
operac¸a˜o e´ comum definir-se a matriz de rotac¸a˜o das u´ltimas m− n+ 1 secc¸o˜es como
R(m,n) = RmRm−1 · · ·Rn, (3.4.11)
onde R(m,m) = Rm, R(m,m + 1) = I e o vector PMD resultante das primeiras n
secc¸o˜es e´ ~τ(n). Usando estas definic¸o˜es, as regras de concatenac¸a˜o para os vectores
PMD de primeira e segunda ordens sa˜o dadas, respectivamente, por,
~τ =
m∑
n=1
R(m,n+ 1)~τn (3.4.12)
e
~τω =
m∑
n=1
R(m,n+ 1)[~τnω + ~τn × ~τ(n)]. (3.4.13)
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Cap´ıtulo 4
Estat´ıstica da PMD
4.1 Modelos de birrefringeˆncia aleato´ria
Como ja´ foi referido nos cap´ıtulos anteriores, as grandezas que caracterizam a PMD
apresentam propriedades estat´ısticas. Isto deve-se ao facto de a PMD estar intrin-
secamente ligada a` birrefringeˆncia presente nas fibras, que depende fortemente das
condic¸o˜es do meio em que a pro´pria fibra se encontra. A estrate´gia para tentar en-
contrar as propriedades estat´ısticas da PMD e´ modelar aquilo que esta´ na sua origem,
isto e´, a birrefringeˆncia. Como acontece com qualquer outro efeito presente nas fibras
o´pticas, a modelac¸a˜o da birrefringeˆncia deve ponderar dois aspectos essenciais: por
um lado, o modelo deve descrever de forma o mais correcta poss´ıvel os efeitos f´ısicos
presentes na fibra e, por outro lado, deve ser matematicamente simples e de fa´cil imple-
mentac¸a˜o computacional. Existem na literatura va´rios modelos [Foschini91a, Wai96]
que tentam abranger os principais aspectos aleato´rios da birrefringeˆncia.
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4.1.1 Modelos no espac¸o de Jones
Em [Wai96] sa˜o apresentados dois modelos para a aleatoriedade da birrefringeˆncia,
representados no espac¸o de Jones. Matematicamente esses dois modelos sa˜o descritos
pelas seguintes equac¸o˜es,
d|J〉
dz
=
i
2
(∆β cos θσ3 +∆β sin θσ1)|J〉, (4.1.1)
e
d|J〉
dz
= i(xσ3 + yσ1)|J〉, (4.1.2)
onde z e´ a posic¸a˜o na fibra, σ1 e σ3 sa˜o a primeira e terceira matrizes de Pauli.
No primeiro modelo ∆β e´ o mo´dulo da birrefringeˆncia e θ e´ o aˆngulo dos eixos
birrefringentes. A equac¸a˜o (4.1.1) permite modelar um sistema onde a birrefringeˆncia
tem mo´dulo constante e orientac¸a˜o dos eixos birrefringentes aleato´ria, descrita por um
processo do tipo ru´ıdo branco gθ,
dθ
dz
= gθ, (4.1.3)
onde,
〈gθ(z)〉 = 0, 〈gθ(z)gθ(z′)〉 = σ2θδ(z − z′), (4.1.4)
sendo δ(z − z′) a func¸a˜o delta de Dirac [Arfken85]. O paraˆmetro σ2θ e´ inversamente
proporcional ao comprimento de correlac¸a˜o, σ2θ ∼ 1/lc [Wai94, Wai96].
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O segundo modelo, equac¸a˜o (4.1.2), e´ usado para modelar, em simultaˆneo, a va-
riac¸a˜o aleato´ria ao longo da fibra do mo´dulo da birrefringeˆncia e da orientac¸a˜o dos eixos
birrefringentes. Neste caso x e y representam dois processos de Langevin independentes
[Wai96],
dx
dz
= −αx+ gx(z), (4.1.5)
dy
dz
= −αy + gy(z), (4.1.6)
em que,
〈gx(z)〉 = 〈gy(z)〉 = 0, (4.1.7)
〈gx(z)gy(z′)〉 = 0, (4.1.8)
〈gx(z)gx(z′)〉 = 〈gy(l)gy(z′)〉 = σ2δ(z − z′). (4.1.9)
Os paraˆmetros α e σ2 sa˜o tambe´m inversamente proporcionais ao comprimento de
correlac¸a˜o, α ∼ 1/lc e σ2 ∼ ∆β/lc [Wai94, Wai96].
4.1.2 Modelos no espac¸o de Stokes
Os modelos para a birrefringeˆncia apresentados em [Foschini91a] sa˜o formulados no
espac¸o de Stokes, atrave´s do pro´prio vector birrefringeˆncia, ~β. As propriedades do
vector PMD sa˜o determinadas usando ~β para resolver a equac¸a˜o dinaˆmica da PMD de
primeira ordem, ja´ apresentada na pagina 36,
∂~τ
∂z
=
∂~β
∂ω
+ ~β × ~τ .
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No primeiro modelo presente em [Foschini91a] e´ considerada uma fibra com bir-
refringeˆncia linear, cujo mo´dulo e´ ∆β, sujeita a uma torc¸a˜o uniforme, com uma rotac¸a˜o
por unidade de comprimento de φt. O vector birrefringeˆncia, ~β, vai variar continua-
mente com a distaˆncia, z, e pode ser escrito como a soma de duas componentes: uma
componente que representa a birrefringeˆncia circular constante, ~βc; e uma componente
que representa a birrefringeˆncia linear, ~βl(z), cuja orientac¸a˜o dos eixos principais varia
continuamente ao longo da fibra, na forma φtz. Este modelo e´ equacionado na seguinte
forma,
~β(z) = ~βc + ~βl(z), (4.1.10)
onde
~βc =

0
0
γ
 , (4.1.11)
e
~βl = ∆β

cos(2θtz)
sin(2θtz)
0
 . (4.1.12)
Na equac¸a˜o (4.1.11) γ = 2φt − gφt, e o termo gφt indica a contribuic¸a˜o para a birre-
fringeˆncia circular resultante da actividade o´ptica induzida por tensa˜o [Ulrich79a].
No segundo modelo apresentado em [Foschini91a] a variac¸a˜o da birrefringeˆncia
ao longo da fibra e´ descrita em termos de uma perturbac¸a˜o. O vector birrefringeˆncia e´
expresso como a soma de uma componente constante, ~β0, e uma componente que varia
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de forma aleato´ria com a distaˆncia, ~ν(z),
~β(z, ω) = ~β0(ω) + ~ν(z). (4.1.13)
Ale´m de se considerar que a componente ~β0(ω) e´ constante com a distaˆncia, considera-
se tambe´m que representa uma birrefringeˆncia linear, podendo ser escrita na seguinte
forma
~β0 =

∆β
0
0
 . (4.1.14)
A componente da birrefringeˆncia dependente da distaˆncia,
~ν(z) =

ν1(z)
ν2(z)
ν3(z)
 , (4.1.15)
e´ definida como um vector 3-D cujas componentes, independentes, apresentam uma
distribuic¸a˜o do tipo ru´ıdo branco Gaussiano, com me´dia nula e variaˆncia σ2, isto e´,
〈νi(z)〉 = 0, (4.1.16)
e
〈νi(z)νj(z′)〉 = σ2δijδ(z − z′), (4.1.17)
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em que δij e´ o s´ımbolo delta de Kronecker,
δij =
{
1, i = j
0, i 6= j
. (4.1.18)
O conceito f´ısico da variaˆncia desta distribuic¸a˜o esta´ tambe´m relacionado com o com-
primento de correlac¸a˜o, σ2 ∼ 1/lc [Foschini91a]. Por definic¸a˜o, considera-se ~ν(z) inde-
pendente da frequeˆncia pelo que ∂~ν/∂ω = 0. Por outro lado, atendendo a` definic¸a˜o
presente na equac¸a˜o (2.3.1), ~β0 e´ linearmente dependente da frequeˆncia tendo-se,
∂~β(z, ω)
∂ω
=
∂~β0(ω)
∂ω
=

∆β′
0
0
 , (4.1.19)
e
∂n~β(z, ω)
∂ωn
= 0, (4.1.20)
para n ≥ 2.
4.2 Evoluc¸a˜o do valor me´dio do DGD com a distaˆncia
Nesta secc¸a˜o vamos usar o segundo modelo para a birrefringeˆncia apresentado por
Foshini et al para derivar a evoluc¸a˜o do valor me´dio do DGD com a distancia. Esta
ana´lise baseia-se no estudo da equac¸a˜o dinaˆmica do vector PMD e requer a resoluc¸a˜o
de equac¸o˜es diferenciais estoca´sticas, sucintamente apresentadas no apeˆndice A.
Usando enta˜o o modelo para a birrefringeˆncia presente na equac¸a˜o (4.1.13) a
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equac¸a˜o dinaˆmica do vector PMD ~τ , equac¸a˜o (3.1.32), pode ser escrita na seguinte
forma
∂~τ
∂z
=
∂
∂ω
[ ~β0 + ~ν] + [ ~β0 + ~ν]× ~τ . (4.2.1)
Por sua vez, a equac¸a˜o anterior pode ser escrita na seguinte forma matricial [Foschini91a],
∂~τ
∂z
= −σ

0 −τ3 τ2
τ3 0 −τ1
−τ2 τ1 0
~ν −

0 0 0
0 0 −∆β
0 ∆β 0
~τ +

∆β′
0
0
 , (4.2.2)
onde foi usada a forma matricial do operador de rotac¸a˜o ~r×,
~r× =

0 −r3 r2
r3 0 −r1
−r2 r1 0
 . (4.2.3)
Segundo as teorias estoca´sticas [Gardiner97], a equac¸a˜o (4.2.2) esta´ apresentada
na formulac¸a˜o de Stratanovich. Assim, para podermos usar a formulac¸a˜o apresentada
no apeˆndice A, a formulac¸a˜o de Itoˆ, e´ necessa´rio subtrair o termo σ2~τ ao segundo
membro da equac¸a˜o (4.2.2) [Foschini91a], obtendo-se
∂~τ
∂z
= −σ

0 −τ3 τ2
τ3 0 −τ1
−τ2 τ1 0
~ν −

σ2 0 0
0 σ2 −∆β
0 ∆β σ2
~τ +

∆β′
0
0
 . (4.2.4)
O primeiro passo para obter o valor me´dio do quadrado do DGD, τ 2 ≡ |~τ |2, e´ pre-
cisamente calcular o operador G, definido no apeˆndice A, para a equac¸a˜o anterior.
Obte´m-se enta˜o [Foschini91a],
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G =
σ2
2
[
(τ 23 + τ
2
2 )
∂
∂τ1
+ (τ 23 + τ
2
1 )
∂
∂τ2
+ (τ 23 + τ
2
2 )
∂
∂τ3
− 2τ2τ1 ∂
2
∂τ1∂τ2
−2τ3τ1 ∂
2
∂τ1∂τ3
− 2τ2τ3 ∂
2
∂τ2∂τ3
]
+ (−σ2τ1 +∆β′) ∂
∂τ1
+ (−σ2τ2 +∆βτ3) ∂
∂τ2
− (∆βτ2 − σ2τ3) ∂
∂τ1
. (4.2.5)
Colocando σ2 e ∆β em evideˆncia a equac¸a˜o anterior apresenta a seguinte forma,
G =
σ2
2
[
(τ 23 + τ
2
2 )
∂
∂τ1
+ (τ 23 + τ
2
1 )
∂
∂τ2
+ (τ 23 + τ
2
2 )
∂
∂τ3
− 2τ2τ1 ∂
2
∂τ1∂τ2
−2τ3τ1 ∂
2
∂τ1∂τ3
− 2τ2τ3 ∂
2
∂τ2∂τ3
]
− σ2(τ1 ∂
∂τ1
+ τ2
∂
∂τ2
+ τ3
∂
∂τ3
)
+ ∆β(τ3
∂
∂τ2
− τ2 ∂
∂τ3
) + ∆β′
∂
∂τ1
. (4.2.6)
Dado que pretendemos obter a forma como o valor me´dio de τ 2 evolui com a distaˆncia
z a func¸a˜o ψ, tambe´m definida no apeˆndice A, e´,
ψ(z) = τ 21 + τ
2
2 + τ
2
3 . (4.2.7)
Aplicando o operador G da equac¸a˜o (4.2.6) a` equac¸a˜o anterior obtemos o seguinte
resultado [Foschini91a],
G
[
τ 2
]
= 2∆β′τ1. (4.2.8)
Dado que ∆β′ e´ independente da distaˆncia, ao substituirmos o resultado da equac¸a˜o
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anterior na seguinte equac¸a˜o
∂
∂z
〈ψ〉 = 〈G [ψ]〉 ,
(apresentada no apeˆndice A, equac¸a˜o (A.0.3)) obte´m-se a seguinte equac¸a˜o diferencial
para o valor me´dio de τ 2,
∂
∂z
〈
τ 2
〉
= 2∆β′ 〈τ1〉 . (4.2.9)
Para obter o valor me´dio de τ1 e´ necessa´rio resolver a equac¸a˜o (A.0.3) para ψ = τ1.
Apo´s aplicar de novo o gerador G a ψ = τ1 obtemos a seguinte equac¸a˜o diferencial em
τ1 [Foschini91a]
∂
∂z
〈τ1〉 = −σ2 〈τ1〉+∆β′, (4.2.10)
cuja soluc¸a˜o e´,
〈τ1〉 = ∆β
′
σ2
+ Ce−σ
2z. (4.2.11)
A constante C e´ calculada considerando a condic¸a˜o inicial 〈τ1〉 = 0 para z = 0. A
evoluc¸a˜o de τ1 com a distaˆncia e´ enta˜o dada pela expressa˜o,
〈τ1〉 = ∆β
′
σ2
(1− e−σ2z). (4.2.12)
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Usando 〈τ1〉 na equac¸a˜o (4.2.9) obtemos a equac¸a˜o diferencial para 〈τ 2〉
∂
∂z
〈
τ 2
〉
=
2∆β′2
σ2
(1− e−σ2z). (4.2.13)
cuja soluc¸a˜o e´,
〈
τ 2
〉
=
2σ2z
∆β′2
+
2e−σ
2z
∆β′2
+ C ′. (4.2.14)
Usando 〈τ 2(z = 0)〉 = 0 como condic¸a˜o inicial, obtemos finalmente a seguinte equac¸a˜o
para o valor me´dio do quadrado do vector PMD [Foschini91a],
〈
τ 2
〉
= 2
(
∆β′
σ2
)2
(σ2z + e−σ
2z − 1). (4.2.15)
Atendendo a` relac¸a˜o entre σ2 e o comprimento de correlac¸a˜o, lc, podemos concluir
que para longas distaˆncias, z À lc, τrms ≡
√〈τ 2〉 cresce com a raiz quadrada da
distaˆncia τrms ≈ 2(∆β′/σ)2
√
z. Por outro lado, quando estamos num regime de curtas
distaˆncias onde a birrefringeˆncia e´ uniforme, z ¿ lc, τrms cresce linearmente com a
distaˆncia, τrms ≈
√
1/2∆β′z. A equac¸a˜o (4.2.15) descreve assim o crescimento de τrms
para os regimes de curta e longa distaˆncias.
4.3 Func¸o˜es de densidade de probabilidade
As func¸o˜es de densidade de probabilidade dos vectores PMD de primeira e segunda
ordens podem ser obtidas usando o modelo para a birrefringeˆncia apresentado em
[Foschini91a], ja´ utilizado na secc¸a˜o anterior. Usando este modelo, Foshini e Shepp
[Foschini91b] derivaram uma func¸a˜o caracter´ıstica, a partir da qual e´ poss´ıvel derivar
densidades de probabilidade para func¸o˜es do vector PMD de primeira e segunda ordens.
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Antes de apresentar a func¸a˜o caracter´ıstica e´ importante definir um vector 6-D,
−→
Υ, que tem como componentes os vectores PMD de primeira e segunda ordens, ~τ e ~τω,
−→
Υ =
[
~τ
~τω
]
. (4.3.1)
A referida func¸a˜o caracter´ıstica e´ derivada como func¸a˜o do vector
−→
Υ normalizado,
−→
Υ ′ =
[
~τ ′
~τ ′ω
]
=
[
1
µ
~τ
1
µ2
~τω
]
, (4.3.2)
sendo µ = ∆τ
√
pi/8 a constante de normalizac¸a˜o, e ∆τ e´ o valor me´dio do DGD. A
func¸a˜o caracter´ıstica e´ enta˜o dada pela seguinte expressa˜o [Foschini91a, Foschini91b],
F{p~τ ′,~τ ′ω} = Eei(~z·
−→τ ′+~ζ·~τ ′ω) (4.3.3)
= sech ·
∣∣∣~ζ∣∣∣ · e− 12 |~z|2 tanh|~ζ||~ζ| + (−→z ·−→ζ )2|~ζ|2 1− tanh|~ζ||~ζ| ff, (4.3.4)
em que F{} representa a transformada de Fourier 6-D, E e´ o operador esperanc¸a no
espac¸o 6-D, p e´ a densidade de probabilidade, e os vectores ~z e ~ζ sa˜o as varia´veis
transformadas correspondentes a`s componentes de ~τ ′ e ~τ ′ω, respectivamente.
Assim, para se derivar a func¸a˜o densidade de probabilidade de p~τ ′,~τ ′ω seria ne-
cessa´rio calcular a transformada de Fourier inversa, F−1, da equac¸a˜o 4.3.3. A` seme-
lhanc¸a do que acontece com o ca´lculo da pro´pria func¸a˜o caracter´ıstica, o ca´lculo da sua
transformada inversa de Fourier revela-se bastante complexo, sendo comum calcular a
transformada de Fourier inversa para valores espec´ıficos do vector
−→
Ξ ,
−→
Ξ =
[
~z
~ζ
]
. (4.3.5)
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4.3.1 PMD de primeira ordem
Para calcular a pdf da PMD de primeira ordem, isto e´, ∆τ = |~τ |, substitui-se −→ζ = 0 na
equac¸a˜o (4.3.3), e calcula-se a transformada de Fourier inversa 3-D em relac¸a˜o a`s treˆs
componentes de ~z. A pdf para a PMD de primeira ordem e´ enta˜o dada pela conhecida
Maxwelliana [Foschini91a]
p∆τ (x) =
8
pi2∆τ
(
2x
∆τ
)2
e
− 1
pi
(
2x
∆τ
)2
, (x ≥ 0). (4.3.6)
Repare-se que a me´dia do DGD, E(∆τ) = ∆τ , e´ o factor de escala para todas as pdf
derivadas a partir da equac¸a˜o (4.3.3).
Por outro lado, a pdf para cada uma das componentes do vector ~τ e´ obtida
substituindo na func¸a˜o caracter´ıstica
−→
ζ = 0 e tambe´m
~z =

z1
0
0
 , (4.3.7)
no caso da pdf respeitante a` primeira componente do vector PMD. Analisando a func¸a˜o
caracter´ıstica facilmente se verifica que as treˆs componentes do vector PMD tem a
mesma pdf. Assim, fazendo a substituic¸a˜o e calculando a transformada de Fourier
inversa obte´m-se como pdf para as componentes do vector PMD de primeira ordem
uma Gaussiana [Foschini91a],
pτi(x) =
2
pi∆τ
e
− 1
pi
(
2x
∆τ
)2
, (−∞ < x <∞). (4.3.8)
Note-se que o valor me´dio de cada uma das componentes do vector ~τ e´ igual a zero.
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4.3.2 PMD de segunda ordem
Analogamente ao que acontece para as componentes do vector PMD de primeira ordem,
as treˆs componentes do vector PMD de segunda ordem apresentam tambe´m a mesma
pdf. Usando ~z = 0 restringimos a func¸a˜o caracter´ıstica ao vector PMD de segunda
ordem, ~τω. Fazendo ζj 6=i = 0 e calculando a transformada de Fourier inversa 1-D
obte´m-se a pdf para a componente τωi [Foschini91a, Foschini00],
pτωi(x) =
4
pi∆τ
2 sech
(
4x
∆τ
2
)
, (−∞ < x <∞). (4.3.9)
Curiosamente, verifica-se que a pdf das componentes de segunda ordem apresentam a
mesma forma que a amplitude de um solita˜o o´ptico de primeira ordem [Pinto99].
A pdf do mo´dulo do vector PMD de segunda ordem e´ obtido substituindo sim-
plesmente ~z = 0 na equac¸a˜o caracter´ıstica e calculando a transformada de Fourier
inversa 3-D com respeito a ~ζ = 0 [Foschini91a, Foschini00],
p|~τω|(x) =
8
pi∆τ
2
4x
∆τ
2 tanh
(
4x
∆τ
2
)
sech
(
4x
∆τ
2
)
, (x ≥ 0). (4.3.10)
O valor me´dio de |~τω| e´ G
pi
∆τ
2
, em que G e´ a constante de Catalan (G = 0, 915965...).
4.3.2.1 Dispersa˜o croma´tica devida a` polarizac¸a˜o
Como foi mostrado na secc¸a˜o 3.2, o vector PMD de segunda ordem pode ser decomposto
em duas componentes, equac¸a˜o (3.2.2). O mo´dulo da primeira componente, ∆τω,
representa a dispersa˜o croma´tica dependente da polarizac¸a˜o. A derivac¸a˜o da pdf desta
func¸a˜o e´ bastante mais complexa que as anteriores. O primeiro passo para o seu ca´lculo
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e´ identificar ∆τω como a projecc¸a˜o do vector PMD de segunda ordem, ~τω, no vector
PMD de primeira ordem, ~τ [Foschini99],
∆τω = |~τ |ω = ~τω · pˆ. (4.3.11)
De seguida e´ necessa´rio introduzir a probabilidade condicional de ~τω para um dado ~τ ,
p~τω |~τ , que esta´ relacionada com outras probabilidades atrave´s de
p~τ , ~τω
= p~τ · p~τω|~τ . (4.3.12)
A passagem da equac¸a˜o anterior para a func¸a˜o caracter´ıstica e respectivo ca´lculo da
transformada inversa de Fourier envolve ca´lculos muito complexos. A pdf para ~τω e´
dada pela seguinte expressa˜o [Foschini99],
p∆τω(x) =
2
∆τ
2 sech
2
(
4x
∆τ
2
)
, (−∞ < x <∞). (4.3.13)
4.3.2.2 Despolarizac¸a˜o dos estados principais
O segundo termo da equac¸a˜o (3.2.2) representa a despolarizac¸a˜o dos PSP, sendo a taxa
de rotac¸a˜o angular do vector PMD e´ dada por pˆω. A pdf desta func¸a˜o foi tambe´m
derivada por Foschini e tem a seguinte forma [Foschini99, Foschini00]
p|pˆω|(x) = x
(
24
pi∆τ
2
)∫ ∞
0
dβ
sinh2/3β√
β cosh5/2β
1F1
(
5
2
; 1;
x24β
pi∆τ
2 tanhβ
)
, (4.3.14)
em que 1F1 e´ a func¸a˜o hipergeome´trica confluente do tipo 1 [Arfken85].
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4.4 Func¸a˜o de autocorrelac¸a˜o
A func¸a˜o de autocorrelac¸a˜o (ACF - Auto Correlation Function) do vector PMD foi
pela primeira vez derivada por Karlsson [Karlsson99]. A derivac¸a˜o baseou-se nos pres-
supostos de que uma fibra resulta da concatenac¸a˜o de n elementos de fibra, em que
cada secc¸a˜o de fibra tem um eixo birrefringente constante, descrito no espac¸o de Stokes
pelo versor eˆn, e atraso γ(ω). Assim, as matrizes de rotac¸a˜o de cada uma das secc¸o˜es
podem ser escritas, usando a matriz exponencial, na seguinte forma,
Mn = e
γn(ω)eˆn×, (4.4.1)
onde eˆn× representa o operador de rotac¸a˜o e a matriz exponencial e´ definida pela sua
expansa˜o de Taylor,
eγ(ω)eˆ× = I+ sin(γ)eˆ×+[1− cos(γ)]eˆ× eˆ× (4.4.2)
Assume-se que para cada secc¸a˜o γ(ω) e´ uma func¸a˜o linear arbitra´ria de ω, e eˆn e´
independente da frequeˆncia.
Tendo em conta que a matriz que representa as n primeiras secc¸o˜es, Mn, pode
ser escrita como a multiplicac¸a˜o das matrizes que descrevem individualmente cada uma
das secc¸o˜es,Mn =MnMn−1...M2M1, e que, de acordo com a equac¸a˜o (3.1.14), o vector
PMD, ~τ , pode ser relacionado com Mn atrave´s de ~τ n× = dMn/dω(Mn)−1, a equac¸a˜o
de concatenac¸a˜o dos vector PMD, ja´ derivada anteriormente, pode ser escrita, usando
esta notac¸a˜o, na seguinte forma,
~τ n =
dγn
dω
eˆn +Mn~τ
n−1. (4.4.3)
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Como o pro´prio nome indica, a ACF do vector PMD para duas frequeˆncias e´
definida da seguinte forma [Karlsson99],
gn(ω1, ω2) = 〈~τ n(ω1) · ~τ n(ω2)〉, (4.4.4)
onde as me´dias sa˜o realizadas sobre eˆn, que se assume ser uniformemente distribu´ıdo
na esfera de Poincare´. Em termos f´ısicos pode ser interpretada como uma me´dia sobre
um conjunto de fibras dos mesmo tipo ou como uma me´dia temporal de uma fibra cujas
caracter´ısticas variam no tempo. Para o ca´lculo do valor me´dio presente em (4.4.4)
tem-se em considerac¸a˜o que [Karlsson99]
〈Mn(ω1)[Mn(ω2)]−1〉 = Ia(∆γn), (4.4.5)
onde,
a(∆γn) = [1 + 2 cos(∆γn)]/3 e ∆γn = γn(ω1)− γn(ω2). (4.4.6)
Este resultado deriva de 〈eˆ×〉 = 0 e 〈eˆ× eˆ×〉 = −I2/3. Usando a igualdade presente em
(4.4.5) no ca´lculo da me´dia presente na equac¸a˜o (4.4.4), obte´m-se a seguinte equac¸a˜o
de recorreˆncia para a ACF [Karlsson99],
gn(ω1, ω2) =
(
dγn
dω
)2
+ a(∆γn)gn−1(ω1, ω2). (4.4.7)
Na modelac¸a˜o da fibra atrave´s da concatenac¸a˜o de va´rias secc¸o˜es, o atraso associado a
cada secc¸a˜o individual, γ(ω), pode tambe´m ser considerado como uma func¸a˜o aleato´ria.
No entanto, se se assumir que todas as secc¸o˜es apresentam o mesmo atraso γ(ω) =
∆τsecω, em que ∆τsec representa o DGD de cada secc¸a˜o, os resultados obtidos na˜o sa˜o
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quantitativamente diferentes. Desta forma, a func¸a˜o a = a[∆τsec(ω1−ω2)] e´ igual para
todas as n secc¸o˜es. Calculando iterativamente a equac¸a˜o 4.4.7, para g0 = 0, obte´m-se
gn(∆ω) = (∆τsec)
2(1 + a+ a2 + a3 + ...an−1) = (∆τsec)2
1− an
1− a , (4.4.8)
onde ∆ω = ω1 − ω2. Da equac¸a˜o anterior obtemos o resultado ja´ encontrado anteri-
ormente de que 〈∆τ 2〉 cresce linearmente com a distaˆncia, ou equivalentemente, com
o nu´mero de secc¸o˜es n. Este resultado vem sugerir qual a estrate´gia a seguir para se
fazer a aproximac¸a˜o do limite de continuidade, isto e´, quando o nu´mero de secc¸o˜es
tende para infinito o DGD devera´ ser aproximadamente constante. Assim, o DGD de
cada secc¸a˜o, ∆τsec, devera´ crescer com n da seguinte forma [Karlsson99],
(∆τsec)n→∞ =
√
〈∆τ 2〉
n
(4.4.9)
Substituindo a equac¸a˜o anterior na primeira equac¸a˜o de (4.4.6) e considerando nÀ 1,
obte´m-se a seguinte expressa˜o para a(∆ω),
a(∆ω)→ 1− 〈∆τ
2〉∆ω2
3n
+O
(
1
n2
)
, (4.4.10)
onde foi feita uma expansa˜o em se´ries de Taylor da func¸a˜o cos. Substituindo as equac¸o˜es
(4.4.10) e (4.4.9) na equac¸a˜o (4.4.8) obte´m-se [Karlsson99],
g(∆ω) = 3
1−
(
1− 〈∆τ2〉∆ω2
3n
)n
∆ω2
. (4.4.11)
Fazendo o limite n → ∞ a poteˆncia em n presente na equac¸a˜o anterior pode ser
escrita na forma de uma exponencial, obtendo-se finalmente a expressa˜o para a ACF
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[Karlsson99],
g(∆ω) = 3
1− exp
(
−〈∆τ
2〉∆ω2
3
)
∆ω2
. (4.4.12)
Como se pode pode concluir da equac¸a˜o anterior, a correlac¸a˜o entre dois vectores
PMD, medidos a frequeˆncias ω1 e ω2, diminui rapidamente com o aumento da diferenc¸a
de frequeˆncias, ∆ω = ω1 − ω2. O decaimento de g(∆ω) e´, alia´s, quadra´tico em ∆ω.
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5.1 Perspectiva histo´rica dos PCs nas comunicac¸o˜es
o´pticas
O controlo e monitorizac¸a˜o do estado de polarizac¸a˜o sa˜o aspectos essenciais nos ac-
tuais sistemas de comunicac¸a˜o o´pticos de alto de´bito (≥ 40 Gb/s) e longas distaˆncias
(≥ 100 km) dada a grande sensibilidade que estes apresentam a pequenas distorc¸o˜es do
sinal. Exemplos destas distorc¸o˜es, directamente relacionadas com a polarizac¸a˜o, sa˜o: a
atenuac¸a˜o dependente do SOP de entrada (PDL - Polarization-Dependent Loss), que
certos dispositivos apresentam, e a PMD que surge nas fibras o´pticas monomodo.
Os primeiros esquemas de controlo da polarizac¸a˜o usados nas comunicac¸o˜es
o´pticas eram baseados nas propriedades ela´stico-o´pticas da silica, atrave´s de actua-
dores de pressa˜o controlada [Ulrich79b] ou do enrolamento da fibra sobre si mesma
[Lefevre80]. Posteriormente, foram apresentados outros tipos de dispositivos baseados
em cristais electro-o´pticos [Kidoh81], Faraday rotators [Okoshi85] e cristais l´ıquidos
[Barnes88]. No entanto, o controlador que continua hoje em dia a ser mais usado, pelo
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menos em ambiente de laborato´rio, e´ o controlador constitu´ıdo por laˆminas de atraso
resultantes do enrolamento da fibra. O seu baixo custo e o fa´cil manuseamento, aliados
a` possibilidade de se transitar entre dois SOPs arbitra´rios, sa˜o as principais razo˜es do
sucesso deste tipo de PC.
O primeiro PC baseado em laˆminas de atraso que resultam de uma auto-induc¸a˜o
de birrefringeˆncia nas fibras foi apresentado por Lefevre [Lefevre80] em 1980, tendo sido
posteriormente patenteado em 1983 [Lefevre83]. Em [Lefevre80] descreve-se a forma
como um troc¸o de fibra enrolada sobre si pro´pria pode ser considerada equivalente
a uma laˆmina da atraso cla´ssica. Neste esquema, a quantidade de birrefringeˆncia
induzida no enrolar da fibra e´ uma func¸a˜o do diaˆmetro da fibra, do raio de curvatura,
do nu´mero de voltas e do comprimento de onda. Lefevre tambe´m mostra neste trabalho
como combinar este tipo de laˆminas de atraso por forma a controlar o SOP sem que
para tal seja necessa´rio usar outro dispositivo que na˜o a fibra. A fibra e´ enrolada
em treˆs ane´is distintos e independentes que formam as treˆs laˆminas de atraso: duas
laˆminas de quarto comprimento de onda e uma laˆmina de meio comprimento de onda.
Como sera´ demonstrado na secc¸a˜o 5.3.1, a primeira laˆmina de quarto comprimento de
onda transforma qualquer SOP num SOP linear, a laˆmina de meio comprimento de
onda permite transitar entre dois SOP lineares arbitra´rios e a u´ltima laˆmina, de quarto
comprimento de onda, vai transformar o SOP linear proveniente da laˆmina anterior
num SOP arbitra´rio.
Em 1983, Koehler realizou alguns testes com vista a encontrar a forma como a
atenuac¸a˜o varia com o raio de curvatura, tendo chegado a` conclusa˜o que a atenuac¸a˜o
diminui mais rapidamente que a birrefringeˆncia induzida quando o raio de curvatura
e´ aumentado [Koehler83]. Desta forma, e´ poss´ıvel encontrar um valor para o raio de
curvatura a partir do qual a atenuac¸a˜o e´ despreza´vel e a diminuic¸a˜o da birrefringeˆncia
pode ser compensada com o aumento do nu´mero de voltas em que a fibra e´ enrolada.
Koehler apresenta tambe´m uma caracterizac¸a˜o mais completa das laˆminas de quarto
e meio comprimento de onda atrave´s duma comparac¸a˜o entre os SOPs gerados e os
esperados teoricamente, para diferentes raios de curvatura das laˆminas. Usando o
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esquema apresentado em [Lefevre80] foi tambe´m testada a capacidade de gerar SOPs
lineares para diferentes aˆngulos: para o efeito, foram rodados os aˆngulos das laˆminas
de atraso de forma a minimizar a luz transmitida atrave´s de um polarizador linear,
orientado perpendicularmente ao aˆngulo em teste.
Um trabalho onde foram comparadas as principais caracter´ısticas dos diferentes
PCs, tais como perdas de inserc¸a˜o, controlo de ajuste sem fim, resposta temporal e
presenc¸a/auseˆncia de fadiga mecaˆnica, foi apresentado por [Okoshi85].
Num trabalho mais recente [Walker90], Walker apresentou dois novos esquemas
de controlo de polarizac¸a˜o sem fim: o primeiro consistia em quatro transdutores usando
um enrolamento de fibra PMF em cilindros piezoele´ctricos controlados atrave´s de um
algoritmo ja´ testado em actuadores de pressa˜o controlada em fibra [Walker87]; o se-
gundo caso consistia no uso de um dispositivo baseado nas propriedades electro-o´pticas
do niobato de l´ıtio. Relativamente aos controladores com va´rias laˆminas de atraso,
sa˜o discutidas nesse trabalho algumas consequeˆncias resultantes da condic¸a˜o que as
laˆminas de atraso devem satisfazer, pi/2 − (|φ′1| + |φ′2| + |φ′3|) ≥ 0 em φ′i representa o
complementar do atraso de fase da laˆmina i, por forma a garantir a possibilidade de
se transformar a polarizac¸a˜o entre dois SOPs arbitra´rios. Finalmente e´ mostrado que
os diferentes tipos de controladores esta˜o intrinsecamente relacionados entre si.
Realizar-se-a´ na seguintes secc¸o˜es uma ana´lise mais aprofundada do modo de
funcionamento e caracter´ısticas dos controladores de polarizac¸a˜o baseados na induc¸a˜o
de birrefringeˆncia por enrolamento da fibra. Em particular, sera˜o apresentados dois
modelos anal´ıticos: um para a ca´lculo determin´ıstico do valor de cada um dos aˆngulos
das laˆminas de atraso que compo˜em o PC, por forma a transformar um SOP de entrada
arbitra´rio num SOP de sa´ıda tambe´m arbitra´rio, e um outro modelo que permite
determinar a evoluc¸a˜o da variaˆncia de cada um dos paraˆmetros de Stokes, usados
para descrever o SOP, a` medida que o nu´mero de PCs concatenados aumenta.
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Figura 5.1: Representac¸a˜o esquema´tica de uma fibra sob tensa˜o para induc¸a˜o de
birrefringeˆncia.
5.2 Laˆminas de atraso por induc¸a˜o de birrefringeˆncia
Como ja´ foi referido no cap´ıtulo 2 a birrefringeˆncia nas fibras monomodo tem a sua
origem na perda de simetria circular por parte nu´cleo, devido ao processo de fabrico
e/ou a mecanismos de tensa˜o na˜o sime´tricos a que a fibra esta´ sujeita. Quando um
troc¸o de fibra e´ colocado na forma representada na Fig. 5.1, a birrefringeˆncia induzida
e´ principalmente devida a processos de tensa˜o mecaˆnica. A principal componente
do tensor de tensa˜o situa-se segundo a direcc¸a˜o do eixo dos zz [Ulrich80], na Fig. 5.1
representada a azul. No entanto, e apesar da sua grande intensidade, esta na˜o contribui
directamente para o surgimento da birrefringeˆncia uma vez que e´ uma func¸a˜o ı´mpar de
y, enquanto que os modos de propagac¸a˜o do campo ele´ctrico transversal sa˜o func¸o˜es
pares [Ulrich79a]. Na realidade a birrefringeˆncia surge das tenso˜es laterais situadas
no plano xy, na Fig. 5.1 representadas a verde e a vermelho. Estas tenso˜es laterais
induzem uma alterac¸a˜o do ı´ndice de refracc¸a˜o segundo os eixos x e y devido a efeitos
ela´stico-o´pticos [Lefevre80],
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∆nx =
n3
4
(p12 − νp12 − νp11)
( r
R
)2
, (5.2.1)
∆ny =
n3
4
(p11 − 2νp12)
( r
R
)2
, (5.2.2)
onde ν e´ o coeficiente de Poisson, p11 e p12 sa˜o os dois termos na˜o nulos do tensor
foto-ela´stico da s´ılica, r e´ o raio da fibra e R e´ o raio de curvatura. Para a s´ılica tem-se
ν = 0.16, p11 = 0.121, p12 = 0.270 e n = 1.46, estes treˆs u´ltimos medidos a λ = 633 nm
[Lefevre80]. Se definirmos δn como sendo a diferenc¸a entre os ı´ndices extraordina´rio e
ordina´rio obtemos,
δn = −a
( r
R
)2
(5.2.3)
em que a = 0.133.
Embora este efeito possa parecer despreza´vel, se for integrado por uma distaˆncia
de fibra considera´vel, e´ necessa´rio leva´-lo em conta. Por exemplo, escolhendo o nu´mero
correcto de voltas, N , bem como o raio de curvatura, R, e´ poss´ıvel obter uma diferenc¸a
de caminhos o´pticos entre a luz polarizada segundo yy e xx igual a diferentes fracc¸o˜es
do comprimento de onda λ/m. Usando as equac¸o˜es (2.1.13) e (5.2.3) podemos afirmar
que, assumindo que o nu´mero de voltas e´ igual a N , o raio a escolher para se obter
uma laˆmina de atraso de fase igual a 2pi/m e´
R(m,N) =
2piar2
λ
Nm. (5.2.4)
Na Fig. 5.2 esta´ esquematicamente representada a rotac¸a˜o de uma troc¸o de fibra
enrolada em forma de anel, que neste trabalho passaremos a designar por laˆmina.
Considere-se os pontos A e C, fixos num referencial do laborato´rio, e B e B′, fixos num
referencial solida´rio com a laˆmina. A rotac¸a˜o da laˆmina de um determinado aˆngulo θ
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Figura 5.2: Esquema da rotac¸a˜o de um enrolamento de fibra. Este enrolamento de
fibra pode ser tratado como uma laˆmina de atraso convencional em que o atraso de
fase e´ constante e a orientac¸a˜o dos eixos birrefringentes e´ ajusta´vel.
faz com que haja, por um lado, uma torc¸a˜o em sentidos opostos nas secc¸o˜es de fibra
AB e B′C e, por outro lado, uma alterac¸a˜o da orientac¸a˜o dos eixos birrefringentes da
fibra enrolada relativamente aos pontos A e C. A torc¸a˜o da fibra presente em AB vai
induzir nos SOPs lineares, por exemplo, uma rotac¸a˜o de θ′ = tθ, em que t e´ o coeficiente
de torc¸a˜o. Quando a laˆmina e´ rodada de um aˆngulo θ no sistema de laborato´rio a
rotac¸a˜o efectiva dos eixos birrefringentes com respeito ao ponto A e´ (1− t)θ. O mesmo
efeito verifica-se tambe´m no troc¸o de fibra B′C. No entanto, segundo [Ulrich79a], t
apresenta um valor pequeno para fibras o´pticas, aproximadamente 0.08, fazendo com
que o aˆngulo de rotac¸a˜o efectivo seja praticamente igual ao aˆngulo de rotac¸a˜o f´ısico.
No que diz respeito a` rotac¸a˜o dos eixos birrefringentes da laˆmina, considerando por
exemplo um SOP linear e uma laˆmina com atraso de fase pi, a rotac¸a˜o da laˆmina de
um aˆngulo θ vai induzir uma variac¸a˜o θ′′ no aˆngulo da polarizac¸a˜o linear inicial, em
que θ′′ = 2(1− t)θ [Lefevre80].
Pode assim concluir-se que o troc¸o de fibra entre os pontos A e C pode ser
tratado como uma laˆmina de atraso convencional, em que o atraso de fase e´ constante
e a orientac¸a˜o dos eixos birrefringentes e´ ajusta´vel.
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Figura 5.3: Imagem de um controlador do tipo QWP-HWP-QWP usado em labo-
rato´rio.
5.3 Controladores de polarizac¸a˜o QWP-HWP-QWP
Os controladores de polarizac¸a˜o mais usados apresentam a disposic¸a˜o das laˆminas
QWP-HWP-QWP. Na Fig. 5.3 mostra-se um PC deste tipo. No caso particular das
laˆminas de atraso do PC presente na figura, QWP e HWP, sa˜o compostas por 2 e 4
voltas de fibra, respectivamente.
A principal caracter´ıstica das QWPs e´ permitirem transformar um SOP ar-
bitra´rio num SOP linear. Por outro lado, as HWP permitem transitar entre dois
SOPs lineares arbitra´rios. Com base nestas duas premissas podemos concluir que a
combinac¸a˜o de laˆminas acima referida permite transformar o estado de polarizac¸a˜o en-
tre dois quaisquer SOPs arbitra´rios. No entanto, sa˜o poss´ıveis outras combinac¸o˜es de
laˆminas [Walker90] sem que seja posta em causa a capacidade para transitar entre dois
SOPs arbitra´rios. A principal vantagem da configurac¸a˜o aqui analisada relativamente
a`s outras e´ o facto desta permitir fazer um controlo cont´ınuo do SOP: por exemplo, no
caso do SOP de entrada ser alterado continuamente e se pretender manter o SOP de
sa´ıda fixo; ou a situac¸a˜o inversa, em que o SOP de entrada e´ fixo e se pretende alterar
continuamente o SOP de sa´ıda.
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Figura 5.4: Representac¸a˜o esquema´tica de um PC constitu´ıdo por uma sequeˆncia de
laˆminas de atraso do tipo QWP-HWP-QWP.
5.3.1 Determinac¸a˜o dos aˆngulos das laˆminas
O objectivo desta secc¸a˜o e´ apresentar uma expressa˜o para os aˆngulos de cada uma das
laˆminas de atraso que compo˜em o PC, ver Fig. 5.4. Para calcularmos a configurac¸a˜o
do PC, por forma a transformar um SOP inicial arbitra´rio, sˆi, num SOP final tambe´m
arbitra´rio, sˆj, procede-mos a` ana´lise particular do que acontece ao SOP em cada uma
das laˆminas de atraso. O me´todo que iremos usar sera´, numa primeira fase, transfor-
mar o SOP de entrada num SOP linear, atrave´s da primeira QWP, seguindo-se uma
transformac¸a˜o entre SOPs lineares, atrave´s da HWP, para, por sua vez, transformar
esse SOP linear no SOP de sa´ıda pretendido.
Fazendo uso do ca´lculo matricial, o SOP a` sa´ıda da primeira QWP e´ dado pela
seguinte expressa˜o,
sˆj = R(θ1)Mλ/4R(−θ1)sˆi, (5.3.1)
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onde θ1 e´ o aˆngulo do qual deve ser rodada a primeira laˆmina de atraso,Mλ/4 e´ a matriz
de rotac¸a˜o que representa a QWP, ja´ definida na equac¸a˜o (2.1.17), e R e´ a matriz que
descreve a rotac¸a˜o da laˆmina de um aˆngulo θ, sendo dada por,
R =

cos(2θ) − sin(2θ) 0
sin(2θ) cos(2θ) 0
0 0 1
 . (5.3.2)
Desenvolvendo a multiplicac¸a˜o das matrizes presentes na equac¸a˜o (5.3.1), o SOP a`
sa´ıda da primeira laˆmina pode ser escrito na seguinte forma geral
sˆj =

(s1)i cos
2(2θ1) + (s2)i cos(2θ1) sin(2θ1) + (s3)i sin(2θ1)
(s1)i cos(2θ1) sin(2θ1) + (s2)i sin
2(2θ1)− (s3)i cos(2θ1)
(s2)i cos(2θ1)− (s1)i sin(2θ1)
 , (5.3.3)
em que (sj)i representa a componente j do vector sˆi. O aˆngulo da primeira QWP,
θ1, que garante a` sa´ıda da laˆmina um SOP sˆj linear, independentemente do SOP de
entrada, pode ser obtido atrave´s da condic¸a˜o de que o paraˆmetro (s3)j seja nulo, isto
e´,
(s2)i cos(2θ1)− (s1)i sin(2θ1) = 0. (5.3.4)
A soluc¸a˜o para o aˆngulo θ1 e´
θ1 =
1
2
arctan
(
(s2)i
(s1)i
)
. (5.3.5)
Os SOPs presentes na equac¸a˜o (5.3.3), sujeitos a` condic¸a˜o presente em (5.3.4) podem
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ser escritos da seguinte forma,
sˆj =

X
Y
0
 , (5.3.6)
onde X e Y sa˜o as componentes na˜o nulas do vector de Stokes sˆj, dadas por
X = (s1)i cos
2(2θ1) + (s2)i cos(2θ1) sin(2θ1) + (s3)i sin(2θ1), (5.3.7)
Y = (s1)i cos(2θ1) sin(2θ1) + (s2)i sin
2(2θ1)− (s3)i cos(2θ1), (5.3.8)
em que θ1 e´ dado por (5.3.5). Repare-se que no caso particular de o SOP de entrada,
sˆi, ser ja´ uma polarizac¸a˜o linear a QWP deve ser rodada por forma a na˜o efectuar
qualquer alterac¸a˜o no SOP, estando-se simplesmente a alinhar um dos eixos principais
com o aˆngulo da polarizac¸a˜o.
De seguida vamos analisar a HWP que transforma o SOP linear sˆj num SOP
tambe´m linear sˆk. Este pode tambe´m ser escrito na seguinte forma geral,
sˆk =

W
Z
0
 , (5.3.9)
onde W e Z sa˜o func¸o˜es do SOP sˆf que pretendemos obter a` sa´ıda do PC. Os SOPs
lineares sˆj e sˆk sa˜o caracterizados pelos respectivos aˆngulos de polarizac¸a˜o, αj e αk,
podendo estes ser escritos como func¸a˜o das duas componentes na˜o nulas do vector de
Stokes [LeRoy97],
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αj =
1
2
arctan
(
Y
X
)
, (5.3.10)
αk =
1
2
arctan
(
Z
W
)
. (5.3.11)
A alterac¸a˜o do SOP sˆj, induzido pela HWP, pode ser encontrado aplicando directa-
mente a matriz Mλ/2, definida na equac¸a˜o (2.1.18), ao SOP sˆj, obtendo-se,
sˆk =

X
−Y
0
 . (5.3.12)
Observamos que, a` sa´ıda da HWP, o aˆngulo de polarizac¸a˜o e´ o inverso do aˆngulo de
entrada, αk = −αj. No entanto, e´ sabido [Lefevre80, Koehler83] que uma rotac¸a˜o da
HWP de um aˆngulo θ induz no aˆngulo de polarizac¸a˜o a` sa´ıda da laˆmina uma variac¸a˜o
de 2θ. Assim, podemos dizer que o aˆngulo a` sa´ıda da HWP sera´ dado por
αk = −αj + 2θ2. (5.3.13)
Uma vez que o que pretendemos determinar e´ o aˆngulo a que deve ser colocada a
laˆmina, substitu´ımos as equac¸o˜es (5.3.10) e (5.3.11) na equac¸a˜o anterior, obtendo-se a
seguinte expressa˜o para o aˆngulo θ2,
θ2 =
1
4
[
arctan
(
Y
X
)
+ arctan
(
Z
W
)]
. (5.3.14)
De referir que este aˆngulo e´ func¸a˜o quer do SOP de entrada, sˆi, quer do SOP de sa´ıda,
sˆf .
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O aˆngulo da terceira laˆmina e´ calculado de forma ana´loga a` da primeira laˆmina
de atraso. O SOP final, sˆf , e´ dado por
sˆf = R(θ3)Mλ/4R(−θ3)sˆk. (5.3.15)
Uma vez mais, desenvolvendo as multiplicac¸o˜es obte´m-se o seguinte sistema de equac¸o˜es

(s1)f
(s2)f
(s3)f
 =

W cos2(2θ3) + Z cos(2θ3) sin(2θ3)
W cos(2θ3) sin(2θ3) + Z sin
2(2θ3)
Z cos(2θ3)−W sin(2θ3)
 . (5.3.16)
Usando as duas primeira equac¸o˜es de (5.3.16) o valor obtido para θ3 e´
θ3 =
1
2
arctan
(
(s2)f
(s1)f
)
. (5.3.17)
As expresso˜es paraW e Z sa˜o obtidas usando o resultado anterior em (5.3.16). Obtemos
assim as seguintes expresso˜es
W = (s1)f cos
2(2θ3) + (s2)f cos(2θ3) sin(2θ3)− (s3)f sin(2θ3), (5.3.18)
Z = (s1)f cos(2θ3) sin(2θ3) + (s2)f sin
2(2θ3)− (s3)f cos(2θ3), (5.3.19)
necessa´rias para o ca´lculo de θ2. Note-se, uma vez mais, que no caso da polarizac¸a˜o
que se pretender a` sa´ıda ser uma polarizac¸a˜o linear o SOP, antes e depois da segunda
QWP sera´ o mesmo, bastando alinhar um dos eixos principais da laˆmina com o aˆngulo
da polarizac¸a˜o.
Em conclusa˜o, as equac¸o˜es (5.3.5), (5.3.14) e (5.3.17), em conjugac¸a˜o com (5.3.7),
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(5.3.8), (5.3.18) e (5.3.19), fornecem, respectivamente, os treˆs aˆngulos das laˆminas de
atraso por forma a transitar entre dois SOPs pretendidos.
Uma forma alternativa de acompanhar visualmente as transformac¸o˜es no SOP
devido a`s laˆminas de atraso esta´ representada na Fig. 5.5(a). Quando um feixe pola-
rizado e´ feito passar atrave´s de uma laˆmina de atraso, o SOP inicial, representado na
figura por Pi, sofre uma rotac¸a˜o de um aˆngulo φ em torno de um eixo definido pelo
versor βˆ. Este versor βˆ situa-se no plano equatorial da esfera a uma longitude ϕ = 2θ.
Os aˆngulos φ e θ correspondem, respectivamente, ao atraso de fase e ao aˆngulo de
rotac¸a˜o da laˆmina de atraso em causa.
Resulta assim fa´cil perceber que, quando um SOP linear passa atrave´s de uma
HWP (φ = 1800) o SOP a` sa´ıda sera´, independentemente do aˆngulo a que e´ colocada
a laˆmina, tambe´m um SOP linear. Na Fig 5.5(b) esta˜o representados treˆs exemplos da
transformac¸a˜o de um SOP linear inicial, representado a vermelho, quando este passa
atrave´s de uma HWP. Por outro lado, quando uma QWP (φ = 900) e´ colocada num
determinado aˆngulo, por forma a que o versor βˆ coincida com a projecc¸a˜o de Pi no
plano equatorial da esfera, o SOP final sera´ sempre um SOP linear. No caso particular
de a polarizac¸a˜o de entrada ser circular (circular direita ou circular esquerda) o SOP de
sa´ıda e´ tambe´m sempre linear, independentemente do aˆngulo da laˆmina. Na Fig 5.5(c)
esta˜o representadas estas transformac¸o˜es sofridas pelos SOP circular direito e esquerdo,
para dois aˆngulos diferentes da laˆmina.
Na sequeˆncia da representac¸a˜o matricial de cada laˆmina em particular, e´ tambe´m
poss´ıvel representar matricialmente o PC como um todo. A forma de o fazer consiste
na concatenac¸a˜o das matrizes associadas a`s treˆs laˆminas. A matriz F que descreve
matematicamente o PC e´,
F(θ1, θ2, θ3) = R(θ3)Mλ/4R(−θ3)R(θ2)Mλ/2R(−θ2)R(θ1)Mλ/4R(−θ1). (5.3.20)
Esta matriz sera´ usada na secc¸a˜o seguinte para testar as expresso˜es acima derivadas.
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(a) Representac¸a˜o da alterac¸a˜o do SOP induzido por
uma laˆmina de atraso, colocada a um aˆngulo θ e com
atraso de fase φ.
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(b) Representac¸a˜o da alterac¸a˜o dos SOPs lineares
induzida por uma HWP.
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(c) Representac¸a˜o da alterac¸a˜o dos SOPs circu-
lares induzida por uma QWP.
Figura 5.5: Representac¸a˜o esquema´tica da alterac¸a˜o do estado de polarizac¸a˜o da luz
quando atravessa uma laˆmina de atraso.
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5.3.2 Exemplos
Por forma a testar a validade das equac¸o˜es (5.3.5), (5.3.14) e (5.3.17) foram, numa
primeira, fase calculados os respectivos aˆngulos em func¸a˜o de SOPs de entrada e sa´ıda
previamente escolhidos. Estes resultados encontram-se representados na Tabela 5.1.
SOP Aˆngulo das laˆminas
sˆi sˆf θ1 θ2 θ3
(-1,0,0) (
√
2
2
,
√
2
2
, 0) 90◦ 56, 25◦ 22, 5◦
(-1,0,0) (
√
3
3
,
√
3
3
,
√
3
3
) 90◦ 65, 661◦ 22, 5◦
(-1,0,0) (
√
3
3
,
√
3
3
,−
√
3
3
) 90◦ 47, 4339◦ 22, 5◦
(-1,0,0) (0,−1, 0) 90◦ 112, 5◦ 45◦
(−
√
3
3
,−
√
3
3
,
√
3
3
) (0,
√
2
2
,
√
2
2
) 112, 5◦ 81, 1839◦ 45◦
Tabela 5.1: Exemplos de aˆngulos das laˆminas calculados para um determinado SOP
de entrada e sa´ıda. Os aˆngulos esta˜o expressos em graus.
A segunda fase do teste consistiu em aplicar a matriz F, equac¸a˜o (5.3.20), aos
SOPs iniciais presentes na Tabela 5.1, e verificar se o resultado coincide com o SOP
final, tambe´m presente na tabela. Todos os SOPs obtidos atrave´s da equac¸a˜o (5.3.20)
correspondem aos esperados.
Para testar de forma mais abrangente as equac¸o˜es (5.3.5), (5.3.14) e (5.3.17) foi
feito um programa em Matlab usando um algoritmo [Knuth98] capaz de gerar SOPs
aleato´rios uniformemente distribu´ıdos na esfera de Poincare´. Uma vez obtidos esses
SOPs, o programa agrupa os SOPs dois a dois, identificando um como SOP de entrada
e outro como SOP de sa´ıda, e executa os ca´lculos ja´ referidos para os casos presentes
na Tabela 5.1. Verificou-se que os resultados dos 1000 pares de SOP simulados estavam
de acordo com os previstos, validando assim o modelo anal´ıtico derivado.
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5.4 Espalhamento uniforme da Polarizac¸a˜o
A possibilidade de ter um dispositivo, ou a concatenac¸a˜o de va´rios, capaz de fazer uma
espalhamento uniforme da polarizac¸a˜o na esfera de Poincare´ constitui uma ferramenta
importante, por exemplo, para o desenvolvimento de emuladores da PMD. Alia´s, foram
ja´ propostos por alguns autores emuladores de PMD baseados na concatenac¸a˜o de
va´rios troc¸os de PMF com um espalhamento da polarizac¸a˜o entre as secc¸o˜es [Lima01,
Lize05, Phua05].
5.4.1 Ana´lise teo´rica
Por forma a testar a capacidade do PC em estudo neste trabalho, para gerar um es-
palhamento uniforme da polarizac¸a˜o na esfera de Poincare´, projectou-se um sistema
que, basicamente, consiste na concatenac¸a˜o de va´rios PCs em se´rie. Este sistema esta´
esquematicamente representado na Fig. 5.6. Note-se que, sendo o atraso de fase de
cada uma das laˆminas que compo˜em o PC constante, a distribuic¸a˜o dos SOPs a` sa´ıda
do controlador esta´ relacionada, exclusivamente, com a escolha dos aˆngulos dos eixos
birrefringentes de cada uma das laˆminas. Uma das primeiras questo˜es que se coloca e´
precisamente saber quando se esta´, ou na˜o, na presenc¸a de uma distribuic¸a˜o uniforme
da polarizac¸a˜o. Para isso, sera˜o analisadas cada uma das treˆs componentes do vector de
Stokes que descreve completamente o estado de polarizac¸a˜o. No apeˆndice B e´ demons-
trado que, num conjunto de SOPs uniformemente distribu´ıdos na esfera de Poincare´,
cada uma das componentes do vector de Stokes, si, apresenta me´dia nula, variaˆncia
igual a 1/3 e distribuic¸a˜o uniforme entre -1 e 1. A estrate´gia adoptada para deter-
minar a evoluc¸a˜o do espalhamento resultante do nosso dispositivo, nomeadamente a
convergeˆncia da variaˆncia para um terc¸o, foi inspirada no tratamento dado por Marcuse
a duas matrizes de rotac¸a˜o [Marcuse97]. De referir que o factor de convergeˆncia para
a variaˆncia a que chegaremos mais a` frente, e´ igual ao melhor dos casos apresentados
em [Marcuse97].
82
5.4. Espalhamento uniforme da Polarizac¸a˜o Universidade Aveiro
SOP(1)
1 1,1 2,1 3,1
PC (? ,? ,? )
SOP(n+1)
n-1 1,n-1 2,n-1 3,n-1
PC (? ,? ,? ) n 1,n 2,n 3,nPC (? ,? ,? )
SOP(n)
Figura 5.6: Representac¸a˜o esquema´tica da concatenac¸a˜o de (n + 1) controladores de
polarizac¸a˜o para o espalhamento da polarizac¸a˜o.
De acordo com o esquema da Fig. 5.6 o SOP de sa´ıda de um PC vai, sucessiva-
mente, ser o SOP de entrada do pro´ximo PC. A nossa ana´lise baseia-se no estudo das
propriedades do conjunto de SOPs a` sa´ıda do u´ltimo controlador, tendo como refereˆncia
as propriedades de uma distribuic¸a˜o uniforme. A convergeˆncia dos valores obtidos com
os valores ideais sera´ analisada tendo em conta o nu´mero de PCs concatenados.
A matriz que representa o conjunto das treˆs laˆminas que compo˜em o PC e´ dada
por F, ja´ definida na equac¸a˜o (5.3.20). Assim, concatenando va´rios PCs, a relac¸a˜o
entre o SOP a` entrada e o SOP a` sa´ıda do PC nu´mero n pode ser escrita na seguinte
forma,

(s1)n+1
(s2)n+1
(s3)n+1
 = Fn(θ1,n, θ2,n, θ3,n)

(s1)n
(s2)n
(s3)n
 , (5.4.1)
onde (si)n e (si)n+1 sa˜o as componentes i dos vectores de Stokes a` entrada e a` sa´ıda do
PC nu´mero n, respectivamente. Note-se que o ı´ndice n foi introduzido em Fn(θ1,n, θ2,n, θ3,n)
por forma a tornar claro que tanto a matriz F como os aˆngulos θ1, θ2 e θ3 correspondem
ao PC nu´mero n.
Nos ca´lculos que se seguem vamos assumir que os aˆngulos das laˆminas de atraso
sa˜o alterados aleatoriamente segundo uma distribuic¸a˜o uniforme entre −pi e pi. Assume-
se tambe´m que a alterac¸a˜o dos aˆngulos e´ independente entre as laˆminas que compo˜em
o mesmo PC bem como entre os diferentes PCs. Assim, o valor me´dio de cada uma
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das componentes da matriz F, fij, sera´ ideˆntico para todos os PCs, passando a usar-se
somente a notac¸a˜o 〈fij〉.
O valor me´dio de cada uma das componentes do vector de Stokes a` sa´ıda do
controlador n, 〈(si)n+1〉, pode ser determinado atrave´s do ca´lculo do valor me´dio de
cada uma das entradas da matriz F,

〈(s1)n+1〉
〈(s2)n+1〉
〈(s3)n+1〉
 =

〈f11〉 〈f12〉 〈f13〉
〈f21〉 〈f22〉 〈f23〉
〈f31〉 〈f32〉 〈f33〉


〈(s1)n〉
〈(s2)n〉
〈(s3)n〉
 . (5.4.2)
Os valores me´dios sa˜o calculados tendo em considerac¸a˜o que a distribuic¸a˜o para os
aˆngulos das laˆminas e´ uniforme. Como exemplo, o valor me´dio 〈f11〉 e´ calculado da
seguinte forma,
〈f11〉 =
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
p3θf11,ndθ1θ2dθ3, (5.4.3)
em que pθ e´ a func¸a˜o de densidade de probabilidade para cada um treˆs aˆngulos das
laˆminas e f11,n e´ dado por,
f11,n = 2 cos2(2θ1,n) cos2(2θ3,n) cos2(2θ2,n)+2 cos2(2θ1,n) cos(2θ2,n) cos(2θ3,n) sin(2θ3,n) sin(2θ2,n)
−cos2(2θ1,n) cos2(2θ3,n)+2 cos(2θ1,n) sin(2θ1,n) sin(2θ2,n) cos2(2θ3,n) cos(2θ2,n)
+cos(2θ1,n) sin(2θ1,n) cos(2θ3,n) sin(2θ3,n)
−2 cos(2θ1,n) sin(2θ1,n) cos(2θ3,n) sin(2θ3,n) cos2(2θ2,n)+sin(2θ3,n) sin(2θ1,n). (5.4.4)
Como consideramos uma distribuic¸a˜o uniforme entre −pi e pi, a func¸a˜o de densidade e´
simplesmente pθ =
1
2pi
(1). Substituindo este resultado, bem como a equac¸a˜o (5.4.4), na
(1)Por forma a garantir a condic¸a˜o de normalizac¸a˜o, P (−pi < θ < pi) = ∫ pi−pi pθdθ ≡ 1.
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equac¸a˜o (5.4.3) e fazendo o integral triplo obte´m-se,
〈f11〉 = 0. (5.4.5)
A` semelhanc¸a do que acontece para f11, as me´dias das restantes componentes sa˜o
tambe´m nulas, 〈fij〉 = 0, podendo afirmar-se que, independentemente do nu´mero de
PCs concatenados, o valor me´dio de cada uma das componentes do vector de Stokes e´
nulo.
Para calcular a variaˆncia de cada uma das componentes comec¸amos por calcular
o quadrado da equac¸a˜o (5.4.1), obtendo-se,

(s1)n+1
(s2)n+1
(s3)n+1

2
=

f11,n f12,n f13,n
f21,n f22,n f23,n
f31,n f32,n f33,n

2 
(s1)n
(s2)n
(s3)n

2
, (5.4.6)
Expandindo os quadrados do segundo membro da equac¸a˜o anterior obte´m-se,

(s1)2n+1
(s2)2n+1
(s3)2n+1
 =

f 211,n (s1)
2
n+f
2
12,n (s2)
2
n+f
2
13,n (s3)
2
n+2
3∑
i,j=1(i6=j)
f1i,n f1j,n (si)n(sj)n
f 221,n (s1)
2
n+f
2
22,n (s2)
2
n+f
2
23,n (s3)
2
n+2
3∑
i,j=1(i6=j)
f2i,n f2j,n (si)n(sj)n
f 231,n (s1)
2
n+f
2
32,n (s2)
2
n+f
2
33,n (s3)
2
n+2
3∑
i,j=1(i6=j)
f3i,n f3j,n (si)n(sj)n

. (5.4.7)
O passo seguinte e´ calcular o valor me´dio de (si)
2
n+1, mais uma vez, para valores dos
aˆngulos das laˆminas, θi, uniformemente distribu´ıdos no intervalo [−pi, pi]. Aplicando o
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valor me´dio a` equac¸a˜o (5.4.7), obte´m-se

〈(s1)2n+1〉
〈(s2)2n+1〉
〈(s3)2n+1〉
 =

〈f211 (s1)2n〉+〈f212 (s2)2n〉+〈f213 (s3)2n〉+
〈
2
3∑
i,j=1(i6=j)
f1i f1j (si)n(sj)n
〉
〈f221 (s1)2n〉+〈f222 (s2)2n〉+〈f223 (s3)2n〉+
〈
2
3∑
i,j=1(i6=j)
f2i f2j (si)n(sj)n
〉
〈f231 (s1)2n〉+〈f232 (s2)2n〉+〈f233 (s3)2n〉+
〈
2
3∑
i,j=1(i6=j)
f3i f3j (si)n(sj)n
〉

, (5.4.8)
sendo que no segundo membro se considera a me´dia das somas igual a` soma das me´dias.
Considerando ainda que func¸o˜es dos elementos da matriz F (por exemplo f12f13) sa˜o
independentes de func¸o˜es das componentes do vector de Stokes, si, (por exemplo s1s2),
a equac¸a˜o anterior pode ainda ser escrita na seguinte forma,

〈(s1)2n+1〉
〈(s2)2n+1〉
〈(s3)2n+1〉
 =

〈f211〉〈(s1)2n〉+〈f212〉〈(s2)2n〉+〈f213〉〈(s3)2n〉+2
3∑
i,j=1(i 6=j)
〈f1if1j〉〈(si)n(sj)n〉
〈f221〉〈(s1)2n〉+〈f222〉〈(s2)2n〉+〈f223〉〈(s3)2n〉+2
3∑
i,j=1(i 6=j)
〈f2if2j〉〈(si)n(sj)n〉
〈f231〉〈(s1)2n〉+〈f232〉〈(s2)2n〉+〈f233〉〈(s3)2n〉+2
3∑
i,j=1(i 6=j)
〈f3if3j〉〈(si)n(sj)n〉

. (5.4.9)
Os valores me´dios da equac¸a˜o anterior, envolvendo elementos da matriz F, sa˜o calcu-
lados da mesma forma que a apresentada na equac¸a˜o (5.4.3). Por exemplo, o valor
me´dio 〈f 211〉 e´ calculado da seguinte forma,
〈
f 211
〉
=
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
p3θf
2
11dθ1dθ2dθ3, (5.4.10)
sendo o seu resultado,
〈
f 211
〉
= 3/8. (5.4.11)
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Substituindo todos os valores me´dios calculados,
〈
f 2ij
〉
, na equac¸a˜o (5.4.9) e colocando
a me´dia dos quadrados dos paraˆmetros de Stokes em evideˆncia obte´m-se,

〈
(s1)
2
n+1
〉〈
(s2)
2
n+1
〉〈
(s3)
2
n+1
〉
 =

3/8 3/8 1/4
3/8 3/8 1/4
1/4 1/4 1/2


〈(s1)2n〉
〈(s2)2n〉
〈(s3)2n〉
 . (5.4.12)
Esta operac¸a˜o so´ e´ poss´ıvel dado que os valores me´dios dos termos cruzados, 〈fki fkj〉,
sa˜o nulos. Neste momento temos ja´ uma relac¸a˜o expl´ıcita entre os valores me´dios dos
quadrados das componentes dos vectores de Stokes a` sa´ıda e a` entrada do PC nu´mero n.
Usando iterativamente a equac¸a˜o (5.4.12) para um SOP inicial sˆ1 = [(s1)1, (s2)1, (s3)1]
T ,
em que T e´ a transposta, encontra-se a seguinte expressa˜o para os valores me´dios de
(si)
2
n, 
〈
(s1)
2
n+1
〉〈
(s2)
2
n+1
〉〈
(s3)
2
n+1
〉
 = 13

1
1
1
+ a4n

1
1
−2
+ δ(n)0b

1
−1
0
 , (5.4.13)
onde δ(n−1)0 e´ o s´ımbolo delta de Kronecker, definido na equac¸a˜o (4.1.18), e a e b sa˜o
func¸o˜es do SOP inicial, dadas por,
a =
1
2
(
1
3
− (s3)21
)
, (5.4.14)
b =
1
2
(
(s1)
2
1 − (s2)21
)
. (5.4.15)
Repare-se que a variaˆncia(2) de cada um dos si converge rapidamente com um factor
de 1/4n para o valor 1/3. E´ importante referir que a convergeˆncia da variaˆncia para
1/3, e ao contra´rio do que e´ dado a entender em [Marcuse97], na˜o implica por si so´
uma convergeˆncia para uma distribuic¸a˜o uniforme na esfera da Poincare´.
(2)Uma vez que si tem me´dia nula a variaˆncia e´ simplesmente dada pela me´dia do quadrado. Refira-
se, no entanto, que para n = 1 ainda na˜o houve espalhamento, pelo que neste caso na˜o podemos
chamar variaˆncia a
〈
(sˆ)21
〉
.
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Figura 5.7: Variac¸a˜o do paraˆmetro a em func¸a˜o do paraˆmetro de Stokes (s3)1.
Analisando a equac¸a˜o (5.4.14) podemos retirar duas concluso˜es relativamente a`
influencia do SOP inicial na convergeˆncia para 1/3: em primeiro lugar, observamos
que os SOPs de entrada com o mo´dulo de (s3)1 igual, convergem para 1/3 de forma
ana´loga. Note-se que este conjunto de polarizac¸o˜es forma uma circunfereˆncia na esfera
de Poincare´ paralela ao plano s3 = 0, apresentando a mesma elipticidade. Por outro
lado, observa-se que a convergeˆncia e´ tanto maior quanto menor for o mo´dulo de a.
Na Fig. 5.7 esta´ representada a variac¸a˜o de a com (s3)1. Como se pode observar a vale
zero para (s3)
2
1 =
1
3
. Assim, este conjunto de polarizac¸o˜es, sˆ1 =
[
(s1)1, (s2)1,±
√
1/3
]T
,
independentemente do nu´mero de PCs, revela-se vantajoso para gerar uma distribuic¸a˜o
uniforme da polarizac¸a˜o com este tipo de controladores.
5.4.2 Simulac¸o˜es nume´ricas
Vamos de seguida apresentar alguns exemplos onde sa˜o simulados espalhamentos da
polarizac¸a˜o: inicialmente, e´ usado apenas um PC no espalhamento da polarizac¸a˜o e
sa˜o testados diferentes SOPs iniciais; de seguida, considera-se um determinado SOP
inicial e procede-se a` simulac¸a˜o do espalhamento com va´rios PCs concatenados.
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(a) Representac¸a˜o na esfera de Poincare´ dos vecto-
res de Stokes.
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(b) Histograma do paraˆmetro de Stokes s1.
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(c) Histograma do paraˆmetro de Stokes s2.
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(d) Histograma do paraˆmetro de Stokes s3.
Figura 5.8: Representac¸a˜o dos paraˆmetros de Stokes para um espalhamento usando
um PC e SOP inicial sˆ1 = [0, 1, 0]
T .
Na Fig. 5.8 esta´ representada a simulac¸a˜o de 5000 vectores de Stokes, resultan-
tes dos espalhamento da polarizac¸a˜o usando um so´ PC e considerando o SOP inicial
sˆ1 = [0, 1, 0]
T . Na Fig. 5.8(a) e´ poss´ıvel observar que a distribuic¸a˜o dos pontos na es-
fera de Poincare´ na˜o e´ homoge´nea, verificando-se uma concentrac¸a˜o maior de pontos na
regia˜o do equador da esfera. Este facto e´ mais percept´ıvel nos histogramas de s1, s2 e
s3, presentes nas Figs. 5.8(b), 5.8(c) e 5.8(d), respectivamente. Embora este resultado
seja suficiente para provar que a distribuic¸a˜o dos SOPs na˜o e´ uniforme, procedeu-se
tambe´m ao ca´lculo de 〈(si)22〉 para diferentes nu´meros de amostras. Estes resultados
esta˜o representados na Fig. 5.9. De referir que segundo o nosso modelo, para o SOP
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Figura 5.9: Variaˆncia dos paraˆmetros de Stokes em func¸a˜o do nu´mero de amostras
usadas para o ca´lculo.
usado na figura anterior, os valores me´dios dados por (5.4.13) sa˜o,

〈(s1)22〉
〈(s2)22〉
〈(s3)22〉
 =

3
8
3
8
1
4
 (5.4.16)
Este resultado esta´ de acordo com os valores me´dios representados na Fig. 5.9, onde e´
vis´ıvel a convergeˆncia para os valores teo´ricos quando o nu´mero de amostras aumenta.
Na Fig. 5.10 esta˜o representados os resultados de uma simulac¸a˜o ana´loga a` an-
terior, sendo que neste caso sˆ1 = [0, 0, 1]
T . Como e´ poss´ıvel observar na Fig. 5.10(a)
a distribuic¸a˜o tambe´m na˜o e´ uniforme. Neste caso observa-se uma maior concentrac¸a˜o
de pontos nos po´los da esfera. As Figs. 5.10(b), 5.10(c) e 5.10(d) confirmam este resul-
tado uma vez que, por exemplo, na Fig. 5.10(c) verifica-se uma populac¸a˜o maior para
s3 pro´ximos de -1 e 1. Se usarmos novamente a equac¸a˜o (5.4.13) para o SOP inicial
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(c) Histograma do paraˆmetro de Stokes s2.
-1,0 -0,5 0,0 0,5 1,0
0
100
200
300
400
500
600
700
800
900
1000
Fr
eq
uê
nc
ia
S3
(d) Histograma do paraˆmetro de Stokes s3.
Figura 5.10: Representac¸a˜o dos paraˆmetros de Stokes para um espalhamento usando
um PC e SOP inicial sˆ1 = [0, 0, 1]
T .
sˆ1 = [0, 0, 1]
T e n = 1 encontramos os seguintes valores me´dios,

〈(s1)22〉
〈(s2)22〉
〈(s3)22〉
 =

1
4
1
4
1
2
 . (5.4.17)
Esta soluc¸a˜o e´ tambe´m confirmada pelas me´dias calculadas para a simulac¸a˜o anterior
que se encontram representadas na Fig. 5.11.
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Figura 5.11: Variaˆncia dos paraˆmetros de Stokes em func¸a˜o do nu´mero de amostras
usadas para o ca´lculo.
As duas simulac¸o˜es apresentadas mostram que, de uma forma geral, o disposi-
tivo em ana´lise na˜o permite fazer um espalhamento uniforme da polarizac¸a˜o se um
so´ PC for usado. Verificamos tambe´m que a distribuic¸a˜o do espalhamento na esfera
de Poincare´ e´ dependente do SOP inicial. Podemos, alia´s, concluir que existe uma
maior tendeˆncia para os pontos gerados terem uma elipticidade pro´xima da do ponto
de partida: no primeiro caso, onde foi usada uma polarizac¸a˜o linear com um aˆngulo de
45◦, os pontos gerados encontravam-se predominantemente no equador; por outro lado,
quando foi usada uma polarizac¸a˜o circular direita como SOP inicial, as polarizac¸o˜es
geradas encontravam-se em maior nu´mero pro´ximo das polarizac¸o˜es circulares direita
e esquerda. Embora na˜o representadas, foram ainda feitas simulac¸o˜es para treˆs SOPs
iniciais, todos eles com a mesma elipticidade, isto e´, o mesmo valor para a terceira
componente do vector de Stokes, s3. As distribuic¸o˜es obtidas apresentavam a mesma
forma, confirmando assim ana´lise feita a` equac¸a˜o (5.4.14), onde se previam distribuic¸o˜es
ideˆnticas para polarizac¸o˜es com o mesmo mo´dulo de s3.
De seguida vamos fazer uma simulac¸a˜o semelhante a`s apresentadas anterior-
mente, usando-se neste caso va´rios PCs concatenados. Pretende-se com isso investigar
a evoluc¸a˜o da uniformidade do espalhamento da polarizac¸a˜o com o aumento do nu´mero
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(b) Histograma do paraˆmetro de Stokes s1.
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(c) Histograma do paraˆmetro de Stokes s2.
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(d) Histograma do paraˆmetro de Stokes s3.
Figura 5.12: Representac¸a˜o dos paraˆmetros de Stokes para um espalhamento usando
20 PCs e SOP inicial sˆ1 = [0, 0, 1]
T .
de controladores.
Na Fig. 5.12 esta˜o representados os resultados da simulac¸a˜o do espalhamento
da polarizac¸a˜o, resultante da concatenac¸a˜o de 20 PCs. O SOP inicial escolhido foi
sˆ1 = [0, 0, 1]
T . Ao contra´rio das duas simulac¸o˜es anteriores, representadas nas Figs. 5.8
e 5.10, a distribuic¸a˜o agora obtida e´ uniforme. Podemos verificar nas Figs. 5.12(b),
5.12(c) e 5.12(d) que os paraˆmetros de Stokes se encontram uniformemente distribu´ıdos
entre -1 e 1, o que permite concluir que a distribuic¸a˜o na esfera de Poincare´, Fig. 5.12(a),
e´ uniforme.
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Figura 5.13: Variaˆncia dos paraˆmetros de Stokes em func¸a˜o do nu´mero de controladores
usados no espalhamento da polarizac¸a˜o, para um SOP inicial sˆ1 = [0, 0, 1]
T .
De acordo com a equac¸a˜o (5.4.13), para um elevado nu´mero de PCs (n >> 1), o
valor me´dio do quadrado dos paraˆmetros de Stokes converge rapidamente para o valor
de 1/3. Para verificar esta convergeˆncia procedeu-se a` simulac¸a˜o de va´rios sistemas,
onde o nu´mero de PCs usados no espalhamento foi variado entre 1 e 20. O SOP inicial
foi uma vez mais sˆ1 = [0, 0, 1]
T . Para este SOP, os valores me´dios devera˜o evoluir,
tendo como ponto de partida os valores presentes na Fig 5.11, para valores pro´ximos
de 1/3. Estes resultados esta˜o presentes na Fig. 5.13. Como e´ poss´ıvel observar nessa
figura, para n = 1, 〈(s1)22〉 e 〈(s2)22〉 teˆm valores pro´ximos de 1/4, enquanto que 〈(s3)22〉
tem um valor muito pro´ximo de 1/2. A` medida que o nu´mero de PCs aumenta, os treˆs
valores me´dios convergem rapidamente para o valor 1/3. Esta´ tambe´m representada no
gra´fico a equac¸a˜o (5.4.13), verificando-se uma boa concordaˆncia dos valores simulados
em relac¸a˜o a esta.
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5.5 Concluso˜es
Neste cap´ıtulo foram obtidas expresso˜es anal´ıticas para os aˆngulos de cada uma das
laˆminas de atraso de um PC, composto por duas QWP e uma HWP, para transformar
um SOP inicial arbitra´rio num SOP final, tambe´m arbitra´rio.
Foi tambe´m analisada a evoluc¸a˜o do SOP quando va´rios controladores deste tipo
sa˜o concatenados: desenvolveu-se um modelo para a evoluc¸a˜o da variaˆncia de cada uma
das componentes do vector de Stokes. Este modelo, juntamente como resultados de si-
mulac¸a˜o, permitiu mostrar que, a` medida que o nu´mero de PCs concatenados aumenta,
o espalhamento do SOP converge rapidamente para um espalhamento uniforme da po-
larizac¸a˜o na esfera de Poincare´. O nu´mero mı´nimo de controladores para se obter um
espalhamento ja´ muito pro´ximo do uniforme e´ de treˆs PCs.
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Cap´ıtulo 6
Emulac¸a˜o da PMD
6.1 Porqueˆ construir um emulador de PMD
Como ja´ foi evidenciado nos cap´ıtulos anteriores, nomeadamente no cap´ıtulo 4, a grande
particularidade da PMD e´ o facto da sua contribuic¸a˜o para a degradac¸a˜o do desem-
penho do sistema apresentar uma natureza estat´ıstica [Muga05b]. Esta caracter´ıstica
torna o efeito PMD muito diferente de outras fontes de degradac¸a˜o do sinal, como por
exemplo a dispersa˜o croma´tica.
Se se pensar em usar uma sistema de comunicac¸a˜o ja´ instalado no terreno para,
por exemplo, testar a eficieˆncia de um compensador de PMD seriam necessa´rios longos
per´ıodos de testes. Isto porque os valores mais elevados de PMD, que se situam na
cauda da Maxwelliana, apresentam uma probabilidade de ocorreˆncia muito baixa. Uma
vez que sa˜o estes valores de baixa probabilidade que esta˜o associados a importantes pe-
nalizac¸o˜es nos sinais transmitidos, torna-se assim necessa´ria a utilizac¸a˜o de dispositivos
que tornem a caracterizac¸a˜o dos compensadores mais versa´til. Como exemplo, estes
dispositivos devem permitir um fa´cil acesso a uma grande gama de estados poss´ıveis
da PMD.
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Ale´m da sua utilizac¸a˜o na caracterizac¸a˜o de compensadores de PMD, os emu-
ladores de PMD sa˜o tambe´m u´teis noutros domı´nios como por exemplo na ana´lise da
robustez de uma dada formatac¸a˜o a` PMD ou mesmo na avaliac¸a˜o das capacidades
de um filtro ele´ctrico mitigar a PMD. Os principais requisitos de um emulador sa˜o
apresentados na secc¸a˜o seguinte.
6.2 Principais requisitos de um emulador de PMD
Uma vez reconhecida a importaˆncia que os emuladores possuem no estudo da PMD e´
importante definir criteriosamente alguns requisitos necessa´rios para um bom emulador
de PMD. Dada a complexidade do efeito da PMD, existem treˆs requisitos essenciais
para garantir uma boa reproduc¸a˜o das principais caracter´ısticas da PMD [Willner02,
Marks02]:
1) O primeiro requisito diz respeito a` func¸a˜o densidade de probabilidade do DGD.
Tendo em conta a exposic¸a˜o teo´rica que ja´ foi apresentada neste trabalho, equac¸a˜o
(4.3.6) do cap´ıtulo 4, resulta fa´cil perceber que a distribuic¸a˜o dos DGDs gerados
pelo emulador deve aproximar-se o mais poss´ıvel de uma Maxwelliana;
2) O emulador deve tambe´m ser capaz de reproduzir os efeitos da PMD de ordem
superior, nomeadamente a PMD de segunda ordem. Assim, os valores de segunda
ordem gerados devem estar de acordo as equac¸o˜es (4.3.9), (4.3.10) e (4.3.13);
3) Outro requisito do emulador diz respeito a` func¸a˜o de correlac¸a˜o dos valores do
DGD com respeito a` frequeˆncia. Esta func¸a˜o deve apresentar um decaimento
quadra´tico com a frequeˆncia, expresso na equac¸a˜o (4.4.12), por forma a garantir
a independeˆncia estat´ıstica dos vectores de PMD no espectro das frequeˆncias.
Ale´m dos pontos focados acima existem outros aspectos de cara´cter mais pra´ticos,
tambe´m eles importantes. Para que o emulador possa ser usado como uma ferramenta
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pra´tica este deve exibir propriedades como a estabilidade, repetibilidade e predicti-
bilidade dos valores gerados. A estabilidade e´ importante dado que as medidas de
caracterizac¸a˜o podera˜o durar entre alguns minutos ate´ horas. Por outro lado, a predic-
tibilidade e´ importante dado que a versatilidade no acesso a predeterminados valores
de atraso pode ser relevante. Por fim, e analogamente ao que acontece com qualquer
outro dispositivo, a implementac¸a˜o deve ser o mais simples poss´ıvel, energeticamente
eficiente e, claro, deve ter baixos custos.
6.3 Diferentes tipos de emuladores
Um emulador de PMD e´, geralmente, constru´ıdo atrave´s da concatenac¸a˜o de elemen-
tos birrefringentes. Estes elementos birrefringentes podem ser secc¸o˜es de PMF, cristais
birrefringentes, ou outros elementos capazes de induzir um DGD entre dois SOP orto-
gonais que nele se propaguem.
No caso de se usarem PMFs para induzir o DGD entre dois SOPs, os comprimen-
tos de cada uma das secc¸o˜es podem ser iguais ou, por outro lado, podem ser diferentes.
Esta u´ltima escolha revela-se a mais acertada uma vez que resultados ja´ apresenta-
dos [Lima01] revelam existir uma maior concordaˆncia da estat´ıstica dos valores de
PMD gerados, e em particular os de segunda ordem, com os valores teo´ricos espera-
dos. Para este caso, onde os comprimentos sa˜o diferentes, e´ comum usarem valores
aleato´rios sendo cada um comprimentos gerados atrave´s de uma densidade de probabi-
lidade Gaussiana, com um valor me´dio Lm e desvio padra˜o de aproximadamente 20%
de Lm [Lima01]. Se pretendermos construir um emulador com N secc¸o˜es de PMF e
que gere uma distribuic¸a˜o de valores de primeira ordem com um valor me´dio 〈∆τ〉, Lm
e´ calculado a partir da seguinte expressa˜o,
Lm =
〈∆τs〉
λ
cLb
(6.3.1)
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onde Lb e´ o comprimento de batimento, λ e´ o comprimento de onda, 〈∆τs〉 e´ o valor
me´dio do DGD por secc¸a˜o e c e´ a velocidade da luz. O valor de 〈∆τs〉 e´ calculado
usando a seguinte expressa˜o [Willner02],
〈∆τs〉 =
√
3pi
8
〈∆τ〉
√
N
(6.3.2)
que e´ derivada a partir da relac¸a˜o entre o momento de primeira e segunda ordem da
distribuic¸a˜o Maxwelliana.
O aˆngulo de acoplamento entre cada uma das secc¸o˜es PMF e´ outro factor im-
portante no desenvolvimento de um emulador. Analogamente ao que acontece com o
comprimento das secc¸o˜es, os aˆngulos de acoplamento podem ser todos iguais ou todos
diferentes. Quando se opta por usar diferentes aˆngulos estes sa˜o obtidos aleatoria-
mente atrave´s de uma distribuic¸a˜o uniforme entre 0 e 2pi. No caso de se optar por
usar aˆngulos iguais o valor θi=45
0 traz algumas vantagens, nomeadamente uma ra´pida
descorrelac¸a˜o com a frequeˆncia do vector PMD a` medida que o nu´mero de secc¸o˜es
aumenta [Willner02].
6.3.1 Emuladores com orientac¸a˜o fixa no tempo das secc¸o˜es
A configurac¸a˜o mais simples que se pode adoptar na construc¸a˜o de um emulador de
PMD e´ conectar diferentes troc¸os de PMF com a orientac¸a˜o dos eixos principais da
birrefringeˆncia fixa [Prola97]. Na Fig. 6.1 esta´ esquematicamente representado este tipo
de emulador de PMD. Uma ana´lise rigorosa e sistema´tica das propriedades estat´ısticas
dos valores de PMD gerados por este emulador foi somente abordada do ponto vista
teo´rico. Isto porque este tipo de emuladores apresenta uma se´rie de limitac¸o˜es, sendo
de destacar o facto de os diferentes valores de DGD gerados serem, obrigatoriamente,
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gerados a diferentes frequeˆncias. De facto, usando esta configurac¸a˜o, e´ necessa´rio fazer-
se um grande varrimento no espectro das frequeˆncias para ter acesso a va´rios valores
de DGD. Isto faz com que, por exemplo, seja imposs´ıvel caracterizar um compensador
de PMD estando a trabalhar a uma frequeˆncia fixa.
Ainda assim, a simulac¸a˜o nume´rica deste tipo de emulador, constitu´ıdo por 15
secc¸o˜es de PMD de igual comprimento, com os eixos birrefringentes orientados alea-
toriamente, mostrou que a pdf dos valores de DGD gerados eram bem ajustados por
uma Maxwelliana [Lima01].
1
?
2
?
3
?
n
?
Figura 6.1: Esquema de um emulador de PMD resultante da concatenac¸a˜o de va´rios
secc¸o˜es de PMF: a orientac¸a˜o dos eixos birrefringentes de cada secc¸a˜o e´ aleato´ria no
espac¸o mas fixa no tempo.
6.3.2 Emuladores com rotac¸a˜o aleato´ria da orientac¸a˜o das secc¸o˜es
Uma forma de contornar as limitac¸o˜es dos emuladores apresentados na secc¸a˜o anterior
e´ usar um mecanismo que permita rodar a orientac¸a˜o dos eixos birrefringentes de cada
uma das secc¸o˜es. Nesse sentido, Damask construiu um emulador de PMD constitu´ıdo
por doze cristais birrefringentes de Yttrium Ortho-Vanadate (YVO4), montados em
doze plataformas concatenadas, independentes e com a possibilidade de serem rodadas
em torno de um eixo comum [Damask00]. O acoplamento fibra/cristal e cristal/fibra
foi feito recorrendo a lentes asfe´ricas. Os resultados apresentados mostram que este
sistema permite gerar correctamente as pdfs para a PMD de primeira e segunda or-
dens. Contudo, a existeˆncia de va´rias componentes do sistema em rotac¸a˜o revela-se
prejudicial na medida em torna o sistema pouco esta´vel e sens´ıvel a` fadiga mecaˆnica.
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Em [Khosravani01] sa˜o tambe´m apresentados emuladores com rotac¸a˜o das dife-
rentes secc¸o˜es. Ao contra´rio do que e´ apresentado em [Damask00], estes emuladores
consistem na concatenac¸a˜o de va´rias secc¸o˜es de PMF, ligadas por conectores especi-
ais que permitem variar a orientac¸a˜o dos eixos birrefringentes das secc¸o˜es adjacentes
(ver Fig. 6.2). Esta te´cnica permite gerar diferentes valores de PMD para uma dada
Figura 6.2: Esquema de um emulador de PMD resultante da concatenac¸a˜o de va´rios
secc¸o˜es de PMF: a orientac¸a˜o dos eixos birrefringentes de cada secc¸a˜o e´ ajusta´vel no
espac¸o e no tempo.
frequeˆncia, atrave´s da simples rotac¸a˜o aleato´ria de cada um dos conectores. Os dois
emuladores apresentados nesse trabalho eram constitu´ıdos, um por treˆs e outro por
quinze secc¸o˜es, tendo o comprimento das secc¸o˜es sido obtido a partir de uma distri-
buic¸a˜o Gaussiana em torno de um valor me´dio, valor me´dio esse calculado usando a
equac¸a˜o (6.3.1). A ana´lise dos valores de PMD de primeira ordem gerados, mostraram
que somente o emulador com quinze secc¸o˜es apresentava uma distribuic¸a˜o estat´ıstica
pro´xima de uma Maxwelliana, e neste caso, a ana´lise da ACF mostrou existir ainda
uma correlac¸a˜o residual de cerca de 10% do vector de PMD para comprimentos de
onda espac¸ados de 0, 5 nm.
6.3.3 Emuladores de secc¸o˜es com birrefringeˆncia varia´vel
Os primeiros emuladores de PMD com secc¸o˜es de birrefringeˆncia varia´vel foram apre-
sentados em [Hauer04]. Estes emuladores exploraram a sensibilidade das fibras PMF
a` temperatura e permitiram, ao mesmo tempo, contornar problemas dos emuladores
apresentados nas duas secc¸o˜es anteriores, nomeadamente a existeˆncia de elevadas per-
das nos conectores e falta de um controlo automatizado dos sistemas. Na Fig. 6.3
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esta´ esquematicamente representado este tipo de emulador de PMD. A te´cnica usada
45o45o 45o 45o
Figura 6.3: Esquema de um emulador de PMD resultante da concatenac¸a˜o de va´rios
secc¸o˜es de PMF: em cada uma das secc¸o˜es de PMF existe um mecanismo capaz de
alterar significativamente o mo´dulo da birrefringeˆncia.
nestes emuladores baseia-se em concatenar va´rias secc¸o˜es de PMF com os eixos birre-
fringentes das secc¸o˜es adjacentes orientados a 45o. Pro´ximo do centro de cada secc¸a˜o
existe um micro-aquecedor, que consiste em duas camadas finas de metal depositadas
na superf´ıcie da fibra: uma primeira camada de 15 nm de titaˆnio, para permitir uma
boa adesa˜o a` silica, e uma segunda camada de 120 nm de ouro para uma boa conduc¸a˜o
ele´ctrica. Aplicando uma tensa˜o ele´ctrica entre os extremos da deposic¸a˜o de ouro a
variac¸a˜o de temperatura da fibra vai assim alterar a birrefringeˆncia dessa secc¸a˜o.
O emulador apresentado em [Hauer04] era composto por trinta secc¸o˜es de PMF,
cada uma contendo um micro-aquecedor ao centro. Foi tambe´m usado um programa
para aplicar tenso˜es aleato´rias a cada uma das secc¸o˜es, permitindo desta forma variar
de forma aleato´ria a birrefringeˆncia de cada uma das 30 secc¸o˜es. Cada uma das con-
figurac¸o˜es de birrefringeˆncia nas secc¸o˜es dava origem a diferentes valores de PMD a`
sa´ıda da u´ltima secc¸a˜o. Os resultados apresentados da˜o conta de uma boa emulac¸a˜o
da PMD de primeira e segunda ordens, isto apesar de se verificar um ligeiro desa-
juste nos elevados valores de PMD de segunda ordem, que apresentam uma probabili-
dade mais baixa que o esperado. A ACF calculada apresenta uma correlac¸a˜o residual
relativamente elevada, 20%, quando comparada com o emulador da secc¸a˜o anterior
composto por quinze secc¸o˜es de PMF, ligadas por conectores especiais (para o mesmo
espac¸amento de comprimentos de onda). Este facto pode ser explicado, pelo menos em
parte, pelo facto de a orientac¸a˜o dos eixos birrefringentes ser constante. Note-se que
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os micro-aquecedores servem apenas para alterar o mo´dulo da birrefringeˆncia, na˜o ha-
vendo qualquer alterac¸a˜o da orientac¸a˜o dos eixos birrefringentes. Uma forma de fazer
diminuir a correlac¸a˜o residual passaria pelo aumento do nu´mero de secc¸o˜es.
Pode dizer-se que as principais vantagens deste emulador sa˜o a quase auseˆncia
de perdas, a possibilidade de ser totalmente controlado electricamente, na˜o existirem
componentes em movimento e a auseˆncia de reflexo˜es internas.
6.3.4 Emuladores com espalhamento aleato´rio da polarizac¸a˜o
entre secc¸o˜es
Este tipo de emuladores de PMD consistem, uma vez mais, em concatenar va´rias
secc¸o˜es de PMF sendo que, neste caso, entre as secc¸o˜es e´ feito um espalhamento uni-
forme do SOP (ver Fig. 6.4). Este espalhamento do SOP e´ relativamente fa´cil de
modelar computacionalmente, sendo que a sua implementac¸a˜o laboratorial e´ bastante
mais complexa.
Uma simulac¸a˜o deste tipo de emuladores de PMD pode ser encontrada em [Lima01].
A ana´lise presente neste trabalho baseia-se na comparac¸a˜o de treˆs emuladores deste
tipo: um com treˆs, outro com cinco e outro com dez secc¸o˜es de PMF, sendo que nos
treˆs casos foram usados comprimentos aleato´rios para as secc¸o˜es. Os resultados mos-
traram que somente no caso do emulador com dez secc¸o˜es a distribuic¸a˜o dos valores de
PMD de primeira ordem eram bem ajustados por uma Maxwelliana. Para os restantes
emuladores afastava-se da curva teo´rica, principalmente para valores mais elevados do
DGD.
O mesmo tipo de emulador, mas com iguais comprimentos de PMFs, foi tambe´m
apresentado em [Djupsjobacka01]. Os resultados obtidos foram similares. De referir
no entanto que em ambos os casos a ana´lise restringiu-se a` PMD de primeira ordem.
Isto porque, como foi referido na pa´gina 99, o uso de diferentes comprimentos favorece
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Figura 6.4: Esquema de um emulador de PMD resultante da concatenac¸a˜o de va´rios
secc¸o˜es de PMF: entre cada uma das secc¸o˜es birrefringentes e´ feito um espalhamento
uniforme do SOP.
principalmente a emulac¸a˜o da PMD de segunda ordem.
6.3.5 Emuladores com estat´ıstica varia´vel
Todos os emuladores apresentados nas secc¸o˜es anteriores tem pdfs bem definidas e cons-
tantes, independentemente de estarem, ou na˜o, de acordo com o desejado teoricamente.
Isto e´, uma vez constru´ıdo um desses emuladores deixa de ser poss´ıvel, por exemplo,
alterar o valor me´dio da distribuic¸a˜o Maxwelliana do DGD. Com vista a ultrapassar
esta limitac¸a˜o foram constru´ıdos os emuladores com estat´ıstica varia´vel. Na Fig. 6.5
esta´ esquematicamente representado um emulador de PMD deste tipo.
O primeiro emulador deste tipo foi apresentado em [Yan04]. Este emulador era
constitu´ıdo por treˆs elementos independentes e programa´veis, capazes de induzir deter-
ministicamente diferentes valores de DGD, separados por controladores de polarizac¸a˜o
do tipo fiber-squeezer-based. Estes elementos baseiam-se na concatenac¸a˜o de va´rios cris-
tais birrefringentes, em que o comprimento do cristal n era o dobro do cristal (n− 1),
separados por comutadores de polarizac¸a˜o (polarization switches) controlados electri-
camente [Yan03]. Assim, programando cada um dos treˆs elementos para gerar valores
de DGD com uma distribuic¸a˜o Maxwelliana com me´dia 〈∆τ〉 e assegurando uma dis-
tribuic¸a˜o uniforme do SOP entre cada elemento, os valores de DGD gerados a` sa´ıda do
emulador apresentam um distribuic¸a˜o Maxwelliana com me´dia
√
3〈∆τ〉 [Yan04].
Os resultados experimentais apresentados nesse trabalho mostram uma excelente
105
Nelson Muga Cap´ıtulo 6. Emulac¸a˜o da PMD
pdf
DGD 1 DGD 2 DGD 3
Figura 6.5: Func¸a˜o de densidade de probabilidade do DGD resultante de um emulador
PMD composto por duas secc¸o˜es ideˆnticas de PMF. O espalhamento da polarizac¸a˜o
foi feito com controladores de polarizac¸a˜o.
capacidade deste emulador em variar a estat´ıstica dos valores produzidos (em variar
por exemplo o valor me´dio dos valores de DGD gerados). Os valores de DGD foram
correctamente ajustados por uma Maxwelliana, sendo que no caso da PMD de segunda
ordem o valor me´dio situava-se cerca de 30% abaixo do esperado. No entanto, resulta-
dos de simulac¸a˜o deste tipo de emuladores mostraram que somente com quinze ou mais
elementos programa´veis para induzir DGD seria poss´ıvel obter uma ACF com um valor
de correlac¸a˜o residual abaixo dos 10% [Lee03]. Verifica-se, pois, que a u´nica forma de
fazer com que este tipo de emuladores apresente melhores resultados ao n´ıvel da PMD
de segunda ordem e ao n´ıvel da ACF seria incrementado significativamente o nu´mero
de elementos. Esta soluc¸a˜o pode no entanto na˜o ser muito via´vel dado o elevado custo
dos elementos capazes de gerar deterministicamente valores de DGD. Na˜o obstante,
e´ importante referir que este tipo de emuladores apresenta excelentes caracter´ısticas
como a estabilidade e predictibilidade. Uma outra vantagem deste tipo de emuladores e´
possibilidade de serem usados na implementac¸a˜o da te´cnica importance sample, porque
permitem gerar facilmente valores de PMD de baixa probabilidade.
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6.4 Novo emulador baseado em PMFs e PCs
Vamos apresentar nesta secc¸a˜o uma proposta para um novo tipo de emulador de PMD.
Como foi apresentado na secc¸a˜o anterior, grande parte dos emuladores de PMD resul-
tam da concatenac¸a˜o de PMFs. Da mesma forma, o emulador aqui proposto resulta da
concatenac¸a˜o de PMFs, sendo que o espalhamento da polarizac¸a˜o entre cada secc¸a˜o e´
assegurado por um sistema resultante da concatenac¸a˜o de va´rios PCs. O modelo para
espalhamento da polarizac¸a˜o apresentado no cap´ıtulo anterior garante-nos que entre
cada secc¸a˜o de PMF existe um espalhamento uniforme da Polarizac¸a˜o.
As simulac¸o˜es apresentadas a seguir podem dividir-se em dois grupos: num pri-
meiro grupo, onde sa˜o usadas apenas duas secc¸o˜es de PMF, e´ testada a maior ou menor
uniformidade no espalhamento da polarizac¸a˜o quando um, dois ou treˆs PCs sa˜o usa-
dos; no segundo grupo de simulac¸o˜es, onde sa˜o usadas 3, 5, 10 e 15 secc¸o˜es de PMF,
sa˜o apresentadas as principais pdfs dos vectores PMD de primeira e segunda ordens
obtidas atrave´s deste tipo de emulador.
6.4.1 Simulac¸a˜o de emuladores com espalhamento aleato´rio
da polarizac¸a˜o entre secc¸o˜es
No cap´ıtulo 3 foi ja´ derivada a expressa˜o para concatenac¸a˜o dois vectores PMD. A
equac¸a˜o (3.4.6) pode ser reescrita na seguinte forma [Lima01],
~τn+1 = ∆~τn+1 +Bn+1~τn, (6.4.1)
em que ~τn e ~τn+1 sa˜o os vectores PMD a` sa´ıda das secc¸o˜es n e n+ 1, respectivamente,
∆~τn+1 e´ o vector PMD e Bn+1 e´ a matriz de transmissa˜o, ambos respeitantes a` secc¸a˜o
n+1. O vector PMD de cada uma das secc¸o˜es esta´ relacionado com a respectiva matriz
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Figura 6.6: Esquema de emulador de PMD resultante da concatenac¸a˜o de va´rias
secc¸o˜es de PMFs, entre as quais e´ feito um espalhamento da polarizac¸a˜o a trave´s de
va´rios PC concatenados.
de transmissa˜o atrave´s do operador de rotac¸a˜o, definido na equac¸a˜o (3.1.14). A relac¸a˜o
entre ∆~τn+1 e B e´ dada por [Gordon00],
∆~τn+1× =

0 −∆τz ∆τy
∆τz 0 −∆τx
−∆τy −∆τx 0
 = (Bn+1)ω(Bn+1)†. (6.4.2)
Os emuladores que aqui pretendemos simular [Muga06a] sa˜o compostos por
va´rias secc¸o˜es de PMFs, entre as quais e´ feito um espalhamento uniforme da pola-
rizac¸a˜o usando os PCs. A representac¸a˜o esquema´tica deste emulador encontra-se na
Fig. 6.6. Desta forma, as matrizes de transmissa˜o associadas aos conjunto PMFs - PCs
podem ser escritas da seguinte forma,
Bn+1 = (F)
m(Rx)n+1, (6.4.3)
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onde F e´ a matriz que representa o PC, Rx representa a transmissa˜o ao longo da PMF
e m e´ o nu´mero de PCs usados no espalhamento da polarizac¸a˜o apo´s cada secc¸a˜o. Na
u´ltima secc¸a˜o a matriz B e´ somente constitu´ıda por Rx, isto porque, a alterac¸a˜o do
SOP, induzida por um PC no final da u´ltima PMF, na˜o iria alterar as propriedades do
vector PMD. A matriz que representa a transmissa˜o ao longo da PMF, Rx, e´ dada por
[Lima01],
Rx =

1 0 0
0 cos(2φ) − sin(2φ)
0 sin(2φ) cos(2φ)
 , (6.4.4)
onde φ e´ a fase relacionada com a propagac¸a˜o ao longo da PMF [Lima01], que por sua
vez e´ dada por,
φ =
1
2
(∆βLn +∆β
′Lnω), (6.4.5)
em que ∆β e´ o mo´dulo da birrefringeˆncia, ∆β′ e´ a derivada de ∆β com respeito a`
frequeˆncia, ω, e Ln e´ o comprimento da secc¸a˜o de PMF.
6.4.1.1 Sistema com duas secc¸o˜es
Numa primeira fase, foi feita a simulac¸a˜o do sistema mais simples, isto e´, um sistema
composto por apenas duas secc¸o˜es de PMF, entre as quais e´ feito um espalhamento da
polarizac¸a˜o. O sistema ideal, onde se assumiu a` partida um espalhamento uniforme,
foi analisado por Djupsjo¨backa, tendo sido derivada a expressa˜o teo´rica para a pdf dos
valores de DGD gerados [Djupsjobacka01]. Esta curva teo´rica ira´ servir de refereˆncia
a`s nossas simulac¸o˜es.
Segundo [Djupsjobacka01], o mo´dulo do vector PMD, resultante de se ter um
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espalhamento uniforme entre as duas secc¸o˜es, apresenta a mesma estat´ıstica que o
mo´dulo de um determinado vector, resultante da soma de dois vectores com ori-
entac¸a˜o aleato´ria, num sistema ideal com treˆs graus de liberdade. A pdf derivada
foi [Djupsjobacka01],
f(τ) = τ
2∆T 2
, τ ∈ [0, 2∆T ], (6.4.6)
onde τ e´ o mo´dulo do vector resultante da soma e ∆T e´ o comprimento de cada uma
dos vectores a serem somados. Assim, a soma dos dois vectores toma valores entre 0 e
2∆T , com as respectivas probabilidades a variarem linearmente entre 0 e 1/∆τ .
Na Fig. 6.7 esta˜o representadas as distribuic¸o˜es dos valores de DGD obtidos
atrave´s da simulac¸a˜o de emuladores com duas secc¸o˜es de PMF e com o espalhamento da
polarizac¸a˜o realizado atrave´s de um, dois e treˆs PCs. Na simulac¸a˜o foram usados, 7 m
para o comprimento de cada uma das secc¸o˜es de PMFs, 2.9 mm para o comprimento
de batimento e um comprimento de onda de 1550 nm. De referir que cada realizac¸a˜o
de DGD corresponde a um conjunto de treˆs aˆngulos aleato´rios, θi ∈ [−pi, pi], para cada
uma das laˆminas de atraso dos PCs usados.
Como podemos observar na Fig. 6.7(a), a pdf dos DGD gerados, usando apenas
um PC no espalhamento, na˜o tem uma forma linear, como seria de esperar num sistema
ideal. Observa-se, no entanto, que a curva de simulac¸a˜o evolui em torno da curva
teo´rica. Verifica-se tambe´m que a divergeˆncia entre os valores e´ superior para os valores
de DGD mais elevados.
Na Fig. 6.7(b) esta˜o representados os resultados de uma simulac¸a˜o ideˆntica a`
anterior, sendo que neste caso o espalhamento da polarizac¸a˜o e´ feito usando dois
PCs. Verifica-se que os resultados apresentam qualitativamente a mesma forma que
os apresentados na Fig. 6.7(a). No entanto, neste caso, os pontos encontram-se ja´
mais pro´ximos da curva teo´rica. A maior discrepaˆncia entre os valores simulados e os
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(a) Espalhamento usando 1 PC.
0 5 10 15 20 25 30
0,00
0,02
0,04
0,06
0,08
0,10
0,12
pd
f
DGD (ps)
 Simulação (espalhamento com 2 PC)
 Teórico (espalhamento uniforme)
(b) Espalhamento usando 2 PCs.
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(c) Espalhamento usando 3 PCs.
Figura 6.7: Func¸a˜o de densidade de probabilidade do DGD resultante de um emulador
PMD composto por duas secc¸o˜es ideˆnticas de PMFs. Na simulac¸a˜o presente nestes
gra´fico foram usadas 105 realizac¸o˜es.
teo´ricos situa-se uma vez mais nos valores mais elevados do DGD.
Finalmente, na Fig. 6.7(c), esta˜o representados os resultados da simulac¸a˜o onde
o espalhamento foi realizado com treˆs PCs. No seguimento da evoluc¸a˜o presente nos
dois u´ltimos casos, verificamos que os pontos da simulac¸a˜o esta˜o coincidentes com a
curva teo´rica em toda a regia˜o de valores poss´ıveis do DGD. Podemos assim concluir
que nesta situac¸a˜o, isto e´, usando treˆs PCs em se´rie, o espalhamento realizado entre as
secc¸o˜es de PMFs e´ ja´ um espalhamento uniforme.
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Estes resultados corroboram a validade do modelo apresentado no cap´ıtulo an-
terior, isto porque, com o aumento o nu´mero de PCs concatenados, o espalhamento da
polarizac¸a˜o converge rapidamente para um espalhamento uniforme na esfera de Poin-
care´. Observa-se tambe´m, e em acordo com os resultados presentes na Fig. 5.13, que
e´ necessa´rio concatenar apenas 3 PCs para se obter um espalhamento uniforme da
polarizac¸a˜o na esfera de Poincare´.
6.4.1.2 Sistema com va´rias secc¸o˜es
A segunda fase da simulac¸a˜o de emuladores de PMD consistiu em aumentar significa-
tivamente o nu´mero de secc¸o˜es de PMFs e verificar se as pdfs da PMD de primeira e
segunda ordens estavam de acordo com as expresso˜es teo´ricas presentes nas equac¸o˜es
(4.3.6), (4.3.9), (4.3.10) e (4.3.13).
Assim, comec¸ou-se por analisar a evoluc¸a˜o das distribuic¸o˜es de primeira e se-
gunda ordens (mo´dulo dos vectores ~τ e ~τω), a` medida que o nu´mero de secc¸o˜es usadas
aumentava. Foram analisados sistemas com 3, 5, 10 e 15 secc¸o˜es de PMF, entre as quais
foi feito um espalhamento uniforme da polarizac¸a˜o (usando 3 PCs). Por forma a faci-
litar a comparac¸a˜o entre as distribuic¸o˜es geradas, os comprimentos me´dios das secc¸o˜es
de PMF foram escolhidos com vista a gerar distribuic¸o˜es do DGD com valores me´dios
iguais a 41 ps. Uma vez definidos os valores me´dios para cada sistema, o comprimento
de cada uma das secc¸o˜es foi gerado aleatoriamente atrave´s de uma densidade de pro-
babilidade Gaussiana, com um valor me´dio igual ao predefinido e desvio padra˜o igual
a 20% do valor me´dio. O comprimento de batimento usado foi de 2.9 mm. Os vectores
PMD de primeira foram obtidos atrave´s do me´todo das matrizes de Mu¨ller (MMM),
descrito abaixo. O vector PMD de segunda ordem foi calculado numericamente a partir
do vector PMD de primeira ordem.
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6.4.1.2.1 O me´todo das matrizes de Mu¨ller O me´todo das matrizes de Mu¨ller
(MMM) e´ um dos me´todos utilizados para o ca´lculo do vector de PMD [Jopson99]. A
primeira parte deste me´todo consiste em determinar experimentalmente a matriz de
rotac¸a˜o do meio, R. Uma vez que o trabalho aqui apresentado se restringe apenas a`
simulac¸a˜o, passamos directamente para o passo seguinte, que e´ precisamente o ca´lculo
do vector PMD a partir da matriz de rotac¸a˜o. Note-se que no caso em estudo esta
matriz e´ dada por (6.4.3). O MMM considera enta˜o duas matrizes de rotac¸a˜o, R+ =
R(ω+) e R0 = R(ω0) obtidas a`s frequeˆncias ω0 e ω+ = ω0 + ∆ω. A partir destas
duas matrizes e´ poss´ıvel calcular a matriz de rotac¸a˜o diferenc¸a, R∆, que relaciona os
vectores de Stokes a` sa´ıda, obtidos a`s duas frequeˆncias,
tˆ(ω+) = R∆tˆ(ω0). (6.4.7)
A relac¸a˜o entre os vectores de Stokes a` entrada e a` sa´ıda, para as duas frequeˆncias,
tˆ(ω0) = R0sˆ, (6.4.8)
tˆ(ω+) = R+sˆ, (6.4.9)
em que sˆ e´ a polarizac¸a˜o de entrada comum para as duas frequeˆncias, permite facilmente
chegar a` seguinte expressa˜o para R∆,
R∆ = R+ R
†
0 (6.4.10)
A matriz R∆ pode ser representada em termos do seu aˆngulo e eixo de rotac¸a˜o, φ e rˆ,
respectivamente, na seguinte forma [Gordon00, Jopson99],
R∆ = cosφ · I+ (1− cosφ)rˆrˆ − (sinφ)rˆ× (6.4.11)
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em que I e´ a matriz identidade 3× 3, rˆrˆ e´ o operador de projecc¸a˜o [Gordon00]
rˆrˆ =

r1r1 r1r2 r1r3
r2r1 r2r2 r2r3
r3r2 r3r2 r3r3
 , (6.4.12)
e rˆ× e´ o operador de rotac¸a˜o. Esta representac¸a˜o permite a determinac¸a˜o do aˆngulo
de rotac¸a˜o, φ, e dos elementos dos eixo de rotac¸a˜o, ri, a partir das matrizes R(ω0) e
R(ω+):
cosφ =
1
2
(TrR∆ − 1), (6.4.13)
e
r1 =
1
2
(R23 −R32) (6.4.14)
r2 =
1
2
(R31 −R13) (6.4.15)
r3 =
1
2
(R12 −R21) , (6.4.16)
onde Rij sa˜o os elementos de R∆.
Os paraˆmetros anteriores podem ser usados para o ca´lculo do vector de PMD,
~τ , ja´ definido em 3.1.1, usando [Jopson99],
∆τ = |~τ | = φ
∆ω
(6.4.17)
e pˆ = rˆ, onde ∆ω e´ definido como o passo MMM. Este ca´lculo e´ praticamente exacto
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Figura 6.8: Representac¸a˜o esquema´tica da te´cnica interleaving. Os pares de frequeˆncias
representadas na linha superior, (ωi, ωi+∆ω), sa˜o usadas para calcular o vector PMD
de primeira ordem, ~τ , nas frequeˆncias ωi + ∆ω/2. Esta te´cnica permite calcular os
vectores ~τ com um espac¸amento na frequeˆncia arbitrariamente mais pequeno que o
passo MMM ∆ω.
na auseˆncia de PMD de segunda ordem. Testes experimentais mostram que, para
∆τ∆ω ≤ pi, esses efeitos sa˜o despreza´veis [Jopson99].
Como ja´ foi referido atra´s, o vector PMD de segunda ordem e´ obtido numeri-
camente a partir do vector PMD de primeira ordem. Assim, para um boa resoluc¸a˜o
na frequeˆncia dos vectores de primeira ordem calculados, ~τ(ω), sa˜o necessa´rios inter-
valos de medida menores que o passo MMM. Este conflito e´ resolvido usando a te´cnica
interleaving [Kogelnik02]. Considere-se que a matriz R e´ medida para as frequeˆncias
ω1, ω2, ω3, (· · · ), e ω1 + ∆ω, ω2 + ∆ω, ω3 + ∆ω, (· · · ), como esta´ esquematicamente
representado na Fig. 6.8. O par de matrizes calculado para ω1 e ω1 + ∆ω e´ usado no
MMM para calcular o vector PMD de primeira ordem, ~τ , em ω1 + ∆ω/2, o mesmo
acontecendo para as restantes frequeˆncias ω2, ω3, (· · · ). Para uma boa resoluc¸a˜o, a
separac¸a˜o das frequeˆncias (ω2−ω1), o chamado inter-passo MMM, na se´rie de vectores
PMD de primeira ordem deve ser menor que ∆ω [Kogelnik02]. Tipicamente, os valores
de (ω2 − ω1) sa˜o 3 ou 4 vezes inferiores a ∆ω [Kogelnik02, Jopson99].
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Figura 6.9: Func¸o˜es densidade de probabilidade do mo´dulo do vector PMD de pri-
meira ordem, para emuladores com diferente nu´mero de secc¸o˜es: a) treˆs secc¸o˜es; b)
cinco secc¸o˜es; c) dez secc¸o˜es; d) quinze secc¸o˜es. Nos insets esta˜o representadas as
distribuic¸o˜es numa escala logar´ıtmica.
6.4.1.3 Resultados
Vamos de seguida apresentar os principais resultados obtidos. Em todos os casos foi
usado um passo MMM, ∆ω, igual a 0,025 nm e um inter-passo MMM igual a ∆ω/3.
Na Fig. 6.9 esta˜o representadas as pdfs do DGD para os emuladores com treˆs, cinco,
dez e quinze secc¸o˜es. Para treˆs secc¸o˜es, Fig. 6.9a), verificamos que a distribuic¸a˜o ge-
rada esta´ muito longe da distribuic¸a˜o Maxwelliana (representada nos gra´ficos atrave´s
de uma linha cont´ınua). Verifica-se tambe´m que com este sistema e´ imposs´ıvel gerar
valores de DGD superiores a 65 ps. No caso de serem usadas cinco secc¸o˜es, Fig. 6.9b),
regista-se um relativa melhoria na distribuic¸a˜o, comparativamente ao caso anterior.
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No entanto, a distribuic¸a˜o esta´ ainda muito longe da distribuic¸a˜o Maxwelliana. Para
dez secc¸o˜es, Fig. 6.9c), a forma da distribuic¸a˜o obtida aproxima-se ja´ da Maxwel-
liana. No inset, onde a distribuic¸a˜o esta´ representada numa escala logar´ıtmica, e´
poss´ıvel verificar uma relativa discrepaˆncia entre os pontos simulados e os esperados
teoricamente. Finalmente, para quinze secc¸o˜es, Fig. 6.9d), observamos que os resul-
tados obtidos esta˜o muito pro´ximos dos valores teo´ricos em quase todo o intervalo
de valores gerados. Observa-se, uma vez mais, que para os valores mais elevados de
DGD existe ainda uma ligeira discrepaˆncia. Como ja´ foi referido, a obtenc¸a˜o destes
valores de baixa probabilidade sa˜o de grande importaˆncia na caracterizac¸a˜o de siste-
mas de compesac¸a˜o/mitigac¸a˜o da PMD. Alia´s, foram ja´ apresentados alguns trabalhos
[Yan04][Biondini02] tratando precisamente o aumento da eficieˆncia na gerac¸a˜o destes
valores elevados de DGD. Olhando para os quatro gra´ficos onde as distribuic¸o˜es esta˜o
representadas numa escala logar´ıtmica, resulta fa´cil apercebermos-nos que o aumento
do nu´mero de secc¸o˜es traduz-se numa significativa melhora das distribuic¸o˜es.
Para uma melhor comparac¸a˜o entre os resultados obtidos por simulac¸a˜o e os
esperados teoricamente procedeu-se ao ca´lculo de uma figura de me´rito, o factor de
desvio normalizado (NDF - Normalized Deviation Factor) [Lize05, Lima01]
NDF =
Nc∑
i=1
∣∣∣∣∣∣∣
pEm(xi)δx−
∫ xi+ δτ2
xi− δτ2
pTe(x)dx∫ xi+ δτ2
xi− δτ2
pTe(x)dx
∣∣∣∣∣∣∣
2
, (6.4.18)
onde pEm(xi) e pTe(xi) sa˜o as pdfs dos emulador e de uma fibra real, respectivamente,
δx e´ a largura das diviso˜es do histograma, xi e´ o centro da divisa˜o i e Nc e´ o nu´mero de
diviso˜es dos histograma. Note-se que, ao dividir a diferenc¸a entre os valores simulados
e os valores teo´ricos pela a´rea abaixo da curva teo´rica, as diferenc¸as verificadas ao n´ıvel
da cauda das distribuic¸o˜es assumem um peso igualita´rio a`quelas presentes na zona das
probabilidades mais elevadas. Na Fig. 6.10 esta˜o representados os NDFs dos vectores
PMD de primeira e segunda ordens em func¸a˜o do nu´mero de secc¸o˜es. Podemos observar
que, para ambos os casos, existe uma ra´pida tendeˆncia de diminuic¸a˜o do NDF a` medida
117
Nelson Muga Cap´ıtulo 6. Emulac¸a˜o da PMD
5 10 15
5
10
15
20
25
30
35
40
45
50
55
Fa
ct
or
 d
e 
de
sv
io
 n
or
m
al
iz
ad
o
Número de secções
 PMD primeira ordem
 PMD segunda ordem
Figura 6.10: Factor de desvio normalizado do mo´dulo do vector de primeira e segunda
ordens para diferentes nu´meros de secc¸o˜es.
que o nu´mero de secc¸o˜es utilizadas na simulac¸a˜o aumenta. Contudo, para a segunda
ordem, a variac¸a˜o em termos absolutos, quando se passa de treˆs para quinze secc¸o˜es, e´
muito maior. Para quinze secc¸o˜es os valores de NDF para a primeira e segunda ordens
sa˜o, respectivamente, 9 e 13%.
Na Fig. 6.11 esta˜o representadas as principais pdfs dos vectores PMD de primeira
e segunda ordem, teoricamente apresentadas no cap´ıtulo 4 e descritas pelas equac¸o˜es
(4.3.6), (4.3.9), (4.3.10) e (4.3.13). Em cada um dos gra´ficos esta˜o representadas as
respectivas pdfs, resultantes de um espalhamento da polarizac¸a˜o usando um (◦) e treˆs
(¤) PCs. De uma forma geral, na˜o sa˜o vis´ıveis grandes diferenc¸as entre as distribuic¸o˜es
geradas com um e treˆs PCs. As pdfs para o DGD esta˜o representadas na Fig. 6.11a).
Esta figura encontra-se parcialmente ja´ representada na Fig. 6.9a), sendo de referir
apenas o facto de com um PC existirem pontos entre os 100 e os 120 ps acima da
Maxwelliana. O valor me´dio da Maxwelliana representada e´ de 41 ps. Na Fig. 6.11b)
esta´ representada a pdf corresponde a` primeira componente do vector PMD de segunda
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Figura 6.11: Func¸o˜es de densidade de probabilidade de um emulador PMD composto
por 15 secc¸o˜es ideˆnticas de PMFs e espalhamento da polarizac¸a˜o atrave´s de um e dois
PCs: a) Func¸a˜o densidade de probabilidade do mo´dulo do vector PMD de primeira
ordem, |~τ |; b) Func¸a˜o densidade de probabilidade de uma componente do vector PMD
de segunda ordem, τωi; c) Func¸a˜o densidade de probabilidade do mo´dulo do vector
PMD de segunda ordem, |~τω|; d) Func¸a˜o densidade de probabilidade da componente
de PMD de segunda ordem associada a` PCD, |~τ |ω.
ordem. Como foi apresentado teoricamente na equac¸a˜o (4.3.9), e verificado nos resulta-
dos de simulac¸a˜o, as treˆs componentes, τωi, apresentam a mesma distribuic¸a˜o, da´ı que
se tenha optado por representar apenas uma das componentes. As distribuic¸o˜es resul-
tantes da simulac¸a˜o apresentam uma largura a` meia altura inferior a` equac¸a˜o teo´rica
representada, cujo paraˆmetro de ajuste, o valor me´dio do DGD, e´ igual a 41 ps. Es-
tas distribuic¸o˜es apresentam assim um paraˆmetro de ajuste ligeiramente inferior aos
41 ps, teoricamente previstos. A pdf do mo´dulo do vector PMD de segunda ordem,
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|~τω|, esta´ representada na Fig. 6.11c). Neste caso verifica-se um boa concordaˆncia en-
tre os resultados de simulac¸a˜o e os previstos teoricamente, equac¸a˜o (4.3.10). Como e´
poss´ıvel verificar no inset, as principais diferenc¸as situam-se tambe´m nos valores mais
elevados de |~τω|, valores que apresentam uma probabilidade muito baixa. Finalmente,
na Fig 6.11d) esta´ representada a pdf da componente da PMD associada a` PCD. Em
ambos os casos observa-se que a curva teo´rica, equac¸a˜o (4.3.13), apresenta uma largura
a meia altura superior aos resultados da simulac¸a˜o. Assim, e a` semelhanc¸a de τωi, estas
distribuic¸o˜es apresentam assim um paraˆmetro de ajuste ligeiramente inferior aos 41 ps.
Por outro lado, e de acordo com o esperado teoricamente [Foschini00], as distribuic¸o˜es
de |~τ |ω sa˜o mais estreitas que as distribuic¸o˜es de τωi.
Os resultados anteriores permitem concluir que a` medida que o nu´mero de secc¸o˜es
de PMF aumenta a distribuic¸a˜o uniforme da polarizac¸a˜o na esfera de Poincare´ deixa
de ser necessa´ria para uma boa emulac¸a˜o da PMD de primeira e segunda ordem. No
entanto, se se pretender usar um nu´mero baixo de secc¸o˜es, enta˜o a distribuic¸a˜o uniforme
da polarizac¸a˜o garante a` partida melhores resultados.
6.5 Concluso˜es
Neste cap´ıtulo foi feita uma introduc¸a˜o a` emulac¸a˜o da PMD, tendo sido focado a
importaˆncia dos emuladores de PMD na caracterizac¸a˜o de dispositivos de compensac¸a˜o
e mitigac¸a˜o bem como os principais requisitos a que estes devem obedecer. Foram
tambe´m apresentados os principais tipos de emuladores presentes na literatura.
O modelo de espalhamento uniforme da polarizac¸a˜o sobre a esfera de Poincare´,
apresentado no cap´ıtulo anterior, foi usado para simular um emulador de PMD com
duas secc¸o˜es de PMF. O espalhamento da polarizac¸a˜o entre secc¸o˜es foi feito atrave´s de
um e dois e treˆs PCs. Verificou-se que com treˆs PCs os resultados obtidos estavam em
acordo com os presentes na literatura.
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Por u´ltimo, usou-se tambe´m este tipo de espalhamento na simulac¸a˜o de emula-
dores com treˆs, cinco, dez e quinze secc¸o˜es de PMF. Verificou-se que o espalhamento da
polarizac¸a˜o usando um e treˆs PCs permitem emular correctamente a PMD de primeira
e segunda ordens.
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Cap´ıtulo 7
Concluso˜es e trabalho futuro
7.1 Concluso˜es do trabalho realizado
Neste trabalho foram apresentados diversos temas relacionados com a PMD nas fibras
o´pticas, como os mecanismos de birrefringeˆncia, a descric¸a˜o matema´tica da PMD e
ana´lise do seu comportamento estoca´stico, os processos de controlo da polarizac¸a˜o e,
finalmente, os principais processos de emulac¸a˜o da PMD.
No cap´ıtulo 2, apresentaram-se, de forma geral, os efeitos da polarizac¸a˜o nas
fibras o´pticas. Foram apresentados os principais mecanismos de birrefringeˆncia, res-
ponsa´veis pelo aparecimento da PMD. Foram tambe´m descritos os comportamentos
distintos apresentados pela PMD em regimes de curtas e longas distaˆncias. Final-
mente apresentou-se o modelo dos estados principais, onde se mostra que a propagac¸a˜o
nos PSPs minimiza a degradac¸a˜o do sinal devido a` PMD.
No cap´ıtulo 3, foi feita uma descric¸a˜o matema´tica do efeito PMD, com base na
definic¸a˜o dos vectores PMD de primeira ordem e segunda ordem e respectivas equac¸o˜es
dinaˆmicas. Foi tambe´m considerada a evoluc¸a˜o no espac¸o destes vectores atrave´s da
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ana´lise das regras de concatenac¸a˜o para duas ou mais secc¸o˜es.
No cap´ıtulo 4, foram apresentados alguns dos modelos matema´ticos para a bir-
refringeˆncia presentes na literatura. Atrave´s da utilizac¸a˜o de um destes modelos foram
derivados os comportamentos estat´ısticos da PMD de primeira e segunda ordens: no
primeiro caso, foram apresentadas as pdfs para cada uma das componentes e para o
mo´dulo do vector; no segundo caso foram apresentadas as pdfs das componentes o do
mo´dulo do vector PMD de segunda ordem, bem como a pdf da dispersa˜o croma´tica
devida a` polarizac¸a˜o e a pdf da despolarizac¸a˜o dos modos de polarizac¸a˜o. Finalmente
foi apresentada ACF do vector PMD com respeito a` frequeˆncia, onde se observa um
decaimento quadra´tico.
No cap´ıtulo 5, foi feito um estudo aprofundado dos controladores de polarizac¸a˜o
com uma sequeˆncia de laˆminas de atraso do tipo QWP-HWP-QWP. Foi derivada uma
expressa˜o geral para cada um dos aˆngulos das laˆminas de atraso por forma a trans-
formar um SOP inicial arbitra´rio num SOP final, tambe´m arbitra´rio. Foi tambe´m
desenvolvido um modelo teo´rico para a evoluc¸a˜o do SOP quando va´rios controlado-
res deste tipo sa˜o concatenados. O modelo permitiu verificar que com o aumento do
nu´mero de controladores o espalhamento do SOP converge rapidamente para um es-
palhamento uniforme da polarizac¸a˜o na esfera de Poincare´, concluindo-se que com treˆs
PCs o espalhamento e´ ja´ uniforme.
No cap´ıtulo 6, foram analisados e comparados os principais tipos de emuladores
de PMD apresentados na literatura: emuladores com secc¸o˜es fixas de PMF; emuladores
com secc¸o˜es de PMF cuja orientac¸a˜o dos eixos birrefringentes e´ aleato´ria; emuladores
com secc¸o˜es cuja birrefringeˆncia e´ varia´vel; emuladores com um espalhamento aleato´rio
uniforme da polarizac¸a˜o entre secc¸o˜es de PMF e emuladores cuja estat´ıstica e´ varia´vel.
Foi tambe´m proposto um novo esquema para um emulador de PMD. O modelo para
o espalhamento uniforme da polarizac¸a˜o foi usado para simular um emulador de PMD
com duas secc¸o˜es de PMF e espalhamento da polarizac¸a˜o entre elas, usando para o
efeito um e dois e treˆs PC. A comparac¸a˜o dos resultados com a teoria presente na
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literatura permitiram validar a correcc¸a˜o do nosso modelo e concluir que com treˆs
PCs concatenados o espalhamento e´ ja´ uniforme. Finalmente, usou-se este tipo de
espalhamento na simulac¸a˜o de emuladores com treˆs, cinco, dez e quinze secc¸o˜es de
PMF. Neste caso foram usados um e treˆs PCs para o espalhamento da polarizac¸a˜o,
sendo que em ambos os casos as func¸o˜es de densidade obtidas para a PMD de pri-
meira e segunda ordens estavam de acordo com as expresso˜es teo´ricas apresentadas no
cap´ıtulo 4. Conclui-se que o espalhamento da polarizac¸a˜o usando PCs permite emular
correctamente a PMD de primeira e segunda ordens.
7.2 Sugesto˜es de trabalho futuro
No seguimento do estudo presente nesta dissertac¸a˜o apresentam-se algumas ideias a
serem exploradas no futuro:
• Implementac¸a˜o laboratorial do emulador proposto neste trabalho;
• Dispondo de um emulador de PMD, proceder a` caracterizac¸a˜o das principais
penalizac¸o˜es induzidas pela PMD na transmissa˜o de dados em fibras o´pticas.
• Encontrar te´cnicas robustas de compensac¸a˜o dinaˆmica da PMD de primeira e
segunda ordens.
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Apeˆndice A
Ca´lculos estoca´sticos envolvendo ru´ıdo
branco gaussiano
Na literatura matema´tica as equac¸o˜es diferenciais ana´logas a` presente na equac¸a˜o
(4.2.2) sa˜o chamadas de equac¸o˜es diferenciais estoca´sticas, dado o cara´cter aleato´rio
apresentado pela func¸a˜o ~ν(z). Este tipo de equac¸o˜es diferenciais apresenta a seguinte
forma geral [Gardiner97],
∂~x
∂z
= q(~x)~ν(z) + ~u(~x), (A.0.1)
onde ~x, ~u e ~ν sa˜o vectores de dimensa˜o m, tendo cada componente deste u´ltimo uma
distribuic¸a˜o normal (ru´ıdo branco gaussiano) e q(~x) e´ uma matriz m × m. Usando
a definic¸a˜o Q(~x) = Qij(~x) , q(~x)qt(~x), e´ poss´ıvel escrever uma expressa˜o para o
operador G, designado por gerador de Itoˆ. Este operador constitui uma ferramenta
importante para o calculo do valor me´dio associado a func¸o˜es de ~x, sendo dado por
[Gardiner97],
127
Nelson Muga Apeˆndice A. Ca´lculos estoca´sticos envolvendo ru´ıdo branco gaussiano
G , 1
2
m∑
j=1
m∑
i=1
Qij(~x)
∂2
∂xi∂xj
+
m∑
k=1
uk(~x)
∂
∂xk
. (A.0.2)
De acordo com as teorias matema´ticas das equac¸o˜es diferenciais estoca´sticas, o valor
me´dio uma func¸a˜o ψn(x), real e que varia lentamente com ~x, pode ser obtido a partir
da seguinte equac¸a˜o [Gardiner97],
∂
∂z
〈ψ〉 = 〈G [ψ]〉 , (A.0.3)
onde os pareˆntesis rectos representam o valor me´dio.
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Apeˆndice B
Distribuic¸a˜o uniforme numa esfera
de raio unita´rio
Neste apeˆndice vamos derivar a pdf e a variaˆncia de cada uma das componentes do
vector de Stokes, para um conjunto de vectores uniformemente distribu´ıdos na esfera
de Poincare´.
O elemento de a´rea, dS, de uma superf´ıcie de revoluc¸a˜o em torno do eixo sˆ3 e´
dado por,
dS = 2pirds, (B.0.1)
onde ds e´ um elemento de curva e r e´ a distaˆncia entre o eixo sˆ3 e superf´ıcie da esfera
(ver Fig. B.1). Numa aproximac¸a˜o linear, ds pode ser escrito na seguinte forma,
ds2 = dr2 + ds23, (B.0.2)
onde dr e ds3 sa˜o deslocamentos infinite´simais de r e s3, respectivamente. Fazendo a
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raiz quadrada e colocando ds3 em evideˆncia na equac¸a˜o anterior obte´m-se,
ds =
√
1 +
(
dr
ds3
)2
ds3. (B.0.3)
1
s 2
s
3
s
ds
dS
2
3
1r s? ?
Figura B.1: Elemento de a´rea, dS, de uma superf´ıcie de revoluc¸a˜o em torno do eixo
sˆ3.
Uma vez que a esfera tem raio unita´rio(R = 1), a distaˆncia r pode ser escrito
em func¸a˜o de s3 da seguinte forma,
r(s3) =
√
1− s23. (B.0.4)
Este resultado pode ser usado para para determinar ds. Assim, calculando a derivada
dr/ds3 e substituindo na equac¸a˜o (B.0.3), obtemos a seguinte expressa˜o para ds.
ds =
√√√√1 +(− s3√
1− s23
)2
ds3. (B.0.5)
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Fazendo algumas simplificac¸o˜es na equac¸a˜o anterior ds pode ser finalmente escrito na
seguinte forma,
ds =
ds3√
1− s23
. (B.0.6)
Substituindo as equac¸o˜es (B.0.6) e (B.0.4) na equac¸a˜o (B.0.1), obtemos a seguinte
expressa˜o para o elemento de a´rea dS,
dS = 2pids3 (B.0.7)
Assim, a a´rea S compreendida entre s3 = a e s3 = b, com b− a = h, e´ simplesmente,
S = 2pi
∫ b
a
ds3 = 2pih. (B.0.8)
Este resultado e´ de certa forma curioso pois reparamos que a a´rea na superf´ıcie da
esfera, compreendida entre s3 = a e s3 = b, depende somente da diferenc¸a entre as
coordenadas. Este resultado e´, obviamente, aplica´vel a cada um dos treˆs eixos.
Tendo em conta o resultado anterior, podemos concluir que se tivermos uma
distribuic¸a˜o uniforme de pontos na superf´ıcie da esfera e os projectarmos sobre os eixos,
obtemos uma densidade uniforme de pontos entre -1 e 1 em cada um dos eixos. Assim,
a func¸a˜o de pdf para cada uma das componentes do vector de Stokes, correspondente
a uma distribuic¸a˜o uniforme na esfera, e´ constante e igual a 1/2. Conclu´ı-se tambe´m
que para este tipo de distribuic¸a˜o o valor me´dio de cada uma das componentes e´ nulo.
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Neste momento resulta fa´cil calcular a variaˆncia σi para cada uma das compo-
nentes, cuja pdf e´ gsi =
1
2
,
σi =
〈
s2i
〉
=
∫ 1
−1
gsis
2
i dsi (B.0.9)
A resoluc¸a˜o do integral presente na equac¸a˜o anterior mostra que a variaˆncia de
cada uma das componentes do vector de Stokes vale 1/3.
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