This paper suggests an automated approach for fault detection and classification in roller bearings, which is based on pattern recognition and principal components analysis of the measured vibration signals. The signals recorded are pre-processed applying a wavelet transform in order to extract the appropriate high frequency (detailed) area needed for ball bearing fault detection. This is followed by a pattern recognition (PR) procedure used to recognise between signals coming from healthy bearings and those generated from different bearing faults. Four categories of signals are considered, namely no fault signals (from a healthy bearing) inner race fault, outer race fault and rolling element fault signals. The PR procedure uses the first six principal components extracted from the signals after a proper principal component analysis (PCA). In this work a modified PCA is suggested which is much more appropriate for categorical data. The combination of the modified PCA and the PR method ensures that the fault is automatically detected and classified to one of the considered fault categories. The method suggested does not require the knowledge/ 1 determination of the specific fault frequencies and/or any expert analysis: once the signal filtering is done and the PC's are found the PR method automatically gives the answer if there is a fault present and its type.
&1. Introduction
Rolling element bearings constitute a major part of almost every rotating machine.
There are a number of mechanisms that can lead to bearing damage and eventually failure, including mechanical damage, crack damage, wear damage, lubricant deficiency, corrosion and plastic deformation. When the smooth rolling contact surfaces are marred, higher stress conditions imposed on the surface reduce bearing life significantly. Thus the ability to detect bearing faults at an early stage is a major concern. Fault detection and identification in rolling element bearings has been a subject of extensive research over the past two decades [1-9,11 -16] . Vibration-based monitoring is the most widely applied technique.
A fault in a ball bearing would normally create pulses with very low energy and wide-band spectra. On most occasions, especially when the fault is small, these pulses will be small and they will be buried in noise and in much higher energy low frequency components of the measured acceleration signal. This is the reason why ball bearing faults are not easy to detect. Since detecting and identifying ball bearing faults is quite a difficult job a lot of the methods suggested concentrate on making the detection possible and on the enhancement of the detection process rather than on making it automatic. Only a small number of papers address the importance of making the process automatic and attempt to develop an automatic procedure for ball bearing fault detection and/or identification. The advantage of an automatic procedure is that it does not require any further analysis and excludes the need for an experienced decision of whether or not there is a fault and/or what kind of fault it is to once the suggested transforms are done. This paper suggests a novel and easy to apply automatic process for ball bearing fault detection and identification, which does not require any human intervention. Thus the novelty and the contribution of this research is mainly in the development of an automatic process, which is capable of detecting and recognizing a ball bearing fault with a rather high success rate.
The application of traditional spectral analysis for ball bearing fault detection is somewhat limited due to the nature of the signals produced by the presence such faults. The characteristic frequencies that were found for the pulses created by different ball bearing faults cannot be found in the spectra of the raw signals recorded on a bearing [1, 3, 7] . A basic ball bearing fault detection procedure might apply enveloping and calculation of the cepstrum [7] . Another example for a simple ball bearing detection method might involve the calculation of the kurtosis of the time domain signal. Unfortunately such techniques would normally work for cases of a well developed fault and when there is not a lot of interference with other higher energy components coming from noise and/or other high frequency components.
The detection of real faults becomes problematic since the interest is primarily at detecting the faults at an early stage, when they are rather small. Then the pulses created by the fault will be of very low amplitude and will be impossible to detect in the raw signal or spectrum. A lot of the suggested fault detection methods for ball bearings involve a noise reduction in the recorded signals to facilitate the detection of the pulses created by the fault(s) [2, 3, 5, 6] . A successful detection procedure should be able to first extract the appropriate frequency content of the measured signal and then detect the presence of faults in the extracted frequency band. Thus a lot of the ball bearing fault detection methods include a certain pre-processing and filtering to extract the proper frequency range from the bearing signature, clear the high energy content of the signal and prepare it for the detection process [1, 3, 4, 6, 9] . Different wavelet decompositions, filtering and enveloping are among the most frequently used techniques for the purpose [1- 4, 6, 7, 10, 11] . The next stage after the preprocessing is designed to detect and eventually localize (qualify) the fault. The cepstrum and different variations of it is a popular signal processing technique for detecting ball bearing faults [7, 8] . The spectral kurtosis is an alternative of the kurtosis which appears more promising and was successfully applied by different authors [6, 12, 13] .
However after the application of all the procedures the decision whether a fault is present or not has to be taken by an expert through e.g introducing a threshold value of the considered feature or just on the basis of comparison to previous levels [2, 3, 5, 6, 8, 27, 30] . This paper suggests a method which does not require that: once the wavelet filtering is done and the principal components are extracted the PR procedure automatically issues a decision on whether a fault is present in the bearing or not.
Thus the method suggested here has the potential to be made completely automatic /and computerized/ and hence very easy to apply without the intervention of experienced personnel.
The fault identification (localization) is for most methods the next stage which is done after the fault has been detected. On most occasions it is done utilizing the specific frequencies generated by different defects. These frequencies depend on the rotational speed, the number of balls and their geometry. The running speed is often unknown and/or unmeasurable. In addition, even if the type of the bearing in the machine is known, the manufacturer may not be able to guarantee the number of balls in a given bearing [28] . Thus on some occasions the precise determination of the specific fault frequencies might be difficult or even impossible which in turn might prevent the determination of the type of fault present. There are papers that specifically address the determination of the running speed and these specific fault frequencies [28, 31] . Thus it is beneficial if a fault identification procedure does not rely on these specific frequencies. The procedure offered here does not use the specific frequencies generated by the three fault types considered. Moreover no expert intervention and analysis is required in order to recognize the fault present. It should be noted that most fault identification procedures do require a consequent analysis and the identification is normally done detecting the specific fault frequency [1] [2] [3] 5, 6, 8, 9, [12] [13] [14] 16, 18] . There are several methods that offer an automatic fault detection like the ones discussed in [4, 27, 29] and most of them are based on pattern recognition. But they do not offer automatic identification of the fault type. To our knowledge the only method that offers an automated approach for fault detection is the one suggested in [27] and it deals with faults in a gearbox. The method presented in [11] has the potential and to our opinion could be made automatic, but the authors do not offer such an enhancement. The method suggested in this study offers an automatic detection and qualification (type identification) of faults in ball bearings without the need to estimate the specific fault frequencies. To our opinion these are very important features of the suggested method, because methods of such type have the potential of being easily incorporated and used for fault detection in real systems.
The simplicity of the procedure suggested should not be neglected as well. As it was mentioned the few methods that offer automatic fault detection are based on pattern recognition, but they tend to apply rather complex processes like neural nets and/or Markov models, neural-fuzzy inference and expert systems for the purpose [4, 11] . The PR method used here is a rather simple and intuitive one and is based on the one nearest neighbour approach [21] . Hence it does not require large computational resources and its performance is normally very fast. Another feature that facilitates the recognition process to a great extent is the application of a modified PC method which is much more appropriate for categorical data [20, 26] . The method is discussed in &5. However it should be noted that most studies that feature application of PCA for fault detection apply the standard procedure and the use of the modified one is an enhancement which makes the fault recognition possible [23-25,27, 32].
The rest of the paper is organized as follows. Paragraph &2 deals with the manifestation of faults in rolling element bearings in the signals measured on the bearings and summarizes very briefly the suggested method. The next three paragraphs introduce the basic elements of the procedure suggested: &3 introduces briefly the wavelet transform and its application for our purposes. &4 formulates the problem considered as a PR problem and &5 presents the idea of PCA and the modified PCA used here as well as the way it is applied in this particular case. The experimental setup used is introduced in &6. In &7 some results, obtained using the suggested procedure, are presented. The paper concludes with a discussion of the presented methodology and the results obtained.
&2.
Rolling element bearings and manifestation of faults in them.
Rolling element bearings represent a class of bearings in which the main load is transferred through elements in rolling contact (rather than in sliding contact).
The main components of such bearing are the outer race, the inner race, the cage and the rolling elements as shown in Fig. 1 . In a rolling element bearing, impulses are created when a defect on a rolling surface impacts with another surface. Each time the defect comes in contact with another surface it makes the bearing vibrate at its natural frequency. This is why rolling element bearing defects are known as high frequency faults-in the first instance they can be detected in the frequency range where structural resonances dominate the spectrum. Unfortunately these are rather low energy pulses that can be easily buried in high energy low frequency signals and noise. The impulses are generated almost periodically and their frequency depends on the type (location) of defect, that is whether it is an inner race, an outer race or rolling element defect. There are several characteristic frequencies which determine the spacing of short pulses for each type of fault. It is this characteristic frequency which is of interest because it can be used to determine the type of fault-e.g. inner race fault (IRF), outer race fault (ORF) or rolling element fault (REF) [3, 7] . So the information about the defect is contained in the spacing of the impulses rather than in their frequency content. However in practice, the spacing of pulses varies randomly to a certain extent due to varying load angle and slip as well as due to noise. Thus as a result of a number of random effects it becomes difficult to first find the fault in the high frequency range and secondly to determine its type.
This study suggests to consider the problem for detection and type 
&3. The wavelet transform
The wavelet transform is a time frequency representation of a signal. It uses a window which is shifted along the signal and for every position the spectrum is calculated. is the mother wavelet and
are generated by scaling and translation:
The following gives how the signal f(t) can be reconstructed using a wavelet basis:
In the above equations (1)-(3) the wavelet basis functions are not specified. There are a number of wavelets that have been designed and they share the same (similar) general properties. The discrete wavelet transform is derived from the continuous
where s and τ are replaced by and . One of the fundamental properties of a wavelet is that it can decompose a signal by filtering it into a low frequency and a high frequency part. Thus if one is interested in the high frequency part (which is the case for ball bearing fault detection) one may keep the signal more or less intact and discard the low frequency part. By discarding the smooth low frequency part of the signal one can identify areas of impulsiveness, i.e. where the original signal changes can be applied on several levels [4, 19] . Some authors suggest that for ball bearing fault detection [4, 6] . In this study we only decompose the signal to the first level and take its high frequency part cH. In this particular case applying the transform further to higher levels did not seem beneficial for our purposes.
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&4.
The problem considered as a PR problem.
The problem considered in this paper is to detect a ball bearing fault and to identify its 
The 1-NN classifier finds the nearest neighbor of c, c i , and assigns c to the class of c i .
In order to apply this classifier one needs a 'training' sample of vectors c j , among which the classifier will look for the NN. The construction of the training sample is discussed in &6.
&5. Principal component analysis (PCA).
The main idea of PCA is to reduce the dimensionality of a signal in the time or in the frequency domain while retaining most of the variance present in the data. suggested here to use a modified PCA. This modified method has some advantages when applied to categorical data which will be discussed later. It uses the generalised autocorrelation matrix, which is calculated for the whole set of measurements, rather than the autocorrelation matrices corresponding to each category [20, 25, 26] . It is determined using the following relation:
where M is the number of categories (M=4 in this case), p(ω i ) is the a priori probability for the category ω i , the superscript 'T' stands for transpose, E denotes the mathematical expectation, and 
A vector CH can be then transformed into a new feature c vector via
where is the transpose of . (db2) and its high frequency part represented by the vector CH is taken. Figure 7 gives the details of the bandwidths of the low and high frequency filters. The whole procedure used to detect and recognise faults in ball bearings is depicted in Figure 10 . The identification results with the pattern vectors from the testing sample are shown in Table 1 . The results show very good recognition rate despite that the initial vectors CH were not recognisable using visual inspection (see Figure 8 ).
Figure 10 somewhere here Table 1 somewhere here We would like to briefly mention that the procedure developed was also tested to recognise bigger faults. The faults were extended and the new signals were offered for recognition to the already developed system. It is worth mentioning that these faults were readily recognised with even higher success rate than the small faults. But since the primary interest here (and in general) is in detecting and recognising small faults and bigger faults are much easier to detect and identify, these results are not given and they are not discussed any further.
&7. Discussion and some deductions.
This study presents a method, which offers an automatic detection and identification of ball bearing faults. The method is developed and tested for very small faults which is the primary interest of such procedures when the faults are very difficult to detect. It is noted that unlike most procedures offered for ball bearing fault detection the method suggested does not concentrate on making the fault impulses visible, it attempts to make the signals coming from different bearing conditions more distinguishable. This is achieved by applying a modified PCA approach which is known to enhance the separability of categorical data. The PCA is applied on the already filtered high frequency content signals which contain the information about the presence of faults. It takes those components of the CH vectors, which are responsible for most of the variability between the different categories and gives the highest weights to the components with the highest variability (the components that actually make the categories different). As can be seen from the results presented in should be noted that some of the methods give a success rate lower than 50%. Only the last method which is the most complicated one gives a rather high success rate of 99%.
The suggested method is automatic which makes it very appropriate for potential practical applications since unlike most other methods it does not require any human and/or expert intervention to perform the detection and the identification
process. This quality combined with the high success rate of the method gives us confidence that it can be developed and successfully used for industrial applications.
In conclusion it should be noted that in this paper the method is demonstrated for a specific type of setup/machine and in order to apply it to another machine or if the measurement point is changed a different training sample should be created. The procedure is still the same so it just a matter of making another training sample to estimate the new autocorrelation matrix. It is worth pointing out that this is the case with most methods that use e.g neural nets and/or pattern recognition for fault detection in machinery and /or structures [4, 26, 27, 29] . The method is usually demonstrated for a specific machine/ setup but the application to another machine/ structure requires certain modifications like generating a new training sample. 
