1 INTRODUCTION {#SEC1}
==============

1.1 Time-course gene expression data collected under multiple stimulation conditions {#SEC1.1}
------------------------------------------------------------------------------------

In recent years, a large amount of time-course gene expression data has been collected. This data should help to unravel the mechanisms of cellular processes such as differentiation, transformation and development. To extract valuable information from these data, a variety of statistical approaches for clustering and gene network inference have been proposed. Clustering is one of the most important statistical methods for analyzing gene expression data, since genes sharing similar expression patterns tend to have common biological functions or regulatory mechanisms. Regarding time-course microarray data, several model-based clustering methods have been proposed (Luan and Li, [@B21]; Ramoni *et al.*, [@B28]; Wu *et al.*, [@B39]). On the other hand, the direct inference of gene regulatory networks using mathematical models is another important approach for predicting gene functions. Several methods have been proposed for this purpose, such as dynamic Bayesian networks (DBN) (Imoto *et al.*, [@B12]; Kim *et al.*, [@B17]; Perrin *et al.*, [@B27]; Zou and Conzen, [@B43]), S-systems (Kikuchi *et al.*, [@B16]; Kimura *et al.*, [@B18]), Boolean networks (Martin *et al.*, [@B23]), state-space models (Beal *et al.*, [@B3]; Hirose *et al.*, [@B11]; Rangel *et al.*, [@B29]; Yamaguchi *et al.*, [@B40]), discriminant approaches (Kimura *et al.*, [@B19]) and so on.

Most existing methods are designed for treating data under a single condition. However, in many situations, it is important to deal with differently stimulated multiple time-course gene expression data: It is widely known that distinct extracellular stimulations lead to different cell fates (Kao *et al.*, [@B15]; Nagashima *et al.*, [@B26]; York *et al.*, [@B41]). If different growth hormones elicit distinct phenotypes of cancer cells (such as proliferation or apoptosis), specific network regulators, which are responsible for condition-specific biological outcomes, will become potential drug targets (Bromberg *et al.*, [@B6]; Miller-Jensen *et al.*, [@B25]). Therefore, understanding the mechanism of distinct cell decisions induced by different stimulations is one of the most important problems of cell biology.Estimation of a regulatory network from single time-course data results in redundant answers because in most cases, more than one network structure can explain the expression pattern of genes. Many biologists believe that a number of gene expression patterns with some perturbations, e.g. adding some kind of inhibitor, will eliminate the redundancy of associable network structures. For protein-signaling network, it is shown that collecting multifariously perturbed data is very helpful for accurate network specification (Sachs *et al.*, [@B31]). Although a large amount of time-course gene expression data collected under stimulation conditions is now available, there is little argument on how to treat such data. Therefore, new statistical methods for clustering or gene network inference which can deal with differently stimulated multiple time-course gene expression data are necessary.

1.2 Relationship between clustering and gene network inference {#SEC1.2}
--------------------------------------------------------------

Clustering and gene network inference methods are usually developed independently. However, we would argue that there are deep relationships between the two and that they potentially cover each other\'s shortcomings.

Clustering techniques are useful for inferring gene networks. The most difficult factor in inferring gene networks is that the number of genes is so large that the regulatory networks are too complex to elucidate from a limited amount of data. To treat a large number of genes, some types of complexity reduction of the network are inevitable. Since genes sharing similar temporal profiles are considered to be regulated by the same mechanism, exploring networks at the level of gene clusters is a reasonable approach. This is statistically advantageous as the effective dimensions of the networks over the clusters are greatly lower than those over the genes. Therefore, one possible framework is to divide genes into sets of clusters via a clustering method and then infer networks over the clusters (e.g. Martin *et al.*, [@B23]; Toh and Horimoto, [@B36]). However, the results of clustering are often accompanied by uncertainty since they depend on the type of clustering method, the choice of distance function and the initialization of parameters. Fixing uncertain sets of clusters for exploring the network is somewhat problematic.

On the other hand, considering network structures helps the clustering methods because the probabilistic model used in clustering becomes more realistic for explaining the temporal gene expression profiles. A large proportion of clustering algorithms can be described within the framework of model-based clustering (Fraley and Raftery, [@B8]; Zhong and Ghosh, [@B42]), in which some underlying generative models for the data are assumed. Although many model-based clustering algorithms for time-course microarray data have been proposed (Luan and Li, [@B21]; Ramoni *et al.*, [@B28]; Wu *et al.*, [@B39]), they assume independence of clusters and do not model interactions or regulatory relationships among clusters. Since, regulatory relationships among genes obviously exist (Amit *et al.*, [@B2]), it makes sense to incorporate the regulatory relationships among clusters into a probabilistic model.

On the basis of these observations, we believe that clustering and gene network inference should be implemented in a unified probabilistic framework. This will remove the necessity of choosing the clustering method to be used before performing gene network inference. Furthermore, generative models assumed in this framework capture the real biological systems better.

Segal *et al.* ([@B33]) and Inoue *et al.* ([@B13]) have performed related studies. Segal *et al.* ([@B33]) proposed a Bayesian network model that explicitly partitions the variables into clusters, so that the variables in each cluster share the same parents in the network and the same conditional probability distribution. However, this approach is applicable only for static data. Inoue *et al.* ([@B13]) proposed a model-based approach to unify clustering and network modeling using state-space models. Since this method is based on the Bayesian approach, uncertainty analyses of estimated networks are possible via obtained posterior distributions. However, the computational task using Markov chain Monte Carlo requires advanced techniques. Furthermore, the method of Inoue *et al.* ([@B13]) cannot deal with time-course data in multiple biological conditions.

1.3 Proposal {#SEC1.3}
------------

In this article, we propose a new statistical method for cluster-based gene network inference, which can treat multiple, differently stimulated temporal profiles. Our method simultaneously predicts clusters of temporal expression profiles, relationships between clusters and those between clusters and stimuli. In summary, our goal is to infer a network such as that in [Figure 1](#F1){ref-type="fig"}. Note that our method can also be used for single conditioned data. Fig. 1.An image for the network of gene clusters and stimulations.

2 METHODS {#SEC2}
=========

2.1 Canonical cluster restriction on state-space models {#SEC2.1}
-------------------------------------------------------

### 2.1.1 State-space models {#SEC2.1.1}

Let us begin with a review of state-space models (see, e.g. Harvey, [@B10]). Let ***y***~*t*~=(*y*~1,*t*~,..., *y*~*N*,*t*~)′ denote an *N*-dimensional observed vector at the *t*-th time step where *t*=1,..., *T*. In the context of gene network analysis, ***y***~*t*~ usually denote the amounts of gene expression and *N* is the number of concerned genes. A sequence of the observed vectors is assumed to be generated from the *K*-dimensional hidden state variable denoted by ***x***~*t*~=(*x*~1,*t*~,..., *x*~*K*,\ *t*~)′. The basic form of state space models can be described by the following two equations: where *C* is an *N* × *K* matrix, and *A* is a *K* × *K* matrix. ***w***~*t*~ ∼ *N*(**0**, *Q*) and ***v***~*t*~ ∼ *N*(**0**, *R*) are noises. Equation ([1](#M1){ref-type="disp-formula"}) is often called the 'observation model', while Equation ([2](#M2){ref-type="disp-formula"}) is the 'system model'. A remarkable feature of state-space models is that they reduce the complexity of regulations from *O*(*N*^2^) to *O*(*K*^2^) by considering regulatory relationships not among genes but among state variables. Several studies (Beal *et al.*, [@B3]; Hirose *et al.*, [@B11]; Rangel *et al.*, [@B29]; Yamaguchi *et al.*, [@B40]) have proposed the use of state-space models with some modifications for inference of gene networks.

One of the problems with state-space models is that they lack identifiability. That is to say, the representation of state-space models is not uniquely determined. A transformation of state variables ***x***~*t*~^\*^=*H****x***~*t*~ via any non-singular matrix *H* yields an essentially equivalent form of the original model: where ***v***^\*^~*t*~ ∼ *N*(**0**, *HQH*′). Hence, by considering *C*^\*^ = *CH*^−1^, ***x***~*t*~^\*^=*H****x***~*t*~, *A*^\*^=*HAH*^−1^ and *Q*^\*^=*HQH*′, the state-space model can be transformed into an equivalent form. Some studies (Hirose *et al.*, [@B11]; Yamaguchi *et al.*, [@B40]) proposed restricting the parameter spaces of state-space models, so as to avoid the lack of identifiability. Furthermore, since the lack of identifiability leads to redundancy of state variables and its system models, it is difficult to interpret state variables or estimated parameters.

### 2.1.2 Canonical cluster restriction {#SEC2.1.2}

To avoid the lack of identifiability, we propose restricting the parameter spaces as follows: *Q*=τ^2^*I*, τ^2^\>0,each row of *C* is a vector with only one non-zero element whose value is 1 andeach column of *C* is a non-zero vector.

We call this restriction the *canonical cluster restriction*. This condition is a key ingredient of the probabilistic model for cluster-based networks. Under this condition, the matrix *C*={*c*~*n*,*k*~} represents the cluster to which each gene belongs. If *c*~*n*,*k*~=1, the *n*-th gene is a member of the *k*-th cluster. The temporal profile of the *n*-th gene (*y*~*n*,1~,..., *y*~*n*,*T*~) becomes the temporal profile of the state variables (*x*~*k*,1~,..., *x*~*k*,*T*~) plus noise. Therefore, each (*x*~*k*,1~,..., *x*~*k*,*T*~), *k*=1,..., *K* then has an explicit meaning as the cluster center for profiles of corresponding genes, and parameter *A* represents relationships among clusters. Furthermore, the canonical cluster restriction makes state-space models canonical modulo permutations.

*Suppose that the matrix H produced the equivalent form of the state-space model under the canonical cluster restriction*, *then H has to be a permutation matrix*.

Since *Q* is an identity matrix, the matrix *H* has to be an orthonormal matrix multiplied by some positive number. From the second and third conditions, each column of *H*^−1^ has to be a vector whose elements are all zero except a single element whose value is 1. Since *H*^−1^ is orthonormal, it is restricted to a permutation matrix. Hence, *H* is also restricted to a permutation matrix.

2.2 Cluster-based network for multiple stimulations {#SEC2.2}
---------------------------------------------------

On the basis of the previous discussion, we develop a statistical model for cluster-based network for temporal profiles with multiple stimuli.

### 2.2.1 The proposed model {#SEC2.2.1}

Suppose we have experimental expression values of *N* genes for *T* time points under *S* different conditions. With a slight abuse of partially duplicated notations, let *y*~*n*,*s*,*t*~, *n*=1,..., *N*, *t*=1,..., *T*, *s* = 1,..., *S* denote the amount of expression of the *n*-th gene at the *t*-th time point under the *s*-th stimulation and ***y***~*s*,*t*~=(*y*~1,*s*,*t*~,..., *y*~*N*,*s*,*t*~)′. Consider underlying *K* clusters relevant to the regulatory mechanism, and that each of the *N* genes belongs to any of the clusters. Each cluster intermediate represents expression patterns of genes in that cluster. Let *x*~*k*,*s*,*t*~, *k*=1,..., *K*, *t*=1,..., *T*, *s*=1,..., *S* denote the activation level of the intermediate of the *k*-th cluster at the *t*-th time point under the *s*-th stimulation and ***x***~*s*,*t*~=(*x*~1,*s*,*t*~,..., *x*~*K*,*s*,*t*~)′. The proposed statistical model in this article is as follows: where *A*, ***b***~1~,..., ***b***~*S*~ and *C* are parameters, and ***w***~*s*,*t*~ ∼ *N*(**0**, τ^2^*I*) and ***v***~*s*,*t*~ ∼ *N*(**0**, σ^2^*I*) are noises. In addition, we adopt the canonical cluster restriction in this model. A detailed description of the above equations is given in the following sections.

When the number of stimulations *S* is equal to one and there is no bias term ***b***~*s*~, the model reduces to the one proposed in Inoue *et al.* ([@B13]). However, there is no argument on the lack of identifiability in Inoue *et al.* ([@B13]). A simple modification of Proposition 1 reveals that our model is canonical except for permutation.

### 2.2.2 Observation model {#SEC2.2.2}

Equation ([5](#M5){ref-type="disp-formula"}) corresponds to observation equations in state-space models. Due to the canonical cluster restriction, (*x*~*k*,1,1~, *x*~*k*,1,2~,..., *x*~*k*,1,*T*~, *x*~*k*,2,1~,..., *x*~*k*,*S*,*T*~), *k*=1,..., *K* represents the mean for temporal profiles of genes belonging to that cluster.

### 2.2.3 System model {#SEC2.2.3}

Equation ([6](#M6){ref-type="disp-formula"}) corresponds to system equations in state-space models.

The matrix *A*={*a*~*i*,*j*~} represents the regulatory relationships of clusters. For *i*≠*j*, *a*~*i*,*j*~\>0, *a*~*i*,*j*~\<0 and *a*~*i*,*j*~=0 indicate that cluster *j* activates, inhibits and does not influence cluster *i*, respectively. For *i*=*j*, *a*~*i*,*j*~\>1 and *a*~*i*,*j*~\<1 mean that self-activation and inhibition exist, respectively, while *a*~*ij*~=1 indicates that there is no self−regulation in cluster *i*. ***b***~*s*~={*b*~*si*~} is a bias term specific to the *s*−th condition. Similarly, *b*~*s*~\>0 and *b*~*si*~\<0 indicate that the stimulation *s* activates and inhibits cluster *i*, respectively, and *b*~*s*,*i*~=0 means that the stimulation *s* does not influence cluster *i*.

Note that parameter *A* does not depend on the stimulation indices *s*. Therefore, stimulations only influences the amount of expressions by the bias term ***b***~*s*~. Although temporal profiles among different stimuli are very different for many genes, adding the bias term ***b***~*s*~ makes the dynamic model rich enough to explain different temporal profiles.

Here, we implicitly assume that the underlying regulatory mechanism of each gene in different stimulations does not differ. Generally, transcription factors regulate the expression of the target gene positively or negatively by binding to a short sequence of nucleotides called a transcription factor binding site (or motif) in the upstream region of their start point of transcription. Suppose DNA sequence is stable under the stimulation treatment, then the site to which a transcription factor can potentially bind is considered to be invariant. Therefore, we think that, at least, the change in the activity level of transcription factors does not change the intrinsic gene-to-gene regulatory relationship.

We think that the gene-to-gene regulatory relationship is different for different cells as the epigenetic state varies from cell to cell. Several studies have shown that epigenetic processes, such as chromatin modification and nucleosome positioning alter, the affinity between DNA sequence and transcription factors (see Bock and Lengauer, [@B5], for review). Therefore, we think that different transition matrix *A* should be used for treating different cells.

Several studies (Beal *et al.*, [@B3]; Rangel *et al.*, [@B29]) have built an input-driven relationship for the state variable as:

The above model takes into account the effect of proteins translated from expressed genes on state variables. In our model, on the other hand, replacing the input determined from the expression values with the fixed term ***b***~*s*~ dependent on the conditions, we consider the effect of the experimental condition. Since information about which cluster is affected and by how much is vague or unknown, we have to estimate each ***b***~*s*~.

2.3 Estimation of parameters {#SEC2.3}
----------------------------

Here, we briefly describe how parameters of our model represented by Equations ([5](#M5){ref-type="disp-formula"}) and ([6](#M6){ref-type="disp-formula"}) can be estimated.

### 2.3.1 Likelihood {#SEC2.3.1}

Let Θ=(*A*, {***b***~*s*~}, *C*, σ^2^, τ^2^) denote the set of parameters. The joint log-likelihood of our model is:

Since the sequences of {***x***~*s*,*t*~} are not observed, parameter estimation has to be done via maximizing the marginal log-likelihood logPr({***y***~*s*,*t*~}\|Θ).

It is widely believed that the biological network is not fully connected. Usual estimation via log likelihood does not lead to zero elements of network-related parameters *A* and {***b***~*s*~}, which does not represent sparse networks. To obtain sparse solutions, we need to add some penalty terms to the marginal log-likelihood. In this article, we adopt the *L*~0~ penalty term. where χ is an indicator function and λ is a penalty coefficient to be determined in advance. How to decide the value of λ is an issue. We recommend 2 which corresponds to Akaike information criterion (AIC; Akaike, [@B1]), or log(*NST*) which corresponds to Bayesian information criterion (BIC; Schwarz, [@B32]), or a value close to them.

Another option is to add *L*~1~ penalty term, which is computationally more tractable. However, in case of *L*~1~ penalty, there is little suggestion on the choice of the trade-off parameter λ. Therefore, we adopt *L*~0~ penalty at the expense of a little computational cost.

### 2.3.2 EM algorithm for the proposed model {#SEC2.3.2}

Direct maximization of the marginal log-likelihood is intractable because it includes an integral term. Hence, we resort to the expectation-maximization (EM) algorithm. Although many studies (Ghahramani and Hinton, [@B9]; Roweis and Ghahramani, [@B30]) have adopted the EM algorithm for estimating parameters of state-space models, these methods are not applicable for the proposed model with the canonical cluster restriction. We newly derive a method for estimating parameters of our model. Further details are mentioned in the [Supplementary Material](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1).

2.4 Several remarks {#SEC2.4}
-------------------

### 2.4.1 Determination of the number of clusters {#SEC2.4.1}

A major problem in cluster analysis is the estimation of the optimal number of clusters. Although a number of methods have been proposed (see, e.g. Krzanowski and Lai, [@B20]; Sugar and James, [@B34]; Tibshirani *et al.*, [@B35]), none of the methods are considered decisive. Since the method of Krzanowski and Lai ([@B20]) needs no resampling phases or hyperparameter selection, we use their approach with some modifications.

Let denote the estimated variance of noise in the observation model when the number of clusters is set to *K*, and then set where, We select *K*^\*^=arg max~*K*~*KL*(*K*) as the optimal number of clusters. Note that, in the statistics used by Krzanowski and Lai ([@B20]), and *T* × *P* are replaced by the sum of squares within clusters and the dimension number of data, respectively.

### 2.4.2 Split--merge procedure {#SEC2.4.2}

Our approach, unfortunately, has the local minima problem, which is common to most clustering methods. One heuristic is to repeat optimizations with multiple initial values. In this article, we adopt a more sophisticated technique, a split--merge procedure, which is shown to be more effective than multiple initial values (Ueda *et al.*, [@B37]).

In the split--merge procedure, two overlapping clusters are merged and one messy cluster is split at the same time, which can lead to a jump from ill-conditioned local minimas to better configurations. The detailed procedure is described in the [Supplementary Material](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1).

Thanks to this procedure, we can considerably avoid awkward local minimas without specially devised initialization strategies of model parameters. However, devising initialization may improve the procedure further especially when tackling complex problems with large number of clusters and stimuli.

### 2.4.3 Comparison with existing model-based clustering approaches {#SEC2.4.3}

In many model-based clustering method for time-course gene expression data, it is assumed that the profiles of the cluster center \[say, (*x*~*k*,1~, *x*~*k*,2~,..., *x*~*k*,*T*~) in the setting of [Section 2.1](#SEC2.1){ref-type="sec"}\] are generated via some dynamic models such as an autoregressive (AR) model or a hidden Markov model (Ramoni *et al.*, [@B28]; Wu *et al.*, [@B39]). These assumptions of independence among individual profiles are not realistic since there obviously exists mutual interference among genes.

Our approach is also model-based clustering in the sense that a probabilistic model for temporal profiles is assumed. The difference is that the generative model in our method considers regulatory relationships among clusters, and Equation ([6](#M6){ref-type="disp-formula"}) represents those regulations. However, parameter estimation becomes slightly difficult when considering regulatory relationships.

3 NUMERICAL EXPERIMENTS ON SYNTHETIC DATA {#SEC3}
=========================================

In this section, we examine the following: How the accuracy of network inference varies according to the number of stimulations?The effectiveness of our method compared with those of the existing methods.

3.1 Experimental methodology {#SEC3.1}
----------------------------

Synthetic data were generated as follows: the number of genes, clusters and time points were set as *N* = 200, *K* = 4 and *T* = 10, respectively. A total of 50 genes were allocated to each cluster. Changing the number of stimuli *S* from 1 to 5, we generated temporal profiles of genes according to the following model: where ***x***~*s*,1~=**0**, ***v***~*s*,*t*~ ∼ *N* (**0**, (0.1)^2^*I*), and **1**~50~ is the 50-dimensional column vector whose elements are all 1. The term ***b***~*s*~ corresponding to stimulations was set randomly at each trial as ***b***~*s*~ ∼ *N*(**0**, (0.1)^2^*I*). The structure of this synthetic network is described in [Figure 2](#F2){ref-type="fig"}. To secure the fairness in the number of experiments, we changed the variance of ***w***~*s*,*t*~, depending on the number of stimulations. When *S* reduces by half, we can have duplicate temporal profiles by carrying out the same number of experiments, which leads to a reduction of noise by . Fig. 2.The target cluster-based network for synthetic data.

We examined how the number of stimuli *S* and the penalty coefficient λ described in [Section 2.3.1](#SEC2.3.1){ref-type="sec"} influence the performance of network inference measured via sensitivity and specificity. These are defined as where TP, TN, FP and FN are the number of true positive, true negative, false positive and false negative regulations, respectively. At the same time, we compared the clustering results with those of other popular methods, *K*-means with the Euclid distance and *K*-medoids method with the Pearson\'s correlation on the concatenated S T-dimensional vector {*y*~*n*,*s*,*t*~}~1≤*s*≤*S*,1≤*t*≤*T*~ for each gene. For *K*-means and *K*-medoids, the best configuration of 300 repeats with respect to the corresponding loss function was chosen as the result for each trial. For measuring the accuracy of each clustering method, we used the number of genes allocated to wrong clusters. The penalty coefficient λ was changed over 1, 2, 4. The measures were averaged over 1000 randomly generated data.

3.2 Result {#SEC3.2}
----------

[Tables 1--3](#T1 T2 T3){ref-type="table"} show the results. As *S* becomes larger, so does the dimension of parameters ***b***~*s*~ that needs to be estimated. Furthermore the amount of noise increases according to *S* in this experimental setting. Nevertheless, both sensitivity and specificity rates improve as *S* becomes larger. Therefore, we can conclude that having temporal profiles with various types of stimuli is more helpful for inferring networks than having replicated temporal profiles with a single stimulation. Table 1.Sensitivity (%) versus the number of conditionsMethod\\the number of stimuli (s)12345Proposed method (λ = 1)78.4591.8396.4598.4299.20Proposed method (λ = 2)75.8890.7795.6097.9298.98Proposed method (λ = 4)62.2285.3293.4796.0398.18*K*-means + DBN6.5824.4237.3546.8052.75 Table 2.Specificity (%) versus the number of conditionsMethod\\the number of stimuli (s)12345Proposed method (λ = 1)42.4954.1956.6058.3258.59Proposed method (λ = 2)61.7569.8372.9473.4574.56Proposed method (λ = 4)85.6987.6889.0288.8488.98*K*-means + DBN96.9889.2187.0286.4586.76 Table 3.The number of misclassification for each methodMethod\\the number of stimuli (s)12345*K*-means24.713.082.630.970.15*K*-medoids30.8718.0021.0124.3325.53Proposed method (λ = 1)1.260.130.020.010Proposed method (λ = 2)1.260.120.020.010Proposed method (λ = 4)1.200.120.020.010

For a large λ, the sensitivity decreases whereas the specificity increases. Thus, λ should be adjusted according to usage: high λ leads to conservative inferences, while low λ tends to detect a large number of regulatory relationships.

With respect to clustering results, the proposed method is little affected by λ and is superior to *K*-means and *K*-medoids methods. As in the case of network inference, the clustering results become increasingly accurate as the number of stimulations increases.

Furthermore, we compared our approach with a clustering software TimeClust (Magni *et al.*, [@B22]), which is designed specially for time-course gene expression data. We applied TimeClust only when *S*=1, since this method is not tailored to deal with multiple conditions. Using Bayesian clustering algorithm (Ferrazzi *et al.*, [@B7]), which is implemented in this software, the average number of misclassification over 100 repeats is 11.04. This result shows the effectiveness of our approach compared with other advanced clustering methods for temporal gene expression profiles.

We also tested the network estimation result of the DBN with clustering using this dataset for comparison. We adopted *K*-means with 100 multiple initializations as a clustering method, and representative expression values on each cluster were changed into binary depending on positive or negative, to which DBN was applied. Multiple temporal profiles are treated as independent replicates. The optimal network was selected by maximizing BIC via simulated annealing. The results, which are shown in [Tables 1](#T1){ref-type="table"} and [2](#T2){ref-type="table"}, imply that our method is superior. When the number of stimulation conditions is large and λ=4, both sensitivity and specificity of our method are better than DBN.

4 COMPARISON TO AN EXISTING METHOD BASED ON STATE-SPACE MODELS {#SEC4}
==============================================================

In this section, we compare the proposed method to the TRANS-MNET (Hirose *et al.*, [@B11]), which is the software based on the state-space modeling.

Note that the purpose of our method is somewhat different from previous methods. Many previous approaches assume that each gene is associated with multiple state variables, and that each state variable is interpreted as a latent 'module', which represents the mechanism of gene regulation. One of the main goals of previous approaches including the TRANS-MNET is to extract such transcriptional modules that are considered to share common functions. On the other hand, our model is devised to cluster genes with similar temporal expression profiles imposing the role of a cluster on each state variable via the canonical cluster restriction.

4.1 Data {#SEC4.1}
--------

We adopted the time-course gene expression profile of *Mus musculus* circadian liver cells as experimental data, which is available at Gene Expression Omnibus (GEO, Accession number GSE3748). Samples were collected every 4 h for 48 h, for a total of 12 time points. We focused on 853 circadian genes, the list of which is available from [Table 1](#T1){ref-type="table"} of the supporting information of Miller *et al.* ([@B24]). Note that data under a single condition (*S* = 1) was selected because previous methods are not devised to deal with data under multiple conditions. The number of state variables *K* is set to 4 and 7.

4.2 Result {#SEC4.2}
----------

[Figure 3](#F3){ref-type="fig"} shows the profiles of state variables for both our method and the TRANS-MNET. In our method, all four profiles of cluster intermediates represent periodical processes with slightly different phases for *K* = 4. When *K* = 7, the number of profiles with periodical patterns increased to six. The heatmaps of the expression patterns of the genes are displayed in the [Supplementary Figures 2 and 3](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1). On the other hand, in the results of the TRANS-MNET, only two of four profiles of transcriptional modules showed clear cyclic patterns for both *K* = 4, 7. Therefore, at least for circadian rhythmic data, our method can capture periodical patterns more clearly than the TRANS-MNET can. For the clusters and modules extracted via our method and the TRANS-MNET, we performed the Gene Ontology (GO)-term enrichment analysis (see the [Supplementary Table 4](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1) for detailed results). However, there was no remarkable difference between the results of two methods. Fig. 3.Temporal profiles of cluster intermediates extracted via our method for *K*=4 (upper left) and *K*=7 (upper right). Temporal profiles of modules extracted via the TRANS−MNET for *K*=4 (lower left) and *K*=7 (lower right).

We do not claim that our method is superior in every way. There may be cases where several transcriptional modules governing the entire gene network exist and some genes belong to multiple modules. For such cases, the existing method may be more appropriate for extracting latent modules than our approach.

5 APPLICATION TO DIFFERENTLY STIMULATED MULTIPLE TIME-COURSE GENE EXPRESSION DATA {#SEC5}
=================================================================================

Epidermal growth factor (EGF) induces proliferation while heregulin (HRG) induces differentiation in MCF7 human breast cancer cells. Nagashima *et al.* ([@B26]) identified 252 EGF- or HRG-regulated genes in early transcription. However, it is still unclear as to how these genes are linked to each other and function to determine cell fate. Since characterization of hundreds of genes is too large a task for detailed wet-lab experiments, capturing broad information via statistical methods is very helpful. Therefore, we applied the proposed method to this system.

5.1 Data {#SEC5.1}
--------

Cells were stimulated with 10 nM of either EGF or HRG for 0, 0.5, 1, 1.5, 2, 3, 4, 6 or 8 h. GeneChip (Affymetrix U133A version 2) experiments were performed, and the signals were processed according to robust multi-array average (RMA; Irizarry *et al.*, [@B14]). We extracted 257 probe sets of the genes selected by Nagashima *et al.* ([@B26]), and the expression profile of each gene was normalized so that the difference between the maximum and the minimum was 1 and the initial value was 0. (See [Supplementary Table 1](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1) for the list of probe sets used.) The penalty coefficient λ was set to 2.

5.2 Result {#SEC5.2}
----------

According to the procedure in [Section 2.4.1](#SEC2.4.1){ref-type="sec"}, the number of clusters *K* was set to 6. The parameters *A* and ***b***~*s*~ were estimated as follows: where ***b***~1~ and ***b***~2~ represent the inferred regulations on clusters from EGF and HRG, respectively. [Figure 4](#F4){ref-type="fig"} shows the inferred network. See [Supplementary Table 1](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1) for genes in each cluster. Fig. 4.The inferred cluster-based network (self-regulations are omitted)

[Figure 5](#F5){ref-type="fig"} shows the temporal profiles of cluster intermediates. The heatmap of the expression patterns of the genes are displayed in the [Supplementary Figure 1](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1). Cluster 6 shows transient expression patterns for EGF and more prominently for HRG. The temporal profile of cluster 5 shows sustained expression patterns for both EGF and HRG. Most interestingly, the expression profile of cluster 2 moves up about an hour later after stimulation via HRG and is sustained for a while, whereas it remains static via stimulation via EGF. Fig. 5.Temporal profiles of cluster intermediates. Dashed lines represent temporal profiles for EGF whereas bold lines represent those for HRG. Error bars correspond to standard deviations of gene expression values on each time point

Estimated ***b***~1~ and ***b***~2~ show that regulations via EGF or HRG were inferred for most clusters, and their plus or minus (activation or inhibition) were found to be equal. However, except for cluster 4, HRG showed a stronger regulatory relationship (which can be measured via the absolute values) than EGF. These results are consistent with the argument of Nagashima *et al.* ([@B26]) that EGF and HRG induce quantitative and not qualitative differences in transcriptional control, which determines the cell fate.

To evaluate the obtained network, we compared our results with the known regulatory relationships among genes. From the TRANSFAC database (Wingender *et al.*, [@B38]), we extracted regulatory relationships among genes selected by Nagashima *et al.* ([@B26]), which amounted to 19 regulatory relationships (see [Supplementary Table 2](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1)). In 12 of them, both genes were included in the same cluster. In six of them, relationships were seen at the level of clusters. Therefore, our method successfully induced a reasonable network.

To verify our results with respect to the available biological knowledge, we performed the GO-term enrichment analysis for the set of genes in each cluster. Using the GOstat software (Beissbarth and Speed, [@B4]), for each cluster, we obtained the significance (*P*-value) of each GO term present in GO slims, which is the cut-down version of the whole GO. Significant GO terms were particularly observed in clusters 2, 3, 5 and 6. Detailed results are presented in the [Supplementary Table 3](http://bioinformatics.oxfordjournals.org/cgi/content/full/btq094/DC1).

A large number of transcription factor genes (ATF3, FOSL1, BHLHB2, JUNB, NR4A3, TSC22D2, FOS, KLF10, FOSB, DLX2, EGR2, EGR4, JUN, NR4A1, GATA6 and NR4A2) were aggregated in cluster 6 which is inferred to positively regulate clusters 2, 4 and 5. Although the functions of all the transcription factors in cluster 6 are not known, genes that encode the activator protein 1 (AP-1) transcription factor group that consist of FOS family proteins (c-FOS, FOSB, FRA-1/FOSL1 and FRA-2/FOSL2) and JUN family proteins (c-JUN, JUNB and JUND) are significantly involved in cluster 6. The AP-1 complex is activated by homo- and heterodimerization of the transcription factors, and mediates a wide range of biological effects related to cell growth, differentiation and cell death. On the other hand, regulated clusters 2 and 5 included many genes related to cell differentiation/death and development, respectively. Therefore, a given inferred network structure showing cluster six-regulated expression of clusters 2 and 5 seems to coincide with the expected function of the AP-1 complex.

However, no significant GO-term enrichment was observed in cluster 4, but MYC and RARA, which are believed to work as network hubs, were captured there. This observation is compatible with the fact that there are redundant regulatory functions related to cluster 4.

6 CONCLUSION {#SEC6}
============

In this article, we propose a new statistical method for analyzing time-course gene expression data collected under multiple conditions. Although the probabilistic model assumed in our method is simple, we confirmed that our method can induce biologically important information. Furthermore, we verified using synthetic data that as the number of experimental conditions increases, the network estimation accuracy improves.

Note that many model-based methods assume some generative models considering the situation of interest. If multiple stimuli are not incorporated into the model, the method cannot deal with them. Methods which do not assume specific probabilistic models (e.g. *K*-means) are comparatively broadly applied in various situations such as multiple stimulation conditions. Nevertheless, we think model-based methods are beneficial because we can extract the nature of the data by investigating estimated parameters of the models. State-space model is not the only one suitable for dealing with multiple conditions. For example, we can make DBN so as to treat several different conditions by adding new nodes representing the existence of the stimuli.

To take advantage of differently stimulated multiple time-course expression data for inferring gene networks, wet-lab experimental designs must be carefully considered at the stage of collecting data. Furthermore, it is necessary to further elaborate the statistical method. Inferring gene networks is a very challenging project. We believe that collecting comparative temporal profiles collected under multiple stimulation conditions greatly facilitates this task.
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