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1. Introduction 
 
The nonlinear pL -norm estimation problem is to find x  which minimizes 
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where 1 p≤ ≤ ∞  and : , 1,...,nir R R i m→ =  are smooth nonlinear functions of x . In data-
fitting problems, ir  are residual functions. 
  The discrete pL -approximation problem is a basic problem in approximation theory and 
optimization. This problem is of basic importance in approximation theory with applications 
in data processing, engineering design, operations research, and other fields of applied 
sciences. In particular, −1L approximation problem has been widely applied to the 
approximation, statistical processing and circuit optimization because the robustness of the 
pL  estimates becomes stronger when p tends to 1. The pL - problem could be solved either by 
transforming it into a nonlinear programming problem, or as a general unconstrained 
minimization problem, but none of them could be better than algorithms which take the 
special structure of the pL  - problem into account. All the algorithms were inspired by 
nonlinear least-squares methods.  The 1L -results could be got through the algorithms of pL -
problem by letting p  → 1. 
Most algorithms that have been proposed for solving this problem are essentially variants of 
Newton’s method. However, since the objective function is not continuously differentiable 
for p =1, the Newton methods need essential revisions to handle this case. [10], [11] and [12] 
considered discrete linear L1-approximation whose objective function is ∑
=
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m
i
T
ii xay
1
.  In [5] 
was proposed a method of analytic centers for minimization of 
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, p ≥1 and in [4]  
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was proposed an algorithm for nonlinear pL - norm minimization. 
In the last two decades considerable attention has been focused on optimization neural 
networks. Such systems are considered as potentially efficient hardware solutions for large-
scale or hard optimization problems. Optimization neural networks could work very fast as a 
parallel computational structure in truly distributed implementation. The gradient dynamical 
system can be solved using standard ordinary differential equation (ODE) software and this 
could be an advantage, when the number of unknowns is large. Furthermore, 
implementations of these standard ODE methods on parallel computers could be used, in 
order to make it possible to deal with large datasets. In addition, gradient dynamical systems 
can be implemented as an analog circuit using only resistors, amplifiers and switches, which 
is appropriate for real time processing using VLSI technology [3]. In [3] was proposed a 
dynamical gradient system with discontinuous right-side to find a solution set of linear 1L -
norm problem. They proved finite time convergence to the solution set by means of a 
diagonal type Lyapunov function for the dynamical system. In [1] and [2] was proposed a 
discrete-time neural network for solving constrained linear L1 estimation problems fast. 
To author’s knowledge, there is no any gradient-based neural network for nonlinear 1L -
norm problem. In [6] was presented a neural network using eigenvalues and eigenvectors of 
Hessian matrix of the objective function to find a local minimum of the problem. Their 
method should continue to find equilibrium points of the neural network to obtain an 
equilibrium point satisfying second-order optimality condition, and need a lot of computation. 
  In this paper we propose an augmented smoothing function for nonlinear 1L - problem and 
consider a global stability of a gradient-based neural network model to minimize the 
smoothing function. The numerical simulations show that our smoothing neural network 
finds successfully the global solution of the 1L - problem. 
 
2. An augmented smoothing for nonlinear 1L - problem 
 
The nonlinear 1L -problem is defined as follows. 
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where )(xf  can be considered to be 1L -norm of residual vector 
T
m xrxrxr ))(),...,(()( 1=  and 
miRRr ni ,...,1,: =→  are twice continuously differentiable. 
   Let )(xri  be approximated by the following smooth function. 
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where µ  is a smoothing variable. We consider µ  a variable as well as x , while µ  is 
considered to be a parameter in usual smoothing methods. 
  Lemma 1. We have the following relations between ( , )
i
s x µ  and )(xri . 
 
      ( i )   )(xri < ),( µxsi  < )(xri  + 2 ln 2µ , 0≠µ                                                   (3) 
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        (ii) When 0≠µ , ( , )is x µ is continuously differentiable and 
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       (iii) When 0≠µ , ( , )is x µ  is twice continuously differentiable and 
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 (Proof)  The proposition (i) is the immediate consequence of the Lemma 1 of [6].  The 
relations of proposition (ii) and (iii) are obtained by direct calculation.  □ 
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  Theorem 1. If )(0 1
0 zE∂∈ , then 0=µ  and x is a stationary point of ( )f x . Moreover, if 
mixri ,...,1),( =  are affine functions, then x  is a solution of the problem (1).  
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  (Proof)    If 0≠µ , we have     
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by (6) and (3). In view of (5), we have 
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and mixrxxs iii ,...,1,0)(),(),( =>− µαµ  by (11). Therefore, 
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 We have 0 ( )f x∈∂ , i.e., x  is a stationary point of ( )f x , where ( )f x∂  is the subdifferential 
of ( )f x  at x  defined by 
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where ( )( )xrsign ii =δ  if ( ) 0≠xri  and ∈iδ  [-1, 1] if )(xri = 0. 
 
 Besides, if mixri ,...,1),( =  are affine functions, then ( )f x  is convex function and the 
stationary point x  is a solution of the problem (1). □ 
From the above theorem, we see that a solution of the problem (1) can be obtained by 
finding a stationary point of the function 1( )E z . 
 
 
     3.  A neural network model for the augmented smooting 
 
   Let us consider the following neural network model for finding a stationary point of 1( )E z . 
 
                                      
1( )
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where M  is a positive diagonal matrix for scaling. In what follows, let M=τI, where τ is a 
positive constant and I is an identity matrix. 
Theorem 2.  Suppose that 
1( )E z∇  satisfies the Lipschitz condition. Then the trajectory ( )z t   
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of the dynamical system (14) satisfying the initial condition 
0
(0)z z=  for arbitrary 
0z converges to an equilibrium point ),(
*** µxz =  as t →∞ , and 0* =µ  and *x  is a 
stationary point of the problem (1). 
  (Proof) There exists a unique solution ( )z t  of the initial problem (14) satisfying )0(0 zz =  
for arbitrary 
0z  in ) ,0[ ∞  because the right-side of (14) satisfies the Lipschitz condition.  In 
view of (3), we have that  
 
                                  2( ) ( ) ( ) ln 2f x E z f x mµ≤ ≤ + , 0)( ≥xf  
 
for arbitrary x  and ( , )z x µ= and 1( ) 0E z ≥  for every z , i.e., 1( )E z  is bounded below. Thus, 
the trajectory )(tz  of the system (14) converges to an equilibrium point ),( *** µxz =  as 
t →∞   by Theorem 4 of [4], and 0* =µ  and  *x  is a stationary point of the problem (1) by 
Theorem 1. □ 
  Corollary 1. Suppose that 
1( )E z∇  satisfies the Lipschitz condition and 1( )  E z →+∞ as 
∞→z . If the equilibrium point of the system (13) is unique, then the equilibrium point is 
globally and asymptotically stable. 
  (Proof) By virtue of the assumption, there exists a unique solution ( )z t  of (14) satisfying 
the initial condition for any )0(0 zz =  in time interval ) ,0[ ∞ .  
 Then 
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*zz ≠ if the equilibrium point *z is unique. Since )(zE  is 
bounded below, we have global and asymptotic stability of the equilibrium point 
*z  by 
Theorem 2 of [5].  □ 
 
 
    4. Numerical simulation 
 
Our algorithms have been implemented by 1.5GHZ 20GB 256MB PC NEC in the 
Matlab7.8 environment using ode23. In numerical experiment, we used the following 
smoothing function instead of (2): 
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where  θ  is a positive constant. 
Problem 1. We carried out numerical simulation for the following problem considered in [4]. 
 
                           min ( )23 21 1 2( ) 3f x x x x= − +                                                         (16) 
 
 This problem has five stationary points (0,0),(± 3 ,0) and (±1,0) in which three points (0,0)  
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and (± 3 ,0)  are optimal solutions.  
The simulation result of [4] is the following:  
 
                   Table 1. 
Starting point ft  )(xE∇  )(xE  Limit point 
(1,1) 0.0107 5.87e-07 2.43e-15 (1.73205,0) 
(-1,-1) 0.0079 5.51e-07 9.48e-15 (-3.04e-08,3.43e-08) 
(2,2) 0.0076 6.11e-07 9.35e-14 (1.73205,0) 
(-2,-2) 0.0076 6.11e-07 9.35e-14 (-1.73205,0) 
 
                                                 
                                Fig.1. Behavior of the trajectory of [4] starting at ( )1,10 =x  
 
  The problem is nonconvex and one solution was obtained by applying neural network 
approach twice in [4](see Fig.1). When starting at points (1,1) and (-1,-1), trajectories of their 
neural network converged to point (1,0) and (-1,0), respectively, which are stationary points 
but not solutions. Thus, they carried out simulation again by taking these points as starting 
points and obtained the result shown in the above table, where ft  is end of the integration 
interval. 
  The problem (16) is equivalent to the following problem.   
 
                                          min 31 1 2( ) 3f x x x x= − +         
          
  We applied our neural network approach of augmented smoothing (NNAS) and neural 
network approach (NN) proposed in [1] to the above problem, respectively.  
When letting 
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simulation result  is as following (Figure 2, 3 and Table 2):  
 
 
                Fig.2. Behavior of our trajectory starting at ( )1,1,400 −−=x  
 
 
    
Fig.3. Behavior of our trajectory starting at ( )1,1,400 =x  
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         Table 2. 
NNAS in [0,0.007] NN in [0,0.01] 
Starting 
point 
time 
Object 
value 
solution time Object value solution 
(1, 1) 0.25 8.6711e-07 
1.0e-06 * 
(0.2890, -0.0000) 
0.219 2.0000 (1.0000, 0.0000) 
(-1, -1) 0.266 8.6711e-07 
1.0e-06 * 
(-0.2890, 0.0000) 
0.094 2.0000 -(1.0000, 0.0000) 
76.016 
(7) 
1.4765e-06 
1.0e-06 * 
(-0.0204, 0.7876) 
95.45 
(32) 
1.8042 (0.7323, 0.0000) 
random 
(50) 
0.203 6.5288e-08 
1.0e-07 * 
(-0.2176, 0.0000) 
150.64 
(11) 
1.2322 (-0.4389, 0.0000) 
 
 As shown in the table and figures, our approach NNAS always converged to the solution of 
the given problem with any starting point of [-1,1]×[-1,1] and is better in speed and accuracy 
than NN of [1]. In the table, the number in round brackets of the time column is the frequency 
of success among runs. 
Problem 2(Rastrigin function). The following problem is equivalent to Rastrigin’s  
multiextremal problem. 
 
                           [ ]2 21 2 1 2min ( ) 20 10 cos(2 ) cos(2 )f x x x x xπ π= + + − ⋅ + , 
                                          s.t.   1 1, 1,2ix i− ≤ ≤ =  
 
The solution of the problem is (0, 0). 
  With the same
0,µM and θ  as in problem 1, simulation results are as following. 
 
       Table 3. 
     
 
The numerical simulation showed that any equilibrium points of the neural network of 
augmented smoothing were solutions for the problem1 and 2, and our neural network can 
find globally and rapidly solutions of the nonlinear 1L -norm problem. The popular neural 
networks based on gradient system fail to find any solution of the nonconvex problems.  
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5. Concluding Remarks 
 
Our research in this paper focuses on the augmented smoothing and the gradient-based 
neural network for the nonlinear 1L -norm problem (1). First, we introduce a new smoothing 
function of 1L -norm with an augmented regularization and study some properties of the 
smoothing function. Second, we consider stability properties of a gradient-based neural 
network model to minimize the smoothing function. 
  Our assumptions are necessary, because the Lipschitz continuity of gradient of the 
smoothing function guarantees the existence and uniqueness of the solution of the neural 
network. 
We illustrated the advantage of our smoothing neural network model through numerical 
simulations for two difficult nonconvex problems and believe that similar conclusions would 
hold for different augmented smoothing gradient-based neural networks for nonlinear 1L -
norm minimization problems. 
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