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cent investigations have allowed iterative meth- 
ods that ensure high accuracy. The article ends 
by considering the problem of the computational 
complexity of polynomial root determining. 
This book is a vast theoretical reference source 
but it can be used for practical goals as well. 
Most of the important theorems are given with 
proof, definitions and formulas are carefully ex- 
plained, appropriate numerical examples illus- 
trate the theory whenever convenient. 
It is a most valuable book to researchers and to 
every interested reader. 
P. Bruggen 
Handbook of Numerical Analysis, Vol. IV 
Finite Element Methods - part 2. 
Numerical Methods for Solids - part 2. 
P.G. Ciarlet and J.L. Lions (eds.) North- 
Holland, Elsevier Science B.V., Amsterdam, New 
York, 1994, X+974 pages, hardbound, price: Dfl. 
300.00 / U.S. $ 187.50, ISBN O-444-817948 
This is the fourth volume in a series which aims 
at covering the major aspects of Numerical Anal- 
ysis. This volume continues the survey on Finite 
Element Methods started in Volume II and the 
discussion on Numerical Methods for Solids, ini- 
tiated in Volume III. The articles in the book are 
self-contained though, and can be read indepen- 
dently from the previous volumes. 
The part on the finite element method starts off 
with the paper Origins, Milestones and Direc- 
tions of the Finite Element Method - A Personal 
view (60 pages). This paper is written by O.C. 
Zienkiewicz, who has been involved for over thirty 
years as one of the leading researchers in the de- 
velopment and application of finite elements. The 
second paper, by P.L. George, deals with Auto- 
matic Mesh Generation and Finite Element Com- 
putation (120 pages). The paper reviews mesh 
generation methods, and focusses on automatic 
techniques. Both advancing-front type mesh gen- 
eration and Voronoi-type mesh generation are dis- 
cussed in depth. 
The larger part of the book concerns numerical 
methods for solids. The paper by E. Christiansen 
is entitled Limit Analysis of Collapse States (115 
pages). Limit analysis deals with the models for 
the collapse of a material subject to a static load 
distribution. It supplements elasticity analysis, 
and aims to improve the understanding of plastic 
materials, or rather, our models for plastic mate- 
rial behaviour. The author arguments that limit 
analysis is ready for applications and that realis- 
tic problems can now be solved. The second pa- 
per Numerical Methods for Unilateral Problems 
in Solid Mechanics (170 pages) by J. Haslinger, 
I. Hlavacek and J. Necas, surveys the numeri- 
cal analysis of variational inequalities, which stem 
from solid mechanics. It deals with the formula- 
tion and numerical solution of variational inequal- 
ities arising from contact problems in elasticity 
and plasticity, and also treats unilateral problems 
for elastic plates. The final paper, Mathemati- 
cal Modelling of RoL by L. Trabucho and J.M. 
Viano, contains about 500 pages. It constitutes 
an extensive and up-to-date account of the contri- 
butions of the authors and their collaborators to 
the field of asymptotic modelling of elastic rods, 
and their relationship with other methods. It rep- 
resents the mathematical derivation and justifica- 
tion of models describing the elastic behaviour of 
rod type structures, obtained via asymptotic ex- 
pansion methods, combined with techniques from 
functional analysis and numerical analysis. 
The articles in this book have been written by 
leading experts whose contributions have been 
fundamental to the development and success of 
their respective fields. As in the previous vol- 
umes, the articles in the current volume are very 
well written. They cover the history as well the 
current state-of-the-art, and provide pointers to 
future developments. Although the discussion is 
thorough and precise, the articles are accessible to 
anyone with a vested interest in numerical anal- 
ysis and applied mathematics. 
S. Vandewalle 
Chain-Scattering Approach to IT-Control 
Hidenori Kimura 
Birkhliuser, Boston, (1997), ISBN O-8176-3787-7, 
x+246 pages, Hardcover DM 118 
Since modern control theory emerged in the 1960s 
and 1970s many approaches were proposed. Some 
were very abstract, some were very heuristic. 
The youngest approach is H” control which was 
founded in the early 1980s and became widely ac- 
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cepted since the 1990s. Maybe one of the reasons 
for its success is that it can be seen from many 
different viewpoints. 
The control problem considered here is to design 
a controller in the feedback loop of a plant such 
that the closed loop transfer function has an H” 
norm which is bounded by a positive constant. 
The approach of chain scattering matrices (CSM) 
is possible by recasting this problem in a scatter- 
ing formalism where an appropriate load (the con- 
troller) has to be found. In the classical approach 
of scattering systems, the scatterer is represented 
by a scattering matrix, which has the disadvan- 
tage that a cascade of scatterers is described by 
a complicated star product of the scattering ma- 
trices. By a rearrangement of inputs and out- 
puts, the scatterer can be equivalently described 
by a CSM and then the cascade is simply ob- 
tained by performing the usual matrix product 
of the CSM. By the transformation of scattering 
matrices to CSM however, one has to deal with a 
symplectic geometry. For example losslessness of 
the scatterer is expressed by the unitarity of the 
scattering matrix, while it is translated to (J, .7’)- 
unitarity of the CSM where .J and J’ are some 
indefinite signature matrices. This extra com- 
plication is however amply compensated by the 
simplicity of dealing with CSM. For example the 
computationally efficient algorithm (which is ba- 
sically the Nevanlinna-Pick algorithm) to factor a 
CSM in elementary factors allows for an easy real- 
ization of the scatterer as a cascade of elementary 
sections. 
A large part of this book is devoted to a gentle 
(since the exposition is self contained and requires 
only some knowledge of simple linear algebra) in- 
troduction to the algebra and analysis of CSM. 
The control problem is translated as: can a ma- 
trix function G (representing the closed loop sys- 
tem) be factored as a product of a (.7, J’)-lossless 
matrix 0 (representing the plant) and a unimodu- 
lar matrix II (representing the controller). Stabi- 
lization is obtained by .7-lossless conjugation etc. 
In fact all such properties are discussed without 
the control interpretation, which is only given in 
the last third of the book. 
The text is written at a graduate course level and 
includes many exercises. It is the only available 
textbook which brings together this material at 
a level of control engineers and engineering stu- 
dents. It is accessible and acceptable for practi- 
tioners as well as for academic control researchers. 
It is a pity though that there is no keyword index 
provided at the end of the book. 
A. Bultheel 
Monte Carlo and Quasi-Monte Carlo 
Methods in Scientific Computing 
Eds. H. Niederreiter and P. J.-S. Shiue 
Lecture Notes in Statistics, Volume 106, Springer- 
Verlag, New-York, 1995, ISBN O-387-94577-6, xiv 
+372 pages, Softcover DM 78 
This volume contains the proceedings of the con- 
ference on “Monte Carlo and Quasi-Monte Carlo 
Methods in Scientific Computing” which was held 
at the University of Nevada in June 1994. 
Many complex computational tasks have to be 
treated in an approximate manner through an ap 
propriate stochastic model. Monte Carlo meth- 
ods provide a tool for analysing such models and 
setting up numerical schemes for actual compu- 
tations. Instead of the random samples used in 
Monte Carlo methods, quasi-Monte Carlo meth- 
ods use deterministic samples. In quasi-Monte 
Carlo methods the samples, so-called quasiran- 
dom points, are chosen to be better than random 
in a particular way. 
Quasi-Monte Carlo methods are known to be very 
powerful in the areas of numerical integration and 
global optimisation. The scope of these meth- 
ods was widened recently. There always is a 
resistance to changes, but they slowly enter in 
all areas ruled until recently by classical Monte 
Carlo methods. The fact that computers become 
faster and faster every day introduces new prob- 
lems: the large-scale computations that are feasi- 
ble nowadays require larger and better ensembles 
of random samples and quasirandom points. 
The conference brought together proponents of 
both types of methods. These proceedings con- 
tain all 6 invited papers and 18 contributed pa- 
pers. All papers were refereed. The range of top- 
ics included already becomes clear by looking at 
the titles of the invited papers: 
?? Modified Monte Carlo methods using quasi- 
random sequences 
