Intrusion detection systems have undergone numerous years of study and yet a great deal of problems remain; primarily a high percentage of false alarms and abysmal detection rates. A new type of threat has emerged that of Advanced Persistent Threat. This type of attack is known for being sophisticated and slow moving over a long period of time and is found in networked systems. Such threats may be detected by evaluation of large numbers of state variables describing complex system operation and state transitions over time. Analysis of such large numbers of variables is computationally inefficient especially if it is meant to be done in real time. The paper develops a completely new theoretical model that appears to be able to distill high order state variable data sets down to the essence of analytic changes in a system with APT operating. The model is based on the computationally efficient use of integer vectors. This approach has the capability to analyze threat over time, and has potential to detect, predict and classify new threat as being similar to threat already detected. The model presented is highly theoretical at this point with some initial prototype work demonstrated and some initial performance data.
Introduction
Computer security efforts are engaged in an asymmetric fight against an enemy comprised of thousands of both independent and interrelated actors on an incredible number of fronts across a grand surface area. Given the asymmetry, it is inefficient and simply not practical anymore for analysts to manually investigate each new attack. While this is true for the general case of known attacks, it is especially true for Advanced Persistent Threats (APTs). APTs are a cyber-crime category directed at business and political targets (Michael K. Daly, 2009 ). Traditional intrusion detection requires processing large quantities of audit data, making it both computationally expensive and error-prone (Dell SecureWorks, 2012) (Karen Scarfone, 2012) (Y. Kareev, 2009) (Z. Othman, 2010) . Limitation of traditional IDS (Intrusion Detection System) techniques are as much a function of the ability of a human to process large amounts of information simultaneously as they are limitations of the techniques themselves (Neil MacDonald, 2010) . New approaches to pattern recognition that simplify the process for human beings could be beneficial in better analysis of attack data.
Background
Much research has been done in the area of intrusion detection but little in its application to APT. In some related works, Shuo looked at the application of variable fuzzy sets to reduce the probability rates of false alarms and increasingly low detection of threats (Shuo-Liangxun, 2011) . Variable sets were used to create a dynamic model capable of adapting to an ever evolving system state. By defining multi-characters within a state, they can deploy system mechanisms that monitor network activity adaptively to improve the implementation of a more reliable and more accurate set of detections. This in effect allows detection systems to be adaptive based on a multitude of personality traits found amongst complex systems rather than reactive to predefined security policies.
Vert et. al. looked at self organizing taxonomies that could detect and counter attack malware operations (G. Vert, 2012) . In order to mitigate attacks on a system, methods were utilized to reduce sets of data containing attack signatures to only hardware specific state variables. By simply comparing previous states and how hardware state variables are affected over time, this research was able to build models that can respond to attacks based on fuzzy affinity matrices that can display natural trends of global system state variables over prolonged periods of data collection.
Work has also been conducted in the application of genetic algorithms (M. Hoque, 2012) to improve IDS operation. In this effort, GA was applied to detect previously undetected threat vectors, allowing more closely monitoring and conceptualization of network activity in a state system. Theories of evolution and ideas of adaptive characteristics based on these evolutionary state variables to dilute the complexity involved in threat detection were examined.
Very few approaches have sought to develop an analytic vector based algebra for detection. Some work however has been done looking at the role of visualization of security data (S. Eick, 1993) (Gensuo Han, 2012) (Bricken James, 1992) (Damballa, 2010) . Previously, Vert et al. developed a conceptual mathematical model based on vector math and an analytic visual algebra for detecting intrusion attempts on computers. This approach was part of a larger project called "Spicule" (G. Vert, 1996) (R. Erbacher, 2002) (G. Vert, 1998) . Spicule is a visualization technique that builds on this work and uses vectors to display the state of a system including its activity. This is a potentially powerful approach to intrusion detection because it uses vectors that offer themselves to various mathematical algebraic operations. Spicule can exist on many network hosts to aid in network security analysis. This paper develops the theoretical model of a new concept referred to as a Finite State Angular Velocity Machine (FAST-VM) as a possible means to address APT on hosts in a network. It conjectures that APT could be detected and characterized by using very large data sets of network or host based state variables collected over long periods of time. The FAST-VM theoretical model has been developed to reduce high order state change data in networks and systems to the essence of what characterizes an APT presence in the system and to use a mathematical method that is computationally efficient and could analyze hundreds of thousands (>1,000,000) state variables in milliseconds.
Advanced Persistent Threats
By definition, an advanced, persistent threat, or APT, is a highly sophisticated networked entity, typical of organized groups that conduct hostile cyber-attacks against connected computers; whether on a local network or the internet (G. Vert, 2009 ). The intent of this type of threat may include one of the following (Dell Secure Works, 2012) , i) gaining critical data found within government, financial or individual corporations, ii) maintaining access for future malicious intent, iii) manipulating data to disrupt the performance or operation of the target.
Approach

Mathematical Foundations
Integer based vector mathematics can be utilized to model state variables in a system. State variables are hardware and software attributes that change based on the systems operation; for instance CPU usage. State variables are indicators of the normal operation of a system and can assist in indicating the presence of abnormal operation or a threat.
The model proposed in this research is to use integer based vectors to model the state changes found in a system affected by APT presence. These vectors mitigate problems with the application of standard statistical methods for APT detection stemming from variation between hosts. Previous applications were extremely promising but focused on simpler exploits. Due to the subtle and sophisticated nature of APTs, there is no known upper bound on the number of state variable vectors that may be required for accurate detection. The underlying algebra has been shown experimentally to easily and efficiently handle thousands of state variable vectors without an appreciable degradation in execution time in large part due to being based on integer calculations. This allows for the reduction of high order state variable vector spaces to only the "needles in the haystack" which are indicative of APT presence.
Due to the persistent nature of an APT, vector modelling must also follow state variable changes over a temporal range and across a geographic range as found in hosts on a network. Additionally, APTs are generally suspected to be mounted by sophisticated players. This necessitates the need to model a high order data set of state variables and their changes over time. The Finite Angular State Transition Velocity Machine (FAST-VM) has the capability to address these challenges. It can reduce the high order of state variable changes that have subtle changes in them over time to an easy to comprehend threat analysis that is the essence of APTʹs effects on a systems state variable.
A few types of mathematical approaches could be utilized to potentially detect APT presence. One of the most likely would be statistical methods. There are a few reasons why this approach is not taken in the FAST-VM model. The first of these is that APT attacks are systemic and complicated and the second is that statistical methods start to fail when hundreds of thousands of variable need to be analyzed in real time over a temporal range.
APTs are also expected to be detectable by way of monitoring a large number of networks and host state variables and analyze them simultaneously into a single aggregated picture for interpretation. The FAST-VM method has the capability to do this rapidly for any number of state variables at the same time. This could range from 10 to 1,000,000 state variables, all representing some aspect of a hostʹs operation in a network of hosts under APT attack. Performance is discussed and analyzed in later sections of this paper.
Vector Mathematics Background
Vectors have a variety of expressions usually denoted by a lower case letter. They can have magnitudes and point to locations in space indicating a particular value for a state variable, or they point to a fixed location and grow in magnitude to indicate changes in state variable values. The FAST-VM uses a combination of these types of variables. The vector based approach of the FAST-VM model is simple computationally efficient as discussed later and lends itself to an algebra that can detect state variable changes or predict what a state variable will look like if an APT has affected its value. This allows the vectors to:
(i) Detect change in a state variable if an APT has infected a system.
(ii) Predict what a state variable vector would look like if an APT is present and affects its value.
Vectors in the FAST-VM model are given as [x, y, z] = v where v is a changing vector based point in space representing the value of the state variable that the vector is modelling. Using this model it is possible to have hundreds of thousands of vectors modelling very complicated system operation in a network over a given time period. For example given a state variable vector v whose value at time t0 is collected, and w for the same state variable collected at time t1, the operation of subtraction has the following result if the values of the vectors have not changed:
w−v=y
If y=0, no change to the state variable is detected suggesting no APT presence. This is referred as a Zero form. If y≠0, the effect of APT presence on the state is indicated and is referred to as an observer form or an Attack form if the APT was previously detected. If w≠v then y≠0 indicating the effect of APT on a given state variable. The jitter part of the model that is beyond the scope of this paper does address the notion of being able to say w and v are slightly different but essentially the same over time so as to reduce the FPR and FNR rates. Zero form, and q≠0 indicates that the APT is new and previously unknown but has now been detected.
The usefulness of prediction is in the application of previously developed mitigation methods for APT signatures of previously known APTs and the similarity of an unknown to a known APT. This is part of continuing and future work to define and evaluate.
Spicule Approach
Analytic vector mathematics can be used to redefine the mathematics in a spatial extent (Damballa, 2010) . This type of visual rendering is not diagrams or pictures; it has an analytic algebra that can be utilized to analyse data as discussed in the previous section (v, z, p, o, w, y). This is the concept behind the development of a data representation of high order state variable vector data called Spicule (G. Vert, 2012) . Spicule does its analysis based on concepts presented in the previous section based on modelling variables, referred to as state variables that describe some aspect of a systemʹs or networks operation. It is possible to analyze up to tens of thousands of individual state variables and their changes to determine APT presence using the concepts previously presented. The analysis starts with population of state variable vectors around the radius of a Spicule in as small a degree increment as is required. Analysis for change (APT presence) is almost instantaneous using the fastest computational operation on a computer: integer addition and subtraction of vectors. Spiculeʹs mathematical model and underpinning is based on a vector calculus. Its algebraic visual model can do the following:
 Detect (c) changes to a system instantly by only visualizing what has changed in the system. This facilitates human interpretation of the significance of the change and its potential threat. It also lends to automatic response and classification of malware activity.
 Predict (p) what a system will look like under attack.
 Identify (z) the essence of how an attack changes a system.  Determine (Zero form to be discussed) if the states of a system or network have changed or not. This is a similarity operator in the algebra.
The Spicule while mathematically analytic, does consider the need to have analysts involved in the analysis of large state variable data sets in an easy to understand fashion. The interface is simple and intuitive for humans to interpret as shown in the next section. It lends nicely to interpretation of events in a system facilitating human ways of reasoning about and interpreting a possible APT attack (e.g., "most likely APT," "no APT," and so on). In essence the needle in the haystack can be found easily using the vector approach coupled with human interpretation of the vector states previously discussed.
Spicule Operation
While the goal of this effort is not to produce a prototypical visualization system for APTs, it is selfevident from previous work that the visualization is a useful tool in the interpretation of large amounts of complicated data. The Spicule is displayed as a sphere with two types of state variable vectors. There can be almost an infinite number of these vectors representing thousands of state variables for a given host or network of hosts. The two types of vectors are defined as: figure 1 ) that represent state variables ranging from 0 to ∞; for example, the number of users that are logged on the system.  Tracking vectors (vector B in figure 1 ) that range in value from {0-100}%; for example, CPU usage.
Each vector is located at a degree location around the equator of the Spicule ball and represents a state variable that is being monitored for change. In a simple case, with tracking vectors ranging from 0 to 90 degrees located 360 degrees around the equator, and the tip of each tracking vector indicating a state the system is in or state variable value, it is possible to model 32,400 unique states at any given moment in time and instantly analyze change between Spicules from two moments in time to see if malware is active using the Zero form in figure 5 . Subdivision of degree locations for the vectors around the equator leads mathematically to an almost infinite number of states that could be modelled.
A Zero form, shown in Figure 5 (at the bottom as a round featureless ball), results when a Spicule at time t1 is subtracted from a Spicule at time t0 and no change has occurred in state variables being modelled by the tracking and fixed vectors. A Zero form indicates that no malware is in operation and the state of the system has not changed. Research beyond the scope of this paper is defining methods to say vectors are similar even if they do not have the exact same value. This phenomenon is referred to as ʺjitterʺ and deals with false positive and negative rates.
FIG. 1 SPICULE SHOWING SEVERAL PORTS ON A SYSTEM
The Spicule approach is to display system activity or state variables in the form of state variable vectors which are projected from the center of a sphere as in Figure 1 . These vectors move or track as changes occur over time in a system. For example, a vector may represent CPU usage which can range from 0% to 100%. A CPU usage vector would normally start out at the equator to denote low CPU usage, but if the system found itself in the middle of a DOS (denial of service) attack, that same vector would be translated to pointing out of the northern pole to denote high CPU usage (near 100%).
For the initial development of a working Spicule prototype, we chose to test the concept by monitoring ports. While this prototypical test is not directly targeted at the realm of APTs specifically, it does serve to illustrate the early concept and so is included. Figure 1 is the vector display of a system monitoring a few state variables such as ports 22 (SSH, labelled A), 23 (Telnet, labelled B), 80 (HTTP, labelled C), 110 (POP3, labelled D), 137 (NetBIOS Name Service, labelled E), and 443 (HTTPS, labelled G).To test the prototype Backdoor SubSeven was used to simulate attack activity on specific ports. Backdoor SubSeven is a well-known Trojan. SubSeven works by opening an arbitrary port, specified by the attacker, but it most commonly attacks ports 1243, 6776, and 27374. Figure  2 shows the same system as before except that it is now under attack from SubSeven. The difference between these two Spicules is this new purple-tipped vector (labelled H) which has appeared suddenly with a great deal of traffic on an otherwise reserved port (1243). Figure 2 is called a Change form, because something has changed in the vector states (the attack). The mathematics of calculating the Attack form and the relative reduction of data and interpretation of change is illustrated graphically in Figure 3 . This shows the essence of the Backdoor SubSeven attack and its effects on the system.
FIG. 2 SPICULE SHOWING A SYSTEM UNDER A SUBSEVEN ATTACK
It is important to note the type of the form depends on the types of the forms used to calculate it and the algebraic operation used in the calculation. The algebra and calculations are presented in the following sections.
The Normal (N) form is the state in which the system is operating normally and not under attack. Opposite to this is the Change form (C), which is a representation of a system under attack. 
where A is the Attack form of Spicule, N is the Normal form, and C is the Change form as shown in figure 3 . The algorithm for this above process is:
FOR EACH v on the Spicule: Av=Nv -Cv END FOR.
In figure 3 , one can see the essence of the attackʹs visual characteristics in the Attack form (A 
where O is the Observe form, N is the Normal form, and C is the Change form. The major difference between equations (1) and (2) is that the latter is used to create an observe form, which is a possible Attack form, whereas the former is used when creating an Attack form only. The reasoning behind this is that (1) will be used to create a library of all attacks ever witnessed, and the result of (2) will be used to detect an attack underway against attacks stored in our library. patterns of activity. This comparison can allow a system to classify known and similar types attacks in a computationally efficient because it is based on integer vector data.
The FAST-VM models high order data spaces of state variables as would be found on a large network that could be affected by an APT and reduces them to the essence of an APTʹs effect on state variables as its operates over time. It has the ability to model thousands of state variable vectors and then perform the following key functions from the Spicule model:
 Find the needles in the haystack representing the APTsʹ effects on the network through detection of changes in high order state variable data sets, (3, 2) the Observe form.
 Detect previously unknown APTs (1), the Attack form  Classify state activity changes of unknown APTs as similar to known APTs allowing mitigation methods for a known APT to be applied to an unknown APT once the FAST-VM has detected its presence, (5)  Predict what a category of an APT's attack on a system might look like so that it can be monitored for presence, (4) the Predict Form.
FAST-VM Operation
The FAST-VM model consists of a series of Spicules as they transition over time that can be combined into Ndimension state transitions or an elaborate graph. Each transition has a velocity which is still being defined. The velocity is defined by the rate of change in Spicule Change forms over time and possibly an attribute of probabilistic confidence that denotes the transitioned to state as a recognized state. In each state of the graph created by transitions to a new state, the Spicule algebra is applied, evaluating Change forms, and applying Predict form analysis.  a Bayesian probability P based on confidence that the attack signatures are known to be part of the transition attack profile for malware, where Mx is malware x and Pn is the probability of having a known attack Spicule form at Tn. P is thought to deal with the issue of jitter, in that for a given malware family, Spicule Attack forms at any given point in time should be similar but may not be exactly the same. Time to Execute (ms) 1000 0 1,000,000 1 1,000,000 3 10,000,000 24-58 avg around 42 100,000,000 286 1,000 0 100,000 0 1,000,000 3 10,000,000 25 100,000,000 289
The resultant calculations suggest that FAST-VM could analyze and model large amounts of data across a complicated and active network with relatively low computational overhead. This will be the subject of future evaluation.
Conclusions and Future Research
Detection of sophisticated slow moving threats such as APT requires the ability to model large amounts of data and reduce it rapidly to the essence of what has changed in system state over time. Analysis then has to have the capability to create signatures that can be stored for normal state transition and compared against to predict future unknown but similar types of attacks. FAST-VM and its vector based analytic algebra now provide a potential powerful model for detection of advanced threats. As shown in the preliminary performance results FAST-VM can computationally efficiently analyze large amounts of data and can scale to network detection of hundreds of thousands of network states. In this theoretical model APT was chosen as a vehicle to demonstrate the FAST-VM model and how its theoretical underpinnings operate. There are many research areas still to be investigated to develop the model further.
The first of these areas involves research that centers on the isolation of state changes indicative of APT presence. There is also a degree of classification work that needs to be completed that attempts to define and quantify broad categories of APTs that share predictive characteristics. Another future research task is involved in the refinement of techniques that predict the expected state of a system; that is, there is no attack and things are operating normally. As this is intended to be prototypical and demonstrative, it is expected that, to a degree, our prediction will be tailored to a demonstration prototype system initially. Included in this is the identification of a large collection of state variables describing host and network operation from ongoing and past research.
Research needs to be further conducted to evaluate the adaptive jitter methods to deal with vectors that do not have exactly the same locations but are essentially the same. This phenomenon is referred to as jitter. A theoretical model is in development to deal with reduction of false positives and false He has authored 70+ papers with most of them in the area of security. He also defined and published a book recently on the topic of Contextual Processing and contextually based security.
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A New Approach for Subspace Clustering of High Dimensional Data
Introduction
Clustering is an established technique in knowledge discovery process. Clustering aims at dividing data into groups such that objects in one group are similar to each other with respect to similarity measure and objects in the other groups are dissimilar. Traditional clustering techniques may suffer from the problem of discovering meaningful clusters due to the curse of dimensionality. Curse of dimensionality [P. Indyk and R. Motwani, 1998 ], refers to the phenomenon that as the increase of the dimension cardinality, the distance of a given object a to its nearest point will be close to the distance of a to its farthest point. A feature transformation and feature selection method addresses this problem by reducing the dimension. Feature transformation techniques summarize the data by taking linear transformation of attributes. Transformations preserve the original distance between objects. However the resulting clusters are hard to interpret. Feature selection methods work at the principle of reducing dimension. They determine relevant attributes such that only a particular subspace is selected. However, clusters may be embedded in varying subspaces. Due to this fact a significant amount of research has been done on subspace clustering, which aims at discovering clusters embedded in any subspace of the original space [Jiawei Han and Michaline kamber, 2010] .
Some of the significant areas of subspace clustering are information integration systems, text-mining and bioinformatics. Subspace clustering has been applied in various applications like gene expression analysis, E-commerce, DNA microarray analysis and so on. Most of the previous subspace clustering works [E. Muller, S. Gunnemann, I. Assent, and T. Seidel, 2009] , [H. -P. Kriegel, P. Kroger, and A. Zimek, 2009 ] by regarding clusters as regions of high density regions than their surroundings. This paper works on the basis of assigning weight to every node of a cluster in a subspace. The cluster with greater weight value will have more numbers of nodes when compared to other clusters.
Related Work
Clique CLIQUE [R. Agrawal, J. Gehrke, D. Gunopulos, and P. Raghavan, 1998 ] starts with the definition of a unitelementary rectangular cell in a subspace. Only units whose densities exceed a threshold are retained. A bottom-up approach of finding such units is applied. First, 1-dimensional units are found by dividing intervals in û equal-width bins (a grid). Both parameters and û are the algorithm's inputs. The recursive step from q-1-dimensional units to qdimensional units involves self-join of q-1 units having first common q-2 dimensions (Apriori-reasoning). All the subspaces are sorted by their coverage and lessercovered subspaces are pruned. A cut point is selected based on MDL principle. A cluster is defined as a maximal set of connected dense units. It is represented by a DNF expression that is associated with a finite set of maximal segments (called regions) whose union is equal to a cluster. Effectively, CLIQUE results in attribute selection (it selects several subspaces) and produces a view of data from different perspectives. The result is a series of cluster systems in different subspaces. This versatility goes more in vein with data description rather than with data partitioning. There will be overlapping of clusters. If q is the highest subspace dimension selected, the complexity of dense units generations is O (const q + Nq). Identification of clusters is a quadratic task in terms of units.
Enclus
The algorithm ENCLUS (ENtropy-based CLUStering) [C.H. Cheng, A.W. Fu, and Y. Zhang, 1999] follows in the footsteps of CLIQUE, but uses a different criterion for subspace selection. The criterion is derived from entropy related considerations: the subspace spanned by attributes A1,..., Aq with entropy H (A1,..., Aq ) smaller than a threshold τ is considered good for clustering. Any subspace of a good subspace is also good, since H (A1,...,Aq-1) ≤ H (A1,..., Aq-1 ) + H (Aq | A1,..., Aq-1) = H (A1,..., Aq ) < ω.
Low entropy subspace corresponds to a skewed distribution of unit densities. The computational costs of ENCLUS are high.
Mafia
The algorithm MAFIA (Merging of Adaptive Finite Intervals) [H.S. Nagesh, S. Goil, and A. Choudhary, 2001 ] significantly modifies CLIQUE. It is a technique for adaptive computation of finite intervals. It starts with one data pass to construct histograms. Adjacent bins with similar histograms are combined to form larger bins. Cells with low density will be eliminated thereby reducing the computation. The algorithm uses a parameter Į, called cluster dominance factor, to select bins that are Į-times more densely populated relative to their volume than on average. These are q=1 candidate dense units (CDUs). Then MAFIA proceeds recursively to higher dimensions (every time a data scan is involved). The difference between MAFIA and CLIQUE is that to construct a new q-CDU, MAFIA tries two q-1-CDUs as soon as they share any (not only first dimensions) q-2-face. This creates an order of magnitude more candidates. Adjacent CDUs are merged into clusters and those clusters that are proper subsets of the higher dimension clusters are eliminated. The parameter Į with default value of 1.5 works fine. Reporting for a range of Į in a single run is supported. If q is a highest dimensionality of CDU, the complexity is O (constq + qN).
Predecon
The algorithm PreDeCon (PREference weighted DEnsity CONnected clustering) performs clustering with a single scan over the database. Each object is marked as unclassified at the beginning. During successive runs, all the objects are assigned either a cluster identifier or marked as noise. PreDeCon [Christian Bohm, Karin Kailing, Hans-Peter Kriegel, Peer Kroger, 2004] checks whether the unclassified point is a preference weighted core point. If so, the algorithm expands the cluster belonging to this point. Otherwise it is marked as a noise. The complexity of the algorithm based on the sequential scan of the data set is O (d.n 2 ).
Subclu
The algorithm SUBCLU (density-connected SUBspace CLUstering) [K. Kailing, H.-P.Kriegel, and P. Kroger, 2004 ] is able to detect arbitrarily shaped and positioned clusters in subspaces. It is based on the bottom-up greedy approach. It starts with the generation of all 1-dimensional clusters by applying DBSCAN to each 1-dimensional subspace. For each kdimensional subspace S, the algorithm search for all other k-dimensional subspace T having (k-1) attributes in common. It then joins them to generate (k+1) dimensional candidate subspaces. The algorithm prunes 1-dimensional subspaces thereby reducing the number of candidate subspaces. In this way k+1 clusters are formed.
Edsc
The algorithm EDSC (Efficient Density-based Subspace Clustering) [Ira Assent, Ralph Kriegel, Emmaneul 2014 Muller, and Thomas Seidl, 2008] uses a multistep filterand-refine approach. The first filter step determines the hypercube that surround each possible subspace cluster. Then candidates with higher dimensional projection are processed. The second filter step is the density filter which performs lossless pruning with respect to the unbiased density. The last step is the refinement step which undergoes determination of subspaces with minimum density criterion.
Dencos
The algorithm DENCOS (DENsity Conscious Subspace clustering for High-dimensional data) [Yi-Hong Chu, Jen-Wei Huang, Kun-Ta Chuang, De-Nian Yang, and Ming-Syan Chen, 2010] implements divide-andconquer scheme to discover clusters that satisfy different density thresholds in different subspace cardinalities. Identification of dense units is similar to frequent itemset mining. Dataset is first preprocessed by transforming each d-dimensional data point into d one-dimensional units. DFP-tree is constructed on the transformed data set that stores complete information of the dense units. The computation of lower bound and upper bound of the unit counts from the constructed DFP tree helps in speeding up dense units discovery. The quality of clustering results is evaluated in terms of density ratio.
Proclus
The algorithm PROCLUS [Charu C. Aggarwal, Cecilia Procopiuc, Joel L Wolf, Philips S. Yu, Jong Soo Park, 1999] (PROjected CLUstering) associates with a subset C a low-dimensional subspace such that the projection of C into the subspace is a tight cluster. The subsetsubspace pair when exists constitutes a projected cluster. The number k of clusters and the average subspace dimension l are user inputs. The iterative phase of the algorithm deals with finding k good medoids, each associated with its subspace. A sample of data is used in a greedy hill-climbing technique. Manhattan distance divided by the subspace dimension is a useful normalized metric for searching among different dimensions. An additional data pass follows after iterative stage is finished to refine clusters including subspaces associated with the medoids.
Orclus
The algorithm ORCLUS (ORiented projected CLUSter generation) [Charu C. Aggarwal, Philips S. Yu, 2000] uses a similar approach of projected clustering, but employs non-axes parallel subspaces of high dimensional space. In fact, both developments address a more generic issue: even in a low dimensional space, different portions of data could exhibit clustering tendency in different subspaces (consider several nonparallel non-intersecting cylinders in 3D space). If this is the case, any attribute selection is doomed. ORCLUS has a k-means-like transparent model that defines clusters as sets of points (partition) that have low sumof-squares of errors (energy) in a certain subspace. More specifically, for x C, and directions E = {e1,...,ej} (specific to C), the projection is defined as {x e1,...,x ej}.
The projection only decreases energy. SVD diagonalization can be used to find directions (eigenvectors) corresponding to the lowest l eigenvalues of the covariance matrix. In reality, the algorithm results in X partitioning (the outliers excluded) into k clusters Cj together with their subspace directions Ej. The algorithm builds more than k clusters with larger than l-dimensional E gradually fitting the optimal subspace and requested k. Though suggestion of picking a good parameter l is provided, uniform l is a certain liability.
Our Contributions
The proposed procedure attempts to overcome the curse of dimensionality problem. The procedure starts with the determination of maximal dense regions over the datasets in the subspaces. Maximal dense units are discovered by considering the item set as a graph D with nodes N and E edges. The maximum density present inside the graph is determined and that will be treated as the subgraph of the graph. Weights such as a1, a2, a3, etc are assigned to each node. The problem is to identify the node with maximum intensity. Those nodes with the highest value of weight are treated maximal dense nodes. This process is carried out after assigning weight to all the nodes. Bottom-up approach is used to find the subgraph with maximum intensity. Top-down method is followed to assign weight to the nodes. Binary partitioning method is applied to traverse all the nodes which reduce the search space about 50% for each iteration.
Proposed Algorithm
Consider D be the graph with N nodes and E edges. Let p be the dimension, following is the algorithm to find dense sub graph: After computing the cluster, we have to set the threshold to find the number of cluster falls under the particular threshold. This cluster will contain high dimensional data.
Clustering is a process of grouping number of similar things according to characteristics or behaviors. This can be used to cluster high dimensional data present in large tables.
We have to formulate another procedure to reduce the space used by the data inside each clustering.
Principle Component Analysis (PCA) is also a good idea to reduce curse of dimensionality. This can be applied after our procedure of giving weight to the item sets and finding all the sub clusters to get better solution. It is the most traditional tool used for dimension reduction. PCA projects data on a lowerdimensional space, choosing axes keeping the maximum of the data initial variance. PCA is a linear tool. There are several ways to design nonlinear projection methods. The first one consists in using PCA, but locally in restricted parts of the space. Joining local linear models leads to a global nonlinear one.
Principal component analysis (PCA) is a popular technique for dimensionality reduction which, in turn, is a necessary step in classification. It constructs a representation of the data with a set of orthogonal basis vectors that are the eigenvectors of the covariance matrix generated from the data, which can also be derived from singular value decomposition. By projecting the data onto the dominant eigenvectors, the dimension of the original dataset can be reduced with little loss of information.
In PCA-relevant literature, the covariance matrices are constructed using the eigenvalue /eigenvector approach. To perform efficient computation PCA is being used with singular value decomposition of the data matrix. The relationship between the eigendecomposition of the covariance matrix and the SVD of the data matrix, is presented below. In this paper, eigen-decomposition of the covariance matrix and SVD of the data matrix are used interchangeably.
Let X be the data repository with m records of dimension d (m £d). Assume the dataset is meancentered by making E[X] = 0. A modern PCA method is based on finding the singular values and orthonormal singular vectors of the X matrix.
Using covariance matrix to calculate the eigenvectors, let C = E[X T , X] represent the covariance matrix of X. Then the right singular vectors contained in V are the same as those normalized eigenvectors of the covariance matrix C. In addition, if the nonzero eigenvalues of C are arranged in a descending order, then the kth singular value of X is equal to the square root of the kth eigenvalue of C.
With the help of PCA and SVM we can perform the followings:
(1) The classification boundary functions of SVMs maximize the margin, which equivalently optimize the clusters present inside the graph.
(2) SVMs handle a nonlinear classification efficiently using the kernel trick that implicitly transforms the input space into another higher dimensional feature space.
(3) It can also be used to sort out the outliers present inside the graph. The outliers are the unwanted data which will crease the space of the graph without providing any use. To reduce outliers we can form rules such that those nodes in the cluster not satisfying the rule will be dropped from the same.
Conclusion
In this paper, a new algorithm has been proposed for reducing subspaces with a threshold value. It also provides an idea of different mining algorithms and their procedures and how this new algorithm differs from the existing algorithms. It performs better than other algorithms on different criteria basis. The future work will deal with different data sets and comparison of results to estimate the efficiency of this new algorithm.
Introduction
Pople begin to enjoy many of those pleasures benefiting from pervasive computing. Indeed, Weiser's vision [Weiser] will become a reality with various novel systems emerged as communal supports for human being. These systems have made different efforts to advocate people of enjoying the advantages of life by using the pervasive services provided at an appropriate time. However, they haven't yet realized the fact that such attractive services (e.g. assistance) have turned out to be the interruptions upon the users [Rivera-RodriguezKarsh] . These interruptions such as alarms, message arriving, equipment failures and other person's requests can distract user's attention, and bring a shift in attention. The goal-driven interruptions are essential to the task process and provide necessary information (e.g. an elder's monitor alarming due to abnormal vital signs). However, some literature [Drews] has also stated that those occur when users are expected to perform tasks requiring their undivided attention, that often disrupts and hinders users from successfully completing their tasks, e.g., an auditive medication-taking prompt while the user is on the phone. It is, thus, necessary to begin to quest for the best time to deliver interruptions caused by such services.
There are several ways for a system to present information or feedback to users, where a reminder can be considered as a usual means to prompt a piece of an instant message. We also pay our attention to the reminder service and think it as the source of the interruptions. Therefore, as the initiator of an external, purposeful interruption, reminder should be developed with the clues generated implicitly and explicitly about what users are attending to and how deeply they are focusing [Horvitz] . These clues tailored can be used to evaluate the cost and benefit of interruptions and be considered in an expected-utility decision making.
Over the last ten years, a variety of rule-based reminder systems have been explored [DeyAbowd; MarmasseSchmandt; SohnDey; Das], where a set of rules can be configured by developers [Du] or endusers [SohnDey] . A prompt, in turn, will be delivered directly only in several specific situations based on activity sensing and particular information, without thinking at the level of a shift in user attention, particularly, when the user performs two or more activities simultaneously [Gu] .
We believe that user's attention is critical in detecting if an interruption happened. The findings about how we rely on user attention in producing an unobtrusive interruption have significant implications for how we design a proper reminder service. In this paper, user attention is used to evaluate the cost and benefit of an interruption, and to make the interruption be delivered on the best time.
In this paper, we first give a brief description of interruption model and show that a desirable interruption will bring a nature transition on user's activity. We later use the activity theory [KaptelininNardi] to analyze the temporal transitions with an extension on PetriNet. The extent to which user is receptive to follow the incoming interruption and perform such a transition is then pointed out. Finally, we will summarize our results and provide a discussion about questions that still need to be explored as well as challenges for future research.
A Derived Definition and Model of Interruption
The term "interruption" is commonly used when indicating that an unanticipated task is performed Referring to Brixey's work, we focus on an interruption that is (1) a human experience for the individual who expects to be aided; (2) a means to accomplish a particular goal (e.g. health); (3) to break an organization of people's activity arising from a change of the surroundings; (4) to be handled immediately. These key attributes have been used to create the conceptual model of interruption shown in Figure 1 . The model is a theoretical framework where people perform the planned activities in a sequential, interleaved or concurrent way during the preinterruption phase. To make it clear, the term of "activity" is treated as a long-term transformation process [Li 2008] oriented toward a motive with stepby-step operations. For example, the process where people performs the concurrent activities "watch TV" and "drink" is treated as a sequence of conscious operations with timestamps, e.g., <user, living room, 8 a.m.>. Details are presented in our early work [Tang 2010 ].
A reminder is delivered after the Operation "OPx+1" performed. The interruption phase depicts a period of time and isn't directly visible so that it is difficult to pinpoint when a person has received an interruption. Nevertheless, this stage produces effects that differ widely in user's activities. If the interruption is rejected, the planned activities continue; otherwise, the user stops to perform the prescribed activity following the instructions. A desirable interruption will bring a nature transition on user's activity.
Due to the possible negative effect of interruptions on people, it is necessary to examine interruptions in its costs and benefits. However, determining the cost is especially difficult because some of what happens is not observable [Rivera-Rodriguez 2010] . We use the www.ij-csa.org observations on the change of activities to explore the clues that will make it acceptable for an interruption.
Methodology
The approach adopted focuses on seeking the best time to provide prompts with an understanding of interruptions involved into human practice. Due to the influence upon the execution of activities from interruptions, an observation towards why and how a user performs one or more specific activities enables us to point out if he is receptive to follow an incoming reminder.
Theoretical Framework for user Activity
The term "activity" is commonly used when indicating that something that people do or cause to happen. The Webster's Dictionary defines an activity as a series of "vigorous action or operation" happening at a given place and time. Over the past decade, the scholars sought to understand human activity as a complex, socially-situated phenomenon and locate activity trends with the bulk of collected sensor data. The Activity Theory (AT) was thus derived as a descriptive framework to contribute to the understanding of everyday practice in the real world, that is, "the unity of consciousness and activity" [Nardi] . With AT, the motive for an activity is created through transforming the object into an outcome [Engeström] with a sequence of conscious operations. Three defining attributes are identified.
1) Activity: A Long-term Process of Being Carried out as a Sequence of Operations
Typically, in terms of time, activity is an interval entity while operation is considered as an instant entity. In order to characterize the temporal activity, we represent a set of constraints with DAML (DARPA Agent Markup Language). An ontology of time is developed for describing two subclasses of TemporalEntity (i.e., Instant and Interval) and the relations with each other [HobbsPan] . Therefore, the time feature of interval and instant entity (In what follows, lowercase t is used for instants, uppercase T for intervals) with the firstorder predicate is described as
Moreover, there are "begins" and "ends" relations on temporal entity, which can give directionality to time. Then, we can model the time-dependent feature of activity.
Definition 1 Given an interval entity T, which is described as
ends(t , T) begins( t , T) t t
then a temporal activity can be considered to be ( Activity, T )[ during(Activity, T) Interval(T)]   , that means an activity is taking place within an interval. In the axioms, t1 and t2 are the beginning and end of interval T.
Definition 2 Given an instant entity t as Instant ( t ) , then a temporal operation is represented as
h means the operation is being carried out at a given time t.
The predicate "belongsTo" can be used to model the timing in relation to an activity and operation entity.
belongsTo (Activity, Operation) ( T, t)[[during( Activity, T) atTime(Operation, t)] inside(t, T)]
then it indicates that a sequence of independent operations constitute an activity.
2) Activity: It Appears in Multiple Manners
Definition 3 A user perform activities A, B in sequential or concurrent manner. It can be represented as
Definition 4 Given two independent activities A and B, then the timing in relation to activity and operation entity is concluded as then it indicates that a sequence of conscious operations groups multiple activities, which appears in a different way, especially in a concurrent manner.
We consider an interruption as a break from an organization of people's activity, for example, stop A to perform B. Thus, the findings about the transition on user activities are important for producing an unobtrusive, nature interruption.
3) Activity: it transforms due to a shift in attention to environment AT provides us a new perspective on describing the transition to be actually caused by the reflections from the environment when a user contacts with the object world. Such environment effects (e.g., low temperature, poor light) can lead to a shift in user attention, and later initiate a specific activity. For example, with an attention on poor light, people could go to turn on the light, and then a change from the light is brought.
Based on the work by Eric Horvitz et al. [Horvitz] , Figure 2 demonstrates the activities are performed due to the environmental effects on people. A set of variables (rectangular nodes) from the physical environment influence user's attention status and lead to an attention-sensitive activity which, in turn, influence the environment configuration. In other words, the environment is the precondition, as well as the post-condition of user's activity. Decisions about the computer's actions (e.g. deliver a reminder) consider balancing the costs of disruption with the value of information from a user's attention. Therefore, we consider a computer's action to be attention-sensitive. According to the interruption model in Figure 1 , we believe that a desirable interruption will make a nature transition on user's activity. In order to measure the costs brought from an interruption, it is necessary to analyze the possibility or an activity or a set of concurrent activities can be broken in a particular circumstance. It is practical to characterize the possibility with Petri Net, because of its ability in describing the concurrency involved during the activity transition.
An activity is modeled as 3-tuple N = (S, Topt; F), where,  S is a finite set of environment states correlated to user attention, corresponding to the place in Petri Net. It emphasizes that there is a continual change in the environment within the transition process.

Topt is a finite set of discrete operations. It describes the basic elements of human activity, corresponding to the transition in Petri Net.
 F is a set of arcs, (activity, operation) are shown in the multiactivity model, as it can describe different manners of performing activities. In Figure 3 , the activities N1 and N3 are sequential, while the activities N2 and N3 are concurrent on the composition level. Taking multiple activities co-existed into consideration, the execution of activities is characterized as a simple time-based sequence of operations what is given in Definition 4. Then, the transfer of operations takes place due to the shifts of environment states. Figure 4 gives an example of the multi-activity model, which describes the scenario of "drinking while watching TV" involving two concurrent activities a and b. Pia (i=1,2,3,4,5,6) 
F { I(t ) O(t ) ,I(t ) O(t ), ,I(t ) O(t ) , } (S T ) (T S) S T
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Decision Making on Costs of an Interruption
An interruption could happen due to a negotiation between its cost and benefit from a user. The cost is thus, related to how much attention a user will devote to breaking the activities in which he is engaged. The more a user is receptive, the less time-consuming and difficult an interruption is. There is a need to assess the cost for each incoming interruption based on activity sensing, in automated decisions about the nature and ideal timing of the appropriate reminders. We measure the cost on user attention as the extent to which a user is receptive to follow the instructions and performs the prescribed operation, that is, the possibility of a transition of operations firing. Determining the costs is thus formulated as a reachability problem for Petri nets in our experience.
We say that a marking Mi is reachable from a initial marking M0 in one step if perform the first operation tj of prescribed activity,
. This means that a transition is enabled in terms of the possibility of reachability, using
, which will in turn dictate whether an interruption could happen as a user expected. With the demonstration of the activity model in Figure 3 , x, y are the postcondition and precondition of the transitions ti and ti respectively.
Inspired by Hokyum Kim et al [Kim] , there are common means to get someone's attention by using sound, light, etc [Arroyo] . As a result, we structure the attention status as three perceivable modalities related to the environment, including sight, auditory and concentration, where concentration is "noticed" by specifying the strength in user's own description. Table 1 gives a general view of attention status regarding an activity being performed, expressed as <modality, H>. For example, as shown in Table 1 , the constraint (i.e. preconditions) of activity "watching TV" is "user is near TV", while its influences (i.e., post-conditions) on user attentions are "sound and light intensity being up to level 7", and "user can leave less than 5 min". The measurement of perceivable modalities, denoted by H, is given in our early work [Tang] . 
Time for Interruption
The proposed scheme computes the possibility of an interruption happening with a decision-making on the extent to which a prescribed operation could get a user' attention away from the influences. Due to a huge number of states, an underlying problem emerged is the reduction which can be solved by data clustering as illustrated in Table 2 . The states of the similar modalities form a cluster. When a state appears along with an operation, its distance measure to all known clusters is computed. Taking a new state "<TV, on, 19:30>" and the insistent state "<light, on, 19:00>" as an example, they get user's attention through human vision, in turn, the distances to the cluster are then 0.33 and 0.71. Therefore, the state "<light, on, 19:00>" is reduced.
With the c-means clustering algorithm extended, a reduction of insistent states carries out. Currently, we use a fuzzy approach for the distance computation, where the output is matched against the fuzzy sets to compute a similarity score, making it possible for a state to belong to one or more clusters. We select several concurrent activities to construct two scenarios, and there are eleven states detected in each scenario receptively. Now, we can consider the time for delivering a reminder, e.g., for medication taking through the use of voice under the first situation. The possibility indicating that user is receptive to follow the reminder and performs the operation, can be obtained over the reduced state space as follows. The lower-case g is the possibility over a single modality, i.e., a cluster. That means the user would like to shift his auditive attention, for example, from the current operation tpla and perform the prescribed operation tpre invoked by the voice reminder with a specified probability. 
A g-related matrix D from Equation (1) is produced. Based on a single modality, M is the number of postconditions of tpla. C is the number of clusters.
The evaluation of the cost of interruption with all attention status is based on a group of matrices. Equation (2) finds a minimum probability indicating an interruption happens overall clusters.   describes the relative importance in relation to other clusters.
The proposed solution enables the decision-making procedure of time for an acceptable interruption. When a reminder goes off, the system recognizes a set of contextual information as states headed with simple date stamps. The clustering carries out subsequently to minimize the similarities. A match between the cost and benefit, i.e., measured by the urgency of reminder, of an interruption is negotiated to indicate if the interruption could be respective and resulting to happen currently.
Experimental results
The reminder of medication-taking is used to demonstrate that the proposed methodology can improve user adherence greatly. Research on the elderly assistance platform has centered on formulating effective principles of attention-sensitive reminder. It provides several additional health-care services, including an on-line medication-taking plan, and an easy access to the medication diary, etc. The details can be found in [Tang] .
DCASI developed in our early work, accesses the flow of the contextual message from multiple sources and determines the evidence on an incoming reminder happening. The interruption detecting service performs the ongoing decision analyses with a representation on user attention. These analyses balance the urgency of reminder and the attentionsensitive costs of interruption to decide the usability of this reminder. As highlighted in Figure 5 , the interruption detecting service acts as a bridge the gap between the contexts and an acceptable reminder.
FIGURE 5: CONCEPTUAL OVERVIEW OF THE INTERRUPTION DETECTING SERVICE THAT EMPLOYS MULTIPLE MODELS TO EXECUTE AN ONGOING DECISION ANALYSIS ABOUT THE BEST TIME FOR A MEDICATION-TAKING REMINDER
We implemented the elderly assistance system, named as E-Cabinet in a real-world setting shown in Figure  6a . It serves as a user interface of the system by using a monitor pad for sensing the medication activity. The elderly only needs to pick one up, plug it in, direct it to the webcam. The E-Cabinet can then identify a new drug, plan a specific medication-taking pattern, as well as recognize the medication activity unobtrusively and automatically.
The E-Cabinet has been deployed in a real smart home where the trace collection is shown in Figure 6c . We recruited five elders over 60 years old (four males and one female) for the evaluation of our methodology in enhancing medication adherence. They were asked to use our E-Cabinet for medicine taking. For their health, they need to take a low-dose calcium tablet twice a day (one is taken with meals; the other is taken before bedtime) for three weeks. We assume the subject has taken his pills if he removes the appropriate medicine from E-Cabinet at the desired time. In order to make an ongoing comparison with time-based reminder delivery, a medication regimen, such as before bedtime, are treated as a regular pattern on time. By tracking the user's activity, we got the digested regular patterns as follows, "Having a meal should begin between 11:30 a.m. and 12:15 a.m." and "Sleeping after 21:00 p.m.". Accordingly, the timebased reminders are produced as "to prompt for taking tablet at 12:00 a.m. and 21:00 p.m.". Figure 7 shows the tracking result of subjects' daily activities with RFID and sensors on the appliances.
Survey responses confirm the E-Cabinet's value beyond the attention-sensitive prompting. We now move on to the research question. Similar to Pamela J. Ludford et al's [Ludford] work of user study, as Figure 8 illustrates, we depict data from the surveys compared with above time-based reminder delivery. For a given reminder delivery, we asked subjects:
(a) Whether the reminder delivery disturbed them.
(b) Whether they respond to the delivery while they were performing certain activities (c) Whether the reminder helped them remember to do the medication-taking task. We adopted the mean adherence rates to make a comprehensive assessment of system performance with two measures. The "dose taking adherence" represents whether all tablets are taken in a day, and the "dose time adherence" indicates whether the tablets are taken according to the particular dosage pattern (i.e., with meal and before bedtime). Table 3 shows the results. The attention-sensitive prompting resulted in a significantly better adherence (90.1%) as compared to the time-based prompting (87.3%) and non-prompting (75.8%). In addition, we observed that the adherence (e.g. 44.7% using non-prompting) where the subject was asked to take medication according to the specific dosage pattern was consistently worse than the adherence (e.g. 75.8%) without any requirements. The adherence (e.g. 61.0% using timebased prompting) was better, but the subject reported that he/she would miss the prompting when he/she was on the lookout for other things. The difference under the attention-sensitive prompting was much less and the adherence (79.6%) is enhanced. We constructed the situation as shown in Table 2 to evaluate the interruption detecting service. When a subject was answering a phone, a medication-taking reminder was hold until the subject finished his call, and a voice-based one was then delivered on the subject's phone. The comparisons on a decisionmaking about the best time with between the rulebased and our approach can be found in our early work [Tang] . The former reasoning process was quite computationally intensive. In order to make a reminder acceptable, it is important to anticipate all possible contextual situations and assert the contexts into the context knowledge base. It, however, does at a great expense on the execution time because it has to examine whether each case in a rule is true. In addition, the rule-based way would fail when the subjects are engaging in two or more activities. In our experiment, when the situation "answering a phone during dinner" occurs, the reminder will fail because it cannot describe the "answering" and "eating" simultaneously, that would brings a conflict on the reasoning. Our method can generate an effective reminder because it evaluates the reminder based upon an understanding of the acceptable interruption with user attention. As a result, it is possible to improve user's adherence to a reminder effectively.
Discussion
We often generate clues implicitly and explicitly about the time for delivering a reminder. However, a person who is focusing deeply has trouble with adherence, because when to initiate the followed fluid interactions relies mainly on whether his attentions are got appropriately. We try to bridge the gap between human attention and contextual clues around the world. In the light of activity theory, the reflections on changing environment occur along with an acceptable reminder. To our knowledge, it is the first empirical study that has a shift of user attention considered to happen under a sequence of prescribed operations. The more likely user performs an operation, the better chance a reminder has of being receptive.
Activity theory is a theory of object-driven activity [Engeström] . Traditionally, it considers an entire activity system beyond just one actor. We make clever use of its structure and bring the environment as an external actor to the system. A user performs the operations to produce certain outcomes which in turn change the environment states and resulting a shift in attentions. We only explain how social environment as well as artifacts involved mediates the user's activity within a system and observes the formation of activity transition. A limitation is lack of object-oriented structure which we intend to support in the future, making it possible to build a shared object between two or more systems.
The goal of this study is to examine user acceptance to an incoming interruption brought by a reminder. Although the interruption examined in this study has been investigated for some notification systems, this study does provide insights on user attentions. The finding showed that someone's attentions can be got and quantified by using the perceived influences related to the surroundings on his senses. It suggests that a reminder may be more respective and effective if the required environmental constraints of a specific operation were considered to be met under the current influences. This study is based on the attention status separated as only three common types of human modalities. However, there are limitations with regard to capturing a shift in user attentions on smell, heat, etc. Future studies may be able to evaluate user acceptance from a more systematic view designed to recognize the individual differences and the changing environmental conditions.
As this study was only conducted with a small set of users, the scalability of the system needs to be measured. A larger study with twenty-five elder users over three months is in the planning. Compared with a typical rule-based reasoning method, our proposed approach will have a great improvement in terms of running time, since it focuses on the physical effects on human modalities for the measurement of the efficacy of a remind.
Related Work
Situation-aware reminder Delivery. Providing a reminder service at the right time is gaining a great deal of attention from the research community. It is easy to think of an appropriate reminder being discovered under an understanding of user situation. We often generate clues implicitly and explicitly about what we are selectively performing in a certain environment. Place-Its [Sohn] runs on the mobile phones to study people using reminders. It enables the integration of the location-based reminders into peopleʹs daily practice. As such, location is commonly used as the means for getting someone's situational information. Early proof-of-concept designs include CybreMinder. It has developed a fully featured reminder application based on Context Toolkit, as well as been built using a wired hardware assembly available. The work, including Dede [Jung] and Gate Reminder [Kim] , defined the basic idea -a reminder is configured at design time, and delivered at the appropriate location. Similar to Place-Its, PlaceMail [Ludford] supports the useful reminders and functional place-based lists to work indirectly towards when and where to deliver the location-based information. People's daily plans of activities have been used to coordinate the reminder delivery recently. The Autominder System [Pollack] is designed to assist individuals with cognitive impairment in ADL completion. It produces the reminders by a decisionmaking on if there are the discrepancies between the planned and observed activity. These AI-based planning reminders are dedicated to guide when errors are made during task completion for multiplestep ADLs. Das and colleagues [Das] used the machine learning techniques to determine when to deliver prompts for different IADLs (instrumental ADLs) in a smart environment. Although these approaches are effective for predetermined tasks, it doesnʹt do a very good job of resolving the conflicts between the reminder delivery and unplanned situation fluidly and quickly, as well as improving the individual's positive experience.
Adherence to a reminder. The behavioral change is most likely to occur for adequate adherence when the cost-benefit analysis of using prompting supports is positive, and the user is satisfied with the outcome [Seelye] . HYCARE [Du] coordinates the reminder delivery by handling the possible conflicts from the asynchronous events happening while a prompt is being delivered. It allows for some unplanned situations from strict time and event-based schedule and balancing the costs of disruption with the value of urgent prompts. It was a good try to add the flexibility of the prompting system to everyday life. From the perspective of user, there are obviously still conflicts between his planned and prescribed actions as shown in Figure 1 . The cost of promoting comes from how much attention he will devote to breaking the activities in which he is engaged. As of time of writing, there has not been done much work on it, let alone indepth research, however. We guide the research towards examining when to pass an acceptable reminder and expressing the solutions by inspecting the reminder delivery via a spotlight of attention. Attention cues are central in the decisions about when to initiate or to make an effective contribution to a conversation [ClarkSchaefer] or project, e.g. Attentional User Interface (AUI) project [Horvitz] . More generally, detecting or inferring the attention is an essential component to the process of groundingconverging in reasoning about the situation awareness versus the disruption of users [Horvitz] . In our methodology, by structuring the user's attention status as the three perceivable modalities of environment, we have pursued the use of attention cues as an indicator of user acceptance, and forecasted the future cost brought from an incoming reminder.
Interruption. The growing interest of reminders in persuading the users to accept the instructions is a welcome development. Such attractive services have turned out to be the interruptions upon the users. Observational studies in the workplace show that the recipients of an interruption have not the response in the 40% of the cases [OʹConaillFrohlich] . Thus, seeking the right time for interruptions is a challenging task to improve user adherence. It says that once the system knows the user's activities and his specific operational structures [Chávez] , as well as the dependencies between the operations and environment, it may be able to predict the most probable interruption on the user in this situation. Although there is a rich history of prior work on the interruptions from the humancomputer interfaces [GillieBroadbent] [Cutrell] [McFarlane], we have found that there is much we do not yet understand, especially when to interrupt the users in a multitasking environment where people often perform multiple activities at the same time. In this work, we study the interruption framework and explore the clues that make it acceptable for an interruption with the observations on the activity transitions. The algorithm has been developed to compute the probability over breaking an or a set of concurrent activities towards an incoming reminder.
Conclusion
We suggest the ways to minimize the disturbance of interruptions for resolving the effective delivery issue. To get the users' attentions to conduct an acceptable interruption, we use the observations on the change of activities to explore the attention clues. Experimental setting around a medication-taking situation is built as an illustration for the efficiency of proposed solution in improving user adherence. When it comes to reminder delivery, we believe our study is just the beginning. Further research can uncover the additional parameters that impact an effective delivery. However, our study finds that human attention can be used to negotiate a match between the cost and benefit of an interruption. Furthermore, the activity theory is suited to support broadly for inferring the best delivery point. Our results take us closer to a future where the attention-sensitive reminders will improve the way people complete their tasks.
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Location Based Security and Message Authentication Services in Vehicular Ad Hoc Network (VANET)
Introduction
According to Traffic Safety Facts Annual Report from the National Highway Traffic Safety Administration, nearly 6 million police-reported motor vehicle crashes occurred in the United States alone in 2006, leading to 1.75 million injuries and 38,588 deaths. According to the 2006 Annual Report on Traffic Congestion in the Denver Region, each resident on average faces about 32 hours of congestion delay per year. Travel during rush hours is 27% longer than non-rush hours. $1.7 billion per year is lost due to the traffic delays. The above numbers indicate that the traditional traffic crash alert and traffic control systems should be meliorated in order to improve the quality of the public transportation. Fortunately, various manufacturers, government units and standardized bodies have generated national and international association committed exclusively to VANETs. Vehicular Ad-hoc Networks (VANETs) have appeared as a new appliance that is envisioned to modernize the human driving experiences, optimize traffic flow control systems, etc. Location is fundamental information in Vehicular Ad-hoc Networks (VANETs) and Addressing security and privacy issues as the prerequisite of VANETs' development must be emphasized. Almost all VANET applications rely on location information. Therefore it is very importantee to make sure location information integrity, meaning that location information is original, secure, correct (Not false or fabricated) and unmodified (value not changed). According to the security and privacy it is difficult to avoid any possible malicious attacks and resources sharing abuses and employing various digital strategy scheme is widely recognized, whereas, this is the most effective approach for VANETs to achieve message authentication, integrity and secure validity.
The number of information received by a vehicle becomes large; a scalability problem emerges immediately, where a vehicle could be difficult to sequentially verify each time received data within 100-300 ms interval in accordance with the current Dedicated Short Range Communications (DSRC) Protocol. Nowadays we have a vehicle tracking system using GPS is available but due to some natural obstacles we couldn't track it on the hills and valley sides. Vehicles and roadside infrastructures are equipped with wireless communication devices and constitute a vehicular ad hoc network (VANET). VANET aims at improving the road safety and avoid potential traffic accidents. This technology mostly helps us to improve not only the country growth, but also saves the human value from the timing incidents.
Smart and Sophisticated Vehicles' in VANETs
In Figure  1a . E-Business applications for VANETs (online shopping, toll payment collection, etc.) can use this type message to enhance the security of messages. The whole content of a message can be composed of location information in OBUs, shown in Figure 1b . Military vehicle movement on the arena can use this type of message. The location information of all vehicles is aggregated and it can be strictly encrypted and decrypted in a specified decryption region to enhance the security of the location information. We also expect the decryption region can move along with the receiver vehicle. 
Message security and privacy issues in VANETs
Addressing the security and privacy issues in VANETs includes message verification and conditional privacy preservation. Nowadays, Vehicles have been equipped with more and more hightechnology devices. For example: GPS System, Radars and OBUs. This type of wireless enabled devices makes vehicle intelligent and be able to "talk" with each other, and thereby form a self-organized VANET. With the assistance of Vehicle to Vehicle communications, potentially fatal road accidents can be avoided; dangerous driving behaviors can be alerted; city traffic flows can be optimized; traffic jams can be alleviated. However, even though VANETs bring tremendous benefits to us, VANETs raise many research challenges as well. One of these challenges is security concerns. In VANETs, malicious vehicles may modify or insert fake information in the network, which could incur life-endangering accidents. In a word, if the security mechanism in VANETs is not carefully designed, misbehavior and malicious attacks may ruin the original intention of VANETs. Therefore, prior to putting VANETs into the practice, it is important to have a robust and efficient security mechanism on board.
Security Threats in Location Based Privacy VANetwork
Since security and privacy are basically important in VANETs, recently more and more research efforts have been put on designing security and privacy preservation protocols for location based privacy. In VANETs, there are several possible security threats are available in location based privacy VA-network. Such that False information attack, DoS attack, Replay attack, Impersonation attack, Message modification attack, Privacy attack and Trajectory disclosure attack in a particular location. Generally, to escape from these attacks in the location based VANET that the following five requirements are directly associated with the security threads. Such are authentication, confidentiality, integrity, conditional privacy, and scalability. The implication of message authentication and security related schemes are motivated by this fact that, the proposed system introduces an efficient RSU-Aided Message Authentication scheme named RAIMA, for VANETs.
RAIMA explores an important feature of VANETs by employing RSUs to assist vehicles in authenticating messages. With RAIMA, vehicles first perform mutual authentication and key agreement with an RSU. Vehicles that received safety messages do not need to verify the message through a conventional PKI-based scheme. Instead, each safety message will be attached with a short Message Authentication Code (MAC) that is generated by a sender under the secret key shared between the sender and an RSU. The major contribution of RAIMA improves the authentication efficiency and reduces the communication overhead.
Design Objectives
The importance to ensure the security of location information has not been seriously addressed until recently. PKI is an important way to ensure information confidentiality. We assume there is a trusted authority. The trusted authority will generate keys for PKI. PKI has two keys, one is a public key which will be known by everyone and the other is a private key which is known only by the owner. The PKI algorithm is known to all parties. If a public key is used by the PKI algorithm to encrypt information, a cipher text will be generated. PKI is naturally adopted in VANET.
RSU-aided Message Authentication Scheme Using PKI Algm.
Towards a better understanding of RAIMA, it is important to understand the following four steps as in Figure 2 . PKI brings new challenges to VANETs. PKI includes both the public key and the private key. The public key needs to be known by other vehicles and the private key needs to be secretly stored. Therefore, key management is one of the challenges because of the large scale of the vehicle population. Some vehicles may have expired keys. To update the public and private keys, pervasive infrastructure will be required. Another challenge is that RSU message authentication scheme using PKI that requires homogenous configuration to achieve communication among vehicles. Some old vehicles may not have PKI installed. In addition, the overhead of PKI in terms of processing time will add significant processing time overhead to VANETs as well.
RAIMA Key Establishment
When a vehicle Vi detects the existence of an RSU R (e.g., through a Hello message from the R), the Vi initiates anonymous mutual authentication and establishes a shared secret key with the R. This can be achieved by adopting the Diffie-Hellman key establishment protocol secured with signature scheme. The mutual authentication and key establishment If the above three steps are completed correctly, the mutual authentication succeeds. Note that the mutual authentication in the protocol is provably secure (refer to for more details).
Validating Locations and Message Communication
We simulated a bidirectional 3 km highway with two lanes in each direction. The cell radius was 100 meters, traffic arrival rate was 1600 vehicles/hour, mean velocity was 33.3 m/s, and transmission radius initially was 100 meters. Each simulation has some number of compromised, or malicious, vehicles and a single observer vehicle. When the observer enters the simulated highway, it initiates a request to find all of the compromised vehicles. The simulation terminates when the observer reaches the end of the 3 km highway. To determine how transmission range affects the time needed to detect malicious vehicles, we ran a set of experiments with a 100 m transmission range and a set with a 500 m transmission range. The vehicle density was about 30 vehicles per kilometer per lane on the highway. The compromised vehicles were 5% of the total vehicles and were randomly deployed along the highway. In each set of simulations, we varied the length of the highway to investigate the effect of transmission range.
Finally, The transmission radius was 100 meters. We varied the percentage of all vehicles that were compromised from 0% to 30% because our assumption is that the majority of vehicles are honest. Compared with previous compromised vehicle percentage (5%), we increased this number to 30% to investigate a larger scope. We measured the number of compromised vehicles detected in 30 seconds.
Conclusion and future work
Vehicles installed with advanced devices can communicate with each other and create wireless networks, called VANETs. The applications of VANET include safety and entertainment applications. Most, if not all, of these applications are location-aware and strongly depend on location information. Compared with other networks, such as MANETs, the Internet, and cellular networks, VANETs have unique and distinctive features. We are protecting a tuple, correct time, correct identity, and correct location. Based on information security requirements, we have to ensure location information confidentiality, integrity and availability. The research in this dissertation addresses location information security by providing location information confidentiality, integrity, and availability.
To ensure inter-cell location integrity, the aggregated position information of several vehicles is transmitted over the wireless medium which is open to the public. If the aggregated message is in plaintext, it is vulnerable to an assortment of attacks. One simple solution is to encrypt the plaintext message by using conventional cryptography. However, key management is a very challenging task given the huge number of participating vehicles. This is my future work to follow along with a geographic location-based security mechanism for the providence of physical security on top of conventional methods. The security and privacy message transfer needs to encrypt messages with a secret key which is converted from geographic location information.
