We consider the generalized Lebesgue and Sobolev spaces on a bounded time-scale. We study the standard properties of these spaces and compare them to the classical known results for the Lebesgue and Sobolev spaces on a bounded interval. These results provide the necessary framework for the study of boundary value problems on bounded time-scales.
INTRODUCTION
Let T be a time-scale, i.e. a closed subset of R. We also assume that T is bounded, since our motivation is the study of boundary value problems on bounded time-scales.
In this paper we consider the so called generalized Lebesgue and Sobolev spaces, which we define in full detail later on, namely L p(t) (T) = u : u is ∆-measurable and lim In doing so we will use the properties of the ∆-measure and the Lebesgue ∆-integral introduced in [18] .
t ∈ T. Moreover, we obtain some new inequalities here (see e.g. (3.13) , (3.14) ). As mentioned before these inequalities would reduce to known ones if we have used the well known settings. See [9] for the discrete case and [5] for the continuous one. We would like to underline that using approach towards measure from [1] , we possibly would not obtain all of our results.
In section 4 we study generalized Sobolev space W 1,p(t) (T). We analyze the weak convergence in W 1,p(t) (T) and the character of linear and continuous functionals defined on W 1,p(t) (T). In this section we also consider the Sobolev-like embedding theorem (Theorem 4.9) .
Results presented in this paper can be used to discuss boundary value problems on bounded time-scales. An example of such a problem is given in Section 5, where we investigate a Dirichlet problem with p(t)-Laplacian (see problem (5.1) ). There are many results for problems of this type, see e.g. [8] , however, it has been never considered in the context of time-scales. The whole discussion in Section 5 is based on the theory of generalized Lebesgue and Sobolev spaces on time-scales. Within our framework we can apply variational or monotonicity techniques to boundary value problems with p(t)-Laplacian on bounded intervals related to the time-scale, see e.g. [6, 14] .
On the Lebesgue and Sobolev spaces on a time-scale 707 Continuous version of problems like (5.1) are known to be mathematical models of various phenomena arising in the study of elastic mechanics [20] , electrorheological fluids [17] or image restoration [4] . Variational continuous anisotropic problems have been started by Fan and Zhang in [8] and later considered by many methods and authors, see e.g. [12] for an extensive survey of such boundary value problems. The research concerning the discrete anisotropic problems of variational type have been started in [13] and then continued for example in [10] where some known tools from the critical point theory are modified suitably and then applied in order to get the existence of solutions and also their multiplicity.
Since the research was conducted in discrete and continuous setting separately, it seems interesting to demonstrate that a sort of unification is also possible with the use of a time-scale notion considered with some type of measure that has not been vastly exploited but which appears indispensable. We show by example of a few results that both settings can be tackled in some unified manner. We are of course aware that in the discrete setting one has more options at disposal since all norms are equivalent and in a consequence it does not matter which term in the action functional dominates the other.
LEBESGUE ∆-MEASURE AND ∆-INTEGRAL
In this section we recall the notion of the ∆-measure and the Lebesgue ∆-integral as introduced in [18] . Let T be a bounded time-scale. We denote a = inf{s ∈ T}, b = sup{s ∈ T}.
(2.1)
Since T is bounded, a, b ∈ T. We consider the time-scale intervals defined as follows
Let σ : T → T be a forward jump operator, i.e.,
and : T → T be a backward jump operator, i.e.,
We introduce the graininess function µ : T → [0, ∞) defined by
In the sequel we will use the symbol R to denote the set of all right-scattered points of the time-scale T, i.e.,
(2.4)
The function f extends f to the real interval [a, b] and it allows to establish the equivalence between the Lebesgue ∆-integrable and the Lebesgue integrable functions. With the aid of function f , we can calculate the Lebesgue ∆-integral on arbitrary ∆-measurable set as a usual Lebesgue integral on a corresponding Lebesgue measurable set.
We would like to mention that the continuity of a function f : T → R does not imply the continuity of f . However, we can formulate the following lemmas.
for t ∈ T. Let us fix s ∈ R and take t ∈ (s, σ (s)). Then
and
In what follows, we recall some background from [18] . We call a function f :
We say that f :
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We say that A ⊂ T is ∆-measurable if its characteristic function χ A is ∆-measurable. We define the notion of ∆-measure µ ∆ (A) of A ⊂ T by
The following property holds µ
and then we say that u belongs to L 1 (A).
A ⊂ T is called ∆-null set if µ ∆ (A) = 0. We say that some property holds ∆-almost everywhere (∆-a.e.) on A or for ∆-almost all (∆-a.a.) t ∈ A if there is ∆-null set E ⊂ A such that this property holds on A \ E.
We would like to note that the only ∆-null subsets of T are the ∅ and the unions of single-point sets, which are right-dense points of T. Consequently, we obtain that all subsets of ∆-null sets in T are ∆-measurable and that Lebesgue ∆-measure µ ∆ is a complete and a no-translation-invariant measure.
Additionally, since we adopted approach to the ∆-measure from [18] , we obtain that
where b is given in (2.1). It gives that all subsets of the time-scale T containing b are of a finite ∆-measure and it is the main difference from the approach given in [1] .
We regard the space L 1 (T) as an equivalence class of functions defined ∆-a.e. on T, except possibly on a ∆-null set. In particular, the value of a function u ∈ L 1 (T) need not be well defined at any individual points, which have necessarily ∆-measure zero. In the time-scale setting this means that u ∈ L 1 (T) need not be well defined at every right-dense point, but will be well defined at all right-scattered points.
THE SPACE L p(t) (T)
In this section we introduce the generalized Lebesgue spaces on T. We denote 
In the sequel we assume that u ∈ E, p ∈ L ∞ + (T) and we define φ :
We recall that functional ρ :
for all x, y ∈ X and for any α, β > 0 such that
We see that a function given by the formula
. It makes it obvious that it is ∆-measurable function of t for every u ∈ E and that
is a modular. Since s → φ(t, s) is convex on [0, ∞) for ∆-a.e. t ∈ T, we obtain that ρ is a convex modular over E and that
By properties of φ, we also get
which we call the generalized Lebesgue space on a time-scale T.
Observe that for any p ∈ L ∞
4)
On the Lebesgue and Sobolev spaces on a time-scale 711 Note that for any u ∈ L p(t) (T) and for any λ > 1 we get
Thus,
For every fixed u ∈ L p(t) (T), u = θ, λ → ρ(λu) is a continuous convex even function and it is increasing on [0, ∞).
Consequently, u ∈ L p(t) (T) and the proof of relation (a) is completed. Now we shall show that condition (b) holds. Note that if T does not contain any right-scattered point, then p = p and the thesis is obvious. Assume that T contains at least one right-scattered point.
However, if one of these cases holds, there must be some subset A ⊂ [a, b] \ T of positive measure on which p has at least one of the mentioned properties. Taking the construction of p into account, we obtain that there exists at least one right-scattered point t 0 ∈ T such that p is either not bounded at t 0 or else p(t 0 ) < 1. Since µ ∆ ({t 0 }) > 0, we reach a contradiction. This proves that the first implication holds.
Remark 3.2. The proof above shows that it is applicable to set ess inf t∈T u(t) in
to required to achieve values greater or equal 1 in all right-scattered points of the time-scale T.
Note that, by (3.3), we obtain
.
) is a Banach space and since (3.5) holds, we can at once obtain that (L p(t) (T), · ρ ) is also a Banach space.
Let us observe that a function
∆t is continuous and that it is decreasing on (0, ∞). We see that
By the continuity and the monotonicity of ρ u , we get 1 = ρ u (α) = ρ u α . Now let us assume that ρ( u α ) = 1 for some α > 0. Then there exist β ∈ R such that u ρ = β ≤ α and
By the monotonicity of ρ u , we obtain that β ≥ α.
We show that condition (a) holds. Assume that u ρ = α 1 < 1. By Theorem 3.4 and by the monotonicity of the modular, we obtain
By similar reasoning we argue when u ρ > 1 or u ρ = 1. Now we will prove (b). Assume that u ρ = α 2 > 1. By Theorem 3.4, we get
Moreover, we see that
Therefore
The proof that (c) holds may be performed in a similar way as (b). Now we provide a theorem, which relates convergence in norm and convergence obtained via a modular. As expected, this two notions coincide. Proof. Let us assume that lim k→∞ u k − u ρ = 0. Then, of course, we get lim k→∞ λ(u k − u) ρ = 0 for all λ ≥ 0. Now let λ ≥ 0 and let ε ∈ (0, 1). Then there exists k 0 ∈ N such that λ (u k − u) ρ < ε for all k > k 0 . By Theorem 3.5, for every k > k 0 we get
Since λ and ε were arbitrarily fixed, we obtain that the convergence of a sequence in L p(t) (T) implies the convergence in terms of modular.
Assume now that for any λ ≥ 0 we have
Then there exists k 0 ∈ N such that
From the well known Riesz Theorem convergence in ∆-measure of some sequence implies that the this sequence is convergent, up to a subsequence, ∆-almost everywhere. We can prove however the following result. Proof. Let us fix α > 0 and let us define a measure
where A ⊂ T and φ is defined by (3.2) . We see that the ∆-measure is absolutely continuous with respect to the measure given in (3.6) . If ϑ(A) = 0 for some A ⊂ T, then we conclude that the set A cannot contain any right-scattered point and Since φ is a non-negative function, we obtain that µ L (A) = µ ∆ (A) = 0. Let ε ∈ (0, 1). Now if lim k→∞ u k − u ρ = 0, then by Theorem 3.6, there exists k 0 ∈ N such that for k > k 0 we have
The sequence (u k ) k∈N is convergent to u in ∆-measure on T. Moreover, since (u k ) k∈N is a Cauchy sequence in L p(t) (T), we can show that (u k ) k∈N is Cauchy sequence in ∆-measure. By the Riesz theorem it follows that (u k ) k∈N contains a subsequence (u ki ) i∈N that is convergent ∆-a.e. on the time-scale T.
Lemma 3.8. Let v, w ∈ L p(t) (T).
Then v, w satisfy the following inequalities:
for ∆-a.e. t ∈ T.
Proof. By the Jensen inequality, we get
for ∆-a.e. t ∈ T. Condition (b) can be obtained in a similar way. for ∆-a.e. t ∈ T and there exists a function g ∈ L p(t) (T) such that |u k l (t)| ≤ g(t) for l ∈ N and ∆-a.e. t ∈ T.
Proof. The first part of this lemma follows by Theorem 3.7. We consider the following monotone sequence of real valued, ∆-measurable functions (g m ) m∈N defined by
for m ∈ N and t ∈ T. Then by Lemma 3.8 (a),
for some M ≥ 0. Moreover, (g m ) m∈N is convergent to a certain function g in ∆-measure. By (3.7) and the Lebesgue Dominated Convergence Theorem, we obtain that g ∈ L p(t) (T). Apart from this, by the monotonicity of (g m ) m∈N , we obtain that for every l ∈ N we can find m ∈ N such that
Theorem 3.10. If p 1 , p 2 ∈ L ∞ + (T) and p 1 (t) ≤ p 2 (t) for ∆-a.e. t ∈ T, then the embedding L p2(t) (T) → L p1(t) (T) is continuous.
Proof. By [7, p. 430], we know that if p 1 (t) ≤ p 2 (t) for almost all t ∈ [a, b], where
is continuous. Now if p 1 , p 2 ∈ L ∞ + (T) and p 1 (t) ≤ p 2 (t) for ∆-a.e. t ∈ T, then p 1 , p 2 ∈ L ∞ + ([a, b]) and p 1 (t) ≤ p 2 (t) for almost all t ∈ [a, b]. By Lemma 3.1 and by (3.5), we obtain that the embedding L p2(t) (T) → L p1(t) (T) is continuous.
Now let u ∈ L p(t) (T) and let us define
for n ∈ N. Then lim n→∞ ρ(u n − u) = 0 and since Theorem 3.6 holds, we obtain the following result.
Theorem 3.11. The set of all bounded measurable functions defined on T is dense in (L p(t) (T) , · ρ ).
We now discuss the uniform convexity of L p(t) (T) which property is crucial for the further applications of variation methods in this setting. Theorem 3.12. Let p ∈ L ∞ + (T) and p(t) ≥ 2 for ∆-a.e. t ∈ T, then L p(t) (T) is uniformly convex (and thus reflexive).
Proof. Let us recall that a Banach space X is uniformly convex [2, p. 76] , if for every ε > 0 there exists δ > 0 such that for every x, y ∈ X with x X ≤ 1, y X ≤ 1 and x − y X > ε, we have x+y
Then by Theorem 3.5, we get that ρ(u) ≤ 1, ρ(v) ≤ 1. Using the Clarkson inequality [2] , we obtain that
holds for ∆-a.e. t ∈ T. Integrating both sides of (3.8) and applying Theorem 3.5, we have
Since ε ∈ (0, 1), we have
By (3.9), we obtain that
Applying Theorem 3.5, we get that there exists δ > 0 such that
Applying similar considerations for ε > 1, we obtain that
By Theorem 3.5, we have the assertion. Since every uniformly convex Banach space is reflexive, we obtain that L p(t) (T) is reflexive and the proof is finished. 
for any α, β > 0 and for ∆-a.e. t ∈ T, where p − is defined in (3.4 ) and q − = ess inf t∈T q(t).
Applying Lemma 3.13, we have the following.
Now applying theory of classes N and Φ described in [15] , we discuss the conjugate space L p(t) (T) * . Let us recall [15, p. 108] that ϕ : T × [0, ∞) → R belongs to class Φ, if it satisfies the following conditions: for all α, β > 0, t ∈ T.
We will assume p, q : T → R to be conjugative on T in the sequel. Set
Consequently, φ p ∈ N . Writing
we obtain an equivalent norm to · ρ on L p(t) (T). Now notice that for t ∈ T and s > 0 we have 
for any t ∈ T and any s > 0.
Writing
Consequently, using Corollary 13.14 and Theorem 13.17 in [15] we can formulate the following theorems.
is a continuous and linear on L p(t) (T).
Theorem 3.19. For every continuous and linear functional f on
Consequently, the following theorem holds Theorem 3.20. (L p(t) (T)) * = L q(t) (T).
Remark 3.21. By Theorem 3.12, we know that if p ∈ L ∞ + (T) and p(t) ≥ 2 for ∆-a.e. t ∈ T, then L p(t) (T) is reflexive. Notice, that (L p(t) (T)) * = L q(t) (T), where p, q : T → R are conjugative on T and q(t) ∈ (1, 2] for ∆-a.e. t ∈ T. Since a Banach space is reflexive if and only if its dual space is reflexive, we obtain that L p(t) (T) is reflexive for function p ∈ L ∞ + (T) satisfying p(t) ∈ (1, 2] for ∆-a.e. t ∈ T. By Remark 3.21 and Theorem 3.20, we obtain the following theorem. 
Then
Then by (3.11) , we obtain
On the other hand,
Then u ∈ L p(t) (T) and 
for u ∈ L p(t) (T), v ∈ L q(t) (T). Apart from this, by Theorem 3.23, we obtain the equivalence of norms v L q(t) (T) , v in L q(t) (T).
THE SPACE W 1,p(t) (T)
In this section we shall give some basic properties of the generalized Sobolev space
for t ∈ T, where σ : T → T is defined in (2.2) and ϕ : T → R.
Let us denote T κ = T \ ( (sup T), sup T], where : T → T is defined in (2.3) . In this way, we remove from the time-scale T a ∆-null single-point set, which consists of a left-scattered maximum of T. Alternatively, it can be written as
We recall that function f : T → R is ∆-differentiable at t ∈ T κ if there exists a finite number f ∆ (t) with the property that given any ε > 0, there is a neighborhood
for all s ∈ U . We denote by C 1 rd (T) the set of functions defined on T, which are ∆-differentiable on T κ and their ∆-derivatives are rd-continuous on T κ . We denote
Having the definition of ∆-weak derivative we introduce generalized Sobolev space on a time-scale T. An immediate consequence of Theorem 4.3 is that the following continuous embeddings hold
Since any element of W 1,p − (T) is absolutely continuous, we see that same holds for any u ∈ W 1,p(t) (T).
For generalized Sobolev space W 1,p(t) (T) we introduce the norm
Using basic properties of generalized Lebesgue spaces L p(t) (T), we can prove the following theorems.
is an isometry. Since W 1,p(t) (T) is a Banach space, T (W 1,p(t) (T)) is closed subspace of L p(t) (T) × L p(t) (T). Consequently, T (W 1,p(t) (T)) and W 1,p(t) (T) are reflexive.
By (4.1), we may conclude the following result holds.
Lemma 4.6. Let u n ∈ W 1,p(t) (T) for n ∈ N. Then u n → u in W 1,p(t) (T) if and only if u n → u in L p(t) (T) and ∆ w u n → ∆ w u in L p(t) (T).
Since we are going to consider weak-convergence in W 1,p(t) (T), we define the character of linear and continuous functional defined on W 1,p(t) (T).
linear and continuous if and only if there exist functions
Proof. We assume that functional F : W 1,p(t) (T) → R is linear and continuous. Then
where T : W 1,p(t) (T) → L p(t) (T) × L p(t) (T) is given in (4.2), is linear and continuous. Consequently, there exist functions g 1 , g 2 ∈ L q(t) (T) such that F is given by the following formula
for u ∈ W 1,p(t) (T). Now we take the following functional 3) is linear and continuous. Since F = F • T , we have that the functional F is continuous and linear as a composition.
By Theorem 4.7, we obtain the following result. Proof. Let u belong to the unit ball in W 1,p(t) (T). Then ∆ w u ρ ≤ 1.
(4.4)
Let t 1 , t 2 ∈ T, ε > 0 and let q ∈ L ∞ + (T) be such that p, q are conjugative on T. We recall that q − = ess inf t∈T q(t) and q + = ess sup t∈T q(t). Applying Hence |u(t 1 ) − u(t 2 )| ≤ 1
Analogously, if α = 1 L q(t) ([t1,t2]) > 1, then
we obtain that if |t 1 − t 2 | < δ, then |u(t 1 ) − u(t 2 )| ≤ ε. Thus, by the Ascoli-Arzelà Theorem we have that unit ball in W 1,p(t) (T) has compact closure in C(T). W 1,pi+1(t) (T) → L pi(t) (T) are continuous for i = 0, 1, . . . , k − 1 we have that there exist C 0 , C 1 , . . . , C k−1 , C 0 , . . . , C k−1 > 0 such that
Moreover
Moreover for v ∈ X. For operator L we can formulate the following theorem.
Theorem 5.8. L is an uniformly monotone, coercive and hemicontinuous operator.
Proof. Let u, v, w ∈ X. By [8] , we know that for every α, β ∈ R and p > 2 we have |α| p−2 α − |β| p−2 β (α − β) ≥ 1 2 p |α − β| p . (5.5) 
