We study Poincar e normal forms of vector elds in the presence of symmetry under general -i.e. not necessarily linear -di eomorphisms. We show that it is possible to reduce both the vector eld and the symmetry di eomorphism to normal form by mean of an algorithmic procedure similar to the usual one for Poincar e normal forms without symmetry; this double normal form can be given a simple geometric characterization.
Introduction
The Poincar e-Dulac theory 1-3] of analytic normal forms (NF) of an analytic Ordinary Di erential Equation ? equivalently, vector eld (VF) in the vicinity of an isolated xed point is a venerable topic, but also a powerful tool in the study of dynamical systems. Here we limit ourselves to the (properly speaking, Poincar e) case in which the linear operator A, giving the linearization of the ODE at the xed point (see below), commutes with its adjoint, i.e. A; A + ] = 0; in other words, we treat the case A does not contain Jordan blocks, or still the algebraic and geometric multeplicities of its eigenvalues are equal (we denote this condition as "Assumption A").
Some of the results we will obtain remain valid (in some cases, if suitably modi ed) also if this assumption is not veri ed, as we shall occasionally indicate: the extension goes along the lines of the extension of the Poincar e to the Poincar e-Dulac theory, see e.g. 1].
In the case of generic Poincar e NF, these are nicely characterized 2, 4, 5] by the fact that the linear part of, and the full evolution operator, do commute; in other words, the resonant vectors are those which commute with the linear operator A. In the case of linearly equivariant Poincar e NF, i.e. if the equations admit a linear symmetry, the general form of the Poincar e NF unfolding is restricted by another commutation relation, i.e. only the equivariant resonant terms can appear 4].
Here we generalize this result to the case of nonlinear symmetries. We also obtain some result concerning the properties of nonlinear symmetries admitted by dynamical systems in NF, and the connections existing between these symmetries and the Poincar e procedure for transforming the system into NF.
We would like to warmly thank prof. H. Duistermaat for convincing us normal forms are not only useful, but also a very nice subject in itself, and for introducing us to the particularly convenient geometrical approach to NF we use here.
Geometrical setting and notation
Let us consider the space M R N , and let M be the space of analytical vector elds in M. Elements of M are in correspondence with elements of V , the space of analytical functions f : M ! R N such that f(x) 2 T x M; with x 2 M we write in component expansion (we will use greek letters for elements of M, latin ones for elements of V ) ' = f(x)@ x f i (x) @ @x i (1:1)
Let us de ne V k V as the space of homogeneous polynomial functions of order k in V , and let M k be the corresponding subset of M. 
and it is equally clear that
In particular, for m = 1 this shows that the decomposition (1.5) is a decomposition in invariant spaces under ad ' , ad f for ' 2 M 1 , f 2 V 1 .
Let us now consider the ow induced in M by the vector eld ' given by (1.1); this is described by the equation
A VF 2 M will be called a (time independent) Lie-point (LP) symmetry of ' if and only if the ows of and ' commute; that is,
where the second line is in component notation and we write = s(x)@ x , here and in the following.
The Lie algebra of LP symmetries of ' (respectively of f) will be denoted by G ' M (respectively G f V ); notice that G ' = Ker(ad ' ) ; G g = Ker(ad f )
(1:10) Remark 1. Notice that if x = x 0 is an isolated xed point for ' (an isolated zero for f), then it must also be a xed point for (a zero for s), on the account of (1.8) . From now on we will assume this to be the case, and set x 0 = 0.
It is therefore natural to consider the linearization of (1.7) at x = x 0 ; this is given by _ x = Ax = f 0 (x) A = (Df)(x 0 ) (1:7 0 )
The linear operator A will play a central role in the following; we will make a fundamental assumption on it to simplify our work:
Assumption A. The linear operator A = (Df)(x 0 ) commutes with its adjoint.
In order to avoid unnecessary duplication of equations, from now on we will use only the setting in V , and leave to the reader the translation of our statements to the setting in M.
Let us now expand f; s in terms of the decomposition (1.5); we write
(1:11) so that by (1.6)
(1:12)
We will consider in particular the linear operator
which is now decomposed as
so that in particular We will take formally k = 1, so that the Poincar e -Dulac theorem will read Theorem 1.
(Poincar e -Dulac) By means of formal changes of coordinates, it is possible to take the system (1.7) to the form (2.1), where g 2 Ker(L) = G f 0 .
In this sense, the Poincar e -Dulac procedures makes explicit the symmetry of the dynamical system.
Remark 5. Since g 0 = f 0 , the operator L is well de ned and independent of the form, (2.1) or (1.7), of the system. Remark 6. If the system (2.1) satis es (2.2) with k = n, we say that it is in Poincar e normal form up to order n; when taking the formal limit n ! 1, we speak of Poincar e normal form, tout court.
The changes of coordinates needed to transform the system to NF are of the form
where h k 2 V k+1 and R k 2 P 1 m=k+2 V m ; notice that this can be seen as corresponding to the (time-one) ow under the VF = h k (x)@ x .
Under ( It is maybe worth stressing that geometrical objects, such as '; 2 M, are not changed by (2.3), which a ects only their coordinate representation. In particular, G ' remains unchanged, so that since ' = f(x)@ x = g(y)@ y and f 0 2 G g , then there must be a VF = f 0 (y)@ y 2 G ' , which will be represented as = s(x)@ x in the x coordinates; if g(y) 6 = f 0 (y) g 0 (y), then 6 = ', and the VF ' has at least a nontrivial symmetry.
Given a linear VF ' 0 , one can ask to classify (the local ow of) all the VF which admit ' 0 as linear part; in terms of the dynamical system (1.7), this amount to classify (the local behaviour of solutions of) all the systems f which have the same linearization (Df)(x 0 ) = A at the xed point x 0 , f 0 (x) = Ax.
The problem of classifying all the f as above up to formal analytic transformations, reduces to the problem of classifying the most general f(x) with linear part f 0 (x), upon reduction to Poincar e NF.
If the above classi cation is meant up to equivalence by formal analytic transformations, the Poincar e NF is a convenient tool; it should be stressed that if one is satis ed with a classi cation up to transformation in a di erent class, e.g. up to topological or C k equivalence, this would lead to di erent kind of NF and NF reduction 1]. In the present paper, by NF we will always mean the Poincar e NF.
Symmetries and normal forms
We want now to consider the relations between symmetry properties of eq.(1.7) and its (reduction to) NF (2.1). The symmetry properties of systems in NF have already been considered by some authors, see e.g. 4, 6] ; in particular Elphick et al. 2 Remark 9. We notice that if Assumption A is not satis ed, the above theorem would be stated with the commutator condition 1 ; + 0 ] = 0 (and correspondingly modi ed conditions in the corollary). In this case, the statement of Remark 8, would be substituted by the weaker result that the linear operator + 0 = A + x@ x is a linear symmetry for the nonlinear part _ x = 1 x (and not for the full problem) .
We want to consider here the symmetries of the original system (1.7), and how these are re ected into the NF coordinates. The motivation for this comes from the following with A. Then, we can assume that the linear part S (Ds)(x 0 ) of the symmetry satis es Assumption A. In the following we will use freely the fact that both S and A satisfy Assumption A, and denote ad s 0 by S. It should be stressed that if Assumption A is not veri ed, the results stated in Theorem 3 below fail to be true, in general.
We will nd it useful to have the following Lemma, which easily follows from Jacobi identity. The argument can be repeated recursively for each k: indeed, ff k ; s 0 g 2 Ker(L) for Lemma 1, and similarly if s j 2 Ker(L); 8j < k, then also u k 2 Ker(L). Therefore, using again 
Determining equations for vector elds in normal forms
Let us consider f given and try to determine its symmetries s; in order to do this we have to consider again the relation (1.20), to be regarded as the determining equation for s. We will assume f(x) is in NF, and look for solutions s(x) which are in NF as well, i.e. with r = 1. By repeating the discussion iteratively, we get the equation for generic r 0.
We will summarize our discussion by stating the following Remark 19. After the completion of the present work, prof. Duistermaat pointed out that this result can be obtained in an alternative way based on the remark that the changes of variables (2.3) amount to the adjoint action of h 2 V on V , so that the kernels considered in the above Theorem 4 are necessarily invariant and provide a classi cation of NF equations. This can also be seen as a consequence of arguments concerning ltration of Lie algebras applied to NF reduction, which are contained in the thesis by Broer 7] . Our present discussion and statement of results has nevertheless the advantage of being completely elementary and explicit.
Unfoldings of equivariant normal forms
We want now to discuss how the above Theorem 4 is of help in the determination of equivariant normal forms unfoldings, i.e. in the classi cation of systems _ x = f(x) and symmetries s(x) of these with given (necessarily commuting) linear parts f 0 , s 0 .
In this respect, it is useful to remark that in view of the discussion in the previous section, we can restate our Theorem 4 as Proposition 2. Let f(x) be in NF; the necessary and su cient condition for s(x) to be a symmetry of f in NF is that, with the notation introduced above, the equation
is satis ed for all r and for all k r. In many (and most of) concrete applications, one has to deal with symmetry vectors that are linear or quadratic; it is therefore worth discussing brie y these special cases, which will also make clear the general procedure. We can therefore still determine the equivariant normal form unfolding order by order.
In this quadratic case, we can write 
Examples and discussion
The classical problem of nding the most general form of a dynamical system in NF once its linear part f 0 (x) = Ax is given, has been already examined from the point of view of the symmetry properties 2, The above system is not in NF (actually, all nonlinear terms in (6.5) which gives trivial equations for and , and x x + y y = yz (6:15) so that = = 0; = yz + cz 2 ; c 2 R (6:19) The above calculations can be extended to the higher orders, and one can see that the results (6.17) and (6.19 ) are true to all orders: indeed, as already remarked, all terms in (6.5) are nonresonant; once reduced to NF, the system becomes a linear system, and = s 0 @ x = x@ y ? y@ x (6:20) is (trivially) a symmetry for it.
We can also give examples containing resonant terms. Consider e.g., again with (x; y; z) 2 One of the symmetries of this problem is = e ?1=2x 2 @ y , which cannot be obtained as a series expansion and which is not a symmetry for the linearized problem (or equivalently s = 2 Ker(L)): this is not in contrast with the conclusion of Theorem 3; in fact, the series expansion of the VF de ning this symmetry would be identically zero. Other symmetries of the above dynamical system, e.g. x 3 @ x or y@ y do actually satisfy the hypotheses (and the conclusions as well) of the theorems given above.
