






















































































Actualmente, las sociedades se hallan inmersas en un proceso de cambio sin preceden-
tes fruto del desarrollo y aplicación de las Tecnologías facilitadoras esenciales o KETs 
(Key Enabling Technology, por sus siglas en inglés) y, sobre todo, de la convergencia si-
nérgica de tres disciplinas científico-técnicas: el Internet de las Cosas (IoT), el Big Data y 
la Inteligencia Artificial (IA) (Ebersold y Glass, 2015; Girasa, 2020; National Intelligence 
Council, 2008; van den Broek y van Veenstra, 2018). Por un lado, el IoT ofrece la posi-
bilidad de generar ecosistemas ciberfísicos anidados que, gracias a su capacidad de sen-
sorizar e hiperconectar digitalmente toda la realidad circundante, generan en tiempo 
real cantidades masivas de datos estructurados y no estructurados sobre cualesquiera 
de los elementos del sistema —personas, animales, procesos o cosas—. Por otro lado, 
el Big Data ofrece la posibilidad de recopilar, almacenar y procesar todos los datos ma-
sivos que generan los ecosistemas ciberfísicos anidados para convertirlos en información 
relevante primero y conocimiento aplicable después gracias a la aplicación y uso de mo-
delos matemáticos inteligentes y no inteligentes. Y, finalmente, la IA ofrece la posibili-
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AbstrAct: Big data management has become one of the great challeng-
es for the digitally hyperconnected society. Although it is acknowledged 
that the compilation, processing and use of Big Data generates impor-
tant advances in areas like the economy, health, politics, communication, 
education and science, at the same time there is strong criticism because 
of  the disruptive effects and negative consequences  this process can 
generate for society, especially among the most vulnerable groups. The 
aim of this study is to suggest guidelines for designing an ethical big data 
governance system which, based on participation, dialogue and good 
practice and backed by various digital techniques and technologies, al-
lows the socially responsible and morally valid compilation, processing 
and use of Big Data. 
Keywords: Big Data, cyberethical ecosystem, dialogic and cordial ethics, 
ethical governance, RRI, disruptive technologies
resumen: La gestión de datos masivos se ha convertido en uno de los 
grandes retos de la sociedad digitalmente hiperconectada. Si bien se 
reconoce que la recopilación, procesamiento y uso de datos masivos ge-
nera importantes avances en esferas como la economía, la sanidad, la po-
lítica, la comunicación, la educación o la ciencia, al mismo tiempo existen 
fuertes críticas por los efectos disruptivos y las consecuencias negativas 
que este proceso puede generar sobre la sociedad, especialmente entre 
los grupos más vulnerables de esta. El objetivo de este trabajo es pro-
poner orientaciones para el diseño de un sistema de gobernanza ética 
de datos masivos  (ethical big data governance system) que, basado en 
la participación, el diálogo y las buenas prácticas y apoyado en diversas 
técnicas y tecnologías digitales, permita una recopilación, procesamiento 
y uso socialmente responsable y moralmente válido de datos masivos. 
PAlAbrAs clAve: datos masivos, ecosistema ciberético, ética dialógica y 
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dad de mejorar y desarrollar los diferentes contextos de actividad mediante la aplicación de 
todo el bagaje alcanzado por el Big Data.
Este nuevo contexto digital ha generado grandes avances en esferas de actividad humana 
tan importantes como la economía, la sanidad, la política, la educación o la investigación cien-
tífica gracias a la posibilidad de generar, procesar y utilizar datos masivos. Por ejemplo, un au-
mento significativo de la precisión diagnostica y capacidad pronóstica de la práctica médica; 
de la optimización de los procesos industriales; de los resultados de la actividad investigadora 
e innovadora; de la personalización de la información, los procedimientos y los tratamientos 
de la práctica asistencial; de la mejora de los medicamentos de la industria farmacéutica; de 
la seguridad de los contratos comerciales y laborales; de la sostenibilidad de las ciudades; 
de la experiencia de usuario en sectores como el turismo o la cultura; de la trazabilidad de la 
información; de la auditabilidad de las transacciones financieras; de la transparencia de las 
acciones y decisiones políticas; entre otras muchas cosas. 
Sin embargo, a pesar de la potencialidad que le subyace, la transformación digital también 
está generando impactos negativos vinculados con la recopilación, aplicación y uso de datos 
masivos, especialmente sobre los grupos más vulnerables de la sociedad. Al respecto, cabe 
destacar los continuos casos de mala praxis vinculados con la disolución de los límites entre 
lo público y lo privado (Fang, 18 de abril de 2019; Hern, 26 de julio de 2019); con el acceso 
privilegiado al ámbito íntimo de las personas (Nadal, 3 de enero de 2021); con el sesgo ho-
mófobo, xenófobo, aporófobo y misógino detectado tanto en la generación de información 
relevante y conocimiento aplicable como en la toma de decisiones y sus resultados (Dastin, 
10 de octubre de 2018; Ferrer, 13 de febrero de 2020; Reynolds, 4 de octubre de 2017); con 
el aumento de las desigualdades en todas sus dimensiones (Arnett, 19 de octubre de 2015; 
Smith, 22 de junio de 2016); con la despersonalización y disolución de la responsabilidad en 
aquellas acciones y decisiones donde intervienen algoritmos dotados de IA (Helmore, 17 de 
junio de 2019; Davey, 26 de mayo de 2016); con la falta de anonimización (efecto o acción de 
desvincular los datos de la persona que los genera) o pseudonimización (efecto o acción de 
mantener la confidencialidad de los datos que ha generado una persona) o la detección de 
procesos no consentidos de desanonimización (efecto o acción de volver a vincular los datos 
a la persona que los generó) (Muñoz, 27 de julio de 2020; Nadal, 3 de enero de 2021; Sanz, 4 
de junio de 2017); con procesos inadecuados de consentimiento informado en la cesión de 
los datos masivos de las personas vinculadas a un ecosistema ciberfísico (Hidalgo, 7 de mayo 
de 2018; Parris, 23 de marzo de 2012); o con el fomento y la perdurabilidad de pautas y acti-
tudes legal, social y/o éticamente inaceptables (Hao, 23 de junio de 2020; O’Neil, 2016), por 
poner algunos ejemplos.
Para potenciar los resultados que generan los procesos de transformación digital a través de 
la recopilación, el procesamiento y el uso de datos masivos estructurados y desestructurados 
que generan los ecosistemas ciberfísicos, desde la literatura especializada se propone la ne-
cesidad de generar confiabilidad a través del diseño y aplicación de sistemas de gobernanza 
de datos masivos capaces de dar una respuesta adecuada a los retos éticos que les subyacen: 
explicabilidad, transparencia, inclusión, seguridad, autonomía, responsabilidad, privacidad, 
intimidad, beneficencia, no-maleficencia, justicia, etc. 
Sobre sistemas de gobernanza que en mayor o menor medida puedan ser susceptibles de 
fagocitar la problemática de los datos masivos, actualmente existen propuestas interesantes 
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pero insuficientes. Destacan al respecto las promovidas y desarrolladas desde la Comisión 
Europea. Por un lado, la propuesta de gobernanza del Science for Policy report: AI Watch Arti-
ficial Intelligence in public services Overview of the use and impact of AI in public services in the 
EU1 (Joint Research Centre, 2020), reducida al ámbito de la administración pública y basada 
en una perspectiva dilemática y un concepto “governance ‘with and of’ AI” éticamente insu-
ficiente. Por otro, la propuesta de gobernanza del enfoque RRI2 (Responsibility Research and 
Innovation, por sus siglas en inglés), reducida al ámbito de la investigación y la innovación y 
basada en una perspectiva problemática y un concepto de “Ciencia con y para la sociedad” 
éticamente desarrollable. 
Partiendo de la propuesta de gobernanza de la ciencia del enfoque RRI, mucho más madura 
y desarrollable que la ofrecida por el Science for Policy report, el objetivo principal de este es-
tudio será ofrecer un diseño de sistema de gobernanza ética3 de datos masivos que ayude a 
gestionar tanto la conflictividad subyacente a la recopilación, procesamiento y uso de datos 
masivos en cualquier ámbito de actividad como los recursos morales que, como la confianza 
y la reciprocidad, permiten maximizar y amplificar los resultados derivados.
2. Un enfoque RRI de gobernanza: participación, corresponsabilidad y transparencia
A nivel europeo, tal y como su puede observar en propuestas anteriores como Ciencia y Socie-
dad (2002-2006) y Ciencia en Sociedad (2007-2013), había prevalecido un enfoque demarca-
cionista de gobierno de la ciencia; es decir, una concepción positivista que concede al conoci-
miento científico estatus de objetividad, rigurosidad, seguridad y utilidad y, por consiguiente, 
concibe como algo superfluo e innecesario la integración y puesta en marcha de canales de 
comunicación y escrutinio público (Eizagirre, 2017: 101). Desde este punto de vista, la gober-
nanza de la ciencia era descrita como el establecimiento de múltiples procesos de control y 
gestión para dirigir o establecer objetivos, seleccionar medios, regular su funcionamiento y 
verificar los resultados (European Commission, 2015).
Frente al modelo de gobernanza de Ciencia y Sociedad y Ciencia en Sociedad, el enfoque 
actual de Ciencia con y para la sociedad y de RRI subyacente (European Commission, 2012) 
desplaza la atención hacia la necesidad de alcanzar el consenso entre una extensa red de 
actores (European Commission, 2015). Se trata, por consiguiente, de un enfoque vinculado 
con el intento de la Comisión Europea de estrechar la brecha existente entre aquello que la 
ciencia y la innovación persigue y aquello que la sociedad espera y desea de ella.
En este sentido, el enfoque de Ciencia con y para la sociedad y de RRI subyacente entiende 
la gobernanza de la ciencia como un proceso participativo de responsabilidad compartida —
corresponsabilidad— donde las autoridades políticas, la comunidad científica y la sociedad 
se implican conjuntamente en el diseño y la aplicación práctica de una I+D+i socialmente 
responsable y moralmente válida. Es decir, una búsqueda permanente  de colaboración acti-
va de los grupos de interés en la orientación y promoción de una investigación e innovación 
inclusiva y sostenible; en el discernimiento de los fines, los objetivos y las estrategias de la 
investigación y la innovación; en el diseño y la implementación de una cultura científica a la 
altura de los intereses, expectativas y exigencias de la sociedad actual; en la anticipación, 
prevención y evaluación de los impactos económicos, sociales y medioambientales derivados 
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de la actividad investigadora e innovadora; y en la integración de los intereses, expectativas y 
exigencias de la sociedad en los procesos de toma de decisiones.
De este modo, el enfoque Ciencia con y para la sociedad y de RRI promueve una comprensión 
de la gobernanza de la ciencia como un “(…) fenómeno esencialmente ético, caracterizado 
como la gestión prudente y legitimadora de la actividad tecno-científica, diferenciado así de 
la ciencia en términos funcionales y desarrollado por reguladores externos” (Eizagirre, 2017: 
101). Asimismo, este enfoque de Ciencia con y para la sociedad y de RRI subyacente se preo-
cupa por la puesta en marcha de acciones estrechamente relacionadas con la toma de deci-
siones políticas sobre temas vinculados con la investigación y la innovación. Por ejemplo, en 
la concreción de normas y directrices que orienten la acción y en la promoción de un cambio 
institucional que promueva la participación de los grupos de interés y el desarrollo de una 
gobernanza adecuada al modelo que propone. 
Se trata, por consiguiente, de un giro conceptual y aplicado que exige la necesidad de de-
mocratizar el gobierno de la ciencia para buscar la participación comprometida de todos los 
grupos de interés materiales, especialmente la sociedad, en los objetivos que persigue, en los 
procesos de alfabetización y promoción, en la orientación de la actividad, en la concreción, 
desarrollo e implementación de una cultura científica e innovadora con y para la sociedad, y 
en la aplicación prudente del conocimiento producido4 (Eizagirre, 2009; Joly, Marris y Mar-
cant, 2001; Owen, Bessant y Heintz, 2013; von Schomberg y Davies, 2010).  
Para lograrlo, el enfoque Ciencia con y para la sociedad entiende que este modelo de gober-
nanza deber ser a) robusto —inmutable frente a las injerencias externas — y flexible —capaz 
de adaptarse rápidamente a los cambios naturales, culturales, sociales, legales, políticos, etc. 
— para poder incidir adecuadamente en el desarrollo responsable de la investigación y la 
innovación; b) próximo e integrativo para poder fomentar el trabajo cooperativo entre todas 
las partes implicadas; c) transparente ante sus públicos objetivos para poder impulsar una 
investigación e innovación que sea realmente inclusiva y sostenible; y, finalmente, d) reflexi-
vo para poder desarrollar una ciencia con y para la sociedad. No obstante, desde la literatura 
especializada se señalan varias cuestiones a desarrollar: la aplicación de distintas prácticas de 
RRI que lo posibiliten, fomenten y desarrollen y el diseño de procesos de institucionalización 
del enfoque de gobernanza adoptado por la RRI actual.
En cuanto a la aplicación de prácticas de RRI que posibiliten y/o potencien una gobernanza 
de la ciencia, Ribeiro, Smith y Millar (2017: 94) destacan diversos y complementarios mecanis-
mos provenientes de la política y de la gobernanza: leyes y reglamentos (Rawlins, 2014; Stahl, 
2012), principios incluidos en las declaraciones y protocolos internacionales (Stahl, 2013), 
directrices o marcos propuestos por los organismos de financiación (Owen y Goldberg, 2010) 
y sociedades profesionales (Dondorp y De Wert, 2011), códigos de conducta, estándares, 
certificaciones, esquemas y etiquetas de acreditación, mecanismos deliberativos para la re-
copilación de impresiones y argumentos de los grupos de interés y principios éticos para la 
orientación de la actividad (von Schomberg, 2011), entre otros.
En cuanto a la institucionalización del enfoque RRI de gobernanza de la ciencia, destaca la 
adopción de prácticas de formación de colectivos ajenos al mundo científico (educación cien-
tífica), la aplicación de normas internacionales, la gestión de la propiedad intelectual y la im-
plicación de órganos de asesoramiento y evaluación de la ciencia y la tecnología (König et al., 
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2015; Spruit, Hoople y Rolfe, 2016; Forsberg et al., 2015). Por un lado, dado que la respon-
sabilidad en la RRI sobrepasa la responsabilidad que un investigador individual es capaz de 
soportar, se entiende que es importante incidir en la formación en ciencia e innovación de 
colectivos específicos para poder compartir la responsabilidad en la concreción de los obje-
tivos y el conocimiento de sus demandas respecto a la ciencia y la innovación (Spruit, Hoople 
y Rolfe, 2016). Por otro lado, resulta interesante la aplicación de las normas internacionales, 
puesto que abren la posibilidad de recrear espacios interdisciplinares de participación donde 
todos los grupos implicados pueden abordar la satisfacción de los intereses y las expectativas 
de la sociedad, los valores éticos y los desafíos ambientales relacionados con la ciencia y la 
innovación (König et al., 2015). Y, finalmente, la implicación de los órganos de asesoramiento 
y evaluación de la ciencia y la tecnología para hacer frente a las nuevas exigencias de la RRI 
(Forsberg et al., 2015)
No obstante, tal y como muestra el barómetro RRI, Science and Technology (European Com-
mission, 2013) y el Report from the Expert Group on Policy Indicators for Responsible Research 
and Innovation (European Commission, 2015), actualmente existen notables lagunas y limi-
taciones en la aplicación práctica de este enfoque RRI de gobernanza. Principalmente, cómo 
y en qué sentido capacitar a la sociedad para integrarla en los procesos de gobierno de la 
ciencia y la innovación; cuál debe ser el papel de las instituciones de asesoramiento en todo el 
proceso y de los actores principales en la toma de decisiones; y cómo mejorar la información y 
aumentar los bajos niveles de interés de la sociedad por todo aquello vinculado con el ámbito 
de la investigación y la innovación.
También cabe tener en cuenta la problemática que subyace a la especificidad y complejidad 
de los contextos digitalizados emergentes (Calvo, 2018, 2019a,b, 2020a,b,c; Conill, 2019; 
Cortina, 2019; Rueda-Etxebarria, 2020; Rueda-Etxebarria y Lara, 2020). Esta especificidad y 
complejidad digital en todo ámbito de actividad, también en el campo de la investigación y 
la innovación, ha recuperado e incluso exacerbado viejos conflictos, como los relacionados 
con la cosificación e instrumentalización del ser humano, el aumento de las desigualdades, 
la exclusión social y económica, la irresponsabilidad social o la falta de transparencia y expli-
cación de las acciones y decisiones. Pero también ha generado el florecimiento de nuevos 
conflictos relacionados con la recopilación, procesamiento y uso de datos masivos, como la 
emergencia de una brecha digital, la dataficación de los comportamientos5, el intrusismo de 
los algoritmos de IA en el ámbito personal e íntimo, los problemas de salud derivados de la 
hiperconectividad, la recreación de campos de distorsión de la realidad que generan inacción 
ante las injusticias y promueven el paternalismo y la heteronomía, los casos de mala praxis 
vinculados con el uso de perfiles digitales, entre otras muchas cosas. 
Además, tal y como advierten Fernández-Beltrán et al. (2017), el desarrollo de la propuesta 
de gobernanza del enfoque RRI requiere de una reflexión en profundidad sobre el marco 
ético que debe servir como referente moral de actuación; es decir, el criterio de justicia que 
permite discernir cuándo una acción, norma o decisión puede ser considerada como moral-
mente válida. Aunque el enfoque RRI habla de la necesidad de una gobernanza ética de la 
ciencia, no aclara cuál es el sentido y el punto de vista moral del que parte para proyectarse y 
desarrollarse en la práctica (Fernández-Beltrán et al., 2017).
Finalmente, aunque la propuesta de gobernanza del enfoque RRI puede resultar sumamente 
valiosa a la hora de abordar el diseño de un modelo de gobernanza ética de datos masivos, 
PAtrici cAlvo


























cabe tener en cuanta que esta fue pensada para su aplicación en un ámbito concreto de 
actividad: la investigación y la innovación. Esta especificidad de la propuesta impide su extra-
polación a contextos mediados por lógicas, estrategias y/o valores distintos sin una reflexión 
previa sobre su diseño, proyección y aplicabilidad.
Teniendo en cuenta estas cuatro cuestiones al menos —las limitaciones en su aplicación prác-
tica, la complejidad de los contextos digitalizados, la falta de un criterio moral de actuación 
y la especificidad contextual— a continuación se ofrerán orientaciones para el diseño de un 
modelo de sistema de gobernanza ética de datos masivos que, basado en la participación 
dialógica y cordial de los implicados y/o afectados y en diferentes herramientas de comunica-
ción y digitalización (cyberethical toolkit) para la gestión, monitorización y cumplimiento de la 
ética, pueda ser aplicado e implementado en cualquier ámbito de actividad.
2. Un enfoque dialógico y cordial para el gobierno ético de los datos masivos
Como explicó Immanuel Kant en Fundamentación para una Metafísica de las costumbres (2016), 
en la Grecia Clásica se distinguían dos tipos de ciencia: la formal y la material. Por un lado, la 
ciencia formal hacía referencia a aquel saber que, exento de contenido empírico y experien-
cial, se ocupaba de la forma del entendimiento y de las reglas universales del pensar en ge-
neral. Por otro lado, la ciencia material tenía que ver con aquel saber que, dotado de algún 
contenido empírico y experiencial, se preocupaba por un objeto concreto y las leyes univer-
sales que lo regulan.  A su vez, esta ciencia material se dividía en dos subsaberes: la física y la 
ética. Mientras que la primera —la física— tenía que ver con lo natural y las leyes universales 
que lo regulan, la segunda —la ética— tenía que ver la libertad —aquello que escapa a lo 
naturalmente determinado— y las leyes universales que lo regulan. De este modo, desde sus 
inicios la ética se ha considerado como un saber vinculado al uso que hacen las personas de 
la libertad que les es propia; es decir, al discernimiento de los principios, los valores y las nor-
mas que sirven como referente para orientar, justificar y criticar los comportamientos de las 
personas en relación con los demás, así como por las virtudes, los móviles y los sentimientos 
que ofrecen caminos para construir un carácter excelente.
Partiendo de esta idea inicial, pero enriquecida con las aportaciones de múltiples pensadores 
y pensadoras a lo largo de la historia, hoy la ética podría definirse como aquel saber práctico 
que, preocupado por la racionalización de los comportamientos humanos, se adentra en el 
ámbito de las relaciones libres con el propósito de aportar claridad conceptual, dar razón de 
la validez de las normas, acciones y decisiones en juego y aplicar todo el bagaje alcanzado 
sobre los distintos espacios de actividad para ayudar a resolver la conflictividad subyacente, 
orientar su desarrollo en un sentido justo y felicitante, mejorar su credibilidad y aumentar sus 
impactos positivos sobre la sociedad (Aramayo, 1986; Cortina, 1986, 1990; Cortina y Martí-
nez, 1996; García-Marzá y González-Esteban, 2016). 
Siguiendo esta definición, actualmente coexisten diferentes modelos de ética, como el aris-
totelismo, el utilitarismo y el deontologismo. No obstante, sin intención de menospreciar 
las posibles aportaciones del resto de modelos, un enfoque discursivo de ética deontológi-
ca como el propuesto por Karl Otto Apel y Jürguen Habermas en la década de 1980 (Apel, 
1985; Habermas, 1987) y ampliado y desarrollado por Adela Cortina, Jesús Conill y Domingo 
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García-Marzá desde entonces hasta la actualidad (Cortina, García-Marzá y Conill, 2003; Cor-
tina, 1986, 2007, 2010, 2017; Conill, 2006, 2019; García-Marzá, 1992, 2019a) puede resultar 
sumamente fructífero para afrontar con éxito el reto del gobierno ético de los datos masivos 
en cualquier ámbito de actividad. Especialmente, porque desde una ética discursiva desarro-
llada —dialógica y cordial— es posible criticar y orientar el uso de la libertad de los/as impli-
cados/as, así como abordar la reconstrucción y promoción tanto de una cultura o carácter a la 
altura de lo exigible y deseable por una sociedad moralmente madura como de unas virtudes 
y unos afectos que lo posibiliten y promuevan en la práctica.
Por un lado, este enfoque discursivo de ética deontológica se adentra en el ámbito de la 
intersubjetividad para ofrecer un criterio de racionalidad —el consenso intersubjetivo de to-
dos los afectados presentes y futuros sobre la aceptación de las consecuencias derivadas de 
una norma, acción o decisión aplicada o aplicable— desde el cual poder criticar a través de 
diálogo tanto el conocimiento como la acción. Para ello, la propuesta se sustenta sobre un 
proceso de diálogo tendente al entendimiento sobre lo justo basado en dos principios bási-
cos: un principio moral procedimental (D) —sólo pueden pretender ser válidas aquellas nor-
mas, acciones o decisiones que, dentro de un discurso práctico con ciertas reglas y principios, 
puedan suscitar la aprobación de todos los afectados— y un principio de universalización 
(U) —toda norma, acción o decisión que pretenda ser válida debe cumplir con la condición 
de que sus efectos y consecuencias previsiblemente derivadas puedan ser aceptadas por to-
dos los afectados. A su vez, estos dos principios exigen que el proceso de dialogo tendente 
al entendimiento sobre cuestiones de justicia se apoye en tres valores: la inclusión —todos 
los afectados presentes y futuros deben poder participar en los procesos de diálogo donde 
se discuten aquellas normas, acciones o decisiones que le afecten o competen—, la igualdad 
—todos los participantes del proceso deben poder argumentar en igualdad de condiciones 
(acceso a la información, ausencia de presiones, mismo tiempo para hablar, etc.)—, y la reci-
procidad —todos los intereses de los participantes deben ser considerados por igual y estar 
abiertos a revisión crítica por parte de los demás— (García-Marzá, 1992).
Por otro lado, este enfoque discursivo de ética deontológica se ha ido ampliando y desarro-
llando mediante la introducción de una dimisión cordial, hermenéutica, axiológica y pruden-
cial que permite minimizar el exceso de procedimentalismo de la propuesta original y, de ese 
modo, abordar su aplicabilidad en los distintos ámbitos de actividad humana (Cortina, 1986; 
Conill, 2006; García-Marzá, 1992). En este sentido, la propuesta se preocupa de la validez mo-
ral de las expectativas recíprocas de comportamiento, las normas universalmente vinculan-
tes que regulan los espacios relacionales ocupados por seres libres comunicativamente vin-
culados. Pero, además, con su desarrollo la propuesta también se abre a las preocupaciones 
sobre los principios, los valores, las virtudes, los fines, los móviles y los afectos que orientan y 
motivan a las personas comunicativa y afectivamente vinculadas.
Desde este enfoque ético de corte deontologista, universalista, procedimentalista, cívico, 
hermenéutico y afectivo, un gobierno ético de los datos masivos debería preocuparse por 
discernir los presupuestos normativos que subyacen a un ámbito de actividad —el marco de 
referencia desde el cual es posible justificarlo— para poder criticar y orientar racionalmente 
desde la argumentación y el diálogo los objetivos y comportamientos implicados. También 
por los métodos de resolución de conflictos morales y por las virtudes cívicas que subyacen a 
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la excelencia del carácter en un ámbito concreto de actividad. Y, además, por las herramien-
tas, mecanismos y pautas que permiten su aplicación práctica y recreación fáctica.  
De este modo, partiendo del enfoque RRI de gobernanza, pero ampliándolo a través de la 
inclusión de una perspectiva dialógica y cordial de ética que ayude a salvar sus limitaciones y 
mejorar sus posibilidades de aplicación y desarrollo, una propuesta extensible de gobernanza 
ética de datos masivos debería basarse en la responsabilidad compartida, el respeto activo y 
la participación dialógica de los implicados y/o afectados por su recopilación, procesamiento 
y uso. Desde esta perspectiva de gobernanza ética, el punto de vista moral se focaliza en los 
afectados actuales o virtuales por la recopilación, procesamiento y uso de los datos masivos 
y la justificación moral se alcanza a través de la participación inclusiva, igualitaria y recíproca 
y el posible acuerdo por las consecuencias derivadas. 
No obstante, la enorme complejidad que subyace a la sociedad digitalmente hiperconectada 
hace necesario apoyar este enfoque de gobernanza ética de datos masivos en herramientas 
digitales que permitan su recreación fáctica sin caer en los lodos del positivismo y del cien-
tificismo. En este sentido, a continuación se ofrecerán orientaciones para el diseño de un 
sistema de gobernanza ética de datos masivos basado en el enfoque RRI de gobernanza y el 
enfoque dialógico y cordial de ética, así como en diversas herramientas de comunicación y 
técnicas y tecnologías digitales que permitan su aplicación e implementación práctica.
3. Una propuesta de diseño de ecosistema ciberético para el gobierno ético de los datos 
masivos
Una propuesta de sistema de gobernanza ética de datos masivos basada en un enfoque de 
RRI ampliado y desarrollado, que se abra a otros campos de actividad e integre en su diseño 
la perspectiva deontológica, universalista, procedimental, cívica, hermenéutica y afectiva del 
enfoque dialógico y cordial de ética, podría constituirse alrededor de un ecosistema6 cibe-
rético7 (Calvo, 2019b, 2020a,c; Calvo y Osal, 2018) basado en una infraestructura ética que 
permite abordar la gestión, la monitorización y el cumplimiento de la ética en la recopilación, 
procesamiento y uso de datos masivos (García-Marzá, 1994, 2004, 2017) y en un ecosistema 
digital que posibilita aplicar e implementar la infraestructura ética en un ámbito tan complejo 
como el digital (Calvo, 2019b, 2020a,c; Calvo y Osal, 2018). Es decir, se trataría de la recrea-
ción y puesta en marcha de un entorno participativo —comunicativo y afectivo— que, apo-
yado en ciertas técnicas y tecnologías digitales, permita dar respuesta a los retos éticos que 
subyacen a la recopilación, procesamiento y uso de datos masivos en diferentes entornos y 
actividades.
3.1. Infraestructura ética
En primer lugar, este sistema de gobernanza ética de datos masivos se apoyaría en una infraes-
tructura ética como la propuesta por García-Marzá (1994, 2004, 2017, 2018, 2019b) y desa-
rrollada junto a su grupo de investigación a lo largo de los últimos 30 años. Entre otras cosas, 
porque esta permite tanto recrear un espacio participativo —comunicativo y afectivo— para 
el diálogo inclusivo, igualitario, simétrico y recíproco entre todos los grupos de interés como 
establecer los mecanismos y las medidas para asegurar el cumplimiento de los compromi-
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sos alcanzados y la monitorización de los impactos económicos, sociales y medioambientales 
producidos (García-Marzá, 2004, 2017). Entre sus elementos destaca el código ético, la línea 
ética, la comisión de ética, la memoria de responsabilidad social, el informe de explicabilidad, 
el registro de buenas prácticas, el sistema de monitorización y la auditoría ética. 
1. Código de ética. Se trata de un documento formal donde la institución, organización o 
empresa establece, justifica y expresa públicamente los valores que orientan sus accio-
nes y decisiones relacionadas con la recopilación, el procesamiento y el uso de datos 
masivos, así como las conductas exigibles para satisfacerlos y los compromisos que 
asumen para su implementación práctica (García-Marzá, 2004; Lozano-Aguilar, 2004).
2. Línea ética. Se trata de un canal de comunicación abierto y confidencial cuyo objetivo 
es recabar información sobre el grado de cumplimiento de los estándares y compro-
misos éticos por parte de los implicados en la recopilación, procesamiento y uso de da-
tos masivos; sobre las opiniones, sugerencias y propuestas de mejora de los sistemas, 
canales y códigos implicados; y sobre casos de buenas prácticas relacionados con su 
aplicación y cumplimiento (García-Marzá, 2017). Para ello, este tipo de líneas se intro-
duce en los códigos éticos y de conducta como herramienta de cumplimiento de los 
valores, conductas y compromisos alcanzados y se implementa en estrecha relación 
con la comisión de ética —elemento clave para gestionar y dar solución a las notifica-
ciones recibidas— la memoria de responsabilidad social y el informe de explicabilidad 
—elementos clave para dotar el sistema del carácter público (principio de publicidad) 
necesario para su correcto funcionamiento— (García-Marzá, 2017).
3. Comisión de ética. Se trata de un espacio de participación —comunicativo y afectivo— 
donde los grupos de interés pueden deliberar y dialogar sobre aquellos aspectos éti-
cos relacionados con la recopilación, el procesamiento y el uso de datos masivos. Esta 
comisión, compuesta por representantes de los distintos grupos de interés materiales 
de la institución, organización o empresa, se preocupa de realizar labores de control, 
seguimiento y concienciación de los compromisos adquiridos, abordar la resolución 
de conflictos y reflexionar críticamente sobre los intereses comunes y generalizables 
cuya satisfacción permite discernir el grado de legitimidad de la actividad realizada o 
realizable (García-Marzá, 2004, 2017). 
4. Memoria de responsabilidad social. Se trata de un documento formal donde la institu-
ción, organización o empresa rinde cuentas a sus grupos de interés sobre los impactos 
económicos, sociales y medioambientales que su actividad produce periódicamente 
(García-Marzá, 2004, 2017; González-Esteban y García-Marzá, 2006). Esta memoria per-
mite dotar la infraestructura ética del carácter público (principio de publicidad) nece-
sario para la correcta aplicabilidad y funcionalidad de todos sus elementos. Para ello, 
la memoria identifica y cumplimenta indicadores medibles, comparables y auditables.
5. Informe de explicabilidad. Se trata de un documento formal de autoconocimiento, 
mejora continua y comunicación donde la institución, organización o empresa hace 
público el grado de seguimiento de los valores, conductas y compromisos del código 
ético y los impactos económicos, sociales y medioambientales en la recopilación, pro-
cesamiento y uso de datos masivos. Para ello, este informe se introduce dentro de 
la memoria de responsabilidad social —formando parte de ella— para dar cuenta de 
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forma exhaustiva, inteligible, sincera y concisa, con indicadores medibles, comparables 
y auditables, sobre los objetivos y mecanismos de recopilación, análisis y uso de datos 
masivos utilizados, los impactos económicos, sociales y medioambientales derivados 
de esta actividad, así como la difusión de toda la información relevante (García-Marzá 
y Calvo, en prensa). De este modo, el informe de explicabilidad se constituye como un 
complemento específico de la memoria de responsabilidad social para aquellas insti-
tuciones, organizaciones y empresas que recopilan, procesan y/o usan datos masivos.
6. Registro de buenas prácticas. Se trata de una base de datos pública sobre conductas y 
procedimientos de buen hacer en la recopilación, procesamiento y uso de datos ma-
sivos por parte de la institución, organización, empresa o profesional vinculado. Las 
notificaciones de buenas prácticas, cuyo principal cometido es el intercambio de ideas 
entre implicados/as, se realizan a través de la línea ética y se recopilan, procesan y ges-
tionan por la comisión de ética (García-Marzá, 2018)8. 
7. Sistema de monitorización. Se trata de un sistema de seguimiento, visibilización y escru-
tinio público sobre el grado de cumplimiento de los valores, compromisos y conductas 
del código ético y de los impactos económicos, sociales y medioambientales en la re-
copilación, el procesamiento y el uso de datos masivos. Este sistema de monitorización 
se basa en un cuadro de mandos con indicadores medibles, comparables y auditables 
sobre la recopilación, procesamiento y uso de datos masivos; en la participación com-
prometida de la sociedad civil en la generación de datos sobre opiniones, valoraciones, 
preferencias y/o críticas del sistema y sus impactos económicos, sociales y medioam-
bientales; en la aplicación de tecnología data mining (clustering y association rules) y 
machine learning para el análisis y segmentación de los datos masivos y la escrutabili-
dad del sistema; en la comisión de ética para su supervisión y control, así como en la 
deliberación y participación de los implicados y afectados (García-Marzá, 2017, 2018, 
2019b; Calvo, 2018b, 2019b; 2020a).
8. Auditoría ética. Se trata de un proceso de análisis y valoración tanto del funcionamien-
to de los diferentes elementos de la infraestructura ética como de la coherencia exis-
tente entre lo que la institución, empresa, organización o profesional dice y realmente 
hace en materia de recopilación, procesamiento y uso de datos masivos (García-Marzá, 
1994, 2004, 2017; Lozano-Aguilar, 2007). Esta auditoria ética se establece en base a 
indicadores medibles y comparables y se puede apoyar, como veremos a continuación, 
en tecnología de data mining (clustering y association rules) y de machine learning para 
el análisis de la información y la escrutabilidad del sistema en un contexto de datos 
masivos (Calvo, 2018b, 2019b; 2020a).
3.2. Ecosistema digital
En segundo lugar, este sistema de gobernanza ética de datos masivos se apoyaría en diver-
sas y versátiles tecnologías digitales que permitan la robustez y correcta aplicación e imple-
mentación del sistema de gestión, monitorización y cumplimiento del comportamiento ético 
relacionado con la recopilación, procesamiento y uso de datos masivos. Destaca al respecto 
el uso de tecnologías disruptivas como blockchain, machine learning y data mining para la es-
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crutabilidad, la auditabilidad, la trazabilidad, la confidencialidad, la seguridad y el control de 
la información relacionada con la recopilación, el procesamiento y el uso de datos masivos.
[Blockchain]: la blockchain o cadena de bloques9 es una base de datos con código abierto cuya 
información se distribuye entre un gran número de usuarios a través de tecnología peer-to-
peer (P2P) de forma ordenada, integra, transparente, consensuada y confidencial. Esto impli-
ca que (a) todos los usuarios de la blockchain son un nodo del sistema (descentralización); (b) 
todos los nodos contienen la misma información (trasparencia); (c) la información no puede 
ser alterada ni total ni parcialmente (inmutabilidad), y (d) cualquier alteración de la informa-
ción disponible queda registrada como nuevo hast 10 (trazabilidad), lo cual permite rastrearla, 
escrutarla y verificarla en tiempo real a través de algoritmos de IA (auditabilidad)11. 
En el caso concreto de una infraestructura ética para la recopilación, procesamiento y uso de 
datos masivos, su desarrollo a través de estructura blockchain permitiría la trazabilidad, com-
parabilidad, escrutabilidad y auditabilidad del flujo de información que soporta el sistema de 
gobernanza ética de datos masivos y que está detrás de su potencialidad y perdurabilidad 
(Calvo, 2020c). Entre otras, aquellas relacionadas con el diseño del sistema de gobernanza 
ética y gestión de datos masivos; con el código fuente de los distintos algoritmos que se 
utilizan para la recopilación, procesamiento y uso de datos masivos; con la validez y buen 
uso de los consentimientos informados; con los impactos de las investigaciones que utilizan 
datos masivos; con el seguimiento y control de las ayudas y los contratos públicos; entre otras 
cosas. Además, pero no menos importante, la tecnología blockchain o cadena de bloques per-
mite garantizar la seguridad y confidencialidad de los usuarios que interactúan en el sistema. 
Especialmente en cuanto a los whistleblowers12, usuarios moralmente comprometidos que, 
entre otras cosas, utilizan la línea ética y otros mecanismos de comunicación para alertar so-
bre posibles casos de mala praxis profesional con el objetivo de salvaguardar la buena salud 
del sistema y la sociedad (Calvo y Osal, 2018).
[Machine learning]: el machine learning o aprendizaje automático es un subconjunto dentro 
de la Inteligencia Artificial que se ocupa y preocupa de discernir qué procesos y técnicas per-
miten a las máquinas aprender. Al respecto, actualmente cuenta con diferentes campos de 
desarrollo. Destaca el aprendizaje supervisado, no supervisado y por refuerzo, pero también 
otros como el aprendizaje por selección evolutiva; por asociación de patrones; por andamia-
je; por evaluación, por transferencia, el Q-learning y el semisupervisado (Boden, 2017; Bos-
trom, 2014; Lopéz de Mántaras y Meseguer, 2017; Xian-Da Zhang, 2020). 
En el caso concreto de una infraestructura ética para la recopilación, procesamiento y uso de 
datos masivos, su desarrollo a través de tecnología machine learning permitiría la creación e 
implementación de ethical cyberblowers o alertadores ciberéticos13, algoritmos de IA encarga-
dos de velar por la integridad, sostenibilidad y mejora continua del sistema de gobernanza 
ética de datos masivos14 (Calvo, 2019b; 2020a). La principal función de los ethical cyberblowers 
consistiría en monitorizar y analizar toda información que circula por el sistema para detectar 
anomalías y sus posibles impactos sobre la sociedad, así como alertar de todo ello a la comi-
sión de ética para que esta, si procede, ofrezca una respuesta deliberada sobre la incidencia. 
Además, la tecnología machine learning también permitiría la posibilidad de desarrollar al-
goritmos de IA para el procesamiento de la información recabada a través de las preguntas 
abiertas disponibles en los informes de explicabilidad y los formularios de cumplimiento y de 
buenas prácticas de la línea ética15.
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[Data mining]: el clustering, un subconjunto de la data mining o minería de datos, son diferen-
tes técnicas de aprendizaje no supervisado cuyo principal objetivo es encontrar patrones que 
permitan agrupar o segmentar elementos u objetos similares, tales como un cierto tipo de 
comportamiento, dentro de un conjunto de observaciones. Utilizado en una amplia variedad 
de disciplinas y subdisciplinas, el clustering ha desarrollado diferentes métodos de aplicación, 
de los cuales destacan tres grandes grupos: los que utilizan algoritmos de agrupamiento que 
requieren una definición previa del número de clusters  a desarrollar (K-means, K-medoids, CLA-
RA), los que utilizan algoritmos de agrupamiento que no requieren una definición previa del 
número de clusters a desarrollar (agglomerative clustering, divisive clusterig) y los que utilizan 
algoritmos de agrupamiento que emplean técnicas combinatorias de los dos casos anterio-
res (hierarchical K-means,  fuzzy clustering,  model based clustering  y  density based clustering) 
(Amat-Rodrigo, 2017; Celebi, 2015, 2016; Nasraoui y Ben N’Cir, 2019).
Por otro lado, también resulta muy interesante la técnica de association rules o reglas de 
asociación, otro subconjunto de minería de datos que, a través de algoritmos de aprendizaje 
automático, busca identificar reglas sólidas en grandes bases de datos a partir de unas me-
didas de interés (Agrawal, Imielinski y Swami, 1993; Agrawal y Srikant, 1994); es decir, “(…) 
relaciones dentro un conjunto de transacciones, en concreto, ítems o atributos que tienden 
a ocurrir de forma conjunta” (Amat-Rodrigo, 2018)16.
A través de la vinculación de, al menos, estas tres tecnologías digitales con los elementos que 
constituyen la infraestructura ética propuesta por García-Marzá se podrían establecer unas ba-
ses mínimas para la recreación de un ecosistema ciberético que permita afrontar con garantías 
un gobierno ético de los datos masivos. El código ético, la línea ética, la comisión de ética, la 
auditoría ética, la memoria de responsabilidad social, el informe de explicabilidad y el registro 
de buenas practicas son complementados con blockchain, ethical cyberblowers, técnicas de 
clustering y association rules y algoritmos de análisis de lenguaje natural para su aplicabilidad 
en contextos tan complejos como los digitalizados, donde el volumen, variedad, veracidad, 
velocidad y valor de los datos es tal que hace imposible un análisis únicamente humano.
4. Conclusiones
Los datos masivos constituyen un reto y una oportunidad para la sociedad digitalmente hi-
perconectada. Su utilización, reutilización y valorización está generando importantes avan-
ces en campos de actividad tan relevantes como la salud, la política, la economía, la co-
municación y la investigación e innovación. No obstante, sus beneficios y potencialidades 
contrastan con ciertos impactos disruptivos en la sociedad, especialmente las consecuencias 
negativas sobre los grupos más vulnerables. De ahí la necesidad de un gobierno ético de los 
datos masivos que permita una recopilación, procesamiento y uso socialmente responsable 
y moralmente válido.
Desde un enfoque de RRI ampliado a través de una propuesta dialógica y cordial de ética, 
este estudio ha pretendido ofrecer orientaciones para el diseño de un modelo de gobierno 
ético de los datos masivos basado en la aplicación e implementación de un ecosistema ciberé-
tico estructurado alrededor de una infraestructura ética y un ecosistema digital. Este ecosiste-
ma ciberético pretende ser una herramienta que posibilite afrontar tales retos, minimizando 
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o erradicando la conflictividad subyacente a la recopilación, procesamiento y uso de datos 
masivos y mejorando de este modo sus potencialidades y resultados a medio y largo plazo.
La posibilidad de diseñar y aplicar en la práctica un ecosistema ciberético que ayude a la gober-
nanza ética de datos masivos exige empezar a concretar los diferentes mecanismos digitales 
que complementan los instrumentos de comunicación de la infraestructura ética. No obstan-
te, queda un largo camino que recorrer para llevarlo a la práctica. Los retos que subyacen a 
la aplicación práctica de un ecosistema ciberético no son baladíes y requieren de un diálogo 
interdisciplinar entre ámbitos tal diversos como la ciencia de datos, la comunicación, el dere-
cho y la filosofía moral. Porque la discusión no debe quedar varada en la adquisición, diseño 
y mejora técnica de las herramientas digitales. También es muy importante y necesario aunar 
esfuerzos para evitar caer en los mismos errores y problemas que el ecosistema ciberético 
pretende ayudar a resolver o erradicar. Entre otras cosas, para no caer en el positivismo y/o el 
cientificismo, en la falta de crítica, en el desinterés por de diálogo y el acuerdo, en el exceso 
de confianza hacia las capacidades y posibilidades de las herramientas y técnicas digitales, en 
la instrumentalización y/o cosificación de los afectados, o en la intromisión en el ámbito pri-
vado e íntimo de las personas que muestran buena parte de las propuestas de gobernanza, 
gestión y uso de datos masivos.
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Notas al final
1 Informe elaborado por European Commission’s science and knowledge service a través del Joint Research Cen-
tre (JRC) que, centrado más en las cuestiones legales que subyacen a la gestión de datos, no concreta los 
elementos de gobernanza ética. Aunque estaría de acuerdo en el papel que puede tener la IA en la gestión, 
monitorización y cumplimiento ético de datos masivos, esta propuesta repite el enfoque demarcacionista de 
gobernanza ética de propuestas anteriores como “Ciencia y Sociedad” (2002-2006) y “Ciencia en Sociedad” 
(2007-2013).
2 Se entiende la RRI como “(…) a transparent, interactive process by which societal actors and innovators be-
come mutually responsive to each other with a view to the (ethical) acceptability, sustainability and societal 
desirability of the innovation process and its marketable products (in order to allow a proper embedding of 
scientific and technological advances in our society” (von Schomberg, 2011: 9).
3 Para un estudio sobre gobernanza ética, ver González-Esteban (2013).
4 En el estudio “Reflections on different governance styles in regulating science: a contribution to Respon-
sible Research and Innovation” (Landeweerd et al., 2015) se analizan los tres estilos más dominantes para 
gobernar los desafíos éticos de la ciencia y la tecnología de los últimos 30 años, particularmente en Europa: 
un estilo tecnocrático, un estilo de éticas aplicadas y un estilo de participación pública. Cada uno surge como 
respuesta a la creciente democratización del gobierno de la ciencia.
5 Concepto acuñado por Kenneth Neil Cukier y Victor Mayer-Schöenberger en Big Data. A Revolution that will 
transform how we live, work, and think (2013: 73-97). Por dataficación se entiende, en sentido amplio, todo 
aquel proceso o tendencia de conversión en datos medibles, comparables y auditables de cualquier tipo de 
realidad, especialmente comportamental, por medio de herramientas y técnicas digitales (algoritmos, pro-
gramas informáticos, ecosistemas ciberfísicos, minería de datos, etc.).
6 El término ecosistema fue acuñado por Arthur George Tansley en 1935 para definir el espacio donde interac-
túan un conjunto determinado de organismos y de factores medioambientales (Armenteras et al., 2016). No 
obstante, actualmente se ha ampliado el concepto para introducir aspectos relacionados con el ciberespacio, 
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en tanto que “Ámbito artificial creado por medios informáticos” (RAE, 2018), por su enorme capacidad para 
alterar o transformar los ecosistemas físicos a través de la Inteligencia Artificial, el Big Data y el Internet de las 
Cosas. Esta ampliación es lo que se conoce como ecosistema ciberfísico.
7 El término ciberética emerge en los años 90 para delimitar el ámbito de estudio filosófico sobre los entornos 
digitales (Sobrino, 2004). En un principio, esta disciplina de las éticas aplicadas se preocupó principalmente 
por el comportamiento de los usuarios de los sistemas virtuales. Hoy, empero, la introducción de la Inteligen-
cia Artificial para el desarrollo de los entornos digitales inteligentes y estos para la recreación de ecosistemas 
ciberfísicos capaces de generar datos masivos de todo, ha generado que la ciberética también se preocupe 
por criticar y orientar el diseño, la aplicación, el uso y los comportamiento de los sistemas y dispositivos inteli-
gentes, así como por los impactos directos o indirectos del uso de todo ello sobre la sociedad para potenciar 
los positivos y erradicar o minimizar los negativos.
8 Estos registros de buenas prácticas ya están siendo diseñados e implementados en la Comunitat Valencia-
na a través del equipo de investigación Ética práctica y Democracia que dirige Domingo García-Marza en la 
Universitat Jaume I. Para un caso práctico al respecto, ver el Código Ético del Turismo Valenciano (Turisme 
Comunitat Valenciana, 2016), que, además de los valores, las conductas y los compromisos, incluye una línea 
ética y un registro de buenas prácticas.
9 La cadena de bloques o blockchain es una de las tecnologías digitales más disruptivas que existen actual-
mente (Frizzo-Barker et al., 2020; Thiraviya Anand y Janakirani, 2020). Empezó en 2008 como un sistema 
alternativo de pagos basado en tecnología peer-to-peer (P2P) que permitía procesar transacciones de forma 
electrónica sin necesidad de una autoridad central o de un sistema de fideicomiso que lo garantice. Esta 
revolucionaria idea dio paso a una amplia variedad de criptomonedas, como bitcoin, ethereum, litecoins 
o libra. Pero también, y lo que es más interesante, a un continuo flujo de ideas, proyectos y todo tipo de 
propuestas sobre nuevas formas de aplicaciones prácticas que van más allá de las transacciones puramente 
financieras (Calvo, 2020c).
10 La principal función del hash en la blockchain es, por un lado, comprobar la integridad de la información y, por 
otro, verificar que no ha sido alterada.
11 Cabe tener en cuenta los retos actuales de la blockchain, especialmente en lo concerniente a su alto consu-
mo energético. Aunque se han hecho importantes avances en los últimos años, tal y como advirtieron David 
Malone y Karl J. O’Dwyer, en 2014: “(…) the energy used by Bitcoin mining is comparable to Irish national 
energy consumption (2014. 4),
12 En este trabajo se entiende al whistleblower actual como “(…) aquel individuo crítico que, comprometido con 
los valores y principios de una sociedad moralmente plural, es capaz de alertar y/o denunciar públicamente 
las irregularidades que se comenten en el desarrollo de una actividad concreta, aun cuando ello le pueda 
suponer un elevado coste” (Calvo, 2016).
13 Los cyberblowers o alertadores cibernéticos ya se están aplicando en la Comunitat Valenciana para detectar 
casos de corrupción en los contratos públicos (Cid, 10 de octubre de 2018). Aquí se propone la recreación de 
ethical cyberblowers o alertadores ciberéticos especializados en el análisis y escrutinio del sistema de gober-
nanza ética y de la información que recopila y gestiona.
14 Para otras propuestas concretas de cyberblowers, ver Ciobanu (2019a,b).
15 Estos algoritmos pueden extraer y procesar diferentes tipos de información de las respuestas abiertas que 
contienen, entre otros, los informes de explicabilidad y los formularios de cumplimiento y de buenas prác-
ticas, como por ejemplo analizar sentimientos, tendencias y opiniones. Para profundizar en este tipo de 
algoritmos, ver Cedeno-Moreno y Vargas (2020).
16 Actualmente, en el desarrollo de los objetivos del proyecto de Investigación Científica y Desarrollo Tecno-
lógico PID2019-109078RB-C21, financiado por el Ministerio de Ciencia e Innovación, se está trabajando con 
ingenieros/as en el diseño de algoritmos Apriori para extraer reglas de asociación de la información recabada 
a través de los diferentes mecanismos de comunicación de la infraestructura ética. 
