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Abstract 
 
 
Over the past decade, the amount and complexity of software for almost any business sector 
has increased substantially. Unfortunately, the increased complexity of software in the 
systems to be built has often lead to a significant mismatch between the planned and the 
implemented products. One common problem is that system-wide quality attributes such as 
safety, reliability, performance, and modifiability are not sufficiently considered in software 
architecture design. Typically, they are addressed in an ad-hoc and unstructured fashion. 
Since rationales for architectural decisions are frequently missing, risks associated with those 
decisions can be neither identified, nor mitigated in a systematic way. Consequently, there is a 
high probability that the resulting software architecture fails to meet business goals and does 
not allow the building of an adequate system.  
 
This work presents QUADRAD, a framework for Quality-Driven Architecture Development. 
QUADRAD is capable of improving architecture quality for software-intensive systems in a 
systematic way. It supports the development of architectures that are optimized according to 
their essential quality requirements. Such architectures permit the building of systems that are 
better aligned to the principal market needs and business goals. QUADRAD is complemented 
by the Architecture Exploration Tool (AET), which supports architecture evaluations and 
helps in documenting the fundamental design decisions of an architecture. 
 
QUADRAD has been validated in three industrial projects. For each of these projects the 
architecture quality could be significantly increased. The results confirm the hypothesis of 
this work and demonstrate how critical problems in the transition from requirements to 
architecture design can be mitigated. 
 
 
 
Keywords: Software architecture, architecture development, quality attributes, architecturally driving 
requirements, architecture design, architecture evaluation, architectural strategy, architectural 
mechanism, architectural pattern, architectural decision, architectural risk, tool support. 
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1 Introduction 
 
 
This work demonstrates that the quality of architecture development for software-intensive 
systems can be improved based on a systematic derivation of design decisions for 
architecturally driving requirements and a methodical evaluation of the effects of those 
decisions in relevant architectural views. The thesis provides a framework with concrete 
activities to improve the transition from requirements to architecture. 
1.1 Motivation 
Over the past decade, the amount and complexity of software for almost any business sector 
has increased substantially. This is especially true for automotive electronics systems. 
Today’s luxury cars, for example, include more than 50 electronic control units [Grimm 
2003] that operate as partly networked systems to improve passenger comfort, safety, 
economy, and security (see Figure 1-1). Parking assistance and adaptive cruise control 
systems, for example, make it easier to operate the car in various driving situations, thus 
reducing the drivers’ workload and increasing their comfort. Safety-related systems, such as 
automatic stability and airbag control systems help drivers to avoid or reduce the impact of 
accidents. Fuel economy systems lower emissions and increase fuel efficiency, while security 
systems protect the car from unauthorized manipulation. 
 
 
Figure 1-1: Automotive Electronics Systems 
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While the number of electronic control units in the car has increased, so the importance and 
complexity of software in these systems has significantly increased, too. According to a study 
about the future of electronics and software in cars conducted by Mercer Management 
Consulting [Mercer 2002], the amount of software in automobile electronics will increase by 
8% per year until 2010. As shown in Figure 1-2, the software in cars will rise up from a €25 
billion market in 2000 to a €100 billion market in 2010, reaching 13% of the total cost for a 
standard automobile [Mercer 2002].  
 
At the same time the business case in the automotive domain changes (e.g., [Weber 1999]). 
While innovation has been a traditional factor for business success, cost leadership becomes 
more and more important. Innovative features of today’s systems become standard (or 
“commodity”) features of tomorrow – the innovation time cycles constantly shrink. The 
competitive pressure rises accordingly and hence those commodity features must be 
implemented in a cost effective way. A well-grounded knowledge of the market needs 
becomes essential in order to remain competitive and to defend market positions. 
 
Therefore, organizations are forced to adapt their engineering to accommodate business 
changes as well as changes in software system development. Strong technology orientation, 
which is appropriate for innovative development, is going to be complemented by engineering 
approaches that are driven by business goals and market needs. This is one reason why 
product line development has gained much attention over the past couple of years (e.g., 
[Böckle 2004], [Pohl 2005]). 
 
In this context, the establishment of an overall perspective in software systems engineering 
takes on a pivotal role. Sustainable solutions that meet the organization’s business goals can 
only be developed by adopting an appropriate system abstraction and by following a 
systematic approach. Many authors have proposed software architecture as the appropriate 
abstraction and architecture development as the key factor in system success or failure (e.g., 
[Perry 1992], [Garlan 1993], [Booch 1999], [Jazayeri 2000], [Bass 2003]). This thesis is 
strongly connected to the opinion of these authors. It discusses fundamental problems in 
architecture development practices and demonstrates how they can be improved accordingly. 
 
 
Figure 1-2: Increasing Importance of Software in Automobile Electronics [Mercer 2002] 
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1.2 Problem Context 
Experience reports have shown that creating the “right” system for a set of given requirements 
is still a general problem in software system development (e.g., [Davis 1990], [Neumann 
1995], [Bosch 2000], [CHAOS 2001], [Bass 2003]). In many cases, the system that results 
from an organization’s development effort does not adequately match the organization’s 
intended business goals, market needs or customer expectations although requirements 
analysis and system design activities might have been performed as part of the organization’s 
prescribed development process (see Figure 1-3). 
 
This mismatch may have – and usually has – serious consequences for the organization. For 
example, if essential quality requirements are not met because they were not considered or 
underestimated during system development, the system may fail to fulfill key customer 
requirements or the expected market standard. Consequently, the system will not achieve the 
targeted market share. The revenue then does not compensate the investment, which results in 
financial loss of the organization. 
 
The same may happen if the system implements the essential customer features but fails to 
meet the cost targets. Then the system cannot be offered at competitive prices or it does not 
generate profits for the organization. Redesigning the system to optimize cost aspects may 
lengthen the times to market. The danger thereby is that competitors will have already 
established their systems in the market and that the remaining demand is too small to be 
profitable. Note that this smaller demand probably also forces a reduced selling price and that 
the resulting margin may be the same as if the cost optimization measures had never been 
attempted. 
 
In this context, Davis [Davis 1990] has published an interesting study about the project 
success rates of several U.S. software development organizations (see Figure 1-4). The study 
indicates that a lot of the financial investment spent by the organizations for system 
development is being wasted because of serious mismatches between planned and 
implemented system. At the same time, it indicates that many of these organizations have 
fundamental problems with the approaches they have adopted for developing software-based 
systems.  
 
 
Figure 1-3: Mismatch Between Planned and Implemented System 
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As shown in Figure 1-4, 47% of the money was spent for systems that were never used since 
they did not implement the required features. An additional 29% of the money was spent for 
systems that were never even delivered. Another 19% resulted in software that was either 
extensively reworked after delivery or later abandoned. Three percent of the systems could be 
used after changes. Only two percent of the systems could achieve the customer requirements 
and have been delivered on time. 
 
Another, more recent study, the Chaos Report 2000, conducted by The Standish Group 
[CHAOS 2001] shows a similar although slightly better result for the software industry. In 
this study, the project success rates of more than 280,000 application projects in large, 
medium, and small cross-industry U.S. companies have been analyzed between 1998 and 
2000. Many of these projects are related to the development of software-intensive systems. 
The results: 65,000 (23%) of the projects were cancelled before completion or were never 
implemented. 137,000 (49%) projects have challenged (i.e., the projects were completed but 
over-budget, over the time estimate, and with fewer features than initially specified). 
Nevertheless, 78,000 (28%) of the projects analyzed by The Standish Group could be 
completed on time and on budget, with all features originally specified. Although these 
numbers have improved over the results from 1994, where 36% of the projects had failed, 
53% had challenged, and only 16% had succeeded, they are far from being satisfactory for the 
companies and their customers.  
 
The interesting question for the purpose of this work now is: What are the main reasons for 
the low project success rates reported above and which phases of software system 
development are most error-prone and need fundamental improvement? 
 
47%
29%
19%
2%3% Software that could be used as deliverd
Software delivered 
but never 
successfully used 
Software paid for 
but not delivered
Software used but 
extensively reworked 
or later abandoned
Software that could be 
used after changes
 
Figure 1-4: Performance of Software System Development Projects [Davis 1990] 
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A starting point to answering this question is given by Neumann [Neumann 1995]. In his 
book “Computer-Related Risks” Neumann provides information about why many system 
development efforts have failed (see [Neumann 1995], pp. 13-95). The study is based on the 
analysis of a large collection of systems from different application domains such as 
communication, space, civil aviation, railroad, ships, control, robotics, medical health, and 
electrical power. Most of the misconceptions and flaws identified in these systems have 
caused serious safety, reliability, and robustness problems during operation. Some of them 
have resulted in human injuries, others even in loss of life.  
 
Neumann [Neumann 1995] has analyzed the causative factors that contributed to the problems 
occurring in these systems and has classified the factors according to different development 
phases and typical problem types (see Table 1-1): 
• Requirements engineering: Erroneous requirements definition, incomplete requirements 
(e.g., system use and operation not specified), inconsistent requirements 
• Architecture design: Fundamental system design misconceptions, malfunctions of system 
elements not considered in system design (e.g., communication errors) 
• Hardware implementation: Errors in chip fabrication, wiring errors 
• Software implementation: Programming bugs, compiler bugs, malicious code 
• Evolution and maintenance: Faulty upgrades, sloppy redevelopment or maintenance, 
decommission 
 
As shown in Table 1-1, the reasons for the problems of 34% of the systems involved result 
from the introduction of bugs during evolution and maintenance. For 40% of the systems the 
root cause of the problems stems from implementation errors in either software or hardware. 
The study also clearly shows that the most problems have their origin in requirements 
engineering and, especially, architecture design with more than 58% and almost 75%, 
respectively. Figure 1-5 gives a graphical summary of the ratios. 
 
Similar tendencies for sources of problems have been reported by other authors (e.g., 
[Henderson 1990], [Brooks 1995], [Maier 2000], [Bass 2003]). The authors conclude that 
since the complexity of software-intensive systems has significantly increased during the last 
decade and will increase by orders of magnitude in future, the need for sound architecture 
practices based on the set of significant requirements is one of the major challenges for 
tomorrow’s software system engineering.  
 
Focusing on architectural practices such as architecture design and evaluation also supports 
the establishment of a holistic view of software system development. The change is especially 
noticeable in the automotive industry but can also be perceived in other industrial sectors 
(e.g., telecommunications, automation technology, and household applications). 
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Table 1-1: Source of Problems in Different Application Domains [Neumann 1995] 
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Space Systems 10 19 5 16 8 32 58
Defense Systems 8 4 2 5 2 10 21
Civil Aviation 12 8 7 6 3 15 36
Railroad 13 19 9 5 8 22 54
Ships 5 5 3 4 2 6 19
Control Systems 5 9 6 2 3 11 25
Robotics Systems 3 7 4 5 0 10 19
Medical Health Systems 7 7 3 3 2 7 22
Electrical Power Systems 19 20 16 9 16 23 80
Total 86 109 59 59 50 147 363
Ratio of Problems 58,5% 74,1% 40,1% 40,1% 34,0%
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Figure 1-5: Source of Problems in Software System Development (Summary) 
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1.3 Problems of Scope and Focal Research Fields 
As shown in the Neumann study presented in the previous section, three out of four problems 
stem from an inappropriate architecture design. This means that the architecture is in many 
cases not suitable for building the adequate system. There are two fundamental reasons why 
this can happen: (1) The architecture is created or evolved based on wrong requirements or (2) 
the architecture does not adequately implement the requirements imposed on it. 
 
Concerning the first reason, Neumann [Neumann 1995] noted on page 234 that “a priori 
requirements definition is vital within a total system context […], but is nevertheless often 
given inadequate attention. Requirements should include aspects of security, […] ease of use, 
generality, flexibility, efficiency, portability, maintainability, evolvability, and any other 
issues that might come home to roost if not specified adequately.” Using these results from 
Neumann’s analysis, we can further refine the problem as follows:  
 
Problem 1: Software system architectures are primarily created or evolved based on 
wrong requirements.  
 
The term “wrong requirements” in this context refers to insufficient, less important, or 
insignificant requirements. These requirements are not suitable for achieving the major 
system concerns. Often, the architecture is driven by functionality. System-wide quality 
attributes such as safety, reliability, performance, or modifiability are not sufficiently 
considered or they are treated in an ad-hoc and unstructured fashion during architecture 
design. Therefore, the architecture fails to meet important market requirements and 
customer expectations. Business goals become impossible to achieve. 
 
Concerning the second reason, Neumann [Neumann 1995] wrote on page 227: “Seldom do we 
find a system development whose design decisions were well documented, individually 
justified, and subsequently evaluated – explaining how the decisions were arrived at and how 
effective they were. Clearly, however painful it may be to carry out such an effort, the 
rewards could be significant.” On page 235 he added that the “evaluation of the consistency 
of a design with respect to its design criteria and requirements should be done with 
considerable care prior to any implementation, determining the extent to which the design 
specifications are consistent with the properties defined by the requirements. Such an 
evaluation was clearly lacking on many of the cases discussed here.” These statements lead 
to the formulation of the second key development problem: 
 
Problem 2: Making appropriate design decisions during architecture development is 
not or only vaguely understood. This results in serious development risks.  
 
Architectural decisions are made on instinct. Rationales for decisions are missing. The 
interactions among architectural decisions are uncontrolled and remain vague. Risks 
associated with architectural decisions are neither identified, nor addressed in a systematic 
fashion. Since the system behavior is only vaguely understood, system-wide optimizations 
are not achieved. Single components of the system are modified in an uncontrolled 
fashion. These local optimizations fail to promote an optimal solution for the overall 
system. Whether the given requirements are achieved cannot be determined before the 
system has been implemented. 
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Figure 1-6 summarizes the two problem areas, the results for system development, as well as 
the consequence for the organization’s business. The problems represent critical risks for an 
organization. Failing to meet the business goals, market needs, or customer expectations with 
the target system will inevitably diminish the market share and system quality. Fixing design 
flaws or implementing requirements to meet missing quality attributes in a later development 
phase usually requires high efforts and thus high extra cost. Sometimes fixing errors is simply 
not possible because it would require a new system design (i.e., restructured architecture). In 
both cases, this would lead to late market introduction and smaller revenues for an 
organization since competitor systems may have been already established. Therefore, 
improving architecture practices and bridging the gap between requirements specification and 
architecture development in order to meet the business goals more accurately are problems of 
scope for system development. This work deals with these problems. 
 
 
 
 
Figure 1-6: Problems of Scope of this Work 
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1.3.1 Research Gaps 
Architecture development continues to be an area of growing importance (e.g., [Hofmeister 
2000], [Bass 2003], [Garland 2003]). Indeed, it is a widely agreed view in the systems 
development community that errors generated during the requirements engineering phase and 
implemented in the software system architecture are the most expensive to fix (e.g., [Pohl 
1996], [Bass 2003]). Various studies have shown that fixing an error after the system has been 
delivered leads to costs of orders of magnitude more than those that would be incurred by 
fixing it in the architecture phase (e.g., [Neumann 1995], [Brooks 1998], [Maier 2000]). 
These symptoms reflect, by a large margin, the lack of adequate architecture development 
approaches. In this work, the following three gaps in current research have been identified as 
major reasons why the problems mentioned have not yet been addressed sufficiently1: 
 
Research Gap G1: Lack of guidance for identifying requirements that are essential 
for architecture development 
 
It is widely agreed that especially the transition from requirements specification to 
architecture design is one of the most critical and error-prone stages in system 
development (e.g., [Hofmeister 2000], [Kruchten 2000], [Bass 2003]). System architects 
are often overwhelmed by the myriad of requirements collected in different documents and 
in various forms. There is a considerable lack of guidance in current research to support 
the architect in deciding which of the requirements are essential for the architecture design 
and therefore should be considered first (e.g., [Neumann 1995], [Bass 2003], [Garland 
2003]). Although different approaches for requirements prioritization have been proposed 
(e.g., [Karlsson 1997]), none of these approaches can adequately support the specific needs 
of the architect – this is, identifying those requirements that are essential for creating a 
sustainable architecture that permit achieving the business goals (cf. Section 2.2.5). The 
loose connection between the requirements engineering and architecture development 
community might be one reason why this problem has not been explored in sufficient 
detail, yet. 
 
Research Gap G2: No systematic support for making adequate design decisions in 
order to implement architecturally relevant requirements 
 
A fundamental task of a software or system architect is to make design decisions in order 
to evolve and shape the architecture’s structures. Although many researchers have 
proposed architecture design methods (e.g., [Bosch 2000], [Kruchten 2000], [Hofmeister 
2000], [Bass 2003]), a systematic support for making adequate decisions for architecturally 
relevant requirements is missing. Using architecture styles and design patterns (e.g., [Shaw 
1996], [Kircher 2004]) during architecture design has slightly improved the decision 
making process but the loose coupling between patterns and architecture design 
approaches as well as the insufficient connection between patterns and system quality 
attributes are seen as major weak points by many researchers (e.g., [Bass 2003]). 
Moreover, styles and patterns often need considerable modifications that require additional 
design decisions in order to be applicable in a specific system context (e.g., [Bosch 2000]). 
The support for making adequate decisions and for documenting the rationales for those 
decisions therefore remains a largely unexplored field in current research. 
                                                 
1 In Chapter 2 the research gaps are approved by an evaluation of related work.  
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Research Gap G3: Insufficient support for the identification and mitigation of 
unwanted effects of design decisions in architecture development  
 
Architecture design is a decision making process in which the architect is faced with the 
resolution of many design problems associated to (architecturally relevant) requirements. 
Some of the problems may be obvious beforehand; others may show up after several 
iterations or releases such that the decisions must be incrementally made during 
development. This is natural in practice (e.g., [Malan 2002], [Bass 2003]). As a 
consequence, the decision making process to implementing requirements adequately 
cannot be controlled completely and may introduce additional side effects into the 
architecture (e.g., [Clements 2002]). The repeated application and composition of 
architectural styles and design patterns, for example, may also lead to side effects since 
multiple requirements are affected in a largely uncontrolled fashion. Current research in 
architecture development lacks overall approaches for making and evaluating design 
decisions (cf. Sections 2.2.5 and 2.3.5). Many approaches focus only on the design tasks of 
the architecture but do not include activities for evaluating if the intended qualities or 
business goals are met (cf. Sections 2.2.5). Other approaches aim primarily on the 
evaluation task. They focus on the analysis of particular architectural quality properties but 
say nothing about how to improve the architecture according to the risks identified (cf. 
Sections 2.3.5). Combinations of the two approaches are lacking but aree crucial in order 
to systematically plan the quality improvement of an architecture in order to mitigate 
unexpected behavior (e.g., [Neumann 1995]). 
 
This work aims at bridging these gaps and at mitigating the system development problems 
reported above such that the architecture quality is improved. More precisely, the work 
focuses on the development of architectures that are better aligned to architecturally 
significant requirements and that include less design risks. Consequently, this would increase 
the probability that the architectures permit the building of systems that match the business 
goals more accurately. This would also mitigate the two development problems shown in 
Figure 1-6. 
 
Figure 1-7 shows how the research gaps can be mapped to important research fields of 
requirements engineering and architecture development. 
 
 
Scope of this Work
Requirements
Elicitation Requirements
Specification
Requirements
Analysis Requirements
Validation
Architecture
Design
Architecture
Evaluation
Architecture
Recovery
Requirements Engineering Architecture Development
 
 
Figure 1-7: Focal Research Fields of this Work 
G1 G2 
G3 
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G1 is related to preparing requirements for architecture design and thus associated with 
requirements engineering research. Requirements engineering is concerned with elicitation, 
analysis/negotiation, specification, and validation of requirements of a software-based system 
(e.g., [Pohl 1997]). Activities for requirements specification are of special concern for 
addressing G1 because they must be complemented to provide a description of requirements 
that support a clearly focused architecture development. 
 
G2 deals with providing an appropriate architecture for achieving architecturally relevant 
requirements, which affects architecture design. Architecture design and architecture 
evaluation are important research areas of architecture development (cf. Chapter 3). During 
architecture design, decisions for specifying the design elements of the architecture are fixed. 
Addressing G2 would complement existing approaches of architecture design. 
 
G3 is concerned with analyzing the architecture with respect to its impact on the overall 
system properties. This gap is thus related to research in architecture evaluation. 
 
In summary, this work aims at providing solutions to the research gaps G1-G3 and thus 
contributes to the research fields requirements specification, architecture design, and 
architecture evaluation, respectively. 
1.3.2 Topics Out of Scope 
As mentioned above, this work addresses particular research areas, especially in the field of 
architecture development. It explicitly does not deal with the following topics: 
• Requirements elicitation, analysis/negotiation, and validation. This work does not cover 
requirements elicitation, analysis, and validation in detail. However, it builds on results of 
those activities as far as they effect requirements specification to support architectural 
design and validation. Concerning requirements specification, the work does only 
consider the identification of relevant requirements for architecture design. 
• Organizational and business aspects of architecture development. This work does not 
cover organizational and business sources of failure for architecture development. 
However, setting up the right organization and promoting the business goals are important 
to build successful systems. 
• COTS selection for architecture development. This work does not consider the COTS 
(Components-off-the-Shelf) selection process during architecture design. 
• Formalization of architecture documentation. This work does not deal with the 
formalization of architecture documentation by means of architecture description 
languages (ADLs). 
• Component specification, implementation, and validation. This work does not discuss 
component development in detail. However, this work does prepare certain essential 
results for component specification (e.g., architecture description). For example, the 
component interface descriptions must conform to the responsibilities of the design 
elements documented in the architecture description. 
• Architecture recovery: This work does not discuss issues of recovering an architecture 
description from source code, although architecture reconstruction can support 
architecture development (e.g., validation). 
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1.4 Hypothesis 
A conclusion from the previous discussion is that an architecture manifests decisions that 
either support or preclude the achievement of essential quality requirements. If these 
requirements are not satisfied, the resulting system, which is based on that architecture, will 
probably fail to meet the intended business goals, market needs, or customer expectations.  
 
In order to mitigate the risks, a considerable effort in improving the effectiveness of the 
architecture development process in order to produce high quality architectures is required. 
Improving the effectiveness means that an organization’s architecture development must 
focus on solving the hardest design problems first – i.e., those problems that shape the 
fundamental structures of the architecture and that therefore influence the overall quality 
properties of the system. Narrowing the scope of architecture design to architecturally 
relevant problems is particularly beneficial in creating a strong vision of the system concept. 
Having such a strong vision supports developing clearly scoped architectures that permit the 
implementation of those qualities that are most essential for the organization’s business 
success. 
 
This leads to the following hypothesis:  
 
Hypothesis:  
 
The architecture of software-intensive systems can be improved with respect to quality 
based on a systematic derivation of design decisions for architecturally driving 
requirements and a methodical evaluation and revision of the effects of those decisions in 
the architecture. 
 
The hypothesis comprises five assumptions that are important for the research of this work: 
• A1: It is possible to identify architecturally driving requirements that are the primary 
source for the most fundamental decisions in an architecture. 
• A2: It is possible to derive appropriate design decisions systematically from architectural 
strategies and mechanisms in order to address architecturally driving requirements. 
• A3: It is possible to document these decisions in a way that their origin and rationale can 
be made explicit. 
• A4: It is possible to evaluate the effects of decisions in the architecture methodically, 
which may result in design risks. 
• A5: It is possible to address the design risks of the evaluation and to revise the 
architecture accordingly. 
The hypothesis includes the idea of systematically identifying the set of architectural drivers 
for which strategic design decisions must be made in the architecture, and to evaluate the 
adequacy of the architecture that results from those decisions. This is non-obvious since many 
existing approaches try to optimize architectures with respect to single quality attributes (cf. 
Section 2.2.5). However, except for very specific classes of systems, an architecture generally 
depends on the balanced achievement of multiple, often competing, quality requirements. 
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1.5 Approach 
Over a decade ago, Garlan and Shaw [Garlan 1993] noted that “as the size and complexity of 
software systems increases, the design problem goes beyond the algorithms and data 
structures of the computation: designing and specifying the overall system structure emerges 
as a new kind of problem. […] This is the software architecture level of design.” 
 
Clearly then, architecture deals with decisions which are derived from a broad scope or 
system perspective. These decisions are architectural decisions. Architectural decisions 
represent fundamental or strategic decisions made during architecture design. They have 
implications on the overall system design structure and therefore have a high impact on the 
achievement of business goals. In general, design decisions are made to achieve particular 
requirements but only a portion of the requirements of a development effort is important from 
an architectural perspective. These requirements are called architectural drivers (e.g., [Bass 
2003]). 
 
Experienced architects apply specific architectural strategies and mechanisms to make 
decisions for solving design problems. Architectural strategies describe general principles to 
address particular classes of design problems. Architectural mechanisms provide concrete 
design solutions for these problems (e.g., [Buschmann 1996], [Booch 1996], [Schmidt 2000], 
[Bass 2003], [Kircher 2004]).  
 
Most decisions involve tradeoffs. This means that an architectural decision usually has an 
impact on more than one system quality (e.g., [Clements 2002], [Bass 2003]). Because many 
requirements are competing, introducing a design solution to improve one quality may 
diminish other qualities (e.g., [Chung 1995], [Kruchten 2000], [Bass 2003]). Thus, the 
tradeoffs of each decision must be carefully considered. However, because of its complexity, 
the decision making process cannot be controlled completely. Side effects may be introduced 
into the architecture. This may result in unexpected behavior of the architecture that must be 
identified and resolved during architecture development. 
 
These observations must be taken into account in order to provide an approach that supports 
addressing the research gaps. The approach will be deduced in Chapter 3 and further 
elaborated in Chapter 4, Chapter 5, and Chapter 6. 
1.6 Research Contribution 
This work has implications on architecture development for software-intensive systems. In 
particular, it provides the following research contributions: 
• A framework – QUADRAD (Quality-Driven Architecture Development) – that 
complements existing architecture development approaches by addressing the previously 
discussed problems and research gaps systematically in the transition process from 
requirements to architecture. The framework includes activities, which support the 
development of architectures for software-intensive systems that are optimized to their 
essential quality requirements. The benefit of such an architecture is that it better permits 
building systems that meet the intended business goals and market needs of the 
development organization. This typically leads to higher quality systems, higher market 
shares, a better reputation, and a healthier financial situation. In particular, the framework 
comprises 
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– Activities for identifying and specifying requirements, strategies, and mechanisms that 
drive the architecture development. This includes the selection and clarification of the 
most important quality attribute requirements for the system, the systematic 
identification of architectural strategies and mechanisms that focus on essential design 
problems, and the support for traceability between requirements and architecture 
solutions (QUADRAD Preparation Workflow, cf. Chapter 4). 
– Activities for making appropriate decisions that implement the essential requirements 
in the architecture by applying the strategies and mechanisms. This includes the 
modeling of the most significant architectural views and the capturing of relevant 
decisions that lead to those views. In particular, the activities support the definition of 
an architectural infrastructure, which comprises those design elements that are 
essential for achieving the most important quality requirements (QUADRAD 
Modeling Workflow, cf. Chapter 5). 
– Activities for evaluating the consequences of architectural decisions with respect to 
the achievement of essential quality requirements and in light of an overall system 
perspective. This includes the goal-oriented alignment of the architecture evaluation 
and the elicitation of related evaluation scenarios and decisions. It further comprises 
techniques and activities for making those parts of the architecture explicit that 
implement the driving requirements. In addition, steps for analyzing the 
appropriateness of the architectural decisions made by the architect as well as for 
organizing the findings and planning risk mitigation strategies are included 
(QUADRAD Evaluation Workflow, cf. Chapter 6). 
• A research tool – AET (Architecture Exploration Tool) – that supports and automates 
essential activities of QUADRAD. The tool supports the systematic documentation of 
architecture design results and managing information of an architecture evaluation. AET 
helps in capturing requirements and refining them with the help of scenarios. It further 
supports the prioritization of scenarios with regard to their significance for development 
and allows for a description of the major design decisions made to implement each 
scenario. AET also supports the documentation of trace information. In particular, it 
establishes traces between quality requirements, refined scenarios, design decisions that 
pertain to a particular scenario, and risks associated to particular design decisions 
recorded during an architecture evaluation (QUADRAD Tool Support, cf. Chapter 7). 
• A set of metrics to evaluate architecture quality and quality improvement. The definition 
of the metrics follows the Goal Question Metric (GQM) approach [Basili 1992]. 
Essentially, the metrics rely on the assessment of the probability and impact of 
architectural risks. They are based on the fact that the higher the probability and impact of 
a risk the more critical it is for the development and the more likely the architecture will 
fail to achieve the intended requirements. In particular, metrics to measure the severity of 
architectural risks, to estimate the associated quality of the architecture, and to compare 
the risk severity and architectural quality of two architectures are provided (Validation of 
the QUADRAD Framework, cf. Chapter 8). 
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1.7 Organization of the Thesis 
This thesis is organized into three parts: 
 
Part I – State-of-the-Art and Research Approach 
 
Part I introduces fundamental concepts and existing work in architecture development. It 
relates these results to the research gaps and deduces an approach to address the gaps. 
 
Chapter 2: Related Work in Architecture Development. This chapter discusses related 
work in software architecture and architecture development. It describes essential activities 
and artifacts of architecture design and evaluation and discusses key concepts that support 
designing and evaluating architectures. Furthermore, it provides a comprehensive overview of 
existing design and evaluation methods and compares them with respect to the research gaps. 
 
Chapter 3: Bridging the Research Gaps with QUADRAD. This chapter elaborates key 
concepts to address the research gaps in this work. It particularly shows how an architecture 
can be better aligned to architecturally significant requirements in order to support building 
systems that meet the intended business goals more accurately. It summarizes the main 
concepts in a metamodel and uses this model to derive the fundamental approach of this work. 
Moreover, it elaborates a set of key requirements to guide the refinement and packaging of the 
approach in a framework. The chapter then briefly introduces the framework (QUADRAD, 
Quality-Driven Architecture Development) and describes the notation used to decompose it 
into concrete activities. 
 
Part II – Research Contribution 
 
Part II elaborates the approach to address the research gaps and provides the major research 
contribution of this work.  
 
Chapter 4: The QUADRAD Preparation Workflow. This chapter describes the Preparation 
workflow of QUADRAD. The purpose of this workflow is to support early architectural 
considerations. The chapter describes the activities for selecting the set of requirements that 
are most essential for developing an architecture that permits achieving the business goals. 
Furthermore, it provides a means for defining architectural view types that address the 
appropriate views affected by those drivers. 
 
Chapter 5: The QUADRAD Modeling Workflow. This chapter describes the Modeling 
workflow of QUADRAD. The purpose of this workflow is to support the modeling of 
architectural views and to record the decisions that lead to those views. The chapter provides 
essential steps to make this process more systematic and repeatable. In particular, it provides 
activities for determining strategies and mechanisms for architectural drivers, creating an 
appropriate architectural infrastructure, and refining the architecture description. 
 
Chapter 6: The QUADRAD Evaluation Workflow. This chapter describes the Evaluation 
workflow of QUADRAD. The purpose of this workflow is to understand the consequences of 
architectural decisions made by the architect and to analyze them with respect to the 
achievement of essential quality requirements. In particular, the chapter describes activities 
for defining the goals of the architecture evaluation and for eliciting related evaluation 
scenarios and decisions. It further discusses activities for making those parts of the 
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architecture explicit that implement the driving requirements. In this context, the chapter 
presents steps for analyzing the appropriateness of the architectural decisions made by the 
architect, for providing solution approaches as well as for organizing the findings. 
 
Chapter 7: QUADRAD Tool Support. This chapter gives an overview of the Architecture 
Exploration Tool (AET). AET is a research tool that supports and automates essential 
activities of QUADRAD. In particular, it supports an architect and review team in 
documenting the architecture and in managing results of an architecture evaluation. The 
chapter briefly introduces AET, presents the underlying requirements, and discusses the 
software architecture and data model of AET. It further illustrates how AET can be applied to 
support a QUADRAD architecture evaluation workshop. 
 
Part III – Validation, Lessons Learned, and Outlook 
 
Part III covers the validation of the approach. It provides the validation results, lessons 
learned, a summary, as well as a look forwards to opportunities for further research. 
 
Chapter 8: Validation of the QUADRAD Framework. This chapter presents the results of 
three industrial case studies that have been performed to validate the hypothesis and research 
contribution of this work. In particular, it describes the validation goals and introduces the 
pilot projects used to investigate the hypothesis. It presents a GQM (Goal Question Metric) 
framework for setting up the validation and the respective metrics. The chapter briefly 
describes the main steps of the validation approach. It gives a comprehensive overview of the 
validation results obtained in the three case studies and the lessons learned. In addition, it 
provides a discussion, interpretation, and conclusion of the results. 
 
Chapter 9: Summary and Outlook. This chapter provides a summary of the research 
problem investigated in this work, the major research contributions, and the achieved 
validation results. In addition, it gives an outlook on promising topics for further research. 
 
Appendix 
 
Appendix: Architectural Patterns. The appendix provides a brief description of 
architectural patterns referenced in literature. The patterns can be examined for mechanisms 
which can be used during architecture design. 
 
Acronyms. The acronyms section describes the abbreviations used in this work.  
 
Glossary. The glossary section defines important terms introduced in this document. 
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2 Related Work in Architecture Development 
 
 
 
This chapter discusses related work in architecture development. Architecture development is 
the phase of a software or systems engineering process in which the software and system 
architecture is created and evolved. The architecture of a system is the first artifact, which 
defines how the requirements of that system shall be achieved. It manifests important 
decisions from the development effort and provides the fundamental basis for detailed design 
and implementation. Important quality attributes such as performance, modifiability, safety, 
and reliability are largely promoted or hindered by the architecture. A good architecture 
development is thus a prerequisite for creating systems that meet business goals and customer 
expectations.  
 
Throughout this document, we will typically talk about software architecture, but this clearly 
includes a consideration of non-software aspects such as hardware devices, bus systems, and 
even mechanical components. Since this thesis is focused on software-intensive systems 
however, the software architecture is the primary concern. 
 
The chapter is organized as follows: Section 2.1 introduces basic principles of software 
architecture and defines important terms of architecture development. In Section 2.2 
architecture design is described in more detail. In particular, functional and quality 
requirements which serve as an input to architecture design as well as tradeoffs among 
requirements are discussed. Additionally, architectural views and decisions which are part of 
the architecture description that results from design are introduced. The section further covers 
a description of architectural strategies and mechanisms which are frequently applied to drive 
the design. Moreover, it provides a comprehensive overview of existing architecture design 
methods and compares them with respect to the research gaps. Section 2.3 introduces 
architecture evaluation. It discusses architectural risks and describes scenarios, use case maps, 
and questioning techniques which can be used to support an evaluation. The section also deals 
with a comprehensive overview of existing architecture evaluation methods. The methods are 
analyzed concerning the research gaps of this thesis in order to check if they can be approved. 
Finally, Section 2.4 summarizes the key issues of this chapter. 
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2.1 Software Architecture and Architecture Development 
The study of software architectures has been a subject of increasing industrial and academic 
attention over the past decade. Its roots reach back more than 30 years to the work of Parnas, 
Brooks, and Dijkstra, but the intense attention of the last couple of years is new. Why is this? 
Quite simply, this field is of interest because it fills a gap that existed in development 
practices for large software-intensive systems. The gap existed between requirements 
engineering and the detailed design stage of development. 
 
Once the requirements for a project are understood well enough to continue with design, there 
is a temptation to proceed directly to detailed design and coding. In small to medium sized 
projects, this technique can work well, particularly if the staff is familiar with the application 
domain. For many years this was all that was needed for most system development. In large 
development efforts or in unprecedented development, however, this technique does not 
work. The kind of human ingenuity and attention to detail that enables us to create reasonable 
small- and medium-sized systems does not scale up to large systems. What is needed is an 
intermediate level of design, and this is the level of architecture design. In projects where 
architecture design was not explicitly identified as an area of study and practice, the software 
architecture evolves in an ad hoc manner, resulting in systems that nobody could understand 
anymore and that fail to achieve stability and other important quality attributes. 
2.1.1 Basic Principles 
Today’s knowledge about software architecture is a result of the continuous evolution of 
software development into a more mature engineering discipline. This evolution took place 
during the last couple of decades. During these decades, two key principles that largely 
influence our current understanding of software architecture have been identified and 
investigated. These principles are abstraction and structure. 
 
Abstraction is necessary in order to improve the understanding of larger and more complex 
software systems. This is one reason why higher-level programming languages and the 
concept of abstract data types have been developed in the 1950s [Shaw 1996]. Dahl and 
Nygaard [Dahl 1966] extended these ideas and proposed the integration and encapsulation of 
state information for conceptual objects along with operations on these objects. This work 
was the basis for the development of object-oriented programming languages (e.g., Smalltalk, 
Eiffel, and C++) and other object-oriented technologies during the 1970s and 1980s 
[Berard 2001], as well as for component-based software development that emerged during the 
1990s [Szyperski 1998]. 
 
Structure matters and one can gain various benefits if a software system is structured in the 
right way. Based on this observation, approaches for structured programming were developed 
in the 1960s. In the 1970s the concept of information hiding was introduced [Parnas 1971] 
and criteria for decomposing software systems into modules were proposed and analyzed 
(e.g., [Parnas 1972] and [Parnas 1974]). In 1976, DeRemer and Kron claimed that 
“structuring a large collection of modules to form a system is an essentially distinct and 
different intellectual activity from that of constructing the individual modules [DeRemer 
1976].” Their work was the basis for the development of a new class of languages, the module 
interconnection languages (MILs). MILs specify what the modules of software systems are 
and how they can be combined [Prieto-Diaz 1986]. Thus, they build the basis for today’s 
thinking about software architecture. 
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The need for a discipline of software architecture emerged in the late 1980s and the early 
1990s (e.g., [Shaw 1989] and [Perry 1992]). Active research in software architecture as the 
next step along these lines became very prominent during the 1990s. However, software 
architecture and architecture development is a growing but still young discipline [Bass 2003]. 
2.1.2 Definitions of Software Architecture 
What exactly is software architecture? Unfortunately, there is no universal definition of this 
term, although countless authors defined the term “software architecture” during the last 
decade to emphasize specific characteristics or to build a foundation of their work (e.g., [Perry 
1992], [Garlan 1993], [Garlan 1995], [Gacek 1995], [Booch 1999], [IEEE 1999], [Bosch 
2000], [Jazayeri 2000], [Bass 2003]). The Software Engineering Institute [SEI 2004] provides 
a comprehensive overview of definitions proposed in textbooks and research papers. 
However, there are similarities among many of these definitions.  
 
For example, in [Perry 1992] software architecture is defined as “elements, form, and 
rationale. That is, a software architecture is a set of architectural […] elements that have a 
particular form. We distinguish three different classes of architectural elements: processing 
elements, data elements, and connecting elements. […]”  
 
In [Garlan 1993] software architecture is characterized as “beyond the algorithms and data 
structures of the computation” and later it is defined in [Garlan 1995] as “the structure of the 
components of a program/system, their interrelationships, and principles and guidelines 
governing their design and evolution over time.”  
 
Booch, Rumbaugh, and Jacobson [Booch 1999] defined the term software architecture as “the 
set of significant decisions about the organization of a software system, the selection of the 
structural elements and their interfaces by which the system is composed, together with their 
behavior as specified in the collaborations among those elements […]”. 
 
The IEEE Recommended Practice for Architectural Description [IEEE 1999] defines software 
architecture as “the fundamental organization of a system embodied in its components, their 
relationships to one another, and to the environment, and the principles guiding its design 
and evolution.” 
 
These and other similar definitions take a largely structural perspective on software 
architecture. They hold that software architecture is composed of elements, connections 
among them, and, usually, some other aspects such as constraints or design rationales. These 
perspectives do not preclude one another; nor do they represent a fundamental conflict. 
Instead, they represent a spectrum in the software architecture community about the emphasis 
that should be placed on architecture. This emphasis is also clearly expressed in a definitive 
book about software architecture [Bass 2003]. In this book the software architecture of a 
program or computing system is defined as “the structure or structures of the system, which 
comprise software elements, the externally visible properties of those elements, and the 
relationships among them.” This definition has several interesting implications that can help 
us to understand the concept of software architecture in more detail. 
 
First, architecture defines software elements. The architecture embodies information about 
how the elements relate to one another. This means that it specifically omits certain 
information about elements that does not pertain to their interaction. Thus, an architecture is 
foremost an abstraction of a system that suppresses details of elements that do not affect how 
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they use, are used by, relate to, or interact with other elements. In nearly every modern 
system, elements interact with each other by means of interfaces that partition details about an 
element into public and private parts. Architecture is concerned with the public side of this 
division; private details – those having to do solely with internal implementation – are not 
architectural. 
 
Second, the definition makes clear that systems can and do comprise more than one structure 
and that no one structure can irrefutably claim to be the architecture. For example, all 
nontrivial projects are partitioned into implementation units; these units are given specific 
responsibilities and are frequently the basis of work assignments for programming teams. 
This type of element comprises programs and data that software in other implementation units 
can call or access, and programs and data that are private. In large projects, these elements are 
almost certainly subdivided for assignment to subordinate teams. This is one kind of structure 
often used to describe a system. It is very static in that it focuses on the way the system’s 
functionality is divided up and assigned to implementation teams. Other structures are much 
more focused on the way the elements interact with one another at runtime to carry out the 
system’s function. Suppose the system is to be built as a set of parallel processes. The 
processes that will exist at runtime, the programs in the various implementation units 
described previously that are strung together sequentially to form each process, and the 
synchronization relations among the processes form another kind of structure often used to 
describe a system. 
 
Third, the definition implies that every computing system with software has a software 
architecture because every system can be shown to comprise elements and the relations 
among them. This does not mean that the architecture is known to anyone. Perhaps all the 
people who designed the system are long gone, the documentation has vanished, the source 
code has been lost, and all we have is the executable binary code. The system still has its 
software architecture. This reveals the difference between the architecture of a system and the 
representation of that architecture. Unfortunately, an architecture can exist independently of 
its description, which raises the importance of architecture documentation.  
 
Finally, the behavior of each element is part of the architecture insofar as that behavior can 
be observed or discerned from the point of view of another element. Such behavior is what 
allows elements to interact with each other. 
 
In summary, the definition in [Bass 2003] not only clarifies that an architecture is composed 
of elements and connections (as advocated in the former definitions) but also that these 
elements and connections can appear in a variety of forms with different semantics, thus 
creating multiple structures that show different aspects of the architecture. 
2.1.3 Definitions of Architecture Development 
Generally speaking, architecture development is the task of a software or system development 
process in which the (software and/or system) architecture of the system is created and 
evolved. Unfortunately, there is no uniform definition of this phase in literature. However, 
many authors advocate that there is a development phase in which activities such as 
architecture definition, architecture description/documentation, and architecture quality 
attribute analysis for large and complex systems are performed (e.g., [Garlan 1993], [Booch 
1999], [Bosch 2000] and [Bass 2003]). Some of those authors emphasize the existence of 
such a phase by speaking of an architecture-centric development process (e.g., [Booch 1999] 
and [Bosch 2000]).  
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The Rational Unified Process (RUP) [Booch 1999] defines two primary artifacts in the RUP 
Analysis and Design workflow to emphasize the importance of architectural considerations: 
(1) the architecture description, which captures the architectural structures relevant for the 
project and (2) the architectural prototype, which serves to validate the architecture and serves 
as a baseline for the rest of the development. The RUP also includes activities for identifying 
design elements, for describing their distribution, and for reviewing the architecture [Booch 
1999]. 
 
Other authors discuss the reconstruction of the architectural description from an already 
implemented system as a practice that can complement architecture development (e.g., [Harris 
1995], [Kazman 1998], [Bowman 1999], and [Bass 2003]). Their opinion is that since the 
architecture description is often missing in real projects there is a strong need for recovering it 
from code structures of the system in order to allow maintenance, analysis or mining for 
existing software assets. 
 
As these references show, a dedicated process for developing architectures of large and 
complex software-intensive systems is identified by many researchers and practitioners and it 
is seen as essential. Looking at the proposals the authors made about specific activities of this 
process we can identify practices  
• for the design and documentation of the architecture and  
• for evaluating the architecture with respect to particular properties (e.g., quality attributes). 
During architecture design a candidate architecture is created based on essential requirements. 
This architecture is analyzed or reviewed in architecture evaluation and the results of this task 
are used for revising and improving the architecture during successive iterations of 
architecture design. The practices will be further elaborated in the remainder of this chapter. 
2.2 Designing the Architecture 
In the preceding sections we have reflected the definitions of architecture and architecture 
development. In this section we will provide an introduction to designing the architecture of a 
software-intensive system.  
 
The goal of architecture design is to create an architecture (description) that satisfies the 
requirements of the system. Architecture design is commonly seen as the most critical design 
activity in system development since it is concerned with fundamental decisions that affect 
the system’s major quality attributes (e.g., [Shaw 1996], [Booch 1999], [Hofmeister 2000], 
[Bass 2003]). Quality attributes such as performance, safety, and reliability are often 
impossible to “correct” or build in during later development phases (e.g., implementation). 
The decisions made during architecture design define the constraints on detailed design and 
implementation. An implementation, for example, exhibits an architecture if it conforms to 
the structural design decisions described by the architecture. This means that the 
implementation must be divided into the prescribed elements, the elements must interact with 
one another in the prescribed fashion, and each element must fulfill its responsibility to the 
others as dictated by the architecture. 
 
Many authors distinguish architecture design from detailed design by putting emphasis on the 
fact that the former is related to design decisions that affect the “overall system structure” or 
“architectural elements” (e.g., [Kruchten 2000], [Hofmeister 2000], [Malan 2002], [Bass 
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2003]). Bass et al. [Bass 2003], for example, note that “architecture is design, but not all 
design is architecture. That means, many design decision are left unbound by the architecture 
and are postponed to detailed design and implementation. The architecture establishes 
constraints on downstream activities, and these activities must produce artifacts – finer-
grained designs and code – that are compliant with the architecture.”  
 
The definition of software architecture given in Section 2.1.2 says that an architecture 
comprises “software elements, the externally visible properties of those elements, and the 
relationships among them.” We can deduce from this definition that if a design decision 
affects a software design element that is not visible to other design elements, then that 
element is not an “architectural element” – i.e., it is not important for architecture design. The 
selection of data structures, along with the algorithms to manage and access that data 
structure, is a typical example of the internal design of an element not visible to other 
elements. It is thus not of architectural importance. 
 
These statements clearly reflect the fact that architecture design is a design activity performed 
during an early stage of development, but it does not define the implementation of the system. 
Instead, architecture design is concerned with building the infrastructure of the system 
[Clements 2002]. The infrastructure deals with aspects such as how design elements 
communicate, how they pass or share data, how they initialize, shut down, self-test, report 
faults, and so on. During early architecture design the architect makes design decisions in 
order to constitute (major parts of) the system’s infrastructure. These decisions document the 
architecture’s approach to achieving the most important quality attributes of the system. In 
later design the infrastructure is refined and application functionality is added. If the early 
design decisions were “appropriate” this should be done without changing the general system 
structure. If the infrastructure cannot be preserved then the architecture needs to be 
restructured which typically results in a cost- and labor-intensive extra development effort. 
This is why many authors argue that architecture design is one of the most critical 
development activities (e.g., [Shaw 1996], [Booch 1999], [Bosch 2000], [Hofmeister 2000], 
[Bass 2003]). 
 
Figure 2-1 illustrates the major input and output data flow of architecture design. In the 
following subsection, we will particularly explore the input artifacts to architecture design, the 
output artifacts from architecture design, design support concepts, as well as architecture 
design methods in more detail. 
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2.2.1 Inputs to Architecture Design 
The primary input of architecture design is the requirements specification. The requirements 
specification documents the set of requirements that the system must achieve. According to 
[IEEE 1998b] a requirement is: 
(1) A condition or capability needed by a user to solve a problem or achieve an objective. 
(2) A condition or capability that must be met or possessed by a system or system 
component to satisfy a contract, standard, specification or other formally imposed 
documents. 
(3) A documented representation of a condition or capability as in (1) or (2). 
 
The definition includes the aspect that a requirement defines a desired system characteristic 
important to the user (or customer). This involves the fact that the user may not accept a 
system if some of the characteristics are missing. Consequently, the user would not pay for 
the system if the requirements were not met. 
 
It is widely agreed that the requirements specification should state what a system should do 
and not how it should do it (e.g., [Davis 1990], [Loucopoulos 1995], [Sommerville 1995], 
[Pohl 1996], [Wiegers 2003]). If the specification describes both hardware and software, it is 
called a system requirements specification; if it describes only software, it is called a software 
requirements specification (cf. [IEEE 1998b]). Based on the nature and complexity of the 
system under development, a system requirements specification may contain mechanical 
requirements in addition to electrical and physical requirements.  
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Figure 2-1: Overview of Architecture Design 
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The requirements specification should state both the functional and non-functional 
requirements of the system (e.g., [Davis 1990], [Sommerville 1995], [Kruchten 2000]). Non-
functional requirements are often called quality attribute requirements (e.g., [Sommerville 
1995], [Bass 2003]). In the remainder of this work, we will use the term quality attribute 
(requirement) to refer to non-functional requirements that address quality characteristics of a 
system such as modifiability, safety, reliability, and performance. 
 
Next, we explore different types of requirements in more detail. We start the discussion by 
considering the difference between functional and quality issues of a system. 
2.2.1.1 Functional and Quality Requirements 
As introduced above a requirement is a desired system characteristic the user or customer 
cares for. When a user receives a new system, he or she is primarily interested in two things: 
(1) Does the system solve the intended problem? 
(2) How well does it solve the problem? 
 
The first question is related to the functionality, the second to the quality of the system. For 
example, from a word-processing system the user expects that it would support him or her in 
writing a text, formatting it, storing it, and printing the text on demand. However, the user 
might also expect that the system has a graphical user interface that is easy to learn, that it fits 
on a single 1.44 MB diskette, and that it can be used both on his home computer running a 
Windows® Operating System and his PDA (Personal Digital Assistant) running the Palm® 
Operating System. Each of these expected “system features” might have been requirements of 
the user. The former describe typical functions of a word-processing system (typing a text, 
formatting it, storing and printing it), the latter describe special quality attributes the user 
expects from the system, namely usability, resource efficiency, and portability. 
 
The [IEEE 1990] defines the term quality as follows:  
(1) The degree to which a system, component, or process meets specified requirements. 
(2) The degree to which a system, component, or process meets customer or user needs or 
expectations. 
 
Taking this definition into consideration, the quality of a software system can loosely be 
characterized as “fitness for its intended use.” It is widely agreed that quality attributes such 
as modifiability, portability, performance, safety, security, and usability largely determine a 
system’s fitness for its use (e.g., [Bosch 2000], [Hofmeister 2000], [Kruchten 2000], 
[Clements 2002], [Bass 2003]).  
 
Many authors treat functionality and quality attributes as largely orthogonal (e.g., [Hofmeister 
2000], [Kruchten 2000], [Clements 2002], [Bass 2003]). In [Bass 2003], for example, 
functionality is defined as “ability of the system to do the work for which it was intended. A 
task requires that many or most of the system’s elements work in a coordinated manner to 
complete the job, just as framers, electricians, plumbers, drywall hangers, painters, and finish 
carpenters all come together to build cooperatively a house. Therefore, if the elements have 
not been assigned the correct responsibilities or have not been endowed with the correct 
facilities for coordinating with other elements […], the system will be unable to offer the 
required functionality. […] In fact, if functionality were the only requirement, the system 
could exist as a single monolithic module with no internal structure at all. Instead, it is 
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decomposed in modules to make it understandable and to support a variety of other 
purposes.”  
 
This statement clearly drives the common understanding that there is a difference between 
achieving functional and quality requirements. Meeting quality attributes such as 
modifiability, performance, and safety requires a comprehensive system design expertise 
[Maier 2000]. Quality attributes requirements are among the hardest to satisfy during 
architecture design and subsequent development (e.g., [Hofmeister 2000], [Bass 2003]).  
 
According to the discussion above, we can now give the following characterization for 
functional and quality requirements: 
• Functional requirements: Functional requirements describe what the system must do, 
without considering physical constraints. They express typical actions the system must 
perform and hence characterize the principal behavior of the system. The behavior that is 
specified by functional requirements manifests the functionality of the system. 
• Quality requirements: Quality (attribute) requirements specify requirements that the 
system must fulfill to achieve particular quality attributes such as performance, safety, 
security, or modifiability. In other words, quality requirements describe how well the 
functional capabilities of the system are satisfied, where “how well” is judged by some 
externally observable/measurable property of the system behavior, not its internal 
implementation. Ideally, the “how well” is justified in terms of some characteristics that 
users of the system can value or are concerned about. For example, the quality attribute 
performance refers to the responsiveness of the system. The achievement of performance 
requirements may be perceived by the user either by the time required to respond to 
specific events or the number of events processed in a given interval. Quality requirements 
can be identified during requirements elicitation by stating questions about how the system 
shall perform the required functions: How fast must a function be performed? How reliable 
must a function be? How modifiable must a function be implemented? 
In the next section, we will discuss different quality attributes which an architect has to cope 
with during architecture design. This will introduce us to requirements covering quality 
aspects and help our understanding of their implications for architecture design. 
2.2.1.2 Quality Attributes 
A first step commonly used to characterize system quality more precisely is to break it down 
into a set of more concrete quality attributes (e.g., [ISO 1992]). Quality attributes have been 
of interest to the software and systems engineering community since the early seventies. 
Different quality models have been proposed to link quality attributes to the measurable and 
observable properties of a system, for example [McCall 1977], [Boehm 1978], [ISO 1992], 
[IEEE 1998], and [Bass 2003]. There are also a variety of published taxonomies and 
definitions, and many of them have their own research and practitioner community (e.g., 
performance [Smith 2002], availability and reliability [Laprie 1992], and safety [Randell 
1995]). Each quality attribute addresses a particular quality characteristic of the system. Some 
quality attributes are observable via execution (e.g., performance, security, availability, and 
usability) [Bass 2003]. The achievement of others (e.g., modifiability) is typically addressed 
in reviews (e.g., [Kazman 1996], [Clements 2002]). 
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Table 2-1 summarizes typical quality attributes and sub-attributes that can be found in 
literature (e.g., [ISO 1992], [IEEE 1998], [Bass 2003]). The quality attributes are defined as 
follows: 
 
 
 
Table 2-1: Quality Attributes 
Quality Attributes Sub-Attributes 
Modifiability Extensibility 
Adaptability 
Integrability 
Configurability 
 
Maintainability 
Portability -- 
Interoperability -- 
Security Confidentiality 
Integrity 
 
Authentication 
Dependability Availability 
 Reliability 
Safety -- 
Performance Execution Efficiency 
 Storage Efficiency 
Usability Learnability 
Memorability 
User Error Avoidance 
User Error Handling 
Interaction Efficiency 
 
Satisfaction 
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• Modifiability. Modifiability considers how the system can accommodate anticipated and 
unanticipated changes and is largely a measure of how changes can be made locally, with 
little ripple effect on the system at large (e.g., [Buschmann 1996], [Bosch 2000], [Bass 
2003]). Modifiability requirements usually include attributes such as extensibility, 
adaptability, integrability, configurability, and maintainability. Modifiability requirements 
can be classified according to their origin as internal and external modifications. Internal 
modifications are driven from within the organization and include enhancement of 
capabilities, extension of capabilities, and deletion of unwanted capabilities [Bass 2003]. 
External modifications are driven by independent external organizations and comprise the 
introduction of new or improved standards, new COTS versions, and changes of the 
environmental interfaces [Bass 2003]. 
• Portability. Portability is the ability of a system to run under different computing 
environments [Bass 2003]. These environments can be hardware, software, or a 
combination of the two. A system is portable to the extent that all of the assumptions about 
any particular computing environment are confined to a small number of dedicated 
components [Bass 1998]. Portability makes a system more flexible in how it can be 
fielded, appealing to a broader customer base, and is thus a special case of modifiability. 
Typical portability cases are the adaptation of a system to a new hardware and/or software 
environment [Bass 1998]. 
• Interoperability. Interoperability measures the ability of a system, or of a group of parts 
constituting a system, to work with another system [Barbacci 2000]. This includes the 
exchange of information and the interpretation and usage of the information that has been 
exchanged. Interoperability sometimes exploits compatibility, which is defined as the 
ability of two or more systems or components to perform the required functions while 
sharing the same hardware or software environment [C4ISR 1998]. Interoperability affects 
system procedures for data exchange (e.g., security policy) and the infrastructure of the 
exchange (e.g., communication, system services, and hardware). 
• Security. Security is the ability to resist unauthorized attempts at usage and denial of 
service while still providing its services to legitimate users (e.g., [Howard 2001], 
[Ramachandran 2002], [Bass 2003]). This includes the protection of system data against 
disclosure, modification, or destruction as well as the protection of computer systems 
themselves and the property that a particular security policy is enforced. Security includes 
the following sub-attributes: confidentiality, integrity, and authentication [Bass 2003]. 
Confidentiality is concerned with keeping information hidden from all but the intended 
viewers. Integrity deals with keeping information intact or at least being able to detect 
whether information has been altered. Authentication relates to identifying the origins of 
information. 
• Dependability. Dependability is that property of a computer system such that reliance can 
justifiably be placed on the service it delivers (e.g., [Laprie 1992], [Randell 1995]). 
Dependability includes sub-attributes such as availability and reliability. Availability 
measures the proportion of time the system is up and running [Laprie 1992]. It is thus 
concerned with the system’s readiness for usage. Reliability is the ability of a system to 
keep operating over time [Laprie 1992]. 
• Safety. Safety is defined to be the absence of catastrophic consequences on the 
environment [Randell 1995]. In [Leveson 1995] it is defined as freedom from accidents 
and loss. This leads to a binary measure of safety: a system is either safe or it is not safe. 
Safety is a property of a computer system such that reliance can justifiably be placed in the 
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absence of accidents. Whereas dependability is concerned with the occurrence of failures, 
defined in terms of internal consequences (services are not provided), safety is concerned 
with the occurrence of accidents or mishaps, defined in terms of external consequences 
(accidents happen). The difference of intents gives rise to the following paradox: If the 
services are specified incorrectly, a system can be dependable but unsafe; conversely, it is 
possible for a system to be safe but undependable. A system might be dependable but 
unsafe — for example, an avionics system that continues to operate under adverse 
conditions yet directs the aircraft into a collision course. A system might be safe but 
undependable — for example, a railroad signaling system that always fail-stops. Both, the 
definitions of [Randell 1995] and [Leveson 1995] treat safety as freedom from damage 
(e.g., death or injuries). However, this is not in accordance with the safety notion of the 
traditional safety engineering community (e.g., [Spellman 2004]) for which safety is 
freedom from danger, which is defined as a situation in which the risk is higher than the 
highest risk that is still justifiable. 
• Performance. Performance is the degree to which a system or component accomplishes its 
designated functions within given constraints, such as speed, accuracy, or memory usage 
[Barbacci 2000]. Thus, performance refers to the response time or throughput as seen by 
the users [Smith 2002]. Responsiveness limits the amount of work processed, so it 
determines a system’s effectiveness and productivity of its users. Responsiveness is not 
limited to normal operation but may include maintenance tasks like failure recovery and so 
on. While responsiveness is primarily concerned with the speed (execution efficiency) of a 
system it should be noted that performance is often influenced by the amount of memory 
(e.g., RAM or hard disk space) that is consumed (storage efficiency). For example, 
memory limitations may influence responsiveness of multitasking operating systems, 
especially if memory data must be physically stored on a significantly slower hard drive 
(e.g., in case of a process context switch). Thus, memory required for an executing 
software system might also be considered as a performance requirement, as it relates to 
system’s run-time behavior and as it also affects the speed of system operations. 
• Usability. Usability is the ease with which a user can learn to operate, prepare inputs for, 
and interpret outputs of a system or component [Bass 2003]. It is a measure of how well 
users can take advantage of some system functionality. Usability concerns the following 
sub-attributes (e.g., [Bass 1998], [Isensee 2000]): Learnability, memorability, user error 
avoidance, user error handling, interaction efficiency, and satisfaction. Learnability is 
concerned with the time and level of difficulty for a user to learn to use the system’s user 
interface and functionality. Memorability deals with the time and ability to remember how 
to do system operations between uses of the system. User error avoidance is the system’s 
anticipation and prevention of common user errors. User error handling copes with the 
ability of the system to help the user recovering from errors. Interaction efficiency is the 
ability of the system to respond with appropriate speed to a user’s requests. Finally, 
satisfaction is concerned with the ability of the system to make the user’s job “easy”. 
Making a system’s user interface clear and easy to use is primary a matter of getting the 
details of a user’s interaction correct. This is supported by matching the interface to the 
user’s mental model of the system, using familiar metaphors, standards, and interface 
conventions, providing consistency in the user interface, dealing with aesthetics, providing 
adequate performance, and allowing the user to feel that they are in control. Note that user 
error handling and interaction efficiency have safety and performance implications, 
respectively. 
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2.2.1.3 Quality Attribute Tradeoffs 
When adopting a system perspective one can observe that many of the quality attributes 
presented in the previous section trade off against one another; that is, if requirements 
pertaining to one quality attribute are changed, other quality attributes (and associated 
requirements) will also be affected by this change. In particular, it is not possible to maximize 
all quality requirements at the same time. In an early paper on software quality, Boehm and 
his colleagues have identified this tradeoff as an important problem [Boehm 1978]: 
 
“The major problem is that many of the individual characteristics of quality are in conflict; 
added efficiency is often purchased at the price of portability, accuracy, understandability, 
and maintainability.” 
 
The reason for this problem is that the decisions a system architect makes during system 
design to meet particular requirements often influence more than one quality attribute (e.g., 
[Clements 2002]). If the system architect changes one quality requirement by modifying the 
corresponding design decisions, other quality attributes might also be affected. Increasing the 
performance of a system by bridging abstraction layers, for example, will decrease the 
modifiability of the system. 
 
Tradeoffs among quality attributes are the reason for quality requirement conflicts. A quality 
requirement conflict occurs if it is difficult or impossible to satisfy two or more quality 
requirements at the same time. One major problem in this context is that requirement conflicts 
usually are not obvious, especially when they are related to complex design dependencies.  
 
Different authors discuss competing quality attributes (e.g., [McCall 1977], [Boehm 1978], 
[McCall 1994], [Chung 1995], [Kitchenham 1996], [Bass 1998], [Barbacci 2000], [Thiel 
2001c]). Table 2-2 shows typical relationships among quality attributes identified during a 
study conducted in [Thiel 2001c]. A cross (³) represents a conflict between two qualities. 
Qualities that usually support one another are marked by a dot (z). A blank means that there 
is no dependency between two qualities or that the dependency is up to a specific application 
context. By giving counter examples the authors emphasize that the relationships are not strict 
measures that apply in every case. They also point out that conflicting requirements should be 
treated carefully since it is very likely that they will require tradeoff decisions during 
architecture design. 
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Table 2-2: Typical Relationships Between Quality Attributes [Thiel 2001c] 
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Dependability z z
Performance ³ ³ ³ ³ ³
Usability ³ z z  
 
Unfortunately, relatively little attention has been paid to the process of systematically dealing 
with conflicts in quality requirements with the result that this research field is still immature. 
However, goal-oriented approaches such as the NFR-Framework [Chung 1995] that treat 
quality requirements as potentially conflicting or synergistic goals to achieve, while 
considering development alternatives, which could meet the stated quality goals seem to be 
promising. Besides, there are also research tools that support the identification and 
documentation of quality requirement conflicts during requirements engineering (e.g., 
[Boehm 1996], [Chung 1999]). 
2.2.1.4 Architectural Drivers 
Architectural drivers are those requirements of a requirements specification that are most 
relevant for architecture design (e.g., [Jazayeri 2000], [Bass 2003]). The existence of 
architectural drivers is based on the fact that some requirements are more important for the 
design of an architecture than others and that it is good practice to start designing the system 
by considering those requirements first. 
 
Architectural drivers are important for achieving the business goals of a system development 
effort [Bass 2003]. Typically, the drivers are a subset of the quality requirements but they can 
also cover functional aspects which provide essential services of the system [Bass 2003]. 
Figure 2-2 illustrates the candidate set of architectural drivers within a system’s requirements 
specification. 
 
Other authors such as Jazayeri et al. [Jazayeri 2000] define architectural drivers as 
requirements which address infrastructure aspects of a system. They propose to seek for 
requirements that address aspects such as system configuration, software upgrade/update, and 
failure management since these requirements usually make up a system’s infrastructure 
[Jazayeri 2000]. 
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Karlsson and Ryan [Karlsson 1997] focus on the cost and value of requirements in order to 
identify those requirements that should be considered for the system’s architecture. They 
interpret quality in relation to a candidate requirement’s potential contribution to customer 
satisfaction with the resulting system. Their cost-value approach ranks candidate requirements 
in two dimensions: according to their value to customer and users, and according to their 
estimated cost of implementation (cf. [Karlsson 1997]). Karlsson and Ryan [Karlsson 1997] 
propose to apply the Analytic Hierarchy Process (AHP) [Saaty 1994] for ranking 
requirements. AHP is a decision support methodology which is based on pair-wise 
comparisons (e.g., [Saaty 1994]). 
 
As these statements demonstrate there is no common definition of the term architectural 
driver. However, the authors agree on the fact that architectural drivers are requirements that 
are important for architecture design since they shape the architectural infrastructure (e.g., 
[Karlsson 1997], [Jazayeri 2000], [Bass 2003]). Bass et al. [Bass 2003] add that architectural 
drivers are also essential for achieving the business goals.  
 
An interesting observation is that, there is currently no design method which is concerned 
with systematically judging requirements according to their relevance for architecture design 
(cf. Section 2.2.4). This issue is related to research gap 1 of this thesis (cf. Section 1.3.1) and 
will be further discussed in Section 2.2.5. 
 
 
Functional 
Requirements
Quality 
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Architectural 
Drivers
System Requirements
= RequirementLegend:  
Figure 2-2: System Requirements and Architectural Drivers 
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2.2.2 Outputs from Architecture Design 
The primary product of architecture design is the architecture documentation or architecture 
description (e.g., [Clements 2003]). The architecture description documents the (software 
and/or system) architecture and shows how the architect has implemented the requirements.  
 
There are two fundamental approaches to capture an architecture’s description: a formal and 
an informal approach (e.g., [Shaw 1996], [Clements 2003]). In the formal approach, the 
architecture description is documented in a formal Architecture Description Language (ADL), 
usually to increase the reusability of architectural designs, and to support analysis and 
simulation (e.g., [Garlan 1997]). Different ADLs have been proposed in literature (e.g., 
Wright [Allen 1994], UniCon [Shaw 1995], Rapide [Luckham 1995], Darwin [Magee 1996], 
ACME [Garlan 1997], and AADL [Feiler 2004]). A comprehensive comparison of ADLs is 
provided in [Medvidovic 2000]. In the informal approach the constituting elements and 
relationships of an architecture are recorded in a semi-formal way – typically by using a 
particular design notation with textual annotations (e.g., UML [Jacobson 1999]). We focus on 
the informal way of documenting architectures in the remainder of this work. ADLs are 
beyond the scope of this thesis (cf. Section 1.3.2). 
 
Although an IEEE working group has created a recommended practice for architecture 
description [IEEE 1999], there is no established standard for documenting an architecture. 
However, many authors propose different views to document an architecture (e.g., [Zachmann 
1987], [Kruchten 1995], [Booch 1999], [IEEE 1999], [Hofmeister 2000], [Malan 2002], 
[Clements 2003]). The use of different views naturally reflects the fact that an architecture 
consists of multiple structures, not only a single structure (cf. Section 2.1.2).  
 
Besides the documentation of what the architecture is (architectural views), Clements et al. 
[Clements 2003] also propose to include information about why the architecture is the way it 
is. In this context, they advocate to document the reasoning behind architectural decisions, 
especially if decisions apply to more than one view. This is beneficial for a better 
understanding of the architecture design. Figure 2-3 illustrates the two concepts of 
architecture description in UML notation [Jacobson 1999]. We will explore architectural 
views and architectural decisions in the following subsections.  
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Figure 2-3: Elements of an Architecture Description 
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2.2.2.1 Architectural Views and View Types 
Many stakeholders are interested in an architecture description. Kruchten [Kruchten 2000], 
for example, has conducted the following list of persons that have a stake in the architecture: 
• The architect, who uses it to reason about evolution or reuse 
• Users or customers, who use it to visualize at a high level what they are buying 
• The software project manager, who uses it to organize teams and plan the development 
• The designers, who use it to understand the underlying principles and locate the 
boundaries of their own design 
• Subcontractors, who use it to understand the boundaries of their chunk of development 
• The system specialist, who uses it to understand the technological constraints and risks 
• Other development organizations, which use it to understand how to interface with it 
To allow the various stakeholders communicating and reasoning about the architecture, the 
architecture must be represented in a way that is understandable for them and that reflects 
their concerns. For example, for a building, different types of blueprints are used to represent 
different aspects of the building’s architecture: floor plans, elevation, electrical cabling, water 
pipes, central heating, and ventilation. Over decades, blueprints have evolved into standard 
forms such that each person involved in the design and construction of the building 
understands how to read and use them. Each of these blueprints tries to convey one aspect of 
the building’s architecture for one category of stakeholders. The blueprints are not 
independent of each other but must carefully be coordinated (e.g., [Hofmeister 2000]). 
 
Similarly, for the architecture of a software-intensive system, one can envisage various 
blueprints for different purposes. Examples from [Kruchten 2000] include blueprints 
• To organize the functionality of the system 
• To address concurrency aspects 
• To describe the physical distribution of the software on the underlying platform 
These blueprints are what the software architecture community calls architectural views (e.g., 
[Kruchten 1995], [IEEE 1999], [Hofmeister 2000], [Bass 2003].) An architectural view is a 
simplified description (or abstraction) of a system (architecture) from a particular perspective 
or vantage point, covering particular concerns and omitting concerns that are not relevant to 
this perspective [Kruchten 2000]. Views help reducing the perceived complexity through a 
separation of concerns. A view illustrates a particular structure of the architecture, and 
multiple views describe the architecture (as reflected in the definition of software architecture 
given in Section 2.1.2). Views are not “orthogonal” as concerns are normally overlapping 
[IEEE 1999]. But each view usually contains new information about the system. The 
dependency among views itself can be represented by dedicated views (e.g., [Clements 
2003]).  
 
Different authors have proposed a variety of architectural views to be used for architectural 
description (e.g., [Zachmann 1987], [Kruchten 1995], [Soni 1995], [Issarny 1998], [Booch 
1999], [IEEE 1999], [Hofmeister 2000], [Clements 2003]). They recommend to use different 
modeling elements and relations for constructing a particular view as well as specific system 
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concerns the view addresses. There are three key system aspects almost every author 
considers: 
• Structural or static aspects, showing how the system elements are decomposed and relate 
to each other (e.g., logical [Kruchten 1995], implementation [Hofmeister 2000]), and 
module view [Kruchten 1995]) 
• Behavioral or dynamic aspects, showing the interactions among system elements (e.g., 
process [Kruchten 1995] and execution view [Hofmeister 2000]) 
• Distribution or allocation aspects, showing how the system elements are mapped to each 
other or to the environment (e.g., deployment [Kruchten 1995] and code view 
[Hofmeister 2000]) 
Structural, behavioral, and distribution views are called basic architectural structures or view 
types (e.g., [Bass 2003], [Clements 2003]). From these view types, a variety of architectural 
view styles that represent different concerns of a system can be derived. Clements et al. 
[Clements 2003], for example, introduce their own view type terminology. They introduce 
three view types, which they call module, component-and-connector, and allocation view type 
for representing structural, behavioral, and distribution aspects of an architecture. For each 
view type, they define, in turn, a set of sub-types (styles) which can be used to represent 
different concerns of the system. Table 2-3 shows a summary of their view type terminology. 
 
 
Table 2-3: Architectural View Types [Clements 2003] 
View Type  Style Concerns 
Module Decomposition Resource allocation; encapsulation; configuration control 
Uses Dependencies among components; separation in processes/tasks 
Layered Encapsulation; virtual machines  
Class Instances of components; shared methods 
Component-and-Connector Client-Server 
Distributed operation; separation of 
concerns; performance analysis; load 
balancing 
Concurrency Thread analysis; resource contention analysis  
Shared Data Data producer/consumer analysis 
Allocation Deployment Allocation of software to hardware nodes; safety/security analysis 
Implementation Configuration control; integration; test activities 
 
Work Assignment 
Assignment of software components 
to development team; best use of 
expertise; management of 
commonality 
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Figure 2-4 shows the module view of a MP3 Player software architecture with subsystems 
and dependencies among them. The deployment view of the MP3 Player architecture is 
depicted in Figure 2-5. It shows how many software processes exist in the system and how 
these processes are allocated to hardware elements. 
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Figure 2-4: Module View of the MP3 Player Architecture 
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Figure 2-5: Deployment View of the MP3 Player Architecture 
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Different architectural views also expose different quality attributes (cf. Section 2.2.1.2). For 
example, a concurrency view [Clements 2003] enables to reason about the performance of the 
system. That is, the responsiveness of the system as well as the amount of memory that is 
consumed during runtime. Therefore, the quality attributes that are of concern to the 
stakeholders in the system’s development will affect the choice of views to document. In 
other words, the set of relevant architecture views must be determined during architecture 
development. As we will see in Section 2.2.5, there is currently no architecture method that 
supports a flexible view construction/selection. Additionally, the application domain or 
complexity of the system can constrain the use of views (e.g., [IEEE 1999]). Therefore, 
usually not all possible architectural views must be described and views for a particular view 
types can be omitted [Clements 2003].  
 
Furthermore, each architectural view embodies information about the name and 
responsibilities of the design elements and about how the elements relate to one another 
[Clements 2003]. This is also clearly reflected in the definition of software architecture (cf. 
Section 2.1.2).  
 
An architecture design element’s name is the primary means to refer to it (e.g., [Bachmann 
2000]). It often suggests something about its role in the system: an element called “Engine 
Management,” for instance, probably has little to do with numeric simulations of chemical 
reactions. In addition, an element’s name may reflect its position in some decomposition 
hierarchy. 
 
The responsibility for a design element is a way to identify its role in the overall system, and 
establishes an identity for it beyond the name (e.g., [Clements 2003]). Whereas an element’s 
name may suggest its role, a statement of responsibility establishes a description of the 
services the element provides (e.g., [Hofmeister 2000]). Clements et al. [Clements 2003] 
recommend that the description of responsibilities should not overlap among different design 
elements since this is an indicator of misconception. A typical representation of 
responsibilities and collaborations of design elements is the Class-Responsibility-Collaborator 
(CRC) card [Beck 1989]. 
 
Design elements interact with one another by means of interfaces that partition details about 
an element into public and private parts [Clements 2003]. Architecture is concerned with the 
public information among elements [Bass 2003]. An interface of a design element describes 
which services can be accessed by other elements of the architecture (e.g., [Szyperski 1998]). 
An element may have zero, one, or multiple interface(s) [Szyperski 1998]. As mentioned 
above, some of the interfaces exist for internal purposes only. That is, they are used only by 
the subordinate design elements (e.g., software module) within the enclosing parent element 
(e.g., subsystem). They are not visible outside that context and therefore they are not related 
to the parent interfaces [Bass 2003]. 
2.2.2.2 Architectural Decisions 
Architecture development is a decision making process. A software/system architect makes 
design decisions in order to satisfy the system’s requirements (e.g., [Malan 2002]). The 
decisions the architect makes shape the architecture and finally result in different architectural 
views. For example, assume an architect has to satisfy the following portability requirement: 
 
“The system’s software portion shall be independent from the underlying hardware.” 
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A decision of the architect could be to introduce a hardware abstraction layer into the software 
architecture. This may affect particular architectural views.  
Figure 2-6 depicts the influence of the decision in the module view [Kruchten 1995]. As 
shown the structure of the system is changed by the decision. Note that the introduction of the 
Hardware Abstraction subsystem requires changes in the Application and Communication 
subsystems in order to allow a proper communication. 
 
In practice, the decision making process during architecture design is highly complex. The 
architect has usually to cope with many competing decisions during architectural design (e.g., 
[Malan 2002]). Each decision leads to progress in design and thus in extensions and 
adaptation of architectural views. A big problem is that after some design progress is made 
usually many of the key decisions cannot be understood anymore by simply studying the 
created architectural views. In other words, a lot of the information why the architecture (or 
portions of it) is the way it is gets lost and cannot be reconstructed from the views anymore. 
This is critical because making key decisions (and documenting the rationales behind the 
decisions) explicitly supports understanding the main approaches the architect adopts to 
satisfy the most important requirements.  
 
Clements et al. [Clements 2003] discuss further circumstances in which it is beneficial to 
document the rationale of a design decision: 
• The design team spent significant time evaluating options before making a decision. 
• The decision seems not to make sense at first blush but becomes clear when more 
background is considered. 
• The issue is confusing to (new) team members. 
• The decision has a widespread effect that will be difficult to undo. 
• The architect thinks it is cheaper to capture it now than capturing it later. 
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Figure 2-6: Architectural Decision and Architectural View 
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Thus, it is useful to complement the architecture description with a documentation of 
important design decisions (e.g., [Malan 2002]). Clements et al. [Clements 2003] propose to 
capture the following information for each decision: 
• Decision: A summary of the design decision. 
• Constraints: The key constraints that ruled out other possibilities. For example, a 
particular operating system or components from a legacy system must be used. 
Alternatively, a particular commercial component must be chosen because of the 
organization’s relationship with its vendor.  
• Alternatives: The options the architect considered and the reason for ruling them out. The 
reasons can be technical or non-technical, as noted in the constraints part of the 
description. 
• Effects: The implications or ramifications of the decision. For example, what constraints 
does the decision impose to downstream developers, users, maintainers, testers, or 
builders of other interacting systems? 
• Evidence: Any confirmation that the decision was a good one. For example, an 
explanation how the design choice meets the requirements (e.g., quality requirements) or 
satisfies constraints. 
Like all documentation, the recording of design decisions and the reasoning behind these 
decisions is subject to a cost/benefit equation (e.g., [Hofmeister 2000], [Bass 2003], 
[Clements 2003]). Not every design decision comprising an architecture should be 
accompanied by rationales explaining them. The reason is that it is simply too time 
consuming and many design decisions may not be important enough to warrant 
documentation [Bass 2003]. The selection of the important decisions for documentation in the 
architecture description is lastly the responsibility of the architect. However, it is an essential 
activity of architecture design (e.g., [Hofmeister 2000], [Malan 2002]). 
2.2.3 Design Support Concepts 
In this section we discuss architectural strategies, patterns, and mechanisms which are 
important concepts to support the decision making process during architecture design. 
2.2.3.1 Architectural Strategies 
According to [Garland 2003], an architectural strategy is a collection of design decisions that 
support the achievement of a particular requirement. Architectural strategies represent design 
options for the architect. Bass et al. [Bass 2003] adopted the term tactics in order to describe 
design options that influence the control of quality attributes. Smith and Williams [Smith 
2002] use the term design principles for describing options to address performance 
requirements of a system. However, we use the term architectural strategy throughout this 
work in order to denote an approach to solve a particular class of design problems that is 
related to a set of requirements. 
 
Critical design problems are usually associated with quality attribute requirements (e.g., 
[Smith 1993], [Kruchten 2000], [Bass 2003]). Architectural strategies help the architect in 
getting started to addressing a design problem. For example, reducing the communication 
overhead between software components is an architectural strategy that an architect can use 
for addressing performance problems. Architectural strategies are different from architectural 
patterns (e.g., [Buschmann 1996]) as they do not capture a particular implementation of the 
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solution concerning a design problem but rather provide an outline how to tackle the problem 
(e.g., [Ramachandran 2002], [Smith 2002], [Bass 2003). Architectural patterns thus make use 
of architectural strategies in order to approach a particular solution to a design problem [Bass 
2003]. Architectural patterns and mechanisms are further discussed in Section 2.2.3.2. 
 
Various authors have documented architectural strategies for different quality attributes (e.g., 
availability [Jalote 1994], security [Ramachandran 2002], and performance [Smith 1994]). 
Bass et al. [Bass 2003] provide a comprehensive summary of strategies for achieving 
availability, modifiability, performance, security, testability, and usability. Table 2-4 shows 
strategies for addressing availability problems [Bass 2003]. Ping/echo, for example, is a 
strategy that can be used for detecting faults and, thus, improving availability. It includes the 
following solution approach to fault detection:  
 
Ping/echo. One design element issues a ping to another element and expects to receive back 
an echo. If the echo is not received within a predefined time then the issuing element will 
report that the element under scrutiny is faulty. 
 
In summary, architectural strategies help an architect to reason about design decisions to 
address particular quality requirements adequately. Architectural strategies are broader 
defined than patterns and do not provide a concrete implementation of the solution. 
 
 
Table 2-4: Architectural Strategies Addressing Availability [Bass 2003] 
Category Architectural Strategy 
Fault detection Ping/echo 
Heartbeat  
Exceptions 
Fault recovery Voting 
Active redundancy 
Passive redundancy 
Spare 
Shadow operation 
State resynchronization 
 
Checkpoint/rollback 
Fault prevention Removal from service 
Transactions 
Process monitor 
Generalize the module 
 
Limit possible options 
Prevention of ripple effects Hide information 
 Maintain existing interfaces 
 Restrict communication paths 
 Use an intermediary 
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2.2.3.2 Architectural Patterns and Mechanisms 
In contrast to architectural strategies, architectural patterns capture existing solutions to 
recurring design problems in a comprehensive format (e.g., [Buschmann 1996]). During the 
last decade, a lot of patterns and pattern-based approaches have been proposed (e.g., [Gamma 
1995], [Shaw 1996], [Buschmann 1996], [Fowler 1997], [Douglas 1999], [Schmidt 2000], 
[Kircher 2004]). These approaches originate in the work of the building architect Christopher 
Alexander, who developed a pattern language for designing buildings and cities [Alexander 
1977]. 
 
Several different formats have been used for describing patterns (e.g., [Gamma 1995], 
[Buschmann 1996], [Fowler 1997]). Despite the use of these formats, it is generally agreed 
that a pattern should contain certain essential elements. Regardless of the particular 
format/headings used, the following essential elements are clearly recognizable in a pattern 
description (e.g., [Buschmann 1996]): 
• Name: A meaningful name. 
• Problem: A statement of the problem which describes its intent: the goals and objectives it 
wants to reach within the given context and forces. 
• Context: The preconditions under which the problem and its solution seem to recur, and for 
which the solution is desirable. 
• Forces: A description of the relevant forces and constraints and how they interact/conflict 
with one another. 
• Solution: Static relationships and dynamic rules describing how to realize the desired 
outcome. 
• Examples: One or more sample applications of the pattern. 
• Resulting Context: The state or configuration of the system after the pattern has been 
applied, including the consequences (both good and bad) of applying the pattern, and other 
problems and patterns that may arise from the new context. 
• Rationale: A justifying explanation of steps or rules in the pattern in terms of how and why 
it resolves its forces in a particular way. 
• Related Patterns: The static and dynamic relationships among this pattern and other 
patterns. 
• Known Uses: Known occurrences of the pattern and its application within existing 
systems.  
Architectural patterns include mechanisms that describe how the patterns implement the 
solution [Buschmann 1996]. According to [Booch 1996], these mechanisms make up the soul 
of a pattern. Booch [Booch 1994] originally introduced the term mechanism as “a structure 
whereby objects collaborate to provide some behavior that satisfies a requirement of the 
problem.” Essentially, a mechanism describes the core solution approach and structure how 
patterns address the design problem. Each mechanism is built on architectural strategies 
[Booch 1994]. We will use the term architectural mechanism in the remainder of this work in 
order to refer to the design solutions captured in an architectural pattern. 
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The description of an architectural mechanism includes a number of pre-defined design 
decisions together with a concrete implementation of those decisions (e.g., [Gamma 1995]). 
The more design decisions are codified in a mechanism, the more precise the properties of the 
system part based on this mechanism can be predicted. However, the more design decisions 
are pre-defined, the more restricted is the problem domain to which the mechanism can be 
applied. Figure 2-7 shows an example of the design structure of the broker pattern provided in 
[Buschmann 1996]. The mechanism included in the pattern is as follows: 
 
A broker is a messenger that is responsible for the transmission of requests from clients to 
servers, as well as the transmission of responses and exceptions back to the client. A broker 
must have some means of locating the receiver of a request based on its unique system 
identifier. A broker offers APIs (Application Programming Interfaces) to clients and servers 
that include operations for registering servers and for invoking server methods. 
 
When a request arrives for a server that is maintained by the local broker, the broker passes 
the request directly to the server. If the server is currently inactive, the broker activates it. All 
responses and exceptions from a service execution are forwarded by the broker to the client 
that sent the request. If the specified server is hosted by another broker, the local broker finds 
a route to the remote broker and forwards the request using this route.  
 
Client-side proxies represent a layer between clients and the broker. This additional layer 
provides transparency, in that a remote object appears to the client as a local one. In detail, the 
proxies allow the hiding of implementation details from the clients such as the inter-process 
communication mechanism used for message transfers between clients and brokers, the 
creation and deletion of memory blocks, and the marshaling of parameters and results. 
 
Server-side proxies are similar to client-side proxies. They are responsible for receiving 
requests, unpacking incoming messages, unmarshaling the parameters, and calling the 
appropriate service. They are also used for marshaling results and exceptions before sending 
them to the client. When results or exceptions are returned from a server, the client-side proxy 
receives the incoming message from the broker, unmarshals the data and forwards it to the 
client. 
 
 
Figure 2-7: Broker Pattern [Buschmann 1996] 
42 Chapter 2. Related Work in Architecture Development
 
 
Bridges are optional components used for hiding implementation details when two brokers 
interoperate. Suppose a broker system runs on a heterogeneous network. If requests are 
transmitted over the network, different brokers have to communicate independently of the 
different network and operating systems in use. A bridge builds a layer that encapsulates all 
these system-specific details. 
 
In summary, a mechanism within an architectural pattern refines architectural strategies and 
adds details to the solution. A mechanism implements architectural strategies. The 
implementation details are usually recorded in the pattern description. During design and 
implementation an architectural mechanism is further refined through corresponding design 
and implementation decisions. This refinement does not affect the design structure the 
pattern/mechanism has originally introduced into the architecture. Consequently, architectural 
strategies and mechanisms support architecture design activities (e.g., [Bass 2003]). 
2.2.4 Architecture Design Methods 
In this section, we provide an overview of methods for architecture design. Despite the 
importance of architecture design for the success of a system development project, there is no 
generally accepted standard process in literature for creating an architecture. Instead, a variety 
of approaches can be found (e.g., [Rumbaugh 1991], [Jacobson 1997], [Bosch 2000], [Bass 
2003]). However, the essence of design is decision-making (cf. Section 2.2.2). In general, an 
architecture design method specifies: 1) what decisions a designer must make, 2) how those 
decisions should be made, and 3) in what order they should be made [Brooks 1995]. An 
architecture design method, then, provides the intellectual roadmap that enables a designer to 
refine the architecture successfully to achieve the given requirements. Architecture design 
methods aim at improving the ability of software designers to produce designs of reasonable 
quality on a repeatable basis (e.g., [Kruchten 2000]). Unfortunately, the studies presented in 
Chapter 1 reveal that current approaches do not always guarantee appropriate architectures. 
 
Next, existing architecture design methods are discussed in more detail. In Section 2.2.5, a 
summary of the commonalities and differences of these methods is provided. The methods are 
then evaluated according to the research gaps of this thesis (cf. Section 1.3.1). 
2.2.4.1 Structured Analysis and Design (SA/SD) 
One of the first integrated approaches for software design was the combination of Structured 
Analysis with Structured Design (SA/SD) [Yourdon 1979]. The software modeling and 
design paradigms established have continued to the present as one of the fundamental 
approaches to software development. SA/SD models different system views (e.g., data flow, 
control flow, functional structure). It uses a variety of heuristics to form each view, and 
connects to the management view through measurable characteristics of the analysis and 
design models. 
 
SA/SD prescribes development in two basic steps.  
1. Define the flow of data in the system: Prepare a data flow decomposition of the system to 
be built. A data flow decomposition is a tree hierarchy of data flow diagrams, textual 
specifications for the leaf nodes of the hierarchy, and an associated data dictionary. The 
data flow decomposition reflects the flow of data between functional operations of the 
system. The functional operations are derived from major functional system requirements. 
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2. Transform data flow to structural entities: Transform the data flow decomposition into a 
function and module hierarchy that fully defines the structure of the software in 
subroutines and their interaction. Interactions can be specified by control flow models. 
State models are used to show sequential actions and combinations of actions and modes  
 
The design hierarchy is then coded in the programming language of choice. The design 
hierarchy is converted to software code. The internals of each routine are coded from the 
included process specifications, though this requires human effort. 
 
The SA/SD method provides heuristics for transformation of an analysis model into a 
structure chart, and for evaluation of alternative designs [Yourdon 1979]. The heuristics are 
strongly prescriptive in the sense that they are stated procedurally. The transformation is a 
type of refinement or reduction of abstraction. At the same time, heuristic guidelines like 
“strive for loose coupling” are given measurable form, as the design is refined into specific 
programming constructs. 
2.2.4.2 Object-Oriented Design (OOD) 
Since the hype of object-oriented (OO) software development in the 1980s and early 1990s, a 
lot of methods for object-oriented design (OOD) have been proposed (see [TOA 1995] for a 
comprehensive overview). Leading members of those methods are the Object Modeling 
Technique (OMT) [Rumbaugh 1991], Object-Oriented Software Engineering (OOSE) 
[Jacobson 1992], and the Booch method [Booch 1994] which later evolved into the Rational 
Unified Process [Jacobson 1999]. 
 
OOD methods derive from data-oriented and relational database software design practice. 
They package data and functional decomposition together. Where structured methods build a 
functional decomposition backbone on which they attempt to integrate a data decomposition, 
the OOD methods emphasize a data decomposition on which the functional decomposition is 
arranged. OOD methods consist of activities, which lead to different analysis and design 
models that correspond to different views of a system. The models are initially defined, then 
refined as the phases of the method progress. Three typical models of OOD are: 
• The object model, which describes the static structure of the objects in a system and their 
relationships. 
• The dynamic model, which describes the aspects of the system that changes over time. 
This model is used to specify and implement the control aspects of a system.  
• The functional model, which describes the data value transformations within a system. 
OOD methods are usually divided into different phases, which represent stages of the 
development process. The following three phases are typical in OOD: 
1. Analyze problem: Based on a statement of the problem or user requirements, build a 
model of the real world situation. User requirements can be refined by use cases (e.g., 
[Jacobson 1992]). They typically reflect the functional requirements of the system. 
2. Design system: Partition the target system into subsystems, based on a combination of 
knowledge of the problem domain and the proposed architecture of the target system 
(solution domain). This results in a system design document that includes the basic system 
architecture and high-level decisions.  
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3. Specify design objects: Construct a design, based on the analysis model enriched with 
implementation detail, including the computer domain infrastructure classes. 
 
The logic of object-oriented methods is to decompose the system in a data-first fashion, with 
functions and data tightly bound together in classes. Instead of a functional decomposition 
hierarchy, a class hierarchy is created. Functional definition is deferred to the detailed 
definition of the classes. The object-oriented logic works well where data, and especially data 
relation complexity, dominates the system. 
 
OOD methods combine data (relational), behavioral, and physical views. The physical view is 
well captured for software-only systems, but specific abstractions are not given for hardware 
components. While, in principle, OMT, OOSE and other object-oriented methods [TOA 
1995] can be extended to mixed hardware/software systems, and even more general systems, 
there is a lack of real examples to demonstrate feasibility. Broad, real experience has been 
obtained only for predominantly software-based systems [TOA 1995]. 
2.2.4.3 Reuse-Based Software Engineering Business (RSEB) 
The Reuse-Based Software Engineering Business (RSEB) [Jacobson 1997] consists of a 
process framework that supports systematic software reuse during system development. It is 
founded on a component-based approach [Szyperski 1998] to software development and 
fundamentally includes the following activities for architecture design: 
1. Model the domain: For modeling the domain, a use case driven approach [Jacobson 1992] 
is followed. During this approach high-level use cases are identified and the purpose, flow 
of events, and variation points addressed are described. Next, objects and methods in the 
use case are identified and an analysis model that shows the variation between the objects 
is created. From this analysis model logical classes/components used to prepare the 
domain design are derived. 
2. Design the domain: First, a layered functional (logical) architecture containing the main 
service blocks (logical building blocks) of the domain is created. Based on the functional 
architecture a so-called class architecture is derived, and the dependencies between classes 
and services are recorded. Next, the dynamic behavior of the object classes is modelled. 
At last, the class interfaces with the specified variation are developed. 
 
2.2.4.4 User Centered Design (UCD) 
User Centered Design (UCD) [Isensee 2000] is an approach that supports the entire 
development process with user-centred activities. The goal is to create applications, which are 
easy to understand and easy to use. An UCD approach focuses on optimizing the usability of 
software systems. Usability requirements can take the form of how accurately users complete 
their tasks, how long they take, and how satisfied they are (cf. Section 2.2.1.2). 
 
UCD includes the following general steps for architecture design: 
1. Analyze: Identify and prioritize which user issues will contribute to the success of the 
project. Describe who will use the system, and how it will be used. Define the main goals 
the users are to perform and define a comprehensive list of all tasks the users will perform. 
Prioritize tasks according to their importance.  
2. Design: Start by designing flow structure and navigation to support main tasks. Produce 
prototypes (ranging from simple paper mock-ups to interactive computer-based 
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prototypes) to obtain user feedback on the extent to which proposed solutions meet user 
needs. Their use will make the potential outcome and interaction scenario more tangible to 
users.  
3. Evaluate: Evaluate the design from a user perspective. This should be done early and 
continuously during the design process. Design solutions are improved until requirements 
are met. When a complete prototype is available, usability requirements for user 
performance and satisfaction can be tested. 
 
2.2.4.5 Rational Unified Architecture Design Process (RUP-AD) 
The Rational Unified Process (RUP) [Kruchten 2000] includes best practices for developing 
software systems. These practices are packaged in various workflows and can be applied to a 
wide range of organizations. RUP deals with activities of the entire software development 
life-cycle. It also includes guidelines for architecture design (RUP-AD). The primary result of 
RUP-AD is the design model, which strives to preserve a structure of the system as imposed 
by the requirements of the system. RUP-AD primarily considers the following quality 
attributes [Kruchten 2000]: usability, reliability, performance, and maintainability. 
 
RUP-AD proposes the following activities for architecture design: 
1. Define a candidate architecture: Create an initial sketch of the architecture of the system, 
by defining an initial set of architecturally significant elements to be used as the basis for 
analysis, an initial set of analysis mechanisms, the initial layering and organization of the 
system; and the use-case realizations to be addressed in the current iteration. Identify 
analysis classes from the architecturally significant use cases and update the use-case 
realizations with analysis class interactions. 
2. Refine the architecture: Identify appropriate design elements from analysis elements and 
appropriate design mechanisms from related analysis mechanisms. Maintain the 
consistency and integrity of the architecture, ensuring that new design elements identified 
for the current iteration are integrated with pre-existing design elements and maximum 
reuse of available components is achieved as early as possible in the design effort. 
Describe the organization of the system's runtime and deployment architecture. 
3. Analyze behavior: Transform the behavioral descriptions provided by the use cases into a 
set of elements on which the design can be based. Analyze behavior is concerned with 
how to deliver the needed application capabilities (functionality). 
4. Design components: Refine the definitions of design elements by working out the details 
of how the design elements implement the behavior required of them. Refine and update 
the use-case realizations based on new design elements introduced, thus keeping the use-
case realizations up to date. In addition, define the concurrent threads of control in the 
system and the protocols among them. Review the design as it evolves. 
5. Design the database: This is an optional activity, invoked when the system involves a 
large amount of data in a database. Its purpose is to identify the persistent classes in the 
design and to design appropriate database structures to store the persistent classes.  
 
All models created during the RUP architecture design process are expressed in terms of the 
Unified Modeling Language (UML) [Jacobson 1999].  
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2.2.4.6 Attribute Driven Design Method (ADD) 
The Attribute Driven Design (ADD) method [Bass 2003] is an approach to defining a 
software architecture that bases its decomposition on quality attributes the software has to 
fulfill. ADD is positioned in the life cycle after requirements analysis and can start when the 
architecturally relevant requirements are known. The method produces the resulting 
architecture by recursively decomposing the system into a set of subsystems and then each 
subsystem into a set of components. For large systems, these components can be further 
decomposed if necessary. Systems, subsystems, and components are called design elements 
[Bass 2003]. Once a design element has been decomposed, it can be seen as an aggregation of 
its child design elements. 
 
ADD involves the following seven steps: 
1. Choose design element: The design element to be decomposed in the current iteration 
must be selected. To decompose a design element, its specification must be available. At 
the very beginning of the architectural design, only the design element that represents the 
entire system can be selected. Once this design element has been decomposed, any of its 
child design elements can be chosen to be decomposed next. 
2. Choose architectural drivers: The architecturally driving requirements to be addressed in 
the decomposition are selected from the available requirements. This selection should be 
done based on the importance of the requirements.  
3. Choose attribute primitives: Architectural solutions are chosen to address the quality 
drivers that have been selected in the previous step.  
4. Instantiate design elements: The architectural solutions are instantiated to address the 
requirements of the system. Functional responsibilities are assigned to the resulting child 
design elements.  
5. Define interfaces of the child design elements: The interfaces of the added child design 
elements are specified. The interfaces describe the services provided and required by the 
design elements and the data input and output realized by these services.  
6. Validate results: The decomposition is validated to ensure that the requirements for the 
system can be satisfied. 
7. Determine requirements for the child design elements: Finally, the child design elements 
are prepared for their own decomposition. The requirements and constraints are assigned 
to each child design element. 
 
ADD has been applied to design a garage door opener within a home information system 
[Bass 2003]. 
2.2.4.7 Quality Attribute-Oriented Software Architecture Design Method (SADM) 
Like ADD, the Quality Attribute-Oriented Software Architecture Design Method (SADM) 
[Bosch 2000] aims at guiding the design of a software architecture in order to satisfy the 
important quality requirements. SADM requires that both functional and quality requirements 
for the system have been specified before the architectural design starts. It provides a software 
architecture that addresses these requirements as output. This architecture is described in 
terms of components and the relationships among those components. The description also 
includes a documentation of the system context and the core abstractions incorporated in the 
architecture. 
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SADM is a scenario-based method and requires that the quality requirements are refined by 
quality scenarios. To document quality scenarios, the method introduces the concept of 
scenario profiles. A scenario profile refines a quality attribute into a number of categories. 
Each category is in turn refined into a set of quality scenarios. For example, there may be a 
change profile to characterize the modifiability requirements for the system, or there may be a 
security profile to characterize the security requirements.  
 
SADM involves an iterative process with the following basic steps:  
1. Design the functional structure of the architecture: The architecture is designed based on 
the functional system requirements. The system boundaries are defined explicitly by 
specifying the system’s interfaces and its behavior that can be perceived via these 
interfaces. Then the functional requirements are assigned to the interfaces. In addition, the 
core architectural abstractions to be used in the architecture design are defined. In the 
context of SADM, these core abstractions are called architectural archetypes. The goal of 
defining the archetypes is to ensure conceptual integrity of the architectural design, so that 
similar architectural problems are addressed by a similar solution. To define the 
archetypes, the architect must understand and analyze the application domain and the 
overall functionality of the system to be defined. Once the archetypes have been 
identified, the relationships between the archetypes are determined and the system is 
decomposed into components. Once the components have been determined, the required 
relationships between the components are identified. 
2. Estimate quality attributes: In this step it is analyzed if and to what extent the quality 
requirements can be satisfied based on the functional design of the architecture. This is 
done by using different analysis techniques: scenario-based analysis, simulation-based 
analysis, mathematical model-based analysis, and experience-based analysis. The goal is 
to identify those quality requirements that cannot be satisfied based on the existing 
functional structure. These quality requirements are next used as input for architecture 
transformations. 
3. Make architecture transformations: The architecture is optimized for the quality 
requirements not yet satisfied by the functional structure of the system. This is done by 
transforming the architecture either by imposing an architectural style, by imposing an 
architectural pattern, or by converting the quality attributes to functionality. Architecture 
transformations change the existing structure of the architecture with the goal to improve 
certain quality attributes of the architecture without affecting the implemented 
functionality. The result of this step is an architecture that can be used as a basis to 
implement both the functional and the quality requirements of a software system. 
 
2.2.4.8 Applied Software Architecture Approach (ASAA) 
The goal of the Applied Software Architecture Approach (ASAA) proposed by Hofmeister et 
al. [Hofmeister 2000] is to provide “guidelines and techniques to produce good architecture 
designs more quickly.” The approach is centered on four architectural views: the conceptual 
view, the module view, the execution view, and the code view (cf. Section 2.2.2.1).  
 
ASAA proposes the following three steps for each view: 
1. Perform a global analysis: Analyze the organizational, technological, and product factors 
that influence the architecture and develop strategies for accommodating these factors in 
the architecture design. This includes the following activities: Identify and describe the 
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factors, characterize the flexibility and changeability of the factors, and analyze the impact 
of the factors on the architecture. 
2. Make a central design: Component and relationship types required by the architectural 
structures are instantiated, and the configuration of the component and relationship 
instances are determined. In particular, the following activities are performed: Define 
component and connector types, define how component and connector types interconnect, 
and map the system functionality to components and connectors. 
3. Finalize the design: Finally, the decisions that have been made in the central design step 
are refined. Interfaces of components are determined and decisions regarding resources 
budgeting are made. 
 
ASAA has been applied and validated in several industrial case studies including an image 
acquisition and processing system [Hofmeister 2000]. 
2.2.5 Comparison of Design Methods 
Table 2-5 provides an overview of the design methods investigated in the previous section. In 
the following the commonalities and differences of the methods are discussed. The methods 
are then evaluated with respect to the research gaps of this thesis (cf. Section 1.3.1). 
2.2.5.1 Commonalities and Differences 
One major difference among existing architecture design methods is related to the question 
which kinds of requirements should be used for decision making in constructing the 
architecture. Basically, two distinct groups of design methods can be identified: functionality 
oriented and quality attribute oriented design methods. Functionality oriented methods 
primarily focus on the achievement of functional requirements during architecture design. 
Quality attribute oriented design methods deal with the achievement of a particular quality 
attribute or a set of quality attributes. 
 
Traditional SA/SD and OOD methods are primarily concerned with the implementation of 
functional requirements at the architecture level of abstraction. Methods that are concerned 
with a single quality include RSEB and UCD. RSEB focuses on reusability, UCD considers 
usability requirements. Existing methods for multiple attribute oriented design include RUP-
AD, ADD, SADM, and ASAA.  
 
RUP-AD is mainly focused on the attributes usability, reliability, performance, and 
maintainability. ADD is based on architecturally driving quality requirements but does not 
say anything about how to identify those requirements. ASAA proposes to perform a global 
analysis to identify the most influencing requirements of the architecture. SADM differs from 
the other quality oriented methods since it proposes first to design an initial architecture based 
on functional requirements and then to transform this functional structure iteratively into a 
design that also permits the achievement of quality requirements. The assumption behind this 
approach is that an architecture design can be optimized for quality after an initial version of 
the design has been determined. This assumption is fundamentally different from those of 
RUP-AD, ADD, and ASAA. 
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Table 2-5: Capability Summary of Architecture Design Methods 
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Another important aspect of the investigated approaches is that they differ in the extent of 
modeling different views for describing the resulting architecture. In Section 2.2.2.1, an 
architectural view has been introduced as an abstraction of the architecture from a particular 
perspective, covering particular concerns and omitting concerns that are not relevant to this 
perspective. Generally speaking, the more views are covered in an approach the more precise 
the architecture can be described and designed.  
 
Most approaches model static architectural structures such as a functional view (SA/SD and 
OOD), a logical/conceptual view (ROD, RUP-AD, ADD, SADM, and ASAA), or a module 
and code view (ASAA). ADD and SADM are restricted to static views. This may limit the 
accuracy of the architecture description and thus increases the risk that the architecture is not 
correctly implemented during detailed design and coding because of an architectural drift 
(e.g., [Clements 2003]). The concept of using different views in OOD is potentially very 
powerful, but can also be considered to be very complex. In many OOD approaches it 
remains unclear whether the views are to be developed independently of one another, or 
whether the knowledge of one model should be used to influence the construction of another 
model (e.g., [Rumbaugh 1991], [Jacobson 1992]).  
 
Some approaches additionally consider modeling dynamic structures such as a control and 
data flow view (SA/SD, OOD, and UCD) or process and execution views that document the 
behavior of the system during run-time (ROD, RUP-AD, and ASAA). RUP-AD additionally 
proposes a use case view that shows the interaction among elements of a particular view. A 
distribution view that shows the allocation of run-time elements to hardware nodes is only 
covered by RUP-AD and ASAA. The other approaches do not even care for a hardware view, 
which is the basis to describe distribution aspects. 
 
A major difference between UCD and other approaches is that UCD develops simple models, 
mock-ups or prototypes on parts or all of the designs (graphical designs, information 
architecture, interaction design, and information visualization). Prototypes are used as touch-
points with users to keep checking that design concepts and solutions are on course from a 
user perspective. The risk of developing a solution that does not work is thus minimized. 
Usability effort focuses on providing feedback on the acceptability to users of design 
solutions while they are being developed. 
 
Interestingly, none of the approaches suggests documenting architectural decisions that lead 
to the architectural views. RSEB provides only a very general process outline for architecture 
design. RUP-AD, ADD, SADM, and ASAA at least provide information about the design 
patterns/strategies that have been applied in the course of architecture design. SA/SD and 
OOD propose to apply design heuristics and object-oriented principles such as information 
hiding and loose coupling during modeling but do not enforce the documentation of these 
heuristics and principles in the design activities. Thus, much of the information about why the 
architecture is the way it is gets lost. This is critical because if the rationales behind the key 
decisions are missing, then a sufficient understanding of the architecture cannot be achieved 
(e.g., [Bass 2003]). 
 
Most approaches make use of scenarios during design in order to refine requirements or to 
prove if a particular requirement is addressed by the architecture (i.e., evaluation with respect 
to a single requirement). UCD, for example, includes an evaluation activity in which the 
resulting design is analyzed from a user perspective with respect to usability. RUP-AD 
proposes to evaluate if the functional behavior of the system can be achieved with the design. 
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In ADD, the design decomposition is validated to ensure that the requirements for the system 
can be satisfied. None of the methods seriously provides steps for an overall evaluation, 
which would uncover side effects between the architecture decisions made during design. 
This means that potential risks that may be introduced in the architecture due to competing 
requirements cannot be identified at this level of abstraction. The overall evaluation is left to 
special architecture evaluation efforts. None of the methods offers such combined design and 
evaluation steps. 
 
Further, most of the approaches can principally be applied to systems of any domain (SA/SD, 
OOD, RUP-AD, ADD, SADM, and ASAA). However, UCD is primarily focused on user-
centered systems. For some of the approaches there are records about the application in a 
particular domain (SA/SD, OOD, RUP, ADD, and ASAA). 
2.2.5.2 Evaluation Against Research Gaps 
In this section, we provide an evaluation of the design methods against the research gaps of 
this thesis: 
 
• Gap 1: Lack of guidance for identifying requirements that are essential for architecture 
development.  
Research gap 1 can be confirmed. None of the approaches provides adequate steps for 
prioritizing requirements that drive the architecture design. The approaches rely on the 
assumption that functionality, a particular quality attribute (e.g., reusability and usability), 
or a set of quality attributes drives the architecture. In the latter case the set of driving 
quality attributes is either required to be predefined by some other effort or all quality 
attributes are considered as driving.  
• Gap 2: No systematic support for making adequate design decisions in order to 
implement architecturally relevant requirements.  
Research gap 2 can be confirmed. None of the methods does directly support making 
adequate decisions to implement the architecturally driving requirements. Moreover, none 
of the methods documents the architectural decisions that lead to the adequate 
documentation of architectural views. The number and type of supported views differs 
which limits the accuracy of the architecture description and thus increases the risk that 
the architecture is not correctly implemented during detailed design and coding. 
• Gap 3: Insufficient support for the identification and mitigation of unwanted effects of 
design decisions in architecture development. 
Research gap 3 can be confirmed. None of the methods provides steps for an overall 
evaluation of the architecture. This means that potential risks that may be introduced in 
the architecture due to competing requirements cannot be identified at this level of 
abstraction. Thus, there is a high probability for unexpected behavior of the architecture 
(e.g., due to side effects among the decisions) that at least involves extra cost to resolve in 
later phases (if possible). The overall evaluation is generally left to special architecture 
evaluation efforts. There are no such combined design and evaluation steps included. 
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2.3 Evaluating the Architecture 
This section provides an overview of architecture evaluation. The goal of an architecture 
evaluation is to verify the architecture against its requirements (e.g., [Clements 2002], [Smith 
2002], [Bass 2003]). As mentioned in Section 2.2.1, quality attribute requirements and, 
particularly, architectural drivers are the most critical requirements that must be satisfied 
during architecture design. In the course of architecture evaluation, it is analyzed if the 
architectural decisions made during design to achieve those requirements are adequate. The 
result of an evaluation is typically a list of architectural risks. Risks may arise if important 
decisions to satisfy particular requirements are missing and if design decisions conflict with 
critical requirements such that the achievement of these requirements cannot be guaranteed. 
Generally speaking, an architecture implies risks if it is based on problematic design decisions 
[Clements 2002].  
 
Organizations that practice architecture evaluations as a standard part of their development 
process have experienced improvements in the quality of the architectures that have been 
evaluated (e.g., [AT&T 1993]). Abowd et al. [Abowd 1997] reports an improvement of 
documenting design choices and their rationales since architecture evaluation focuses on 
analyzing the achievement of requirements and requires answers to specific questions about 
the design. Bass et al. [Bass 2003] share the experience that an architecture evaluation 
uncovers conflicts and tradeoffs among requirements and provides a forum for their 
negotiated resolution. These statements lead to the observation that an architecture evaluation 
tends to increase quality, improve documentation, and reduce budget risks within a system 
development effort (e.g., [Clements 2002]). 
 
Figure 2-8 illustrates the major input and output data flow of architecture evaluation. In the 
following subsection, we will explore the input artifacts to and the output artifacts from 
architecture evaluation. In addition, we will introduce evaluation support concepts and discuss 
methods for evaluating an architecture in more detail. 
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Figure 2-8: Architecture Evaluation 
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2.3.1 Inputs to Architecture Evaluation 
As mentioned above, the objective of an architecture evaluation is to analyze, whether the 
architecture meets the given set of requirements. Consequently, the following two artifacts 
should be considered as inputs for the evaluation: 
1.  The requirements specification 
2.  The architecture description 
 
The requirements specification should state the functional and quality requirements of the 
system and how these requirements relate to the business goals of the system. A description of 
how the requirements specification should look like was provided in Section 2.2.1.  
 
The architecture description should document the architectural views and major design 
decisions made to create the architecture. Details about the architecture description were 
discussed in Section 2.2.2.  
 
When architecture evaluation is applied to a group of competing architectures (e.g., [Kazman 
1996], [Bass 2003]), then the requirements specification and architecture description of each 
architecture considered is required as an input for the analysis.  
2.3.2 Outputs from Architecture Evaluation 
The primary output of architecture evaluation is a (prioritized) list of architectural risks. We 
will explore architectural risks and their prioritization in the following subsections. 
2.3.2.1 Architectural Risks 
The primary result of an architecture evaluation is a list of risks (e.g., [Kazman 1999], 
[Clements 2003]). Risks arise if the design decisions made in the architecture are not 
technically sound or if they do not support the business goals related with the requirements 
specification. According to Webster’s dictionary [Webster 1999] a risk is the “possibility of 
suffering loss.” In the context of architecture evaluation, the loss may take the form of 
diminished quality of the end product, increased cost, delayed completion, or failure.  
 
Risks captured during an architectural evaluation include aspects such as the following (e.g., 
[Kazman 1996], [MITRE 1996], [Clements 2002], [Smith 2002], [Bass 2003]): 
• The architecture does not support software updates by end-users. 
• The architecture does not provide a proper protection against unauthorized access. 
• The architecture does not recover from system failures.  
• The application components of the architecture are coupled to the underlying hardware. 
• The architecture does not allow the replacement of a component without changing other 
components. 
• The architecture does not guarantee proper management of time-critical events. 
• The architecture has a limited performance for network communication. 
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The risks uncovered during an architecture evaluation have implications on the question 
whether the architecture is suitable for the system for which it was designed. According to 
[Clements 2002], suitability is only relevant in the context of specific goals for the 
architecture and the system it spawns. Clements et al. [Clements 2002] point out that “an 
architecture designed with high-speed performance as the primary design goal might lead to a 
system that runs like the wind but requires hordes of programmers working for months to 
make any kind of modification to it. If modifiability were more important than performance 
for that system, then that architecture would be unsuitable for that system.” 
 
Another implication of evaluating and architecture for suitability is that the answer that comes 
out of the evaluation is not going to be the sort of scalar results (e.g., [AT&T 1993], [Kazman 
1996], [MITRE 1996], [Bengtsson 1999], [Clements 2002]). Since the purpose is rather 
learning where a quality attribute of interest is affected by architectural design decisions, an 
evaluation will tell that the architecture has been found suitable with respect to one set of 
goals and problematic with respect to another set of goals. Sometimes the goals will be in 
conflict with each other, or at least, some goals will be more important than others. And so the 
manager of the project will have a decision to make if the architecture evaluates well in some 
areas and not so well in others. Can the manager live with the areas of weakness? Can the 
architecture be strengthened in those areas? Or is it time for a wholesale restart? 
 
According to [Kazman 2001], an architecture evaluation will help reveal where an 
architecture is weak, but weighing the cost against benefit to the project of strengthening the 
architecture is solely a function of project context and is in the realm of management. 
However, improving the architecture requires detailed insights into the risks. 
2.3.2.2 Prioritization of Risks 
Risk prioritization helps a project focusing on its most severe risks by assessing the risk 
exposure (e.g., [Jones 1994]). Risk prioritization is essential for risk control, the process of 
managing risks to achieve the desired outcomes. It further supports planning and developing 
appropriate risk avoidance and mitigation strategies [Jones 1994]. 
 
Architecture evaluation is an early risk identification activity [Clements 2002]. It checks if the 
architecture permits the achievement of the requirements. It can identify critical architectural 
design decisions that make it impossible or difficult to meet the requirements – independent 
from how well the subsequent process phases will be performed. According to [Reynolds 
1996], risk prioritization would be an additional activity of an overall risk assessment effort  
 
An equation for risk assessment commonly used in literature (e.g., [Jones 1994], [Reynolds 
1996], [Broekman 2003]) is: 
 
 
impactyprobabilitRisk ×=  
 
The probability estimates the occurrence of a particular risk. If the risk associates a system 
failure then the probability is related to aspects including frequency of use and the chance of a 
fault being present in the system. With a component that is used many times a day by many 
people, the chance of fault showing itself is high. Schäfer [Schäfer 1996] provides a list of 
locations where faults tend to cluster.  
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The impact of the risks estimates the damage for the organization. The impact can take the 
form of cost for repair, loss of market share caused by negative press, legal claims, foregone 
income etc. Some practitioners propose to translate each form of impact into money terms 
since this makes it easier to express the damage in numerical terms and to compare the related 
risks with other assessed risks (e.g., [Broekman 2003]). Others suggest qualifying the impact 
of a risk on project categories such as cost, performance, schedule and support (e.g., [USAF 
1988]). 
 
During a risk assessment the overall risk exposure is usually calculated (e.g., [USAF 1988], 
[Jones 1994], [Reynolds 1996], [Broekman 2003]). Using estimates on risk probabilities and 
impacts, the overall risk to the project is gauged. In figuring out the overall risk, the impact on 
other risks of the project is usually considered. Risks are rarely stand-alone. Interrelationships 
often exist. In order to ease the calculation of the overall risk the USAF handbook [USAF 
1988] suggests a qualitative categorization of probabilities (very low, low, medium, high, and 
very high) and impact (negligible, marginal, critical, and catastrophic) and to use a matrix for 
representing the risk spectrum. An example of such a matrix is given in Table 2-6.  
 
Table 2-6: Probability and Impact 
Impact / 
Probability Very High High Medium Low Very Low 
Catastrophic High High Moderate Moderate Low 
Critical High High Moderate Low None 
Marginal Moderate Moderate Low None None 
Negligible Moderate Low Low None None 
 
For example, if a risk has a High probability and a Marginal impact, the overall risk would be 
Moderate. Once the assessment is complete, a certain number of the highest overall impact 
risks should be selected for planning. In the context of architecture development, appropriate 
design decisions for risk avoidance and mitigation are planned and incorporated during the 
next architecture design iterations. For those risks whose overall impact is Low or None, it 
makes little sense to squander resources in the planning stage. 
2.3.3 Evaluation Support Concepts 
In this section, we present important concepts supporting architecture evaluation. In 
particular, we explain the purpose of using scenarios during the evaluation of an architecture. 
We further sketch the role of use case/scenario maps and discuss questioning and 
measurement techniques. 
2.3.3.1 Scenarios 
Scenario-based techniques have gained increased attention within the requirements 
engineering community (e.g., [Weidenhaupt 1998]). They have also been proven useful 
during architecture evaluation (e.g., [Kazman 1996], [Kazman 2000], [Smith 2002], 
[Clements 2002]). A scenario is defined as a short statement describing an interaction of one 
of the stakeholders (or another software system) with the system under consideration 
[Kazman 2000]. Both functional and quality requirements can be described as scenarios. The 
former are often called use case or usage scenarios, the latter quality (attribute) scenarios. 
Usage scenarios make functional requirements concrete by describing a sequence of actions 
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that use a piece of functionality of the system to provide the user with a valuable result 
[Kruchten 2000]. Quality scenarios make quality requirements explicit by prescribing a 
structure to document those requirements [Kazman 2000].  
 
Bass et al. [Bass 2003] propose a structure for describing quality scenarios. It consists of six 
parts: 
• Source of stimulus. Entity (e.g., human, computer system, or other actors) that generated 
the stimulus. 
• Stimulus. Condition that needs to be considered when it arrives at a system. 
• Environment. Certain condition in which the system is while the stimulus arrives. The 
system may be in an overload condition or may be running when the stimulus occurs, or 
some other conditions may be true. 
• Artifact. Element of the system that is stimulated. This may be the whole system or some 
part of it. 
• Response. Activity undertaken after the arrival of the stimulus. 
• Response measure. When the response occurs, it should be measurable in some fashion so 
that the requirement can be tested. 
 
Figure 2-9 illustrates the elements of a quality scenario. An example of a quality requirement 
and its reformulation as concrete quality attribute scenario is given in Table 2-7.  
 
During architecture evaluation, scenarios serve as a vehicle for asking questions about how 
the architecture under review reacts in various situations. If the response specified in the 
scenario description cannot be achieved then this is an indication that there is something 
wrong with the architecture. Consequently, the architecture needs to be investigated in more 
detail in order to uncover potential risks and drawbacks. 
 
 
Artifact
Source of
Stimulus
Stimulus Response
Response
Measure
Environment
 
Figure 2-9: Elements of a Quality Attribute Scenario [Bass 2003] 
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Table 2-7: Quality Attribute Scenario 
Quality requirement The User Interface shall be modifiable. 
Quality attribute Modifiability 
Quality scenario A developer shall be able to change the User Interface code at design time with no side effect changes in less than three hours. 
Source of stimulus Developer 
Stimulus Changes to the User Interface code 
Environment Design time 
Artifact Code 
Response Modification with no side effect changes 
Response measure Three hours 
 
2.3.3.2 Use Case/Scenario Maps 
A use case map is a graphical path-based notation used for specifying causal sequences of 
actions through systems [Buhr 1996]. It is a high-level excerpt of a design model that helps 
humans express and reason about a system’s large-grained structural and behavior patterns. 
 
Use case maps are composed of paths that traverse elements. They are intended to be used at 
the requirements level and for architectural design (e.g., [Buhr 1998]). An example of a use 
case map at the design level is shown in Figure 2-10. 
 
 
 
Figure 2-10: Use Case Map [Buhr 1996] 
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According to [Buhr 1996], the basic symbols and notations used in representing use case 
maps are as follows: 
• Path: A path may have any shape as long as it is continuous. A path may even cross 
itself, but this can create visual ambiguity related to other aspects of the notation, so the 
crossing must be distinguished by a small crossover arc or a break in one of the crossed 
lines. 
• Waiting place: A filled circle represents a start point in all the examples we have seen so 
far. In general, a start point is a waiting place for a stimulus to start the path. We use the 
same symbol for waiting places along paths, for example, to wait for events from other 
paths. 
• Timer: A timer is a generalized waiting place that expresses the idea that there is a time 
limit on waiting. It may be used anywhere a waiting place symbol is used. 
• Bar: A bar ends a path or marks a place where concurrent path segments begin or end. 
• Basic path: The most basic, complete unit of a map is a path with a start marked by a 
waiting place and an end marked by a bar. 
• Direction (optional): Direction is indicated by the positioning of the start and end points 
but it is sometimes useful to show local direction in a complicated map or in an 
incomplete fragment of a larger map. 
 
Use case maps can also be used for analysis purposes [Buhr 1996]. Especially, the map can be 
used to express how a particular scenario performs in an architecture. The path in the map 
would then show which architectural design elements are triggered by the scenario in which 
sequence. Since the map then represents the execution of a scenario, we would refer to it as 
scenario map.  
 
Note that currently, there is no architecture evaluation approach known to the author that 
applies use case maps for analysis. We have adopted use case maps in the research 
contribution of this work (cf. Chapter 6). 
2.3.3.3 Questioning and Measuring Techniques 
Clements et al. [Clements 2002] discuss specific techniques for analyzing software 
architectures. They distinguish between questioning techniques and measuring techniques. 
The former generate qualitative questions about the software architecture and aim at 
stimulating a discussion about the architecture. The latter provide quantitative results and 
answer questions that the evaluation team may have about the architecture. These techniques 
differ from each other in applicability and cost, but they are all used to elicit information 
about the architecture and increase understanding of the architecture’s fitness with respect to 
its requirements. 
 
The group of questioning techniques consists of scenarios, questionnaires and checklists. The 
benefits of using scenarios have been discussed in Section 2.3.3.1. A questionnaire is a list of 
general questions for probing an architecture [Clements 2002]. The questions concern both 
the process that created the architecture and the resulting architecture. A checklist contains 
more detailed questions, which result from experience with architecture evaluation in a certain 
domain (e.g., [MITRE 1996]).  
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At AT&T, for example, checklists are used as a basis for their software architecture 
evaluation practice [AT&T 1993]. These checklists include questions like the following 
• Can the system be online as changes are made to the application software, or is it taken 
down to install a new release? 
• Is there anything that prevents the application from running on a multiprocessor (for 
example, use of shared memory)? 
The group of measuring techniques contains metrics, simulations, prototypes and 
experiments. Metrics use measurements on the software architecture to make predictions 
about certain properties of the architecture. Examples are fan-in/fan-out, complexity, and 
coupling of design elements (e.g., [Henry 1981], [Fenton 1991], [Heyliger 1994]). With 
measuring techniques, the evaluation needs to focus not only on the results of the 
measurement/metric, but also on the assumptions under which the technique was used. For 
example, a calculation of performance characteristics makes assumptions about patterns of 
resource utilization. Coupling and cohesion metrics make assumptions about the types of 
functions embodied in the components being examined. However, the evidence of measuring 
techniques being used to answer particular analysis questions usually depends on precise 
environmental data, which is difficult to gather in practice (e.g., [Smith 1990]). 
 
Alternatively, experiments can be done with the architecture by building a simulation or 
prototype of the system. Building a prototype or a simulation of the system may help creating 
and clarifying the architecture. A prototype whose components consist of functionless stubs 
represents a simple model of the architecture. Performance models such as those discussed by 
Smith [Smith 1994] are examples of a simulation. The creation of a detailed simulation or 
prototype just for review purposes is typically expensive. On the other hand, adequate 
artifacts often exist as a portion of the normal development process. In this case, using these 
artifacts during a review or to answer questions that come up during the review becomes a 
normal and natural procedure. An existing simulation or prototype may be an answer to an 
issue raised by a questioning technique. For example, if the evaluation team asks, “What 
evidence do you have to support this assertion,” one valid answer would be the results of a 
simulation (e.g., [Kazman 1996]). 
2.3.4 Architecture Evaluation Methods 
In this section, we provide an overview of methods for architecture evaluation. Similar to 
architecture design, there is no generally accepted standard process for evaluating an 
architecture. Next, existing architecture evaluation methods are discussed in more detail. In 
Section 2.3.5, a summary of the commonalities and differences of these methods is provided. 
The methods are then evaluated according to the research gaps of this thesis (cf. Section 
1.3.1) 
2.3.4.1 AT&T’s Best Current Practices for Software Architecture Evaluation (SAE) 
AT&T’s Best Current Practices for Software Architecture Evaluation (SAE) [AT&T 1993] 
were described in the early 1990s and can be seen as one of the first methods that take a 
systematic approach to software architecture evaluation. It is a checklist-based method that 
has been developed by AT&T to analyze software architectures in the telecommunication 
domain. The goal of the method is to investigate whether the software architecture is a 
reasonable and cost-effective solution of the system requirements. The method description 
contains a checklist that codifies specific knowledge about the concerns that are usually 
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important for systems in the telecommunication domain. These concerns are error recovery, 
operation, administration, maintenance, and performance. The architecture evaluation is 
performed in a two-day meeting. Representatives of the project management, development 
team, and architecture team are usually involved. 
 
SAE is performed in five main steps: 
1. Contact and planning: The development team contacts the organizational unit that is 
responsible for architecture reviews. A review is scheduled and organized. 
2. Form evaluation team: The evaluation team is formed. The team lead of the evaluation 
team should ensure that experts for all concerns to be addressed participate in the team. 
3. Preparation: The evaluation team provides the development team with a sample agenda 
for the review, a list of sample questions that may be asked during the review, and other 
preparation guidelines. Based on these pieces of information the development team 
prepares the required input documents for the review. The evaluation team reviews the 
documents that have been provided by the project team and prepares questions that the 
project team has to answer during the analysis in the next step. The checklist serves as a 
starting point to prepare these questions. 
4. Analysis: The questions that have been prepared by the evaluation team are answered by 
the development team. If scenarios have been defined, the architect explains how the 
scenarios are addressed in the architecture.  
5. Present Results: The answers provided during the analysis in step 4 and the input 
documents provided by the development team are used to create an evaluation report that 
contains the strengths and the weaknesses of the architecture.  
 
SAE provides information about architecture misfits. These misfits represent problems in the 
architecture and indicate that the anticipated solution does not adequately address the 
requirements. 
2.3.4.2 MITRE’s Architecture Quality Assessment (AQA) 
The purpose of MITRE’s Architecture Quality Assessment (AQA) [MITRE 1996] is to 
provide an objective and repeatable basis for assessing six architectural quality areas: 
• Understandability: Is the architecture recorded such that it may be communicated to 
others?  
• Feasibility: Does the architecture provide a sufficient basis upon which to develop the 
system? 
• Openness: Does the architecture yield a system which can operate in an open system 
environment? 
• Maintainability: Does the architecture yield a system which is maintainable? 
• Evolvability: Does the architecture exhibit a degree of changeability to meet new user or 
client needs? 
• Client Satisfaction: Does the architecture result in a system which meets its requirements 
in the context of its mission? 
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The assessment is used to highlight potential risks from which to formulate risk reduction 
strategies, or as a basis for other programmatic decisions relating to acceptance of the 
architecture, program schedule, or progress payments. The AQA is designed to be applied in 
various ways; it may be used to: evaluate a candidate architecture; review the technical 
progress of an ongoing architecture development; assess a complete, delivered architecture 
prior to its acceptance and system implementation; or, compare two or more alternate 
architectures in a consistent fashion. 
 
The steps of an AQA are as follows: 
1. Perform a needs analysis: The concerns of the evaluation are recorded. Needs analysis 
produces three work products: a needs repository, a goals statement, and a vision 
statement. The needs repository contains needs of the system. Needs may be thought of as 
distilled, architecture-relevant system requirements. The goals statement captures the 
client’s success criteria. The vision statement reflects the client’s long-term direction for 
system and its evolution. The needs analysis is then used to: inventory system-specific 
items for assessment; determine relevance and applicability of measures (specific 
questions) to the system under assessment; and determine weighting, thresholds and 
prioritization of measures and factors for the system under assessment. 
2. Gather relevant documents related to the architecture: Important documents that describe 
the architecture and its context are collected. Since architectural documentation may take 
many forms the AQA does not presume or prescribe the form or content of it. Much of 
this information is likely to be in an informal graphical or textual medium.  
3. Evaluate documentation against measures and score results: When the AQA evaluators 
are sufficiently familiar with the architectural documentation, the actual assessment can 
begin. This involves evaluating different measures. Measures take the form of questions, 
such as “What views are evident in the architecture description?” To simplify the scoring, 
aggregation and interpretation of results, all questions are mapped to a set of discrete 
values (see Table 2-8). 
4. Interpret results and identify architecture-related risks: Once all applicable questions 
have been answered, the results of individual measures are aggregated to yield scores for 
each quality factor. Using the weightings determined from the needs analysis, the quality 
area scores are then calculated using the factor inputs. At this stage, architecture-related 
risks may be identified. 
5. Document results for client: There are three primary products of the AQA review: an 
executive summary, a detailed evaluation and interpretation of results, and a set of open 
issues and questions. The executive summary provides an overview of the overall quality 
results and any outstanding issues, relative to the system’s needs analysis. The detailed 
evaluation provides the scores at all levels of aggregation, the weightings used, and the 
identified risks. In some cases, clients want to take the results of the AQA back to the 
architect to provide feedback, or to highlight unresolved issues in the architecture. For this 
purpose, open issues and questions are documented in a form that may be submitted to the 
architect. 
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Table 2-8: AQA Scoring Schema [MITRE 1996] 
Value Description 
IDEAL Subject is explicitly addressed, and receives best possible 
treatment. 
GOOD Sound treatment of the subject relative to expectations. 
MARGINAL Treatment of subject meets minimal expectations 
UNACCEPTABLE Treatment of subject does not meet minimal expectations. 
INCOMPLETE Treatment of subject exhibits a level of detail, which is 
insufficient to make a judgment. 
NON-APPLICABLE This measure is not applicable to the subject of interest 
 
AQA has been applied to air mobility command information processing systems, standard 
terminal automation replacement systems, and battle management systems [MITRE 1996]. 
The method is narrowly focused on architecture-related artifacts. It specifically excludes other 
concerns and sources of risk not related to architecture, including: the overall system 
development process, the capabilities of the developers to carry out that process, the validity 
and relevance of requirements which led to the architecture, and the resulting system design 
and implementation.  
2.3.4.3 Software Architecture Analysis Method (SAAM) 
The Software Architecture Analysis Method (SAAM) [Kazman 1996] is a method for 
analyzing the modifiability of a software architecture. In SAAM, a scenario-based approach is 
employed. This means that the software architecture is analyzed by defining scenarios and 
exploring their effect on the system. A scenario is defined as “a brief narrative of expected or 
anticipated use of a system from both development and end-user viewpoints [Kazman 1996].” 
 
SAAM can be used both for analyzing modifiability issues of a single software architecture 
and for comparing a number of software architectures with respect to this quality attribute. 
When analyzing a single software architecture, the goal is to determine whether the 
architecture satisfies its modifiability requirements. When several candidate architectures are 
analyzed, the goal is to choose the most adequate candidate. 
 
The method consists of the following six steps: 
1. Develop scenarios: Identify possible events that may occur in the life cycle of the system. 
2. Describe candidate architecture(s): Give a common representation of the candidate 
architecture(s). 
3. Classify scenarios: Determine for each scenario whether it requires modifications to the 
system. Scenarios that do not require any modifications are called direct scenarios and 
scenarios that do require modifications are called indirect scenarios. 
4. Perform scenario evaluations: Determine for each indirect scenario the required 
modifications by listing the components and connectors that are affected. 
5. Reveal scenario interaction: Two (or more) scenarios that affect the same component are 
said to interact. Interaction of unrelated scenarios could indicate a poor separation of 
functionality. The purpose of this step is to expose these interactions. 
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6. Overall evaluation: By assigning weights to the scenarios and scenario interactions in 
terms of their relative importance, this step aims to come to an overall evaluation of the 
candidate software architecture(s). 
 
The results of a SAAM analysis are twofold. Capturing the system’s requirements in 
scenarios clarifies and prioritizes a system’s requirements and the evaluation of the scenarios 
provides insight into the degree to which these requirements have been satisfied. As such, 
SAAM is suitable for both internal and external analyses. 
 
SAAM has been applied to systems in different domains, such as a telecommunications 
system [Kazman 1996], a financial information system [Bass 1998], and graphical debuggers 
[McCrickard 1996]. Its main contribution is that it offers a step-wise method for analyzing the 
modifiability of software architectures. 
2.3.4.4 Architecture-Level Modifiability Analysis (ALMA) 
The Architecture-Level Modifiability Analysis (ALMA) method [Lassing 2002] focuses on 
the analysis of modifiability properties of a software architecture. It uses multiple analysis 
goals, explicit assumptions, and well-documented analysis techniques for performing the 
evaluation [Lassing 2002].  
 
ALMA consists of five main steps: 
1. Set goal: Determine the aim of the analysis. Maintenance cost prediction, risk assessment 
for architectural changes, and software architecture selection are three specific 
modifiability goals ALMA can deal with. 
2. Describe software architecture(s): Give a description of the relevant parts of the software 
architecture(s). 
3. Elicit change scenarios: Define the set of relevant change scenarios 
4. Evaluate change scenarios: Determine the effect of the set of change scenarios on the 
architecture. 
5. Interpret the results: Draw conclusions from the analysis results. The interpretation of the 
results depends on the goal of the analysis and the given system requirements. 
 
When performing an analysis, the separation among the tasks in ALMA is not very strict. It is 
often necessary to iterate over various steps. For instance, when performing change scenario 
evaluation, a more detailed description of the software architecture may be required or new 
change scenarios may come up. ALMA has been applied to an application framework, a 
business information system, and a declarations processing system [Lassing 2002]. 
2.3.4.5 Architecture-Level Prediction of Software Maintenance (APSM) 
The Architecture-Level Prediction of Software Maintenance (APSM) method [Bengtsson 
1999] is aimed at evaluating software architectures with respect to maintainability. More 
specifically, the goal is to estimate the maintenance effort required for a system. Two kinds of 
maintenance tasks are distinguished in APSM: adaptive maintenance (i.e., adapting the 
software to changes in the environment) and perfective maintenance (i.e., adapting the 
software to new or changed user requirements). 
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The prediction method allows comparing the predicted maintenance effort for two or more 
candidate architectures. Alternatively, the prediction method may be used to assess a single 
candidate architecture to determine whether the predicted maintenance effort is acceptable. In 
both cases, the method follows these steps: 
1. Identify categories of maintenance tasks: Based on the domain or application a number of 
classes of expected change categories are defined. 
2. Synthesize scenarios: For each of the maintenance categories, a representative set of 
scenarios is elicited from the stakeholders. 
3. Assign each scenario a weight: Each scenario is assigned a weight based on its relative 
probability of occurrence during a particular time interval. If historical data from similar 
applications is available, this data used as a basis for determining the weights. Otherwise, 
the weights are estimated by the stakeholders. 
4. Estimate the size of all elements: The size of each component (footprint) is estimated. 
5. Script the scenarios: Determine the effect of each scenario. The effect consists of the 
components that have to be adapted, new components that have to be added and obsolete 
components that may be deleted. Based on the size estimates of existing components (step 
4) and the estimated size of the new components, the size of the required adaptations for 
the scenario is then calculated. 
6. Calculate the predicted maintenance effort: Based on the probability of the scenarios and 
the size of the required adaptations, the average effort that is required for a maintenance 
task is calculated. 
 
APSM has been applied to two embedded control systems – a haemo dialysis machine and a 
beer can inspection system [Bosch 2000]. 
2.3.4.6 Performance Assessment of Software Architectures (PASA) 
The Performance Assessment of Software Architectures (PASA) method [Williams 2002] 
focuses on the evaluation of software architectures with respect to performance objectives. In 
particular, PASA determines whether the architecture will support the system’s scalability and 
responsiveness objectives. It follows a scenario-based approach in which scenarios for 
important workloads are identified and documented. These scenarios then provide a means of 
reasoning about the performance of the software. 
 
A PASA assessment consists of the following nine steps:  
1. Present process overview: The assessment process begins with a presentation designed to 
familiarize both managers and developers with the reasons for an architectural assessment, 
the assessment process, and the outcomes.  
2. Present architecture overview: In this step, the development team presents the current or 
planned architecture.  
3. Identify critical use cases: The externally visible behaviors of the software that are 
important to responsiveness or scalability are identified.  
4. Select key performance scenarios: For each critical use case, the scenarios that are 
important to performance are identified.  
5. Identify performance objectives: Precise, quantitative, measurable performance objectives 
are identified for each key scenario.  
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6. Clarify and discuss architecture: Participants conduct a more detailed discussion of the 
architecture and the specific features that support the key performance scenarios. Problem 
areas are explored in more depth.  
7. Analyze architecture: The architecture is analyzed to determine whether it will support the 
performance objectives.  
8. Identify alternatives: If a problem is found, alternatives for meeting performance 
objectives are identified.  
9. Present results: Results and recommendations are presented to managers and developers. 
 
During architecture analysis PASA uses general software and system execution models that 
may be solved analytically or via simulation [Smith 2002]. PASA has been applied to assess 
several industrial systems, including order-processing systems, stock market data processing 
systems, and payment posting systems [Williams 2002]. 
2.3.4.7 Family Architecture Assessment Method (FAAM) 
The Family Architecture Assessment Method (FAAM) [Dolan 2001] is a software 
architecture evaluation method that is aimed at information systems. The method emphasizes 
the strategic aspects that are associated with this class of systems and addresses the 
evolutionary capabilities of information systems.  
 
FAAM focuses on two quality attributes: interoperability and extensibility. In [Dolan 2001] 
interoperability is defined as “the ability of two or more systems or components to exchange 
information and to use the information that has been exchanged in order to support a set of 
coherent business processes that require cooperation of the systems or components.” 
Extensibility is defined as “the ability of the system to accommodate the addition of new 
functionality.” The method uses scenarios to analyze these quality attributes. To stress that 
these scenarios refer to the evolution of the information systems, FAAM refers to these as 
change cases. 
 
The description of FAAM mainly focuses on the process that should be followed during an 
analysis. It consists of the following seven activities: 
1. Define assessment: Set the scope of the assessment. This activity consists of determining 
the family that the analysis will focus on and the requirements that will be addressed. 
Based on these, stakeholders are interviewed for change cases and asked to prioritize 
them. 
2. Prepare system-quality requirements: Specify the change cases in line with the 
assessment goals set in the first step. The specification of requirements is the 
responsibility of the stakeholders; the analyst acts as a facilitator. 
3. Prepare software architecture: Create a representation of the software architecture in line 
with the assessment goals, allowing for assessment against the stakeholder requirements. 
4. Review/refine artifacts: Review the material gathered in the previous steps and verify with 
the stakeholders that the requirements, the change cases and the architecture description 
are correct. This step aims to establish commitment from stakeholders. 
5. Assess software architecture conformance: The architecture is investigated based on the 
change cases defined in earlier steps. To evaluate the change cases, FAAM uses the 
evaluation techniques from SAAM. 
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6. Report results and proposals: Document the results of the analysis and formulate 
proposals to improve the architecture. These are then reported to the stakeholders and the 
sponsor of the analysis. In addition, there is an ongoing activity that lasts throughout the 
whole analysis: 
7. Facilitate architecture assessment: The facilitator supports the participants in 
implementing and reporting on the analysis. 
 
FAAM has been applied to a medical imaging system and an enterprise information system 
[Dolan 2001]. 
2.3.4.8 Architecture Tradeoff Analysis MethodSM (ATAM) 
The Architecture Tradeoff Analysis MethodSM (ATAM) [Clements 2002] is an evolution of 
SAAM (cf. Section 2.3.4.3). The goal of the ATAM is to reveal how well an architecture 
satisfies particular quality objectives. It provides insight into how those quality goals interact 
with one another – i.e., how they trade off against one another. 
 
ATAM consists of the following nine steps: 
 
1. Present the ATAM: The analysis team familiarizes the stakeholders with the process of the 
ATAM. 
2. Present business drivers: The project manager of the system under analysis gives an 
overview of the system: the system’s main functionality, goals, constraints, stakeholders 
and architectural drivers (major quality requirements that shape the architecture). 
3. Present architecture: The architect of the system presents the architecture of the system. 
4. Identify architectural approaches: The architecture is investigated to identify the 
architectural decisions that are made for the system. 
5. Generate quality attribute utility tree: A utility tree is created that includes and prioritizes 
the system’s most important quality attribute goals specified down to the level of 
scenarios. The utility tree guides the remainder of the analysis; it tells the analysis team 
which parts of the architecture to focus on. 
6. Analyze architectural approaches: Based on the utility tree, the architectural approaches 
distinguished and documented experiences with architectural styles, the software 
architecture is analyzed to find out whether the selected styles ‘hold significant promise 
for meeting the attribute-specific requirements for which it is intended’. 
7. Brainstorm and prioritize scenarios: Together with the ‘widest possible group of 
stakeholders’ a set of scenarios is elicited and prioritized. The scenario priorities and the 
utility tree are compared to harmonize these. 
8. Analyze architectural approaches: Step 6 is reiterated, but now the highly ranked 
scenarios from the previous step are used as test cases. 
9. Present results: The analysis team presents the results of the analysis to the stakeholders. 
 
The ATAM distinguishes two types of scenarios: use case scenarios and change scenarios. 
Use case scenarios coincide with direct scenarios in SAAM and change scenarios coincide 
with indirect scenarios. Use case scenarios describe a typical interaction of the user with the 
system. They are used to elicit the software architecture. Change scenarios can be subdivided 
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in growth scenarios and exploratory scenarios. The former represent typical anticipated future 
changes to a system and the latter stress the system and are used to identify risks. 
 
An ATAM analysis is usually conducted either by the development team itself or by an 
external evaluation team. The method has been applied in different types of systems, such as a 
defense system and a satellite control system [Clements 2002]. Its main contribution is that it 
provides a method that uses knowledge of architectural approaches to analyze architectural 
decisions. Thereby, it takes a different approach than SAAM, where the resulting architecture 
and not the individual decisions are analyzed. 
2.3.5 Comparison of Evaluation Methods 
Table 2-9 provides an overview of the evaluation methods investigated in the previous 
section. In the following the commonalities and differences of the methods are discussed. The 
methods are then evaluated with respect to the research gaps of this thesis (cf. Section 1.3.1). 
2.3.5.1 Commonalities and Differences 
One main difference among the methods is their evaluation scope. There are two categories of 
evaluation methods: single attribute analysis and multiple attributes analysis methods. Single 
attribute analysis methods are focused on evaluating the architecture with respect to a 
particular quality attribute. Multiple attribute analysis methods deal with the assessment of 
multiple quality attributes at the same time and determine how competing quality 
requirements trade off against one another. 
 
SAAM, ALMA, APSM, and PASA each are focused on analyzing an architecture with 
respect to a single quality attribute. SAAM and ALMA both address modifiability, APSM is 
concerned with maintainability, and PASA considers performance. SAE, AQA, FAAM, and 
ATAM are dealing with the evaluation of two or more attributes. 
 
Concerning the evaluation goals, seven of the eight methods (SAAM, ALMA, PASA, SAE, 
AQA, FAAM, and ATAM) are focused on analyzing the architecture’s strengths and, 
particularly, its weaknesses/risks with respect to the quality attributes of scope. APSM differs 
from this goal as it focuses on the estimation of the average effort required for achieving the 
quality attribute of interest (maintainability). FAAM additionally includes a step for gathering 
proposals that support mitigating the identified risks. All methods assume that a (preliminary) 
description of the candidate architecture to be evaluated exists. 
 
Further, two methods (PASA and ATAM) exclusively support the evaluation of a single 
architecture, six methods additionally (SAAM, ALMA, APSM, SAE, AQA, and FAAM) 
support the comparative evaluation of two or more architectures. All methods use scenario-
based techniques for analysis, except AQA, which applies questionnaires only. 
Questionnaires are also supported in SAE and ATAM. PASA uses techniques such as 
execution path modeling [Smith 2002] for more detailed investigations of the architecture.  
 
Concerning applicability, six of the eight methods (SAAM, ALMA, APSM, PASA, AQA, 
and ATAM) can be applied to software architectures of any domain. In contrast, the 
evaluation activities of SAE are particularly restricted to telecommunication systems, and 
FAAM focuses on information systems. This means that SAE and FAAM are domain-specific 
methods and thus are less flexible to apply to systems of a different domain. 
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Table 2-9: Capability Summary of Architecture Evaluation Methods 
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All methods have been validated, either in case studies or in industrial projects which gives 
clues to the relative high maturity of the methods. Only for SAE, no record on validation 
experience could be found in literature. Further, except for SAAM no information about tool 
support for the investigated methods could be found. 
 
As a conclusion, the main limitation of single attribute analysis methods in contrast to 
multiple attribute methods is that they only provide a restricted view on an architecture’s 
quality. As discussed in Section 2.2, a system is rarely driven by exactly one quality attribute 
but a set of critical quality requirements. Restricting the evaluation to a particular quality 
attribute may result in identifying risks of a specific type only. It may not allow for a more 
representative (overall) assessment of the architecture. 
 
Moreover, the findings that result from the application of single attribute methods may be 
used as a suggestion to improve the architecture for a particular quality attribute. This 
approach is critical, since optimizing a particular quality attribute of an architecture in 
isolation usually has a negative impact on other architectural qualities. This is because quality 
requirements are competing (cf. Section 2.2.1.3). Consequently, optimizing one quality on the 
one hand may lead to a deterioration of the overall architectural quality on the other hand. 
Tradeoff decisions are not sufficiently considered. 
2.3.5.2 Evaluation Against Research Gaps 
In this section, we provide an evaluation of the methods against the research gaps of this 
thesis: 
 
• Gap 1: Lack of guidance for identifying requirements that are essential for architecture 
development.  
Research gap 1 can be confirmed. Most of the investigated approaches base the 
evaluation on a particular quality goal or set of quality goals. Whether the goal(s) are the 
most significant (i.e., drive the architecture) is not analyzed in detail. Only one method 
(ATAM) includes steps to prioritize and select evaluation scenarios that address the most 
important architectural concerns. 
• Gap 2: No systematic support for making adequate design decisions in order to 
implement architecturally relevant requirements.  
This research gap is not applicable to architecture evaluation approaches. 
• Gap 3: Insufficient support for the identification and mitigation of unwanted effects of 
design decisions in architecture development. 
Research gap 3 can be confirmed. Most methods restrict the evaluation to a particular 
quality attribute or a specific set of attributes. Since an architecture is rarely driven by a 
single quality attribute, many risks may remain uncovered. Moreover, the findings that 
result from the application of those methods may be used as a suggestion to improve the 
architecture for a specific quality attribute. This approach is critical, since optimizing a 
particular quality attribute of an architecture in isolation usually has a negative impact on 
other architectural qualities. This is because quality requirements are competing. For 
example, the optimization of an architecture with respect to performance often has a 
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negative impact on modifiability or portability (cf. Section 2.2.1.3). Therefore, optimizing 
one quality on the one hand may lead to a deterioration of the overall architectural quality 
on the other hand. The evaluation of tradeoff decisions is not considered.  
 
The multiple attribute analysis methods provide a more general evaluation of two or more 
quality attributes and may support uncovering some of the side effects in the architecture. 
However, only ATAM allows starting with the most critical set of quality attributes, 
which provides a good basis for identifying major architectural problems. Furthermore, 
only a few of the methods deal with risk mitigation at all (PASA and FAAM). 
Unfortunately, PASA is focused on performance and thus risk mitigation is primarily 
considered in the performance context. FAAM deals with interoperability and 
extensibility requirements of information systems. Thus, the risk mitigation strategies of 
FAAM are also restricted to these kinds of attributes and systems. The other methods do 
not include risk mitigation activities but focus on the identification of risks only. 
However, none of the methods includes steps for identifying those decisions in the 
architecture that lead to risks. 
 
Finally, all investigated evaluation methods are focused on software architectures. This 
means that they do not sufficiently consider hardware aspects during the analysis (e.g., 
captured in the hardware architecture view). Thus, risks related to a software-hardware 
mismatch may remain uncovered. 
2.4 Summary 
In this chapter, related work in the area of architecture development has been presented. In 
particular, basic principles and important terms concerning software architecture and 
architecture development have been introduced. Furthermore, architecture design activities 
and artifacts have been described in more detail. The chapter has characterized the role of 
functional and quality requirements in architecture design as well as tradeoffs among 
requirements. In addition, important parts of an architecture description such as architectural 
views and decisions have been discussed. The chapter has further covered architectural 
strategies and mechanisms and their usage during architecture design. Moreover, a 
comprehensive overview of existing architecture design methods has been provided and a 
comparison of these methods with respect to the research gaps has been given. The chapter 
has also provided a comprehensive overview of architecture evaluation. Architectural risks, 
which are the primary output of an evaluation, have been discussed and important evaluation 
support concepts such as scenarios, use case maps, and questioning techniques have been 
described. Finally, existing architecture evaluation methods have been presented and 
compared with the research gaps of this thesis. The chapter has demonstrated that the gaps are 
not sufficiently covered by current research results.  
 
In the next chapter we will introduce the approach proposed in this work for bridging the 
research gaps. 
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3 Bridging the Research Gaps with QUADRAD 
 
 
As demonstrated in the previous chapter, the research gaps cannot sufficiently be addressed 
by related work. There is still a lack of guidance for identifying requirements that are essential 
for architecture development. The approaches investigated in the previous chapter do not 
provide adequate steps for prioritizing requirements that drive the architecture design. Most of 
them do not even sufficiently analyze the quality goals for architecture evaluation.  
 
Further, the approaches do not adequately support decision making for implementing the 
architecturally driving requirements. Moreover, an adequate documentation of architectural 
decisions that lead to architectural views is largely unsupported by the approaches. The 
number and type of views used for documenting the architecture differs. This increases the 
risk that the architecture is not correctly implemented during detailed design and coding. 
 
There is also an insufficient support for the identification and mitigation of side effects within 
an architecture. The approaches do not include combined design and evaluation steps. There 
is a high probability that unexpected behavior of the architecture cannot be identified before 
implementation. Furthermore, some of the evaluation approaches are restricted to a particular 
quality attribute. Since an architecture is rarely driven by a single quality, critical risks may 
remain uncovered. 
 
These gaps demonstrate that the transition from requirements to architecture is still a highly 
critical phase where some of the most fundamental mistakes of a development effort are made 
(cf. Chapter 1). As discussed, the mistakes may lead to the fact that the intended business 
goals of an organization cannot be achieved, which commonly results in fundamental 
financial loss. This work focuses on bridging the gaps because this would support making the 
transition from requirements to architecture much more systematic and less error-prone. This, 
in turn, would assist an organization in meeting their business goals more accurately.  
 
The chapter is organized as follows: Section 3.1 elaborates key concepts to address the 
development problems and research gaps of scope. It particularly shows how an architecture 
can be better aligned to architecturally significant requirements, which supports building 
systems that meet the intended business goals more accurately. In Section 3.2, the main 
concepts are summarized in a metamodel, which is then used to derive the basic approach to 
address the respective research gaps of this work. Section 3.3 elaborates a set of key 
requirements to further guide the refinement and packaging of the approach in a framework. 
The requirements are directly evolved from fundamental limitations of existing work in 
architecture development. In Section 3.4, the resulting framework (QUADRAD, Quality-
Driven Architecture Development) is introduced. The framework systematically addresses 
key limitations of existing approaches and supports bridging the research gaps. Finally, in 
Section 3.5 the main points of the chapter are summarized. 
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3.1 Key Concepts to Address Research Gaps 
In Chapter 1, we have reported about two major problems that still exist in current software 
system development (cf. Sections 1.2 and 1.3): 
• Problem 1: Software system architectures are primarily created or evolved based on 
wrong requirements. 
• Problem 2: Making appropriate design decisions during architecture development is not 
or only vaguely understood. This results in serious development risks. 
 
In the context of these problems, we have further identified three important research gaps (cf. 
Section 1.3.1): 
• Research Gap G1: Lack of guidance for identifying requirements that are essential for 
architecture development. 
• Research Gap G2: No systematic support for making adequate design decisions in order 
to implement architecturally relevant requirements. 
• Research Gap G3: Insufficient support for the identification and mitigation of unwanted 
effects of design decisions in architecture development. 
The gaps have been further discussed and confirmed in the previous chapter (cf. Sections 
2.2.5 and 2.3.5) 
 
As a starting point for bridging the gaps, we have elaborated a set of key concepts and 
important interrelations between these concepts. The concepts and interrelations build up on 
the limitations of related work in architecture development provided in Chapter 2. Thus, they 
represent a fundamental basis of the research work of this thesis.  
 
In particular, the following observations have been made: 
• Architectural decisions have impact on the overall system design 
• Architectural decisions are based on architectural drivers 
• Architectural strategies and mechanisms support decision making 
• Architectural decisions influence each other 
 
These observations are next explained in more detail. 
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3.1.1 Architectural Decisions Have Impact on the Overall System Design 
As discussed in Chapter 2, architecture deals with decisions that need to be made from a 
broad-scoped or system perspective. These decisions are known as architectural decisions (cf. 
Section 2.2.2.2). Architectural decisions are strategic decisions made during architecture 
design. They have implications on the overall system design and therefore have a high impact 
on the achievement of business goals. Any decision that could be made from a more narrowly 
scoped, local perspective is not architectural (at the current level of system scope).  
 
This allows us to distinguish between detailed design and implementation decisions on the 
one hand and architectural decisions on the other—the former have local impact, and the latter 
have systemic impact, that is, huge parts of the system are affected (e.g., must be changed). A 
broad-scoped perspective is required to take this impact into account and to make the 
necessary trade-offs across the system. 
 
Figure 3-1 illustrates the scope and impact of design decision based on the work of [Malan 
2002]. Architectural decisions are shown in the upper right quarter of Figure 3-1. These 
decisions are systemic decisions and have a high business impact. They are made to satisfy 
high priority requirements that are important to the business success of the system. However, 
during architecture development the architect must also cope with decisions that have a 
different scope and impact than architectural decisions. 
 
Usually, the architect must also make decisions that have a systemic scope but have a low 
business impact. In this case he or she has to provide a solution for requirements that are 
difficult to implement but that are not key to selling the system. These decisions are shown in 
the upper left quarter of Figure 3-1. They are not architectural decisions according to our 
definition.  
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Figure 3-1: Decision Scope and Impact [Malan 2002] 
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On the other hand, the architect must also make decisions that have a strong impact on the 
business strategy but only affect local parts of the system (see lower right quarter of Figure 
3-1). These decisions are also not architectural. Typically, they are tactical in nature. This 
means that the decisions set architectural guidelines and policies, which are usually 
implemented during detailed design or coding. 
 
Finally, decisions with a low system and business impact are usually made during detailed 
design (see lower left quarter of Figure 3-1). They do not address the primary concerns of 
architecture development but may refine architectural decisions at a detailed design level. 
3.1.2 Architectural Decisions are Based on Architectural Drivers 
Consequently, the design of a successful system involves making appropriate architectural 
decisions. Generally speaking, design decisions are made to achieve particular requirements. 
As previously discussed, some requirements may be important for the business perspective 
but only have a local impact on the system design – these requirements do not drive 
architecture design. Others may have a systemic impact but are of low business importance – 
these requirements are also not key for architecture development.  
 
Consequently, only a particular portion of the given requirements is important from an 
architectural perspective. These requirements are called architecturally driving requirements 
or architectural drivers (cf. Section 2.2.1.4). Typically, the set of architectural drivers consists 
of a combination of quality requirements that address attributes such as modifiability, 
performance, safety, reliability, and security. 
3.1.3 Architectural Strategies and Mechanisms Support Decision Making 
In the previous sections, we have discussed that it is important to capture the most critical 
architectural design requirements. The next step is to identify and implement appropriate 
solutions for those requirements at the architecture level. In other words, we have to make 
appropriate decisions in order to achieve this set of driving requirements.  
 
Making architectural decisions to accomplish a particular architectural driver involves two 
fundamental design activities: 
• Introduce new design elements into the architecture 
• Refine or change the behavior of existing design elements 
Applying these activities leads to architecture releases with new capabilities. A new release, 
for example, may satisfy new architecturally relevant requirements or it may improve a 
specific behavior according to particular quality attributes. The process from one release to 
another is called architecture iteration.  
 
But how do we know that we have made appropriate decisions? According to our observation 
obtained from different industrial projects (e.g., [Thiel 2001a, Thiel 2001b, Thiel 2002b]) as 
well as from observations of other authors (e.g., [Hofmeister 2000], [Bass 2003], [Garland 
2003]), experienced architects apply specific principles or architectural strategies to solve 
design problems that have been induced by requirements. An architectural strategy describes 
a general principle to solve a particular class of design problems (cf. Section 2.2.3.1). For 
example, improving the communication efficiency among software components is a general 
strategy for addressing performance problems. 
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Whereas architectural strategies describe the basic approach to be used to address design 
problems, an architectural mechanism provides a concrete design solution for that problem – 
it implements architectural strategies. This implementation is often documented by a 
collection of component and connection types and their basic responsibilities. Architects 
frequently make use of particular mechanisms included in architectural styles [Shaw 1996] 
and patterns [Gamma 1994, Buschmann 1996] to provide an architectural solution of one or 
more strategies in a given context (cf. Section 2.2.3.2). 
 
Consider the example given in Figure 3-2. Assume an architect has to satisfy the portability 
requirement that “the system shall execute on different hardware platforms.” An appropriate 
strategy to achieve portability could be to decouple software functionality from the underlying 
hardware. This strategy can be accomplished by a virtual machine mechanism [Buschmann 
1996]. The decision to implement this mechanism would cause a change of the current 
architecture release. This change involves the introduction of a virtual machine layer into the 
architecture as well as the adaptation of the application and communication subsystems, as 
illustrated in Figure 3-2. In summary, the portability requirement has been fulfilled by 
providing a strategy that supports portability and a mechanism that implements this strategy. 
3.1.4 Architectural Decisions Influence Each Other 
Most architectural decisions involve tradeoffs. For example, the architect of Figure 3-3 
decides to introduce a virtual machine to achieve the given portability requirement. However, 
this decision involves a performance tradeoff – system calls from the application and 
communication layer are interpreted by the virtual machine. This interpretation is slower than 
serving the calls directly and may have a significant impact on the system’s run-time. 
 
This example shows that making an architectural decision to achieve a particular requirement 
usually has impact on more than one system quality. Because some requirements – like those 
for portability and performance above – are competing, introducing a design solution to 
support one of them may have a negative impact on other qualities. 
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Figure 3-2: Applying a Virtual Machine Mechanism 
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Figure 3-3 illustrates this fact in a Kiviat diagram (e.g., [Lanza 2003]).2 The diagram shows 
that an architectural decision may support portability, interoperability, and modifiability but it 
may conflict with performance and security. Thus, the tradeoffs of each decision must be 
carefully considered. 
 
Another problem is related to the fact that architectural design is a decision making process in 
which the architect is faced with hundreds of design problems to resolve. Some of the 
problems may be known beforehand, others may show up after several iterations or releases 
such that the decisions cannot be all made in concert but must be made incrementally. This is 
natural in practice. As a consequence, the decision making process cannot be controlled 
completely and may introduce additional side effects into the architecture. These side effects 
may induce architecture risks that prevent that the adequate system can be built based on the 
architecture (cf. Section 2.3.2.1).  
 
Risks can creep in an architecture in the following way: During architecture design, strategies 
and mechanisms are usually determined for each particular requirement under consideration, 
i.e., iteratively and more or less separated from other (perhaps competing) requirements. The 
decisions that result from applying a mechanism usually include a solution relative to the 
design problem induced by the requirements. The composition of mechanisms that are 
introduced through the decision making process usually leads to sweeping architectural 
implications. These implications are difficult to manage and control. Consequently, they may 
result in unexpected behavior of the architecture. 
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Figure 3-3: Impact of Architectural Decisions on Multiple Quality Attributes 
 
                                                 
2 A Kiviat diagram, also called radar or net chart, resembles a wagon wheel. Each spoke represents one factor or 
characteristic of analysis. The degree to which a factor is positioned is displayed at a point on a spoke. Zero 
position is at the center (hub) of the diagram, with the highest position being at the rim of the wagon wheel. The 
connected points result in a polygon. 
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3.2 Metamodel and Approach 
Figure 3-4 summarizes the observations elaborated in the previous section in an UML-based 
metamodel. The metamodel includes the following circumstances: 
• Architectural decisions address architecturally driving requirements (cf. Section 3.1.2).  
• Architectural decisions are based on architectural strategies and architectural mechanisms 
(cf. Section 3.1.3).  
• Architectural mechanisms provide implementation guidelines for architectural strategies 
(cf. Section 3.1.3).  
• Architectural decisions may influence each other (cf. Section 3.1.4). 
• The application of architectural decisions leads to an architecture release, which represents 
a particular status of the architecture (cf. Section 3.1.4).  
• An architecture release satisfies a set of architecturally driving requirements (cf. Section 
3.1.1). 
• An architecture release may also include risks that preclude the achievement of particular 
architecturally driving requirements (cf. Section 3.1.4). 
By taking the metamodel of Figure 3-4 into account we can derive the following five 
fundamental steps as part of the approach in order to address the research gaps (see Figure 
3-5): 
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Figure 3-4: Key Concepts of the Approach 
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Step 1: Identify the requirements that have architectural relevance. Determine the 
architecturally driving requirements that shape the architecture. These drivers typically consist 
of a combination of quality requirements that address attributes such as modifiability, 
performance, safety, reliability, and security. They are a prerequisite for building architectures 
that meet business goals and market needs. The result of this step is the set of architectural 
drivers that is used throughout architecture development. 
 
 
Step 2: Derive appropriate architectural decisions. Find strategies and mechanisms that 
address architecturally relevant requirements. Architectural strategies describe an architect’s 
basic principles for addressing a design problem induced by the architectural driver under 
consideration. Based on the strategies, appropriate architectural mechanisms can be derived. 
These mechanisms include particular decisions that help to address the drivers, which is the 
result of this step. 
 
 
Step 3: Apply the decisions at the architectural level. Applying the decisions at the 
architectural level means to introduce new design elements or modify the behavior of existing 
design elements according to the decision. This activity usually affects different concerns or 
views of the architecture (e.g., software, hardware, and mechanics) simultaneously. The result 
of this step is a description of the architecture. Typically, steps 2 and 3 are performed highly 
iterative. 
 
 
Step 4: Evaluate the effects of architectural decisions from an overall system 
perspective. Consider the consequences of architectural decisions since they concern the 
overall system design. Locate hidden implications and side effects that prevent the 
architecture satisfying the architectural drivers. The result of this step is the set of risks that 
stem from inappropriate decisions or from decisions that have not been made yet. 
 
 
Step 5: Iterate architecture development. Use the feedback from step 4 to eliminate risks 
and revise the architecture. Iterate architecture development when feedback from 
implementation (of parts of the system) is available or when requirements or business goals 
have been changed. 
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Figure 3-5: Fundamental Approach 
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3.3 Refining and Packaging the Approach 
In order to guide the refinement of the approach provided in the previous section into a 
framework, we have elaborated a set of key requirements. The elicitation of those 
requirements is based on the three research gaps relevant to this work. Table 3-1 shows the 
eight most significant requirements to be considered by the approach. Each requirement has 
an associated description and addresses a particular research gap.  
 
 
Table 3-1: Requirements Derived From Research Gaps 
Framework Requirements Description Related 
Research Gap 
FR1 Prioritization of 
Requirements  
The approach shall support the prioritization of 
requirements in order to evaluate their 
importance for architecture design. 
Gap 1 
FR2 View Type Definition The approach shall support the definition of 
architecture view types in order to allow a 
language for documenting relevant architecture 
views.  
Gap 2 
FR3 Multiple View Support The approach shall support architecture 
modeling of multiple views in order to improve 
the accuracy of the architecture description. 
Gap 2 
FR4 Appropriateness of 
Architectural Decisions 
The approach shall support the identification of 
appropriate decisions for implementing the 
architecturally relevant requirements.  
Gap 2 
FR5 Traceability of 
Architectural Decisions 
The approach shall support the documentation 
of traceability information between 
architecturally relevant requirements and their 
implementation in architecture. 
Gap 2 
FR6 Multiple 
Attribute Evaluation 
The approach shall support architecture 
evaluation with respect to the achievement of 
multiple quality attribute requirements. 
Gap 3 
FR7 Architecture 
Impact Analysis 
The approach shall support the analysis of the 
implementation of architectural decisions based 
on the architecture description. 
Gap 3 
FR8 Identification of 
Architectural Risks and 
Mitigation Strategies 
The approach shall support the identification of 
risks associated with the implementation of an 
architectural decision. It shall also include 
activities for recording risk mitigation strategies. 
Gap 3 
 
 
The particular rationales that lead to the specification of the requirements are as follows: 
• FR1: Prioritization of Requirements 
Rationale: None of the investigated approaches provides steps for an adequate 
prioritization of requirements that drive the architecture design (cf. Section 2.2.5). 
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• FR2: View Type Definition 
Rationale: The number and type of supported views in the investigated approaches 
differs. The view types are not adapted to those perspectives that need to be represented 
when the significant requirements are implemented (cf. Section 2.2.5). 
• FR3: Multiple View Support 
Rationale: Since the representation of architectural views in the investigated approaches 
is restricted, the accuracy of the architecture description is limited. This increases the risk 
that the architecture is not correctly implemented during detailed design and coding (cf. 
Section 2.2.5). 
• FR4: Appropriateness of Architectural Decisions 
Rationale: None of the investigated approaches does directly document the architectural 
decisions that lead to the architectural views. Thus, much of the information about why 
the architecture is the way it is gets lost. This is critical because then a sufficient 
understanding of the architecture cannot be achieved (cf. Section 2.2.5). 
• FR5: Traceability of Architectural Decisions 
Rationale: None of the investigated approaches deal with documenting the rationales 
behind architectural decisions (cf. Section 2.2.5).  
• FR6: Multiple Attribute Evaluation 
Rationale: Most methods restrict the evaluation to a particular quality attribute or a 
specific set of attributes. Since an architecture is rarely driven by a single quality 
attribute, many risks may remain uncovered (cf. Section 2.3.5). 
• FR7: Architecture Impact Analysis 
Rationale: None of the methods makes it explicit how to identify the decisions in the 
architecture that lead to risks (cf. Section 2.3.5). 
• FR8: Identification of Architectural Risks and Mitigation Strategies 
Rationale: Most of the investigated approaches do not include risk mitigation activities 
but focus on the identification of risks only. The approaches that deal with mitigating risk 
are restricted to a particular quality attribute or small set of attributes (cf. Section 2.3.5). 
 
The requirements help to package the approach into a framework. We have called the 
framework QUADRAD (Quality-Driven Architecture Development). An overview of 
QUADRAD is given in the next section. 
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3.4 An Overview of the QUADRAD Framework 
To address the requirements and to bridge the research gaps elaborated in the previous 
sections, we propose the QUADRAD framework. QUADRAD supports the Quality-Driven 
Architecture Development of software-intensive systems. It provides essential activities that 
guide the design, assessment, and documentation of architectures.  
 
For illustrating the activities within QUADRAD we adopted the data flow diagram (DFD) 
notation proposed by Gane and Sarson [Gane 1979]. Data flow diagramming is a widely used 
structured technique for showing the activities performed by a system and the data flowing 
into, out of, and within it. In this context “system” means the QUADRAD framework. Table 
3-2 summarizes the DFD notation used throughout this work. 
 
The general principle in DFD is that a system can be decomposed into subsystems, and 
subsystems can be decomposed into lower level subsystems, and so on. Each subsystem 
represents an activity in which data is processed. The top-level DFD (also known as level-0 
diagram) only contains one activity that generalizes the function of the entire system in 
relationship to external entities. The first level DFD (level-1 diagram) shows a decomposition 
of the level-0 activity in main level-1 activities. Each of the activities can be further 
decomposed into finer-grained activities. At the lowest level, activities can no longer be 
decomposed. Each activity is then described in textual form to capture the essence of how the 
activity is performed.  
 
Just as a system must have input and output (if it is not dead), so an activity must have data 
flowing into or from that activity. Data can enter the system from the environment and from 
data flows between activities within the system. Data is produced as output from the system. 
Figure 3-6 shows the top-level DFD of the framework illustrating the external entities and 
data stores as well as the data flows that enter and leave it. 
 
In particular, the following data items are provided by external entities:  
• Analysis questions and evaluation skills (architecture evaluation team) 
• Domain knowledge (project stakeholders) 
• Requirements specification (requirements engineer) 
• Business goals (business executive) 
• Architecture and domain knowledge (software architect) 
QUADRAD produces the following results: 
• D1: Architectural drivers and view types 
• D2: Architecture description 
• D3: Design issues 
• D4: Architectural risks 
• D5: Architectural solutions 
QUADRAD also provides architecture adaptation requests to be managed by the software 
architect. 
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Table 3-2: DFD Modeling Notation [Gane 1979] 
Element Notation Description 
Workflow / 
Activity 
 
1.0
Workflow /
Activity
 
 
Workflows and activities transform or 
manipulate data. Each box has a unique number 
as identifier and a unique name. Workflows and 
activities transform or manipulate input data to 
produce output data. 
Data Store 
 
D1 Data Store
 
D1 Data Store(duplicated)
 
Data Stores are locations where data is held 
temporarily or permanently. It is common 
practice to have duplicates of data stores to make 
a diagram less cluttered. 
Data Flow 
 
 
Data Flow
 
 
 
Data Flows depict data or information flowing to 
or from an activity. The arrows must either start 
or end at an activity box. It is impossible for data 
to flow from data store to data store except via an 
activity. External entities are not allowed to 
access data stores directly. The arrows are 
labeled with the name of the data that moves 
through it. 
External 
Entity 
 
External Entity
 
 
    External Entity
    (duplicated)
 
 
External entities are objects outside the system 
(e.g., people or machines) which contribute data 
or information to the system or which receive 
data or information from it. As with data stores 
duplication of external entities is possible to 
improve readability of diagrams. 
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Figure 3-6: QUADRAD Context Diagram 
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Figure 3-7 shows the first decomposition of QUADRAD into the three core workflows 
Preparation, Modeling, and Evaluation. Each workflow consists of a sequence of activities 
that produce essential results for driving architecture development.  
 
The purpose of the Preparation workflow (activity 1.0) is to support early architectural 
considerations. In particular, it includes activities for identifying architectural drivers and for 
defining architectural view types of concern for representing the architecture. Details of the 
Preparation workflow are described in Chapter 4. 
 
The purpose of the Modeling workflow (activity 2.0) is to provide techniques and guidelines 
for modeling architectural views and to record the decisions that lead to those views. It 
provides essential steps to make this process more systematic and repeatable. The activities of 
this workflow include determining strategies and mechanisms for architectural drivers, 
creating an appropriate architectural infrastructure, and refining the architecture description. 
The Modeling workflow relies partially on artifacts of the Preparation workflow. Details of 
the Modeling workflow are described in Chapter 5. 
 
The purpose of the Evaluation workflow (activity 3.0) is to analyze the architecture with 
respect to the achievement of essential quality attributes. The Evaluation workflow enables to 
make the consequences of architectural decisions in architectural views explicit and helps to 
locate side effects caused by the application and composition of design mechanisms. It also 
assists in identifying architecturally important decisions that have not been made yet and 
solutions to critical design risks. The main activities of this workflow are defining the 
evaluation goals, eliciting evaluation scenarios, mapping scenarios and identifying decisions, 
analyzing the architecture and with respect to quality attribute goals, providing solution 
approaches, and summarizing the findings. Details of the Evaluation workflow are described 
in Chapter 6. 
 
The architecting workflows of QUADRAD are interrelated, as shown by the data flow arrows 
in Figure 3-7. In order to enable support of incremental architecture development, the 
workflows must not necessarily be performed in a specific sequence. For example, starting at 
a given status of the architecture (which has been developed, e.g., in the Modeling workflow), 
one could decide to continue with Evaluation in order to assess the architectural properties of 
the current design iteration. Another possibility could be to go back to the Preparation 
workflow to reconsider some of the architecturally relevant requirements. In order to adapt 
the requirements specification, requirements change requests might be considered by the 
requirements engineer. 
 
The requirements of the approach derived from research gaps (cf. Table 3-1) are addressed by 
the QUADRAD workflows. This will be further shown at the end of the Chapters 4, 5, and 6. 
In Chapter 7 we will present a tool that supports essential activities of the framework. 
 
 
 
 
 
Chapter 3. Bridging the Research Gaps with QUADRAD 85
 
 
R
eq
ui
re
m
en
ts
E
ng
in
ee
r
R
eq
ui
re
m
en
ts
sp
ec
ifi
ca
tio
n
3.
0
Ev
al
ua
tio
n
1.
0
P
re
pa
ra
tio
n
S
of
tw
ar
e
A
rc
hi
te
ct
Ar
ch
ite
ct
ur
e 
ad
ap
ta
tio
n
re
qu
es
ts
Is
su
es
 fo
r d
et
ai
le
d
de
si
gn
Ar
ch
ite
ct
ur
e 
to
be
 a
na
ly
ze
d
2.
0
M
od
el
in
g
B
us
in
es
s
E
xe
cu
tiv
e
A
rc
hi
te
ct
ur
e 
an
d 
do
m
ai
n 
kn
ow
le
dg
e
B
us
in
es
s
go
al
s
A
rc
hi
te
ct
ur
e 
an
d
do
m
ai
n 
kn
ow
le
dg
e
A
rc
hi
te
ct
ur
e
E
va
lu
at
io
n 
Te
am
R
eq
ui
re
m
en
ts
sp
ec
ifi
ca
tio
n
D
2
A
rc
hi
te
ct
ur
e
de
sc
rip
tio
n
D
3
D
es
ig
n 
is
su
es
P
ro
je
ct
S
ta
ke
ho
ld
er
s
D
om
ai
n
kn
ow
le
dg
e
D
1
A
rc
hi
te
ct
ur
al
 d
riv
er
s
an
d 
vi
ew
 ty
pe
s
D
4
A
rc
hi
te
ct
ur
al
ris
ks
An
al
ys
is
 q
ue
st
io
ns
;
ev
al
ua
tio
n 
sk
ills
Ar
ch
ite
ct
ur
e
de
ci
si
on
s 
an
d 
vi
ew
s
In
ap
pr
op
ria
te
or
 m
is
si
ng
ar
ch
ite
ct
ur
al
 d
ec
is
io
ns
B
us
in
es
s
go
al
s
R
eq
ui
re
m
en
ts
sp
ec
ifi
ca
tio
n
Ar
ch
ite
ct
ur
al
ly
 d
riv
in
g 
re
qu
ire
m
en
ts
!!!
!
D
5
A
rc
hi
te
ct
ur
al
so
lu
tio
ns
S
ol
ut
io
n 
ap
pr
oa
ch
es
fo
r a
rc
hi
te
ct
ur
al
 ri
sk
s
A
rc
hi
te
ct
ur
al
ly
 d
riv
in
g
re
qu
ire
m
en
ts
 a
nd
ar
ch
ite
ct
ur
al
 v
ie
w
 ty
pe
s
A
rc
hi
te
ct
ur
e
kn
ow
le
dg
e
 
Figure 3-7: Core Workflows of QUADRAD (Level-1 Diagram) 
 
86 Chapter 3. Bridging the Research Gaps with QUADRAD
 
 
3.5 Summary 
In this chapter, key concepts to address the development problems and research gaps of scope 
have been elaborated. In particularly, it has been outlined how an architecture can be better 
aligned to architecturally significant requirements and how this supports building systems that 
meet the intended business goals more accurately. Furthermore, a metamodel that summarizes 
the main concepts has been presented. This metamodel has been used to derive the basic 
solution approach to address the respective problems and research gaps of this work. In 
addition, a set of key requirements to further guide the refinement and packaging of the 
approach has been elaborated. Further, it has been shown how the requirements have directly 
been evolved from limitations of existing work in architecture development. Finally, an 
overview of the QUADRAD framework has been given. Particularly, the notation used to 
describe QUADRAD activities has been explained and the core workflows have been briefly 
introduced.  
 
In the subsequent chapters, we will describe the activities of the QUADRAD framework in 
more detail.  
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4 The QUADRAD Preparation Workflow 
 
 
This chapter describes the QUADRAD Preparation workflow (QUADRAD-P). The purpose 
of the workflow is to support early architectural considerations. QUADRAD-P aims at 
bridging the gap between requirements specification and architecture design by providing 
activities that support architects in preparing the essential design requirements systematically. 
An overview of the major input and output artifacts is shown in Figure 4-1. 
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Figure 4-1: The QUADRAD Preparation Workflow (Level-1 Diagram) 
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This chapter is organized as follows: Section 4.1 provides an overview of the Preparation 
workflow. In Section 4.2 activities for selecting the set of requirements that are most essential 
for developing an adequate architecture are described. Activities for determining architectural 
view types addressed by architectural drivers are provided in Section 4.3. Section 4.4 
describes how the QUADRAD-P activities address the research gaps in this thesis. Finally, 
Section 4.5 summarizes the main issues of this chapter. 
4.1 Workflow Overview 
Figure 4-2 shows the first decomposition of QUADRAD-P. It comprises two activities: 
1.  Identify architectural drivers 
2.  Determine architectural view types 
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Figure 4-2: The QUADRAD Preparation Workflow (Level-2 Diagram) 
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1.  Identify architectural drivers 
 
The objective of this activity is to identify the set of requirements that have a strong impact on 
the architecture and that are important from the business perspective. 
 
The inputs to the activity are the requirements specification (provided by the requirements 
engineer), the business goals of the system (provided by the business executive) as well as 
architecture and domain knowledge (provided by the software architect). The output from the 
activity is a list of architecturally driving requirements. 
 
2.  Determine architectural view types 
 
The objective of this activity is to specify the view types that are necessary for representing 
the relevant architectural views for the set of architectural drivers. 
 
The inputs to the activity are the quality attributes affected by the architecturally driving 
requirements (provided by the activity “Identify architectural drivers”) as well as architecture 
and domain knowledge (provided by the software architect). The output from the activity is a 
list of architectural view types which is relevant for representing the architectural views for 
the set of architectural drivers. 
 
The activities of QUADRAD-P are next described in more detail. 
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4.2 Identify Architectural Drivers 
The objective of this activity is to identify the set of requirements that have a strong impact on 
the overall software architecture and that are essential for achieving the business goals of the 
system under consideration. These requirements are known as architectural drivers. The 
identification of such drivers is based on the fact that some requirements are more influential 
on the design of an architecture than others. Architectural drivers shape the architecture and 
make the system unique, competitive, and worth building. They are a prerequisite for 
designing the appropriate architecture and thus support systematic system development. An 
overview of the input and output data flow for identifying architectural drivers is shown in 
Figure 4-3. 
 
Figure 4-4 shows how this activity is decomposed into the following two subordinate 
activities:  
1.  Calculate priorities 
2.  Determine high-priority requirements 
 
These activities are next described in more detail. 
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Figure 4-3: Identifying Architectural Drivers (Level-2 Diagram) 
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Figure 4-4: Identifying Architectural Drivers (Level-3 Diagram) 
 
 
 
4.2.1 Calculate Priorities  
The objective of this activity is to assign priorities to the given set of requirements. For each 
requirement a rank that reflects the importance of the requirements for architecture design is 
assigned.  
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In order to identify the relevance of requirements for architecture design we suggest the 
consideration of two criteria for prioritization: Business importance and architectural impact 
(cf. Figure 4-5). 
• Business importance: A requirement is important for architecture design if it is essential 
for achieving business goals of the system. A software system is built because an 
organization wants to achieve particular goals with this system. The correlation of a 
requirement to business goals is thus a good indicator for determining the architectural 
design relevance of that requirement. Examples of business goals include the following: 
– Increase market share in region R by X% 
– Reduce development costs by Y% 
– Achieve market price of P€ 
– Guarantee system availability of Z% 
– Establish standard S 
• Architectural impact: A requirement is important for architecture design if it has a high 
impact on the structure of the architecture. This means that the implementation of the 
requirement forces the architect to make design decisions that affect large parts of the 
system’s structure. The decisions then have implications on the overall system and thus 
represent key advances in the course of design. For example, a requirement that requires 
the architect to introduce a standard communication mechanism for all the software 
components within a system is more important for architecture design than a requirement 
that is concerned with changing colors in the graphical user interface. 
 
 
 
 
Requirement
Business Importance Architectural Impact
How essential is the requirement 
for achieving business goals?
How difficult is the requirement‘s 
implementation during architecture design?
 
Figure 4-5: Criteria for Identifying Architectural Drivers 
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The activity comprises two steps which are performed in concert for prioritizing each 
requirement in the requirements specification: 
1.  Assign business importance 
2.  Assign architectural impact 
 
1.  Assign business importance 
 
The goal of this step is to prioritize a requirement according to its business relevance. For 
each requirement business representatives, such as the business executive or marking manager 
for the system, judge the business relevance of that requirement. We suggest using the 
following simple scale to reflect the business importance of each scenario: 
• High – the requirement is essential for the business success of the system 
• Medium – the requirement is important but less essential for business success 
• Low – the requirement is not essential for the business success of the system 
The scale helps the business representative to manage assigning the business relevance for 
each requirement. In order to keep the assignment understandable we suggest that the 
business representative gives a short rationale why a particular requirement is essential or not 
essential for the business success of the system. The rationale is recorded for future reference. 
 
For example, assume that one of the business goals of a development effort for airbag systems 
is to increase market share in the Asian region by factor two. Assume further that the legal 
regulations in Asia require a safe deployment of the airbag before disposal. Then a 
requirement which states that “the system shall include a disposal functionality for safe airbag 
deployment” would be highly important for business success. If the requirement is not 
achieved, then the airbag systems cannot be sold and the market will be lost. 
 
2.  Assign architectural impact 
 
The goal of this step is to prioritize a requirement according to its architectural impact. For 
each requirement, the software architect determines the ranking for the system impact of each 
requirement. We suggest using a similar scale to that described in the previous step to reflect 
the architectural impact of a scenario:  
• High – the requirement has a high impact on the architecture; it is difficult to achieve the 
requirement in the architecture 
• Medium – the requirement has a moderate impact on the architecture; it is less difficult to 
achieve the requirement in the architecture 
• Low – the requirement only has a low impact on the architecture; it is easy to achieve the 
requirement in the architecture 
As explained before, a high architectural impact means that the implementation of the 
requirement will force the architect to make design decisions that affect large parts of the 
system’s structure. According to our experience this explanation does work very well in 
practice when estimating the impact of incorporating requirements into an existing 
architecture (or parts of the architecture). In this case it is usually easy for an architect to work 
out the effort involved in restructuring the existing architecture. 
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However, at the very beginning of a new development effort there might be no existing 
structure from which to start estimating the architectural impact of requirements. In this case 
we suggest that the architect should focus on his or her experience: Does he or she expect that 
the requirement can be localized to an individual design element? If yes, then the architectural 
impact of the requirement will be low. If not, then it seems to be a “crosscutting” problem. 
Fulfilling it at the architecture level might require a substantial effort. Multiple design 
elements might need to be specified in order to achieve the concerns of the requirement. Thus, 
the requirement will be assigned a medium or even high impact.  
 
As discussed in Section 2.2.1.2, quality attribute requirements such as modifiability, 
performance, and safety typically have a high impact on the architecture. However, 
sometimes the information about whether a requirement addresses a particular quality 
attribute is missing in the requirements specification. In order to compensate for this, we 
suggest that the architect should check if the requirement addresses one of the following 
issues: 
• Monitoring and logging failures in the system (safety, reliability) 
• Recovering from failures (safety) 
• Upgrading and configuring a system (modifiability, configurability) 
• Adapting the system to a new hardware environment, e.g. new processor and devices 
(modifiability) 
• Adapting the system to a new software environment, e.g. new Operating System 
(modifiability) 
• Introducing a new communication protocol to the system (modifiability, integrability) 
• Protecting the system data against disclosure, modification, or destruction (security) 
• Increasing the responsiveness of the system (performance) 
These issues typically involve a high architectural impact. Table 4-1 shows a template for 
requirements prioritization. 
 
According to our experience there may be the case that a particular requirement cannot be 
prioritized by the architect because it is not understood completely. In this case a change 
request for improving the accuracy of the requirement description is forwarded to the 
requirements engineer. If use cases or scenarios have been described during requirements 
engineering, these inputs can often be used for clarification of requirements. 
 
Note that sometimes it will turn out during architecture design that the assumption the 
architect has made about the impact of a requirement was not correct. This is quite normal in 
practice. Our advice here is to reconsider the requirement priorities and rationales after each 
substantial design iteration of the architecture. In this way a continuous improvement can be 
achieved. 
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Table 4-1: Template for Requirements Prioritization 
R# Requirement Priority 
R1 < Description of requirement > 
 
Business Importance:  
 
< Description of business importance > 
 
< Priority >* 
 
Architectural Impact: 
 
< Description of architectural impact > 
 
< Priority >* 
 
   * Priority = { High | Medium | Low } 
 
 
Example: 
 
Table 4-2 shows an example of how requirements can be prioritized according to business 
importance and architectural impact.  
 
The business importance of R1, for example, is high because integrating authorized third 
party components is a business goal of the organization. Since this integration affects large 
parts of EVCS, the architect has judged the impact of R1 as high.  
 
On the other hand, adding a commercial database system to the EVCS is not an important 
issue for business success. As a consequence, R3 is not essential for business success. The 
architectural impact of R3 is also low because the architect knows from experience that 
integration of a database system only has a local architectural impact for the current 
architecture. 
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Table 4-2: Prioritization of Requirements  
REQ# Requirement Priority 
REQ1 Support integration of 3rd party software for air condition control 
 
Business Importance:  
 
Customizing the systems with authorized third party software 
components is part of the organization’s business strategy. 
Therefore the requirement is assigned a high business priority. 
High 
 
Architectural Impact: 
 
The implementation of the requirement requires standardized 
component interfaces for the third party software as well as 
component certification and registration mechanisms. This has 
an overall impact on the system design and involves a high effort 
for architecture development. Therefore the architectural impact 
of the requirement is high. 
High 
REQ2 Support integration of 3rd party internet access software 
 
Business Importance:  
 
In-vehicle internet access is a less important product feature for 
the customers of the system. Therefore the requirement gets a 
low business priority. 
Low 
 
Architectural Impact:  
 
The third party components must be integrated in the standard 
communication layer and respective application components 
must be provided for controlling internet access. This has an 
impact on a couple of architectural components. Since these 
components are intended to be encapsulated from the rest of the 
system, the development effort is moderate. The architectural 
impact of the scenario is therefore judged as medium. 
Medium 
REQ3 Support integration of commercial embedded database system 
 
Business Importance:  
 
The system must provide a database system for storing vehicle 
data and personal information. Whether the database 
management is realized via commercial software or in-house 
development is not critical to the business success of the system. 
The business relevance of the requirement is therefore judged as 
low.  
Low 
 
Architectural Impact:  
 
To implement the requirement, the internal database 
management, which is fully encapsulated, has to be replaced 
with the commercial system. This has only a local impact on the 
system’s architecture. Thus supporting the integration of 
commercial embedded database system is only a low priority 
requirement for architecture development. 
Low 
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4.2.2 Determine High-Priority Requirements 
The goal of this activity is to identify the requirements with the highest significance for the 
given decision criteria. This is done by assessing the priorities assigned in the previous 
activity. Requirements that both have been assigned high values for business importance and 
architectural impact are included in the set of architectural drivers. 
 
The activity consists of two steps: 
1.  Cluster requirements 
2.  Determine architecturally driving requirements  
 
1.  Cluster requirements 
 
The goal of this step is to cluster the requirements according to their priorities. The purpose is 
to get a quick overview on the different “classes” of requirements – i.e., those that are 
important and those that are less important for architecture design. This is especially useful if 
the number of requirements is very high. We suggest using a portfolio diagram for 
representing the impact-to-importance ratios for the requirements. Figure 4-6 shows a 
template for such a diagram.  
 
A portfolio diagram clearly facilitates the selection process for architecturally driving 
requirements, since it distinguishes most important requirements (shown in the upper right 
quarter of Figure 4-6) from less significant requirements (shown in the lower left quarter). 
Further, the upper left quarter of the diagram contains requirements that are difficult to 
implement but not essential for achieving business goals. It is worth negotiating these 
requirements with the customers and within the organization in order to clarify why they 
should be included in the system. The information should be forwarded to requirements 
engineering for further activities. Moreover, the lower right quarter contains requirements that 
are essential for achieving business goals and that are easy to implement in the architecture. 
These requirements are said to be “low hanging fruits” since their implementation is straight 
forward and highly effective.  
 
2.  Determine architecturally driving requirements  
 
The goal of this step is to determine the architectural drivers. As mentioned in the previous 
step, the architectural drivers are shown in the upper right quarter of the portfolio diagram. 
According to our experience it may be the case that the number of drivers is very high. In 
order to adequately support the guidance of design activities it is worthwhile to further 
arrange the drivers according to the relative importance among each other. We suggest using 
the Analytic Hierarchy Process (AHP) [Saaty 1994] (cf. Section 2.2.1.4) for this purpose. The 
AHP relies on the pair-wise evaluation of alternatives. In our case the alternatives are the 
architecturally driving requirements. We propose to use the top-10 drivers with the highest 
relative importance for the first architecture design iteration (cf. Chapter 5). The 
implementation of these drivers will lead to an initial architectural structure. It is worthwhile 
then to check the priority assignments of the requirements for validity (cf. Section 4.2.1), to 
iterate clustering, and to seek for new high-priority requirements. After that the next design 
iteration with the most driving requirements should be performed. 
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Figure 4-6: Requirements Portfolio Diagram Template 
 
 
Example: 
 
Assume a company has decided to develop an innovative embedded vehicle control system 
(EVCS). The EVCS shall comprise entertainment, information, and communication 
functionality to improve passenger comfort, safety, economy, and security in an automobile. 
Assume further that the EVCS shall be built based on the software architecture of the current 
car navigation system. Table 4-3 illustrates the EVCS requirements provided by requirements 
engineering and the priorities prepared during the QUADRAD activity “Calculate priorities” 
(cf. Section 4.2.1). Each requirement is ranked according to its business importance and 
architectural impact. The characters “H”, “M”, “L” denote a high, medium, low business 
importance and architectural impact, respectively. 
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Table 4-3: EVCS Requirements 
REQ# Quality 
Attribute 
Requirement Priority 
REQ1 Integrability Support integration of 3rd party software for air 
condition control 
[H, H] 
REQ2 Integrability Support integration of 3rd party internet access software [L, M] 
REQ3 Integrability Support integration of commercial embedded database 
system 
[L, L] 
REQ4 Modifiability Support software control for customer-specific CD 
players 
[H, H] 
REQ5 Modifiability Support different vehicle communication bus systems [M, H] 
REQ6 Modifiability Support easy update of entertainment software 
components 
[M, M] 
REQ7 Modifiability Support different phone service providers based on 
localization 
[L, M] 
REQ8 Modifiability Support easy configuration of low-end system at end-
of-line 
[H, H] 
REQ9 Performance Support watching rear camera images without 
significant delay 
[M, L] 
REQ10 Performance Support quick system start-up (less than five seconds) [H, H] 
REQ11 Portability Support different versions of the Windows CE 
Operating System 
[M, H] 
REQ12 Safety Support detection of software errors in 3rd party 
software 
[H, M] 
REQ13 Safety Support detection of system failures during start-up [H, H] 
REQ14 Security Support protection of personal data stored in system [L, M] 
REQ15 Security Support encryption of car information sent to service 
station 
[M, L] 
REQ16 Security Prevent installation of non-certified software  [M, L] 
REQ17 Security Support remote diagnosis [L, H] 
REQ18 Usability Support easy change from German to English language  [H, M] 
REQ19 Usability Support automatic adaptation of currency units (e.g., 
from Euro to Pound Sterling) 
[L, L] 
REQ20 Usability Support training mode in order to allow user to get 
familiar with the system in less than two hours 
[H, L] 
 
* Priorities: [A, B] = { A = Business Importance, B = Architectural Impact } 
 
For example, requirement REQ17 “Support remote diagnosis” has been assigned a low 
business importance and a high architectural impact. This means that performing remote 
diagnosis is a less important feature for the business success of the system but would be 
difficult to integrate in the architecture. On the other side, requirement REQ20 “Support 
training mode” has been assigned a high business importance but a low architectural impact. 
This indicates that usability is an important system feature but not a major architecture design 
issue. Rather, usability has to be achieved by a consistent and easy-to-use Human-Machine-
Interface. 
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Figure 4-7 represents the portfolio diagram which clusters the impact/importance priorities of 
the requirements. The upper right quarter contains the following five architectural drivers 
with high business relevance and strong architectural impact: 
• REQ1: Support integration of 3rd party software for air condition control (integrability),  
• REQ4: Support software control for customer-specific CD players (modifiability),  
• REQ8: Support easy configuration of low-end system at end-of-line (modifiability),  
• REQ10: Support quick system start-up (performance), and  
• REQ13: Support detection of system failures during start-up (safety).  
Requirements with a high-to-medium importance and impact are REQ5 (modifiability), 
REQ11 (portability), REQ12 (safety), and REQ18 (usability). They are located left to and 
below the architectural drivers. 
 
REQ20 is important for business success and can easily be implemented (“low hanging 
fruit”), whereas REQ17 is difficult to achieve but not important for achieving business goals. 
The requirements REQ3 and REQ19 are neither difficult to implement nor important from a 
business perspective and thus subject for negotiation. 
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Figure 4-7: Portfolio Diagram of the EVCS Requirements 
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4.3 Determine Architectural View Types 
The goal of this activity is to specify the architectural view types that are necessary for 
representing the architectural views that are relevant for implementing the architectural 
drivers. An overview of the input and output data flow for defining architectural view types is 
shown in Figure 4-8. The activity consists of the following two steps: 
1.  Cluster drivers according to quality attributes 
2.  Select view types 
 
1.  Cluster drivers according to quality attributes 
 
The goal of this step is to organize the architectural drivers according to the quality attributes 
they address. This is useful because the quality attributes spell out system concerns that, on 
the other side, must be represented adequately by an architecture description. As discussed in 
Section 2.2.2.1, an architecture description includes a representation of multiple architectural 
views. By determining view types, the architect decides in which views the architecture is 
documented during design. An adequate starting set of views ideally provides the possibility 
to represent how the concerns of architecturally driving requirements have been addressed. 
 
To perform the step the architectural drivers are clustered according to the quality attributes 
they address. If the attributes are not yet specified we suggest that the architect should do this 
first together with the requirements engineer before proceeding with this step. Note that this is 
not shown in Figure 4-8 for the sake of simplicity. 
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Figure 4-8: Determining Architectural View Types (Level-2 Diagram) 
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Example: 
 
Table 4-4 shows the organization of the architectural drivers for the EVCS example 
introduced in the previous section according to the three quality attribute clusters 
modifiability/integrability, performance, and portability. 
 
Table 4-4: Quality Attribute Clusters for Architectural Drivers of EVCS 
Quality 
Attributes 
Architectural 
Drivers 
Modifiability, 
integrability 
REQ1, REQ4, 
REQ8 
Performance REQ10 
Portability REQ13 
 
 
2.  Select view types 
 
The goal of this step is to select the view types relevant for representing the implementation 
of the architectural drivers. As mentioned in Section 2.2.2.1, Bass et al. [Clements 2003] 
propose to use a set of eleven view types for representing different concerns of an 
architecture. We have adopted the list of view types and have added the information about 
how the view types correlate to quality attribute concerns. Table 4-5 shows the view types and 
their correlation to quality attributes. 
 
To perform this step the set of view types for the clustered quality attributes are selected 
according to Table 4-5. The information about which view type specific elements are used to 
represent the architectural can be obtained from literature. We recommend the work of 
Clements et al. [Clements 2003] which contains detailed instructions for documenting 
architectural views. 
 
Note that there might be the case that the list of architectural view types to be considered for 
architecture design is impracticably large. This is, for example, the case when the 
architectural drivers address various quality attributes. We suggest following the advice of 
Clements et al. [Clements 2003] to combine and prioritize the views in order to approach the 
minimum set of view types needed (cf. [Clements 2003, pp. 305-306]). 
 
Example: 
 
Table 4-6 shows the view types selected for capturing the architecture design for the EVCS. 
For the first design iteration only a subset of five view types (decomposition, uses, layered, 
concurrency, and deployment) have been chosen to reduce documentation overhead. 
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Table 4-5: Architectural View Types and Quality Attributes 
View Type  Concerns Quality Attributes addressed 
Decomposition Resource allocation; encapsulation; configuration control 
Modifiability, 
configurability 
Uses Dependencies among components; separation in processes/tasks 
Modifiability, 
performance 
Layered Encapsulation; virtual machines Modifiability, portability 
Class Instances of components; shared methods 
Modifiability, 
performance 
Client-Server 
Distributed operation; separation of 
concerns; performance analysis; load 
balancing 
Performance, 
modifiability 
Concurrency Thread analysis; resource contention analysis 
Performance, safety, 
reliability 
Shared Data Data producer/consumer analysis Performance, modifiability 
Deployment Allocation of software to hardware nodes; safety/security analysis 
Performance, 
availability, safety, 
security 
Implementation Configuration control; integration; test activities 
Modifiability, 
integrability. 
Configurability 
Work Assignment 
Assignment of software components 
to development team; best use of 
expertise; management of 
commonality 
N/A 
 
 
Table 4-6: Architectural View Types to be Considered for EVCS 
Quality 
Attributes 
Architectural 
Drivers 
Architectural 
View Types 
Modifiability, 
integrability 
REQ1, REQ4, 
REQ8 
Performance REQ10 
Portability REQ13 
Decomposition 
Uses 
Layered 
Concurrency 
Deployment 
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4.4 Preparation Activities and Research Gaps 
The provided activities of the QUADRAD Preparation workflow represent major research 
contributions of this work. Table 4-7 shows how these activities support bridging two of the 
research gaps described in Chapter 1. In addition, the table shows which of the framework 
requirements defined in Table 3-1 are achieved by those activities. 
 
 
Table 4-7: Mapping Preparation Activities to Research Gaps and Requirements 
Preparation Workflow Activities Research Gaps  Framework Requirements
Identify architectural drivers G1 FR1 
Determine architectural view types G2 FR2, FR3 
 
 
Contributions of the QUADRAD Preparation workflow with respect to bridging the research 
gaps: 
 
Research Gap 1: Lack of guidance for identifying requirements that are essential for 
architecture development. 
 
The “Identify architectural drivers” activity (cf. Section 4.2) improves the identification and 
clarification of quality requirements. It supports identifying a system’s essential quality 
requirements for attributes such as performance, safety, security, and modifiability. These 
requirements prevent creation of an architecture that is overly complex or that strives for 
unnecessary elegance at the expense of critical system properties. They rather provide a basis 
for developing an adequate architecture, i.e. an architecture that permits building a system that 
meets the intended business goals and the most essential market needs. The “Identify 
architectural drivers” activity supports the clarification of these requirements and provides 
techniques to rank them with respect to business impact and architectural importance. 
 
Research Gap 2: No systematic support for making adequate design decisions in order to 
implement architecturally relevant requirements. 
 
The “Determine architectural view types” activity (cf. Section 4.3) provides a basis for the 
comprehensive documentation of multiple architectural views. It makes explicit which view 
types should be used for which concerns. The treatment of multiple views is a central issue in 
architecture design and leads to a more comprehensive and concise documentation of the 
high-level design elements of the system. Describing multiple views improves the 
understanding of how the architecture responds to critical system qualities and shortens the 
learning time for other stakeholders. 
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4.5 Summary 
In this chapter the activities and artifacts of the QUADRAD Preparation workflow 
(QUADRAD-P) have been described. The purpose of this workflow is to support early 
architectural considerations. In particular, activities for selecting the set of requirements that 
are most essential for developing an adequate architecture have been described. The 
description includes steps for assigning priorities to requirements and for identifying the 
requirements with the highest relevance for architecture design. Furthermore, activities for 
determining architectural view types addressed by architectural drivers are discussed. Finally, 
it has been shown how the QUADRAD-P activities support bridging the research gaps of this 
thesis. 
 
In the next chapter, we will discuss activities for creating an architecture systematically based 
on the set of architectural drivers.  
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5 The QUADRAD Modeling Workflow 
 
 
 
This chapter describes the QUADRAD Modeling workflow (QUADRAD-M). The purpose of 
QUADRAD-M is to support the definition of architectural views and to record the decisions 
that lead to those views. As designing an architecture remains a creative process, 
QUADRAD-M provides essential steps to make this process more systematic and repeatable. 
An overview of the major input and output artifacts is shown in Figure 5-1. 
 
The chapter is organized as follows: Section 5.1 provides an overview of the Modeling 
workflow. In Section 5.2 activities for identifying architectural strategies and mechanisms 
that support the adequate implementation of architectural drivers are described. Activities for 
defining and refining the architecture are provided in Section 5.3 and 5.4, respectively. 
Section 5.5 describes how the QUADRAD-M activities address the research gaps in this 
thesis. Finally, Section 5.6 summarizes the main issues of this chapter. 
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Figure 5-1: The QUADRAD Modeling Workflow (Level-1 Diagram) 
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5.1 Workflow Overview 
Figure 5-2 shows the first decomposition of QUADRAD-M. It comprises three activities: 
1.  Define architectural strategies and mechanisms  
2.  Model the architectural infrastructure 
3.  Refine the architecture 
 
1.  Define architectural strategies and mechanisms 
 
The objective of this activity is to determine architectural strategies and an adequate 
combination of mechanisms to implement the architectural drivers.  
 
The inputs to the activity are architecturally driving requirements (provided by QUADRAD-
P) as well as architecture and domain knowledge (provided by the software architect). The 
outputs from the activity are architectural strategies and mechanisms that are relevant for 
addressing the architecturally driving requirements. 
 
2.  Model the architectural infrastructure 
 
The objective of this activity is to create an architectural infrastructure by considering 
architectural drivers, strategies, and mechanisms.  
 
The inputs to the activity are architectural strategies and mechanisms that are relevant for 
addressing the architecturally driving requirements (provided by the activity “Define 
architectural strategies and mechanisms”), architecturally driving requirements and view 
types (provided by QUADRAD-P) as well as architecture and domain knowledge (provided 
by the software architect). The outputs from the activity are decisions and views for shaping 
the architecture infrastructure as well as issues for detailed design. 
 
3.  Refine the architecture 
 
The objective of this activity is to refine the architecture and to incorporate the application 
functionality of the system by including design elements that address non-driving 
architectural requirements.  
 
The inputs to the activity are decisions and views for shaping the architecture infrastructure as 
well as issues for detailed design (provided by the activity “Model the architectural 
infrastructure”), the requirements specification (provided by the requirements engineer) as 
well as architecture and domain knowledge (provided by the software architect). The outputs 
from the activity are refined architectural decisions and views as well as further issues for 
detailed design. 
 
The activities are next described in more detail. 
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Figure 5-2: The QUADRAD Modeling Workflow (Level-2 Diagram) 
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5.2 Define Architectural Strategies and Mechanisms 
The objective of this activity is to determine adequate architectural strategies and mechanisms 
that contribute to the achievement of the given set of architectural drivers (cf. Section 4.2). 
This involves an exploration of effects to architectural drivers that result from combining and 
composing strategies and mechanisms. 
 
An overview of the input and output data flow for determining architectural strategies and 
mechanisms is shown in Figure 5-3. 
 
Figure 5-4 illustrates the decomposition of the activity into the following three subordinate 
activities: 
1.  Determine architectural strategies  
2.  Determine architectural mechanisms  
3.  Analyze suitability 
 
The activities are next described in more detail. 
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Figure 5-3: Defining Architectural Strategies and Mechanisms (Level-2 Diagram) 
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Figure 5-4: Defining Architectural Strategies and Mechanisms (Level-3 Diagram) 
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5.2.1 Determine Architectural Strategies 
The goal of this activity is to determine architectural strategies that support the achievement 
of the set of architecturally driving requirements. As discussed in Section 2.2.3.1, an 
architectural strategy describes a general design principle to solve a particular class of design 
problems. Strategies are the first step in systematically establishing appropriate solutions that 
fulfill the set of requirements in the given system context. The activity is focused on 
describing basic approaches to be used in order to address the design problems related to a 
particular driver. Proposing complete design solutions for the problem should be avoided at 
this point since there is the risk that the solution does not properly match the design problem 
related to the driver.  
 
In particular, there are four steps that must be performed in order to determine architectural 
strategies for the set of architecturally driving requirements: 
1.  Increase understanding of design problems 
2.  Cluster design problems 
3.  Brainstorm/select architectural strategies 
4.  Correlate strategies to architectural drivers 
 
1.  Increase understanding of design problems 
 
The goal of this step is to increase the understanding of the fundamental design problems 
related to the architectural drivers. We suggest that the architect should carefully recapitulate 
the rationales he or she has given for determining the architectural impact during 
requirements prioritization (cf. Section 4.2). According to our experience the rationale for the 
architectural impact usually includes a characterization of the major problem as understood by 
the architect. The design problem needs to be refined with respect to the root problem. The 
additional consideration of the affected quality attributes for that problem can support this 
task.  
 
In many cases more than one design problem is related to a given driver. In this case we 
suggest that the architect tries to describe any design problem he identifies and explains how 
they differ from each other in terms of system aspects. Note that the architect in this course 
might uncover aspects of the design problem which relate to quality attributes other than those 
identified during requirements prioritization. This is normal in practice since the design 
problem is better understood over time. We propose to record the new quality attributes 
together with the design problems identified. Table 5-1 shows a template for capturing the 
design problems of architectural drivers. 
 
Additional note: As discussed in step 2 of Section 4.2.2 (“Determine architecturally driving 
requirements”), the architectural drivers might have been organized according to their relative 
importance. If the architect has uncovered a lot of new design problems during the current 
step which relate to new quality attributes he or she has not considered before, the relative 
importance between the drivers might have been significantly changed. We suggest repeating 
the pair-wise weighting of the drivers in this case because this guarantees that the architect 
starts designing the architecture by considering the most fundamental problems first. 
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Table 5-1: Template for Capturing Design Problems of Architectural Drivers 
<Architectural Driver > 
Design 
Problem Description 
Quality 
Attributes 
P1 < Description of design problem P1 > < Quality 
attributes affected 
by P1 > 
P2 … … 
 
Example: 
 
Recall the EVCS example introduced in Chapter 4. Table 5-2 summarizes the fundamental 
design problems related to the architectural drivers of EVCS. As illustrated, the design 
problem of each of the five drivers is further refined. For the drivers REQ1 and REQ13, 
additional design problems that have an effect on quality attributes other than those identified 
during requirements prioritization (cf. Section 4.2.1) have been uncovered. For REQ1 an 
additional safety problem (P2) has been captured. For REQ13, a second design problem that 
affects performance issues of the system (P7) has been recorded. 
 
2.  Cluster design problems 
 
The goal of this step is to organize the design problems in clusters that represent similar 
classes of problems. We suggest organizing the design problems with respect to affected 
quality attributes. The reason for this is that the effort and complexity involved in the 
identification of solution approaches (architectural strategies, architectural mechanisms) can 
be significantly reduced by such a clustering. According to our experience, an architect selects 
architectural approaches based on their effect on quality attributes rather than based on a 
specific application domain. However, the knowledge of the domain helps the architect to 
think of typical design problems that the domain includes with respect to particular qualities. 
 
For example, assume the architect has uncovered the following performance design problem 
for a particular architectural driver of a web-based broker system:  
 
The communication between client and server application is critical since each request for 
stocks must be handled within strict timing requirements. 
 
Typically, the architect will think of solutions for reducing the communication overhead 
between client and server and thus will focus on performance strategies. In this case it is 
secondary if the application domain is a broker system, a document management system, or 
an automotive system. This is because the selection of a particular strategy for addressing a 
design problem is independent from the application domain. Mapping the design problems to 
a particular set of quality attributes helps organizing the problems is a way that is manageable 
for the architect. Table 5-3 shows a template for clustering design problems. 
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Table 5-2: Design Problems for Architectural Driver REQ1 
Design 
Problem Description 
Quality 
Attributes 
REQ1: Support integration of 3rd party software for air condition control 
P1 3rd party software shall be seamlessly integrated to the 
EVCS without requiring changes in on-board software 
components. 
Modifiability, 
integrability 
P2 On-board software of the EVCS shall not be affected by 
malfunctions of 3rd party software. 
Safety 
REQ4: Support software control for customer-specific CD players 
P3 The CD player control interface varies between different 
customers. The software control must be easily adapted to 
the respective interface. 
Modifiability 
REQ8: Support easy configuration of low-end system at end-of-line 
P4 The configuration affects different applications. This must 
be done in a comfortable way and without inducing 
configuration errors. 
Modifiability 
REQ10: Support quick system start-up 
P5 The applications of the system must be available within 
two seconds after starting the vehicle. 
Performance 
REQ13: Support detection of system failures during start-up 
P6 The system requires self-test capabilities for analyzing 
installed software components during start-up. There is a 
tradeoff between performing self-tests and quick 
initialization of the system. 
Safety 
P7 The detection of system failures must be done in less than 
two seconds. 
Performance 
 
 
Table 5-3: Template for Clustering Design Problems 
Cluster Design Problem 
Architectural 
Driver 
< Quality attribute cluster 1 
of design problems > 
< Design problem 
concerning cluster 1 > 
< Quality 
attributes 
affected > 
< Quality attribute cluster 2 
of design problems > … … 
 
 
Example: 
 
Table 5-4 shows how the design problems related to architecturally driving requirements of 
the EVCS are clustered according to the affected quality attributes. 
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Table 5-4: Clustered Design Problems of the EVCS 
Cluster Design Problem 
Architectural 
Driver 
Modifiability 
P1 
P3 
P4 
REQ1 
REQ4 
REQ8 
Safety P2 P6 
REQ1 
REQ13 
Performance P5 P7 
REQ10 
REQ13 
 
 
3.  Brainstorm/select architectural strategies 
 
The goal of this step is to determine architectural strategies that could be used to address the 
design problem clusters documented in the previous step. As introduced in Section 2.2.3.1, an 
architectural strategy represents a general design principle which is used by the architect to 
solve a particular class of design problems that pertain to a set of quality attributes. In order to 
identify a candidate set of architectural strategies we suggest performing the following two 
tasks: 
• Brainstorm strategies: In this task the architect collects architectural strategies for the 
design problem clusters in a brainstorming process. We suggest that the lead developers 
and quality attribute experts should participate in the brainstorming. According to our 
experience it is wise to narrow the brainstorming to the quality attribute clusters in order to 
focus the identification of solutions. Thus, for each quality attribute cluster candidate 
strategies are collected that support the treatment of the design problems associated to that 
cluster.  
• Select strategies from literature: In this task the brainstormed set of strategies is further 
extended by incorporating strategies documented in literature. A comprehensive list of 
architectural strategies for availability, modifiability, security, usability, and performance 
problems can be found in [Bass 2003, pp. 101-123] and [Smith 2002]. Table 2-4 in Section 
2.2.3.1 shows architectural strategies provided by Bass et al. [Bass 2003] addressing 
availability problems. 
Table 5-5 shows a template for linking candidate strategies to design problem clusters.  
 
 
Table 5-5: Template for Linking Architectural Strategies to Design Problem Clusters 
Cluster Design Problem 
Architectural 
Strategy 
< Quality attribute 
cluster 1 of design 
problems > 
< Design problem 
concerning cluster 1 > 
< Set of 
architectural 
strategies >  
< Quality attribute 
cluster 2 of design 
problems > 
… … 
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4.  Correlate strategies to architectural drivers 
 
The goal of this step is to finally correlate the candidate strategies elicited in the previous step 
to the architecturally driving requirements. This is worthwhile in order to provide an overview 
of how the drivers can be addressed in the course of design. During this step the strategies 
captured in the previous step are organized according to the set of architectural drivers. Table 
5-6 shows a template for correlating architectural drivers and strategies. 
 
 
Table 5-6: Template for Correlating Architectural Drivers with Strategies 
Architectural 
Driver 
Design 
Problem 
Architectural
Strategy 
Quality 
Attribute 
< Architectural 
driver 1 > 
< Set of design 
problems > 
< Set of 
strategies >  
< Quality 
attributes > 
< Architectural 
driver 2 > … … … 
 
 
Example: 
 
The following list summarizes architectural strategies provided by [Bass 2003] that address 
performance and modifiability design problems. 
 
Performance 
• S1: Reduce communication overhead: The goal of this strategy is to reduce 
communication overhead in order to increase execution performance. Computational 
work usually requires operating system and middleware services to manage process 
interaction and communication. Adjusting the assignment of responsibilities to processes 
influences the need for communication between those processes. For example, using 
Remote Method Invocation (RMI) for requesting a service from a process will incur more 
overhead than using a method of a Java class within the same process. Another example 
is the communication overhead induced by context-switching to balance concurrent 
requests for processor time. 
• S2: Limit execution time: The goal of this strategy is to place a limit on how much 
execution time is used to respond to an event. For a data dependent, iterative algorithm, 
bounding execution time can be accomplished by limiting the number of iterations. 
However, this strategy might imply trading off accuracy for improved latency. 
• S3: Increase locality: The goal of this strategy is to create actions, functions, and data that 
are “close” to physical computer resources (such as files, databases, processors, and 
storage devices). For example, if a desired screen result is identical to the physical 
database row that produces it, then the locality is good. Similarly, the locality is better if 
the data to be presented is in the processor’s main memory, rather than on a disk drive 
attached to different machine 
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Modifiability 
• S4: Isolate expected changes: The goal of this strategy is to relate responsibilities to 
classes of expected change. Separating responsibilities that are likely to change from 
those which are unlikely to change divides an architecture into fixed and variant parts. 
More design effort can be devoted to make changes to the modules that are likely to 
change, or will change very frequently, as easy as possible. 
• S5: Break the dependency chain: This strategy refers to the use of an intermediary to keep 
one module from being dependent on another. The intermediary will break the 
dependency chain. The name of the intermediate, typically, depends on type of 
dependency. For example, a name server breaks a dependency on the run time location of 
a module, or a database breaks the dependency that a consumer of a data item has to 
know the identity of its producer. 
 
Table 5-7 shows how the architectural strategies can be used to address the design problems 
involved in the architecturally driving requirements of the EVCS. For example, in order to 
address the modifiability design problem P1 of REQ1, the architectural strategy S5 can be 
chosen as starting point for further design considerations. For REQ10 the architectural 
strategies S1, S2, and S3 are candidates for coping with the performance design problem. The 
safety design problems P2 and P6 of REQ1 and REQ13 cannot be addressed by the given set 
of strategies. 
 
 
Table 5-7: Correlation of Architectural Drivers and Strategies 
Architectural 
Driver 
Design 
Problem 
Architectural
Strategy 
Quality 
Attribute 
REQ1 P1 P2 
S5 
-- 
Modifiability 
Safety 
REQ4 P3 S4 Modifiability 
REQ8 P4 S4 Modifiability 
REQ10 P5 S1, S2, S3 Performance 
REQ13 P6 P7 
-- 
S1, S2, S3 
Safety 
Performance 
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5.2.2 Determine Architectural Mechanisms 
The objective of this activity is to identify architectural mechanisms that implement the 
strategies. The strategies help to narrow the scope of appropriate solutions for the given set of 
architectural drivers. An architectural mechanism refines one or more corresponding 
strategies and adds concrete detail to its implementation at the architecture level (cf. Section 
2.2.3.2).  
 
The activity consists of two steps: 
1.  Brainstorm/select mechanisms 
2.  Create strategy-mechanism matrix 
 
1.  Brainstorm/select mechanisms 
 
The goal of this step is to collect architectural mechanisms that could be used to implement 
the strategies determined in the previous activity. As discussed in Section 2.2.3.2, an 
architectural mechanism describes a collection of component and connection types (and their 
basic responsibilities) to use for application to the given design problem. It thus pre-selects a 
set of architectural decisions. Applying the mechanism in a given context refines the decisions 
and leads to a refinement/extension of the architecture. The refinement/extension describes 
how a particular driver is implemented in the architecture. It defines what kind of 
“functionality” must be provided by a certain collection of design elements and how those 
design elements must cooperate. The Appendix provides a comprehensive list of patterns 
which can be examined to identify appropriate mechanisms for architecture design. 
 
As in the previous activity we suggest both a brainstorming session and a literature search in 
order to identify a candidate set of architectural mechanisms. We suggest that the architect 
should recapitulate the design problem clusters and the quality attributes affected. The 
mechanism descriptions that can be found in literature usually contain information about the 
problems that can be solved by the mechanism, about the affected quality attributes, as well as 
about the basic strategies used to implement the mechanism. This information supports 
selecting a set of candidate mechanisms. Details are not so important at this stage. The goal is 
rather to have a starter list of mechanisms which are somehow relevant to the design problem 
clusters captured in the previous activity and which provide means for refining the 
architectural strategies. Evaluating the suitability of these mechanisms for addressing the 
architectural drivers is part of the forthcoming activity “Determine suitability”. 
 
However, there may be some design problem clusters or strategies for which no relevant 
mechanism can be identified. In this case we suggest leaving mechanism selection open 
where necessary and using the identified architectural strategies as an input for driving 
subsequent design activities.  
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2.  Create strategy-mechanism matrix 
 
The goal of this step to create a strategy-mechanism matrix which captures information about 
whether a mechanism supports a particular strategy. The matrix correlates the mechanisms 
identified in the previous step to the candidate strategies provided by the preceding activity. 
For each mechanism the architect evaluates if it provides a solution/refinement of the 
architectural strategies. If a particular mechanism supports the implementation of a strategy 
then the architect records this information in the matrix. The resulting matrix then shows the 
most adequate solution approaches (mechanisms) to be used to address the architecturally 
driving requirements. Table 5-8 shows a template for creating a strategy-mechanism matrix. 
 
 
Table 5-8: Template for Creating a Strategy-Mechanism Matrix 
Architectural Strategies 
Mechanisms 
S1 S2 S3 … 
M1 * * * … 
M2 * * * … 
M3 * * * … 
… … … … … 
 
                      Legend:   * = [ Supports | <Blank> ] 
 
    Supports = Mechanism supports the implementation of the strategy. 
    <Blank> =  Mechanism does not support the strategy or no information. 
 
Example: 
 
Candidate mechanisms that provide an architectural solution to the strategies S1, S2, S3, S4, 
and S5 given in the previous example are (cf. Appendix): 
• M1: Slicing [Buschmann 1996]. Slicing supports a relaxed layering of a system. 
• M2: Caching [Kircher 2004]. Caching describes how to avoid expensive re-acquisition of 
resources by not releasing the resources immediately after their use. 
• M3: Layering [Buschmann 1996]. Layering helps to structure applications that can be 
decomposed into groups of subtasks in which each group of subtasks is at a particular 
level of abstraction. 
Introducing vertical slices (M1) [Buschmann 1996] is a mechanism that can be used to reduce 
communication overhead (S1) in a layered system. Caching (M2) [Kircher 2004] can be used 
to both limit execution time (S2) and to increase data locality (S3). Layering (M3) 
[Buschmann 1996] supports maintaining semantic coherence and can be applied to break the 
dependency chain of components (S5). It can also be used to isolate expected changes (S4). 
For example, component changes in the presentation layer can be isolated from changes in the 
application layer. Table 5-9 illustrates how the architectural mechanisms support the given 
strategies. 
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Table 5-9: Architectural Strategies and Supporting Mechanisms 
Architectural Strategies 
Mechanisms
S1 S2 S3 S4 S5 
M1 Supports     
M2  Supports Supports   
M3    Supports Supports 
 
5.2.3 Determine Suitability 
The goal of this activity is to evaluate overall mechanism suitability. For each mechanism 
selected in the previous step, the effect on the set of architectural drivers is determined. The 
activity consists of the following steps: 
1.  Analyze consequences of mechanisms 
2.  Create driver-mechanism matrix 
3.  Determine suitability of mechanisms 
 
1.  Analyze consequences of mechanisms 
 
The goal of this step is to analyze the consequences of applying the mechanisms identified in 
the previous activity. The application of a mechanism involves tradeoffs with respect to 
quality attributes (cf. Section 2.2.1.3). The task of this step is to make these tradeoffs visible 
to the architect such that he or she can estimate the architectural impact of applying the 
mechanisms. Architectural mechanisms documented in the literature usually include a 
description of consequences (see, for example, [Buschmann 1996], [Schmidt 2000], [Fowler 
2002], [Kircher 2004]). These descriptions should be considered during this step. If the 
architect has defined his or her own mechanisms then the consequences of these mechanisms 
must be evaluated here. 
 
We suggest using Kiviat diagrams [Lanza 2003] in order to visualize the tradeoffs of 
mechanisms with respect to quality attributes. The benefit of using Kiviat diagrams is to gain 
a quick overview of the “strengths” and “liabilities” of a mechanism. A Kiviat diagram thus 
represents a mechanism’s quality tradeoff profile.  
 
Figure 5-5 shows a sample Kiviat diagram of a mechanism illustrating how it scores within 
the set of typical quality attributes. As depicted, the application of the mechanism would 
strongly support modifiability and portability of an architecture. It would also support 
availability and performance. On the other side, the mechanism would strongly conflict with 
security issues of the architecture. It would also negatively influence reliability and safety but 
would be neutral to usability aspects of the architecture. 
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Legend:  0 = Strong conflict, 1 = conflict, 2 = neutral, 
3 = support, 4 = strong support 
Figure 5-5: Kiviat Diagram of an Architectural Mechanism 
 
We suggest storing the diagram for each mechanism for later use. We also propose the 
accumulation of a mechanism library in order to support future design activities. The 
mechanism library should include a short description of the mechanism, the Kiviat diagram 
showing the mechanism’s quality tradeoff profile, and a reference where the architect can get 
detailed information about the implementation of the mechanism. Having such a library 
available would significantly speed up the process of identifying the most adequate solutions 
for architecture design. However, the detailed specification of this library is beyond the scope 
of this work. 
 
Example: 
 
Figure 5-6 shows three Kiviat diagrams for the mechanisms identified for the EVCS in the 
previous activity: 
• M1: Slicing  
• M2: Caching 
• M3: Layering 
The diagrams depict the consequences of applying the mechanisms with respect to quality 
attributes. The benefits and tradeoffs are as follows: 
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• M1: Slicing.  
The slicing mechanism (M1) supports modifiability and portability. Its application results 
in a relaxed layered system that is less restrictive about the relationship between layers. In 
a sliced system, each layer may use the services of all layers below it, not only of the next 
lower layer. Slicing is applied at the cost of performance since some requests will still 
need to be transferred through a number of intermediate layers. It does not affect security, 
availability, reliability, safety, and usability issues. Note that the modifiability – and 
especially, maintainability – of a sliced system is worse than that of a strictly layered 
system (see M3). 
 
• M2: Caching. 
The caching mechanism (M2) supports performance and availability. Fast access to 
frequently used resources is an explicit benefit of caching. Caching ensures that the 
resources maintain their identities. Therefore, when the same resource needs to be 
accessed again, the resource need not be acquired or fetched from somewhere—it is 
already available. The mechanism has also a positive effect on reliability. Since Caching 
reduces the number of releases and re-acquisitions of resources, it reduces the chance of 
memory fragmentation leading to greater system stability. Caching has a tradeoff with 
security since there is the probability that unauthorized persons can gain access to cached 
data if the data is not properly protected. Caching is largely neutral to modifiability, 
portability, safety, and usability. 
 
• M3: Layering. 
The layering mechanism (M3) supports modifiability and portability. Individual layer 
implementations can be replaced by semantically-equivalent implementations with 
limited effort. If the connections between layers are hard-wired in the code, these can be 
updated with the names of the new layer’s implementation. If an individual layer 
embodies a well-defined abstraction and has a well-defined and documented interface, the 
layer can be reused in multiple contexts. Layering also provides that dependencies are 
kept local. Standardized interfaces between layers usually confine the effect of code 
changes to the layer that is changed. Changes of the hardware, the operating system, the 
window system, special data formats and so on often affect only one layer, and you can 
adapt affected layers without altering the remaining layers. This especially supports the 
portability of a system.  
However, layering has a negative effect on performance. A layered architecture is usually 
less efficient than, say, a monolithic structure or a ‘sea of objects’. If high-level services 
in the upper layers rely heavily on the lowest layers, all relevant data must be transferred 
through a number of intermediate layers, and may be transformed several times. The same 
is true if all results or error messages produced in lower levels that are passed to the 
highest level. Communication protocols, for example, transform messages from higher 
levels by adding message headers and trailers. 
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M1: Slicing 
 
 
M2: Caching 
 
 
M3: Layering 
 
Figure 5-6: Quality Profiles for Slicing, Caching, and Layering 
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2.  Create driver-mechanism matrix 
 
The goal of this step is to create a matrix that correlates the architectural mechanism analyzed 
in the previous step to the set of architecturally driving requirements. In the previous step, 
each mechanism has been evaluated against the general set of quality attributes. In this step, 
the task is to get an understanding of how well the total set of mechanisms fit to those quality 
attributes that are addressed by the architectural drivers. 
 
In order to have an overall view of the relevant set of quality attributes we suggest creating a 
driver-mechanism matrix that additionally includes links to the design problems identified 
during the “Determine strategies” activity. In this way, each quality attribute that is affected 
by the drivers is represented in the matrix. The mechanisms are then evaluated against these 
quality attributes by considering the quality profiles recorded in the previous step. Table 5-10 
shows a template for creating a driver-mechanism matrix. 
 
In order to fill the entries of the matrix we suggest that the architect should scan through the  
Kiviat diagrams of the mechanisms which were prepared in the previous step and record in 
the driver-mechanism matrix how the mechanisms contribute to the driving quality attributes. 
If it (strongly) supports an attribute then the architect should note this in the matrix by putting 
in a “+” or “++”, respectively. If it does not support the attribute then he or she should record 
either a “–” (for a minor conflict) or “– –” (for a strong conflict). Finally, if the mechanism 
does not have any effect on the quality attribute then the architect should make this explicit by 
noting a “0”. 
 
 
 
Table 5-10: Template for Creating a Driver-Mechanism Matrix 
Architectural Drivers 
Mechanisms 
REQ1 REQ2 … 
Design 
Problem 
P1 
Design 
Problem 
P2 
Design 
Problem 
P3 
… 
 
Quality 
Attribute 
of P1 
Quality 
Attribute 
of P2 
Quality 
Attribute 
of P3 
… 
M1 * * * … 
M2 * * * … 
M3 * * * … 
… … … … … 
 
  Legend:  * = [ ++ | + | 0 | – | – – ] 
 
    ++ = Strong support, + = support, 0 = neutral,  
– = conflict, – – = strong conflict 
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Example: 
 
Table 5-11 shows the driver-mechanism matrix for the EVCS. It correlates the architectural 
drivers REQ1, REQ4, REQ8, REQ10, REQ13 and associated design problems P1, P2, P3, P4, 
P5, P6, and P7 to the candidate mechanisms M1, M2, and M3. The matrix thus shows the 
architectural implications of the mechanisms. 
 
For example, slicing (M1) and layering (M3) support modifiability design problem P1 
(seamless integration of 3rd party software into the EVCS) of architectural driver REQ1. They 
also support P3 (easy adaptation of CD player control interface) and P4 (easy configuration) 
of REQ4 and REQ8, respectively. Caching (M3) improves performance and availability. It 
thus supports P5 (quick availability of applications after start-up) and P7 (quick detection of 
failures) of REQ10 and REQ13, respectively. Slicing and layering have a negative effect on 
performance if they are not carefully applied in the architecture. Safety aspects are not 
considered by the current set of mechanisms. 
 
 
Table 5-11: Driver-Mechanism Matrix of the EVCS 
Mechanisms Architectural Drivers 
REQ1 REQ4 REQ8 REQ10 REQ13 
P1 P2 P3 P4 P5 P6 P7 
 
M
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Sa
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ty
 
M
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M
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ty
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or
m
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M1: Slicing + 0 + + – 0 – 
M2: Caching 0 0 0 0 ++ 0 ++ 
M3: Layering ++ 0 ++ ++ – – 0 – – 
 
 Legend:  ++ = Strong support, + = support, 0 = neutral,  
– = conflict, – – = strong conflict 
 
 
3.  Determine suitability of mechanisms 
 
The goal of this step is to determine the suitability of the mechanisms with respect to the 
architectural drivers. There are three different tasks that must be performed in this step: 
a)  Identify quality attributes that are not supported by the mechanisms 
b)  Identify quality attributes that are completely supported by the mechanisms 
c)  Identify quality attributes that are supported by but also have conflicts with mechanisms 
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a)  Identify quality attributes that are not supported by the mechanisms: 
 
If a quality attribute is not supported by any mechanism then this means that the design 
problems identified and clustered during the “Determine strategies” activity are not addressed, 
yet. We suggest that the architect should repeat the activity “Determine mechanisms” and 
focus the brainstorming/literature research on mechanisms that address the unsupported 
quality. Alternatively, the architect can also go back to the “Determine strategies” activity and 
try to get more familiar with the design problems related to the unsupported quality attribute. 
There is also the chance that the architect will identify additional architectural strategies 
during this activity, which help him or her in defining/selecting adequate mechanisms. 
 
b)  Identify quality attributes that are completely supported by the mechanisms 
 
If a quality attribute is supported by the mechanisms then this means that the design problems 
identified and clustered for that attribute can be addressed. In this case, the mechanisms are 
selected for further design activities (see next activity “Model architectural infrastructure”). 
Note that there is the opportunity to reduce the number of supporting mechanisms by 
removing those with similar quality profiles. 
 
c)  Identify quality attributes that are supported by but also have conflicts with mechanisms 
 
If a quality attribute is supported by particular mechanisms but also conflicts with other 
mechanisms then this is an indicator for architectural tradeoff decisions. Tradeoff decisions 
are quite normal during architectural design. Quality attributes compete against each other (cf. 
Section 2.2.1.3) and thus architectural mechanisms compete against each other, too. Conflicts 
between mechanisms cannot always be avoided. The objective is rather to minimize such 
conflicts and make them explicit. 
 
Before accepting the tradeoff decision, we suggest that the architect should repeat the 
“Determine mechanisms” activity and check if there are alternative mechanisms with similar 
profiles but better scores for the conflicting quality attribute. Then the mechanisms are 
selected for further design activities (see next activity “Model architectural infrastructure”). 
We suggest that the architecture should keep in mind that deriving design decisions for those 
mechanisms will lead to quality tradeoffs in the architecture. 
 
Table 5-12 shows a template for documenting the suitability of the architectural mechanisms. 
 
 
Table 5-12: Template for Documenting the Suitability of Mechanisms 
Results Quality Attribute Design Problem Mechanism Architectural Driver 
Not Supported 
< Quality 
attributes not 
supported > 
< Associated 
design problems > 
< Associated 
mechanisms > 
< Associated 
drivers > 
Supported < Supported quality attributes >
< Associated 
design problems > 
< Associated 
mechanisms > 
< Associated 
drivers > 
Tradeoffs < Quality attribute tradeoffs > 
< Associated 
design problems > 
< Associated 
mechanisms > 
< Associated 
drivers > 
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Example: 
 
Table 5-13 shows the suitability of the architectural mechanisms with respect to the driving 
requirements of the EVCS. As illustrated, safety issues are covered by none of the 
mechanisms. Consequently, the “Determine mechanisms” activity should be repeated for this 
attribute in order to identify appropriate solutions. Modifiability aspects are supported by the 
mechanism M1 and M3. These mechanisms have also a performance tradeoff with M2. 
 
 
Table 5-13: Suitability of Mechanisms for the EVCS 
Results Quality Attribute Design Problem Mechanism Architectural Driver 
Not Supported Safety P2, P6 -- REQ1, REQ13 
Supported Modifiability P1, P3, P4 M1, M3 REQ4, REQ8 
Tradeoffs Performance vs. Modifiability P5, P7 
M2 vs. M1,  
M2 vs. M3 REQ10, REQ13 
 
5.3 Model the Architectural Infrastructure 
The objective of this activity is to design the architectural infrastructure of the system. The 
architectural infrastructure comprises those design elements that are essential for achieving 
the most important quality properties and business goals. As the infrastructure is shaped by 
the set of architecturally driving requirements, it provides a solution for the most strategic 
design decisions. Those decisions have the highest impact on structural aspects of the 
architecture and are the most difficult to change. 
 
The architectural infrastructure consists of those portions that every application functionality 
requires to execute. The operating system, communication protocols, middleware, and 
system-specific supporting functionality are all infrastructure elements. Starting with a 
specification of the architectural infrastructure, the architect is forced to focus on the most 
difficult design problems first (the ones that cannot be built in later and that are essential for 
the system), prior to investigating application functionality. It results in a partial architecture 
where the application functionality can be implemented incrementally. The set of architectural 
mechanisms identified in the previous activity is an ideal starting point for modeling 
infrastructure concerns of the architecture. 
 
An overview of the input and output data flow for modeling the architectural infrastructure is 
shown in Figure 5-7.  
 
Figure 5-8 illustrates the decomposition of the activity into the following two subordinate 
activities: 
1.  Derive architectural decisions 
2.  Apply decisions and adapt architecture  
 
The activities are next described in more detail. 
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Figure 5-7: Modeling the Architectural Infrastructure (Level-2 Diagram) 
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Figure 5-8: Modeling the Architectural Infrastructure (Level-3 Diagram) 
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5.3.1 Derive Architectural Decisions 
The goal of this activity is to derive adequate architectural decisions for addressing the 
architectural drivers. The decision making process is supported by the set of architectural 
strategies and mechanisms identified and evaluated in the previous activity.  
 
The activity consists of two steps: 
1.  Specify architectural decisions 
2.  Identify corresponding views 
 
1.  Specify architectural decisions 
 
The goal of this step is to specify the architectural decisions that support the implementation 
of the architectural drivers in the architecture. For each architectural driver the associated 
mechanisms and/or strategies identified in the previous activity are used to derive the 
architectural decisions that address the drivers. We suggest documenting these decisions 
together with basic traceability information in order to improve the understanding of the 
architecture design. As discussed in Section 2.2.2.2, it is essential to document architectural 
decisions explicitly because they usually cannot be extracted from the description of 
architectural views anymore. The knowledge about why the architecture is the way it is can 
only be preserved if the fundamental decisions are recorded. This is also important because 
refining and especially optimizing the architecture with respect to driving quality attributes 
can only be achieved systematically if the architect knows about the design decisions and the 
implications of those decisions. 
 
We suggest using the template given in Table 5-14 for documenting architectural decisions. 
According to this template, the documentation of an architectural decision should include an 
identifier for unique reference, the title, as well as a short description of the decision. The 
description should make clear what the essence of the decision is. Further, the documentation 
should include the set of architecturally driving requirements or quality attributes that are 
addressed by the decision as well as the mechanisms that have been used to derive the 
decision. This supports traceability of the decision. Particularly, it records the rationale why 
the decision is important for the architecture and why it is specified the way it is specified. 
Information about the attributes the decision addresses and the approach it uses to implement 
can be obtained from the results of the QUADRAD-M activity “Define Strategies and 
Mechanisms” described in the previous section.  
 
The documentation of each architectural decision should also include a discussion of the 
benefits and drawbacks of the decision. The benefit of the decision can be characterized by 
referring to the respective design problem it solves (e.g., a performance problem, which is 
related to a particular architectural driver). Many decisions also have drawbacks because they 
are competing with other decisions to achieve different quality goals. It is wise to make the 
drawbacks explicit such that the consequences (e.g., side effects) of the decision can be better 
understood. 
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We also suggest that the documentation should include individual comments on the decision. 
A comment that it is worthwhile to capture is, for example, in which systems the same 
decision has been made or why the current decision is slightly different from a similar 
decision of another system. This also supports understandability of the design created based 
on the decisions. Comments can also be open issues to be resolved during design. 
 
Finally, we propose that the documentation should also contain information about when and 
by whom or which team the decision has been made. In practice, it is very useful to capture 
the history of design decisions. For example, it can happen that a decision is made without 
calling in a person from another project group (e.g., hardware design) that has a stake in the 
decision (e.g., the decision has severe implications on the hardware, which has not been 
captured in the documentation). The information about which person or team is responsible 
for the decisions helps to identify such situations. It also helps to uncover decisions that need 
to be carefully reviewed by the project stakeholders. Whenever a decision is modified for a 
particular reason this should also be recorded in the documentation. 
 
According to our experience it is very likely that issues dealing with detailed design and 
implementation are raised during the decision making process. We suggest capturing the 
essence of these issues in an accompanied chapter or document. We also advise that these 
issues should not be investigated in detail during architectural modeling as long as they are 
not essential for shaping the architecture. Rather, the architectural modeling should be kept 
focused on the major design problems that affect the overall system. The design issues should 
be discussed later – i.e., in subsequent detailed design iterations. Table 5-15 shows a template 
for documenting design decisions. 
 
 
Table 5-14: Template for Documenting Architectural Decisions 
Item Description 
AD# < Unique identifier of the decision. > 
Title < Title of the decision. > 
Description < Short description of the decision. > 
Addresses < Architectural driver or other (quality attribute) 
requirements the decision relates to. > 
Approach < Short outline of the solution approach. The approach may 
include architectural mechanisms or strategies that are 
implemented by the decision. > 
Benefits / Drawbacks < An evaluation of benefits and drawbacks of the decision. > 
Comments < Comments regarding the decision. > 
Date and Author < Creation date and author of the decision. > 
Revision < Revision date and reason for revising the decision. > 
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Table 5-15: Template for Documenting Design Issues 
Design Issue# Description 
DI1 < Issues that must be considered during detailed design and 
implementation regarding an architectural decision ADi. > 
DI2 < Issues that must be considered during detailed design and 
implementation regarding an architectural decision ADj. > 
… … 
 
Example: 
 
Table 5-16 and Table 5-17 show the documentation of two architectural decisions for the 
EVCS. The decisions address modifiability issues and support the implementation of the 
architecturally driving requirement REQ4 (Support software control for customer-specific CD 
players) which includes the design problem P3. Table 5-16 and Table 5-17 include a short 
description about each decision and provide information about benefits and drawbacks. The 
tables also describe open issues related to the decisions (see paragraph “Comments”) and 
contain information about when and by whom the decision has been made. 
 
Table 5-18 summarizes design issues that are related to the decisions. 
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Table 5-16: Architectural Decision AD001 for the EVCS 
Item Description 
AD# AD001 
Title Organize software in 3-tiers 
Description The software architecture is organized according to three 
layers (3-tier architecture): user interface, application, and 
system layer. The user interface layer is responsible for 
presenting information. The application layer includes the 
application logic and performs computations. The system 
layer is a hardware abstraction layer and includes low-level 
functionality for accessing devices connected to the system. 
Addresses Modifiability 
Approach Mechanism: 
• M3: Layering 
Strategies: 
• S4: Isolate expected changes 
• S5: Break the dependency chain 
Benefits / Drawbacks Benefits: 
The decision greatly improves the modifiability of the 
system. It leads to a layered system which abstracts from the 
underlying hardware and which clearly separates presentation 
from application functionality. 
 
Drawback: 
The decision has performance tradeoffs for messages that 
need to be processed in realtime. The communication 
between system layer and presentation layer may be too 
slow. 
Comments The worst-case communication time between system layer 
and presentation layer components has to be estimated. (See 
design issue DI001) 
Date and Author Decision made on January 20, 2005 by the software architect.
Revision -- 
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Table 5-17: Architectural Decision AD002 for the EVCS 
Item Description 
AD# AD002 
Title Implement CD Player as virtual device 
Description The software control for CD player is implemented as virtual 
device in the driver layer. The virtual device is designed to 
include a standardized audio interface for accessing CD 
Player relevant functions. The application functionality and 
presentation of the CD Player is implemented as separate 
components. The virtual device design hides implementation 
details about the communication with hardware devices. 
Addresses 
• Modifiability 
• REQ4, P3: Support software control for customer-specific 
CD players. The CD player control interface varies 
between different customers. The software control must be 
easily adapted to the respective interface. 
Approach Mechanism: 
• M3: Layering 
Strategies: 
• S4: Isolate expected changes 
• S5: Break the dependency chain 
Benefits / Drawbacks Benefits: 
The decision addresses the design problem P3 of 
architectural driver REQ4. It improves the modifiability of 
the CD Player control implementation. The implementation 
can be adapted to different customers without changing 
application components. 
 
Drawback: 
The responsiveness for accessing the CD Player via the user 
interface might be limited. 
Comments Check if responsiveness for operating the CD Player via the 
user interface is sufficient. This affects usability of the 
system. (See design issue DI002) 
Date and Author Decision made on January 20, 2005 by the software architect.
Revision Revised on January 21, 2005 by the software architect: 
Included the drawback/comment on responsiveness.  
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Table 5-18: Design Issues of the EVCS 
Design Issue# Description 
DI001 The communication time between system layer components 
and presentation layer components has to be tested under 
high load conditions in order to estimate the worst-case 
timing. (See architectural decision AD001) 
DI002 Check responsiveness of the CD Player application. (See 
architectural decision AD002) 
 
2.  Identify corresponding views 
 
The goal of this step is to identify the architectural views that will be affected when the 
decisions are applied to the system. As discussed in Section 2.2.2.2, applying an architectural 
decision usually has effect on multiple architectural views. This step helps the architect in the 
course of adapting those views of the architecture that are affected by a decision. We suggest 
that architect should make explicit which architectural views are affected by each of the 
decisions documented in the previous step. This means he or she should get an understanding 
about which view descriptions are to be modified in order to represent the decisions 
adequately and completely. In order to do so we recommend that the architect should 
carefully review the set of architectural view types that have been selected as relevant for the 
system during the QUADRAD-P activity “Determine architectural view types”.  
 
For example, the decision to replicate an architectural design element for safety reasons may 
affect different views: the software module view, process view, and the deployment view. In 
the software module view, the functionality may be replicated, e.g., by modeling one or more 
backup components as well as a decision maker. In the process view, two new processes may 
be introduced – one for the backup components, another one for the decision maker. This 
would allow a safe switching to the backup components when the process running the original 
functionality crashes. Finally, in the deployment view the backup components may reside on 
an extra processor node to provide a more reliable and faster operation. In order to represent 
the decision correctly in the architecture, the architect may need to change different views. 
 
Thus we suggest that for each decision the architect should note for which view types he or 
she will need to make changes. Table 5-19 shows a template for documenting architectural 
decisions and the corresponding view types that will be affected when the decision is applied. 
 
Note that this step must not necessarily performed for all documented decisions at the same 
time. We rather recommend that it should be done for a single or a small set of decisions. The 
architect should then apply the decision and adapt the architecture (i.e., the architectural 
views), as described in the next section. He or she should then come back to this step in order 
to successively consider the remaining decisions. 
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Table 5-19: Template for Documenting Architectural Decision and Affected View Types 
Architectural 
Decision# 
Architectural View Types 
AD001 < List of view types that need to be modified in order to represent the 
decision in the architecture. > 
AD002 … 
… … 
 
Example: 
 
Table 5-20 shows that the architect will adapt the layered and deployment view when the 
architectural decisions AD001 and AD002 defined in the previous step will be represented in 
the architecture. 
 
 
Table 5-20: View Types Affected By Architectural Decisions AD001 and AD002 
Architectural 
Decision# 
Architectural View Types 
AD001 Layered, deployment 
AD002 Layered, deployment 
 
 
5.3.2 Apply Decisions and Adapt Architecture 
The goal of this activity is to apply the decisions specified in the previous activity to the 
current architecture and to document/update the resulting architecture views. During this 
activity the architectural decisions are made effective and persistent in the architecture. 
Making an architectural decision initiates an architectural transformation where new design 
elements are added to the architecture and/or existing elements are modified. Design elements 
(i.e., components and connectors) with predefined responsibilities are incorporated to each 
architecture view type that is affected by the decision. The responsibilities of the component 
and connectors implement the solution according to the design decision specified in the 
previous activity. The design decisions, on the other side, conform to a particular architectural 
mechanism and/or follow architectural strategies which have been defined before. In this way 
the architecturally driving requirements are incorporated into the architecture in a systematic 
way. Figure 5-9 illustrates the traceability chain from architectural drivers down to the 
architecture. 
 
Applying a design decision involves two fundamental design activities: 
• Introduce new design elements into the architecture 
• Refine or change the behavior of existing design elements 
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Figure 5-9: Traceability Chain From Architectural Driver to Architectural Views 
 
These activities lead to new architecture releases with different properties. The architectural 
properties depend, in turn, on the properties of the strategies and mechanisms to which the 
architectural decisions conform. A property of the architecture could be that it can be easily 
modified with respect to changes in the user interface. This property may be introduced in the 
architecture by making decisions that comply to the Model-View-Controller pattern 
[Buschmann 1996].  
 
A new architecture release may improve a particular property of the architecture. For 
example, it may improve the architecture’s robustness according to failures of the 
environment and thus exhibits a better reliability. Generally speaking, the new release refines 
or extends the properties of the previous architecture (release). The evolution from one release 
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to another is called architectural iteration. Each iteration represents a stepwise refinement or 
extension of the architecture. In summary, during an architectural iteration an architecture is 
evolved from the current state of properties to a higher elaborated version with additional or 
improved properties. However, the quality of the architecture may degrade with new releases 
if the decisions are not systematically derived from driving quality attributes (cf. Section 5.2). 
 
We recommend documenting the behavior/responsibilities and collaborators of each design 
element with a short description. Table 5-21 shows a CRC template adopted from [Beck 
1989] for documenting the behavior/responsibilities and collaborations of design elements. 
The documentation is usually supported by modern computer-aided software engineering 
tools as well (e.g., [Kruchten 2000]). The description should state what the element does to 
fulfil a particular requirement. All responsibilities should be treated as externally accessible 
(i.e., each design element can use all services of other elements). This is because we suggest 
not caring about public or private functionality in this early phase of design. In later 
development phases (i.e., detailed design) the responsibilities should be further refined. Then 
it also useful to elaborate which responsibilities of a design element really needs to become 
externally accessible (interface description) and which only provide internal services. 
 
The application of the complete set of architectural decisions specified for the architecturally 
driving requirements results in the first release of the architecture. This release provides 
adequate infrastructure design elements for implementing the architectural drivers of the 
system. The architecture release builds the basis for further refinement (cf. Section 5.4) as 
well as for detailed design activities.  
 
Before continuing the effort in architecture refinement we recommend performing a review of 
the architectural infrastructure (cf. QUADRAD-Evaluation, discussed in Chapter 6). In this 
review the architecture is assessed according to its fitness for achieving the essential quality 
requirements. If the review does uncover critical risks we recommend to repeat the 
QUADRAD-M activities “Define architectural strategies and mechanisms” (cf. Section 5.2) 
and “Model the architectural infrastructure” (cf. Section 5.3) in order to resolve the risks. If 
the risks have been resolved we suggest continuing with architecture refinement as discussed 
in Section 5.4. 
 
 
Table 5-21: Template for Documenting Design Elements 
Design Element Collaborators 
< Name of design element> 
 
 
 
Responsibilities 
< Description of the services the 
design element provides > 
 
 
 
< List of other elements that 
collaborate with the design 
element > 
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Example: 
 
Figure 5-10 and Figure 5-11 show the layered and deployment view of the EVCS architecture 
after the decisions AD001 and AD002 have been applied. The notation is based on [Clements 
2003]. As depicted in Figure 5-10 the architect has introduced three software design elements: 
a CD Player User Interface, a CD Player Application, and a Virtual CD Player device driver. 
The CD Player User Interface encapsulates services for presenting the graphical user 
interface of a CD Player. The CD Player Application provides services for operating the CD 
Player. The Virtual CD Player includes services for the low-level communication with the 
CD Player device. 
 
Figure 5-11 shows the initial deployment view of the architecture. It depicts an active 
hardware component (Main Processor) and a hardware device (CD Player Device) that is 
connected via a communication bus. The deployment view also shows that the complete 
software of the system resides on the Main Processor and that there is only one process 
(Software) which executes the complete software of the system. Table 5-22 summarizes the 
description of the design elements. 
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Figure 5-10: Layered View of the EVCS Architecture 
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Figure 5-11: Deployment View of the EVCS Architecture 
 
 
 
Table 5-22: Documentation of EVCS Design Elements 
Design Element Description 
CD Player User Interface Responsibilities: Encapsulates services for presenting the 
graphical user interface of a CD Player. 
Collaborators: CD Player Application 
CD Player Application Responsibilities: Encapsulates services for operating the CD 
Player. 
Collaborators: CD Player User Interface, Virtual CD Player 
Virtual CD Player Responsibilities: Encapsulates services for the low-level 
communication with the CD Player Device. 
Collaborators: CD Player Application 
Software Responsibilities: Main process which executes the software.  
(Design decisions for decomposing the main process in sub-
tasks are not yet defined.) 
Collaborators: -- 
Main Processor Responsibilities: Main processor of the system where the 
software resides on. 
Collaborators: -- 
CD Player Device Responsibilities: CD Player Hardware Device for playing 
Audio and Navigation CDs. 
Collaborators: -- 
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5.4 Refine the Architecture 
The objective of this activity is to refine the architecture by incorporating application 
functionality and the remaining quality attributes to the infrastructure. This activity is started 
when the architecturally driving requirements have been successfully implemented in the 
architecture. The architecture refinement stops when implementation details about design 
elements are specified, since this is the goal of detailed/component design.  
 
An overview of the input and output data flow for the activity is shown in Figure 5-12. The 
activity is performed by considering the following activities  
1.  Determine architectural view types (cf. Section 4.3) 
2.  Define architectural strategies and mechanisms (cf. Section 5.2) 
3.  Refine the architectural infrastructure (based on Section 5.3) 
 
1.  Determine architectural view types 
 
The goal of this activity during architecture refinement is to specify the architectural view 
types that are relevant for implementing the remaining requirements. The business importance 
and architectural impact of the requirements have already been estimated during the 
QUADRAD-P activity “Identify architectural drivers” (cf. Section 4.2). This activity has also 
uncovered which requirements are architecturally important and which requirements are less 
critical for architecture development. For the “non-driving” requirements it is checked if the 
architectural view types defined for the architectural drivers are sufficient. If view types are 
missing for an adequate representation of the architecture then these view types are added 
(refer to Section 4.3 for the steps to be performed for determining architectural view types). 
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Figure 5-12: Refining the Architecture (Level-2 Diagram) 
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2.  Define architectural strategies and mechanisms 
 
The goal of this activity during architecture refinement is to determine adequate architectural 
strategies and mechanisms that contribute to the fulfillment of the set of “non-driving” 
requirements. For each of these requirements the following subordinate activities are 
performed: 
• Determine architectural strategies: Determine architectural strategies that support the 
achievement of the set of “non-driving” requirements. 
• Determine architectural mechanisms: Identify architectural mechanisms that implement 
the strategies. 
• Analyze suitability: Evaluate the consequences of applying the mechanism in the 
architecture.  
According to our experience it may not be necessary to brainstorm strategies and mechanisms 
for every requirement because some of them may easily be integrated directly into the 
architectural infrastructure. We suggest that in this case the three activities above should be 
skipped and the architect should continue with decision making (see next activity). We also 
recommend proceeding with the next activity when the architect cannot identify appropriate 
strategies or mechanisms for “non-driving” quality requirements. He or she should then 
carefully evaluate the consequences of those decisions. 
 
3.  Refine the architectural infrastructure 
 
The goal of this activity during architecture refinement is to refine the architectural 
infrastructure of the system that is provided in the first architecture release. During this 
activity adequate architectural decisions for addressing the “non-driving” requirements are 
defined. The decisions are then applied to the given architectural infrastructure and the 
affected views are further updated and refined.  
 
The application of the “Refine architecture” activity results in a second, more elaborated, 
release of the architecture. This release provides a basis for detailed design activities. 
However, we recommend performing an overall evaluation of this release in order to analyze 
the consequences of architectural decisions and to identify potential side effects. Side effects 
may be introduced to the system because the architect may need to compose different 
mechanisms. It is important to analyze whether the side effects are critical for achieving the 
essential quality requirements of the system. We propose to again apply the QUADRAD-
Evaluation workflow discussed in Chapter 6 for this purpose. 
 
Example: 
 
Assume the architectural infrastructure for the CD Player of the EVCS (cf. Figure 5-10 and 
Figure 5-11) shall be refined by incorporating a non-driving requirement “Support basic CD 
Player functionality”. Table 5-23 shows how the architect could have extended the design 
elements specified in Table 5-22 in order to incorporate the requirement in the architecture 
design. Figure 5-13 shows a refined version of the layered view of the architecture. 
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Table 5-23: Refinement of EVCS Design Elements 
Design Element Description 
CD Player User Interface Responsibilities: Encapsulates services for presenting the 
graphical user interface of a CD Player. The services include 
showing the CD Player menu (Show) and hiding the menu 
(Hide). 
Collaborators: CD Player Application 
CD Player Application Responsibilities: Encapsulates services for operating the CD 
Player. The services include playing Audio CDs (Play), stop 
playing (Stop), skipping to the previous audio track 
(Previous_Track), and skipping to the next track 
(Next_Track). 
Collaborators: CD Player User Interface, Virtual CD Player 
Virtual CD Player Responsibilities: Encapsulates services for the low-level 
communication with the CD Player Device. The services 
include setting a track (Set_Track), retrieving the current 
track number (Get_Track), setting the operation mode 
(Set_Operation_Mode), as well as retrieving the current 
mode of operation (Get_Operation_Mode). 
Collaborators: CD Player Application 
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Figure 5-13: Layered View of the EVCS Architecture (Refined) 
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5.5 Modeling Activities and Research Gaps 
The provided activities of the QUADRAD Modeling workflow represent major research 
contributions of this work. Table 5-24 shows how these activities support bridging the 
research gap G2 described in Chapter 1. In addition, the table shows which of the framework 
requirements defined in Table 3-1 are achieved by those activities. 
 
 
Table 5-24: Mapping Modeling Activities to Research Gaps and Requirements 
Modeling Workflow Activities Research Gaps Framework Requirements
Define architectural strategies and mechanisms G2 FR4, FR5 
Model the architectural infrastructure G2 FR3, FR4, FR5
Refine the architecture G2 FR3, FR4, FR5
 
 
Contributions of the QUADRAD Modeling workflow with respect to bridging the research 
gaps: 
 
Research Gap 2: No systematic support for making adequate design decisions in order to 
implement architecturally relevant requirements. 
 
The “Define architectural strategies and mechanisms” activity (cf. Section 5.2) effectively 
allows the identificantion of those design solutions that contribute to the achievement of the 
essential design problems. Thus, it enables the architect to focus on the hardest design 
problems first. It allows the direct relation of architectural strategies and mechanism to 
architecturally driving requirements and thus supports traceability between major artifacts of 
the problem and solution space. 
 
The “Model the architectural infrastructure” and “Refine the architecture” activities (cf. 
Section 5.3 and 5.4) both allow for a systematic documentation of architectural decisions. 
They make effective use of architectural strategies and mechanisms that have been proven 
useful to achieve the architecturally driving requirements. The activities support the architect 
in designing the architectural infrastructure of the system. The architectural infrastructure 
comprises those design elements that are essential for achieving the most important quality 
properties and business goals. As the infrastructure is shaped by the set of architecturally 
driving requirements, it provides a solution for the most strategic design decisions. Those 
decisions typically have the highest impact on structural aspects of the architecture and are the 
most difficult to change. 
 
In addition, the activities of the QUADRAD Modeling workflow explicitly consider making 
architectural decisions to refine the architecture in multiple architectural views. The types of 
architectural view that are important in a specific system context have been previously 
defined in the Preparation workflow. The consideration of multiple views during architecture 
design is a central issue. The Modeling workflow provides a template for documenting the 
architectural decisions in each view. It thus supports a systematic and concise documentation 
of the rationales that lead to the different architectural structures. This, for example, improves 
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the understanding of how the architecture responds to critical system qualities. It also shortens 
the learning time for other stakeholders. 
 
The QUADRAD Modeling activities also support traceability between architectural 
strategies/mechanisms and design elements. The trace information among architectural 
mechanisms, decisions, and the resulting design elements are recorded. Together with the 
traceability support provided by the Preparation workflow, QUADRAD allows to trace a 
particular requirement to those elements in the architecture that contribute to the 
implementation of that requirement and vice versa. With this tracing capability, more control 
over the architecture as well as a better understanding of the main architectural interrelations 
can be achieved. 
5.6 Summary 
In this chapter the activities and artifacts of the QUADRAD Modeling workflow 
(QUADRAD-M) have been described. The purpose of this workflow is to support the 
modeling of architectural views and to record the decisions that lead to those views. In 
particular, activities for creating the architectural infrastructure of the system, which 
comprises those design elements that are essential for achieving the most important quality 
requirements, have been described. Furthermore, steps for refining this infrastructure by 
incorporating application functionality and remaining quality attributes to the infrastructure 
have been presented. Finally, it has been shown how the QUADRAD-M activities support 
bridging the research gaps of this thesis. 
 
In the next chapter, we will discuss activities for evaluating an architecture with respect to the 
achievement of driving requirements. 
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6 The QUADRAD Evaluation Workflow 
 
 
The purpose of the QUADRAD Evaluation workflow (QUADRAD-E) is to understand the 
consequences of architectural decisions made by the architect, to analyze them with respect to 
the achievement of essential quality requirements, and to propose architectural improvements. 
QUADRAD-E is facilitated by an external architecture evaluation team in order to guarantee 
objective results. An overview of the major input and output artifacts is shown in Figure 6-1. 
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Figure 6-1: The QUADRAD Evaluation Workflow (Level-1 Diagram) 
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The chapter is organized as follows: Section 6.1 provides an overview of the Evaluation 
workflow. In Section 6.2 activities for defining the goals of the architecture evaluation are 
described. Section 6.3 explains how evaluation scenarios are elicited and prioritized based on 
the goals. Activities and techniques for making those parts of the architecture explicit that 
implement the most driving requirements concerning the evaluation goals are described in 
Section 6.4. In Section 6.5 activities for analyzing the appropriateness of the architectural 
decisions made by the architect, for proposing improvements, as well as for organizing the 
findings systematically for risk mitigation are described. Section 6.6 explains how 
QUADRAD-E activities address the research gaps in this thesis. Finally, Section 6.7 
summarizes the main issues of this chapter. 
6.1 Workflow Overview 
Figure 6-1 shows the first decomposition of QUADRAD-E. It consists of four activities: 
1. Define evaluation goals 
2. Elicit and prioritize evaluation scenarios 
3. Map scenarios and identify decisions 
4. Analyze decisions and summarize findings 
 
1.  Define evaluation goals 
 
The objective of this activity is to define the context of the evaluation. This includes the 
clarification of the specific evaluation goals and the documentation of rationales for those 
goals. 
 
The inputs to the activity are business goals (provided by the business executive), architecture 
knowledge (provided by the software architect) as well as evaluation skills (provided by the 
architecture evaluation team). The outputs from the activity are quality attribute goals that are 
relevant for the evaluation. 
 
2.  Elicit and prioritize evaluation scenarios 
 
The objective of this activity is to elicit and prioritize scenarios to be used to analyze the 
architecture with respect to the evaluation goals.  
 
The inputs to the activity are the quality attribute goals for evaluation (provided by the 
activity “Define evaluation goals”), architecturally driving requirements (either provided by 
QUADRAD-P or from requirements engineering if QUADRAD-E is performed 
independently), knowledge about the business goals of the system (provided by the business 
executive) as well as architecture and domain knowledge (provided by the software architect 
and project stakeholders that are involved in the system’s development). The outputs from the 
activity are a prioritized list of evaluation scenarios to be used to analyze the architecture’s 
fitness. 
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Figure 6-2: The QUADRAD Evaluation Workflow (Level-2 Diagram) 
 
 
3.  Map scenarios and identify decisions 
 
The objective of this activity is to make those parts of the architecture explicit that are 
affected by the evaluation scenarios. This includes the identification of design decisions that 
contribute to the achievement of the evaluation scenarios.  
 
Inputs to the activity are the prioritized evaluation scenarios (provided by the activity “Elicit 
and prioritize evaluation scenarios”), the architecture description (either provided by 
QUADRAD-M or from an external source such as the software architect if QUADRAD-E is 
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performed independently), architecture knowledge (provided by the software architect), as 
well as evaluation skills (provided by the architecture evaluation team). Outputs from the 
activity are scenario maps that document the design elements and responsibilities affected by 
the scenarios in different architectural views as well as associated architectural decisions. 
 
4.  Analyze decisions and summarize findings 
 
The objective of this activity is firstly to analyze the appropriateness of the decisions made in 
the architecture to satisfy the evaluation scenarios and secondly to propose architectural 
improvements. For each scenario map we assess to what extent the responsibilities of the 
design elements contribute to the achievement of the scenario. This involves an explicit 
identification of missing or inappropriate decisions and a systematic clustering of findings. 
 
Inputs to the activity are the scenario maps and architectural decisions identified for the 
evaluation scenarios (provided by the activity “Map scenarios and identify decisions”), 
architecture and domain knowledge (provided by the software architect and project 
stakeholders) as well as evaluation skills (provided by the architecture evaluation team). 
Outputs from the activity are a list of architectural risks associated to the decisions made in 
the architecture and a list of solution approaches to address the risks. The outputs are a 
prerequisite for architectural change requests and are communicated to the software architect. 
 
As mentioned in the activity overview, QUADRAD-E can be applied independently from 
QUADRAD-P (cf. Chapter 4) and QUADRAD-M (cf. Chapter 5). It provides explicit steps 
for defining the evaluation goals and scenarios that serve for the analysis of any existing 
architecture. QUADRAD-E also supports documentation (of a weakly described architecture), 
especially with respect to the architectural drivers and important decisions used to create the 
architecture. However, the benefits and limitations of using QUADRAD-E for reconstructing 
an architecture description are not treated in detail in the remainder of this chapter because 
this topic is not part of the research problems addressed in this work. 
 
We suggest that the architecture evaluation should be led by an independent evaluation team. 
An independent team supports the activities of an architecture evaluation from a neutral 
position. It helps to gather facts about the realization of the architecture and guarantees 
objective results for the evaluation. Social skills must also be provided by the evaluation 
team. For example, the evaluation team will have to protect the architect should the audience 
want to blame him or her for wrong decisions. However, discussing details about professional 
and social requirements for the evaluation team is beyond the scope of this work. 
 
The activities of QUADRAD-E are next described in more detail. 
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6.2 Define Evaluation Goals 
The objective of this activity is to clarify the specific goals of the architecture evaluation and 
to document a rationale for those goals. An overview of the input and output data flow is 
shown in Figure 6-3. 
 
Basically, there are three possibilities to evaluate an architecture. It can be evaluated against 
 
1. the achievement of a particular quality attribute (e.g., performance) 
 
2. the achievement of multiple quality attributes (e.g., modifiability, safety, and reliability) 
 
3. the achievement of those quality attributes that are affected by the architecturally 
driving requirements (specialization of the previous case) 
 
We suggest considering the second or third alternative for driving an evaluation in order to 
perform an overall evaluation against the business goals. As discussed in Section 2.3, 
evaluating an architecture against a single quality attribute can be critical if the architecture 
relies on multiple competing qualities. A subsequent optimization of the architecture with 
respect to that quality then will probably have a negative impact on other system qualities. 
Assessing dedicated system qualities should thus be done very carefully when an overall 
evaluation is not feasible (e.g., because of time constraints).  
 
For each of the three cases the evaluation goals should be chosen in a way that one can make 
a statement about how the architecture should support the business goals of the system. For 
example, if the business goal is to provide an engine control system, which can be adapted 
flexibly to individual emission regulations of different markets, then the architecture should 
be evaluated against its fitness for modifiability with respect to emission control. If the 
business strategy is to provide a system that is 99.95% available for the customer then the 
architecture should be evaluated against quality attributes such as availability, reliability, and 
safety. We suggest capturing a rationale or specific questions to be answered for each 
evaluation goal in order to make explicit why it is important to analyze the architecture with 
respect to those goals. Table 6-1 shown a template for capturing goals for an evaluation. 
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Figure 6-3: Defining Evaluation Goals (Level-2 Diagram) 
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Table 6-1: Template for Capturing Evaluation Goals 
Evaluation Goals Description 
< Quality attribute 1 > < Rationale 1.1 / evaluation question 1.1> 
 < Rationale 1.2 / evaluation question 1.2> 
 … 
< Quality attribute 2 > < Rationale 2.1 / evaluation question 2.1> 
… … 
 
 
Example:  
 
Table 6-2 shows a list of four goals to be used for evaluating the EVCS system with respect to 
the architecturally driving requirements (cf. Section 4.2).  
 
Table 6-2: Evaluation Goals for the EVCS architecture 
Evaluation Goals Description 
Integrability Does the architecture support an easy integration of 3rd party 
software for air condition control? 
Modifiability Does the architecture support an easy modification of software 
control components for customer-specific CD players? 
 Does the architecture support an easy configuration of low-end 
system at end-of-line? 
Performance Does the architecture support a quick system start-up? 
Safety Does the architecture support the detection of system failures 
during start-up? 
 
6.3 Elicit and Prioritize Evaluation Scenarios 
The objective of this activity is to elicit and prioritize scenarios to be used for analyzing the 
architecture with respect to the evaluation goals. This is achieved based on a description of 
evaluation scenarios that decompose the goals into concrete statements, which can be 
analyzed in the architecture. An overview of the input and output data flow of this activity is 
shown in Figure 6-4. 
 
Figure 6-5 shows how this activity is decomposed into the following two subordinate 
activities:  
1.  Brainstorm and organize evaluation scenarios 
2.  Calculate scenario priorities 
 
These activities are next described in more detail. 
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Figure 6-4: Eliciting and Prioritizing Evaluation Scenarios (Level-2 Diagram) 
 
 
Software
Architect
Business
Executive
Architecture
Evaluation Team
Scenarios Scenarios
Prioritized
evaluation scenarios
Evaluation skills
Quality attribute
goals for
evaluation
Project
Stakeholders
D1 Architectural driversand view types
Architecturally driving
requirements
3.2.1
Brainstorm
and organize
evaluation
scenarios
3.2.2
Calculate
scenario
priorities
Evaluation
scenarios
Business
importance
Architectural
impact
Scenarios
Evaluation skills
 
Figure 6-5: Eliciting and Prioritizing Evaluation Scenarios (Level-3 Diagram) 
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6.3.1 Brainstorm and Organize Evaluation Scenarios 
The goal of this activity is to collect a list of evaluation scenarios that cover the goals of the 
evaluation. The activity consists of two steps:  
1.  Brainstorm scenarios for evaluation 
2.  Check scenario coverage according to evaluation goals 
 
1.  Brainstorm scenarios for evaluation 
 
Based on the evaluation goals, candidate usage, change, and stress scenarios are brainstormed 
in order to clarify how the architecture should be assessed. As introduced in Section 2.3.3.1, 
usage scenarios describe a stakeholder’s intended interaction with the system. They are used 
for getting a basic understanding of the system. Change scenarios cover anticipated future 
changes to a system. Stress scenarios deal with extreme situations that are expected to “stress” 
the system in order to expose the limits or boundary conditions of the current design. 
 
Each scenario should be described such that it becomes clear how to use it for evaluating the 
architecture. We suggest using the guidelines proposed by [Bass 2003] (cf. Section 2.3.3.1) in 
order to describe scenarios effectively for architecture evaluation. Table 6-3 shows which 
elements should be included in a scenario description. 
 
The brainstorming process involves the business executive, the software architect, project 
stakeholders of the system development core team, as well as the architecture evaluation 
team. The brainstorming process can be facilitated in three different ways: 
• Brainstorming by scenario type: In this alternative, the scenarios are brainstormed along 
particular types of scenario. This means that, for example, in a first phase the 
brainstorming process allows only the capturing of usage scenarios. In a second phase, 
only change scenarios are elicited. Finally, in the third phase stress scenarios are added to 
the list of evaluation scenarios. 
• Brainstorming by quality attribute: The second alternative is concerned with driving the 
brainstorming process along the quality attribute goals. For example, if the goal of the 
architecture evaluation is to analyze modifiability and safety issues, then the brainstorming 
can be dedicated to capturing modifiability scenarios first and safety scenarios in a second 
phase.  
• Brainstorming by scenario types and quality attributes: This represents a mixture of the 
previous two brainstorming alternatives. 
Whether one alternative of facilitating the brainstorming works better than another alternative 
depends on the individuals that participate in the process. Many software architects, for 
example, think in terms of quality attributes. They may prefer brainstorming scenarios in this 
way. A business executive, on the other hand, often tries to stress the architecture with respect 
to “fancy” features. He or she thus may like brainstorming according to scenario types. In 
case the brainstorming process does not work well, we suggest not restricting the elicitation 
but allowing individuals to bring in their scenarios as they come to mind. If the QUADRAD-P 
workflow (cf. Chapter 4) has been performed prior to architecture evaluation, then the 
architectural drivers that match with the evaluation goals can be used as additional input for 
seeding the scenario brainstorming process.  
 
Chapter 6. The QUADRAD Evaluation Workflow 153
 
 
Table 6-3: Template for Describing Evaluation Scenarios 
Element Description 
Source of stimulus Entity (e.g., human, computer system, or other actors) that 
generated the stimulus. 
Stimulus Condition that needs to be considered when it arrives at a 
system. 
Environment State of the system when the stimulus arrives. The system may 
be in an overload condition or may be running when the 
stimulus occurs, or some other conditions may be true. 
Artifact Element of the system that is stimulated. This may be the 
whole system or some part of it. 
Response Activity undertaken after the arrival of the stimulus. 
Response measure When the response occurs, it should be measurable in some 
fashion so that the requirement can be tested. 
 
 
2.  Check scenario coverage according to evaluation goals 
 
After a first brainstorming iteration, it should be checked whether every quality attribute has 
been represented by at least one sound scenario that supports assessing the architecture. If one 
or more attributes are not represented by scenarios then the brainstorming should be repeated 
for those attributes. It is best to choose the “brainstorming by quality attribute” alternative 
described in the previous step to focus the elicitation process. Note that it is best to have more 
than one scenario for each quality goal (up to five is a good rule of thumb) since then the 
probability of performing the evaluation more broadly is increased. Table 6-4 shows a 
template for checking the coverage of scenarios with respect to evaluation goals. 
 
We also suggest restricting the brainstorming process in time. Depending on the complexity 
of the system and the number of different goals to be achieved by the evaluation, two hours 
are generally a good time frame for eliciting scenarios. Checking coverage should be done at 
least once within the brainstorming process (e.g., in the middle of the session) in order to keep 
the process on track.  
 
Table 6-4: Template for Checking Quality Coverage of Evaluation Scenarios 
Evaluation Goals Evaluation Scenarios Total#
< Quality Attribute 1 > < List of evaluation scenarios addressing Quality 
Attribute 1 > 
< Number of 
scenarios 1>
< Quality Attribute 2 > < List of evaluation scenarios addressing Quality 
Attribute 2 > 
< Number of 
scenarios 2>
… ... ...
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Example: 
 
Table 6-5 shows different types of evaluation scenarios for the quality attribute goals 
performance, usability, reliability, safety, availability, security, and modifiability. The 
scenarios are described by taking the scenario description guidelines proposed in Table 6-3 
into account. For example, the different elements of the scenario 
 
ES1: Remote user requests a database report via the Web during peak period and receives it 
within five seconds. 
 
are as follows: 
 
Source of stimulus Remote user 
Stimulus Requests database report via the Web 
Environment During peak period and 
Artifact (database report) 
Response Receives it (the database report) 
Response measure Within five seconds. 
 
Note that filling out all the elements of the description template does not make sense for every 
scenario. The important point here is that the template should serve as a guideline for scenario 
description rather than a strict rule. During brainstorming, there is the tradeoff between 
frequency of eliciting scenarios and accuracy of the scenario description. The evaluation team 
should be aware of this tradeoff and facilitate the stakeholders in formulating scenarios 
according to the elements of the description guideline. We suggest that they should 
recapitulate that, in order to guarantee useful scenarios, it must be clear what the stimulus is, 
what the environmental conditions are, and what the measurable manifestation of the response 
is. 
 
Table 6-6 shows an organization of the evaluation scenarios of Table 6-5 according to quality 
attributes. As illustrated, the scenarios cover modifiability, performance, and reliability 
aspects of the system very well. These quality attributes also represent the goals for 
evaluating the architecture in the example. Safety, availability, and security aspects are only 
touched on lightly. If these attributes were part of the evaluation goals then the brainstorming 
process should be focused on the attributes in a second iteration. 
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Table 6-5: Examples of Evaluation Scenarios 
ES# Evaluation Scenario Quality Attribute
Usage Scenarios 
ES1 Request database report: Remote user requests a database 
report via the Web during peak period and receives it within 
five seconds. 
Performance 
ES2 Change graph layout: The user changes the graph layout from 
horizontal to vertical. The graph is redrawn in one second. 
Performance 
ES3 Recalculate route: Recalculate route within two seconds after 
an incoming radio data message has been received. 
Performance 
ES4 Occurrence of an exception: A data exception occurs and the 
system notifies a defined list of recipients by e-mail and 
displays the offending conditions in red on data screens. 
Reliability 
ES5 Switch caching system: The caching system will be switched 
to another processor when its processor fails, and will do so 
within one second. 
Reliability 
Change scenarios 
ES6 Add new message type: Add a new message type to the 
system’s repertoire in less than a person-week of work. 
Modifiability 
ES7 Add new map and interface: Add a new 3-D map feature, and 
a virtual reality interface for viewing the maps in less than 
five person-months of effort. 
Modifiability 
ES8 Add planning capability: Add a collaborative planning 
capability, where two planners at different sites collaborate on 
a plan, in less than a person-year of work.  
Modifiability 
ES9 Double database size: Double the size of existing database 
tables while preserving an average retrieval time of one 
second. 
Performance, 
reliability 
ES10 Add data server: Add a new data server to reduce latency to 
2.5 seconds within one person-week. 
Modifiability, 
performance 
ES11 Migrate to new operating system: Migrate software to a new 
release of the existing operating system in less than a person-
year of work. 
Modifiability, 
performance, 
security, 
reliability 
Stress scenarios 
ES12 Reuse legacy software: Integrate a 25-years-old software in a 
new generation automotive system within one month.  
Modifiability, 
performance, 
safety, security, 
reliability 
ES13 Reduce time for displaying route: The time for displaying 
changed route data is reduced by a factor of 10. 
Performance 
ES14 Improve availability: Improve the system’s availability from 
98% to 99.999%. 
Availability, 
performance, 
reliability 
ES15 Half the servers: Half of the servers go down during normal 
operation without affecting overall system availability. 
Availability, 
performance, 
reliability 
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Table 6-6: Quality Coverage of Evaluation Scenarios 
Quality Attributes Evaluation Scenarios Total#
Modifiability* ES6, ES7, ES8, ES10, ES11, ES12 6
Performance* ES1, ES2, ES3, ES9, ES10, ES11, ES12, ES13, ES14, ES15 10
Reliability* ES4, ES5, ES9, ES11, ES12, ES14, ES15 7
Safety ES12 1
Availability ES14, ES15 2
Security ES11, ES12 2
 
   * = Evaluation Goals 
 
6.3.2 Calculate Scenario Priorities 
The goal of this activity is to prioritize the scenarios according to their importance for 
evaluating the architecture. The activity consists of two steps: 
1.  Prioritize evaluation scenarios 
2.  Sort evaluation scenarios according to their priorities 
 
1.  Prioritize evaluation scenarios 
 
In this step, the evaluation scenarios elicited in the previous activity are prioritized in order to 
achieve a ranking for driving the evaluation. Similar to the ranking of requirements (cf. 
Chapter 4), judging the importance of a particular scenario requires a multi-criteria decision 
making process. We suggest using the same criteria to prioritize the scenarios as for ranking 
requirements (namely, business importance and architectural impact). These criteria apply 
here since they assist in focusing on those scenarios that are essential for assessing the 
architecture.  
 
For example, if a particular scenario is important for achieving the business goals (and some 
of the business goals are often goals of the evaluation) then we should look at it. Further, if 
that scenario is a usage or stress scenario and has at the same time a high impact on the 
architecture then it clearly was difficult to realize in the architecture. We should definitely 
recommend the scenario for evaluation in order to analyze whether it has been properly 
implemented. If the scenario, on the other side, is a change scenario then a high architectural 
impact does reflect the fact that it will be difficult to achieve (e.g., integrating new 
functionality or changing the existing functionality is difficult). If at the same time that 
scenario is important for business success then we should recommend it for evaluation since it 
seems that the software architect might have missed to make the appropriate decisions during 
architecture design. 
 
We also suggest using an absolute weighting approach with an easy weighting scale (e.g., 
High, Medium, Low) if there is limited time for scenario prioritization. With an absolute 
weighting approach each scenario is evaluated independently against the criteria. Similar to 
the approach of identifying architecturally driving requirements (cf. Section 4.2), the business 
executive judges the business importance of the scenario and the software architect assesses 
its architectural impact. Table 6-7 shows a template for prioritizing evaluation scenarios. 
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Table 6-7: Template for Scenario Prioritization 
ES# Business Importance* Architectural Impact* 
ES1 < Business importance of evaluation 
scenario ES1 > 
< Architectural impact of evaluation 
scenario ES1 > 
ES2 < Business importance of evaluation 
scenario ES2 > 
< Architectural impact of evaluation 
scenario ES2 > 
… ... ... 
 
  * Weighting scale = { High, Medium, Low } 
 
In some cases where it is not obvious why a scenarios has a high/low business importance or 
architectural impact, we suggest documenting the rationale for the weighting. Then the 
assigned weights can be better understood by the evaluation stakeholders throughout 
QUADRAD-E. 
 
2.  Sort evaluation scenarios according to their priorities 
 
In this step, the scenarios are sorted in descending order of priority. The scenarios that have 
been ranked with highest weights for the criteria are the best candidates for evaluation (as 
explained above). However, there may be certain limitations for selecting candidate scenarios 
for further exploration. For example, if time is a problem then using a threshold for selection 
(e.g., the first three highest priority scenarios) may be appropriate. On the other side, if a 
scenario can only be explored with the support of particular experts but these experts do not 
participate in the evaluation, then this scenario should be omitted and put into a backlog, even 
if it is highly important. It should not be chosen because an objective or in-depth evaluation 
would not be possible. In any case, the decisions concerning why a particular scenario has not 
been selected for evaluation should be recorded. This allows focusing on backlog scenarios in 
subsequent iterations of QUADRAD-E. 
 
Example: 
 
Table 6-8 shows the top-5 high priority scenarios ES3, ES9, ES10, ES12, and ES14 to be 
chosen for architecture evaluation. The scenarios are important for achieving the business 
goals and they have a high impact on the design of the architecture. 
 
 
Table 6-8: High Priority Evaluation Scenarios 
ES# Business Importance Architectural Impact 
ES3 High High 
ES9 High High 
ES10 High High 
ES12 High High 
ES14 High High 
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6.4 Map Scenarios and Identify Decisions 
The objective of this activity is to make those parts of the architecture explicit that are 
affected by the evaluation scenarios. This includes capturing design elements and identifying 
design decisions that contribute to the achievement of the evaluation scenarios. Briefly, we go 
through the architecture description in this activity and isolate those design elements and 
approaches that contribute to the fulfillment of the scenario under consideration. Note that this 
activity is performed in concert with the next activity (“Analyze decisions and summarize 
findings”) for every evaluation scenario to be considered in the evaluation. 
 
An overview of the input and output data flow of mapping scenarios and identifying decisions 
is shown in Figure 6-6. The activity consists of two steps: 
1.  Select evaluation scenario for investigation 
2.  Identify contributing design elements and capture decisions 
 
1.  Select evaluation scenario for investigation 
 
In this step an evaluation scenario for further investigation is selected in descending order of 
the assigned priority. We suggest that the evaluation team asks the audience if the scenario is 
completely understood. If the scenario description is not clear to the people then it should be 
refined without changing the original intention (especially, stimulus and response). If the 
scenario cannot be refined without changing the intention we suggest making the description 
clear first and then prioritizing the modified scenario again, as defined in Section 6.3.2. 
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Figure 6-6: Mapping Scenarios and Identifying Decisions (Level-2 Diagram) 
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2.  Identify contributing design elements and capture decisions 
 
The task of this step is to identify those design elements that are important for achieving the 
scenario. Achieving the scenario means that the architecture is capable of providing the 
required response for the stimulus as defined in the scenario description (cf. Table 6-3). For 
example, in the case of the following scenario: 
 
ES1: Remote user requests a database report via the Web during peak period and receives it 
within five seconds 
 
the architect would need to demonstrate that the architecture is capable of sending database 
reports via the Web during a peak period within five seconds. In this step the evaluation team 
should take care that the evaluation stakeholders are focused on getting a better understanding 
of the architect’s solution, rather than discussing how good the chosen solution is.  
 
In order to support focusing on the current solution, we suggest that the evaluation team starts 
asking the software architect which approaches he or she has been taken or which design 
elements have been incorporated to address the scenario. Usually, the architect then starts 
explaining the solution he or she has introduced in the architecture. It is worthwhile capturing 
and visualizing the design elements that participate in the solution. We recommend the use of 
scenario maps (cf. Section 2.3.3.2) for this purpose. Note that the creation of scenario maps is 
supported by tools such as the Use Case Navigator (UCM) [Miga 1998]. The UCM, for 
example, can be applied during evaluation to facilitate a “realtime” visualization of the 
scenario maps.  
 
For each design element identified (and captured in the scenario map), the major 
responsibilities are documented. The responsibilities describe the behavior of the design 
elements in the scenario map. A responsibility can be expressed in textual form or in terms of 
an interface specification. The important point here is that the description should help to 
clarify the role of the element in context of the given scenario.  
 
To improve the understanding of how the scenario under consideration is realized in the 
architecture, the associated “execution path” through the design elements that are involved in 
or affected by the scenario are visualized in the scenario map. An execution path shows in 
which sequence the design elements are triggered (cf. Section 2.3.3.2). Note that there can be 
more than one execution path within a scenario map since particular activities of the design 
elements might be performed in parallel.  
 
We also suggest recording the architectural decisions which are not obvious and which are not 
explicitly shown and described in the scenario map. In order to improve the description 
accuracy of the architectural solution of a particular scenario we further suggest capturing 
scenario maps for any particular architecture view that is relevant for the scenario. In many 
cases, it is beneficial to record more than one single view of the solution in order to identify 
“hidden” risks. Table 6-9 shows a template for documenting the architectural solution of an 
evaluation scenario. 
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Table 6-9: Template for Documenting the Achievement of an Evaluation Scenario 
Scenario* < Evaluation scenario# > 
Quality Attributes < Quality attributes addressed by the scenario > 
Scenario Maps < Scenario map represented in architectural view 1 > 
 
Radio SubsystemNavigation Subsystem
Route Calculation
Route Management
Vehicle Tracking
Atlas
Traffic & Road Situation Management Radio Data Provider
23
4
5
6
7
8
9
1
 
 
 < Scenario map represented in architectural view 2 > 
 
Tuner GPS Map Data Display
Main ECU Graphics ECU
Traffic & Road
Situation
Management
Route
Management
AtlasRadio Data
Provider
Vehicle
Tracking
Route
Calculation
1
2
3
45
6 7
8
9
Communication Bus
 
 
 … 
Description < Responsibility description of how the design elements behave > 
Architectural 
Decisions* 
AD1: < Description of architectural decision 1> 
 AD2: < Description of architectural decision 2> 
 … 
 
  Legend: * = Unique identifier recommended for better reference. 
 
 
Note that the architect normally can describe very well the solution he or she has built into the 
architecture to address a particular scenario, no matter if it partially or completely solves the 
problem associated with the scenario. However, there will be cases in which a scenario has 
thus far been totally ignored in the architecture design. For example, it is likely that an 
anticipated change scenario (e.g., to support an easy integration of a particular COTS 
component) will not have been addressed by the architect. In this case creating a scenario map 
might not be possible. We suggest eliciting the changes the architect needs to introduce for 
achieving the scenario in the given architecture. The list of changes can then be reconsidered 
during risk analysis of the scenario. 
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Example:  
 
An example of a scenario map for the Vehicle Navigation Subsystem (VNS) of the EVCS is 
shown in Figure 6-7. In this example, the high priority scenario:  
 
ES3: Recalculate route within two seconds after an incoming radio data message has been 
received. 
 
which affects performance concerns (cf. Table 6-5) is mapped on the architecture’s logical 
software structure (subsystem-and-component view model). As illustrated in Figure 6-7, five 
components of the Navigation and one component of the Radio subsystem are involved in this 
scenario. A cross represents particular design element responsibilities that are affected by the 
scenario.  
 
Figure 6-8 shows the same scenario mapped on the physical structure of the architecture. As 
illustrated, the software components reside on two different hardware nodes: a Main ECU 
(electronic control unit) and a Graphics ECU. The components Atlas and Vehicle Tracking as 
well as Route Calculation and Route Management communicate via remote procedure calls 
since they operate on different ECUs. The communication between the software components 
and the connected devices (Tuner, GPS, Map Data, and Display) is not shown for simplicity. 
 
Table 6-10 summarizes the responsibilities of the respective components as well as five 
additional decisions that correspond to the design elements represented in the scenario map. 
 
 
 
 
Radio SubsystemNavigation Subsystem
Route Calculation
Route Management
Vehicle Tracking
Atlas
Traffic & Road Situation Management Radio Data Provider
23
4
5
6
7
8
9
1
 
Figure 6-7: Scenario Map for Scenario ES3 (Software View) 
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Figure 6-8: Scenario Map for Scenario ES3 (Physical View) 
 
 
Table 6-10: Design Element Responsibilities and Decisions for Scenario ES3 
Description   
Design Element R# Responsibility  
Radio Data Provider 1 Receive radio data message 
TRS Management 2 
3 
6 
Decode and convert data into internal format 
Accumulate message and replace outdated data 
Check data filtering 
Atlas 4 Update street elements 
Vehicle Tracking 5 Report position 
Route Management 7 
9 
Check if recalculation is necessary 
Notify interested parties (subscription mechanism) 
Route Calculation 8 Recalculate route 
Architectural Decisions AD1: Software components that are concerned with 
navigation functions are encapsulated in a Navigation 
subsystem. 
 AD2: The Radio Data Provider component is part of a 
separate Radio subsystem. 
 AD3: Vehicle Tracking is executed in an exclusive task (not 
shown in scenario map). 
 AD4: Atlas and Route Calculation are assigned to an extra 
Graphics ECU for performance reasons. 
 AD5: Main ECU and Graphics ECU are connected via a high 
speed communication bus. 
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6.5 Analyze Decisions and Summarize Findings 
The objective of this activity is to analyze the appropriateness of the architectural decisions 
made for the high priority scenarios under consideration and to propose architectural 
improvements. For each scenario map it has to be evaluated if and to what extent the 
responsibilities of the design elements contribute to the achievement of a scenario. This 
involves an explicit identification of architecturally important decisions that have not been 
made yet. The findings are organized according to similar classes of problems in order to 
support the planning of adequate risk mitigation strategies. An overview of the input and 
output data flows is shown in Figure 6-9.  
 
Figure 6-10 shows how this activity is decomposed into the following four subordinate 
activities:  
1.  Analyze scenario maps 
2.  Refine scenario analysis 
3.  Identify solution approaches 
4.  Cluster findings 
 
These activities are next described in more detail. 
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Figure 6-9: Analyzing Decisions and Summarizing Findings (Level-2 Diagram) 
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Figure 6-10: Analyzing Decisions and Summarizing Findings (Level-3 Diagram) 
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6.5.1 Analyze Scenario Maps 
The goal of this activity is to evaluate if the architectural solution expressed in the scenario 
map is adequate for achieving the required response of the scenario. The activity consists of 
two steps: 
1.  Evaluate the design elements of the scenario map 
2.  Document findings for each scenario map 
 
1.  Evaluate the design elements of the scenario map 
 
For each scenario map under consideration, it is evaluated if and to what extent the 
responsibilities of the identified design elements contribute to the achievement of the 
scenario. In order to support the evaluation process, we suggest applying questioning 
techniques (cf. Section 2.3.3.3). The use of architecture analysis questions is an appropriate 
vehicle in this respect. There are two types of analysis questions that can be applied to 
evaluate an architecture: general and quality-specific analysis questions. 
• General analysis questions: General analysis questions are universally applicable for 
architecture evaluation. The questions consider the way the architecture was created and 
documented. They also focus on the details of the architecture description itself (by asking, 
for example, if all user interface aspects of the system are separated from functional 
aspects). Usually, the evaluation team is looking for a favorable architecture response and 
will probe a single question to a level of detail that is necessary to satisfy their concern. 
General analysis questions are a vehicle to get a basic overview on important properties of 
the architecture. They usually apply to any quality attribute. A set of general questions that 
have been proven useful for architecture evaluation are given in Table 6-11. 
• Quality-specific analysis questions: In contrast to general analysis questions, quality-
specific analysis questions address specific aspects of quality attribute requirements (e.g., 
security, performance, modifiability, safety etc.) and support a quality-based assessment of 
the architecture. The questions are used to stress a particular (part of the) architecture since 
they trigger the investigation as to whether and to what extent the aspects addressed can 
currently be accomplished. Table 6-12, Table 6-13, Table 6-14, and Table 6-15 show 
useful questions for analyzing the achievement of security, performance, modifiability, 
safety and reliability aspects of an architecture. 
For a proper evaluation, the analysis questions of scope (i.e., those that address the evaluation 
goals) must be applied to the scenario maps. Since these questions stress specific aspects of a 
quality, they can be used to investigate whether and to what extent the responsibilities of the 
design elements included in the scenario map give a solution to those aspects. The risks 
discovered during this process should then be recorded in the list of findings (see next step). 
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Table 6-11: General Analysis Questions 
General Analysis Questions 
• Which are the important services of the system (i.e., services that are essential for 
some quality attribute requirement)? 
• What are the consequences to an important service from the low quality of a non-
important service? (For example, personal email might not be important except that 
it might be assumed to exist in an important service.) 
• Are there important services that depend on a less important service? 
• What services can operate in degraded modes?  
• What are these degraded modes (e.g., X% speed, online upgrade)? 
• What are the conditions or events that might lead to a service degradation (e.g., 
message sent at the wrong time, incorrect operator action, supplier going out of 
business)? 
• What are the consequences of not meeting the quality requirements in various 
degraded modes (e.g., catastrophe, annoyance, minor inconvenience)? 
 
 
Table 6-12: Questions for Analyzing Security Aspects 
Security-Related Questions 
• How is user authentication and authorization information maintained? 
• How is access from outside the network managed? 
• How is sensitive information protected (e.g., encryption)? 
• What approach is used to protect that information (e.g., type of encryption)? 
• Which user actions are logged? 
• What kind of monitoring and access controls exists at the network boundaries? 
• What kind of data is permitted through or filtered out? 
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Table 6-13: Questions for Analyzing Performance Aspects 
Performance-Related Questions 
• How do the time-critical components communicate (e.g., protocols, #messages 
sent/received per time unit, message size, processing per message)? 
• Are there sources of potential resource contention (e.g., specific devices, CPU 
cycles, network bandwidth, and memory usage) and which kinds of mechanisms 
are used to prevent them? 
• How does a particular component respond during periods of high stress? Does an 
overload affect the data flowing through a particular communication link? 
• How do services respond to clients and can they handle multiple clients? 
 
 
Table 6-14: Questions for Analyzing Modifiability Aspects 
Modifiability-Related Questions 
• What strategy is used to upgrade versions of systems containing multiple 
components released independently? 
• What are the limitations on upgrades or modifications? Can it be done online (e.g., 
during execution) or must it be done offline? 
• What are the conditions or events outside our control that might lead to a limitation 
on upgrades or modification (e.g., changes in standards, suppliers merging, 
supplier going out of business)? 
 
 
 
Table 6-15: Questions for Analyzing Safety and Reliability Aspects 
Safety/Reliability-Related Questions 
• What type of faults can occur in each component or connection involved in a 
service? 
• What services cannot be allowed to fail (e.g., authentication services)? 
• What kind of strategies are used to detect software/hardware failures? 
• When is a particular failure detected by the system (e.g., during start-up or during 
shut down)? 
• What mechanisms are used to recover from failures? 
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2.  Document findings for each scenario map 
 
The goal of this step is to document the findings and open issues that result from analyzing a 
scenario. Findings represent architectural risks that are associated with the current 
implementation of the scenario in the architecture. There is a risk in the architecture if the 
response defined in the scenario description cannot be (completely) achieved by the design 
elements of an associated scenario map. For example, consider scenario ES5 of Table 6-5: 
 
ES5: The caching system will be switched to another processor when its processor fails, and 
will do so within one second. 
 
There would be a risk in the architecture if the analysis of the scenario map were to uncover 
that there is no second processor which can be used for switching the caching system. There 
would also be a risk if a backup processor were available but the architecture did not consider 
using it when there was a problem with the caching system or if failures of processor or 
caching system were not recognized. 
 
We suggest documenting the affected quality attributes of each identified risk and, if possible, 
the design element, which represents the root cause for that risk. In addition, we suggest 
capturing any open issue that emerged during analysis of a particular scenario and that could 
not be resolved by the audience. This is worthwhile because then these issues can be 
considered during subsequent design iterations. Moreover, open issues often turn out to 
include hidden risks of the architecture. Thus, it is important to capture them for further 
treatment. We also suggest adding roles or names of individuals that should check the issues 
after the evaluation. Table 6-17 shows a template for documenting findings and open issues of 
a scenario analysis. 
 
 
 
Table 6-16: Template for Documenting Findings and Open Issues 
Scenario < Evaluation scenario# > 
Quality Attributes < Quality attributes addressed by the scenario > 
Findings* Risk 1: < Description of architectural risks 1, affected qualities, root 
cause design element > 
 Risk 2: < Description of architectural risks 2, affected qualities, root 
cause design element > 
 … 
Open Issues* O1: < Open Issue 1, roles/individuals who should check the issue > 
 
 O2: < Open Issue 2, roles/individuals who should check the issue > 
 … 
 
  Legend: * = Unique identifier recommended for better reference. 
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Example: 
 
Two risks and two open issues for the scenario map of Figure 6-7 are shown in the findings 
list of Table 6-17. Risk 1 is concerned with the fact that too many processes are created when 
multiple routes are active in the system. The risk affects performance and modifiability 
properties of the system. The current specification of the Route Management and Atlas 
components represent the root cause for that risk. High memory consumption of map data is 
the reason for risk 2. This affects performance and efficiency properties of the system. The 
Atlas component again represents the root cause for risk 2. The two open issues O1 and O2 
are concerned with missing information about the maximum number of parallel processes and 
the total memory consumption of the software. The information will be later provided by the 
software architect. 
 
 
Table 6-17: Documentation of Findings Identified during Architectural Analysis 
Findings 
F# Description of Findings Quality Attribute 
Root Cause 
Element 
Risk 1 Too many processes spawned for routes: The 
Route Management component must be re-
entrant because there may be multiple routes 
active simultaneously. This may introduce a 
dependency on the given operating system since 
there are only a limited number of processes 
available with one address space per process. 
Performance, 
modifiability 
Route 
Management, 
Atlas 
Risk 2 High memory consumption of map data: The 
current map data from the Atlas is stored in 
RAM. System RAM is limited. Thus, sufficient 
free memory may not be available for storing all 
the map data of the current position. 
Performance, 
memory 
efficiency 
Atlas 
Open Issues 
O# Description of Issue To be checked by 
O1 The maximum number of parallel processes that 
can be handled by the system is unknown. 
Software architect 
O2 The total memory consumption of the software 
is not known yet. 
Software architect 
 
 
6.5.2 Refine Scenario Analysis 
The goal of this activity is to refine the analysis in order to estimate the average execution 
time of performance scenarios. Estimating execution times is especially important if the 
architecture has to meet certain timing constraints. Timing constraints are usually expressed 
by response measures within the scenario description (cf. Section 6.3). Table 6-5, for 
example, includes the following performance-related scenarios that include execution time 
response measures: 
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ES1: Remote user requests a database report via the Web during peak period and receives it 
within five seconds. 
 
ES2: The user changes the graph layout from horizontal to vertical. The graph is redrawn in 
one second. 
 
ES3: Recalculate route within two seconds after an incoming radio data message has been 
received. 
 
ES9: Double the size of existing database tables while preserving an average retrieval time of 
one second. 
 
ES10: Add a new data server to reduce latency to 2.5 seconds within one person-week. 
 
ES13: The time for displaying changed route data is reduced by a factor of 10. 
 
In order to calculate the average execution time of a scenario, environmental data from the 
scenario must be captured. Table 6-18 shows data items we suggest be gathered in order to 
perform an estimation.  
 
It is worthwhile to mention that the purpose of this activity is not to make precise statements 
about the execution time but to achieve a rough estimate. The objective is to come to some 
first numbers without going beyond the scope of the architecture evaluation. The estimation 
should be further refined within design and code reviews. 
 
There are four steps that support calculating the execution time of a scenario: 
1.  Capture execution structure and environment 
2.  Determine resource usage  
3.  Estimate average execution time 
4.  Document additional findings 
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Table 6-18: Environmental Data for Estimating Execution Times 
Data Source Data Description 
 
Execution structure • The software components that execute 
• The order of execution 
• Component repetition and conditional execution 
 
Execution environment • The hardware configuration upon which the system will 
execute 
• The abstract machine (i.e., the operating system and 
other support software routines that interface between 
the new software and the hardware) 
 
Resource usage • The number of instructions to be executed 
• The number of I/O operations for each device 
• The number of types of abstract machine service 
routines used 
• The amount of memory for code and for data 
 
 
1.  Capture execution structure and environment 
 
The goal of this step is to capture the execution structure and execution environment for the 
respective performance scenarios. A starting point for specifying the execution structure and 
environment is the description of the scenario map (cf. Section 6.4). As discussed earlier, a 
scenario map shows the design elements in a particular architectural view that execute in 
order to achieve the response of the underlying scenario description. The execution path 
illustrates the order in which the design elements are triggered, if there are repetitions, and if 
there are parallel paths of execution. Consequently, a scenario map and its associated 
description support capturing the execution structure of the scenario in this activity. However, 
quantitative data concerning the hardware configuration and software environment upon 
which the scenario executes is often not part the scenario description. In this step, this kind of 
information must be captured. We suggest eliciting the following fundamental data: 
• CPU speed in Million instructions per second (MIPS) – 
CPUINSTR
CPU n
p
_
1
=  
• Time to access, read from, and write to I/O devices – accessIOt , , readIOt , , writeIOt ,  
• Time for switching between tasks/processes – TASKt  
• Time to make a remote procedure call (RPC) – RPCt  
• Compiler overhead (Ratio of high-level to machine instructions) – c  
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2.  Determine resource usage  
 
The goal of this step is to determine the resource usage for the scenarios. The resource usage 
can be estimated based on the functions that are triggered in the design elements by the 
scenarios under considerations. For this purpose, we have to get an understanding about how 
much time is spent for each function triggered. We suggest concentrating on gathering the 
following relevant data for calculating the execution time: 
• Number of high-level instructions to be executed for each function – HINSTRn _  
• Number of I/O operations for each device used – accessIOn , , readIOn , , writeIOn ,  
• Number of remote procedure calls made by the functions – RPCn  
• Type of CPU used for executing the functions (if deployed on multiple CPUs) 
Determining the resource usage is an approximation process, especially in an early phase of 
architecture development. However, in many cases parts of the architecture are coded for 
testing purposes. The compiled code can be used as basis for extrapolating the resource usage 
of the functions triggered in the scenario maps. Table 6-19 shows a template for capturing the 
resource usage of a scenario. 
 
 
Table 6-19: Template for Describing the Resource Usage of an Evaluation Scenario 
Scenario < Evaluation scenario# > 
Quality Attributes < Quality attributes addressed by the scenario > 
Functions High-Level 
Instructions
#I/O #RPC CPU
1 < Function 1 > < High-level 
instruction 
for function 1 
> 
< Number of 
I/O access in 
function 1 >
< 
Number 
of RPC 
access in 
function 
1 > 
< CPU 
used for 
executing 
function 
1 >
3 … … … … …
 
 
3.  Estimate execution time 
 
The goal of this step is to estimate the average execution time for the scenarios. For each 
function that is triggered in the scenario the execution time is calculated based on the 
hardware/software environment and resource usage recorded in the previous steps.  
 
The execution time for each function triggered within a scenario can be estimated as follows: 
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)()()()( FTFTFTFT INSTRRPCIO ++= : Execution time for each scenario function 
  
where  
 
accessIOaccessIOaccessIO tnFT ,,, )( ⋅= : Time for device access 
readIOreadIOreadIO tnFT ,,, )( ⋅= : Time for reading from a device 
writeIOwriteIOwriteIO tnFT ,,, )( ⋅= : Time for writing to a device 
)()()()( ,,, FTFTFTFT writeIOreadIOaccessIOIO ++= : Total time for device I/O 
RPCRPCRPC tnFT ⋅=)( : Time for making remote procedure calls 
CPUMINSTRINSTR pnFT ⋅= _)( : Time for executing the machine instructions 
HINSTRMINSTR ncn __ ⋅= : Number of machine instructions executed 
 
The execution time of a scenario can then be calculated as 
 
∑
=
=
m
i
iSCENARIO FTT
1
)( : Execution time for a scenario 
 
  
with  
  
m : Number of functions triggered by the scenario  
 
 
Note that SCENARIOT  represents a rough estimation of a scenario’s execution time. Repetitions 
of functions and parallel executing functions are calculated in a similar way. In the first case, 
the time for repeating function is accumulated, in the latter case only the thread with the 
longest execution time is included in SCENARIOT . 
 
In order to refine the estimation the system’s workload can be considered. Workload-related 
information includes: 
• Number of average (minimum/maximum) users of the system 
• Number of system requests that the system has to process per minute/hour? 
• Rate at which functions are requested 
• Special patterns of requests 
However, workload specification and its consideration in execution time estimation are 
beyond the scope of this work. Advanced performance measurement techniques can be 
obtained from the performance engineering community (e.g., [Smith 2002]). These techniques 
include shortest and longest time computation, conditional computations, and queuing 
models. 
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4.  Document additional findings 
 
The goal of this step is to document additional findings that result from estimating the average 
execution time of a scenario. It is worthwhile to analyze how well the response measure of the 
scenario could be achieved by the architecture. In this respect, it is important to capture if the 
estimated response is only slightly higher than the required response or if it is higher by 
orders of magnitude. This information is especially useful in order to plan the effort for risk 
mitigation strategies such as restructuring the architecture. 
 
 
Example:  
 
In this example an estimation of the average execution time for the scenario ES3 of the VNS 
is illustrated: 
 
ES3: Recalculate route within two seconds after an incoming radio data message has been 
received. 
 
The estimation is based on the scenario map introduced in the example of Section 6.5.1. Table 
6-20 shows the environmental data gathered for the scenario. Table 6-21 summarizes the 
resource usage of ES3 in terms of high-level instructions, number of input/output-operations, 
number of RPCs, and CPU types used. 
 
Based on this data, the average execution time for scenario ES3 can be estimated according to 
the equations given above, as shown in Table 6-22. The resulting execution time is 1.157 
seconds, which is below the required response measure of 2 seconds defined in the scenario 
description. Consequently, there is no risk added to the list of findings for ES3. 
 
 
 
Table 6-20: Environmental Data for the VNS Example 
Environmental Data  
CPU speed (Main ECU, MECU) 10 MIPS 
CPU speed (Graphics ECU, GECU) 50 MIPS 
I/O devices 50ms per request 
Remote procedure call overhead 10ms per call/return 
Ratio high-level to machine instructions 1:20 
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Table 6-21: Resource Usage of the Scenario ES3 
Functions High-Level 
Instructions
#I/O #RPC CPU
1 Receive radio data message 1.000 2 (Tuner) -- MECU
2 Decode and convert data into 
internal format 
4.000 -- -- MECU
3 Accumulate message and 
replace outdated data 
2.500 -- 1 (call) MECU
4 Update street elements 2.500 5 (Map Data) -- GECU
5 Report position 2.000 2 (GPS)
1 (Display)
1 (return) MECU
6 Check data filtering 1.000 -- -- MECU
7 Check if recalculation is 
necessary 
250 -- 1 (call) MECU
8 Recalculate route 20.000 8 (Map Data)
2 (Display)
-- GECU
9 Notify interested parties 250 1 (Display) 1 (return) MECU
 
 
Table 6-22: Execution Time of the Scenario ES3 
Functions Machine 
Instructions
MINSTRn _
Time for 
Instructions 
)(FTINSTR  
[ms]
Time for 
I/O 
)(FTIO  
[ms] 
Time for 
RPC
)(FTRPC  
[ms]
1 Receive radio data message 20.000 2 100 --
2 Decode and convert data into 
internal format 
80.000 8 -- --
3 Accumulate message and 
replace outdated data 
50.000 5 -- 10
4 Update street elements 50.000 5 250 --
5 Report position 40.000 4 150 10
6 Check data filtering 20.000 2 -- --
7 Check if recalculation is 
necessary 
5.000 0.5 -- 10
8 Recalculate route 400.000 40 500 --
9 Notify interested parties 5.000 0.5 50 10
Intermediate Total [ms] 67 1050 40
Scenario Execution Time SCENARIOT  [s] 1.157
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6.5.3 Identify Solution Approaches 
The goal of this activity is to identify and describe solution approaches for the architectural 
risks captured during the scenario map analysis (cf. Section 6.5.1 and 6.5.2). According to our 
experience it is very likely that during analysis of a scenario will be possible not only to 
identify risks associated with the current implementation but also to discover how to cope 
with those risks. This knowledge is very valuable for driving the revision of the architecture 
and should not be lost during the evaluation.  
 
Therefore, we suggest reserving some time for identifying solution approaches for the 
identified risks of each scenario. The important thing here is not to focus on solutions before 
the risks have been documented and completely understood by the audience. This is why we 
propose to perform the activity after the risks of a particular scenario have been identified. 
Only once the risks are known and understood brainstorming for solutions does make sense. 
However, finding a solution to each risk should not be strongly forced within this activity. 
Instead, the solutions that people had in mind during scenario analysis should be recorded 
here concisely. 
 
This activity consists of two steps, which are performed in concert: 
1.  Document basic solution approach for a risk 
2.  Capture benefits and drawbacks of the solution 
 
1.  Document basic solution approach for a risk 
 
The goal of this step is to give a short outline of a potential solution for the risks identified for 
a particular scenario during analysis. It is important to note that no detailed solution 
description (e.g., no programming code) should be given here but rather that the basic idea of 
the solution approach should be captured. The documentation should be concise enough such 
that it is possible to investigate the approach in depth after the architecture evaluation. As a 
matter of course, more that one solution alternative can be captured for a risk. 
 
2.  Capture benefits and drawbacks of the solution 
 
The goal of this step is to describe the benefits and potential drawbacks of each solution 
briefly. Since each solution will probably have a tradeoff (e.g., undesired effect on the 
system) it is important to describe this tradeoff here as a drawback in order to guide the 
selection of an optimal solution. It is essential to get evidence that a particular solution does 
focus on addressing a risk without degrading the overall system quality and without inducing 
new risks. It is also worthwhile to form a rough estimate of the effort and cost involved in 
changing the architecture to incorporate the solution. Table 6-23 shows a template for 
documenting solution approaches for identified risks. 
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Table 6-23: Template for Documenting Solution Approaches 
Scenario < Evaluation scenario# > 
Quality Attributes < Quality attributes addressed by the scenario > 
Solution 
Approaches* 
SA1: < Description of solution alternative 1, benefits/drawbacks, 
links to risks >  
 SA2: < Description of solution alternative 2, benefits/drawbacks, 
links to risks >  
 … 
 
  Legend: * = Unique identifier recommended for better reference. 
 
Example: 
 
Table 6-24 shows a solution approach for addressing risk 2 of the VNS example given in 
Section 6.5.1: 
 
Risk 2: High memory consumption of map data. The current map data from the Atlas is stored 
in RAM. System RAM is limited. Thus, sufficient free memory may not be available for 
storing all the map data of the current position. 
 
 
Table 6-24: Solution Approaches for Risk 2 of the VNS Example 
Solution Approaches 
SA# Description of Solution Approaches Addressed Risk 
SA1 Only the vector information about the current situation is 
stored in main memory. A bitmap of the map is generated and 
presented by the system on demand. 
• Benefits: Memory consumption for storing map data is 
significantly reduced; effort for implementing solution is 
low (less than two person days) 
• Drawback: Responsiveness of displaying maps to user is 
decreased 
Risk 2 
 
6.5.4 Cluster Findings 
The goal of this activity is to organize the findings according to specific clustering criteria. 
This is especially helpful if the list of risks is very long. The clustering criteria help to 
organize the findings into a few major risk themes. The risk themes represent abstractions for 
risks that fall into similar problem areas.  
 
The activity consists of two steps: 
1.  Identify clustering criteria 
2.  Organize findings and solution approaches to clusters 
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1.  Identify clustering criteria 
 
The goal of this step is to identify criteria that can be used to cluster the identified risks in 
similar problem areas. In order to find adequate criteria we suggest starting to organize the 
risks according to similar system aspects or functions. The clustering should provide the 
opportunity to understand to which extent the architecture achieves the evaluation goals stated 
in Section 6.2. In other words, the clustering should illustrate in which system aspects the 
architecture must be improved.  
 
If the risks cannot be further subsumed by system aspects we suggest organizing the 
remaining risks with respect to similar quality attributes. Usually, the latter provides the 
opportunity to bring together those risks that primarily have an effect on modifiability issues, 
performance issues, safety issues etc. of the system.  
 
2.  Organize findings and solution approaches to clusters 
 
The goal of this step is to organize the findings (and solution approaches) to the clusters. For 
each cluster identified, the set of associated risks and solution approaches are recorded as a 
reference. The risk clusters then represent the major problem areas of the architecture. The 
problem areas must be improved during subsequent design iterations (e.g., by performing 
QUADRAD-M activities). Table 6-25 shows a template for documenting risk clusters. 
 
Note that the previous activity “Identify solution approaches” (cf. Section 6.5.3) could also be 
applied after the risks have been clustered. The benefit would be to understand better how the 
risks relate to each other and what overall system implications they have. The drawback is 
that the clustering can only be done after the scenarios have been analyzed. It is very likely 
that many of the solution approaches for the risks cannot be recalled anymore by the 
audience. Many approaches might get lost. Thus, we would not recommend performing the 
“Identify solution approaches” activity after the risks have been clustered but before 
clustering. We further suggest checking the solution approaches that apply to similar classes 
of risks. The opportunity here is to extend the solutions to broader solution patterns that can 
be applied to address a complete risk cluster.  
 
 
 
Table 6-25: Template for Clustering Risks 
RC# Risk Clusters Associated 
Findings 
Associated 
Solution 
Approaches 
RC 1 < Description of problem area which is similar 
for the associated findings > 
< List of risks 
that match the 
problem area 
of the risk 
cluster RC 1> 
< Solution 
approaches of 
the risks in that 
cluster > 
… … … … 
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Example:  
 
Table 6-26 shows six additional risks identified during the architecture evaluation of the VNS 
example. Table 6-27 depicts an organization of these risks in two risks clusters. For risk 
cluster RC1 the risks 4, 7, 8, and 10 have been organized according to the system aspect 
“software certification for 3rd party components”. The risks 5 and 12 have been summarized 
according to the quality attributes safety and reliability in risk cluster RC2.  
 
 
Table 6-26: List of Findings for the VNS Evaluation 
Findings 
F# Description of Findings Quality 
Attributes 
Risk 4 Tracing errors not possible: The architecture contains no explicit 
mechanism to locate errors in the system. This means that 
integration of COTS introduces a risk since failures that result 
from COTS malfunctions cannot be traced to its origin. 
Safety, 
reliability 
Risk 5 No adequate hardware monitoring: The system does not include 
adequate components for monitoring hardware defects. 
Safety, 
reliability 
Risk 7 Strong dependency on Operating System: The customer for the 
system requires Windows CE. If another customer requires a 
different Operating System then the software will need to be 
reworked completely. 
Portability 
Risk 8 No rules for defensive programming: No rules for defensive 
programming of the components that must interact with third 
party components are specified. Techniques such as pre-
conditions, assertions, and contracts are not used to help isolate 
errors and keep them from propagating. 
Safety, 
reliability 
Risk 10 No certification process: There is a strong dependency on the 
certification process of COTS for security reasons. An adequate 
process that guarantees security has not been defined, yet. 
Security 
Risk 12 No adequate component self-test: Critical software components 
do not include an adequate self-test functionality. 
Safety, 
reliability 
 
 
Table 6-27: Risk Clusters 
RC# Risk Clusters Associated 
Findings 
Associated 
Solution 
Approaches 
RC 1 Certification of external software: Risks arising 
from the incorporation of 3rd party software. 
 
Risks 4, 7, 8, 
10 
-- 
RC 2 Safety and reliability of software and hardware: 
Risks arising from guaranteeing safety and 
reliability of software and hardware components.
 
Risks 5, 12 -- 
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6.6 Evaluation Activities and Research Gaps 
The provided activities of the QUADRAD Evaluation workflow represent major research 
contributions of this work. Table 6-28 shows how these activities support bridging the 
research gap G3 described in Chapter 1. In addition, the table shows which of the framework 
requirements defined in Table 3-1 are achieved by those activities. 
 
 
Table 6-28: Mapping Evaluation Activities to Research Gaps and Requirements 
Evaluation Workflow Activities Research Gaps Framework Requirements
Define evaluation goals G3 FR6 
Elicit and prioritize evaluation scenarios G3 FR5, FR6 
Map scenarios and identify decisions G3 FR6, FR7 
Analyze decisions and summarize findings G3 FR6, FR7, FR8
 
 
Contributions of the QUADRAD Evaluation workflow with respect to bridging the research 
gaps: 
 
Research Gap 3: Insufficient support for the identification and mitigation of unwanted effects 
of design decisions in architecture development. 
 
The QUADRAD Evaluation workflow allows for an improved support for a scenario-based 
architecture evaluation. It uses different types of scenarios (usage, change, stress, and 
configuration scenarios) to support the elicitation of significant requirements for evaluation. 
The scenario types give hints during elicitation as to what kind of aspects (e.g., user 
interaction with the running system, anticipated future system changes, possibility to derive a 
product with particular capabilities etc.) should be addressed with respect to functional or 
non-functional requirements. 
 
In particular, the “Define evaluation goals” activity (cf. Section 6.2) allows defining the 
specific goals of the evaluation and documenting the rationales for those goals. An evaluation 
can thus be adapted to a particular quality attribute (“restricted evaluation”) or it can be 
optimized to multiple attributes – i.e., the set of architecturally driving requirements (“overall 
evaluation”). The benefit here is that one can individually adapt the evaluation according to 
available resources, time, or selected quality aspects of the current architecture design. 
 
The “Elicit and prioritize evaluation scenarios” activity (cf. Section 6.3) allows to select those 
scenarios that are important for the quality of the architecture. These scenarios also most 
likely contribute to the achievement of the business goals. An explicit ranking of scenarios 
additionally supports the selection process. It considers criteria which allow judging a 
scenario as relevant or irrelevant. Thus, an evaluation is not started with an arbitrary scenario 
but with those scenarios that have a high priority for the success of the system. 
 
The “Elicit and prioritize evaluation scenarios” activity also supports different weighting 
schemas to calculate high priority scenarios. Besides the benefit of explicitly judging the 
relevance of scenarios, different approaches for the decision making process are proposed. 
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The selection of a decision-making method (e.g., absolute weighting or comparative 
weighting) can thus be adapted according to the evaluation goals and the available 
stakeholders. 
 
The “Map scenarios and identify decisions” activity (cf. Section 6.4) allows for the systematic 
identification and visualization of relevant design elements in multiple architectural views. It 
supports a systematic isolation of design elements that contribute to a scenario. For this 
purpose, analysis questions are introduced. These questions can be used to narrow or focus 
the scope of the evaluation by improving the precision for isolating the affected design 
elements of a scenario. The activity also improves the understanding of how evaluation 
scenarios are realized in the architecture. It proposes scenario maps that visualize the “path” 
through the design elements that are involved in or affected by a scenario. A scenario map 
shows the mapping of the scenario onto a particular architecture view, i.e., the 
“implementation” of the scenario. Again, this eases the identification of potentially high-risk 
parts in the architecture as well as the sequence of design elements that are triggered by a 
scenario.  
 
The “Analyze decisions and summarize findings” activity (cf. Section 6.5) allows for an 
analysis of the architecture’s properties. It uses attribute-specific questions such as how many 
users are logged in the system or how sensitive information is protected in order to stress a 
particular (part of the) design – e.g., the part defined by a scenario map. Attribute-specific 
questions support the qualitative analysis and trigger the investigation about if and to what 
extent the aspects addressed by the questions can currently be accomplished. They also help 
to identify side effects between obviously unrelated architectural decisions. The activity also 
guides in determining solution alternatives that focus on addressing the identified risks. 
 
The qualitative analysis capabilities of QUADRAD-E also provides an excellent basis for 
further (quantitative) design investigations. Since the design elements that contribute to a 
scenario are already isolated in a scenario map, the gathering of more precise data about the 
environment as well as detailed information about the design and implementation of those 
elements can be supported and coordinated. In particular, the activity “Analyze decisions and 
summarize findings” provides steps for estimating the average execution time of 
performance-related scenario. This is especially useful for understanding how close the 
current architectural solution is to the required response time. It thus supports planning and 
staffing improvement efforts. 
 
Finally, the “Analyze decisions and summarize findings” activity also includes steps for 
clustering findings and candidate solutions according to similar problem classes. This helps in 
getting a quick executive overview about the major problems in the architecture and about 
how these problems can be tackled systematically in subsequent design iterations. 
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6.7 Summary 
In this chapter the activities and artifacts of the QUADRAD Evaluation workflow 
(QUADRAD-E) have been described. The purpose of this workflow is to understand the 
consequences of architectural decisions made by the architect, to analyze them with respect to 
the achievement of essential quality requirements, and to propose architectural improvements. 
In particular, activities for defining the goals of the evaluation, for documenting related 
architectural decisions, and for analyzing those parts of the architecture that implement the 
most driving requirements concerning the evaluation goals have been provided. Furthermore, 
steps for analyzing the appropriateness of the architectural decisions made by the architect, 
for determining approaches to improve the architecture as well as for organizing the findings 
systematically to support planning risk mitigation strategies have been described. Finally, it 
has been shown how the QUADRAD-E activities support bridging the research gaps of this 
thesis. 
 
In the next chapter we will introduce the research tool AET (Architecture Exploration Tool) 
which supports essential architecture design and evaluation activities of QUADRAD. 
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7 QUADRAD Tool Support 
 
 
This chapter provides an overview of the Architecture Exploration Tool (AET). AET is a 
research tool that supports essential activities of QUADRAD-E. The chapter is organized as 
follows: Section 7.1 briefly introduces AET and illustrates which QUADRAD activities are 
supported and automated by the tool. In Section 7.2, important requirements for developing 
AET are presented. It is also shown how the requirements are derived from QUADRAD 
activities. Section 7.3 provides an overview of the AET software architecture and data model. 
In Section 7.4, it is described how AET can be applied to support a QUADRAD-E 
architecture evaluation workshop. Finally, Section 7.5 summarizes the main points of this 
chapter. 
7.1 Architecture Exploration Tool 
The Architecture Exploration Tool (AET) is a research tool developed by the author and 
colleagues at the Software Technology department of Robert Bosch. It supports an architect 
or a review team in managing information of an architecture evaluation and in documenting 
design results. In particular, AET supports capturing requirements and refining them with the 
help of scenarios. It further supports the prioritization of scenarios with respect to their 
significance for development and allows for a description of the major design decisions made 
to implement each scenario. AET also supports the documentation of trace information. 
Especially, it allows the traceability between quality requirements, refined scenarios, design 
decisions that pertain to a particular scenario, and risks associated with particular design 
decisions recorded during an architecture evaluation. Table 7-1 shows the QUADRAD 
activities that are supported by AET.  
 
Table 7-1: QUADRAD Activities Supported by AET 
Workflow Activities AET Support 
Preparation Identify architectural drivers Supported 
 Determine architectural view types Partially Supported 
Modeling Determine architectural strategies and mechanisms Supported 
 Model the architectural infrastructure Partially Supported 
 Refine the architecture Partially Supported 
Evaluation Define evaluation goals Supported 
 Elicit evaluation scenarios and identify decisions Supported 
 Map scenarios onto the architecture Supported 
 Analyze the architecture Supported 
 
184 Chapter 7. QUADRAD Tool Support
 
 
As illustrated, the activities of QUADRAD-E are completely supported by AET. However, 
since the tool helps in documenting major issues of an architecture, this is also beneficial for 
QUADRAD-P and QUADRAD-M activities. 
 
In the following we describe important requirements that have been considered during the 
development of AET. 
7.2 AET Requirements 
The requirements for developing AET are derived from the description of the activities 
defined in the QUADRAD framework. As mentioned in the previous section, the first release 
of the AET, which is discussed in this thesis, has been primarily focused on supporting the 
architecture evaluation activities of QUADRAD-E.  
 
Table 7-2 shows the most important functional requirements of AET. Each requirement is 
directly deduced from a particular QUADRAD activity. In particular, the requirement AET1 
supports the “Define evaluation goals” activity (cf. Section 6.2). AET2 and AET3, deal with 
the activity “Brainstorm and organize evaluation scenarios” (cf. Section 6.3.1), AET4, AET5, 
AET6, and AET7 with “Calculate scenario priorities” (cf. Section 6.3.2). The activities “Map 
scenarios and identify decisions” (cf. Section 6.4), “Analyze scenario maps” (cf. Section 
6.5.1), and “Cluster findings” (cf. Section 6.5.4) is considered by AET8, AET9, AET10, and 
AET11. Finally, the requirement AET12 supports the complete set of QUADRAD-E 
activities. 
 
However, while the development of AET is focused on QUADRAD-E, the requirements 
AET1 and AET8 would also support QUADRAD-P and QUADRAD-M activities. AET1, for 
example, provides means for capturing quality requirements. This would also support the 
“Identify architectural drivers” activity defined in QUADRAD-P (cf. Section 4.2). Moreover, 
AET8 deals with the capability to document architectural strategies and decisions. This would 
clearly provide input for the “Model the architectural infrastructure” activity of QUADRAD-
M (cf. Section 5.3). 
 
Besides the functional requirements, AET has also to achieve certain quality attributes. Table 
7-3 illustrates the most driving quality requirements for AET. As shown, safety, reliability, 
modifiability, usability, and performance are important attributes that must be considered 
during the development of AET. The quality requirements are not related to the QUADRAD 
framework since they do not directly support functional capabilities that are required to 
perform the QUADRAD activities. 
 
There have also been constraints to the development which should guarantee an effective 
implementation of AET within a limited time frame. The constraints are primarily concerned 
with using COTS components (Components-off-the-Shelf). For example, Microsoft Access® 
and ODBC (Open Database Connectivity) are used to advance the development of AET’s 
database management capability. In addition, the Microsoft Foundation Classes (MFC) library 
is used for a rapid prototyping of AET’s graphical user interface. 
 
In the following we provide an overview of the AET software architecture and data model. 
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Table 7-2: Functional Requirements of AET 
REQ# Requirement QUADRAD Activity 
AET1 The AET shall support capturing functional and 
quality requirements. The quality requirements 
shall be represented in a quality tree. They shall 
be used to define the goals of the evaluation. 
QUADRAD-E, 
Define evaluation goals 
(cf. Section 6.2) 
AET2 The AET shall support the description of 
evaluation scenarios. The description shall also 
make explicit the stimulus and response of the 
scenario. 
QUADRAD-E, 
Brainstorm and organize 
evaluation scenarios  
(cf. Section 6.3.1) 
AET3 The AET shall support linking scenarios to 
quality requirements such that it is clear to the 
user, which quality requirement is further 
described by a scenario. 
QUADRAD-E, 
Brainstorm and organize 
evaluation scenarios  
(cf. Section 6.3.1) 
AET4 The AET shall support the prioritization of 
evaluation scenarios. 
QUADRAD-E, 
Calculate scenario priorities 
(cf. Section 6.3.2) 
AET5 The AET shall support different criteria for 
prioritizing scenarios such as business 
importance and architectural impact. 
QUADRAD-E, 
Calculate scenario priorities 
(cf. Section 6.3.2) 
AET6 The AET shall support different scales for 
prioritizing scenarios according to the criteria 
(e.g., high, medium, low). 
QUADRAD-E, 
Calculate scenario priorities 
(cf. Section 6.3.2) 
AET7 The AET shall support sorting of scenarios 
according to their prioritization criteria. 
QUADRAD-E, 
Calculate scenario priorities 
(cf. Section 6.3.2) 
AET8 The AET shall support the description of 
scenarios analysis results (e.g., the design 
decisions made and the strategies used in the 
architecture to address the scenario). 
QUADRAD-E, 
Map scenarios and identify 
decisions (cf. Section 6.4); 
Analyze scenario maps 
(cf. Section 6.5.1) 
AET9 The AET shall support capturing findings of the 
scenario analysis (e.g., architectural risks). 
QUADRAD-E, 
Analyze scenario maps 
(cf. Section 6.5.1) 
AET10 The AET shall support the linking of findings to 
scenarios analyzed. 
QUADRAD-E, 
Analyze scenario maps 
(cf. Section 6.5.1) 
AET11 The AET shall support clustering of risks to 
logically coupled risk themes. 
QUADRAD-E, 
Cluster findings 
(cf. Section 6.5.4) 
AET12 The AET shall support the generation of a report 
that includes the results of the architecture 
evaluation. 
QUADRAD-E, 
all activities 
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Table 7-3: Quality Requirements of AET 
REQ# Requirement QUADRAD Activity 
AET13 The AET shall support backups of the architecture 
exploration (safety, reliability). 
N/A 
AET14 The AET shall support recovering from data failures 
(safety, reliability). 
N/A 
AET15 The AET shall support an easy adaptation to different 
export formats for report generation (modifiability). 
N/A 
AET16 The AET shall support an easy adaptation to different 
languages (modifiability). 
N/A 
AET17 The AET shall support response times that allow 
performing a tool-based architecture exploration 
efficiently (usability, performance). 
N/A 
AET18 The AET shall support understandability by considering 
common standards during the development of the 
graphical user interface (usability). 
N/A 
 
7.3 AET Software Architecture and Data Model 
AET is implemented in C++ and runs on Microsoft® Windows operating systems. It uses a 
commercial database system for storing and retrieving data, which has drastically reduced the 
development effort. The software architecture of AET is organized in three layers (see Figure 
7-1): presentation, business logic, and data management. The presentation layer is responsible 
for user interaction and data presentation. Data post-processing such as scenario sorting, 
combining data from different database tables, and report generation is done in the business 
application layer. The data management layer provides low-level services to access and 
maintain the database. 
 
AET uses two different databases to store evaluation information: one for general data 
(GeneralData) and one for project data (ProjectData). The general database contains static 
data – i.e., data that does not depend on the specific context of an evaluation. Examples are 
domain-independent analysis questions such as “Does the system have to operate 24 hours a 
day, 7 days a week?” and evaluation scenarios such as “An error occurs during processing – 
how does the system detect, report, handle, and correct it?” General data can be used to 
support the evaluation team during the analysis of a particular system. 
 
The project database contains project-specific information obtained during an evaluation 
(dynamic data). It includes data such as qualities of the system, scenarios, architectural 
approaches, analysis information, and risks that have been identified and examined during 
evaluation. The two databases can be distributed over a network or internet, as shown in 
Figure 7-2. This means that the AET application and the AET databases need not to execute 
on the same computer.  
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Figure 7-1: AET Software Architecture 
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Figure 7-2: Deployment View of the AET Architecture 
 
Figure 7-3 shows a simplified data model of the project database. For each evaluation project 
individual requirements, scenarios, architectural decisions, findings, and risk themes can be 
recorded. Priority dimensions and scales are global to a project. Each scenario can have a 
ranking. The ranking must conform to the global scheme defined for the project. 
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Figure 7-3: AET Data Model 
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Scenarios have a stimulus and a response. They are explored in order to identify architectural 
decisions. These decisions can further be analyzed to identify particular findings. A finding 
can be a risk, sensitivity point, tradeoff, or issue. Risk themes classify and summarize 
findings. Each risk theme has an impact on one or more requirements – this means, some of 
the business drivers or qualities cannot completely be met. The risk themes document the 
problem areas associated with the system under evaluation. The severity level of the problems 
indicates how close an organization is to fielding a successful system. 
 
From an implementation point of view, AET is created based on 151 design classes (28 GUI, 
77 application logic, and 46 other classes). The source code contains 32.054 LOC (Lines of 
Code). 
7.4 Applying AET During Architecture Evaluation 
In this section we describe how AET can be applied in practice in order to support a 
QUADRAD-E architecture evaluation. Table 7-4 gives an overview of the AET functionality. 
It also shows how the functional requirements presented in Section 7.2 are achieved in AET.3 
 
A QUADRAD-E architecture evaluation is typically performed in a workshop. Participants of 
the workshop are usually the key stakeholders of the system and a review team that facilitates 
the evaluation. Table 7-5 shows typical activities of a QUADRAD-E evaluation workshop. In 
the next subsections, we describe how AET can be used to support the evaluation activities 
performed during such a workshop. 
 
 
Table 7-4: AET Functionality 
AET Functionality Requirement
 
- Capturing requirements 
- Documenting evaluation scenarios 
- Linking scenarios to quality requirements 
- Prioritization of evaluation scenarios 
- Defining criteria for scenario prioritization 
- Defining scales for scenario prioritization 
- Sorting scenarios according to priorities 
AET1 
AET2 
AET3 
AET4 
AET5 
AET6 
AET7 
 
- Documenting scenario analysis results 
- Capturing findings 
- Linking findings to scenarios 
 
 
 
AET8 
AET9 
AET10 
 
- Clustering of risks 
- Report generation 
 
 
 
 
AET11 
AET12 
 
                                                 
3 The treatment of quality requirements is further discussed in the validation of this thesis (cf. Chapter 8). 
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Table 7-5: Typical Activities of an Architecture Evaluation Workshop 
Step Description 
Presentation 
1 Present method: 
The review team describes the evaluation method to the assembled 
stakeholders (QUADRAD-E). Typical stakeholders of an evaluation are 
architects, developers, integrators, testers, sales & marketing, and management.
2 Present business drivers: 
The marketing representative describes what business goals are motivating the 
development effort and hence what will be the primary architectural drivers 
(e.g., high availability, high security, or time-to-market). 
3 Present architecture: 
The architect describes the proposed architecture, focusing on how it addresses 
the architectural drivers. 
Investigation and Analysis 
4 Identify architectural approaches:  
The architect determines the central mechanisms (architectural styles and 
patterns) used in the architecture. 
5 Brainstorm and prioritize scenarios: 
The review team collects evaluation scenarios from the stakeholders to make 
business drivers and important requirements more concrete. The scenarios are 
then prioritized according to a ranking scheme (e.g., business importance and 
architectural impact). 
6 Analyze architecture: 
The evaluation team and the architect analyze the architectural decisions made 
to achieve the high-priority-scenarios. This is supported by examining the 
architectural approaches from step 4 and by identifying those design elements 
that are affected by the scenarios. The goal is to uncover risks and to provide 
solution approaches for mitigating the risks. 
Reporting 
7 Present results: 
The review team presents the findings (e.g., risks and solution approaches) to 
the audience and summarizes them in a written report. 
 
7.4.1 Capturing Requirements and Quality Attributes 
During the presentation of business drivers and the architecture (step 2 and 3), a lot of 
information about requirements and quality attributes is usually gathered from stakeholders. 
This information can be recorded in AET for later exploration and reference. Functional and 
quality attribute requirements can be put into a requirements list. Quality attributes can be 
documented in a quality tree. A sample quality tree for an Embedded Vehicle Control System 
(EVCS) is shown in Figure 7-4. 
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Figure 7-4: Quality Attribute Tree 
 
Optionally, a first set of typical quality requirements and scenarios for the type of systems 
under evaluation (e.g., embedded automotive systems) can be generated from the general 
database. 
 
Each quality attribute may contain one or more sub-factors, as shown in Figure 7-4. Sub-
factors describe specific stakeholder concerns of the quality. For example, in Figure 7-4 
“personal data protection” is of specific concern for security. Note that each item in the 
quality tree can be moved easily. This allows quick modifications during an architecture 
evaluation.  
7.4.2 Scenarios and Prioritization 
AET allows the scenarios gathered in step 5 to be recorded in a scenario list, as illustrated in 
Figure 7-5. Scenarios can also be described in more detail. For example, you can document 
potential stimuli and responses in order to make the expected behavior more concrete. In 
addition, scenarios can be linked to a particular quality attribute or business goal in order to 
document their contribution to that attribute or goal. In Figure 7-5, the selected scenario 
contributes to “quick start up” which is a sub-factor of performance. 
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Figure 7-5: Classification of Scenarios 
 
Furthermore, stakeholder priorities can be assigned to each scenario, as defined in step 5. The 
scenario priorities then drive the further analysis. In the example of Figure 7-5, we use two 
dimensions (business importance and architectural difficulty) and three values (High, 
Medium, Low) for prioritization. 
 
However, AET allows adapting the dimensions and priority scale to fit individual needs of the 
evaluation, as shown in the lower right Figure 7-5. Scenarios can easily be sorted according 
their priority such that the most important ones (high importance, high difficulty) appear at 
the top of the list. 
7.4.3 Scenario Analysis 
Each scenario can be analyzed in AET. Usually, the user starts with the most critical 
scenarios. There is room for a detailed description of the analysis results, including text and 
pictures. For example, the architectural elements that contribute to a particular scenario can be 
described. The user may also document how the architecture would need to be changed to 
accommodate a scenario. The description is stored in HTML-format in the database for post-
processing. 
 
Figure 7-6 illustrates the scenario analysis capabilities of AET. As illustrated in the middle of 
the figure, a textual description of the analysis for the scenario “Remove CD player from 
system” has been recorded in AET. In addition, four risks have been identified for the 
scenario. They can be found at the bottom of the screen shot. 
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Figure 7-6: Scenario Analysis 
 
Furthermore, AET allows the classification of important findings of the analysis. Important 
findings are, for example, risks or tradeoff points. Risks arise from architecturally important 
decisions that have not yet been made. A tradeoff point occurs when multiple quality 
attributes are differently affected when changing one architectural parameter. For example, 
improving throughput may result in reduced reliability. 
 
When recording a finding, AET directly links the finding to the scenario under analysis. This 
is very useful since it allows you to easily trace back risks, tradeoffs, issues etc. to its source – 
the scenario. You may follow the trace to obtain a more detailed description of the analysis. 
Storing traces also supports statistics, for example, about which scenarios are most critical for 
the success of the system. 
7.4.4 Clustering Findings 
Since the number of risks identified during an evaluation can be high, AET allows classifying 
them in risk themes. Risk themes summarize key architectural issues that pose potential future 
problems for the success of the system. For each risk theme, AET allows to assign one or 
more findings. In addition there is room for a detailed discussion of the risk theme. Risks and 
risk themes can be clearly arranged in a “result tree,” as shown in the lower part of Figure 7-7. 
This tree is automatically generated by AET based on the relationships between findings and 
risk themes. 
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Figure 7-7: Tree View of Qualities, Scenarios, and Analysis Results  
 
AET can also generate a “utility tree,” as illustrated in the upper part of Figure 7-7. This tree 
represents a summary of the elicited scenarios and priorities together with the respective sub-
factors and quality attributes. As shown in Figure 7-7, four scenarios have been documented 
to address the modifiability concern of supporting “multiple customers.” 
7.4.5 Report Generation 
Finally, the results documented in AET can be included in a written report. AET is capable of 
automatically exporting the evaluation results as Microsoft Word® or Microsoft PowerPoint® 
document. It formats the evaluation data and includes it in user-definable documentation 
templates. For example, every tree view (e.g., quality tree) is converted to a MindMap 
[Mindjet 2002]. These trees visualize the results of the evaluation in a concise form. 
Furthermore, scenario descriptions and scenario analysis results can be exported in tabular 
form. 
 
Parts of an AET generated report are shown in Figure 7-8. As illustrated, the report generation 
capabilities support clarity and understandability in the documentation of evaluation results. 
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Figure 7-8: Architecture Evaluation Report 
 
AET can facilitate architecture documentation, especially during an evaluation. We have 
particularly used AET during the QUADRAD validation. 
7.5 Summary 
In this chapter the Architecture Exploration Tool (AET) has been introduced. AET supports 
essential architecture evaluation and documentation activities of QUADRAD. In particular, 
important requirements for developing AET have been presented. The requirements are 
directly derived from QUADRAD-E activities. Furthermore, an overview of the AET 
software architecture and the data model used to design the AET database have been 
provided. In addition, it has been demonstrated how AET can be used to support a 
QUADRAD-E architecture evaluation workshop. 
 
In the next chapter, we will present the validation of the QUADRAD framework. We will 
describe the validation approach and the results obtained from the validation in order to prove 
the hypothesis of this work. 
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8 Validation of the QUADRAD Framework 
 
 
This chapter describes the approach and results of the validation undertaken to prove the 
hypothesis of this work. The validation was based on three case studies that were performed 
during the author’s involvement in two industry-driven European research projects: ESAPS 
and CAFE4. 
 
The chapter is organized as follows: Section 8.1 describes the validation goals and introduces 
the pilot projects used to investigate the hypothesis of this work. In Section 8.2 the framework 
for setting up the validation and the respective metrics are explained. Section 8.3 describes the 
three main phases of the validation approach. Sections 8.4, 8.5, and 8.6 provide the results 
obtained from the validation of the pilot projects. In particular, there is an analysis of the 
extent to which the architectural quality of the pilot projects could be improved by applying 
the QUADRAD framework. In Section 8.7 the validation results are summarized and 
discussed in detail. Section 8.8 covers lessons learned from the validation. Finally, Section 8.9 
summarizes the results of this chapter. 
8.1 Validation Goals and Settings 
The goal of the validation is to prove the hypothesis stated in Chapter 1:  
 
“The architecture of software-intensive systems can be improved with respect to 
quality based on a systematic derivation of design decisions for architecturally 
driving requirements and a methodical evaluation and revision of the effects of 
those decisions in the architecture.” 
 
We have developed and proposed the QUADRAD framework as a research contribution for 
this purpose. In order to validate the hypothesis we need evidence that QUADRAD improves 
the architectural quality of software-intensive systems (i.e., at least those that are part of the 
validation). This, in turn, shows that QUADRAD is capable of improving architecture 
development. Thus, the validation goal can be stated as follows: 
 
Goal = Estimate if the QUADRAD framework improves the architectural 
quality of software-intensive systems 
 
We have chosen case studies for empirical validation because in our context it was the most 
suitable approach for evaluating the new framework against the company baseline in a real-
world industrial setting. Conducting an experiment with full execution and measurement 
                                                 
4  ESAPS (Engineering Software Architectures, Processes, and Platforms for System Families) and CAFE 
(Concepts to Application in System Family Engineering) were two projects of the Information Technology for 
European Advancement (ITEA) programme. ITEA is dedicated to advances in engineering of software-intensive 
systems. 
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control was simply impossible in our context. Since the validation was integrated in running 
prototype development projects with tight schedules and limited budget, a controlled 
experiment would have consumed too many extra resources such that milestones of these 
projects might have been at risk. Instead, conducting case studies was a feasible and cost-
effective alternative to gather valuable feedback from applying a new research framework in 
an industrial context. 
 
To investigate the hypothesis of this work, we have selected three pilot projects A, B, and C 
for validation (see Table 8-1). Project A was concerned with the development of automotive 
multimedia systems. Project B dealt with automotive assistance systems. Finally, project C 
was dedicated to the implementation of an engineering support system.  
 
A and B are representative systems from the automotive domain. Project C comprises the 
development of the QUADRAD support tool described in Chapter 7. The result of this 
project – the Architecture Exploration Tool (AET) – is part of the research contribution of this 
work. Note that a student of the University of Applied Science at Gießen-Friedberg has 
supported the development during his practical training period and diploma stay in the 
author’s project team [Engelhardt 2003]. 
 
By choosing three pilot projects we could achieve a comparative validation. We have 
contrasted the results of using QUADRAD for architectural development against a baseline. 
For comparing the results we used the same method (QUADRAD-E) and the same baseline 
data (evaluation scenarios) in order to avoid bias and to ensure internal validity. Next we will 
describe the framework used throughout the validation. 
 
 
Table 8-1: Pilot Projects of the Validation 
Project / 
Characteristics 
A  
(CMS) 
B 
(AAS) 
C 
(AET) 
Application Domain
 
Car 
Multimedia Systems 
 
Automotive 
Assistance Systems 
Engineering 
Support Systems 
Application Type 
 
Software-Intensive 
System 
 
Software-Intensive 
System 
Software-Intensive 
System 
Operating System Embedded OS Embedded Real-Time OS Windows 2000 
Programming 
Language C++ C C++ 
Target 
Software Size 2 MB 256 KB 1.8 MB 
Development Team Large (40 Persons) 
Medium 
(10 Persons) 
Small 
(2 Persons) 
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8.2 Validation Framework 
The quality improvement during an architectural development effort has been estimated by 
taking the quality of the effort’s major outcome into account: the architecture. The quality of 
an architecture depends on the risks included in the design decisions made in the architecture. 
A design decision involves a risk if it is not technically sound or if it does not support the 
business goals of the development effort (cf. Chapter 6). 
 
To achieve the validation goal given in Section 8.1, quality improvements have been 
estimated by evaluating the risks included in the design decisions made in the architecture of 
each case study. This has been done by considering the risk assessment equation discussed in 
Section 2.3.2.2: 
 
impactyprobabilitRisk ×= , with 
 
Probability: Estimates how probable it is that the risk will occur. 
Impact: Estimates the influence on the business success of the system. 
 
According to Chapter 2, the risks included in (the design decisions of) an architecture are 
usually not equally critical. The equation above represents a possibility to estimate the 
severity of a risk. The equation expresses that the severity of a risk depends on its probability 
and impact. More precisely, the higher the probability and impact of a risk the more critical it 
is for the development and the more likely the architecture will fail to achieve its 
requirements. In other words, estimating the severity of risks in an architecture enables us to 
judge the quality of that architecture. These observations lead to the following two 
assumptions: 
 
Assumption 1: 
 
The more severe risks an architecture includes the lower is the quality of that architecture. 
 
Assumption 2: 
 
Reducing the severity of risks in an architecture improves the overall quality of that 
architecture.  
 
 
As described in Chapter 6, scenarios can be used for identifying risks in an architecture during 
an architecture evaluation. By using the same set of scenarios for evaluation one can analyze 
the improvement made between two versions of an architecture (e.g., two development 
releases of the architecture). The quality of the two architectures becomes comparable. 
 
The validation goal of this work requires an estimation of the improvement in quality between 
two architectures. If we use the same set of evaluation scenarios it is possible to analyze 
whether the quality between a baseline architecture (A) and an architecture revised by 
applying the QUADRAD framework (A*) has increased. Figure 8-1 depicts the basic 
validation concept.  
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Figure 8-1: Validation Concept 
 
For each case study project the risks included in the current release of the architecture 
(baseline) have been determined. For each risk the probability and impact has been 
determined in order to determine the severity of the risks and consequently on the overall 
quality of the architecture. Next, the QUADRAD framework has been applied for revising the 
baseline architectures of the projects. During this phase the evaluation scenarios and risks 
identified previously have been used as input. Finally, the effects of the QUADRAD 
application have been analyzed. Again the risks of the revised architectures have been 
evaluated and compared with the results obtained from the baseline architecture. 
 
To define appropriate metrics for measuring the quality improvement between two 
architectures, the Goal Question Metric (GQM) approach [Basili 1992] has been applied. The 
GQM approach is based upon the assumption that for an organization to measure in a 
purposeful way it must first specify the goals for itself and its projects, then it must trace those 
goals to the data that are intended to define those goals operationally, and finally provide a 
framework for interpreting the data with respect to the stated goals. Thus it is important to 
make clear, at least in general terms, what informational needs the organization has, so that 
these needs for information can be quantified whenever possible, and the quantified 
information can be analyzed as to whether or not the goals are achieved. The result of the 
application of GQM is the specification of a measurement system targeting a particular set of 
issues and a set of rules for the interpretation of the measurement data. 
 
Table 8-2 shows the GQM model developed as part of the validation framework. The model 
represents a hierarchical structure starting with a goal (specifying measurement purpose, 
issue, and object). In our case, the goal particularly represents the validation goal. The goal is 
refined into several specific questions (Q1 to Q7). Each question is then refined into metrics 
(M1 to M13). The metrics answer the questions stated to achieve the validation goal.  
Chapter 8. Validation of the QUADRAD Framework 201
 
 
Table 8-2: GQM Model for Validation 
Goal Purpose 
Issue 
Object 
Estimate if the QUADRAD framework improves  
the architectural quality 
of software-intensive systems 
 
Question Q1 What are the risks of the baseline architecture? 
Metrics M1 S: Evaluation scenarios analyzed 
 M2 ir : Risks identified in baseline architecture 
Question Q2 How severe are the risks of the baseline architecture? 
Metrics M3 )y(Probabilit ir : Probability of risks 
 M4 )Impact( ir : Impact of risks 
 M5 )Impact()y(Probabilit)Ranking( iii rrr ⋅= : Ranking of risks 
 M6 )(ARS : Overall risk severity of baseline architecture 
Question Q3 What is the overall quality of the baseline architecture? 
Metrics M7 Overall quality of baseline architecture: 
 


 =
==
else
)(
1
0)(for 0
)(
1)(
AR
AR
AR
AQ
S
S
S
 
Question Q4 What are the risks of the revised architecture? 
Metrics M1 S: Evaluation scenarios analyzed 
 M7 ir *: Risks identified in revised architecture 
Question Q5 How severe are the risks of the revised architecture? 
Metrics M8 *)y(Probabilit ir : Probability of risks 
 M9 *)Impact( ir : Impact of risks 
 M10 *)Impact(*)y(Probabilit*)Ranking( iii rrr ⋅= : Ranking of risks 
 M11 *)(ARS : Overall risk severity of revised architecture 
Question Q6 What is the overall quality of the revised architecture? 
Metrics M12 Overall quality of revised architecture: 
 


 =
==
else
*)(
1
0*)(for 0
*)(
1*)(
AR
AR
AR
AQ
S
S
S
 
Question Q7 Has the quality between baseline and revised architecture been 
improved? 
Metrics M13 )(*)( AQAQ < : The quality of A* is worse than that of A. 
)(*)( AQAQ = : The quality of A* is similar to that of A. 
)(*)( AQAQ > : The quality of A* is better than that of A. 
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The remainder of this section provides information about how the metrics of the validation 
framework have been defined. 
8.2.1 Probability, Impact, and Risk Ranking  
This section provides details about the metrics M3, M4, M5, M8, M9, and M10. 
 
The risk assessment equation given in Section 2.3.2.2 signifies that the severity of a risk 
depends on its probability and impact. For each risk we can assign a “rank”, which essentially 
measures the severity of a risk. The more probable a risk and the bigger the impact of a risk, 
the more critical it is for development.  
 
We define the ranking of a risk ir  as probability-impact product: 
 
 )Impact()y(Probabilit)Ranking( iii rrr ⋅=  (1)
 
During the first case study we encountered the problem that the stakeholder could not specify 
the probability and impact of particular architectural risks by absolute numbers. We managed 
this problem by providing the stakeholders a range of discrete values for probability and 
impact they could choose from. Table 8-3 and Table 8-4 show the values and descriptions 
used for specifying the probability and impact of a risk, respectively. 
 
Table 8-3: Probability of a Risk 
Probability Value Description 
Effective 100% The risk already represents a problem in the architecture. 
High 75% There is a high probability that the risk will become a problem in the architecture. 
Medium 50% There is a moderate probability that the risk will become a problem in the architecture. 
Low 25% There is a low probability that the risk will become a problem in the architecture. 
No 0 
The risk will never become a problem in the architecture.  
(This may happen if the architecture evaluation was based on 
wrong assumptions.) 
 
Table 8-4: Impact of a Risk 
Impact Value Description 
Very High 9 The risk has a very high impact on the business success of the system. 
High 6 The risk has a high impact on the business success of the system. 
Low 3 The risk has a low impact on the business success of the system.
Very Low 1 The risk has a very low impact on the business success of the system. 
No 0 The risk has no impact on the business success of the system. 
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As described in Table 8-3, we used the term “effective risk” to denote a risk with probability 
1. In fact, an “effective risk” represents not so much a risk as a concrete problem in the 
architecture. An architectural problem usually happens if an evaluation scenario with high 
priority cannot be adequately implemented with the architecture under consideration. 
Typically, then the architecture contains major design flaws exposed by the scenario (cf. 
Section 8.3 and 8.4).  
 
Additionally, we used the discrete ratios 75%, 50%, and 25% for expressing that a risk will 
become a problem with high, medium, and low probability in the architecture. If a risk that 
has been recorded during architecture evaluation was based on wrong assumptions (e.g., the 
evaluation scenario that lead to that risk addresses requirements out of scope) then the risk’s 
probability has been set to null.  
 
For specifying a risk’s impact on business success we defined five classes: very high, high, 
low, very low, and no impact. According to the stakeholders’ requests, we omitted to define a 
medium impact. The stakeholders were of the opinion that without a “safe” medium value, 
they could score the impact of a risk more practically. In addition, their preference was to use 
non-symmetrical weights for the five impact classes. As a consequence, we used the values 9, 
6, 3, 1, and 0 known from quality function deployment (QFD) evaluations [Hauser 1988]. 
 
Table 8-5 summarizes the values for the resulting risk ranking using equation (1). For 
example, a risk that has a high probability but a low impact has a ranking of 0.75 . 3 = 2.25. 
The higher the ranking of a risk, the more critical it is for the development and the more likely 
the architecture will fail to achieve its requirements.  
 
Table 8-5: Risk Ranking 
Probability Effective (100%) 
High 
(75%)  
Impact 
V
ery H
igh
 
 
H
igh
 
Low
 
V
ery Low
 
V
ery H
igh
 
 
H
igh
 
Low
 
 
V
ery Low
 
 
 
 
 9 6 3 1 9 6 3 1  
Ranking 9 6 3 1 6.75 4.5 2.25 0.75  
 
Probability Medium (50%) 
Low 
(25%) 
No 
(0%) 
Impact 
V
ery H
igh
 
 
H
igh
 
Low
 
V
ery Low
 
V
ery H
igh
 
 
H
igh
 
Low
 
 
V
ery Low
 
 
No 
 
 9 6 3 1 9 6 3 1 0 
Ranking 4.5 3 1.5 0.5 2.25 1.5 0.75 0.25 0 
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8.2.2 Severity of Risks  
This section provides details about the metrics M6 and M11.  
 
The severity of the risks in an architecture A, )(ARS , depends on the risks’ probability and 
impact, as discussed above. We assume that the risks address different aspects of the system 
and thus can be treated as linearly independent. 
 
)(ARS  can be determined by the average ranking of the risks ir  included in the architecture: 
 
 ∑
=
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i
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)Ranking(1))Ranking((avg)(  (2)
 
For example, the severity of three architectural risks ranked as 6.75, 6, and 4.5 is 
75.5)5.4675.6(
3
1
=++⋅ . 
8.2.3 Architectural Quality 
This section provides details about the metrics M7 and M12.  
 
Assumptions 1 and 2 describe the fact that the quality improvement of an architecture A can 
be achieved by reducing the (severity of) risks included in A. This means that in order to 
improve the quality of A the probability and impact of the risks included in the design 
decisions of A have to be mitigated.  
 
To express this observation in mathematical terms, we define the quality of an architecture A 
as inversely proportional to the severity of risks included in A: 
 
 )(
1~)(
AR
AQ
S
 (3)
 
)(AQ : Quality of an architecture A 
)(ARS : Severity of the risks included in architecture A 
 
Table 8-6 shows how the different rankings have been considered to define respective names 
for risk severity and architectural quality. 
 
Table 8-6: Risk Severity and Architectural Quality 
Ranking Interval [9, 6) [6, 3) [3, 1) [1, 0] 
Risk Severity 
)(ARS  
High Medium Low Very Low 
Architectural Quality 
)(AQ  Bad Average Good Very Good 
 
      Legend: [a, b] = { biai ≥≥|  }, [a, b) = { biai >≥| }, a > b  
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On the one end, the interval [9, 6) is mainly driven by effective or highly probable risks, 
which have a very high or high impact on the development and business success of the 
system. This counts for an architecture with high risk severity. We define the quality of an 
architecture with a high risk severity as bad. 
 
On the other end, the interval [1, 0] primarily includes risks with a very low or no impact. 
Therefore, for this interval we define the risk severity as very low. Consequently, the quality 
of an architecture with a very low risk severity is very good.  
 
In between these ends, the interval [3, 1) the probability-impact-product is mainly shaped by 
low impact rates or low risk probabilities. This counts for a good architecture with a low risk 
severity. The interval [6, 3) is principally driven by risks with a medium-scale probability and 
a high to low impact. Therefore we define a medium risk severity and an average architectural 
quality for this interval. 
 
In order to express the quality of an architecture by a single number we define the following 
equation:  
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Equation (4) is derived by taking (3) and the assumptions 1 and 2 discussed above into 
account: The more severe risks an architecture includes, the lower is the quality of that 
architecture. The severity of risks in an architecture is calculated by )(ARS . Reducing the 
severity of risks in an architecture improves the overall quality of that architecture. If )(ARS  
decreases, )(AQ  increases by the same amount. In the ideal case there are no severe risks in 
the architecture (i.e., )(ARS =0). The quality of the architecture can be defined as very good 
( )(AQ =0, see Table 8-6) since it serves its purpose and achieves the imposed requirements 
without negative effects.  
8.2.4 Architectural Quality Improvement 
This section provides details about the metric M13.  
 
With the help of the definitions given above, we can now compare the quality of two 
architectures A and A*. In order to minimize comparison errors we assume that A and A* rely 
on the same business goals and have the same architectural drivers. Further, we assume that A 
and A* implement the same requirements. Moreover, we use the same set of evaluation 
scenarios to analyze the design decisions with respect to the risks. Finally, we assume that we 
have captured the most important risks for the given scenarios – i.e., there are no more hidden 
risks or side effects of risks that have a strong impact on the overall quality of the system.  
 
With these assumptions we can state the following comparisons for the two architectures A 
and A*: 
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)(*)( AQAQ < : The quality of A* is worse than that of A. 
)(*)( AQAQ = : The quality of A* is similar to that of A. 
)(*)( AQAQ > : The quality of A* is better than that of A. 
 
Example:  
 
Suppose we have two architectures A and A* that implement the same set of safety 
requirements but use different architectural mechanisms to achieve those requirements. 
Further assume we identified four risks in A and six risks in A* with the following probability 
and impact values during a QUADRAD-E evaluation: 
 
Risks of A Probability Impact Ranking 
R1 Effective Low 3 
R2 Effective Very High 9 
R3 Medium Very High 4.5 
R4 High High 4.5 
 
 
Risks of A* Probability Impact Ranking 
R1 Effective Low 3 
R2 High Very High 6.75 
R3 Effective Very High 9 
R4 Low Low 0.75 
R5 Effective High 6 
R6 Medium Low 1.5 
 
Using equation (4) the quality of the two architectures can be calculated as: 
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According to Table 8-6 the average risk severity of both architectures is medium. From 
*)(5.425.5)( ARAR SS =>=  follows that *).()( AQAQ <  This means that the quality of A is 
worse than to that of A*.  
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8.3 Validation Approach 
After clarifying what data and metrics are required for validating the hypothesis we now 
introduce the validation approach applied in this work. An overview of the approach is shown 
in Figure 8-2. This overview refines the validation concept given in Figure 8-1. 
 
There are four steps that have been performed during the validation: Evaluating the original 
architectures of the pilot projects (step 1), creating revised architectures for the projects by 
applying QUADRAD (step 2), evaluating the revised architectures (step 3), and comparing 
the quality of the revised architectures with the original architectures (step 4). More details of 
the validation steps are explained in the remainder of this section. In the next sections the 
individual results of the validation are described. 
8.3.1 Step 1: Evaluating the Original Architectures 
The purpose of this step is to collect baseline data for the validation. In different architecture 
evaluation workshops we performed QUADRAD-E activities in order to identify the 
architectural risks that are included in the pilot systems A, B, and C. In particular, we 
captured the architecturally driving requirements as well as the strategies and mechanisms 
used to implement those drivers. Based on this information we collected a set of evaluation 
scenarios and analyzed the design decisions made in the architectures to achieve the 
scenarios. During this analysis we evaluated if risks are associated with the decisions, 
especially with respect to achieving the architectural drivers and the business goals of the 
systems (cf. Chapter 7). For each risk we determined the probability and impact in order to 
decide on the severity of the risks and, further, on the overall quality of the architecture. 
8.3.2 Step 2: Creating the Revised Architectures 
The purpose of this phase is to apply the activities of the QUADRAD framework in order to 
revise the architectures of A, B, and C. During this step the evaluation scenarios and risks 
identified in the previous step have been used as input for the architecture refinement of the 
systems. In general, two basic strategies for risk mitigation/resolution are possible: 
• Architecture adaptation: The architecture is modified such that it will be capable of 
achieving the requirements (i.e., architectural drivers) correctly. 
• Requirements refinement and architectural adaptation: The architectural drivers (and 
potentially business goals) are refined such that the respective impact of the risks is 
mitigated. The architecture is then changed such that it will be capable of achieving the 
refined drivers. 
Depending on the strategies for addressing the risks different activities of QUADRAD-P and 
QUADRAD-M have been performed. In addition, QUADRAD-E has been applied in order to 
analyze the new design decisions. This has been done in mini-evaluations after larger revision 
iterations of the architecture. The resulting architectures A*, B*, and C* have been used as 
input for step 3 of the validation. 
8.3.3 Step 3: Evaluating the Revised Architectures 
The purpose of this step is to analyze the effects of applying QUADRAD activities during 
step 2. The revised architectures A*, B*, C* have once more been evaluated against the 
evaluation scenarios gathered in step 1. Through interviews with the lead architects and 
through application of the QUADRAD-E scenario mapping activities each evaluation 
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scenario has been examined with respect to the (revised) design decisions. In particular, we 
evaluated if the risks identified in step 1 have been mitigated or resolved. For risks that were 
not resolved and for new risks we determined their probability and impact in order to 
calculate the severity of the risks.  
8.3.4 Step 4: Comparison 
In this step the evaluation results obtained for the original architectures A, B, C (step 1) and 
the revised architectures A*, B*, C* (step 3) are finally compared. The goal is to determine if 
the risks have been reduced and if the quality of the architectures has been improved. 
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Figure 8-2: Overview of the Validation Approach 
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8.4 Validation in Project A 
8.4.1 Step 1: Evaluating the Original Architecture A 
The purpose of this step is to collect baseline data for the validation of project A. To evaluate 
the original architecture of A we performed activities of the QUADRAD-E workflow. The 
evaluation was done in a workshop with the lead architect and key stakeholders of the system. 
The goal of the evaluation was to analyze how good the individual quality attributes of the 
system are supported by the current release of the architecture. For this purpose the risks of A 
as well as the information on probability and impact of each risk have been captured. Table 
8-7 summarizes the results of the workshop. Details can be obtained in the next subsections. 
 
 
 
Table 8-7: Evaluation Results for the Original Architecture A 
Case Study Project A  
 
 
Car Multimedia System 
(CMS) 
 
Evaluation Goals Quality Achievement 
Number of 
Architectural Drivers 20 
Number of 
Evaluation Scenarios 15 
Number of 
Architectural Risks 19 
Average 
Risk Severity 
 
3.37 
(Medium) 
 
Architectural 
Quality 
 
0.30 
(Average) 
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8.4.1.1 Architecture Overview 
Figure 8-3 shows the basic static structure of the architecture for project A. There are three 
layers: the user interface layer, the functional layer and the system layer.  
 
The user interface layer is responsible for visualization and component control of the system’s 
application functions. It includes the graphical user interfaces for radio and CD entertainment, 
navigation, telephone, vehicle comfort, and system options. 
 
The functional layer is responsible for the management of the components. It has no 
autonomous operation but is invoked either from the system layer or the user interface layer. 
Notification of activity flows upward to the user interface; control flow comes down to the 
functional and system layer. The functions are packaged into closely related application 
groups.  
 
Finally, the system layer manages common behavior from the functional packages. There is 
no specific abstraction interface for this layer but each component defines its own interface. 
The components of the system layer realize low-level functions necessary to communicate 
with connected hardware devices 
8.4.1.2 Evaluation Scenarios 
Table 8-8 shows the 15 scenarios that have been collected and analyzed during architecture 
evaluation. The scenarios affect architectural drivers of the system. Important quality 
attributes of project A are modifiability, portability, performance, security, safety, and 
reliability. During step 1 of the validation it is evaluated if and to what extent the scenarios 
can be supported by the original architecture. Note that the scenario descriptions have been 
simplified and slightly adapted to protect confidentiality. 
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Figure 8-3: Original Architecture of Project A 
 
Chapter 8. Validation of the QUADRAD Framework 211
 
 
Table 8-8: Evaluation Scenarios of Project A 
ES# Quality Scenario Description 
ES1 Modifiability Integrate a new tuner to the system 
ES2 Modifiability Integrate a third party CD device to the system 
ES3 Modifiability Change the user interface to customer A 
ES4 Modifiability Adapt the system to regional requirements of Sweden 
ES5 Modifiability, 
portability 
Adapt system to Automotive JavaOS 
ES6 Functionality Mute sound due to an incoming phone call 
ES7 Functionality Change personal profile information 
ES8 Functionality Direct the radio to locate ten stations by speech command 
ES9 Functionality Make an emergency call after an accident  
ES10 Functionality, 
performance 
Update navigation map in real-time (the direction of heading 
must always be at the top of the map) 
ES11 Performance Startup system in less than 0.5 seconds 
ES12 Security An unauthorized user tries to get access to personal data 
ES13 Security A user tries to install/execute uncertified software 
ES14 Safety, 
reliability 
Detect and log errors in third party software components 
ES15 Safety, 
reliability 
Recover system from device errors 
 
 
8.4.1.3 Mapping the Scenarios onto the Architecture 
An initial step of architecture evaluation with QUADRAD-E is mapping the scenarios onto 
the architecture (cf. Section 6.4). Mapping scenarios helps exploring the architecture and 
supports the analysis of associated design decisions. 
 
The scenario maps in Figure 8-4 and Figure 8-5 show examples of project A. They present 
those components of A that are addressed by the scenarios ES6 and ES9 (cf. Table 8-8), 
respectively. The path illustrated in each of the maps shows the sequence in which the 
components are triggered by the corresponding scenario and what activities are carried out in 
sequence and in parallel. The small circles illustrate design decisions that have been identified 
during the analysis of the scenario. A cross represents a major responsibility of the component 
that is triggered by the scenario. In the following a short description of two evaluation 
scenarios ES6 and ES9 is given. 
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Scenario ES6: Mute sound due to an incoming phone call.  
 
As illustrated in Figure 8-4 the following activities are performed to support scenario ES6: 
 
1. The scenario starts with the arrival of an incoming phone call. This event occurs in the 
Telephone package of the Functional Layer.  
2. The Telephone package is responsible for notifying the corresponding Telephone UI 
package in the User Interface Layer that there is an incoming call. 
3. The Telephone UI package tells the Audio Request Broker (ARB) to make the WAV Player 
play a particular sound file on the speaker device. The waveform file has been previously 
configured to contain the sound of a ringing telephone. 
4. The ARB knows the state of the speakers within the vehicle and applies a set of rules that 
enable it to mute the radio and play the ringing file.  
5. The ARB sends a message to the WAV Player to start playing, another message to the 
Audio Control to switch the source of the signal from the radio to the WAV Player, and a 
third message to the Radio Player to stop playing.  
6. When these steps are complete, the ARB also notifies the Sound Manager of the change.  
7. The Sound Manager forwards the profile of the current user with respect to phone ringing 
to the Audio Control for settings.  
8. Now the phone is ringing. 
 
 
Figure 8-4: Scenario Map for ES6 
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Scenario ES9: Make an emergency call after an accident 
 
As shown in Figure 8-5 there are two independent control loops to satisfy scenario ES9: one 
for initialization of the emergency call and one for making the call in case of an accident. 
Note that the correct working of this scenario depends on the availability of the system after 
the crash. The course of ES9 is as follows: 
 
1. At system initialization, the Emergency Call package gets the information necessary to 
make an emergency call from the Personal Profile. The emergency number must have 
been configured beforehand.  
2. If an accident happens, the Vehicle package is the first place in the system that is informed 
of a crash. It informs the Emergency Call package whose responsibility it is to organize 
the placing of the call.  
3. The Vehicle Tracking package reports the current location of the vehicle. 
4. The Text-to-Speech package converts this information into an audio format.  
5. The basic Telephone package places the call (using the GSM driver, which is not shown in 
Figure 8-5). 
6. The ARB allocates the phone line for the message, in a way similar to that discussed in 
scenario ES6. 
7. Now the emergency call has been placed. 
 
 
 
 
Figure 8-5: Scenario Map for ES9 
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8.4.1.4 Architectural Risks and Risk Assessment 
During the analysis of the evaluation scenarios, 19 architectural risks have been identified in 
the original architecture of project A. Table 8-9 shows the probability, impact, and resulting 
ranking of the risks recorded during the risk assessment of A. Table 8-10 gives a detailed 
description of the effective risks R2, R6, R7, R8, and R14. 
 
 
 
Table 8-9: Probability and Impact of the Risks in Project A 
Risks of A Probability Impact Ranking 
R1 Effective Low 3 
R2 Effective High 6 
R3 Medium Low 1.5 
R4 Medium Low 1.5 
R5 High High 4.5 
R6 Effective Very High 9 
R7 Effective High 6 
R8 Effective High 6 
R9 Low Very Low 0.25 
R10 High Low 2.25 
R11 High Low 2.25 
R12 Low Low 0.75 
R13 High High 4.5 
R14 Effective High 6 
R15 Low Low 0.75 
R16 Low Low 0.75 
R17 Medium Low 1.5 
R18 Effective High 6 
R19 Medium Low 1.5 
Total -- -- 64 
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Table 8-10: Architectural Risks of Project A (Extract) 
Risks of A Description 
R2 Limited security for system access. 
 The Profile Manager does not support different levels of access rights. Once 
authorized to the system the user can potentially access any functionality 
provided. This is a risk since personal information about the car 
driver/owner can be obtained and uncertified software can be installed. In 
addition, particular pay services can be used by unauthorized persons since 
they are not sufficiently protected. 
 
R6 No overall system diagnosis for component-specific failures. 
 The availability and correct operation of safety-critical components such as 
the Vehicle component (which enables access to car dynamics) is currently 
not monitored. If such a component provides wrong data or fails to operate 
correctly then the integrity and safety of the system cannot be guaranteed. 
There is no mechanism to gracefully degrade the system to a safe mode. 
 
R7 Infotainment components depend on the underlying hardware devices. 
 The system’s infotainment software in the functional layer is directly 
coupled to the underlying infotainment hardware devices. If the devices 
change (e.g., different manufacturer) then the functional components must 
be changed accordingly. Since there are individual devices for different 
customers, there is a high software change effort to support those devices. 
There is no appropriate abstraction that preserves the basic application 
functionality of the infotainment components to be independent of modified 
or improved software to access the hardware devices. 
 
R8 Change intensive adaptation of the look-and-feel to customer demands. 
 The user interface layout and control is encapsulated to software 
components in the User Interface layer. If the look-and-feel needs to be 
adapted to individual customer requirements then the complete layout and 
control functionality has to be modified. This requires a high change effort 
of the User Interface layer from one customer variant to another, even if the 
application functionality does not change. Since changing the look-and-feel 
of the system is very likely for different car manufacturers, the high change 
effort represents an architectural risk. 
 
R14 System software cannot be updated by user. 
 Currently there is no possibility for a user to update the system’s software. 
Software updates can only be done by service technicians in a certified 
garage. 
 
 
 
 
 
216 Chapter 8. Validation of the QUADRAD Framework
 
 
According to the metrics M6 and M7 given in Table 8-2, the average risk severity and 
architectural quality of the original architecture of project A is calculated as follows: 
 
Average risk severity of A: 
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Figure 8-6 illustrates the risk rankings and the average risk severity of A in a bar chart. 
 
The average risk severity of 3.37 leads to an architectural quality of 0.30. According to Table 
8-6 the baseline architecture of A has an average quality. 
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Figure 8-6: Risk Rankings of Project A (Original Architecture) 
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8.4.2 Step 2: Creating a Revised Architecture A* 
Figure 8-7 shows the revised architecture for project A. This architecture has been created as 
a result of applying QUADRAD activities for addressing the risks of the original architecture. 
In the following we explain in detail how the original architecture has been adapted to resolve 
the five risks R2, R6, R7, R8, and R14 described in Table 8-10: 
 
• R2: Limited security for system access. 
Architecture adaptation: The revised architecture now supports users with different 
privileges. This is realized in the Personal Information Management and Resource 
Management components (cf. Figure 8-7). User privileges depend on a specific role (e.g., 
car owner, car driver, service technician, child etc.). According to the role, not every user 
has the permission to perform the whole set of actions. Certain operations may be critical 
and affect system integrity (e.g., software installation) or cause costs (e.g., telephone calls 
or internet access). Hence, they should only be available for authorized users. Private data 
such as emails and addresses has also to be protected and the system should not grant 
access to unauthorized persons. Further, the architecture provides mechanisms to prevent 
unauthorized users from using particular resources (e.g., a telephone) without permission. 
Figure 8-8 illustrates how the associated components collaborate to resolve R2. 
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Figure 8-7: Revised Architecture of Project A 
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Figure 8-8: Introduction of User Privileges 
 
 
• R6: No overall system diagnosis for component-specific failures. 
Architecture adaptation: Safety-critical software components in the revised architecture 
are supervised and provide quality-of-service information. Each safety-critical component 
now contains basic error management features. The components integrate operations to 
recognize, reason, report, and recover from certain errors in services they provide. They 
communicate with the core System Monitor component (cf. Figure 8-7) which includes 
the data storage and provides the necessary functionality to enable/disable safety-critical 
services, check if the required service is available, and recognize failures in the responses 
of a service. Any particular safety-critical component is responsible for providing quality-
of- service information to the System Monitor over a standardized interface. The System 
Monitor then decides if a particular system service needs to be disabled. It is also capable 
to switch the system in a safe mode with limited capabilities gracefully. Figure 8-9 
depicts the system context to resolve R6. 
 
 
• R7: Infotainment components depend on the underlying hardware devices. 
Architecture adaptation: A Virtual Device layer is introduced in the revised architecture 
(cf. Figure 8-7). The Virtual Device layer provides an abstraction of the underlying 
hardware devices by exposing a standardized interface to the functional infotainment 
components. This solution allows the application functionality of the entertainment 
software to be independent from hardware changes or updates. The virtual devices 
implement the low-level access to the hardware devices. If a particular device is changed 
to support individual customer requirements then this change only affects the associated 
virtual device software component. The standardized interface guarantees that the 
changes in the virtual device layer do not affect functional components. Additionally, the 
interface allows functional components to check for the hardware capabilities supported 
by the devices. New and improved capabilities can thus be directly adopted in the 
functional components and reflected in the user interface to some extent.  
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Figure 8-9: Supervision of Safety-Critical Components 
 
• R8: Change intensive adaptation of the look-and-feel to customer demands. 
Architecture adaptation: The revised architecture encapsulates the user interface 
controls and interactions. For this purpose, a User Interface Control layer is introduced in 
the architecture (cf. Figure 8-7). This layer provides the control and interaction logic for 
the different User Interfaces. The interaction of the user with the system covers the tactile 
and visible interaction through the display and panel as well as speech interaction (e.g., 
command-and-control) and the instrument cluster display combined with the steering 
wheel buttons. For the tactile and graphical user interface, it also includes the customer-
specific operating concept and associated interaction sequences. This allows an effective 
adaptation of the system’s look-and-feel (which is very specific to the individual car 
manufacturers) to the underlying application functionality. 
 
• R14: System software cannot be updated by user. 
Architecture adaptation: The revised architecture includes an Install/Uninstall 
component (cf. Figure 8-7) that realizes the update of system features. The 
Install/Uninstall component is responsible for evaluating the certificate provided by any 
new software component during installation. It manages the dependencies stated in the 
certificate and makes sure that the installation of the new software is compatible to the 
current installation (cf. Figure 8-10). In case of problems, it is capable of aborting the 
installation procedure and of performing a roll back to the last safe state of the system. 
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Figure 8-10: Integration of a Software Update Capability 
 
 
8.4.3 Step 3: Evaluating the Revised Architecture A* 
In this step the revised architecture of project A was evaluated. For this purpose, the risk 
mitigation strategies undertaken in the previous step were analyzed during interviews with the 
stakeholders. For each risk discovered during step 1, the architect explained how he had 
addressed the risk (see description of architecture adaptations given in Section 8.4.2). To 
validate the effect of the risk mitigation/resolution strategies for project A, the evaluation 
scenarios gathered in step 1 (cf. Table 8-8) were analyzed again. 
 
As shown in Table 8-11, the 14 risks R1, R2, R3, R4, R6, R7, R8, R10, R11, R12, R13, R14, 
R17, and R19 could be resolved through an adaptation of the architecture in step 2 of the 
validation. Risk R5 was resolved through a change of architectural drivers. The four risks R9, 
R15, R16, and R18 included in the original architecture of project A could not be addressed 
during step 2.  
 
In addition, a new risk R20 has been identified (see Table 8-12). This risk has its root cause in 
the new design decisions made in the revised architecture A*. The new risk is related to the 
fact that the flexible look-and-feel adaptation leads to higher memory consumption. Higher 
memory consumption may lead to the case that more RAM and, potentially, a more powerful 
micro processor needs to be provided by the system. This could lead to higher hardware costs 
and thus represents a risk. Detailed market and system investigations show that it is not very 
probable that this risk will become effective in project A (see Table 8-12). Thus, the severity 
of the remaining risk is non-critical. However, if the market and business changes 
significantly and more features are required for A, the probability of the risk may increase. 
Then, a further revision of architecture A* would make sense to preserve business success. 
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Table 8-11: Risks of Project A (Original vs. Revised Architecture) 
Risks of A 
Ranking 
Original 
Architecture
Architecture 
Revision 
Activity 
New 
Risk Status 
Ranking 
Revised 
Architecture 
R1 3 Architecture Adaptation 
Risk 
Resolved 0 
R2 6 Architecture Adaptation 
Risk 
Resolved 0 
R3 1.5 Architecture Adaptation 
Risk 
Resolved 0 
R4 1.5 Architecture Adaptation 
Risk 
Resolved 0 
R5 4.5 Refinement & Adaptation 
Risk 
Resolved 0 
R6 9 Architecture Adaptation 
Risk 
Resolved 0 
R7 6 Architecture Adaptation 
Risk 
Resolved 0 
R8 6 Architecture Adaptation 
Risk 
Resolved 0 
R9 0.25 -- Risk Unresolved 0.25 
R10 2.25 Architecture Adaptation 
Risk 
Resolved 0 
R11 2.25 Architecture Adaptation 
Risk 
Resolved 0 
R12 0.75 Architecture Adaptation 
Risk 
Resolved 0 
R13 4.5 Architecture Adaptation 
Risk 
Resolved 0 
R14 6 Architecture Adaptation 
Risk 
Resolved 0 
R15 0.75 -- Risk Unresolved 0.75 
R16 0.75 -- Risk Unresolved 0.75 
R17 1.5 Architecture Adaptation 
Risk 
Resolved 0 
R18 6 -- Risk Unresolved 6 
R19 1.5 Architecture Adaptation 
Risk 
Resolved 0 
Total 64 -- -- 7.75 
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Table 8-12: New Risks of Project A (Revised Architecture) 
Risks of A* Probability Impact Ranking 
R20 Medium High 3 
Total -- -- 3 
 
 
According to the metrics M11 and M12 given in Table 8-2, the average risk severity and 
architectural quality of the revised architecture of project A is calculated as follows: 
 
Average risk severity of A*: 
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Architectural quality of A*: 
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Figure 8-11 illustrates the risk rankings and the average risk severity of the revised 
architecture A*. 
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Figure 8-11: Risk Rankings of Project A (Revised Architecture) 
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8.4.4 Step 4: Comparison 
According to the metric M13 of Table 8-2 the quality of the revised architecture A* is better 
than that of the baseline architecture A: 
 
)(3.047.0*)( AQAQ =>=  
 
 
74% of the risks in A could be reduced in A*: 
 
74.0
19
51
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The quality improvement between architecture A and A* is calculated as: 
 
36.0
47.0
3.01
*)(
)(1 =−=−
AQ
AQ  
 
 
As a result, the architecture quality of project A could be improved by 36%. Table 8-13 
summarizes the validation results. 
 
 
Table 8-13: Validation Results of Project A 
Case Study Project A 
(CMS) 
 Original Architecture Revised Architecture 
 
Number of Risks 
 
19 5 
Average Risk Severity 
 
3.37 
(Medium) 
 
2.15 
(Low) 
Architecture Quality 
 
0.30 
(Average) 
 
0.47 
(Good) 
 
Risk Reduction 
 
74% 
 
Architectural 
Quality Improvement 
 
36% 
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8.5 Validation in Project B 
8.5.1 Step 1: Evaluating the Original Architecture B 
Table 8-14 summarizes the results of evaluating the original architecture of project B. Again, 
the evaluation was done in a workshop with the lead architect and key stakeholders of the 
system by applying QUADRAD-E activities. The goal of the evaluation was to analyze how 
well the individual quality attributes of the system are supported by the current release of the 
architecture. The risks of B as well as the information on probability and impact of each risk 
have been captured. Evaluation details can be obtained in the next three subsections. 
 
 
 
 
Table 8-14: Evaluation Results for the Original Architecture B 
Case Study Project B 
 
 
Automotive Assistance 
System (AAS) 
 
Evaluation Goals Quality Achievement 
Number of 
Architectural Drivers 8 
Number of 
Evaluation Scenarios 15 
Number of 
Architectural Risks 13 
Average 
Risk Severity 
 
3.81 
(Medium) 
 
Architectural 
Quality 
 
0.26 
(Average) 
 
 
Chapter 8. Validation of the QUADRAD Framework 225
 
 
8.5.1.1 Architecture Overview 
Figure 8-12 illustrates the basic static structure of the original architecture for project B. 
There are three layers: the user application layer, the system layer and the Real-Time 
Operating System layer.  
 
The user application layer is responsible for combining sensor data in order to provide high-
level applications such as an intelligent pre-crash detection (PCD), blind-spot detection 
(BSD), side object detection (SOD), and parking assistance (PA). PCD provides collision 
object information to the restraint system. The information is used to trigger reversible and 
adapt thresholds for irreversible restraint actuators. BSD and SOD notify the driver of objects 
on the side of the vehicle and within the blind spot area of the outside mirrors, respectively. 
PA provides information about parking spots of sufficient size and assists maneuvering into 
the parking space. 
 
The system layer realizes access to sensor devices and coordinates applications. It receives 
raw sensor data, pre-processes it, and provides cooked data to the application components. 
Moreover, the system layer provides mechanisms for error detection and recovery.  
 
Finally, the real-time layer encapsulates the Real-Time Operating System which covers the 
task and memory management, handling of interrupts, and basic input/output capabilities. 
 
8.5.1.2 Evaluation Scenarios 
Table 8-15 shows the 15 scenarios used for analyzing the architecture of project B. The 
scenarios probe significant architecturally driving requirements of the system. As depicted in 
Table 8-15, safety, reliability, security, interoperability, and modifiability are important 
quality attributes of the system. During architecture analysis it is evaluated whether and to 
what extent the scenarios can be supported by the original architecture.  
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Figure 8-12: Original Architecture of Project B 
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Table 8-15: Evaluation Scenarios of Project B 
ES# Quality Scenario Description 
ES1 Safety Detect snow on sensor and inform driver about this situation. 
ES2 Safety Detect malfunction of a sensor. 
ES3 Safety Detect sensor that is not correctly mounted on the system. 
ES4 Reliability Use ultrasound sensors as a second source for PA applications. 
ES5 Security Detect unauthorized modifications of the sensor software. 
ES6 Functionality Backing the car into an appropriate parking space. 
ES7 Functionality Two objects approaching from left and right shall be correctly 
detected by PCD.  
ES8 Functionality,  
cost 
Switch to an economic power mode to lower battery 
consumption. 
ES9 Performance, 
functionality 
Detect correct situation when PA and PCD applications run 
concurrently.  
ES10 Interoperability Integrate system in a car with CAN bus environment. 
ES11 Interoperability Integrate system in vehicle with a restraint system that 
supports a non-standard communication protocol. 
ES12 Modifiability Configure system with PA and PCD at EOL (end-of-line) in 
the production facility. 
ES13 Modifiability Update software of sensor device during system operation. 
ES14 Modifiability Integrate a new sensor in the system. 
ES15 Modifiability Replace the PA user interface with one that has animated 
graphics. 
 
8.5.1.3 Architectural Risks and Risk Assessment 
For project B 13 architectural risks have been identified during the architecture evaluation. 
Table 8-16 shows the probability, impact, and resulting ranking of the risks recorded during 
the risk assessment of B. Table 8-17 gives a detailed description of the risks R2, R3, R5, R10, 
R11, and R12. 
 
According to the metrics M6 and M7 given in Table 8-2, the average risk severity and 
architectural quality of the baseline architecture of project B is calculated as follows: 
 
Average risk severity of B: 
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Figure 8-13 illustrates the risk rankings and the average risk severity of B in a bar chart. The 
average risk severity of 3.81 leads to an architectural quality of 0.26. According to Table 8-14 
the original architecture of B has an average quality. 
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Table 8-16: Probability and Impact of the Risks in Project B 
Risks of B Probability Impact Ranking 
R1 Low Low 0.75 
R2 Effective High 6 
R3 Effective High 6 
R4 Medium High 3 
R5 Effective High 6 
R6 Effective Low 3 
R7 Low Low 0.75 
R8 Medium Low 1.5 
R9 High High 4.5 
R10 Effective High 6 
R11 Effective High 6 
R12 Effective Low 3 
R13 Medium High 3 
Total -- -- 49.5 
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Figure 8-13: Risk Rankings of Project B (Original Architecture) 
Risk Ran ings of Project B (Original Architecture) 
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Table 8-17: Architectural Risks of Project B (Extract) 
Risks of B Description 
R2 Limited sensor data quality for particular applications. 
 Some applications of the system require high quality sensor data in order to 
make reliable decisions for performing a particular action. In a worst-case 
scenario, the sensor devices may be fully covered by dust or snow, which 
results in low quality sensor data. The risk is that some applications of the 
system may not operate in an optimal way because of fundamental errors in 
the sensor data. 
 
R3 Limited power management capabilities. 
 The current architecture does not provide enhanced power management 
capabilities. Most of the time the devices connected to the system are fully 
operational. Particular applications cannot be physically switched off. The 
risk is that the system will drain the battery too quickly. Low battery voltage 
is especially critical during system startup. 
 
R5 Time-critical events may not be handled in real-time. 
 The current architecture does not allow the complete control of time-critical 
operations. There are situations where real-time operations may be pre-
empted by non-real-time tasks, which might lead to ephemerally undefined 
states or unhandled events. This represents a performance risk of the 
architecture. 
 
R10 Different types of sensors are not supported. 
 The raw data from the installed sensors is managed and prepared by the 
Sensor-Based Environment Description component. This component 
provides cooked data (e.g., object lists) to the application components for 
further processing. Currently, only one type of sensor is supported by the 
component. The risk is that not all provided applications of the system could 
be reliably realized by the single sensor type that is supported.  
 
R11 Limited software update capability for sensors and control unit. 
 The original architecture does not directly support software updates for the 
control unit and the installed sensor devices. Currently, software updates 
can only be managed by external flash applications. These applications 
require the unmounting of sensors from the system. This represents a risk. 
In particular, software updates for sensors become a time-consuming task. 
 
R12 Defect sensor device not detected during system start-up. 
 The Monitoring component of the original architecture does not support 
device error detection during system initialization. The risk is that a defect 
sensor cannot be reliably detected unless an application has subscribed for 
sensor data associated to the defect device. Since this is done during the 
initialization of the applications, the risk can be treated as non-critical. 
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8.5.2 Step 2: Creating a Revised Architecture B* 
Figure 8-14 shows the revised architecture for project B after several iterations of 
QUADRAD have been performed. In the following we explain in detail how the architecture 
has been adapted to resolve the six risks R2, R3, R5, R10, R11, and R12 described in Table 
8-17: 
 
• R2: Limited sensor data quality for particular applications. 
Architecture adaptation: The revised architecture provides mechanisms to obtain the 
best quality sensor data possible based on a particular sensor configuration. In case one or 
more sensors have malfunctions, the Environment Description component (cf. Figure 
8-14) uses related sensors, sensor fusion, and smart signal processing algorithms to 
improve the data quality. This improves the overall system quality significantly and leads 
to optimal decisions of the application components. The Environment Description 
component also improves the safety of the system. If the resulting data quality is below a 
specified threshold then the component takes care that the system is set to a degraded 
mode, which is then reported to the driver. Sensor data quality checks are, for example, 
done during cyclic system tests, which are performed by the Monitoring & Self Test 
component (cf. Figure 8-14). Figure 8-15 illustrates how the associated components 
collaborate to resolve R2. 
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Figure 8-14: Revised Architecture of Project B 
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Figure 8-15: Improved Environment Description for High-Quality Sensor Data 
 
• R3: Limited power management capabilities. 
Architecture adaptation: The revised architecture realizes system-wide intelligent 
power management. This guarantees an efficient battery usage. The Power Management 
component (cf. Figure 8-14) manages initialization, activation, and deactivation of 
applications. Power-controlled applications and associated devices can be set to one of 
three states: off, standby, or active. The active state has the subordinate states running and 
waiting. The state transitions are shown in Figure 8-16. The application components 
register for particular sensor data types. Thus, they are capable of reacting on appropriate 
external events.  
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Figure 8-16: State Transitions for Power-Controlled Applications 
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• R5: Time-critical events may not be handled in real-time. 
Architectural adaptation: The revised architecture provides a slice that encapsulates 
time-critical functionality (cf. Figure 8-14). Time-critical functions must guarantee 
response times below 50 milliseconds. In the revised architecture, time-critical operations 
are clearly separated from other operations in the data processing chain. The components 
System Coordination, Environment Perception, and Sensorics Access (cf. Figure 8-14) 
include operations that have short cycle times. One example for a time-critical operation 
is changing the sensor mode (e.g., from closing velocity to distance mode) which is 
realized in the Sensorics Access component. An appropriate response time is guaranteed 
by assigning fine-grained task priorities and an adequate scheduling policy.  
 
 
• R10: Different types of sensors are not supported. 
Requirements refinement: The original architectural driver was refined to exclude video 
sensors from the architecture. 
 
Architecture adaptation: The revised architecture includes a component Sensorics 
Access (cf. Figure 8-14) which is capable of receiving raw data from multiple sensor 
types such as ultrasonic and microwave sensors. Sensorics Access includes the low-level 
sensor communication functionality. This functionality has been removed and extended 
from the Sensor-Based Environment Description component of the original architecture 
(cf. Figure 8-12). Sensorics Access controls and coordinates multiple sensor devices and 
performs the signal processing associated with those sensors. The sensor data is further 
processed by the Environment Perception component. This component is responsible for 
determining the quality of a particular sensor and for managing the subscription of 
environment information in specific ranges around the vehicle. Figure 8-17 illustrates 
how the associated components collaborate to resolve R10. 
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Figure 8-17: Multi Sensor Type Support 
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• R11: Limited software update capability for sensors and control unit. 
Requirements refinement: The original architectural driver has been refined to support 
updates of the sensor software only. 
 
Architecture adaptation: The revised architecture provides two components to address 
the risk: Sensor Update and Maintenance. The components enable and guide the 
installation of updated software for installed sensor devices (cf. Figure 8-14). Sensor 
Update performs the flashing of new software functionality for sensors. Maintenance 
controls the update process, validates the correctness of the software update, and supports 
sensor calibration. Figure 8-18 illustrates how the associated components collaborate to 
resolve R11. 
 
 
• R12: Defect sensor device not detected during system start-up. 
Architectural adaptation: The revised architecture includes an improved Monitoring & 
Self-Test component (cf. Figure 8-14) which integrates watchdog functionality. This 
component is capable of reporting device errors during system start-up. It initiates self-
tests of the installed devices and analyzes the quality of the sensor data. The quality 
analysis is realized by an algorithm that compares the raw data received by the sensors 
against standard quality profiles. Sensor malfunctions or defects can thus be detected 
reliably and reported to the driver instantly.  
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Figure 8-18: Software Update Capability for Sensor Devices 
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8.5.3 Step 3: Evaluating the Revised Architecture B* 
Table 8-18 shows the results of evaluating the revised architecture of project B. The eight 
risks R2, R3, R4, R5, R6, R7, R9, and R12 could be resolved through architectural adaptation 
in step 2. The three risks R10, R11, and R13 have been resolved through a reconsideration of 
business goals and architectural drivers. Two risks (R1 and R8) could not be resolved in the 
revised architecture.  
 
 
 
Table 8-18: Risks of Project B (Original vs. Revised Architecture) 
Risks of B 
Ranking 
Original 
Architecture
Architecture 
Revision 
Activity 
New 
Risk Status 
Ranking 
Revised 
Architecture 
R1 0.75 -- Risk Unresolved 0.75 
R2 6 Architecture Adaptation 
Risk 
Resolved 0 
R3 6 Architecture Adaptation 
Risk 
Resolved 0 
R4 3 Architecture Adaptation 
Risk 
Resolved 0 
R5 6 Architecture Adaptation 
Risk 
Resolved 0 
R6 3 Architecture Adaptation 
Risk 
Resolved 0 
R7 0.75 Architecture Adaptation 
Risk 
Resolved 0 
R8 1.5 -- Risk Unresolved 1.5 
R9 4.5 Architecture Adaptation 
Risk 
Resolved 0 
R10 6 Refinement & Adaptation 
Risk 
Resolved 0 
R11 6 Refinement & Adaptation 
Risk 
Resolved 0 
R12 3 Architecture Adaptation 
Risk 
Resolved 0 
R13 3 Refinement & Adaptation 
Risk 
Resolved 0 
Total 49.5 -- -- 2.25 
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According to the metrics M11 and M12 given in Table 8-2, the average risk severity and 
architectural quality of the revised architecture of project B is calculated as follows: 
 
 
Average risk severity of B*: 
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Figure 8-19 illustrates the risk rankings and the average risk severity of the revised 
architecture B*. 
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Figure 8-19: Risk Rankings of Project B (Revised Architecture) 
 
Risk Rankings of Pr ject B (Revised Architecture) 
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8.5.4 Step 4: Comparison 
According to the metric M13 of Table 8-2 the quality of the revised architecture B* is better 
than that of the baseline architecture B: 
 
)(26.088.0*)( BQBQ =>=  
 
 
85% of the risks in B could be reduced in B*: 
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The quality improvement between architecture B and B* is calculated as: 
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As a result, the architecture quality of project B could be improved by 70%. Table 8-19 
summarizes the validation results. 
 
 
Table 8-19: Validation Results of Project B 
Case Study Project B 
(AAS) 
 Original Architecture Revised Architecture 
 
Number of Risks 
 
13 2 
Average Risk Severity 
 
3.81 
(Medium) 
 
1.13 
(Low) 
Architecture Quality 
 
0.26 
(Average) 
 
0.88 
(Good) 
 
Risk Reduction 
 
85% 
 
Architectural 
Quality Improvement 
 
70% 
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8.6 Validation in Project C 
8.6.1 Step 1: Evaluating the Original Architecture C 
The evaluation of project C’s original architecture was done in a workshop with the lead 
architect together with project stakeholders. Similarly to the validation of project A and B, we 
applied QUADRAD-E activities to analyze how well the individual quality attributes of the 
system are supported by the current release of the architecture. Again, the risks involved in C 
as well as the information on probability and impact of each risk have been captured. Table 
8-20 summarizes the results. Evaluation details can be obtained in the next three subsections. 
 
 
 
 
Table 8-20: Evaluation Results for the Original Architecture C 
Case Study Project C 
 
 
Architecture Exploration 
Tool (AET) 
 
Evaluation Goals Quality Achievement 
Number of 
Architectural Drivers 8 
Number of 
Evaluation Scenarios 22 
Number of 
Architectural Risks 14 
Average 
Risk Severity 
 
4.34 
(Medium) 
 
Architectural 
Quality 
 
0.23 
(Average) 
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 8. Validation of the QUADRAD Framework 237
 
 
8.6.1.1 Architecture Overview 
An overview of the original architecture for project C is given in Figure 8-20. The 
architecture is organized into three layers: a Presentation layer, a Business layer, and a 
Database Management layer. Further, a central database is connected to the system.  
 
The Presentation layer encapsulates components that implement the graphical user interface 
of the system. It consists of components that realize the different dialogs for interacting with 
the user. The Projects Dialog enables the user to open a particular architecture project for 
investigation. The Requirements Dialog and Scenarios Dialog support the user in capturing 
requirements and refining them by specifying scenarios. The Analysis Dialog helps the 
system user in documenting architecture decisions and risks. Finally, the Results Dialog 
provides a summary of the architectural findings and provides a link for exporting them in 
plain text.  
 
The dialog components make use of an application framework class library, the Microsoft® 
Foundation Classes (MFC). The MFC Library provides a set of classes upon which to build 
Windows applications. Among others, it provides classes for implementing standard user 
interface controls such as frames, views, menus, dialogs, and dialog controls for Windows 
Operating Systems (Win32 API). The dialog components use the MFC controls to create a 
Windows style compliant user interface.  
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Figure 8-20: Original Architecture of Project C 
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The Business layer contains the application logic of the system. Requesting data from and 
delivering data to the central Database Management is realized by the Data Access 
component. The component is further responsible for converting data into the internal 
standard format which is used throughout the system. The Computation component is 
responsible for basic data operations such as counting and sorting. Data such as the decisions 
documented for an architecture or risks identified during an architecture evaluation can be 
exported in plain text format. This is implemented by the Text Report Generator. 
 
The Database Management layer includes the central access to the Database of the system. It 
is realized by an ODBC (Open Database Connectivity) interface. ODBC is an established 
standard for data access on Windows Operating Systems. The Business Layer components, 
notably Data Access, call ODBC API functions to connect to a data source, submit SQL 
(Structured Query Language) statements, fetch data, and disconnect. A driver manager sits 
between the application system and the ODBC drivers. The driver manager decides which 
driver to load and manages communications as driver functions are called. The drivers 
implement the functions of the ODBC API for the particular database. Figure 8-21 shows how 
these functions interact. In this way ODBC enables access to different ODBC-compliant data 
sources, in different locations, using the same function calls available in the ODBC API. 
Project C uses a Microsoft® Access database for data storage. 
 
Note that this architecture represents a slightly advanced version of the AET architecture 
presented in Figure 7-1 of Chapter 7. 
8.6.1.2 Evaluation Scenarios 
The AET quality requirements shown in Table 7-3 are valid for project C. Table 8-21 shows 
the 22 scenarios used for analyzing the architecture of project C. The scenarios probe 
significant architecturally driving requirements of the system. As illustrated in Table 8-21, 
performance, usability, reliability, and modifiability are important quality attributes of the 
system. During architecture analysis it is evaluated if and to what extent the scenarios can be 
supported by the original architecture.  
 
 
 
Figure 8-21: Data Management in Project C 
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Table 8-21: Evaluation Scenarios of Project C 
ES# Quality Scenario Description 
ES1 Performance, 
usability 
A user would like to add a new risk. The risk dialog must be 
displayed in less than one second. 
ES2 Performance, 
usability 
A user would like to organize risks in logically related risk 
themes. The list of unassigned risks must be displayed with 
two seconds. 
ES3 Performance, 
usability 
The QUADRAD evaluation of an architecture is finished. A 
slide report about the major results has to be prepared within 
five minutes. 
ES4 Performance, 
usability 
The QUADRAD evaluation of an architecture is finished but 
some data has to be adapted manually. The adapted data can 
easily be integrated in the generated slide report. 
ES5 Performance, 
usability 
An evaluation scenario has been changed. The updated data is 
displayed in each related user dialog without significant delay. 
ES6 Performance, 
usability 
Data changes in multi-user mode must be propagated to all 
connected clients. The clients are blocked for less than one 
second. 
ES7 Usability The tool supports performing a QUADRAD architecture 
evaluation with only three persons. 
ES8 Usability Different teams are working on defining risk themes. The 
teams can read data from and write data to the database. 
ES9 Usability Robustness: A risk description has been deleted by accident. 
The deletion can be undone. 
ES10 Usability Data export: The system can generate a report in different 
formats. Microsoft® Word, Microsoft® PowerPoint, and 
LaTeX are supported. 
ES11 Usability Data export: A customer needs the information about the 
explored architecture in electronic form. The relevant data can 
be exported in a common format. 
ES12 Usability Flexibility: The system supports applying QUADRAD 
activities in an order that is different from the standard 
procedure (e.g., a new scenario is added during the architecture 
evaluation). 
ES13 Reliability, 
data consistency 
A relation between an evaluation scenario and business 
requirement is added. The relation is reflected in the generated 
report. 
ES14 Reliability, 
data consistency 
An architectural decision is removed and added as a risk. 
Existing relationships to the decision are shown and can be 
deleted optionally. 
ES15 Reliability, 
no data loss 
The database server crashes. Only data from the past two 
minutes are lost. 
ES16 Reliability, 
no data loss 
The database server has a physical hard disk defect and 
crashes. The database can be reconstructed in less than ten 
minutes. The data is no older than two minutes. 
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Table 8-21: Evaluation Scenarios of Project C (Cont’d) 
 
ES# Quality Scenario Description 
ES17 Reliability, 
no data loss 
The network connection is temporarily broken down. The 
system is working again in offline mode in less than five 
minutes. 
ES18 Modifiability The integration of a full-scale QUADRAD process support 
shall be realized within two person months. 
ES19 Modifiability The system shall be easily ported from Windows to Linux. 
ES20 Modifiability The format of the generated reports shall be easily adapted 
from Microsoft® Office to OpenOffice. 
ES21 Modifiability The database vendor is changed (e.g., from Access to Oracle). 
The new database shall work with the system in less than one 
week. Old databases can be converted with minimal effort. 
ES22 Modifiability Localization: The user dialogs shall be changed from English 
to German within one day. 
 
 
8.6.1.3 Architectural Risks and Risk Assessment 
For project C 14 architectural risks have been identified during the architecture evaluation. 
Table 8-22 shows the probability, impact, and resulting ranking of the risks recorded during 
the risk assessment of C. Table 8-23 gives a detailed description of the risks R2, R3, R4, R7, 
R12, and R13. 
 
According to the metrics M6 and M7 given in Table 8-2, the average risk severity and 
architectural quality of the baseline architecture of project C is calculated as follows: 
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Figure 8-22 illustrates the risk rankings and the average risk severity of C in a bar chart. The 
average risk severity of 4.34 leads to an architectural quality of 0.23. According to Table 8-20 
the baseline architecture of C again has an average quality. 
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Table 8-22: Probability and Impact of the Risks in Project C 
Risks of C Probability Impact Ranking 
R1 Effective High 6 
R2 Effective Very High 9 
R3 Effective Low 3 
R4 Effective High 6 
R5 Low Low 0.75 
R6 Low Low 0.75 
R7 Effective High 6 
R8 Medium High 3 
R9 High High 4.5 
R10 High Low 3 
R11 Effective High 6 
R12 Effective Low 3 
R13 High Very High 6.75 
R14 Effective Low 3 
Total -- -- 60.75 
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Figure 8-22: Risk Rankings of Project C (Original Architecture) 
Risk Ran ings of Project C (Original Architecture) 
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Table 8-23: Architectural Risks of Project C (Extract) 
Risks of C Description 
R2 Limited capabilities for exporting an architecture report. 
 The architecture does not support the adequate export of information stored 
in the tool’s database. Information about a project’s architecture can only be 
displayed in textual form on the screen. Graphics are not supported. In order 
to produce a written report, the architecture exploration results must be 
copied manually from screen dialogs. Thus, the architecture does not 
support an efficient report generation, which represents a major risk of the 
current implementation. 
 
R3 Database cannot be easily replaced by another vendor’s product. 
 The original architecture is coupled to a specific database vendor. The risk 
is that the database management components that are included as COTS in 
the architecture do not allow full data access control. The business impact of 
this risk is low since the supported data access functionality is not used as a 
unique selling point and seems to be sufficient for the applications of project 
C. 
 
R4 Mapping of risks to affected business requirements not supported. 
 The data model of the original architecture does not support the mapping of 
architectural risks to affected business requirements. Risks are identified 
based on the evaluation of scenarios. The data model supports the 
documentation of risks and allows tracing the risk description back to the 
associated scenario. Unfortunately, linking scenarios to quality attributes 
and business requirements is not supported by the current data model. This 
is a risk since information about potentially unsupported business 
requirements cannot be represented. 
 
R7 Limited performance when database is frequently updated. 
 The original architecture does not support adequate database maintenance. 
Adding new and updating existing data quickly leads to a fragmented 
database which results in poor performance data management and higher 
data storage needs. The risk is that the data access becomes so slow as to 
make usage of the system impossible. 
 
R12 Calculation of statistics not supported. 
 The original architecture does not support the calculation of important 
statistics about the architectures stored in the tool’s database. This is a risk 
since it is not possible to get a quick overview on the status and maturity of 
the architectures stored in the database. Gathering basic information about 
the architectures and comparing different architecture efforts becomes a 
time consuming task. However, the impact of this risk on the business 
success of the system is rather low since statistics are treated as an add-on. 
They can in principle be calculated manually. 
 
 
Chapter 8. Validation of the QUADRAD Framework 243
 
 
Table 8–23: Architectural Risks of Project C (Cont’d) 
 
Risks of C Description 
R13 No recovery precaution for database failures. 
 The original architecture includes no mechanisms to recover the data from 
database failures. High data fragmentation or general system failures (e.g., 
Operating System failures) can result into database corruption. The risk is 
the total loss of important information stored in the database. 
 
 
8.6.2 Step 2: Creating a Revised Architecture C* 
Figure 8-23 shows the revised architecture for project C after several iterations of 
QUADRAD have been performed. In the following we explain in detail how the architecture 
has been adapted to address the six risks R2, R3, R4, R7, R12, and R13 described in Table 
8-23: 
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Figure 8-23: Revised Architecture of Project C 
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• R2: Limited capabilities for exporting an architecture report. 
Requirements refinement: The original requirement has been refined to include the 
report generation capability for Microsoft® Word and PowerPoint. The generation of 
LaTeX reports has been excluded from the requirement specification. 
 
Architecture adaptation: The revised architecture includes a completely reworked 
Report Generator component (cf. Figure 8-23). This component is capable of exporting a 
full architecture report in Microsoft® Word or Microsoft® PowerPoint format. The 
Report Generator uses dedicated documentation templates as an input. These templates 
include the basic layout and chapter outline of the final report. They also include a 
generic introduction for each chapter as well as a dictionary of (architecture-related) 
terms used in the report.  
 
Figure 8-24 shows the implementation of the Report Generator component by applying 
the “Abstract Factory” and “Builder” mechanisms [Gamma 1994]. The “Builder” 
separates the construction of a complex component from its representation, such that the 
same construction procedure for different representations of the component can be used. 
The “Abstract Factory” provides an interface for creating sets of related components. 
Figure 8-25 shows details of the Report Generator implementation. 
 
When creating a report the Report Generator uses the architecture information stored for 
a particular project in the AET database to fill in the respective chapters of the template 
(cf. Figure 8-26). Examples of architecture information to be included in a report are the 
quality attributes, scenarios used to probe the architecture, design decisions the architect 
used to satisfy the scenarios at the architecture level, and risks found during an 
architecture review. The component is capable of exporting texts, graphics, and basic 
formatting such as bullet lists and tables. The resulting report represents an important 
asset in documenting essential information of the architecture exploration. It also serves 
as an input to improve the architecture in a goal-oriented way by applying the required 
QUADRAD activities. Figure 8-27 shows a sample page of a tool-generated architecture 
report. 
 
 
 
Figure 8-24: Abstract Factory and Builder Mechanisms for Report Generation 
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class ReportGenerator { 
public: 
void CreateReport() { 
m_report->CreateTitlePage(); 
m_report->SetUtilityTree(); 
m_report->SetAnalyzedScenarios(); 
m_report->SaveReport(); 
} 
... 
protected: 
ReportGenerator(); 
Report* m_report; 
... 
}; 
 
class Report { 
public: 
virtual void CreateTitlePage() = 0; 
virtual void SaveReport() = 0; 
virtual void SetUtilityTree() = 0; 
virtual void SetAnalyzedScenarios() = 0; 
... 
}; 
 
Figure 8-25: Report Generator Code Samples 
 
 
 
Figure 8-26: Report Generation 
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Figure 8-27: Architecture Report (Sample Page) 
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• R3: Database cannot be easily replaced by another vendor’s product. 
Architecture adaptation: The architecture has not been adapted according to this risk. 
The database and database management components cannot be replaced by products of 
another vendor without fundamental changes to the revised architecture. However, the 
database management capabilities have been extended to include basic maintenance 
functions (see architecture revisions for risks R7 and R13). 
 
 
• R4: Mapping of risks to affected business requirements not supported. 
Architecture adaptation: The revised architecture includes a reworked relational data 
model of the project database, which allows tracing a risk back to its original requirement. 
Figure 8-28 shows the new data model. It includes the 10 entities Projects, PriorityScales, 
PriorityDimension, Requirements, Mechanisms, Utilities, PriorityRankings, Analysis, 
Findings, and Results to manage different information about a project’s architecture. Each 
entity has a primary key for unique access and, optionally, one or more foreign keys to 
include data from other entities. Foreign keys are marked as “FK” in Figure 8-28. The 
entities are related among another, either in a 1:1, a 1:n, or a n:m relationship. For 
example, managing a prioritized set of quality requirements of a particular project is 
realized by the entities Projects, Requirements, Utilities, and PriorityRankings. Risks of a 
project are treated by the entity Findings. The entity Results manages different sets of 
logically related risks, also known as risk themes. 
 
The new data model allows the mapping from risks and risk themes to business 
requirements. Figure 8-29 shows the respective entities that need to be traversed as part of 
a database query in order to gather the respective information. The query can be 
implemented by the following SQL pseudo code: 
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Figure 8-28: Revised Data Model 
 
 
 
Figure 8-29: Database Query for Mapping Risks to Business Requirements  
Chapter 8. Validation of the QUADRAD Framework 249
 
 
• R7: Limited performance when database is frequently updated. 
Architecture adaptation: The revised architecture integrates a Database Compression 
component that improves the performance of the database (cf. Figure 8-23). This 
component makes a copy of the database file and, if it is fragmented, rearranges how the 
database file is stored on disk. When completed, the compacted database has reclaimed 
wasted space, and is usually smaller than the original. Compacting the database ensures 
optimal application performance. Failures such as page corruptions and power surges are 
resolved. If a primary key exists in the table, the Database Compression component re-
stores table records into their Primary Key order. This makes the read-ahead capabilities 
of the database engine much more efficient. Database Compression also updates the table 
statistics within the database that are used as optimizes queries. These statistics can 
become outdated as data is added, manipulated, and deleted from the various tables. 
Query speed will be enhanced significantly, because they are now working with data that 
has been rewritten to the tables in contiguous pages. Scanning sequential pages is much 
faster than scanning fragmented pages. Queries are also forced to recompile/optimize 
after each database compaction. 
 
• R12: Calculation of statistics not supported. 
Architecture adaptation: The revised architecture includes a Computation & Statistics 
component (cf. Figure 8-23). This component is updated and extended based on the 
Computation component of the original architecture (cf. Figure 8-20). It now allows 
calculating statistics about each architecture effort stored in the database. Important 
statistics are, for example, the number of architecturally driving requirements, the number 
of risks identified during architecture evaluation, the number of reviews performed during 
the architecture’s lifetime, and the number of change requests for requirements. This 
information is important for getting a quick overview of the status and maturity of the 
architecture. 
 
• R13: No recovery precaution for database failures. 
Architecture adaptation: The revised architecture includes a Data Recovery component 
that is responsible for preventing or minimizing data loss in case the database is corrupted 
(cf. Figure 8-23). This component records all changes made in the database in a Redo 
Log. The Redo Log consists of multiple files that are stored separately from the database. 
The Data Recovery component records ongoing database changes and writes to the log 
file whether the changes are physically written to the database (committed) or whether 
they are made to the database buffers in memory (uncommitted). 
If a database failure occurs (e.g., file system failure) the first step of the recovery process 
is to roll forward all of the changes recorded in the redo log to the data files. After roll 
forward, the data blocks contain all committed changes as well as any uncommitted 
changes that were recorded in the redo log. The Data Recovery component then performs 
a roll back where uncommitted transactions previously applied by the rolling forward 
phase are undone (cf. Figure 8-30). After the roll back the database is in a consistent state. 
Media failures (e.g., head crash of hard disk) are managed by frequently backing up the 
database and log files to separate media. Note that database compression and recovery 
can be controlled by the user interface component Database Maintenance Dialog (cf. 
Figure 8-23). 
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8.6.3 Step 3: Evaluating the Revised Architecture C* 
Table 8-24 shows that the ten risks R1, R4, R5, R7, R8, R9, R10, R11, R12, and R14 have 
been resolved through an architectural improvement of C. Two risks (R2 and R13) could be 
resolved by refining the architectural drivers/business goals. The two risks R3 and R6 could 
not be addressed during the validation. They have been omitted because the first official 
release (V1.0) of the system needed to be finished prior to the end of the validation. Table 
8-25 shows that three additional risks have been identified during step 3. These risks are 
related with the new design decisions made for C*. They are not significant for the validation 
and thus are not described in more detail here. 
 
According to the metrics M11 and M12 given in Table 8-2, the average risk severity and 
architectural quality of the revised architecture of project C is calculated as follows: 
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Figure 8-31 illustrates the risk rankings and the average risk severity of the revised 
architecture C*. 
 
 
 
 
Figure 8-30: Database Recovery 
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Table 8-24: Risks of Project C (Original vs. Revised Architecture) 
Risks of C 
Ranking 
Original 
Architecture
Architecture 
Revision 
Activity 
New 
Risk Status 
Ranking 
Revised 
Architecture 
R1 6 Architecture Adaptation 
Risk 
Resolved 0 
R2 9 Refinement & Adaptation 
Risk 
Resolved 0 
R3 3 -- Risk Unresolved 3 
R4 6 Architecture Adaptation 
Risk 
Resolved 0 
R5 0.75 Architecture Adaptation 
Risk 
Resolved 0 
R6 0.75 -- Risk Unresolved 0.75 
R7 6 Architecture Adaptation 
Risk 
Resolved 0 
R8 3 Architecture Adaptation 
Risk 
Resolved 0 
R9 4.5 Architecture Adaptation 
Risk 
Resolved 0 
R10 3 Architecture Adaptation 
Risk 
Resolved 0 
R11 6 Architecture Adaptation 
Risk 
Resolved 0 
R12 3 Architecture Adaptation 
Risk 
Resolved 0 
R13 6.75 Refinement & Adaptation 
Risk 
Resolved 0 
R14 3 Architecture Adaptation 
Risk 
Resolved 0 
Total 60.75 -- -- 3.75 
 
 
Table 8-25: New Risks of Project C (Revised Architecture) 
Risks of C* Probability Impact Ranking 
R15 High Low 2.25 
R16 Medium Low 1.5 
R17 Effective Very Low 1 
Total -- -- 4.75 
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8.6.4 Step 4: Comparison 
According to the metric M13 of Table 8-2 the quality of the revised architecture C* is better 
than that of the baseline architecture C: 
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64% of the risks in C could be reduced in C*: 
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The quality improvement between architecture C and C* is calculated as: 
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As a result, the architecture quality of project C could be improved by 61%. Table 8-26 
summarizes the validation results. 
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Figure 8-31: Risk Rankings of Project C (Revised Architecture) 
 
Risk ankings of Project C (Revised Architecture) 
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Table 8-26: Validation Results of Project C 
Case Study Project C 
(AET) 
 Original Architecture Revised Architecture 
 
Number of Risks 
 
14 5 
Average Risk Severity 
 
4.34 
(Medium) 
 
 
1.7 
(Low) 
 
Architecture Quality 
 
0.23 
(Average) 
 
 
0.59 
(Good) 
 
 
Risk Reduction 
 
64% 
 
Architectural 
Quality Improvement 
 
61% 
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8.7 Validation Results 
Table 8-27 gives a summary of the validation results. For each of the three projects of the case 
study the number and the severity of risks could be reduced drastically. This has lead to a 
significant quality improvement of the three systems’ architectures considered in the 
validation. Figure 8-32 and Figure 8-33 show a graphical summary of the results. 
 
 
Table 8-27: Validation Results 
Case Study Project A (CMS) 
Project B 
(AAS) 
Project C 
(AET) 
Architecture A A* B B* C C* 
Number of 
Risks 19 5 13 2 14 5 
Risk 
Severity 3.37 2.15 3.81 1.13 4.34 1.7 
Architectural 
Quality 0.3 0.47 0.26 0.88 0.23 0.59 
 
Risk 
Reduction 
 
74% 85% 64% 
 
Architectural 
Quality 
Improvement 
 
36% 70% 61% 
 
 
The validation results demonstrate that the hypothesis of this work has been confirmed. In 
Section 8.1 we stated the following validation goal to prove the hypothesis: 
 
Goal = Estimate if the QUADRAD framework improves the architectural 
quality of software-intensive systems 
 
The results clearly show that the application of QUADRAD has significantly improved the 
architectural quality of the three software-intensive systems that were part of the case study. 
 
In particular, the architectural quality for project A has been improved by an average of 36%. 
At the same time the architectural risks have been reduced by 70%. For project B the quality 
of the architecture has been improved by 74%. 11 of 13 risks have been resolved for B, 
leading to a risk reduction of 85%. Finally, the architectural quality of project C has been 
improved by 61%. The architectural risks of C have been reduced by 64%. 
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Figure 8-32: Baseline vs. Revised Architectures A, B, and C 
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Figure 8-33: Risk Reduction and Quality Improvement Achieved with QUADRAD 
 
As the results show, the number of risks is no adequate measure to determine whether the 
quality of an architecture is good or bad. Particularly, the risk reduction ratio should carefully 
be considered as metric when assessing the quality of an architecture. Even if 80% of the risks 
could be resolved due to a directed architecture revision effort this does not mean that the 
quality has improved by the same ratio. The results of the validation also confirm this fact. 
For example, the risks in A could be reduced by 70% but the quality of the architecture could 
“only” be improved by an average of 36%. Moreover, although the risk reduction ratio of C is 
smaller than that of A (64% vs. 70%), the architectural quality improvement achieved for C is 
better (61% vs. 36%). 
 
This is the reason why we did not consider the number but the severity of risks for 
determining the quality of an architecture (cf. Section 8.2). Since the severity of a risk 
depends on the risk’s probability and development impact it represents a much more practical 
view on how critical the design decisions in an architecture are. The more critical these 
decisions and the more critical decisions are included in an architecture, the higher is the risk 
severity of the architecture. The higher the risk severity, the more reduced is the quality of the 
architecture. The architectural quality is reduced because it does not achieve important 
requirements (e.g., safety, performance, or reliability) if severe risks have been identified. 
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Mitigating or resolving the risks then requires extra effort for changing the architecture. A 
quality architecture does not need any changes in order to achieve the requirements imposed 
on it. 
 
For the three projects A, B, and C of the case study, different values for the baseline and 
revised risk severity and architectural quality have been calculated according to the metrics 
M6/M7 and M11/M12 of the GQM model (cf. Table 8-2). The calculation is based on the 
stakeholders’ judgement of probability and impact of the risks. Judgemental errors have been 
avoided as far as possible as the same evaluation scenarios have been used and the same 
stakeholders have re-evaluated the risks after the application of QUADRAD on the baseline 
architectures. That there are differences in quality improvement between the projects A, B, 
and C mainly relies on three things:  
 
1. Not every risk in the three architectures could be resolved. The risks R9, R15, R16, and 
R18 in project A have not been resolved (see Table 8-11). In project B, R1 and R8, in 
project C, R3 and R6 remain unresolved (see Table 8-18 and Table 8-24, respectively). 
 
2. The remaining risks in the three architectures have different severities. The risk severity 
of the remaining risks of A is 7.75, while the severity of B and C is only 2.25 and 3.75, 
respectively (cf. Table 8-11, Table 8-18, and Table 8-24). 
 
3. The revision of an architecture particularly introduces new risks. For project A one new 
risk (R20), for project C three new risks (R15, R16, R17) have been introduced in the 
architecture (see Table 8-12 and Table 8-25). The new risks have also changed the overall 
risk severity of projects A and C. 
 
The fact that (repeated) application of QUADRAD does not eliminate all the risks in an 
architecture is quite normal. Usually, resolving every risk according to a set of evaluation 
scenarios is simply too expensive. The important thing is that the remaining risks have only a 
low severity. Then the risks are not critical for the subsequent development phases and they 
are not crucial for the business success of the system. A further investigation of the risks 
depends on the time and budget of the development effort and typically requires management 
decisions. A careful application of QUADRAD usually does not lead to new risks with high 
severity. QUADRAD includes activities for making the most appropriate architectural 
decisions and for identifying potential side effects between these decisions (cf. Chapter 5 and 
Chapter 6).  
 
It is worth to mention that the validation metrics defined in the GQM model of Table 8-2 
cannot be used to determine the risk severity and quality of an architecture in general terms. 
This means, that the metrics cannot be used to calculate a fixed and generally valid “quality 
score” for an architecture. Rather, the metrics help to determine the quality of an architecture 
based on given set of architectural risks. The quality is thus calculated relative to those risks. 
If risks change then the quality of the architecture may change, too. For each project of the 
validation, a particular set of evaluation scenarios has been used to identify the risks. Since 
these scenarios have been evaluated as most critical for the projects, there is a high probability 
that the analysis of these scenarios have uncovered the most critical risks. But again, if the 
evaluation scenarios of a project are changed, other risks may come up, which, on the other 
hand, may lead to a different architectural quality for that project. 
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However, this limitation in the metrics is not critical with respect to the validation goals of 
this thesis. We need to calculate the quality improvement of an architecture relative to a 
baseline architecture. Since we did not change any of the mentioned parameters (evaluation 
scenarios, risks, stakeholders that judge the risks) during the validation, the results reflect the 
architectural quality improvement observed by the case study in a consistent manner. 
8.8 Lessons Learned 
Some lessons have been learned during the validation of the pilot projects. In the following, 
the most significant issues are summarized. They provide opportunities for further 
improvements of guiding the process of architecture development. 
 
Preparing the Requirements for Architecture Development 
• Requirements too abstract: The given requirements are not well documented and thus 
are subject to misinterpretations, which may lead to a false evaluation of their 
significance for architectural development. In this case, iterate requirements specification 
(requirements engineering) or try brainstorming scenarios to make the essence of the 
requirements more concrete (see Section 2.3.3.1). 
• Requirements prioritization not possible: Stakeholders are unable to prioritize 
requirements. As with the previous issue, try iterating requirements specification or 
brainstorm additional scenarios. 
• Architectural drivers remain undiscovered: Stakeholders fail to discover 
architecturally significant requirements. In this case, try multiple passes of QUADRAD-P 
since the complete set of drivers is rarely identified in a first iteration. After a starting set 
of drivers has been implemented in the architecture, feedback can be given from detailed 
design and coding. This feedback often leads to the discovery of new drivers, which can 
then be considered in a second iteration. 
• Missing criteria for requirements prioritization and selection: Stakeholders are not 
able to prioritize a requirement although it is well documented. For getting a decision on 
the architecture impact try to ask a question such as “how many design elements or 
functions would be affected by the requirement under consideration.” If the number is 
estimated above three major elements/functions (rule of thumb) then the requirement can 
be ranked as architecturally significant since the effort for modifying it later seems to be 
high. On the other hand, for getting a decision on the business impact one can ask a 
question such as “is the requirement essential for the business success (e.g., to achieve 
cost targets or time-to-market) or does it affect a nice-to-have functionality.” In the 
former case, the requirement would be of high importance, in the latter case of rather low 
importance. Capturing the reasons why a requirement has been judged as architecturally 
driving or not is also helpful for a better understanding of the decisions of the resulting 
design. 
• Changing scope: The system scope changes significantly and/or frequently – e.g., new 
architecturally driving requirements come into play, others become obsolete etc. In this 
case, reconsider the architectural requirements and mechanisms by performing the 
activities “Identify architectural drivers” (cf. Section 4.2) and “Define architectural 
strategies and mechanisms” (cf. Section 5.2). Further, try evaluating the existing 
architecture for architectural risks with respect to the new requirements (cf. Chapter 6). 
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Modeling the Architecture 
• Decomposition flaws: A design element may not provide the functionality needed to 
implement the system correctly if there is not an appropriate decomposition of the 
required system functionality. This risk is mitigated by a robust architectural description 
that includes the definition of interfaces. These interfaces represent the division of 
functional responsibilities. This decomposition should be checked for completeness, 
correctness, and consistency. 
• Inadequate specifications: Design elements may not integrate properly if their 
specifications are limited to static descriptions of individual services. This risk is very 
likely to occur because current design element specification technologies do not have 
notations for expressing temporal relationships or interactions. This risk can be mitigated 
by supplementing standard contractual notations with techniques that specify explicitly 
how components that implement interacting interfaces must behave. 
• Excessive dependencies between design elements: A design element becomes less 
maintainable and reusable if it has excessive dependencies on other design elements. In 
order to reduce design element interdependencies the responsibilities of the affected 
elements need to be carefully analyzed to come to a result with a clear delineation of the 
division of responsibilities between design elements. 
• Mechanism unknown: Not every architectural driver can directly be linked to a 
corresponding mechanism in early iterations (cf. Section 5.2). Sometimes the mechanism 
remains ambiguous or is not known. In this case try to choose an architectural strategy 
that fits best to the qualities the driver addresses and derive the architectural decisions 
from this description. 
• Incorporation of remaining requirements: It is explicitly not the goal of architecture 
development to satisfy all the given requirements but only those that are architecturally 
relevant. The requirements that are not of architectural importance are usually 
incorporated as black-boxes. They must be considered during detailed design or 
implementation. The weighting of requirements performed in the QUADRAD 
Preparation workflow helps to specify the set of design- and implementation-relevant 
requirements since they have a low importance rating by the architect. 
 
Evaluating the Architecture 
• Missing experts / stakeholders during scenario prioritization: This has a severe 
impact on the evaluation results. For a proper ranking of candidate evaluation scenarios, 
at least the architect (for a decision on “architectural impact”) and a business/sales 
representative (for decision on “business importance”) are required. Without these 
stakeholders a realistic elicitation and ranking of the scenarios is not feasible. A further 
scenario exploration makes no sense and should be omitted. 
• Gathering suitable decisions: It is often difficult to gather the “correct” set of 
decisions/architectural approaches that fit to the given evaluation scenarios from the very 
beginning. One possibility to overcome this problem is to split the gathering process in 
two steps: First, elicit as many decisions in the architecture as the stakeholders are aware 
of and, second, relate those decisions to the evaluation scenarios. 
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• Data for quantitative analysis: Gathering supplemental data for quantitative analysis 
such as calculating scenario execution times (cf. Section 6.5.2) may be difficult and time-
consuming. Generally, quantitative analysis should be done in later design iterations, as 
the architecture is more stable and more reliable information from early releases of the 
system are available.  
8.9 Summary 
In this chapter the approach and major results of the validation undertaken to prove the 
hypothesis of this work have been described. The validation was based on three case studies. 
In particular, the validation goals and the validation context have been presented. Moreover, 
the data that must be gathered for setting up the validation as well as the respective metrics 
used for interpretation have been explained. Additionally, the major validation results have 
been documented.  
 
The general result of this chapter is that the hypothesis of this work could be confirmed. The 
number and severity of risks for each of the three pilot projects of the case study could be 
reduced drastically. This has lead to a significant quality improvement of the architectures of 
all three systems. In particular, the architectural quality for the CMS project has been 
improved by an average of 36%. At the same time, the number of architectural risks has been 
reduced by 70%. For the AAS project, the quality of the architecture has been improved by 
74%. 11 of 13 risks have been resolved for AAS, leading to a risk reduction of 85%. Finally, 
the architectural quality of the AET project has been improved by 61%. The architectural 
risks have been reduced by 64%. 
 
The results clearly show that the application of QUADRAD has significantly improved the 
architectural quality of the three software-intensive systems. This provides evidence to 
confirm the hypothesis of the thesis. 
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9 Summary and Outlook 
 
9.1 The Problem Revisited 
Over the past decade, the amount and complexity of software in system development has 
increased substantially – and it will significantly grow in future. For example, the amount of 
software in automobile electronics will increase by 8% per year, resulting in a €100 billion 
market in 2010 and reaching 13% of the total cost for a standard automobile [Mercer 2002]. 
The competitive pressure will rise accordingly. New features must be implemented in smaller 
development cycles and in a cost-effective way. A well-grounded knowledge of market needs 
and business-driven engineering approaches gain more relevance in order to remain 
competitive and to defend market positions.  
 
Creating sustainable solutions that meet the business goals and market needs thus becomes a 
pivotal role in software systems engineering of an organization. Unfortunately, the increased 
complexity of software in the systems to be built and the failing of many organizations to 
adequately cope with this complexity during system development have lead to the fact that 
there often is a significant mismatch between the planned and the implemented system. This 
mismatch usually has serious consequences for the organization’s financial investment, 
market share, and reputation.  
 
Requirements engineering and architecture development take a central role in the overall 
system development life cycle and thus continue to be an area of growing importance. Errors 
generated during these phases are the most expensive to fix (e.g., [Pohl 1996], [Bass 2003]). 
Experience reports have shown that especially the transition from requirements to architecture 
is one of the most critical phases of development where the largest amount of fundamental 
mistakes of an organization’s development effort are typically made (e.g., [Neumann 1995], 
[CHAOS 2001]). This work focuses on three research gaps that represent critical triggers to 
the problems of this transition: 
 
1. There is no sufficient guidance in providing the architect with those requirements which 
are essential for architecture development. 
 
2. There is no systematic support for making adequate design decisions in order to 
implement architecturally relevant requirements.  
 
3. There is insufficient support for the identification and mitigation of unwanted effects of 
design decisions in architecture development.  
 
The thesis aims at bridging these gaps. It is focused on mitigating serious problems associated 
with the gaps in the transition between requirements and architecture development. 
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9.2 The Research Contribution Revisited 
This work has implications for the architecture development of software-intensive systems. It 
provides an approach that supports the creation of architectures that are better aligned to 
architecturally significant requirements and that include less design risks. The hypothesis is 
that with these results the quality of the resulting architectures can be increased, which, in 
turn, leads to a higher probability that these architectures permit the building of systems that 
match the intended business goals more accurately. In particular, this work provides the 
following research contributions: 
 
The QUADRAD framework for Quality-Driven Architecture Development. This 
framework complements existing architecture development approaches by systematically 
addressing the given research gaps in the transition process from requirements to architecture. 
The framework includes activities, which support the development of architectures for 
software-intensive systems that are optimized to their essential quality requirements. The 
benefit of such an architecture is that it better permits building systems that meet the intended 
business goals and market needs of the development organization. This typically leads to 
higher quality systems, greater market shares, and a better reputation. The framework 
comprises activities for 
• Identifying requirements, strategies, and mechanisms that drive architecture development; 
• Making appropriate decisions that implement the essential requirements in the 
architecture by applying the strategies and mechanisms systematically; 
• Evaluating the consequences of architectural decisions with respect to the achievement of 
essential quality requirements and in the light of an overall system perspective; 
 
The Architecture Exploration Tool (AET). This research tool supports and automates 
essential activities of the QUADRAD framework. Particularly, it supports architecture 
evaluation activities and provides a systematic documentation of architecture design results. 
AET supports the capturing of requirements and their refinement with the help of scenarios. It 
further supports the prioritization of scenarios with respect to its significance for development 
and allows for a description of the major design decisions made to implement each scenario. 
AET also supports the documentation of trace information and allows traceability among 
quality requirements, refined scenarios, design decisions that pertain to a particular scenario, 
and risks associated to design decisions. 
 
A metrics suite for evaluating architecture quality and quality improvement. The 
definition of the metrics follows the Goal Question Metric (GQM) approach. They rely on the 
assessment of the probability and impact of architectural risks and are used to analyze the 
effectiveness of the QUADRAD activities. The metrics are based on the fact that the higher 
the probability and impact of a risk the more critical it is for the development and the more 
likely the architecture will fail to achieve the intended requirements. In particular, the metrics 
suite includes measures 
• to determine the severity of architectural risks,  
• to estimate the associated quality of the architecture, and  
• to compare the risk severity and architectural quality of two candidate architectures. 
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9.3 The Validation Revisited 
Goals. The goal of the validation was to prove the hypothesis of this work. In order to do so, 
we had to test whether the QUADRAD framework improves the architectural quality of 
software-intensive systems. For this purpose, case studies based on three different pilot 
projects – a car multimedia system (CMS), an automotive assistance system (AAS), and an 
engineering support system (AET) – have been performed. By choosing three projects, a 
comparative and more representative validation for judging the quality improvement could be 
achieved. 
 
Metrics. To perform the validation a set of metrics that rely on the assessment of the 
probability and impact of architectural risks have been defined. The metrics are based on the 
fact that the higher the probability and impact of a risk the more critical it is for the 
development and the more likely the architecture will fail to achieve the intended 
requirements.  
 
Results. As a general result of the validation, the number and the severity of risks for each of 
the three pilot projects of the case study could be reduced drastically. This has lead to a 
significant quality improvement in the architecture of all three systems. In particular, the 
architectural quality for the CMS project has been improved by an average of 36%. At the 
same time, the number of architectural risks has been reduced by 70%. For the AAS project, 
the quality of the architecture has been improved by 74%. 11 of 13 risks have been resolved 
for AAS, leading to a risk reduction of 85%. Finally, the architectural quality of the AET 
project has been improved by 61%. The architectural risks have been reduced by 64%. 
 
The results clearly show that the application of QUADRAD has significantly improved the 
architectural quality of the three software-intensive systems. The results also confirm the 
hypothesis of this work. 
9.4 Outlook 
While QUADRAD represents an effective approach to improving the quality of architectures, 
it also introduces opportunities for further research. The most promising topics are described 
next. 
 
Quantitative Architecture Evaluation 
 
Currently, QUADRAD uses scenario maps and qualitative analysis techniques such as 
attribute-specific questions in order to assess the architecture with respect to particular 
requirements. It also provides information and steps for estimating the execution time of 
performance scenarios. Further quantitative analysis approaches are beyond the scope of this 
work.  
 
Advanced quantitative measurement techniques could improve the architectural evaluation 
capabilities of QUADRAD. They could also complement the architecture quality metrics 
introduced in Section 8.2, which are currently based on expert judgment of architectural risks. 
Two classes of metrics seem to be of special importance for further investigation: (1) metrics 
that are based on measuring the extent of quality attribute achievement and (2) metrics that 
are based on general architectural properties.  
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Metrics for measuring the extent of quality attribute achievement: To calculate quantitative 
metrics for quality attributes, additional data about the planned implementation of the 
architecture (e.g., use of a design framework such as Microsoft .NET®, type of programming 
language, amount of code generated etc.) and the environment the architecture is embedded in 
(e.g., CPU speed, speed of I/O devices, mean time between failures of hardware components 
etc.) must be gathered. Whereas the qualitative analysis used in QUADRAD shows which 
quality requirements cannot be achieved by the architecture under consideration, a 
quantitative analysis would allow more detailed QUADRAD results by estimating numbers 
that document to what extent the particular requirements cannot be satisfied. Musa [Musa 
1999] and Smith [Smith 2002] provide promising starting points for further research with 
respect to detailed availability, reliability, and performance considerations. 
 
Metrics that are based on general architectural properties: The measurement of architectural 
design properties is another possibility to gather quantitative data. Examples are coupling and 
cohesion [Heyliger 1994], fan-in/fan-out [Fenton 1991], and control flow metrics [Zhao 
1998]. Most of these metrics are based on evaluating the dependency graph of an architecture. 
Rather than calculating the overall complexity of an architecture, the complexity of the flows 
in particular scenario maps could be calculated. This would support and detail the findings 
and assumption of a scenario analysis, especially for the attributes modifiability and 
maintainability. 
 
Integration of Reconstruction Activities 
 
An important prerequisite for revising an architecture (e.g., quality improvement or extension) 
is an appropriate architecture description. As discussed in Chapter 2, an architecture 
description should be organized into multiple views of the system, including a documentation 
of design elements and design decisions. Without such a description, an architecture revision 
that is understandable and that meets its requirements is difficult to achieve. Further, an 
architecture description is also critical for evaluating conformance between the architecture 
and its implementation in code. 
 
Architectural reconstruction techniques and tools such as those described by O’Brian et al. 
[O’Brian 2002] support architectural documentation, and thus can be beneficial for 
QUADRAD architecture development efforts. Reconstruction information gathered from 
source code can, for example, be used as a second source to endorse the architect in 
estimating the architectural impact of requirements (QUADRAD Preparation). They can also 
be used to extend the QUADRAD Evaluation workflow with respect to activities for 
analyzing the drift between architecture and implementation. 
 
Use of Architecture Description Languages 
 
Architecture description languages (ADLs) represent a formal approach to describe a software 
architecture. Semi-formal modeling approaches based on UML are now also evolving (e.g., 
[MDA 2003]). The advantage of using ADLs lies in the ability to specify an architecture 
rigorously so that it can be analyzed in an automated manner. Many ADLs are supported by 
tools for doing useful analysis of architectures specified in the language (e.g., [Allen 1994], 
[Luckham 1995], [Garlan 1997], [Feiler 2004]).  
 
The use of an ADL would allow the creation of architectural descriptions that could be 
simulated. This would especially support the scenario map analysis activities during a 
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QUADRAD Evaluation. With a tool-based simulation, the architect (and the review team) 
could gain a better insight into the capabilities actually implemented in the design elements 
that constitute the architecture. This would support the detection of design errors and flaws 
and help in validating the achievement of architecturally significant qualities. A formally 
specified architecture would also build a basis for automating traceability tasks.  
 
However, converting an architecture into an ADL-based description is usually a time-
consuming task. Often, there is a considerable effort for communicating the architecture to 
other stakeholders if no graphical representation is available. The cost and benefits of 
automated analysis should be carefully investigated. 
 
Strategy and Mechanism Selection 
 
One important activity in the QUADRAD Modeling workflow is the identification of 
architectural strategies and mechanisms for a set of architectural drivers (cf. Section 5.2). The 
strategies help to narrow the scope of appropriate solutions for the given drivers. Architectural 
mechanisms refine the corresponding strategies and add concrete detail to its implementation 
in the architecture. A starting point for further work could be the development and 
implementation of a database for cataloguing architectural strategies and mechanisms. 
Further, the database could be connected to AET (cf. Chapter 7) and appropriate recording, 
querying, and filtering options could be added to the tool. This would improve the supporting 
capabilities of AET. 
 
The effectiveness of selecting appropriate strategies and mechanisms from a database/library 
depends on two issues: (1) the information provided for these entities and (2) managing the 
access to this information. The first issue is important for the architect to decide if the strategy 
or mechanism is capable of addressing the problems associated with the requirement. The 
second issue helps to make the decision making process more efficient. The optimization of 
the selection process could also be a promising starting point for further research. 
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10 Appendix: Architectural Patterns 
 
 
This appendix provides a brief description of architectural patterns referenced in literature.  
 
Abstract Factory [Gamma 1994] provides an interface for creating families of related or 
dependent objects without specifying their concrete classes. 
Abstract Manager [Liebenau 2001] focuses on the management of business objects in 
enterprise systems. 
Acceptor-Connector [Schmidt 2000] decouples the connection and initialization of 
cooperating peer services in a networked system from the processing performed by the peer 
services after they are connected and initialized. 
Activator [Stal 2000] helps to implement efficient on-demand activation and deactivation of 
services that are accessed by multiple clients. 
Active Object [Schmidt 2000] decouples method execution from method invocation. 
Adapter [Gamma 1994] converts the interface of a class into an interface expected by clients. 
Adapter allows classes to work together that could not do so otherwise because of 
incompatible interfaces. 
Asynchronous Completion Token [Schmidt 2000] allows an application efficiently to 
demultiplex and process the responses of asynchronous operations it invokes on services. 
Blackboard [Buschmann 1996] is useful for problems for which no deterministic solution 
strategies are known. In Blackboard several specialized subsystems assemble their knowledge 
to build a possibly partial or approximate solution. 
Broker [Buschmann 1996] can be used to structure distributed software systems with 
decoupled components that interact by remote service invocations. A broker component is 
responsible for coordinating communication, such as forwarding requests, as well as for 
transmitting results and exceptions. 
Cache Management [Grand 1998] focuses on caching objects in Java and on how to 
combine a cache with the Manager [Sommerlad 1997] pattern. 
Cache Proxy [Buschmann 1996] implements caching inside a proxy that represents the data 
source from which one or multiple clients want to retrieve data. 
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Caching [Kircher 2004] describes how to avoid expensive re-acquisition of resources by not 
releasing the resources immediately after their use. The resources retain their identity, are kept 
in some fast-access storage, and are re-used to avoid having to acquire them again. 
Client-Dispatcher-Server [Buschmann 1996] introduces an intermediate layer between 
clients and servers, the dispatcher component. It provides location transparency by means of a 
name service, and hides the details of the establishment of the communication connection 
between clients and servers. 
Comparand [Costanza 2001] provides a means of interpreting differing objects as being the 
same in specific contexts. It does this by introducing an instance variable, the comparand, in 
each class of interest, and using it for comparison. Establishing the ‘sameness’ of differing 
objects is necessary when more than one reference refers conceptually to the same object. 
Component Configurator [Schmidt 2000] allows an application to link and unlink its 
component implementations at run-time without having to modify, recompile, or statically 
relink the application. 
Command Processor [Buschmann 1996] separates the request for a service from its 
execution. A command processor component manages requests as separate objects, schedules 
their execution, and provides additional services such as storing request objects for later undo. 
Coordinator [Kircher 2004] describes how to maintain system consistency by coordinating 
the completion of tasks involving multiple participants, each of which can include a resource, 
a resource user and a resource provider. The pattern presents a solution such that in a task 
involving multiple participants, either the work done by all of the participants is completed or 
none are. This ensures that the system always stays in a consistent state. 
Data Transfer Object [Fowler 2002] carries data, for example other objects or invocation 
parameters, between remote clients and servers. The encapsulation provided by this pattern 
reduces the number of remote operations required to transfer such data. 
Deployer [Stal 2000] describes how to configure, deploy, and install software artifacts. 
Disposal Method [Henney 2003] encapsulates the concrete details of object disposal by 
providing an explicit method for cleaning up objects, instead of abandoning the objects to be 
garbage collected or terminating them by deletion. 
Double-Checked Locking Optimization [Schmidt 2000] reduces contention and 
synchronization overheads when critical sections of code must acquire locks in a thread-safe 
manner just once during program execution. 
Eager Acquisition [Kircher 2004] describes how run-time acquisition of resources can be 
made predictable and fast by eagerly acquiring and initializing resources before their actual 
use. 
Evictor [Kircher 2004] describes how and when to release resources to optimize resource 
management. The pattern allows different strategies to be configured to determine 
automatically which resources should be released, as well as when those resources should be 
released. 
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Extension Interface [Schmidt 2000] allows multiple interfaces to be exported by a 
component, to prevent bloating of interfaces and breaking of client code when developers 
extend or modify the functionality of the component. 
Factory Method [Gamma 1994] defines an interface for creating an object, but lets 
subclasses decide which class to instantiate. Factory Method lets a class defer instantiation to 
subclasses. 
Fixed Allocation [Noble 2000] allows memory consumption to be predicted by allocating the 
necessary memory at program initialization. 
Flyweight [Gamma 1994] uses sharing to support large numbers of fine-grained objects 
efficiently. 
Forwarder-Receiver [Buschmann 1996] provides transparent inter-process communication 
for software systems with a peer-to-peer interaction model. It introduces forwarders and 
receivers to decouple peers from the underlying communication mechanisms. 
Half-Object Plus Protocol [Meszaros 1995] divides the responsibilities of an object into 
halves and assigns them to two interdependent half-objects when an object is used by two 
distributed clients. For efficiency reasons, each half-object implements the responsibility that 
is most used locally. This pattern lets the half-objects coordinate themselves via some 
protocol. 
Half-Sync/Half-Async [Schmidt 2000] decouples asynchronous and synchronous service 
processing in concurrent systems, to simplify programming without unduly reducing 
performance. The pattern introduces two intercommunicating layers, one for asynchronous 
and one for synchronous service processing. 
Interceptor [Schmidt 2000] allows services to be added to a framework transparently and 
triggered automatically when specific events occur. 
Layer / Layering [Buschmann 1996] helps to structure applications that can be decomposed 
into groups of subtasks in which each group of subtasks is at a particular level of abstraction. 
Lazy Acquisition [Kircher 2004] defers resource acquisitions to the latest possible time 
during system execution in order to optimize resource use. 
Lazy Load [Fowler 2002] defers the loading of data from databases until it is first accessed. 
Lazy Optimization [Auer 1996] optimizes the performance of a piece of software only after 
the design has been correctly determined. 
Lazy Propagator [Feiler 1997] describes how, in a network of dependent objects, objects can 
determine when they are affected by the state changes of other objects, and therefore need to 
update their state. 
Lazy State [Molin 1997] defers the initialization of the state of an object [Gamma 1994] until 
the state is accessed. 
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Leader/Followers [Schmidt 2000] that provides an efficient concurrency model where 
multiple threads take turns sharing a set of event sources in order to detect, demultiplex, 
dispatch, and process service requests that occur on the event sources. 
Leasing [Kircher 2004] simplifies resource release by associating time-based leases with 
resources when they are acquired. The resources are automatically released when the leases 
expire and are not renewed. 
Lookup [Kircher 2004] describes how to find and access resources, whether local or 
distributed, by using a lookup service as a mediating instance. 
Manager [Sommerlad 1998] places functionality that applies to all objects of a class into a 
separate management object. This separation allows the independent variation of management 
functionality and its reuse for different object classes. 
Master-Slave [Buschmann 1996] supports fault tolerance, parallel computation and 
computational accuracy. A master component distributes work to identical slave components 
and computes a final result from the results returned by the slaves. 
Mediator [Gamma 1994] defines an object that encapsulates the way in which a set of objects 
interact. Mediator promotes loose coupling by keeping objects from referring to each other 
explicitly, and allows their interaction to be varied independently. 
Memento [Gamma 1994] encapsulates the state of an object in a separate, persistable object. 
Microkernel [Buschmann 1996] applies to software systems that must be able to adapt to 
changing system requirements. It separates a minimal functional core from extended 
functionality and customer-specific parts. The microkernel also serves as a socket for 
plugging in these extensions and coordinating their collaboration. 
Model-View-Controller [Buschmann 1996] divides an interactive application into three 
components. The model contains the core functionality and data, the view displays 
information to the user, and the controller handles user input. The view and controller 
together comprise the user interface. A change-propagation mechanism ensures consistency 
between the user interface and the model. 
Monitor Object [Schmidt 2000] synchronizes concurrent method execution to ensure that 
only one method at a time runs within an object. It also allows an object's methods to 
cooperatively schedule their execution sequences. 
Object Lifetime Manager [Levine 2001] is specialized for the management of singleton 
objects in operating systems that do not support static destructors properly, such as real-time 
operating systems. 
Object Pool [Grand 1998] manages the reuse of objects of a type that is expensive to create, 
or of which only a limited number can be created. 
Page Cache [Trowbridge 2003] improves response times when dynamically-generated Web 
pages are accessed. A page cache is associated with a Web server that uses it to store accessed 
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pages indexed by their URLs. When the same URL is requested, the Web server queries the 
cache and returns the cached page instead of dynamically generating its contents again. 
Partial Acquisition [Kircher 2004] describes how to optimize resource management by 
breaking up acquisition of a resource into multiple stages. Each stage acquires part of the 
resource, dependent upon system constraints such as available memory and the availability of 
other resources. 
Passivation [Völter 2002] persists and activates memory representations of component 
instances to and from persistent storage. 
Pipes and Filters [Buschmann 1996] provides a structure for systems that process a stream of 
data. Each processing step is encapsulated in a filter component. Data is passed through pipes 
between adjacent filters. Recombining filters allows you to build families of related systems. 
Pooled Allocation [Noble 2000] pre-allocates a pool of memory blocks, recycling them when 
returned. 
Pooling [Kircher 2004] describes how expensive acquisition and release of resources can be 
avoided by recycling resources that are no longer needed. Once the resources are recycled and 
pooled, they lose their identity and state. 
Presentation-Abstraction-Control [Buschmann 1996] defines a structure for interactive 
software systems in the form of a hierarchy of cooperating agents. Every agent is responsible 
for a specific aspect of the application’s functionality and consists of three components: 
presentation, abstraction, and control. This subdivision separates the human-computer 
interaction aspects of the agent from its functional core and its communication with other 
agents. 
Proactor [Schmidt 2000] allows event-driven applications to efficiently demultiplex and 
dispatch service requests triggered by the completion of asynchronous operations, to achieve 
the performance benefits of concurrency without incurring certain of its liabilities. 
Proxy [Gamma 1994] provides a surrogate or placeholder for another object, to control access 
to it. 
Proactive Resource Allocation [Cross 2002] anticipates system changes and plans necessary 
resource allocations ahead of time, with the goal of maintaining system performance even 
under changed conditions. 
Publisher-Subscriber [Buschmann 1996] helps to keep the state of cooperating components 
synchronized. To achieve this it enables one-way propagation of changes: one publisher 
notifies any number of subscribers about changes to its state. 
Reactor [Schmidt 2000] allows event-driven applications to demultiplex and dispatch service 
requests that are delivered to an application from one or more clients. 
Reflection [Buschmann 1996] provides a mechanism for changing the structure and behavior 
of software systems dynamically. A meta level provides information about selected system 
properties and makes the software self-aware. 
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Resource Exchanger [Sane 1996] reduces a server’s load when allocating and using 
resources by sharing common buffers that are passed between clients and servers. 
Resource Lifecycle Manager [Kircher 2004] decouples the management of the lifecycle of 
resources from their use by introducing a separate Resource Lifecycle Manager, whose sole 
responsibility is to manage and maintain the resources of an application. 
Singleton [Gamma 1994] ensures a class has only one instance, and provides a global point of 
access to it. 
Slicing [Buschmann 1996] supports a relaxed layering of a system. 
Sponsor-Selector [Wallingford 1997] separates three fundamentally different 
responsibilities: recommending a resource, selecting among resources, and using a resource. 
State [Gamma 1994] allows an object to alter its behavior when its internal state changes. 
Strategy [Gamma 1994] encapsulates logic, such as algorithms, into interchangeable classes 
that are independent of client requests. 
Strategized Locking [Schmidt 2000] parameterizes synchronization mechanisms that protect 
a component's critical sections from concurrent access. 
Thread-Local Memory Pool [Sommerlad 2002] allows a memory allocator to be created for 
each thread. This helps to reduce synchronization overheads, since dynamic memory 
allocations are performed from a thread-local pool of pre-allocated memory. 
Thread-Safe Interface [Schmidt 2000] minimizes locking overhead and ensures that intra-
component method calls do not incur ‘self-deadlock’ by trying to reacquire a lock that is held 
by the component already. 
Thread-Specific Storage [Schmidt 2000] allows multiple threads to use one `logically global' 
access point to retrieve an object that is local to a thread, without incurring locking overhead 
on each object access. 
Thread Pooling [Petriu 1997] describes how to bound the number of threads used and how to 
reuse unused threads. 
Variable Allocation [Noble 2000] optimizes memory consumption by performing memory 
allocations on demand. 
View Handler [Buschmann 1996] helps to manage all views that a software system provides. 
A view handler component allows clients to open, manipulate and dispose of views. It also 
coordinates dependencies between views and organizes their update. 
Virtual Proxy [Gamma 1994] loads or constructs the object that the proxy represents on 
demand. 
Whole-Part [Buschmann 1996] helps with the aggregation of components that together form 
a semantic unit. An aggregate component, the Whole, encapsulates its constituent components, 
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the Parts, organizes their collaboration, and provides a common interface to its functionality. 
Direct access to the Parts is not possible. 
Wrapper Facade [Schmidt 2000] encapsulates the functions and data provided by existing 
non-object-oriented APIs within more concise, robust, portable, maintainable, and cohesive 
object-oriented class interfaces. 
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Acronyms 
 
 
AAS Automotive Assistance System 
ADD Attribute-Driven Design 
ADL Architecture Description Language 
AET Architecture Exploration Tool 
AHP Analytic Hierarchy Process 
ALMA Architecture-Level Modifiability Analysis 
APSM Architecture-Level Prediction of Software Maintenance 
ATAM Architecture Tradeoff Analysis Method 
AWG Architecture Working Group 
CAFÉ Concepts to Application in System Family Engineering 
CASE Computer-Aided Software Engineering 
CD Compact Disc 
CMS Car Multimedia System 
COM Component Object Model 
CORBA Common Object Request Broker Architecture 
COTS Components-Off-the-Shelf 
CPU Central Processing Unit 
DES Data Encryption Standard 
DLL Dynamic Link Library 
ECU Electronic Control Unit 
ESAPS Engineering Software Architectures, Processes, and Platforms for System 
Families 
EVCS Embedded Vehicle Control System 
FAST Family-Oriented Abstraction, Specification, and Translation 
FIFO First In, First Out 
GPS Global Positioning System 
GUI Graphical User Interface 
HMI Human-Machine Interface 
HTML Hypertext Markup Language 
HTTP Hypertext Transfer Protocol 
I/O Input/Output 
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IPC Inter Process Communication 
IEEE Institute of Electrical and Electronics Engineers 
ITEA Information Technology for European Advancement 
MFC Microsoft® Foundation Classes 
MIL Module Interconnection Language 
MIPS Million Instructions per Second 
MOST Media Oriented Systems Transport 
MTBF Mean Time Between Failures 
MVC Model View Controller 
NFR Non-Functional Requirement 
ODBC Open Database Connectivity 
OMT Object Modeling Technique 
OOSE Object-Oriented Software Engineering 
QUADRAD Quality-Driven Architecture Development 
QUADRAD-E Evaluation Workflow of →QUADRAD 
QUADRAD-M Modeling Workflow of →QUADRAD 
QUADRAD-P Preparation Workflow of →QUADRAD 
RAM Random Access Memory 
RMI Remote Method Invocation 
RUP Rational Unified Process 
RDS Radio Data System 
RPC Remote Procedure Call 
RSEB Reuse-Based Software Engineering Business 
RTOS Real-Time Operating System 
SAAM Software Architecture Analysis Method 
SPE Software Performance Engineering 
SQL Structured Query Language 
SRE Software Reliability Engineering 
UCM Use Case Navigator 
UML Unified Modeling Language 
VNS Vehicle Navigation System 
VP Variation Point 
WWW World Wide Web 
XML eXtensible Markup Language 
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Abstraction A representation in terms of presumed essentials, with a 
corresponding suppression of the non-essential. 
 
Activity Describes a unit of work in the development process that an 
individual playing the role represented by the →worker may 
be asked to perform. 
 
Analysis questions Questionnaire used during an →architecture evaluation to 
get a basic overview on important properties of the 
→architecture. 
 
Analytic Hierarchy Process Decision support methodology that is based on pair-wise 
comparisons. 
 
Architect The person or persons responsible for evolving and 
maintaining the system’s →architecture. 
 
Architecting →Architecture development 
 
Architectural decision Decision made during architectural design, made from a 
broad-scoped or system perspective. Architectural decisions 
are →strategic decisions and have a high systemic and 
business impact. 
 
Architectural description 
language 
A formal language for describing a (software/hardware) 
system in terms of its architectural elements and the 
relationships among them. 
 
Architectural driver A →requirement that has a strong impact on the overall 
system (systemic impact) and that is important for achieving 
the business goals. 
 
Architectural infrastructure Consists of those →design elements that every application 
functionality requires to execute. The architectural 
infrastructure is essential for achieving the most important 
→quality attributes and business goals. 
 
Architectural iteration Evolution from one →architectural release to another. 
During an architectural iteration an →architecture is evolved 
from the current state of properties to a higher elaborated 
version with additional or improved properties. See also: 
→iteration. 
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Architectural mechanism Describes a collection of component and connection types 
(and their basic responsibilities) to use for application to a 
design problem. Implements one or more →architectural 
strategies. See also: →architectural style, →architectural 
pattern. 
 
Architectural pattern Expresses a fundamental structural organization schema for 
→software-intensive systems. It provides a set of predefined 
subsystems, specifies their responsibilities, and includes 
rules and guidelines for organizing the relationships between 
them. 
 
Architectural quality Measures the overall quality of an →architecture. Depends 
on the probability and impact of the →architectural risks. 
 
Architectural release The outcome of a sequence of →architectural iterations. 
 
Architectural risk A risk within the →architecture, potentially caused by 
→design decisions that are not technically sound or that do 
not support the business goals of the development effort. The 
loss associated with the risk could be in the form of 
diminished quality of the end product, increased cost, 
delayed completion, or failure. 
 
Architectural strategy Describes a general principle to solve a particular class of 
design problems. For example, reducing the communication 
overhead between software components is a general strategy 
for addressing performance problems. 
 
Architectural structure Prescribes the type of components and relationships to be 
used to describe the software system as well as their 
properties. See also: →architectural view. 
 
Architectural style A specialization of →design element types together with a 
set of constraints on how they can be used. Codifies 
architectural solutions with predictable properties to be 
applied in a certain problem context and to facilitate reuse of 
these solutions. 
 
Architectural view Describes an architecture from a particular perspective or 
vantage point, covering particular concerns and omitting 
entities that are not relevant to this perspective. Each view is 
based on the characteristics of the →architectural view type. 
 
Architectural view model →Architectural view 
 
Architectural view type Sets the context of an →architectural view (e.g., purpose of 
the view, component and connection types etc.). 
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Architecturally significant 
requirement 
→Requirement that has a strong impact on the overall 
system (systemic impact.) 
 
Architecture The structure or structures of the system, which comprise 
software [and hardware] components, the externally visible 
properties of those components, and the relationships among 
them. 
 
Architecture description A collection of products to document an →architecture, 
usually organized into one or more →architectural views of 
the system, including →design elements, →design decisions, 
and →variation points. 
 
Architecture design The process of creating an →architecture. Comprises 
activities to make appropriate →architectural decisions such 
that the resulting architecture permits the achievement of 
most significant system →requirements. 
 
Architecture development →Architecture design, →architecture evaluation and 
→architecture recovery. 
 
Architecture evaluation The process of verifying an architecture against its (quality) 
requirements. 
 
Architecture Exploration 
Tool 
A research tool that supports an architect in documenting 
results and managing information of →architecture 
development within the QUADRAD framework. 
 
Architecture reconstruction Recovering an →architecture description from source or 
binary code of a system. 
 
Architecture recovery →Architecture reconstruction 
 
Artifact Input and output work products of the process; →workers 
use artifacts to perform activities, and produce artifacts in 
the course of performing activities. 
 
Change The degree to which a system, analyzed at a given time, is 
determined to be different from the same system analyzed at 
an earlier time. 
 
Change management The activity of controlling and tracking changes to 
→artifacts. 
 
Change scenario Covers typical anticipated future changes to a system. See 
also: →configuration scenario, →evaluation scenario, 
→stress scenario, →usage scenario. 
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Component The principal computational element or data store that 
execute in a system. 
 
Component design The process of specifying the internal details of the 
→components of an →architecture. See also: →design, 
→architecture design. 
 
Connector A relationship or runtime pathway of interaction between 
two or more components. 
 
Constraint The expression of some semantic condition that must be 
preserved. 
 
Dependency A relationship between two entities (e.g., →design 
elements), in which a change to one entity will affect the 
other entity. 
 
Design The part of a development process whose primary purpose is 
to decide how the system will be implemented. During 
design, strategic and tactical decisions are made to meet the 
required functional and quality requirements of a system. 
See also: →architecture design, →component design. 
 
Design activity Describes a unit of work in the design process. Examples are 
introducing new →design elements into the (architecture) 
design, refining or changing the behavior of existing design 
elements, and documenting a →variation point. 
 
Design constraint Special set of →requirements for which a particular pre-
defined solution must be taken into account. Usually results 
in →design decisions that cannot be negotiated. 
 
Design decision A development decision that has implications on artifacts. 
See also: →architectural decision, →strategic design 
decision, →tactical design decision. 
 
Design element →Component or →connector 
 
Design operations →Design activities 
 
Design pattern Provides a scheme for refining the subsystems or 
components of a →software-intensive system, or the 
relationships between them. It describes a commonly 
recurring structure of communicating components that 
solves a general design problem within a particular context. 
 
Detailed design →Component design 
 
Glossary 281
 
 
Device A piece of hardware that has no computational resources. 
 
Domain An area of knowledge or activity characterized by a set of 
concepts and terminology understood by practitioners in that 
area. 
 
Efficiency Relative extent to which a resource is utilized. 
 
Encapsulation A means for grouping internal primitives or data and 
limiting external access. 
 
Entity A concrete or abstract thing of interest. 
 
Evolution The rate of →change. 
 
Evaluation scenario Used for the analysis of complex systems. See also: 
→change scenario, →configuration scenario, →stress 
scenario, →usage scenario. 
 
Event Some occurrence that may cause the state of a system to 
change. 
 
Framework An extensible structure for describing a set of concepts, 
activities, and techniques necessary for a complete product 
development or manufacturing process. 
 
Functional requirement Describe which →functionality has to be provided by the 
system. 
 
Functionality In the context of →requirements engineering: the set of 
functions that an end user is able to access or perceive. 
 
Interface A boundary across which two independent entities meet and 
interact or communicate with each other. The outside view 
of a →design element, which emphasizes its abstraction 
while hiding its internal structure. 
 
Iteration A distinct sequence of activities resulting in a release. See 
also: →architectural iteration. 
 
Legacy system An older, potentially moldy system that must be preserved 
for any number of economic or social reasons, yet must 
coexist with newly developed elements. 
 
Methodology A regular and systematic way of accomplishing something. 
The detailed, logically ordered plans or procedures followed 
to accomplish a task or attain a goal. 
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Module An implementation unit of software that provides a coherent 
unit of functionality. 
 
Process Technically: The activation of a single thread of control. 
 
Product line A set of →software-intensive systems sharing a common, 
managed set of features that satisfy the specific needs of a 
particular market segment or mission and that are developed 
from a common set of reusable core assets in a prescribed 
way. 
 
Project An undertaking typically requiring concerted effort that is 
focused on developing or maintaining a specific product or 
products. Usually, a project has its own funding, accounting, 
and delivery schedule. 
 
Quality The degree to which a system possesses a desired 
combination of →quality attributes. 
 
Quality attribute Addresses a quality characteristic of a system, for example, 
performance, security, availability, modifiability, and 
portability. 
 
Quality requirement A →requirement that typically has a strong impact on the 
→architecture. A quality requirement addresses one or more 
→quality attributes. 
 
Quality scenario Prescribes a structure to document the →quality 
requirements in a concrete way. 
 
Real-Time System A system whose essential processes must meet certain 
critical time deadlines. A hard-real-time system must be 
deterministic. Missing a deadline may lead to catastrophic 
results. 
 
Refinement The process of gradually disclosing information across a 
series of descriptions. 
 
Relationship A connection between two entities (e.g., →components). 
 
Requirement A condition or capability that specifies (a portion of) what 
the system should do. 
 
Requirements engineering Emphasizes the utilization of techniques that ensure the 
completeness, consistency, and relevance of the system 
→requirements. 
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Requirements traceability Possibility to link the →requirements backwards to their 
sources (e.g., the customer) and forward to the resulting 
system development →artifacts (e.g., →design elements). 
Requirements traceability is critical in determining the 
impact of potential requirements changes in a system – e.g., 
with respect to the change effort. See also: →traceability.  
 
Resolution rule Describes how a →variation point is bound. 
 
Responsibility Denotes the obligation of a →design element to provide a 
certain behavior. The functionality of a design element. 
 
Reuse Repeated use of an →artifact. 
 
Risk The possibility of suffering loss. An ongoing or impeding 
concern that has a significant probability of adversely 
affecting the success of major milestones. 
 
Scenario A means to specifying requirements for a →software-
intensive system in a concrete way. A scenario is defined as a 
short statement describing an interaction of one of the 
→stakeholders or an interaction of another system with the 
system under consideration. 
 
Scenario map Graphical representation of the “execution path” of a 
→scenario and the associated →design elements. 
 
Sensitivity point One or more →architectural decisions to which a quality 
attribute is highly correlated. 
 
Severity (of a risk) Measures how high a risk is. The severity depends on the 
probability and impact of the risk. See also: →architectural 
risk. 
 
Software architecture →Architecture 
 
Software product line →Product line 
 
Software-intensive system A system with a high share of software. 
 
Stakeholder Any person or representative of an organization who has a 
vested interest in the outcome of a project or whose opinion 
must be accommodated. A stakeholder can, for example, be 
an end user, an →architect, a requirements analyst, a 
developer, or a project manager. 
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Strategic (design) decision  A development decision that has sweeping architectural 
implications. See also: →architectural decision, →tactical 
design decision. 
 
Stress scenario Covers extreme situations or changes that are expected to 
“stress” the system. Stress scenarios expose the limits or 
boundary conditions of the current design, exposing possibly 
implicit assumptions. See also: →configuration scenario, 
→evaluation scenario, →change scenario, →usage 
scenario. 
 
System  A collection of software and/or hardware performing one or 
several tasks for a common purpose. 
 
System architecture →Architecture 
 
Tactical (design) decision A development decision that has local architectural 
implications. See also: →architectural decision, →strategic 
design decision. 
 
Trace A link between (parts of) two →artifacts (e.g., 
→requirements and →design elements). 
 
Traceability Supports the validation if the (architecture) design and 
implementation of a system satisfies the →requirements for 
that system (in the narrower sense). See also: 
→requirements traceability. 
 
Tradeoff-point One or more →architectural decisions that influences some 
→quality attributes in a positive and other quality attributes 
in a negative way. 
 
Type A predicate characterizing a collection of entities. 
 
Unified Modeling Language A general-purpose modeling language that can be used to 
describe the static structure and dynamic behavior of a 
system. 
 
Usage scenario Describes a user’s intended interaction with the completed, 
running system. See also: →configuration scenario, 
→evaluation scenario, →change scenario, →stress 
scenario. 
 
Use case scenario Describes a sequence of actions that use a piece of 
functionality of the system to provide the user with a 
valuable result. Makes functional requirements concrete. 
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Workflow Represents the flow of control between →activities and 
→artifacts. 
 
Work product →Artifact 
 
Worker Represents a role played by individuals on the project, and 
defines how they carry out work. 
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