We generalize the maximum likelihood method to non-Gaussian distribution functions by means of the multivariate Edgeworth expansion. We stress the potential interest in this technique for all those cosmological problems in which the determination of a non-Gaussian signature is relevant, e.g. in the analysis of largescale structure and cosmic microwave background. The application to the COBE two-year correlation function reveals a significant displacement of the parameter confidence region with respect to the Gaussian case.
INTRODUCTION
Modem large-scale astronomy is, to a large extent, the science of non-Gaussian random fields. One of the keys to understanding the formation and evolution of structure in the Universe resides in fact in the statistical properties of the matter field. Rival theories of structure formation predict different statistical features, both in the present Universe and in the primordial fluctuations encoded in the microwave background. To the scope of quantifying the statistical feature of the matter clustering, the estimation of parameters via the maximum likelihood method is increasingly employed in astrophysics. For example, the maximum likelihood method is currently widely employed in the analysis of cosmic microwave background (CMB) experiments (see e.g. Seljak & Bertshinger 1993; Dodelson & Jubas 1993; Hinshaw et al. 1996) , large-scale surveys (see e.g. Loveday et al. 1992; Fisher et al. 1994; Oliver et al. 1996) and cosmic velocity fields (Jaffe & Kaiser 1995) . Once a suitable likelihood function (LF) has been constructed, one estimates the best parameters simply by finding the maximum of the LF with respect to those parameters. To estimate their confidence region the simplest method, although not the only one, is the Bayesian approach. Suppose there is a distribution of universes, each of which is characterized by different values of the parameters Ct.;, and that in one ofthese universes we measure the quantities X;.
The joint probability distribution function (PDF) of the parameters and the experimental data is where P(x;; Ct.;) is the probability to find the particular data set X; given the particular parametric set Ct. ;, whileP(Ct.; ) is the PDF of the parameters themselves. The simplest possibility, and the most often adopted in absence of further information, is to put P (Ct.;) = constant, corresponding to a complete lack of knowledge of the underlying distributions of the theoretical parameters. In this case, the PDF of the parameters coincides with the likelihood function P(x;; Ct.;). Then, given the data set we actually measured, the confidence region (CR) at the level 1-B is simply found as the region in which the integral of the LF with respect to the parameters, normalized in the parameter space, equals 1 -B.
A different method by which to estimate the CR, which gives in general different results, is to derive either analytically or via a set of simulations (Monte Carlo method) the probability distribution of the best LF estimates tX;(x;), which are themselves random variables.
Whatever approach is adopted to evaluate the CR, there is clearly a general problem to address: usually, in fact, we don't know how the data are distributed, and the usual Gaussian approximation may be very poor. This is the case, for instance, in large-scale structure, where we already know that the density fluctuations are not Gaussian, even on fairly large scales (Bouchet et al. 1993; Gaztanaga 1992 Gaztanaga , 1994 ). The only way in which this has been dealt with has been to take into consideration specifically designed non-Gaussian models, and to determine for each of these the confidence regions for the relevant parameters. Other than being too model-dependent, this procedure is in many cases prohibitively slow for current astrophysical applications (consider, for example, N-body simulations). It is then of interest to examine alternatives able to retain the useful features of the likelihood method while allowing more freedom in exploring different non-Gaussian (non-G) distributions.
In this work we propose a perturbative method by which to estimate theoretical parameters when the higher-order multivariate moments (or n-points correlation functions) are non-vanishing, via an expansion around a Gaussian LF, specifically the multivariate Edgeworth expansion (MEE). As long as the perturbative approach does not break down, i.e. as long as the departure from Gaussianity is mild, the MEE gives an answer to the problem of the distribution function of the data, because it allows arbitrary values of the higher-order correlation functions.
To the order to which we limit ourselves here, the maximization of the LF can estimate the first non-G correlation function, i.e. the third-order moments. This estimate will share the good and less good properties of likelihood estimators: they are consistent estimators, but only asymptotically (i.e. for large samples) unbiassed, as we will show in the Appendix. (An estimate of the biasing can be obtained by estimating the parameters in a simulated experiment and deriving the average deviation of the estimate from the input parameters, see e.g. Seljak & Bertschinger, 1993.) To this order, for the fourth-order cumulant there is not an estimator at all, since the LF is linear in it. We decided to keep track of it anyway, because it is still interesting to use the fourth-order cumulant as an external parameter and see how our results change with different assumptions about it. In principle one can include in the analysis all the set of higher-order moments considered relevant to the problem.
After presenting the basic formalism of the non-Gaussian LF, we apply the method to the COBE 2-year angular correlation function: even if we drastically simplify the problem by neglecting cross-correlations, the displacement of the CR appears certainly significant. We will sometimes use the words 'skewness' and 'kurtosis' to refer to the 3-and 4-point correlation functions, respectively, or to their overall amplitude; in the statistical literature, the definition of skewness is actually, in our notation, )'1 =e i '/(e ii )3/2, and for the kurtosis }'z =k'ii/(eiif The correlation matrices depend in general both on a number of theoretical parameters (Xj,j=l, ... , P (that we leave for the moment unspecified) and on the experimental errors. In most cases, we can assume the experimental errors to be Gaussian distributed (or even uncorrelated) so that they can be completely characterized by the correlation matrix e ij , which is simply to be added in quadrature to the 2-point correlation function. It is useful to define then the matrix (6) The problem of estimating the parameters (Xj is solved by maximizing, with respect to the parameters, the likelihood function
where f(x) is the multivariate PDF for the random variables Xi. The main difficulty with using this approach, however, is that we do not know, in general, the exact form for the PDF f(x). The usual simplifying assumption is then thatf(x) is a multivariate Gaussian distribution (8) where
A straightforward way to generalize the LF so as to include the higher-order correlation functions, which embody the non-Gaussian properties of the data, is provided by the MEE. An unknown PDF f(x) can indeed be expanded around a multivariate Gaussain G (x, A) according to the formula (Chambers 1967; McCullagh 1984; Kendall, Stuart & Ord 1987) 
where hij ... are Hermite tensors, the multivariate generalizations of the Hermite polynomial. If there are r subscripts, the Hermite tensor hij .. is said to be of order r, and is given
where Oij ... = (o/axJ (o/axJ .... The Hermite polynomials are located on the main diagonal of the Hermite tensors, where Aij=Oir Notice that the functionf(x) is normalized to unity, since the integrals of all the higher order terms from minus to plus infinity vanish. It can be shown that the MEE gives a good approximation to any distribution function provided that all the moments are defined and that the higher order correlation functions do not dominate the Gaussian term. In other words, the MEE can be applied only in the limit of mild non-Gaussianity. More accurately, the approximation is good, in the sense that the error one makes in the truncation is smaller than the terms included, if the cumulants obey the same order-of-magnitude scaling of a standardized mean (Chambers 1967 ). This condition is satisfied, for example, by the cumulants of the galaxy clustering in the weakly non-linear regime, which explains why the (univariate) Edgeworth expansion gives a good approximation of the probability distribution of the large-scale density field (Juszkiewicz et al. 1995; Bernardeau & Kofman 1995) . The same expansion has been also applied to the statistics of pencil-beam surveys, in which the one-dimensional power spectrum coefficients can be written as a genuine standardized mean (Amendola 1994) . Finally, it has also been used in calculating the topological genus of weakly non-Gaussian fields (Matsubara 1994) . Let us also note that the MEE lends itself to a further generalization: if the experimental errors are not Gaussian distributed, then the expansion for the data given the error correlation functions e ij ... is the same as in equation (9), but with the new cumulants Kij ... =k ij ... + eij .... In fact, the general theorems on the random variables ensure that the cumulants cumulate, i.e. that the cumulants of Xi are the sum of the cumulants of the true quantities being measured and the experimental errors, provided they are independent. Two properties are of great help in dealing with the MEE. The first is that k ijk ... and hijk ... are contra-and co-variant tensors, respectively, with respect to linear transformations of the variables Xi' It follows then that f(x)dx is totally invariant with respect to the linear transformations which leave invariant the quadratic form X2=XiAgXj. This property is very useful, because we can always diagonalize the quadratic form by choosing a linear combination yj =A~Xi such that X2=xiAirj =ifJijyi. The MEE in the new variables i remains formally the same as in equation (9), with X ~ Y and A ~ fJ, but now G (y, fJ) factorizes, and all the calculations are simplified. Notice that even if the new variables are uncorrelated, they are not statistically independent (unless the Xi are Gaussian variates), i.e. the higher-order matrices are not diagonalized. The second useful property is that the MEE is analytically integrable if the integration region is bounded by x 2 =constant. These two properties can be exploited to evaluate a non-Gaussian generalization of the X2 method (Amendola 1996) .
To familiarize the interested reader with the MEE, we present in the Appendix some analytical properties that hold in simplified situations.
A WORKED EXAMPLE: THE CORE DATA
As an example of application of the non-G technique, we determine the quadrupole Q';; and the slope n of the primordial fluctuations from the COBE 2-yr correlation function ; the 4-yr results, see Hinshaw et al. 1996 , are within the errors). Even with the assumption that the matter perturbations are Gaussian, it is clear that the angular correlation function, a quadratic function of the fluctuations, is not strictly Gaussian (Scaramella & Vittorio 1993). The two-point angular correlation function can be conveniently written as
where lXij is the angular separation between the i -th andj -th pixel on the sky, ~(/3) is the observational window function relative to a beam angular size /3, PI is the Legendre polynomial of order I , and C, is defined in terms of the multi pole coefficients a'!' as I cl = I la'!'12. (12) m=-/ For the Sachs-Wolfe effect of fluctuations with power spectrum P=Ak n , we can derive the expected variance of the amplitudes a'!' as (Bond & Efstathiou 1987; Hinshaw et al. 1996) © 1996 RAS, MNRAS 283, 983-989
where Q ~s is the expected quadrupole signal derived from the correlation function. The theoretical value for C, is then C,= (21 + 1) at, ad it depends uniquely on Q~s and n.
Finally, we average equation (11) Bertshinger 1993). We are thus forced to assume, very simplistically, that the correlation function data at different separations are statistically independent. The correlation function cij, as given in equation (11), is the sum of an infinite number of random variables, the coefficients C" each of which in turn is the sum of 21 + 1 independent quadratic Gaussian variables, the multi pole coefficients a,!,.
We can then derive the r-th cumulants of C(IX) as k,(IX)=(r-l) 12,-
1 I (21 + l)a;n8~(IX),(15)
1=2
where al is defined in equation (13), 81= ~P, and we put lmax=60. We then build the LF L(x;), where (16) is the standardized random variable and where c;, e; are the 36 values of the COBE correlation function (quadrupole removed) and the experimental errors, respectively, as reported in Bennett et al. (1994) . The COBE window coefficients ~ are taken from Wright et al. (1994) . We maximize the LF to determine the best guess for Q = Q;;s and n. Then, we determine the confidence region R by finding the values of the parameters for which
(up to fourth order), where Tis the norm of the LF over the whole parameter space. The LF is displayed in Fig. 1 . The confidence regions, for 8 = 0.32,0.05 and 0.003, respectively, are shown in Fig. 2 , both for the Gaussian and non-G case. As we can see, the inclusion of the higher-order moments leads to a sensible displacement of the CR. The best estimate itself (Q = 14.07 f-lK., n = 1.82) is displaced from the Gaussian positon (Q = 12.87 f-lK., n = 1.99). Comparing with Bennett et al. (1994) , we notice that our Gaussian LF is much smaller than the LF with full cross-correlation included. Roughly speaking, the inclusion of cross-correlations amounts to a reduction of the effective degrees of freedom, thereby decreasing the ability of the experiment to constrain the theory. We can then also expect that the true non-G CR is larger than the one we obtained. Needless to say, it would be interesting to apply the method including the full correlation matrix.
CONCLUSIONS
Perhaps the main problem in applying the formalism (developed so far) to real situations is choosing a 'good' set of theoretical parameters (Xj' Let us discuss briefly this point in connection to the large-scale structure (LSS) of the galaxy. In principle we can parametrize the statistical properties of the LSS in an infinite number of ways. However, a particular set of parameters has been singled out in the current literature, both theoretical and observational, (Peebles 1980 Rangarajan & Srednicki 1993; Gangui et al. 1994) . (Note that in this paper, we defined Q, Ra and Rb in terms of the cell-averaged correlation functions, rather than in terms of (r), as currently done.) Thus, the full set of parameters to be estimated is ro, 1', Q, Ra , Rb • In principle, the non-G LF allows a determination of this parametric set in such a way that the best estimate of one parameter depends on all the others, unlike the common procedure of estimating some parameters and fixing the others (in particular, fixing the non-Gaussian parameters to zero). Application to real data will be presented elsewhere.
To give an idea of how big the non-G corrections are in the LSS problem, let N be the number of independent data (i.e. data on cells at separations much larger than the correlation length) and let us estimate the skewness and kurtosis 1'1, 1'2 defined in Section 2 (see also the Appendix). We obtain 1'2=k jiij (x)/(J4=S4(J2 and l'i=S~(J2. For S3~3 and S4 ~ 20, as large-scale surveys suggest (e.g. Gaztanaga 1994), one gets 1'2 ~ 20(J2, and I'i ~ 1O(J2. For scales around 10 h -I Mpc or so, where (J2 ~ 1, 1'1' 1'2 are then very large, but they decrease rapidly for larger scales. On scales larger than 30 h-I Mpc or so, 1'1' 1'2 are small enough to use the MEE also near the tails.
Let us summarize the results reported in this paper. This work is aimed at presenting a formalism for parametric estimation with the maximum likelihood method for nonGaussian random fields that can be applied to a large class of astrophysical problems. The non-Gaussian likelihood function allows the determination of a full set of parameters and their joint confidence region, without arbitrarily fixing any of them, as long as enough non-linear terms are included in the expansion. The CR for all the relevant parameters can be estimated by approximating the distribution function for the parameter estimators around its peak by a Gaussian, as in the Appendix, or numerically, as in Section 3.
We applied the technique to the COBE 2-yr angular correlation function. The result is that the confidence region for the two primordial parameters, Q';; and n, is rather different from the case .in which Gaussianity is assumed. We derived this result neglecting the cross-correlations: comparing with Bennett et al. (1994) we expect that the true CR is quite a bit larger than the one we obtained.
There are two main limitations to the method. One is that we obviously have to truncate the MEE to some order, and consequently the data analysis will implicitly assume that all the higher moments vanish. The second limitation is that the method is not applicable to a strongly non-Gaussian field, where the MEE breaks down. Assuming the scaling relations of equation (19), for instance, the condition cij < 1 will ensure that the higher-order terms are not dominating over the lower terms, as long as the scaling constants are of order unity. Based upon the current understanding of matter clustering, we expect the condition of weak nonGaussianity to hold for scales ranging from ~ 30 h -I Mpc to the horizon scale.
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I acknowledge very useful discussions with Stephane Colombi, Scott Dodelson, and Albert Stebbins, and the APPENDIX The likelihood estimates for the parameters are obtained by maximizing equation (9) with respect to the parameters. To illustrate some interesting points, let us put ourselves in the simplest case, in which all data are independent, and we only need to estimate the parameters (J and k3 entering the 2-and 3-point correlation function as overall amplitudes:
Because we are in such a simplified case, we will recover several well-known formulae of sampling statistics, like the variance of the standard deviation (J and of k3• It is important to bear in mind, however, that the MEE is much more general than we are assuming in this section, since it can allow for full correlations among data, for experimental errors, and for non-linear parametric dependence. For simplicity, we also assume that the sample kurtosis is negligible, which gives, for largeN, LtXi=3(LtX;)2. We show here that the maximum likelihood estimators for the variance and for the skewness in the case of independent data and for N ~ 00 reduce to the usual sample quantities
We will assume also that the average has been subtracted from the data, i.e. that LiXi=O. This actually reduces the degrees of freedom, but in the limit of large N we can safely ignore this problem. If the distribution function of Xi is approximated in the limit of small k3 by the univariate Edgeworth expansion
where G (Xi' a) is a Gaussian function, then the multivariate distribution function for the data set is L (x) = IT;!;. [In the notation of equation (10) 
Let us pause to evaluate the order-of-magnitude of the non-G corrections in the univariate Edgeworth expansion (A4). Assuming X, ~ a, the first correction term is of the order of YI =.k 3 /a\ which is the dimensionless definition of skewness. 
where in the last step we used equation (A2). Inserting (A9) into (A8) we obtain finally (since LrXi=O)
When not only a non-zero skewness k3 is present, but also a non-zero kurtosis parameter k4' defined in a way similar to k3 as kjjld=k4SjjkJ one has, in the same approximations as above, in (AI7) is the usual variance of the sample variance for Gaussian, independent data. The second term is due to the kurtosis correction: it will broaden the CR for (J when k4 is positive, and will shrink it when it is negative. Depending on the relative amplitude of the higher-order corrections, the CR for the variance can extend or reduce. It is important, however, to remark that this estimate of the confidence regions is approximated, and that it can be trusted only around the peak of the likelihood function. This means that we cannot use the CR estimated by the method exposed here when we are interested in large deviations from the best estimates. To overcome this problem, in the application of Section 3 we integrated the LF numerically._
