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Resumen
En el presente documento se hace un análisis de algunos de los modelos de clima más impor-
tantes que representan el comportamiento climático en la superficie del planeta y se enfatiza
primordialmente en el estudio del deshielo que se ha presentado en el Océano Ártico y que
ha sido de gran interés para la comunidad científica.
Se parte de la ecuación de balance de calor, para la cual se propone un Funcional que cumpla
con la condición de estado estacionario y por medio del uso del cálculo variacional aplicado
a este sistema se llega a un problema de valores y vectores propios el cual permite identificar
el comportamiento de las solución Te además de su estabilidad.
Posteriormente se estudia un modelo enfocado primordialmente en la pérdida de hielo ma-
rino del Océano Ártico cuya variable de estado E representa la energía por unidad de área y
que hace referencia a la capa de mezcla oceánica. Se introduce la ecuación diferencial corres-
pondiente y algunos de los parametros mas importantes entre ellos el parametro de control
que representa la reducción en la radiación de salida debido al incremento en los niveles de
gas invernadero y que es de gran relevancia durante el desarrollo de la investigación.
Posteriormente este trabajo de investigación se centra en el estudio del modelo de clima
orientado hacia un análisis por medio del uso de la topología y en particular utilizando va-
riedades para definir la superficie de la tierra, esto debido a que el planeta geométricamente
no es del todo esférico. El tratamiento matemático es mas riguroso que el utilizado en los
modelos anteriores y se estudia también la controlabilidad del sistema.
Finalmente se pretende también mostrar cuál ha sido el comportamiento de los glaciares en
Colombia y como ha disminuido el hielo de algunos de los principales nevados en los ultimos
años mostrando de esta forma la fragilidad del clima del planeta y en particular de nuestro
país. El estudio que se hace en este caso es primordialmente teórico.
Durante el desarrollo de este trabajo de investigación se pone de manifiesto también uno
de los fenómenos que se cree ocurrió en el planeta en dos oportunidades hace 2.4 billones y
hace 600 millones de años atrás respectivamente denominado Snowball Earth en el cual el
planeta colapsó hasta el punto tal de quedar completamente cubierto de hielo. Hay pruebas
de que este fenómeno haya ocurrido en algunas partes del planeta como es el caso de África
en donde se han encontrado pruebas de tal acontecimiento.
Se muestran también algunos de los resultados analíticos obtenidos a partir de simulaciones
que muestran el comportamiento de las soluciones a la ecuación de balance de calor.
xii
Palabras clave: temperatura, albedo, radiación, retroalimentación positiva, absorción,
punto de equilibrio, energía.
Abstract
This document analyzes some of the major climate models that represent the climate beha-
vior on the surface of the planet and emphasizes primarily in the study of ice melt occurred
in the Arctic Ocean and has been of great interest to the scientific community.
It starts from the heat balance equation, for which a Functional is proposed with steady
state condition and by using the variational calculus applied to this system will become to
a problem of eigenvalues and eigenvectors which identifies the behavior of Te in addition to
its stability.
Later studies have focused primarily on the Arctic Ocean sea ice loss model whose state
variable E represents the energy per unit area and refers to the ocean mixed layer. The
corresponding differential equation is introduced and some of the most important parame-
ters including the control parameter that represents a reduction in the radiation output due
to increased levels of greenhouse gases that is highly relevant for the development of this
research.
Subsequently, this research focuses on the study of climate model oriented to an analysis
by use of the topology and in particular using varieties to define the surface of the earth
because the planet geometrically is not quite spherical. The mathematical treatment is more
rigorous than the used in the previous models and it also considers the controllability of the
system.
Finally it pretends to show what has been the behavior of glaciers in Colombia and how
much the ice layer of some major mountains have decreased in the last years, showing the
fragility of the earth’s climate and in particular in our country . In this case the study has
been done theoretically.
During the development of this research is also evident some phenomena occurred on the
planet twice 2.4 billion and 600 million years ago respectively called Snowball Earth in which
the planet collapsed to the point that was completely covered in ice. There is evidence that
this phenomenon has occurred in some parts of the world such as Africa where there are
evidences of such event.
Some of the analytical results obtained from simulations are presented here showing the
behavior of the solutions to the equation of heat balance.
Keywords: temperature, albedo, radiation, positive feedback, absorption, equilibrium
point, energy
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1 Introducción
1.1. Motivación
Se cree que el retiro del hielo marino Ártico ha aumentado durante las últimas décadas de-
bido a la diferencia en el albedo, es decir, la reflectividad entre el hielo marino y las aguas
oceánicas expuestas. En la figura 1-1 se puede observar la pérdida de hielo marino en el
océano Ártico. Debido a que el hielo marino es altamente reflectivo a la radiación solar así
se encuentre cubierto o descubierto de nieve, el incremento del área en aguas abiertas que es
expuesta según como el hielo marino se retira conduce a un incremento en la radiación solar
absorbida contribuyendo de este modo a un mayor retiro del hielo.
Figura 1-1: Disminución de la capa de hielo del océano Ártico.
Un gran número de estudios recientes han discutido la posibilidad de que esta retroalimen-
tación hielo-albedo positiva causará la rápida disminución de la cubierta de hielo marino
anual mínima (Septiembre) al pasar a un umbral crítico, después del cual el hielo marino se
derretirá en una trayectoria irreversible hacia un estado estacionalmente libre de hielo.
Se podría esperar que los dos estados estables: cubierto de hielo y libre de hielo puedan
coexistir bajo el mismo forzamiento climático. El estado libre de hielo podrá permanecer
caliente debido a la absorción de la mayor parte de la radiación solar incidente, mientras
el estado cubierto de hielo refejará la mayor parte de la radiación solar y permanecerá por
debajo de la temperatura de congelamiento. En tal escenario, estos dos estados estables serán
separados por un estado intermedio inestable en el cual el Océano Ártico está parcialmente
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cubierto de hielo y absorbe sólo la radiación solar suficiente tal que éste permanece en la
temperatura de congelamiento: agregando una pequeña cantidad de hielo marino adicional
a este estado inestable conducirá a una menor absorción solar, enfriándose, y a una cubierta
de hielo marino más extendida [8]. En la figura 1-2 se puede apreciar el deshielo del océano
Ártico con áreas cubiertas de hielo y áreas libres de hielo.
Figura 1-2: Deshielo del océano Artico.
Si el clima se calienta, el estado inestable requerirá de un incremento en la extensión del
hielo para reflejar la radiación solar suficiente para alcanzar la temperatura de congelamien-
to. Más allá de un umbral crítico el clima se volverá tan caliente que el estado cubierto de
hielo alcanzará la temperatura de congelamiento. En este punto el estado estable cubierto de
hielo y el estado intermedio inestable se unen y desaparecen en una bifurcación silla-nodo,
dejando solo el estado caliente libre de hielo.
Este escenario sugiere que si un Océano Ártico cubierto de hielo fuera calentado más allá del
punto de bifurcación habrá una rápida transición al estado libre de hielo. Esto sera un pro-
ceso irreversible en el sentido que el Océano Ártico se volverá a congelar solamente después
de que el clima se habrá enfriado hacia un segundo punto de bifurcación en el cual aún un
Océano Ártico libre de hielo será lo suficientemente frio para congelarse, representando un
clima significativamente más frio que el punto original en el cual el hielo desapareció. Así,
la retroalimentación hielo-albedo, en principio causará una curva de histéresis en el clima
Ártico en respuesta al calentamiento.
1.1.1. Antecedentes históricos
La vida en la tierra se originó en el océano hace aproximadamente 4 millones de años atrás y
hace unos 20.000 años el lugar en donde hoy se encuentra ubicada la ciudad de Nueva York
estaba completamente cubierto por una gruesa capa de hielo. En esta ciudad al igual que en
muchos otros lugares del mundo se pueden observar rocas gigantes arrastradas por el hielo
miles de kilometros y prueban la existencia de los glaciares.
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En Australia científicos comprueban la existencia de rocas con una edad que oscila entre 2.2
and 2.4 billones de años época en la cual se llevo a cabo uno de los mas largos periodos de
congelamiento total del planeta denominado Snowball Earth una época con las glaciaciones
más grandes nunca antes registradas. En la figura 1-3 se muestra una roca que ha quedado
atrapada en un terreno de diferente composición al suyo, arrastrada hasta allí por la fuerza
de los glaciares.
Figura 1-3: Roca arrastrada por un glaciar y atrapada en medio de otras rocas en Australia
A partir de esta evidencia se han encontrado 7 lugares alrededor del mundo con estas ex-
trañas características como es el caso de Namibia en el sur de Africa en donde el Dr Joseph
Kirschvink del Instituto de Tecnología de California ha dedicado buena parte de su vida a
investigar estos fenómenos. En la figura 1-4 se muestra otro ejemplo de una enorme roca
arrastrada por un glaciar en Namibia.
Figura 1-4: Una enorme roca arrastrada por un glaciar en Namibia en el sur de África
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Para comprobar el origen de estas rocas se toman muestras de laba en Namibia y se estudia
la dirección del campo magnético que éstas generan y tomando como referencia el campo
magnetico de la tierra se puede encontrar la ubicación de donde la lava pudo haber sido
expulsada y sorprendentemente se ha encontrado que la latitud de donde se origina es de
aproximadamente 11◦N lugar en el cual se encuentra ubicada Costa Rica. Estas montañas de
laba contienen minerales magnetizados que se desplazaron en dirección del campo magnético
de la tierra.
Las muestras de laba se llevan al laboratorio en donde son analizadas. Para el caso de Nami-
bia los resultados indican que estas muestras provienen de lugares ubicados cerca del ecuador
lo que indica que fueron arrastradas hasta allí por los glaciares de aquella época.
El Dr. Paul Hoffman de la Universidad de Harvard afirma que la tierra estuvo completamente
cubierta de hielo en dos ocasiones como se puede observar en la figura 1-5. Los organismos
vivos trataban de escapar hacia los trópicos lugares de la tierra en los cuales la temperatura
podría ser mayor, pero éstos etaban también cubiertos por capas de hielo que alcanzaban
alturas de más de 1km de espesor, pero la vida esta presente en este momento en la tierra,
entonces cómo pudo la vida continuar después de tales catastrofes?
Figura 1-5: Periodo de Snowball Earth, la tierra completamente cubierta de hielo.
Cómo empezaron los eventos de Snowball Earth no es del todo claro, sin embargo la clave
se encuentra en los gases que mantienen el planeta caliente de lo contrario la temperatura
disminuiría hasta un punto crítico de congelamiento. En sus inicios el planeta tenía estos
gases pero en poca cantidad, entonces qué mantuvo el planeta caliente?
Para explicar esto se recurre a un lugar de los Estados Unidos en donde se puede observar
cómo se comportaba la atmósfera primitiva del planeta. Se trata de un lago en cuya superficie
se producen muchas burbujas las cuales se originan por los gases que emanan las bacterias
que están en el fondo. Este gas es elMetano. Los científicos creen que el metano fue el gas que
produjo el efecto invernadero en la atmósfera primitiva para mantener la tierra caliente en
sus inicios. Investigadores de la Universidad Estatal de Pensilvania creen que los niveles de
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metano hace 2.3 billones de años atrás (periodo en el que ocurrieron los eventos de Snowball
Earth) eran muho más altos sin embargo estos gases redujeron la luminosidad por lo cual la
atmósfera en ese momento era de un color rojizo-purpura y en estas condiciones no podía
haber vida sobre la tierra. En la figura 1-6 se observa como pudo haber sido la atmósfera
primitiva de la tierra en comparación con la atmósfera de uno de los satélites de Saturno. El
color rojizo se debe al gas metano predominante en aquella época.
Figura 1-6: Atmósfera de Titán la luna más grande Saturno. La atmósfera de la tierra debió
lusir similar en sus inicios debido a las altas concentraciones de metano.
Las únicas formas de vida que existían en ese momento se encontraban en los océanos y
eran los microbios y las células de tipo Eucariotas predecesoras de la vida moderna que
incluyen organismos formados por células con núcleo verdadero. Estos organismos constan
de una o más células eucariotas, abarcando desde organismos unicelulares hasta verdaderos
pluricelulares en los cuales las diferentes células se especializan para diferentes tareas y que,
en general, no pueden sobrevivir de forma aislada.
Entre todas las bacterias existentes en aquel momento hubo una que cambio la historia para
siempre debido a una importante propiedad que ésta tenía y era la de convertir la luz del
sol en energía, produciendo oxígeno durante el proceso, lo que comunmente se conoce como
fotosíntesis, este proceso de producción de oxígeno en grandes cantidades finalmente removió
el metano de la atmosfera.
El proceso de producción de oxígeno en la tierra continuó durante millones de años. Al
removerse el metano de la atmósfera el planeta se tornaba cada vez mas frio hasta quedar
completamente cubierto de hielo desapareciendo la vida por completo. El planeta continuó
en este estado por millones de años desolado y congelado. Iceland conocida por su actividad
volcanica hoy en día nos muestra un panorama similar. A pesar de estar cubierta de hielo
en esta isla los científicos comprueban que a temperaturas tan altas en los volcanes los
organismos no pueden sobrevivir pero a temperaturas un poco más bajas estas áreas estan
llenas de vida en forma de bacterias las cuales pueden sobrevivir a altas temperaturas lo que
podría explicar como la vida se mantuvo durante esta época de congelamiento. El segundo
1.1 Motivación 11
evento de Snowball Earth que sucedió hace unos 600 millones de años atrás cambiaría el
rumbo de la vida para siempre.
La historia de la vida se encuentra registrada sobre las rocas, en particular en Namibia al
sur de África en donde se han encontrado fósiles con formas extrañas los cuales pertenecen
al segundo evento de Snowball Earth las primeras formas de vida que aparecieron sobre el
planeta y las cuales vivían en el fondo del oceano.
En un hallazgo sorprendente en Siberia se observan sobre una roca cinco extrañas marcas
de un mismo fósil las cuales revelan el movimiento de estos organismos en el fonde del mar,
es la primera vez en la historia del planeta que una criatura viva se mueve con dirección y
proposito, estas criaturas son precedentes de la vida moderna.
Otro fósil también fue descubiero en Australia en el año 2003 cuyos registros indican que
fue el predecesor de los vertebrados, se trata del Eucariota. De esta manera el planeta
completamente cubierto de hielo recibe la luz del sol pero la refleja por las propiedades de
reflexion que tiene el hielo manteniendose en este estado durante muho tiempo.
Qué sucedió entonces para que el hielo se derritiera?
La respuesta se encuentra en una región del Kalahari el el sur de África en el deposito de
manganeso más grande del mundo, como se muestra en la figura 1-7 en este lugar todo el
material fue depositado en el fondo del océano justo cuando el primer evento de Snowball
Earth había terminado.
Figura 1-7: Depósito de manganeso en el Kalahari al sur de África considerado el yacimiento
mas grande del mundo que explica el derretimiento del hielo del periodo de
Snowball Earth.
El Dr. Joseph Kirschvink explica que este proceso esta relacionado con el derretimiento del
hielo. En esta mina el manganeso se ha formado completamente gracias a las moléculas de
oxígeno. Este fenomeno se representa experimentalmente en el laboratorio de la siguiente
manera: en un recipiente se prepara una solución de manganeso disuelto y luego se le inyecta
oxígeno, las burbujas de oxígeno empiezan a mezclarse con la solución de manganeso e inme-
diatamente el compuesto empieza a tornarse de un color café y posteriormente negro el cual
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se acumula en el fondo del recipiente eso fue lo que sucedió en el primer evento de Snowball
Earth. Solamente las moleculas de oxígeno pueden oxidar el manganeso y esta gigantesca
mina entonces pone en evidencia la gran acumulación de oxígeno en el ambiente.
Se cree que la cantidad de oxígeno en la atmósfera primitiva(entre 4.6 y 2.2 billones de años)
casi no existió, después del primer evento de Snowball Earth(2.2 billones de años atrás) esta
cantidad se incremento a un 1 % y después del segundo evento de Snowball Earth(600 mi-
llones de años atrás) se incremento hasta un 20 % cerca al nivel de oxígeno presente en la
atmósfera en la actualidad. Las moléculas de oxígeno producen también una gran cantidad
de energía y según como la energía aumenta y ésta se encuentra disponible los organismos
vivos cada vez se vuelven mas complejos
Bajo estas condiciones con un planeta cubierto de hielo qué fenomeno hizo que el planeta se
descongele?
El doctor Joseph Kirschvink entonces manifiesta que a pesar del congelamiento total del
planeta, los volcanes aún se encontraban activos. Los gases volcánicos contienen una gran
cantidad de dióxido de carbono que se disuelven con el agua marina y de esta manera el
aire se empezó a calentar y por lo tanto el hielo se empezo a derretir como se muestra en
la figura 1-8. La temperatura cambió drasticamente de -50◦C a +50◦C y el hielo comenzo a
derretirse extremadamente rápido.
Figura 1-8: Los volcanes activos en el periodo de Snowball Earth hicieron que el planeta se
descongelara.
Estudios han demostrado que el océano alcanzó una temperatura de 45◦C, esta diferencia
de temperaturas causo gigantescos huracanes los cuales generaron a su vez gigantescas olas
de cientos de metros de altura toda esta esta actividad producia cada vez más oxígeno.
Después de que todo este proceso terminó se produce la fotosíntesis de los organismos en el
océano con la luz del sol y se incrementa aún más la producción de oxígeno. El oxígeno fue
la molécula que cambió el mundo. La importancia después de todo es que si el planeta no
hubiera experimentado estos dos sucesos de Snowball Earth la vida en la tierra sería algo
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diferente de lo que es hoy.
1.2. Estado del arte
En Septiembre de 2007 Víctor José García Garrido [4] en su trabajo de investigación nos
presenta el modelo de balance de energía en el cual nos muestra el uso de una funcion de
coalbedo o absorción discontinua en el punto de temperatura crítica, es decir en −10◦C en
donde el hielo pasa de ser transparente a blanco lo cual genera problemas al tratar de pro-
bar la existencia de soluciones del modelo. El autor enfatiza que para el caso de ecuaciones
diferenciales ordinarias, el problema de la existencia de soluciones para funciones discontí-
nuas no presenta ninguna dificultad pues puede salvarse fácilmente asignándole a la función
discontínua un valor en el punto de discontinuidad. Sin embargo para el caso de ecuaciones
diferenciales parciales el problema puede no tener soluciones para determinados valores asig-
nados en el punto de discontinuidad por lo tanto para dar una solución a este inconveniente
y garantizar la existencia de soluciones propone utilizar el modelo de Sellers con una función
rampa continua en una vecindad de la temperatura crítica imponiendo una suavidad en este
intervalo evitando de esta manera la discontinuidad.
Dorian Abbot [1] hace un estudio enfocado en el congelamiento total del planeta utilizando
un sistema Budyco-Sellers y la función de coalbedo correspondiente. El autor nos muestra
el estudio de los dos estados de clima fundamentales: el estado de clima caliente y el estado
bola de nieve y hace la representación del comportamiento de las soluciones. Sin embargo
el análisis fundamental se centra en el estudio de un tercer estado intermedio denominado
estado Jormungand para el cual es necesario agregar un término de albedo adicional en el sis-
tema. Se demuestra que este estado intermedio existe en modelos de clima globales y simples
según como el contraste entre el hielo marino y el albedo de la nieve sea lo suficientemente
grande.
Eisenman y Wettlaufer [3] en el año 2008 nos hablan acerca del umbral crítico después del
cual la retroalimentación hielo-albedo hace que la cubierta de hielo se derita en un proceso
irreversible. Sus investigaciones se han centrado en la cubierta de hielo anual mínima de Sep-
tiembre la cual es a menudo vista particularmente susceptible a la desestabilización por la
retroalimentación hielo-albedo. Ellos examinan el proceso físico central asociado con la tran-
sición de las condiciones del océano Ártico cubierto de hielo a libre de hielo. Muestran que
mientras la retroalimentación hielo-albedo promueve la existencia de multiples estados de la
cubierta de hielo, los efectos termodinámicos de estabilización del hielo marino mitigan esto
cuando el océano Ártico esta cubierto de hielo durante una fracción suficientemente grande
del año. Los resultados de sus investigaciones sugieren que el comportamiento del umbral
crítico es improbable durante la aproximación de las condiciones de hielo marino hasta las
condiciones estacionalmente libre de hielo. En un clima caliente adicional, sin embargo, ellos
encontraron que un umbral crítico asociado con la repentina pérdida de la restante cubierta
de hielo marino solamente puede ser probable en tiempo de invierno.
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Abbot, Silver and Pierrehumbert [2] en el año 2011 centran sus investigaciones usando un
modelo de orden inferior mediante el cual es improbable una bifurcación asociada con la
pérdida de hielo marino Ártico en verano. Ellos investigan las bifurcaciones en una variación
de este modelo que incorpora efectos adicionales, incluyendo parametrizaciones de cambios
en las nubes y el transporte de calor según como el hielo marino se pierda. Muestran que las
bifurcaciones pueden separar los dos estados de cubierta de hielo continuo y por estaciones
en un parametro robusto, aunque la pérdida suave de hielo marino en verano también es
posible. La histérisis y los saltos asociados con bifurcaciones que envuelven pérdida de hielo
marino en invierno son mas grandes que aquellos asociados con la pérdida de hielo marino
en verano. Ellos integran el modelo de orden inferior con el efecto de los gases de invernadero
variante en el tiempo con el regimen mediante el cual el hielo marino de verano se pierde via
bifurcaciones y el regimen en el cual esto no sucede.
1.3. Organización del documento
En el capítulo 1 se presenta la introducción de la investigación, la motivación que ha llevado
a la realización de este trabajo de tesis y se muestra además el estado del arte del problema
en cuestión.
En el capítulo 2, se presenta el modelo de clima utilizado y su reprentación matemática dentro
del campo del cálculo variacional. El modelo matemático representa el equilibrio energético
que debe existir entre la radiación que se refleja y la radiación que se absorbe en la superficie
terrestre cual si fuera una balanza. Para este caso se utiliza una ecuación diferencial parcial
de segundo orden junto con sus condiciones de frontera y se hace uso de conceptos de la
física como la conducción, la difusión, el gradiente, la divergencia, entre otros y se definen
las variables y constantes utilizadas en el modelo.
Se propone un funcional (Funcional de Lyapunov) que cumpla con las condiciones de estado
estacionario y haciendo uso de la teoría del cálculo variacional o mecánica lagrangiana, se
hace una variación en la temperatura para comprobar que el funcional cumple con los re-
querimientos que se le han impartido.
Posteriormente se examina el comportamiento del funcional F en la vecindad de un extre-
mo para lo cual se considera la desviación de un extremo y para cuyo fin las funciones de
radiación saliente y de absorción se expanden en series de Taylor hasta orden 2 en Ψ (x). El
desarrollo matemático posterior se trata como un problema de valores y vectores propios y se
hace el tratamiento algebraico correspondiente hasta llegar a un sistema de Sturm-Liouville.
Asumiendo que los Ψk (x) forman un conjunto base completo se expande en una suma y
a partir de esto se obtiene un nuevo funcional con cordenadas en un espacio de dimensión
infinito en donde los signos de los valores propios λk nos dan la representación geométrica
cerca a un extremo del funcional F .
Posteriormente a la solución de estado estacionario Te se le hace una desviación con un ajuste
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exponencial para obtener nuevamente un problema de valores propios cuyos signos nos dan
la estabilidad del sistema.
Finalmente se muestra un ejemplo del uso del funcional F en donde se consideran entre otras
cosas la función de absorción a(T ) y la temperatura crítica Ts. Posteriormente se expande la
temperatura T a una suma con el uso de polinomios de Legendre y se analiza el caso para
n = 2. Se presentan además gráficamente las tres soluciones correspondientes y se muestra
un diagrama de contorno para la aproximación de la solución en modo 2.
En el capítulo 3 se estudia el modelo que representa la pérdida de hielo marino Ártico en
verano, se presentan las simulaciones en Matlab del albedo y la disminución de la radia-
ción de salida hacia el espacio exterior de acuerdo a la cantidad de nubes ∆Ac. Se muestra
también la implementación y posterior simulación en Matlab de la ecuación de temperatura
que representa el sistema y se hace el análisis de cada una de las gráficas. Se muestran las
graficas de energía versus tiempo, temperatura versus tiempo y temperatura versus energía.
Para la implementación de estas gráficas se hacen variar el parámetro de control ∆Aghg, la
radiación reflejada debido a las nubes ∆αc y la disminución en la radiación de salida debido
a las nubes ∆Ac.
En el capítulo 4 se hace el análisis enfocado hacia la teoría de variedades y topología. Se
comienza con la definición de los modelos de Budyco y Sellers propuestos y porteriormente se
introduce el concepto de variedad Rimaniana bidimensional (M, g) aplicado sobre la super-
ficie de la tierra donde g representa la métrica de la variedad. En este capítulo se considera
a υ (t) como la variable de control. Posteriormente se comprueba la existencia de soluciones
del modelo por medio de un análisis matricial y se hace la demostración de la existencia
de soluciones utilizando el método de comparación. Se comprueba que 0 < Q < Q1 tiene
una única solución, Q2 < Q < Q3 tiene al menos 3 soluciones y Q > Q4 tiene una única
solución. Se comprueba que Σ1 y Σ2 tienen forma de S y se muestra el diagrama de bifur-
cación correspondiente. Seguidamente se muestra la controlabilidad del sistema primero por
medio de la controlabilidad local y después con el uso de la controlabilidad via linealización.
Para el análisis de la controlabilidad via linealizacion se utiliza la condición de Kalman y la
matriz de controlabilidad de Kalman, se presentan algunos resultados tanto para el modelo
continuo como para el modelo discreto y se muestran las gráficas correspondientes.
En el capítulo 5 se presenta un estudio teórico sobre los glaciares en Colombia. Se muestra
una reseña histórica del comportamiento de los glaciares y se evidencian vestigios de glacia-
ciones en algunas de las elevaciones más importantes de Colombia cuyos origenes se remontan
unos 70.000 años atrás. También se pone en evidencia la disminución de las capas de hielo
en algunos de los principales nevados, tal es el caso del Nevado del Ruiz en Manizales, Caldas.
En el capítulo 6 se presentan las conclusiones del trabajo de investigación realizado y se
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proponen trabajos futuros con miras al fortalecimiento de algunos tópicos y la continuación
del presente estudio.
2 Principio Variacional
2.1. Modelo
Se considera el modelo de clima definido por la ecuacíon de balance de calor
CTt −
[
D
(
1− x2)Tx]x + I (T ) = QS (x) a(T )
(2-1)
con las condiciones de frontera (1− x2) 12 Tx = 0 en x = ±1; donde t es el tiempo, x el
seno de la latitud, T (x, t), la temperatura promedio anual media sobre el nivel del mar, D
la conductividad térmica horizontal la cual puede ser una función de x , I (T ) la radiación
infraroja saliente, 4Q la constante solar, S (x) la distribución normalizada de la entrada solar
y a(T ) el coalbedo. El modelo es no lineal debido a la dependencia de T tanto en a(T ) como
en I(T ). a(T ) es una función escalón discontinua en el borde de la capa de hielo. Se pretende
buscar un funcional de T tal que los extremos de este funcional ocurran cuando T satisfaga
la condición de estado estacionario de la Ecuación 2-1. El funcional que se ha encontrado
está dada por:
F [T ] =
∫ [
1
2
D
(
1− x2)T 2x +R (T )−QSA (T )] dx,
(2-2)
donde
R (T ) =
∫ T
I (T ) dT,
(2-3)
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A (T ) =
∫ T
a (T ) dT.
(2-4)
Para demostrar que F [Tx, T ] satisface tal requerimiento, se considera una pequeña variación
arbitraria T (x)→ T (x) + δT (x), que conduce a
δF =
∫ {− [D (1− x2)Tx]x + I (T )−QSA (T )} δT (x) dx = 0,
(2-5)
el cual solamente puede ser válido para un δT (x) arbitrario si el integrando desaparece cuya
condición conduce a la Ecuación 2-1 con Tt = 0. Para obtener la ecuación 2-5, se utilizó la
relación δTx = (δT )x y se realizó integración por partes en el primer término.
Una aplicación inmediata de esta formulación es un método para obtener soluciones apro-
ximadas para la ecuación de estado estable. Se inserta una función de prueba Ta(x) con
parámetros ajustables dentro de F , luego se ajustan las derivadas de F con respecto a estos
parámetros igual a cero y se resuelven las ecuaciones algebraicas resultantes para los pará-
metros. Por ejemplo Ta(x) = b0 + b2P2(x) y se resuelve para b0 y b2.
Ahora se examina el comportamiento de F en la vecindad de un extremo. Se considera una
pequeña desviación de un extremo particular
T (x) = Te (x) + Ψ (x) ,
(2-6)
donde Te (x) satisface la condición de estado estacionario de la Ecuación 2-1, y Ψ (x) es
pequeña.R(T ) se expande en series de Taylor
R (T ) = R (Te) + I (Te) Ψ (x) +
1
2
I
′
(Te) Ψ
2 (x) + ...
(2-7)
Insertando la Ec. 2-6 dentro de la Ec. 2-2 y haciendo uso de 2-7 para R (T ) y A (T ), se
obtiene
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F[T ] = F [Te] +
1∫
−1
{− [D (1− x2)Tex]x + I (Te)−QSa (Te)}Ψ (x) dx+
+0.5
1∫
−1
Ψ (x)
[− d
dx
D (1− x2) d
dx
+ I
′
(Te)−QSa′ (Te)
]
Ψ (x) dx,
(2-8)
donde solamente se conservan los términos hasta segundo orden en Ψ (x). La primera integral
en la Ec. 2-8 desaparece por la definición de Te (x). Para estudiar la segunda integral se
considera el siguiente problema de valores propios
− [D (1− x2)Ψkx (x)]x + (I ′ −QSa′)Ψk (x) = λkΨk (x) .
(2-9)
La Ecuación 2-8 junto con la condición de frontera (1− x2) 12 Ψkx = 0 en x = ±1, forma un
sistema de Sturm-Liouville. Los Ψk (x) forman un conjunto base ortonormal y los λk están
acotados.
Asumiendo que Ψk (x) forma un conjunto base completo se puede expandir
Ψ (x) =
∑
k
CkΨ
k (x)
(2-10)
e insertar este resultado en 2-8 para obtener
F [T ] = F [Te] +
1
2
∑
k
C2kλk.
(2-11)
Los Ck son coordenadas en un espacio de dimensión infinito. Si todos los coeficientes λk son
positivos la “superficie” definida por la Ec. 2-11 es cóncava hacia arriba es decir, la suma en
la Ec. 2-11 es positiva. Sin embargo, si uno de los coeficientes λk es negativo, la superficie es
un punto de silla. Los valores propios de la Ec. 2-9 determinan entonces la geometría de la
superficie cerca a un extremo de F .
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2.2. Análisis de estabilidad
Se considera ahora la estabilidad de la solución de estado estacionario Te (x). La estabili-
dad hace referencia al comportamiento de las soluciones para la Ec. 2-1 para desviaciónes
infinitesimales de una solución de estado estacionario particular Te (x). Para este fin se ajusta
T (x, t) = Te (x) + Ψ (x) e
−λt.
(2-12)
Insertando la Ec. 2-12 dentro de la Ec. 2-1 y reduciendo términos cuadráticos con el término
mas alto en Ψ (x), se obtiene
− [D (1− x2)Ψx (x)]x + [I ′ (Te)−QSa′ (Te)]Ψ (x) = λΨ (x) ,
(2-13)
la cual es idéntica a la Ec. 2-9 excepto por el índice k. La Ec. 2-13 es un problema de valores
propios cuyos signos nos dan la estabilidad del sistema. Si todos los valores propios son
positivos, la solución es estable. Si uno o más valores propios son negativos la solución es
inestable. Las soluciones de estado estacionario estables conducen a mínimos locales en el
funcional F (T ) y a soluciones inestables correspondientes a puntos de silla. Es interesante
examinar la dependencia de tiempo de F (T ) a lo largo de las trayectorias del sistema, es
decir T (x, t) satisface la Ec 2-1. Tomando la derivada de tiempo de la Ec. 2-2 se obtiene
d
dt
J (t) =
1∫
−1
dxTt
{− [D (1− x2)Tx]x + I (T )−QSa (T )} = −
1∫
−1
T 2t dx ≤ 0,
(2-14)
donde J (t) = F [T (x, t)] y T (x, t) satisface 2-1. Si el sistema está fuera de equilibrio la
función J (t) decrece hasta que el sistema va a parar a un extremo. La estabilidad ocurre si el
extremo es un mínimo local. Si el extremo es un punto de silla, solamente una perturbación
infinitesimal en una dirección inestable a lo largo de un vector propio Ψk (x) con valor
propio negativo conduce a un mayor decremento en J (t) hasta encontrar otro extremo. El
funcional F (T ) es el funcional de Lyapunov. Stone en el año de 1973 sugirió que el coeficiente
de difusión es proporcional a Tx. Se considera el coeficiente de difusión como una función
arbitraria de Tx, D (Tx). El primer término en los corchetes del integrando de la Ec. 2-2 se
remplaza por
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(
1− x2)E (Tx) ,
(2-15)
donde
E (Tx) =
Tx∫
D (Tx)TxdTx.
(2-16)
El nuevo funcional obtenido de este intercambio tiene todas las propiedades del funcional ya
discutido.
2.3. Ejemplo espectral
Se presenta un ejemplo del uso del funcional de la Ecuación.2-2 para el caso especial de un
modelo de capa de hielo con albedo discontinuo en el borde de la capa de hielo y una ley
infraroja lineal. En este caso las soluciones analíticas pueden estar dadas para la solución de
equilibrio, y será posible ver la estructura del funcional explícitamente. En este caso también
será posible relacionar el funcional a una clase de potencial generalizado. La especialización
de de la Ecuación 2-1 es
I (T ) = A+BT
(2-17)
y
a (T ) = a0θ (Ts − T ) + a1θ (T − Ts) ,
(2-18)
donde θ (Z) es la función escalón unitario, cero para Z < 0, uno para Z ≥ 0; A y B son
constantes, Ts es la temperatura crítica por debajo de la cual se forma el hielo que usualmente
es −10◦, a0 y a1 son las fracciones de absorción sobre áreas cubiertas de hielo y áreas libres
de hielo respectivamente y D es una constante independiente de la latitud. La temperatura
se expande en Polinomios de Legendre con indice par, es decir,
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T (x) =
∑
par
TnPn (x) ,
(2-19)
en donde por simplicidad se restringe a soluciones simétricas norte-sur. Insertando la Ecua-
ción 2-19 en la Ecuación 2-2 y haciendo uso de la ortogonalidad de Pn, se obtiene
F (T0, T2, ...) = AT0 +
∑
n
LnT
2
n
2 (2n+ 1)
−M (T0, T2, ...) ,
(2-20)
donde
Ln = [n (n+ 1)D +B]
(2-21)
M (T0, T2, ...) = Q
∫
S (x) (T − Ts) [a0θ (Ts − T ) + a1θ (T − Ts)] dx
(2-22)
En la Ecuación 2-22 está implicito que la Ecuación 2-19 es substituida por T (x).
El extremo de la Ec. 2-20 ocurre para los valores de T0, T2, ... para los cuales ∂F/∂Tn des-
aparece simultaneamente. Es decir
Aδn0 + LnTn = (2n+ 1)Q
∫ 1
0
S(x)Pn(x)[a0θ(Ts − T ) + a1θ(T − Ts)]dx ≡ QHn(xs),
(2-23)
donde xs es el valor de x en el borde de la capa de hielo, es decir, T (xs) = Ts. Cabe notar
que para un xs dado los Hn(xs) pueden ser calculados directamente. Ahora la división de
2-23 por Ln, multiplicación por Pn(xs) y suma conducen a
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A+BTs = Q
∑
n
Hn(xs)Pn(xs)/Ln,
(2-24)
la cual se puede ser resuelta para Q = Q(xs), y constituye una solución para el problema
de estado estacionario. La fig. 2-1 muestra una solución típica truncada en n = 2. El clima
actual corresponde al punto I sobre la curva. Otras soluciones son representadas por II y III.
Figura 2-1: Seno de la latitud del borde de la capa de hielo xs versus la constante solar Q
normalizada a su valor actual Q0 para una aproximación en modo 2. El clima
actual corresponde a I, la solución intermedia a II y la tierra cubierta de hielo
a III.
La representación espectral 2-19 truncada en algún n = N minimiza el funcional cuando
Tn satisface 2-23. Además, se puede mostrar que la ecuación 2-1 se puede escribir en forma
espectral como
CT˙n = − ∂F
∂Tn
.
(2-25)
Por lo tanto, la función F (T0, T2, ...) es un funcional generalizado; la derivada con respecto al
tiempo de la componente n es proporcional a la correspondiente componente del gradiente
de F (T0, T2, ...).
La figura 2-2 muestra una gráfica de contorno de F (T0, T2) con Q/Q0 = 1 correspondiente
a los dos modos truncados descritos en la figura 2-1. Los mínimos correspondientes al clima
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Figura 2-2: Gráfica de contorno de la aproximación en modo 2 para el funcional F (T ) en
el plano I0, I2 donde I0 = A+BT0, I2 = BT2.
actual y al clima de la tierra cubierta de hielo están denotados por I y III respectivamente,
mientras el punto de silla corresponde a la solución intermedia inestable II[5].
La dependencia del tiempo de un clima perturbado lejos del equilibrio puede ahora ser
deducida con la ayuda de la Figura 2-2 y la Ec. 2-25. Este análisis entonces constituye una
teoría de estabilidad de amplitud finita para los modelos.
Los Hn(xs) que son los componentes de insolación [6] se encuentran analíticamente a partir
de S(x) y a(x, xs); el resultado son polinomios en xs. Para este caso en particular se hace
uso de
[n(n+ 1)D + 1] In = QHn(xs),
(2-26)
y la función de absorción usada es
a(x, xs) =
 b0, x > xsa0 + a2P2(x), x < xs
(2-27)
donde b0 = 0, 38 se ha tomado de Budyko como el coeficiente de absorción sobre hielo o
nieve cubierto un 50 porciento con nubes, y a0 = 0, 697, a2 = −0, 0779 vienen del análisis
Furier-Legendre de la distribución de albedo usada por Sellers. Las primeras realizaciones de
2-26 son:
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I0 = QH0(xs), n = 0
(2-28)
(6D + 1)I2 = QH2(xs), n = 2
(2-29)
(20D + 1)I4 = QH4(xs), n = 4
(2-30)
La Ec. 2-28 indica que la temperatura media del planeta está dada por la integral de absor-
ción y por la distribución meridional de flujo solar. La propiedad de transporte D no aparece
en 2-28 ya que el promedio de la divergencia de flujo debe desaparecer.
La amplitud de segundo modo I2 es aproximadamente una medida de la diferencia de tem-
peratura del ecuador al polo, y esta cantidad es influenciada por la fuerza del flujo de calor
meridional, D. Los modos más altos se suprimen debido a que el factor n(n+ 1) a la izquier-
da de 2-26 y el hecho de que las componentes de insolación Hn(xs) caen rapidamente como
función de n. Si se conserva el término C(∂I/∂t) en 2-1, la ecuación 2-26 tiene un término
adicional igual a+CIn en el lado izquierdo, el cual hace referencia a la derivada de tiempo.
El tiempo de caida para el modo n es C/[n(n + 1)D + 1]. Los modos más altos se disipan
rápidamente por el mecanismo de transporte difusivo. Estos tiempos caracterizan también
el ajuste para cualquier nuevo valor de Q. La línea de hielo se determina por 2-26 y por
I(xs) = Is = 195, 7Wm
2, la cual se puede expresar como
Is =
∑
npar
InPn(xs).
(2-31)
La función de interés principal es xs como función de Q. Ya que ésta es una función de
múltiple valor pero es mucho más conveniente el estudio de Q como función de xs ya que
ésta es una función con un único valor. Para resolver el modelo, dado xs, se divide 2-26 por
el coeficiente de In, luego se multiplica cada lado por Pn(xs) y se suma. El resultado del lado
izquierdo es la declaración 2-31. Resolviendo para Q(xs) se obtiene
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Q(xs) = Is
[∑
npar
Hn(xs)Pn(xs)
n(n+ 1)D + 1
]−1
.
(2-32)
La Ecuación 2-32 se puede insertar en 2-26 para calcular cualquier modo de amplitud, dado
xs.
3 Modelo para la pérdida de hielo
marino Ártico en verano
Se usa la energía por unidad de área relativa a la capa de mezcla oceánica en el punto de
congelación E como la variable de estado,
E =
 −Lihi si E < 0CsT si E ≥ 0
(3-1)
Donde T es la temperatura en la superficie por encima del punto de congelación en grados
Celsius y hi es el grosor del hielo. El modelo se obtiene al asumir un balance de flujo de
calor en la superficie de la atmósfera y una capacidad de calor atmosférica despreciable.
Esto conduce a la ecuación
dE
dt
= (1− α (E))Fs (t)− A (E)−BT (E, t) + ∆Aghg + v< (−E)
(3-2)
Fs (t) es el ciclo medio de insolación estacionalmente dependiente promediado a 70,0◦N .
A (E) + BT (E, t) es el término de pérdida de calor que representa la radiación infraroja
linealizada hacia el espacio menos el transporte de calor en el Ártico.
∆Aghg, el cual será el parámetro de bifurcación, representa la reducción en la radiación de
onda larga de salida debido al incremento en los niveles de gas invernadero.
v es la fracción de hielo marino empujado por el viento fuera del Ártico cada año.
< (−E) asegura que este término es cero cuando no hay hielo marino, donde
< (x) =
 0 x < 0x x ≥ 0
(3-3)
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En el modelo de albedo en la superficie de la atmósfera, α (E), varía suavemente de un valor
cubierto de hielo αi a un valor libre de hielo α0+∆αc según como E se incremente hasta cero.
αi representa el albedo en la superficie de la atmósfera cuando hay hielo marino, incluyendo
el albedo en la superficie, el esparcimiento atmosférico y las nubes. α0 representa el albedo
en la superficie de la atmósfera cuando no hay hielo marino y con cielo despejado, y ∆αc
es el incremento del albedo en la superficie de la atmósfera debido a la cubierta de nubes
(relativo al cielo despejado) cuando no hay hielo marino. La transición del albedo sucede
sobre una escala de energía característica Liha, la cual representa el hecho de que cuando
la energía promedio del Ártico está cercana a cero probablemente algunas regiones estarán
cubiertas de hielo y algunas libres de hielo. ha puede por lo tanto pensarse como una medida
de la uniformidad espacial de la pérdida de hielo marino Ártico. Especificamente, se toma
α (E) =
α0 + ∆αc + αi
2
+
α0 + ∆αc − αi
2
tanh
(
E
Liha
)
.
(3-4)
El término de pérdida de calor A(E) +BT (E, t) es reducido por la convergencia de flujo de
calor atmosférica Fsouth y oceánica Fb en el Ártico. También se incluye una reducción en el
término de pérdida de calor, ∆Ac, según como el hielo marino se pierda. Se toma
A (E) = A0 − Fsouth − Fb − ∆Ac
2
(
1 + tanh
(
E
Liha
))
.
(3-5)
Se asume la misma transición en la escala de energía Liha para ∆Ac como para ∆αc. Este
supuesto es razonable en la medida en que ha representa principalmente la heterogeneidad
espacial de la pérdida de hielo marino. B representa el parámetro de sensibilidad del clima.
Los cambios en A0 debido a las variaciones en los niveles de gas invernadero se representan
por ∆Aghg. Con el hielo aún sin derretirse se calcula la temperatura en la superficie, T , del
modelo balance de energía superficial, incluyendo la difusión de calor desde el interior hacia
la superficie del hielo, asumiendo un perfil de temperatura lineal en el hielo. Si el hielo se
está derritiendo podemos fijar T = 0 en la superficie y si no hay hielo se usa la ecuación (1).
Para resumir,
T (E, t) =
 −<
[
(1−α(E))Fs(t)−A(E)+∆Aghg+Fb
kiLi/E−B
]
E < 0
E
Cs
E ≥ 0
(3-6)
donde <(x) es la función rampa definida por la Ec. (3).
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3.1. Simulación y análisis en Matlab de algunas de las
principales funciones
A continuación se presenta la simulación en Matlab de la ecuación 3-4 la cual representa
el albedo o la reflexión de la radiación. Para tal fin se varia el parámetro ∆αc que indica
el incremento del albedo debido a las nubes para los valores ∆αc1 = 0, color rojo, ∆αc2 =
0, 1, color azul y ∆αc3 = 0, 3, color verde. En los tres casos cuando la energía es negativa
aproximadamente en el intervalo de −20W/m2, −15W/m2 el albedo es alto y se mantiene
constante, esto se debe a que la energía es tan baja que el Océano Ártico se encuentra
permanentemente cubierto de hielo y por lo tanto la cantidad de nubes es mínima. A medida
que la energía aumenta el hielo en el Océano Ártico comienza a derretirse y el albedo empieza
a disminuir, esto se debe seguramente a que hay pequeñas áreas libres de hielo las cuales
absorben la radiación, además al derreteirse el hielo, el vapor de agua incrementa la cantidad
de nubes. La energía sigue aumentando, el hielo continua derritiéndose y por lo tanto el albedo
disminuye hasta un punto en el cual este valor nuevamente se mantiene constante como se
muestra en la figura 3-1.
Figura 3-1: Comportamiento del albedo para tres casos de acuerdo al porcentaje de nubes
presentes con respecto a la energía.
En el caso de la ecuación 3-5 la cual representa la radiación de salida se varía ∆Ac que re-
presenta la disminución en la radiación de salida hacia el espacio exterior debido a las nubes
para este caso se toman (de arriba hacia abajo) ∆Ac1 = 0, color negro, ∆Ac2 = 10, color azul
y ∆Ac3 = 25,color verde. Aproximadamente en el intervalo de −20W/m2 y −13W/m2 al ser
la energía tan baja el Oceano Ártico se encuentra permanentemente cubierto de hielo y la
cantidad de nubes es mínima por lo cual la radiación de salida hacia el espacio exterior es la
máxima y es constante, a medida que aumenta la energía el hielo del Oceano Ártico se derrite
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y el vapor de agua que se produce empieza a formar nubes las cuales hacen que la radiación de
salida hacia el espacio empiece a disminuir. A medida que aumenta la energía la radiación de
salida disminuye hasta un punto en que se vuelve constante como se muestra en la figura 3-2.
Figura 3-2: Disminución de la radiacion de salida para los tres casos de acuerdo a la cantidad
de nubes presentes con respecto a la energía.
3.2. Implementación de un algoritmo en Matlab para
estudiar el comportamiento del sistema
Debido a la importancia de la ecuación diferencial 3-2 se realiza un algoritmo en Matlab
para estudiar el comportamiento de la solución E con respecto al tiempo, además se mues-
tra también el comportamiento de la temperatura con respecto al tiempo y la temperatura
con respecto a la energía. Para este fin se hace la simulación dándole valor a los diferentes
parámetros de la siguiente manera: α0 = 0, 1, αi = 0, 68, Li = 9, 5Wan˜o/m3, ha = 0, 5m,
Fs (t) = 100W/m
2, A0 = 225W/m2, Fsouth = 100W/m2, Fb = 2W/m2, B = 2, 2W/m2K,
ki = 2W/mK, Cs = 6, 3Wan˜o/m2K, v = 0, 1/an˜o.
El valor para los parámetros αi y Fs (t) se tomó de los trabajos de Eisenman y Wettlaufer
[3], los demás valores se han tomado de los trabajos de Abbot, Silver y Pierrehumbert [2].
En la figura 3-3 la disminución de la radiación de salida debido al incremento en los niveles
de gases de invernadero o parámetro de control ∆Aghg = 25W/m2, el incremento en el albedo
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o radiación reflejada debido a las nubes ∆αc = 0, 2 y la disminución en la radiación de salida
debido a las nubes ∆Ac = 0.
En este escenario en la gráfica 3-3 Energía Vs. Tiempo a medida que transcurre el tiempo la
energía en el Oceano Ártico disminuye volviéndose cada vez mas negativa y se estabiliza en
−81, 39W/m2 que es un punto de equilibrio asintóticamente estable desde el punto de vista
analítico.
Al observar la gráfica 3-3 de Temperatura Vs Tiempo al igual que en el caso anterior la
temperatura en la superficie del Oceano Ártico disminuye a medida que aumenta el tiempo
y se estabiliza en −12, 92◦C.
Es lógico pensar que es un valor adecuado ya que aproximadamente en esta temperatura
es en donde se forma el hielo marino y por lo tanto el Oceano Ártico se encuentra en su
totalidad cubiero de hielo haciendo que el clima del planeta también sea estable. La gráfica
3-3 de Temperatura Vs. Energía crece de forma lineal.
Figura 3-3: Gráficas de Energía y Temperatura Vs. tiempo con un punto de equilibrio asin-
tóticamente estable y Temperatura Vs. Energía con un crecimiento lineal.
En la figura 3-4 se incrementa el valor del parámetro de control a ∆Aghg = 35W/m2,
∆αc = 0 y ∆Ac = 0. En consecuencia lo que sucede ahora es que ha disminuido más la
radiación de salida debido a los gases de efecto invernadero y esta radiación queda atrapada
en la atmósfera haciendo que el planeta incremente su temperatura y por lo tanto aumente
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la temperatura en el Oceano Ártico y esto hará que el hielo comience a derretirse. Como se
puede ver en las gráficas Energia Vs. Tiempo y Temperatura Vs. Tiempo de la figura 3-4
tanto la energía como la temperatura han disminuido a −81, 39W/m2 y −12, 92◦C respecti-
vamente y se puede oservar además como las curvas tanto de energía como de temperatura
comienzan a deformarse.
Figura 3-4: Las gráficas de Energía y Temperatura Vs. tiempo comienzan a deformarse a
medida que se incrementa el valor del parámetro de control.
En la figura 3-5 se incrementa el valor del parámetro de control hasta ∆Aghg = 37, 33W/m2,
∆αc = 0 y ∆Ac = 0, esto disminuye aún más la radiación de salida y es consecuencia directa
del incremento en los niveles de gases de efecto invernadero que atrapan esta radiación
haciendo que el planeta se caliente aún más y por lo tanto continue descongelandose el hielo
marino. Si se observa cuidadosamente la gráfca Temperatura Vs. Tiempo de la figura 3-5
la temperatura en la superficie del Oceano Artico tiende a estabilizarse en 1, 56◦C durante
un cierto tiempo, esto se debe a que aumentan los niveles de gases de invernadero los cuales
atrapan esta radiación haciendo que el planeta se caliente. Después de un periodo de tiempo
vuelve a estabilizarse en −11, 74◦C que es la temperatura en la cual se produce el hielo
marino y en donde uno esperaría que se mantenga estable, lo mismo sucede con la gra´fica
de energia Vs. Tiempo en donde la energia se estabiliza durante un determinado periodo de
tiempo en 10, 1Wm−2 y posteriormente vuelve a su posicion estable en −73, 95W/m2 por
las mismas razones citadas anteriormente.
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Figura 3-5: Las gráficas de Energía y Temperatura Vs. tiempo cuando el parámetro de
control se incrementa hasta un valor crítico.
4 Análisis por medio de Topología y
Variedades
4.1. Modelo de Budyco
Budyco [7] propone la siguiente función de absorción
β (y) =
 βi, y < −10◦C,βw, y > −10◦C,
Se puede ver que esta función es discontinua, lo cual puede generar problemas a la hora de
probar la existencia de soluciones del modelo considerado. El modelo propuesto por Budyco
se muestra en la figura 4-1
Figura 4-1: Función de coalbedo o absorción propuesta por Budyco.
Para intentar resolver este inconveniente se considera entonces el valor de absorción asociado
a la temperatura crítica ycrit = −10◦C como cualquier valor del intervalo [βi, βw] representado
en la siguiente ecuación
β (y) =

βi, y < −10◦C,
[βi, βw] , y = −10◦C,
βw, y > −10◦C,
En el caso de ecuaciones diferenciales ordinarias, el problema de la existencia de soluciones
para funciones discontínuas no presenta ninguna dificultad ya que simplemenete se le asigna a
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la función discontínua un valor en el punto de discontinuidad, sin embargo para las ecuaciones
diferenciales parciales no se puede aplicar este procedimiento ya que el problema en cuestión
puede no tener solución para diferentes valores asiganados en el punto de discontinuidad.
Para dar una solución a este inconveniente Sellers propone entonces la función de absorción
que se muestra en la figura 4-2
4.2. Modelo de Sellers
Sellers propone el siguiente sistema, en el cual se utiliza una función continua en la vecindad
de la temperatura crítica como se muestra en la figura 4-2.
β (y) =

βi, y < ui,
βi +
βw−βi
uw−ui (y − ui) , ui ≤ y ≤ uw,
βw, y > uw,
Figura 4-2: Función de absorción propuesta por Sellers.
En donde βw ≈ 0, 71 la absorción para la zona sin hielo y βi ≈ 0, 38 es la absorción para la
zona con hielo y además ui < ycrit = −10 < uw
Para definir la radiación de salida se utiliza entonces la ley de Stefan-Boltzmann,
Re (y) = σy
4
(
1−mtanh
(
19y6
106
))
(4-1)
En donde Re (y) es la radiación emitida por la tierra como cuerpo caliente (creciente con
y) y depende del efecto invernadero, σ > 0 es la emisividad, y > 0 es la temperatura en
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grados Kelvin, m es la opacidad de la atmósfera que para este caso se considera nula es decir
m = 0, convirtiéndose la ecuación 4-1 en Re (y) = σy4. Para el caso en que se usen grados
centígrados se utiliza Re = σ |y|3 y por medio de la relación ykelvin = 273 + ycent.
Estos modelos se formulan mediante un balance energético entre la energía solar absorbida y
la emitida por la tierra. En este balance también se tienen en cuenta los procesos de difusión
térmica que se producen sobre la superficie terrestre. El promedio de temperatura se define
por medio de la siguiente ecuación,
y(t, x) =
1
2τvol (B (x))
∫ t+τ
t−τ
∫
B(x)
T (a, s) dads,
(4-2)
donde B (x) es un pequeño entorno de x y (t− τ, t+ τ) es el intervalo de tiempo conside-
rado para el promedio. La función T representa la temperatura puntual e instantánea de la
superficie terrestre obtenida a partir de las ecuaciones termodinámicas de la atmósfera. Para
representar el balance de energía se hace uso de la ecuación,
c
∂y
∂t
= Ra −Re +D,
(4-3)
donde Ra es la radiación solar absorbida por la superficie terrestre, Re es la cantidad de
radiación emitida por la tierra al espacio como cuerpo caliente, c representa la capacidad
calorífica o calor específico de la superficie terrestre que para nuestro caso viene principal-
mente determinada pos los océanos ya que constituyen el 70 % del planeta y tiene un valor
aproximado de c ≈ 1,05×1023Jm−2K−1. D es el término de difusión térmica que describe el
proceso de redistribucion de temperaturas en la superficie terrestre y que incluye las nubes,
la circulación atmosférica, las corrientes oceánicas etc y viene dado por D = div (kgrady),
con k > 0.
La superficie de la tierra se representa por M, se considera a y (t, x) como la temperatura
anual promedio sobre el punto x ∈M en el instante t. Se parte de la hipótesis de que (M, g)
es una variedad Riemanniana bidimensional de clase C∞, compacta, sin borde, conexa y
orientada, donde g representa la métrica en la variedad. Remplazando D en 4-3 y utilizando
las condiciones iniciales se obtiene el sistema c (x) yt − div (k (x) grady) = Ra (x, y)−Re (x, y) , (t, x) ∈ (0,∞)×M,y (0, x) = y0 (x) , x ∈M.
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El cual se considera como un sistema dinámico no lineal [10]. La radiación solar absorbida
por la superficie terrestre se representa por medio de la ecuación 4-4 la cual depende de dos
parametros muy importantes en Climatología que son la constante solar Q y la absorción β.
Ra (x, y) = Qβ (y)S (x) , x ∈M
(4-4)
En donde S es la función de insolación. La constante solar Q o el promedio de radiación
solar incidente sobre nuestro planeta es
Q =
σ
4
≈ 342W
m2
La función β se define entonces como,
β = 1− α = radiación solar absorbida
radiación solar incidente
∈ [0, 1]
(4-5)
En donde α es la radiación reflejada, ycrit = −10◦C es la temperatura en la cual el hielo pasa
de ser transparente a blanco.
En la figura 4-3 se pueden observar valores de albedo para diferentes tipos de superficies.
4.3. Modelo Considerado
Para el presente estudio se considera el modelo de clima que se muestra en la figura 4-4.
En este caso la variedadM≈ S2, por simplificación en las operaciones c = k = 1. Sea ϕ la
latitud de un punto x sobre la superficie terrestre. Se hace el cambio de variable x = senϕ, y
se considera
(
υ (t)χ(l1,l2)+1
)
en donde υ (t) como se verá mas adelante en este capítulo será
la variable de control. Se supone además que la temperatura en la superficie de la tierra
varía únicamente con la latitud y por lo tanto todos los puntos de un mismo paralelo tienen
la misma temperatura. Esta suposición ha sido confirmada a travéz de las observaciones.
Se trata entonces de un problema parabólico semilineal con flujo F = k (1− x2) yx que se
degenera en los polos es decir, cuando x = ±1 y toma el valor F = 0. Se dice que este
problema es semilineal ya que el término no lineal no afecta a las derivadas de la incógnita
[9]. El sistema descrito por la ecuación 4-6 será el sistema de interés para este estudio.
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Figura 4-3: Valores de albedo sobre diferentes clases de superficies
Figura 4-4: Modelo propuesto
(P )
 yt − (k (1− x2) yx)x = Ra (x, y, υ)−Re (x, y, u) , (t, x) ∈ (0,∞)× (−1, 1) ,y (0, x) = y0 (x) , x ∈ (−1, 1) . (4-6)
4.4. Análisis por medio del uso de variedades
La superficie de la tierra puede tratarse como una esfera unidad S, sin embargo la tierrra no
es exactamente una esfera por lo cual el tratamiento matemático más adecuado para formular
los modelos de balance de energía bidimensional es el de las variedades diferenciables.
Los términos de gradiente y divergencia del modelo en estudio tienen ahora sentido al ser
considerados sobre la variedadM.
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(Pu)

yt − kyxx = Ra (x, y, υ)−Re (x, y, u) , x ∈ (−1, 1) , t > 0,
yx (t,−1) = yx(t, 1) = 0, t > 0,
y (x, 0) = y0 (x) , x ∈ (−1, 1) .
En donde
Re = g (y)− f (x)
g : R→ R creciente con g (0) = 0 y lím|s|→∞ |g (s)| = +∞, f ∈ C0 ([−1, 1])
Ra =
((
υ (t)χ(l1,l2)
)
+ 1
)
QS (x) β (y)
S ∈ C0 ([−1, 1]) , 0 < s0 ≤ S (x) ≤ s1, ∀x ∈ [−1, 1] .
La función de absorción β es continua según el criterio de Sellers.
Los nodos se calculan mediante xi = −1 + (i− 1)h, en donde h = 2N−1 , con N > 1
yi (t) ≈ y (t, xi) , i = 1, ..., N
De esta manera de la definición de la segunda derivada se tiene,
yxx (t, xi) ≈ yi+1 (t)− 2yi (t) + yi−1 (t)
h2
Según la defición de primera derivada y evaluando en los extremos de la variable de la latitud
x se obtiene,
yx (t, xN = 1) ≈ yN+1 (t)− yN (t)
h
= 0⇒ yN+1 = yN
yx (t, x1 = −1) ≈ y1 (t)− y0 (t)
h
= 0⇒ y1 = y0
yi (0) = y (0, xi) , i = 1, ..., N
De esta manera se obtiene el siguiente sistema:
y˙1 − k y2−y1h2 = Ra (−1, y1, υ)−Re (−1, yi, u) , i = 1,
y˙i − k yi+1−2yi+yi−1h2 = Ra (xi, yi, υ)−Re (xi, yi, u) i = 2, ..., N − 1,
y˙N − k yN−1−yNh2 = Ra (1, yi, υ)−Re (1, yi, u) , i = N.
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Considerando y (t) = (y1 (t) , ..., yN (t))
T ∈ RN , con υ (t) ∈ R el sistema anterior se puede
escribir como,
(Ph)
 y˙ (t) + ANy (t) = Ra (y (t) , υ (t))−Re (y (t) , u (t)) , t > 0,y (0) = y0.
donde AN es una matriz simétrica definida positiva y está dada por
AN =
k
h2

1 −1 0 · · · 0
−1 2 −1 0 · · ·
0 −1 2 −1 0
· · · 0 −1 2 −1
0 · · · 0 −1 1

∈MN×N
(4-7)
El control v está localizado en alguno de los m nodos con m ∈ N y 1 ≤ m < N − 1
vj (t) ≡ v (t) si j es uno de los m nodos donde el control está localizado y en caso contrario
vj (t) ≡ 1
Aunque N puede tomar cualquier valor, para este caso se considera N = 1 y m = 1 por lo
tanto h = 1. Esto conduce a
f (y, 1, 1, Q) = k

−1 1 0
1 −2 1
0 1 −1


y1
y2
y3
+Q

S (−1) β (y1)
S (0) β (y2)
S (1) β (y3)
−

g (y1)
g (y2)
g (y3)
+

f (−1)
f (0)
f (1)

Se consideran además los problemas auxiliares
(
P∞Q
)
m
y
(
P∞Q
)
M
que se muestran a conti-
nuación
fm (y, 1, 1, Q) = k

−1 1 0
1 −2 1
0 1 −1


y1
y2
y3
+ Qm

S (−1)
S (0)
S (1)
−

g (y1)
g (y2)
g (y3)
+

f (−1)
f (0)
f (1)
 =

0
0
0

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fM (y, 1, 1, Q) = k

−1 1 0
1 −2 1
0 1 −1


y1
y2
y3
+ QM

S (−1)
S (0)
S (1)
−

g (y1)
g (y2)
g (y3)
+

f (−1)
f (0)
f (1)
 =

0
0
0

Hipótesis: (Hf∞) sup[−1,1]f = −Cf < 0 (mínf ≤ f (xi) ≤ −Cf ) ,
β es una función Lipschitz creciente y existen 0 < m < M y  > 0 tal que
β (r) =
 m, r ∈ (−∞,−10− ) ,M, r ∈ (−10 + ,+∞) ,
Para hacer la demostración se introduce la siguiente notación:
g (y) = (g (y1) , g (y2) , g (y3))
T , f = (f (−1) , f (0) , f (1))T , S = (S (−1) , S (0) , S (1))T ,
e = (1, 1, 1)T .
β (y) =

β (y1) 0 0
0 β (y2) 0
0 0 β (y3)

A =

−1 1 0
1 −2 1
0 1 −1

Se de definen los vectores y,w ∈ R3 tal que
y =

y1
y2
y3
 ≤ w =

w1
w2
w3
⇔ yi ≤ wi para todo i = 1, 2, 3
y de forma análoga se definen las desigualdades estrictas. Además, si α ∈ R, la notación
α ≤ y con y ∈ R3 implica que α ≤ yi para todo i = 1, 2, 3.
(
P∞Q
)
Ay + g (y) = Qβ (y)S + f
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4.4.1. Teorema
Supóngase que se verifican las hipótesis anteriores y sean ym (resp. yM) las únicas soluciones
del problema
(
P∞Q
)
m
(resp.
(
P∞Q
)
M
). Entonces:
1. Para cada Q > 0 cualquier solución y de P∞Q debe satisfacer
g−1 (Qs0m+ mínf) ≤ (ym)i ≤ g−1 (Qs1m− Cf ) ,
g−1 (Qs0M + mínf) ≤ (yM)i ≤ g−1 (Qs1M − Cf ) ,
para todo i = 1, 2, 3., ym ≤ y ≤ yM
si se asume además la hipótesis
(
HCf
)
g (−10− ) + Cf > 0 y g (−10 + )−mínf
g (−10− ) + Cf ≤
s0M
s1m
,
(4-8)
y se definen
Q1 =
g (−10− ) + Cf
s1M
, Q2 =
g (−10 + )−mínf
s0M
,
Q3 =
g (−10− ) + Cf
s1m
, Q4 =
g (−10 + )−mínf
s0m
,
2. 0 < Q < Q1
(
P∞Q
)
tiene una única solución y = ym con ym < −10
Q > Q4
(
P∞Q
)
tiene una única solución y = yM , con yM > −10
entonces
g−1 (mínf) ≤ l´ım
Q↘0
inf ‖y‖∞ ≤ l´ım
Q↘0
sup ‖y‖∞ ≤ g−1 (−Cf )
(4-9)
3. Q2 < Q < Q3
(
P∞Q
)
tiene al menos tres soluciones, y1 = yM ≥ y3 ≥ y2 = ym. La
representación gráfica de la existencia de soluciones se puede observar en la figura 4-5
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Figura 4-5: Representación de la existencia de soluciones para el problema
(
P∞Q
)
m
4.4.2. Demostración
1. Partiendo de los problemas
(
P∞Q
)
m
y
(
P∞Q
)
M
y por medio del uso del principio de
comparación se tiene que
QmS + f ≤ kAy + g (y) ≤ QMS + f
→ ym ≤ y ≤ yM
y por medio del método de sub y supersoluciones de Amann se concluye que
ym ≤ y ≤ y ≤ y¯ ≤ yM
y también se puede ver que
y1 = g
−1 ((Qs0M +minf) e) es subsolución de
(
P∞Q
)
M
,
y2 = g
−1 ((Qs0m−minf) e) es subsolución de
(
P∞Q
)
m
,
En efecto
Ay¯1 + g (y¯1) = (Qs1M − Cf ) e ≥ QSM + f ,
Ay¯2 + g (y¯2) = (Qs1m− Cf ) e ≥ QSm+ f ,
Ay1 + g
(
y1
)
= (Qs0M +minf) e ≤ QSM + f ,
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Ay2 + g
(
y2
)
= (Qs0m+minf) e ≤ QSm+ f ,
y como g es estrictamente creciente → y1 ≤ yM ≤ y¯1 e y2 ≤ ym ≤ y¯2. Por lo tanto
g−1 (Qs0m+ mínf) ≤ (ym)i ≤ g−1 (Qs1m− Cf ) ,
g−1 (Qs0M + mínf) ≤ (yM)i ≤ g−1 (Qs1M − Cf ) ,
con i = 1, 2, 3.
2.De la hipótesis (Hcf ) y suponiendo que 0 < Q < Q1 se obtiene
y¯1 = g
−1 ((Qs1M − Cf ) e) < g−1
((
s1M
g (−10− ) + Cf
s1M
− Cf
)
y
)
= −10− ,
y¯2 = g
−1 ((Qs1m− Cf ) e) < g−1
((
s1m
g (−10− ) + Cf
s1M
− Cf
)
e
)
< −10− ,
ym ≤ y ≤ yM → y<-10- →Ay+g(y) = QSm+ f →y=ym
De la misma forma para Q > Q4 se obtiene
y1 = g
−1 ((Qs0M + mínf) e) > g−1
((
s0M
g (−10 + )−mínf
s0m
+ mínf
)
e
)
> −10 + ,
y2 = g
−1 ((Qs0m+ mínf) e) > g−1
((
s0m
g (−10 + )−mínf
s0m
+ mínf
)
e
)
> −10 + ,
ym ≤ y ≤ yM → y>-10+ → Ay+g(y) = QSM + f → y=yM
en ambos casos
g−1 (mínf) ≤ l´ım
Q↘0
inf ‖y‖∞ ≤ l´ım
Q↘0
sup ‖y‖∞ ≤ g−1 (−Cf ) .
3. Q2 < Q < Q3
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4.4.3. Paso 1: Construcción de sub y supersoluciones de
(
P∞Q
)
Se consideran dos problemas auxiliares
(P1) g (U) = Qs1β (U) e− Cfe
(P2) g (V) = Qs0β (V) e + mín fe
Toda solución de (P1) es supersolución de
(
P∞Q
)
y toda solución de (P2) es subsolución de(
P∞Q
)
Las soluciones de (P1) son
U1 = g
−1 ((Qs1M − Cf ) e) > g−1
((
s1M
g (−10 + )−minf
s0M
− Cf
)
e
)
≥ g−1 ((g (−10 + )− (minf + Cf )) e) > −10 + 
U2 = g
−1 ((Qs1m− Cf ) e) < g−1
((
s1m
g (−10− ) + Cf
s1m
− Cf
)
e
)
= −10− 
Las soluciones de (P2) son
V1 = g
−1 ((Qs0M +minf) e) > g−1
((
s0M
g (−10 + )−minf
s0M
+minf
)
e
)
= −10 + 
V2 = g
−1 ((Qs0m+minf) e) < g−1
((
s0m
g (−10− ) + Cf
s1m
+minf
)
e
)
≤ g−1 ((g (−10− ) + (minf + Cf )) e) < −10− 
en donde
V2 ≤ U2 < −10−  < −10 +  < V1 ≤ U1.
4.4.4. Paso 2: Existencia de soluciones de
(
P∞Q
)
Según el método de sub y supersoluciones, existen dos soluciones y1, y2 de
(
P∞Q
)
tales que
Vi ≤ yi ≤ Ui, para i = 1, 2.
Si y1 > −10 +  entonces y1 verifica
(
P∞Q
)
M por lotanto y1 = yM es la única solución de(
P∞Q
)
mayor que −10 + 
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y analogamente si y2 < −10−  entonces y2 verifica
(
P∞Q
)
m y por lo tanto y2 = ym es la
única solución de
(
P∞Q
)
menorque que −10− 
(
P∞Q
)
Ay + g (y) = Qβ (y)S + f
Para este estudio toda solución de
(
P∞Q
)
es un punto fijo de la ecuación
y = (A+ g)−1 (Qβ (y)S + f)
4.4.5. Lema
Sea X un retracto de un cierto espacio de Banach E y sea F : X → X una aplicación
compacta. Se supone además que X1 y X2 son retractos disjuntos de X, y se consideran
Y1,Y2 subconjuntos abiertos de X tales que Yk ⊂ Xk para k = 1, 2. Si F (Xk) ⊂ Xk y F no
tiene puntos fijos en Xk − Yk para k = 1, 2 entonces F tiene al menos tres puntos fijos x1, x2
y x3 con xk ∈ Xk para k = 1, 2 y x3 ∈ X − (X1 ∪X2).
Se considera a E = R3 como un espacio de Banach ordenado, y a F (v) = (A+ g)−1 (Qβλ (v)S + f)
como un operador compacto en R3
4.4.6. Teorema
SeaΣ =
{
(Q, y) ∈ R+ ×R3 | Q ≥ 0, y solucion de (P∞Q )}
Σ contiene una componente conexa no acotada que comienza en (0, g−1 (−Ce)), y tiene forma
de S
La demostración de este teorema se divide en 3 pasos
4.4.7. Demostración
Sea E un espacio de Banach. Si F : R × E → E es compacta y F (0, u) ≡ 0 entonces
Σ = {(Q, u) | F (Q, u) = u} contiene un par de componentes no acotadas C+ ⊂ R+ × E y
C− ⊂ R− × E tales que C+ ∩ C− = {(0, 0)}.
4.4.8. Paso 1
Σ tiene una componente conexa no acotada que contiene al punto (0, g−1 (−Ce)). Para esto
se considera la traslación de y dada por z = y− g−1 (−Ce) obteniéndose el siguiente sistema gˆ (σ) = g (σ + g−1 (−Ce)) + Ceβˆ (σ) = β (σ + g−1 (−Ce)) .
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en donde z que es la traslación, es una solución de
(
P∞Q
)
De la misma forma que se definió a Σ se define a Σˆ, con E = R3 y de esta forma el operador
F (Q, z) := (A+ g)−1 (Qβ (z)S + f)
(4-10)
es compacto en R3
si Q = 0, entonces z = 0 es la unica solucion, y por lo tanto F (0, 0) = 0. Tambien se
puede concluir que:
Σˆ contiene dos componentes no acotadas Cˆ+ y Cˆ−, tal que Cˆ+ ∩ Cˆ− = (0, 0)
Σ es una traslación de Σˆ
Σ contiene dos componentes no acotadas C+ y C−, tal que C+ ∩ C− = {(0, g−1 (−Ce))}
para este modelo Q ≥ 0, C+, la proyección sobre el eje Q es [0,∞) no acotada
para Q > Q4,
(
P∞Q
)
tiene una solución única yQ, en el intervalo (∞,∞) mayor que
g−1 ((Qs0M − C) e) donde
l´ım|s|→∞ |g (s)| = +∞
4.4.9. Paso 2: Diagrama de bifurcación para dos problemas
auxiliares
Se consideran los siguientes modelos cero-dimensionales auxiliares
(P1) g (y) + Ce = Qs1β (y) e
(P2) g (y) + Ce = Qs0β (y) e
El número de soluciones de estos problemas depende de los valores de Q y se pueden obtener
soluciones explícitas para P1 y P2 y se puede comprobar que Σ1 y Σ2 tienen forma de S como
se puede observar en la figura 4-6.
4.4.10. Paso 3: Argumento de comparación
Si Q < Q3 existe y solución de
(
P∞Q
)
tal que y < −10− . Esta solución verifica que
Ay + g(y) + Ce = QmS
,
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y por tanto
Qs0me ≤ Ay + g(y) + Ce ≤ Qs1me
.
Sean y0 y y1 soluciones de Ay + g(y) + Ce = Qs0me y Ay + g(y) + Ce = Qs1me , respecti-
vamente.
Por tanto (Q, y0) ∈ Σ2 y (Q, y1) ∈ Σ1. Además como Ay0 + g(y0) ≤ Ay+ g(y) ≤ Ay1 + g(y1)
por el principio de comparación para el operador monótonoAv+g(v) se tiene que y0 ≤ y ≤ y1.
De esta manera la rama principal de Σ que comienza en (0, g−1(−Ce)) se encuentra entre
Σ1 y Σ2 alcanzando el punto (Q3, yQ3) donde yQ3 es la solución minimal de (P∞Q ) para
Q = Q3. Análogamente, si se denota por yQ2 la solución maximal de (P∞Q )paraQ = Q2
puede probarse que la componente de Σ que conecta (Q2, yQ2) con (+∞,+∞) se encuentra
entre Σ1 y Σ2. De Q2 < Q3 la rama que contiene (0, g−1(−Ce)) es no acotada y por la
unicidad de la solución de (P∞Q ) cuando Q > Q4 se obtiene que dicha rama tiene forma de
S como se puede observar en la figura 4-6.
Figura 4-6: Representación gráfica de Σ1 y Σ2.
Se puede observar que bajo condiciones de simetría sobre S(x) y f(x) la rama C+ está
formada por soluciones estacionarias simétricas en las que y1 = y3.
4.5. Controlabilidad
Se pretende estudiar cuándo un sistema modelado por un conjunto de ecuaciones diferenciales
es controlable y hasta que punto se puede realizar el control. Se parte entonces del sistema
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 dydt (t) = f (y (t) , u (t)) , t > 0,y (0) = y0,
(4-11)
en donde
u (t) = (u1 (t) , ..., um (t))
T ∈ Rm
representa el control aplicado sobre el sistema y
y (t) = (y1 (t) , ..., yn (t))
T ∈ Rn
representa el estado del sistema.
El sistema 4-11 se puede también representar de la siguiente manera
 dydt (t) = Ay (t) +B(u (t) , t > 0,y (0) = y0, .
(4-12)
donde A y B son matrices de coeficientes constantes y de dimensiones A ∈ Mn×n y B ∈
Mn×m respectivamente con n ≥ m ≥ 1.
El sistema 4-12 se dice controlable en tiempo T si para cada estado inicial y0 ∈ Rn y cada
estado deseado yd = y (T ) ∈ Rn existe al menos un control u ∈ U de tal forma que la solución
de 4-12 pruebe que y (T ;u (T )) = yd.
El sistema 4-12 es controlable para para cierto tiempo T > 0 si y sólo si la matriz de
controlabilidad (o de Kalman) del sistema
K =
[
B,AB, ..., An−1B
] ∈Mn×nm
(4-13)
prueba que rg(K) = n (condición de Kalman). Además sí ésto se verifica, el sistema es
controlable para todo T > 0. Sin embargo, si n − 1 ≥ rg(K) = r ≥ 1 entonces para todo
y0 ∈ Rn y para todo T > 0 el conjunto de soluciones de 4-12 para un tiempo T > 0 recubre
un subespacio afín de dimensión r de Rn.
De aquí se puede deducir que:
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Cuando el sistema 4-12 cumple las condiciones del teorema de Kalman, el par (A,B) es
controlable. Además el conjunto de pares controlables (A,B) es abierto y denso. Ésto
significa que la mayoría de sistemas lineales son controlables. Además la propiedad de
controlabilidad es robusta, es decir, es invariante frente a pequeñas perturbaciones de
A y/o B. La elección estratégida de B, si representa un único control (m = 1), puede
permitir controlar un número arbitrariamente grande de componentes del sistema (n
puede ser tan grande como se quiera).
El grado de controlabilidad del sistema 4-12 está completamente determinado por el
rango de su correspondiente matriz de Kalman K. Este rango indica cuántas compo-
nentes del sistema son sensibles a la acción del control.
K ∈Mn×nm y por tanto cuando sólo se tiene una variable de control, es decir, M = 1
entonces K ∈ Mn×n. En este caso es más complicado que el rango de K sea igual a
n. Ésto tiene sentido ya que el sistema debería ser más facilmente controlable según
como el número de variables de control que actúan sobre el mismo sea mayor.
El sistema en cuestión se puede controlar en cierto instante de tiempo si y sólo si es
controlable para cualquier tiempo. Ésto significa que en el sistema 4-12 la información
se propaga temporalmente de alguna forma a velocidad infinita. Esta propiedad en
general no es cierta en el contexto de ecuaciones diferenciales parciales.
Figura 4-7: Control deseado y posibles soluciones del sistema a partir de un valor inicial
de temperatura.
4.5.1. Controlabilidad de sistemas no lineales de dimensión finita
En este caso las técnicas más utilizadas para estudiar la controlabilidad de un sistema son
la linealización del sistema considerado alrededor de un punto de equilibrio y la utilización
de técnicas de Geometría Diferencial.
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Se considera entonces el sistema no lineal representado por la ecuación 4-11. En este caso y0
es el estado inicial del sistema y f : Rn×Rm → Rn es la función no lineal que lo determina.
Se dice que y∞ ∈ Rn es un estado estacionario o punto de equilibrio de 4-11 si
f (y∞,u∞) = 0
para algún u∞ ∈ Rm.
Si se considera a Br(x) una esfera de centro x y radio r en Rn. Se dice que el sistema 4-11
es localmente controlable en y∗ ∈ Rn en un tiempo T si para todo  > 0 existe δ ∈ (0, ) tal
que para cualquier y0, yd ∈ Bδ(y∗) existe un control u ∈ U tal que
1. y(T ;u(T )) = yd.
2. y(t;u(t)) ∈ B(y∗) para todo t ∈ [0, T ].
4.5.2. Controlabilidad via linealización
Supongase que f es una función diferenciable en (y∗,u∗) ∈ Rn × Rm. Al sistema lineal 4-12
junto con
A = Dyf (y∗,u∗) =
(
∂fi
∂yj
(y∗,u∗)
)
i,j=1,2,...,n
y B = Duf (y∞,u∞) =
(
∂fi
∂uj
(y∞,u∞)
)n,m
i,j=1
se le denomina linealización de 4-11 en el punto (y∗,u∗).
Otro resultado importante es el siguiente:
Si se considera a y(·;u) solución de 4-11 con y0 = 0 y si se supone además que el sistema
linealizado 4-12 cumple la condición de Kalman. Entonces, para todo  > 0 existe δ > 0 tal
que para cualquier yd ∈ Bδ(0) existe un control u ∈ U tal que
1. y(T ;u(T )) = yd.
2. y(t;u(t)) ∈ B(0) para todo t∈ [0, T ].
En la figuras 4-7 y 4-8 se puede observar el comportamiento de las soluciones del sistema,
entre ellas el control deseado yd
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Figura 4-8: Posibles soluciones entre ellas la solución esperada yd por medio del control
aplicado.
5 Estudio de los glaciares en
Colombia
Varios eventos se interrelacionaron para que ocurrieran las glaciaciones en Colombia y en
general en los Andes. Se estima que hace unos 30 millones de años el continente de la Antár-
tida se ubicó en el Polo Sur y así se organizaron los intercambios térmicos Polo-Ecuador. Sin
embargo, en la posición ecuatorial de Colombia se requiere la presencia de altas montañas
para la formación de glaciares y hace siete a cinco m.a. se dieron las condiciones para la
formación de páramos y glaciares.
Los ciclos glacial e interglacial con una duración media de 90.000 y 10.000 años respecti-
vamente se relacionan con la excentricidad de la órbita terrestre alrededor del Sol, lo que
implica fases de mayor o menor energía solar recibida por la Tierra. Así, la formación de
glaciares, tanto en los Andes Colombianos como en otros sistemas montañosos, requirió de
la reunión de las condiciones antes citadas.
En Colombia se conocen los cambios climáticos globales y sus consecuencias con base en
el polen contenido en los sedimentos lacustres del paleolago de Bogotá, encontrando para
los últimos 3,5 m.a. una alternancia de 27 ciclos glacial-interglacial; pero esto no implica
que hayan ocurrido 27 glaciaciones. Con apoyo de dataciones se plantea la existencia de
vestigios fragmentarios de una penúltima glaciación en la Sierra Nevada del Cocuy figura
5-1, en Murillo-Tolima y en Marulanda-Caldas figura 5-2. En este último caso, la datación
de restos de carbón en la base de una capa de ceniza que a su vez está superpuesta a un
cedimento a 2.800 m presenta dudas porque sólo indica que es mayor de 37.000 años; sin
embargo los clastos rocosos tienen un revestimiento de alteración, hecho que no se registra
para los depósitos de la última glaciación.
El último glacial, en su expresión global, empezó hace unos 116.000 años. A partir de entonces
la temperatura comienza su descenso generalizado pero oscilante, es decir con alternancias
de estadiales e interestadiales. Hace 70.000 años aproximadamente se presentó un mínimo
térmico que al parecer desencadenó la acumulación de hielo en las montañas colombianas, o
empezó una recuperación de los posibles glaciares residuales de la penúltima glaciación.
La fase fría del último glacial duró hasta hace unos 20.000 años. Mediante estudios palinológi-
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Figura 5-1: La Sierra Nevada del Cocuy presenta vestigios de la penúltima glaciación.
cos en sedimentos lacustres de la Sabana de Bogotá, se encontraron evidencias de vegetación
de páramo con una edad de 2,5 m.a. y también a altitudes inferiores. Si para ese entonces
y a la altitud de la Sabana de Bogotá existían páramos, se puede pensar que a altitudes
similares y un poco inferiores en las demás partes de las cordilleras existirían páramos y
arriba de ellos habría glaciares (nevados).
Si esto ocurrió así, esas masas de hielo tuvieron que ser de poca extensión, pues no se han
encontrado evidencias geomorfológicas de modelados glaciares del cuaternario antiguo o, qui-
zás, fueron borradas por el desplazamiento de los hielos en la última glaciación. Sin embargo,
los ciclos glacial-interglacial sí estaban funcionando en ese tiempo. Esto, necesariamente, tu-
vo que modificar el rango altitudinal del cinturón paramuno con ascensos y descensos según
el aumento o disminución de la temperatura y, paralelamente y en el mismo sentido, fluc-
tuarían los glaciares. Así, el avance del páramo hacia abajo liberaba espacios en su parte
superior para ser ocupados por el hielo y viceversa, en los interglaciales e interestadiales
(ascenso térmico) los páramos ascendían dejando menos espacio para los glaciares e incluso
con la desaparición de éstos. Estos ascensos y descensos, incluida la posible desaparición de
algunos cinturones se puede interpretar bajo el concepto de Catena.
Este concepto se refiere a un proceso de sucesiones vegetales, lo que efectivamente ocurre con
el ascenso o descenso de los páramos; pero, además, se plantea como el cambio espacial de
los cinturones en la relación páramo-glaciar. En este caso el páramo incluye el superpáramo,
cinturón que corresponde geomorfológicamente con el piso periglaciar. Se entiende además,
que la velocidad con la que un glaciar pierde su masa (ablación) no es la misma con la que
el páramo fitocoloniza hacia arriba.
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Figura 5-2: Marulanda-Caldas situada a 2 horas de la ciudad de Manizales presenta una da-
tación mayor a 37.000 años con posibles vestigios de una penúltima glaciación.
En el caso inverso, cuando por descenso térmico los glaciares crecen y descienden ocupando
más área, los pisos inmediatamente inferiores se contraen y migran hacia abajo. Como antes
se dijo, el último glacial empezó hace unos 116.000 años y para los Andes colombianos los
glaciares empezaron a formarse hacia los 70.000 años. El óptimo glacial (temperaturas más
bajas) ocurrió entre 70.000 y 18.000 años y los glaciares tuvieron su mayor crecimiento y
avance entre 30.000 y 25.000 años ya que la última parte del pleniglacial fue de poca hume-
dad en los Andes colombianos.
El mayor avance glaciar descendió hasta los 3,000 ± 100 m en las montañas colombianas y
cubrió una extensión de 17,109 km2. Esto significa que el límite superior del páramo (y más
exactamente del superpáramo) era de 3,000± 100 m o lo que es lo mismo, el límite superior
del piso periglaciar. El límite inferior coincide, con la aparición arriba de los 2,700± 100 m
de una capa de gravilla (stone line) generalizada en la alta montaña colombiana bajo los
suelos que se han desarrollado en el Holoceno.
Lo anterior implica que el superpáramo estaría contraído, es decir, ocupando un cinturón
altitudinal menos ancho que en el presente. La capa de gravilla, que se utiliza aquí como
indicador, muestra el espacio en el que funcionaban los procesos periglaciares, especialmente
el escurrimiento superficial difuso ligado principalmente al hielo/deshielo (de nieve), como
proceso selectivo que no transporta el material gravilloso o blocoso. Entonces, el superpára-
mo se extendía entre 2,700±100 m y 3,100±100 m; mientras que el páramo con su cobertura
de gramíneas y frailejonales (y bosques enanos) empezaba a los 2,700 ± 100 m y descendía
hasta un poco menos de los 2.500 m.
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Los criterios anteriores sirvieron como argumento para definir la alta montaña actual como
el espacio que en el Pleniglacial estuvo directamente sometido a la acción del frío, fuese por
los glaciares o por otros procesos relacionados con el hielo/deshielo (de nieve), formación de
agujas de hielo en los suelos, estriación de suelos, descamación y gelifracción.
Hoy, la alta montaña así definida incluye la parte superior del piso bioclimático Andino (o
Alto-Andino), los páramos incluyendo el superpáramo o piso morfogénico periglaciar y los
glaciares (nevados) donde la altitud y la humedad lo permiten (arriba de 5.000 m). El área
hoy ocupada por la alta montaña es de 41,255 km2, lo que es igual al 3,6 porciento del área
continental del país o el 11,5% de su espacio andino. La distribución altitudinal de pisos de
la alta montaña antes planteada (para el Pleniglacial), implica un cinturón de páramo es-
trecho y que empezó a ampliarse en el Holoceno, mientras que el piso glaciar fue amplio. En
el Holoceno la tendencia es inversa, páramo y superpáramo amplios y un piso glaciar estrecho.
La Pequeña Edad Glaciar se debió a un mínimo de actividad de la corona solar y el ca-
lentamiento actual a un máximo; estas fases, por lo que se conoce actualmente, tienen un
máximo de duración de unos 200 años. Además, la actividad industrial actual con la emisión
de gases y polvo a la atmósfera, crean el efecto de invernadero con el consiguiente aumento
de la temperatura.
Figura 5-3: Nevado del Ruiz con una altitud de 5.321 m sobre el nivel del mar ha presentado
un retroceso en las lenguas glaciares.
En consecuencia, el desgaste de los glaciares se ha acelerado, las primeras fotografías aéreas
del Cocuy fueron tomadas por el Instituto Geográfico en 1978 y la interpretación de las
mismas permitió evaluar el área en 38,67 km2 y un volumen de 392 millones de metros
cúbicos. Para 1985 y por el mismo procedimiento se evaluó el área en 35,7 km2 con un
volumen de 352 millones de metros cúbicos. Lo anterior muestra que de 1850 a 1978 la pérdida
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de hielo se acerca a un promedio de 0,7% anual y desde 1.978 en adelante la pérdida se ha
duplicado, con valores de 1,5% anual. Los datos para 1985 fueron parcialmente extrapolados,
puesto que la cobertura aerofotográfica no es completa para esa fecha; sin embargo, los
trabajos de campo, especialmente en la Cordillera Central en el volcán nevado del Ruiz
en los últimos 15 años muestran un retroceso acelerado de las lenguas glaciares figura 5-3.
Como ejemplo, citamos el máximo retroceso observado de 1.200 m en el período 1989-1994,
en la Lengua Nereidas. El anterior registro, no debe ser interpretado como representativo
para todos los glaciares del país puesto que en la cordillera Central el efecto del vulcanismo
contribuye en gran parte a acelerar el proceso de fusión. El Nevado del Ruiz está cubierto por
glaciares, que se formaron hace varios miles de años y generalmente han ido retirándose desde
el Último Máximo Glacial. Desde hace 28.000 a 21.000 años atrás, los glaciares cubrían unos
1.500 km2 del macizo Ruiz–Tolima. Tan tarde como hace 12.000 años, cuando se retiraban
las capas de hielo de la última glaciación, cubrían aún 800 km2, y durante la Pequeña Edad
de Hielo, la capa de hielo cubría aproximadamente 100 km2. Los principales cambios del
final del Último glacial se resumen a continuación:
El mayor avance de los glaciares (Pleniglacial) ocurrió poco antes de 35.000 años.
Entre los 30.000 y 25.000 años, el retroceso empieza a ocurrir aunque en condiciones
frías pero no tanto como las anteriores, además de haber buena humedad.
A partir de entonces los glaciares entran en franco retroceso, al parecer no por un
incremento térmico sino por déficit de humedad; sin embargo, hacia los 25.000 años se
presentó un reavance (estadial).
Para el norte de Europa y el norte de Norteamérica la mayor extensión glaciar se
presentó hacia los 18.000 años con el mínimo térmico; pero en Colombia, de los 21.000
a los 14.000 años se presentó la mayor reducción glaciar bajo condiciones frías hasta
los 18.000 años y luego con incremento térmico y disminución de la humedad.
En la parte final (Tardiglacial) entre 14.000 y 10.000 años la pérdida de la cobertura
glaciar continúa aunque con oscilaciones que definen los estadiales e interestadiales.
Estas fluctuaciones (avances y retrocesos menores del hielo) ocurren dentro de la ten-
dencia global de disminución de los glaciares ligada al incremento térmico que daría
paso al Holoceno.
6 Conclusiones y trabajo futuro
6.1. Conclusiones
El sistema estudiado presenta básicamente tres soluciones, la primera que corresponde
al clima actual del planeta, la segunda representada por un punto de silla intermedia
inestable y finalmente la tercera que corresponde al planeta cubierto de hielo.
El control aplicado en el sistema se hace sobre los gases de efecto invernadero que en
proporción normal mantienen estable la temperatura del planeta, sin embargo si hay
una disminución o aumento de estos gases la temperatura podría sobrepasar el umbral
hacia una temperatura crítica extremadamente alta o hacia un planeta completamente
congelado.
El planeta tierra durante su historia ha sufrido al menos dos periodos importantes de
congelamiento total o Snowball Earth de los cuales hay evidencia en la actualidad al
menos del primer periodo tal es el caso de los depósitos de manganeso del Kalahari
considerados los más grandes del mundo donde el componente principal es el dióxido de
manganeso. Justamente después del primer periodo de congelamiento total de la tierra
el manganeso del océano reaccionó con el oxígeno formando dióxido de manganeso el
cual luego se deposito en el fondo del océano lo que en la actulidad son las minas del
Kalahari. Estos indicios ponen de manifiesto la existencia de grandes cantidades de
oxígeno debido al descongelamiento del hielo en este caso en particular del océano.
Esta reacción química se puede representar fácilmente en el laboratorio.
Para el análisis matemático se han puesto en consideración dos modelos que representan
el parámetro de coalbedo, muy importante en el estudio de los sitemas propuestos y
que representa la radiación absorbida por la superficie terrestre, el modelo de Budyco y
el modelo de Sellers de los cuales siempre se ha utilizado el segundo que se ha propuesto
continuo en un intervalo de temperatuas cercano a la temperatura crítica de -10C◦ para
evitar inconvenientes con la solución de las ecuaciones diferenciales parciales utilizadas
en el tratamiento matemático.
En el modelo propuesto en el capítulo 2 para resolver la ecuación de balance de energía
se propone un funcional por medio del cual se llega hasta un problema de valores y
vectores propios. Los signos de estos valores propios nos permiten estudiar la estabilidad
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del sistema de la siguiente manera: si todos los signos de los valores propios son positivos
la solución es estable, si uno o más valores propios tienen signos negativos la solución
es inestable. Las soluciones de estado estacionario estables conducen a mínimos locales
en el funcional F (T ) y a soluciones inestables correspondientes a puntos de silla.
En nuestro país se han encontrado vestigios de glaciaciones pasadas tal es el caso de la
Sierra Nevada del Cocuy y Marulanda Caldas entre otros, además se ha comprobado
como ha disminuido el hielo en algunos de los principales glaciares como es el caso
del Nevado del Ruiz. Estos fenómenos nos han ayudado a comprender la fragilidad del
clima además de mostrarnos como han quedado registrados en alturas que sobrepasan
los 5000m.
6.2. Trabajo Futuro
Como parte de un trabajo futuro se podrían estudiar otros tipos de control aplicados a sis-
temas de balance de calor entre los cuales se puede nombrar el método de control por medio
de corchetes de Lie el cual proviene de la Geometría diferencial y se ha pensado como un
trabajo posterior debido a la rigurosidad matemática que maneja y a su extensión pero que
puede aportar más en la busqueda de controles óptimos para problemas de modelos de clima
como los presentados en este trabajo de investigación.
Aunque pueda tratarse de un proyecto ambicioso se piensa en la posibilidad de extraer mues-
tras de alguno de los principales nevados de nuestro país como por ejemplo La Sierra Nevada
del Cocuy o El nevado del Ruiz por sus grandes alturas que sobrepasan los 5000m. Las
muestras podrían ser de carbono o también de núcleos de hielo tomadas de la cima y pos-
teriormente realizar pruebas de laboratorio que nos permitan comprobar con más seguridad
el comportamiento climático a nivel local y a nivel global como lo han hecho investigadores
de otras universidades del mundo.
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