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Abstract
The ability to track and monitor relevant and impor-
tant news in real-time is of crucial interest in multi-
ple industrial sectors. In this work, we focus on the
set of cryptocurrency news, which recently became of
emerging interest to the general and financial audi-
ence. In order to track relevant news in real-time, we
(i) match news from the web with tweets from social
media, (ii) track their intraday tweet activity and (iii)
explore different machine learning models for predict-
ing the number of article mentions on Twitter within
the first 24 hours after its publication. We compare
several machine learning models, such as linear ex-
trapolation, linear and random forest autoregressive
models, and a sequence-to-sequence neural network.
We find that the random forest autoregressive model
behaves comparably to more complex models in the
majority of tasks.
1 Introduction
Social media and news play an important role in driv-
ing the fluctuation of economic indicators and finan-
cial markets [1], [2], [3], [4] in a nontrivial fashion.
Recently, novel financial markets have emerged, that
are exchanging from fiat money (USD, EUR, CNY)
to cryptocurrencies and vice versa [5, 6]. As of De-
cember 2018, cryptocurrencies have a total market
capitalization of $120 billion, with more than 250000
∗Contributed equally to the first authorship
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transactions per day. In 2017 Bitcoin was ranked
second on the Google Trends list of popular topics in
global news. Despite a decrease of interest towards
cryptocurrencies in 2018 according to Google Trends,
the number of daily articles related to cryptocurren-
cies is still notably high. Therefore, it is not surpris-
ing that the rapid development of cryptocurrency has
attracted increasing attention from news and social
media.
A large volume of news articles about cryptocur-
rencies, published daily can make it hard for individ-
uals to filter out relevant information and make in-
formed decisions in this domain. Fortunately, people
share and discuss news every day in large quantities
on social media platforms, e.g. on Twitter, which is
the focus of this paper. Therefore, social media can
be a good proxy to monitor and track ”important”
news about cryptocurrencies. Our work is motivated
by the hypothesis that high engagement with a news
article on Twitter is related to the ”importance” of
an article.
In this paper, we introduce an online data mining
system which connects news and tweets discussing it.
We also perform preliminary data exploratory and
predictive analytic using machine learning and deep
learning. Overall, the contribution of this paper is as
follows: (i) We build an online data mining pipeline
to extract news articles from a discussion on Twit-
ter and collect tweets associated with the articles.
This paired news and tweet data is continuously up-
dated in a cloud database. This data is a rich source
for studying public interest and attention on cryp-
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tocurrency and the potential effect of social media
on the market. (ii) Based on the news and asso-
ciated tweets collected by the pipeline, we perform
exploratory data analysis to characterize news dis-
cussion on Twitter. (iii) We apply machine learning
and deep learning models to predict the popularity
of news articles on Twitter. We aim to predict the
number of tweets mentioning an articles related to
cryptocurrencies, which we consider as a measure of
its ”importance”.
2 Related work
Many studies have focused on the relationship be-
tween social media, news, and other information from
the www onto financial markets [7, 8, 3]. However,
the main focus of our work is modeling and prediction
of news popularity via social media. In [9], the au-
thors link a given news article to social media utter-
ances that implicitly reference it through a dedicated
query model. Tracking and automatically connect-
ing news articles to Twitter conversations by Twitter
hashtags was studied in [10]. In [11], the authors con-
structed a multi-dimensional feature space derived
from an article and use a conventional SVM to pre-
dict its popularity. The authors in [12] show how the
class of temporal point processes (Hawkes) can be
used for predicting Retweet dynamics. The authors
in [13] propose how to leverage knowledge base infor-
mation for improving popularity prediction. Starting
from the idea that only a small amount of news arti-
cles become popular, [14] focused on the subset of the
most popular news to rank articles. In [15] it formu-
lates article importance prediction as a classification
task using SVM.
In this paper, we exploit ensemble machine learn-
ing and sequence to sequence (seq2seq) deep learning
to study the predictability of crypto news popularity
on Twitter in real-time mode. In contrast to others,
our analysis is focused on the intraday importance
prediction.
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Figure 1: The tracking of crypto news intraday ac-
tivity on 24th Jan 2018 at 15:28:37 CET, visualized
by our server.
3 Data pipeline
The data pipeline consists of a real-time online sys-
tem, with the following components: Twitter collec-
tion, article collection, and tweet-article matching.
Streaming 
Tweets News 
Articles
Pairs of News 
and Tweets
DB
Predicting
Engine
Visualization
Pre-processing
Figure 2: Architecture of the data pipeline.
The Twitter data collection was implemented
by using the publicly accessible Twitter streaming
API with real-time filtering by a list of cryptocur-
rency related keywords. The Twitter API does only
provide a random sample of all tweets.
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The article data colletion is obtained by scrap-
ing news from the dynamic set of gazetteer source
URLs. The set of gazetteer source URLs is auto-
matically updated by extracting the URLs from the
content of downloaded tweets.
The tweet-article matching data is the
document-oriented database online instance, that
contains matchings between news articles and tweets.
The matching exists if the tweet explicitly contains
the URL of an article.
Before extracting features from the data, we first
process the data for further usage. In a first step, we
merge some of the matchings together. This is done
for two reasons. First, the online database only con-
tains incremental matchings which have to be merged
together in order to provide a complete matching of
the article to tweets. Secondly, the raw URLs of the
articles can contain query strings, which often con-
tain information not related to which article the URL
refers to. Hence, by changing those parameters one
can obtain arbitrarily many different URLs linking to
the same article. Because of this, there are often mul-
tiple different article entries in the database or data
file for the same article. On the other hand, there are
also some websites that use the query string to dis-
tinguish between articles. Therefore, we merge the
matchings of two articles if they fulfill the following
3 conditions:
1. The URLs of both articles share the same host
as well as the same path.
2. Both articles have the same title.
3. Both articles were published at the same time.
These conditions allow for merging of articles of
which the URLs have different query strings while the
last two conditions prevent the system from merging
articles which are distinguished by the query string
in the URL. While merging the articles we also re-
move duplicate entries for the same tweet which are
sometimes present in the database.
According to the publication time in the data,
some of the articles were published 2000 years ago
or even in the future. These publication dates are
clearly wrong. We, therefore, remove all articles
that were published outside of an acceptable time-
interval.
Top publishers
Top keywords
21.3%
14.5%
6.0%
44.6%
Cointelegraph Ccn Coindesk Bitcoin0 Bitcoinist Coinspectator Twitter
Tribetica Reddit Newsbtc Ethereumworldnews Coinpath Others
66.8%
21.1%
Bitcoin cryptocurrency Ethereum Dash0 EOS Ripple Ethos Nano
Ethereum Classic Waves NEO Steem Others
Figure 3: Top publishers and top keywords on 24th
Jan 2018 at 15:28:37 CET, visualized by our server.
Let us describe the data, that we are gathering and
then go on to describe how we process this data. We
work with three entities in our dataset: news articles,
tweets, and matchings, i.e. the relations between arti-
cles and tweets. While these concepts are easy to un-
derstand intuitively, we specify their attributes here
to avoid confusion.
In Tab. 1 and 2, we provide a list of the properties
of a news article and a tweet respectively. A matching
(see Tab. 3) relates to a set of tweets that reference
the article.
In Fig. 5 we observe that the number of men-
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Figure 4: Top article ranked by our system on 24th
Jan 2018 at 15:28:37 CET.
Table 1: Properties of an article entity.
URL The url of the article.
title The headline of the article.
publication time The publication timestamp.
text The text body of the article.
tions on Twitter saturates generally within the first
24 hours after publication. We, therefore, define our
prediction target as the number of mentions during
24 hours after publication. We also found that there
is a strong seasonality effect at weekends.
4 Predictive analytics
We aim to explore the different machine learning
models on the task of predicting the total number
of article mentions within a defined time horizon af-
ter the article’s publication time. Let t0, t1 be two
timestamps with t0 < t1 < t0 + δ, where we set δ
to 24 hours in this paper. The task of our machine
learning models is as follows: Given an article pub-
lished at time t0 and all tweets published between t0
and t1 that mention the article, predict the cumula-
tive number of tweets mentioning the article between
Table 2: Properties of a tweet entity.
user The Twitter username.
text The content of the tweet.
publication time The timestamp of the tweet.
links The urls in the text.
Table 3: Properties of a matching entity.
article An article as described in Tab.1.
tweets A list of matched tweets.
time t0 and t0 + δ. Here t1 is the prediction starting
time, which represents how much historical data can
be used to predict.
4.1 Feature Extraction
For our predictive models we use three sets of fea-
tures, which we name time series, content and con-
text features.
Time series features Let t0 be the publication
time of an article and t1 the current time. Let d a
timestep size (set to 1 hour in our experiments). The
time series feature fk is then given by the number of
mentions of the article between t0 and t0 + kd where
k ∈ {j ∈ {1, 2, ...}|t0 + jd ≤ t1}. As an example
suppose that t1 is 3 hours after t0 and the article is
mentioned twice, once and three times in hours 1, 2
and 3 since publication respectively. Then there are
3 time series features: f1 = 2, f2 = 3, f3 = 6. Note
that the number of these features is not constant, but
depends on t1 as defined in 4.
Content features We extract a vector of content
features from each article, by using a keyword list
to allow the models to learn individual dynamics for
articles related to different cryptocurrencies. Each
cryptocurrency related concept is represented by a
binary feature, that is set to 1 if one of the keywords
related to the concept is present in the title of the
article.
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Figure 5: Histogram of article lifespan during one
week starting at 13.10.2018, defined as the time after
which an article reaches 90% of its total mentions
(on the right). We observe that most articles, with
at least 100 mentions, reach the end of their lifespan
around 24 hours after publication.
Context features The amount of Twitter men-
tions might further be related to the publisher of an
article. There seem to be very few publishers with
significantly more mentions on Twitter than the other
publishers. We count the total number of mentions
of each publisher in our training set. We then extract
the 10 publishers with the highest numbers of men-
tions. For each of these publishers, we introduce a
binary feature set to 1 if the article was published by
the respective publisher.
4.2 Predictive Models
4.2.1 Baseline model
As a baseline model, we use a linear extrapolation
of the last k time series features by fitting a linear
function of the time step to the dataset given by
{(K − k + 1, fK−k+1), ..., (K, fK)}. Here K is the
number of time series features available for the arti-
cle. To predict the total number of mentions at the
target time, we evaluate the model for the time step
N , such that Nd = δ. The model ignores content and
context features. In our experiments, we will choose
k = 3.
4.2.2 Autoregressive models
A common type of time series model is an autoregres-
sive model [16]. An autoregressive model of order k
predicts the value at the next timestep K + 1 based
on the values observed at the previous k timesteps
K − k + 1, ...,K. In our experiments, we provide K
as an additional input to the model. The idea is,
that the dynamics can be very different a few hours
after the publication and shortly before the end of the
prediction window. In some experiments, we will fur-
ther provide content and/or context features to the
model. In our case, we have to predict multiple steps
in the future. This is achieved by first predicting a
single timestep. We then assume that the predicted
value is the correct value and use it as an input for
the prediction of the next timestep. By recursively
applying this strategy, we can predict an arbitrary
amount of timesteps ahead.
For autoregressive models of order k, we gener-
ate multiple training samples from each time series
f1, ..., fN . The first sample uses f1, ..., fk to pre-
dict fk+1. The second sample predicts fk+2 from
f2, ..., fk+1 and so on.
We use two different kinds of autoregressive mod-
els. The first one uses a linear model to predict the
next timestep and the second one uses the random
forest regressor.
4.2.3 Random forest regressor
A random forest is an ensemble of decision trees. The
total response of the random forest model is the av-
erage prediction of all decision trees. In order to
increase the variety of the individual decision trees,
each tree is trained on a bootstrapped sample from
the original dataset and uses only random subsets of
the features for each decision. For more details about
random forests see [17] or the documentation of the
scikit-learn implementation that we use for our ex-
periments.1
1https://scikit-learn.org/stable/modules/generated/
sklearn.ensemble.RandomForestRegressor.html#sklearn.
ensemble.RandomForestRegressor
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4.2.4 Sequence-to-sequence model
As described in [18], sequence-to-sequence model con-
sists of two recurrent neural networks (RNN). The
first RNN is called the encoder. This recurrent net-
work receives as inputs all available time series fea-
tures. The outputs of this model are discarded. The
second RNN is called the decoder. The initial hid-
den state is given by the final hidden state of the
encoder. The first input to the decoder is the last
time series feature. In our architecture, the output
of the decoder at each timestep serves as input for a
fully connected network with one hidden layer that
outputs the predicted value for the next timestep. If
context or content features are used, those features
serve as additional inputs to the fully connected net-
work. The predicted value is then used as the input
at the next timestep. As a loss function, we use the
sum of squared errors between the predicted values
and the real values. Be f1, ..., fl the input time series
and fl+1, ..., fK the real continuation. Be fˆK+1, ...fˆN
the predicted values. The loss for this time series is
then given by
L =
K∑
i=l+1
(fi − fˆi)2
Gated recurrent units Our sequence-to-sequence
model implementation is based on the gated recur-
rent unit (GRU), a variant of recurrent neural net-
works (RNN). The following definition of a GRU is
taken from [19]. Let σ(·) denote the sigmoid function,
tanh(·) the hyperbolic tangent and  the element-
wise matrix multiplication operator. Be x1, x2, ..., xn
a sequence of inputs (e.g. a time series) and h0 the so-
called initial hidden state usually set to 0. The RNN
using GRUs then outputs a sequence h1, h2, ..., hn de-
fined by
zt = σ(Wzxt + Uzht−1)
rt = σ(Wrxt + Urht−1)
h˜t = tanh(Wxt + U(rt  ht−1))
ht = (1− zt) ht−1 + zt  h˜t
where Wr,Wz,W,Ur, Uz, U are model parameters
learned during training. We use the TensorFlow GRU
implementation.2
4.3 Evaluation set-up
4.3.1 Dataset
In this paper, we have done the evaluation of our
real-time model on 23535 articles published between
2018-12-02 00:00:00 and 2018-12-09 00:00:00 and all
tweets mentioning those articles. The correspond-
ing training set contains all articles published before
2018-12-02 00:00:00 with the related tweets. In to-
tal, the training set consists of 125248 articles from
roughly 35 days.
Bootstrapping We want to estimate confidence
intervals of the performance of the different models
instead of just obtaining point estimates. Therefore,
we use bootstrapping to generate 100 new datasets
consisting of 2000 samples from the validation set.
Balancing Because popular articles are rare, we
balance the training set. Let M = .05 ∗Ntrain where
Ntrain is the total number of articles in the train-
ing set. We first sort the training set in descending
order by the number of mentions and then keep the
top M articles with most mentions. We also draw
M random samples from each of the sets of articles
lying between the 75th and 95th percentile and be-
low the 75th percentile. We hence obtain a training
set with an equal number of high importance (above
95th percentile), medium importance (between 75th
and 95th) and low importance (below 75th) articles.
4.3.2 Models
For the baseline model, we choose a linear interpo-
lation of the most recent 3 time series features. The
linear autoregressive model is evaluated for orders 1,
3 and 5. The random forest autoregressive models
are all of order 3 with 50 and 500 estimators. The
sequence-to-sequence model has a hidden state size
of 200 for the encoder and the decoder. The hidden
dense layer consists of 200 units. During training, we
2https://www.tensorflow.org/api_docs/python/tf/nn/
rnn_cell/GRUCell
6
drop out 30 percent of the inputs to the dense layer
as well as 10 percent of the hidden state passed to the
next step of the RNN. The network is then trained in
an end-to-end fashion, using back-propagation with
training batches of size 64. The model is trained for
30 epochs with a learning rate .001, then for another
30 epochs with learning rate .0001 and finally for yet
another 30 epochs using learning rate .000001 using
Adam optimizer.
The baseline model is only provided the time se-
ries features. The autoregressive models and the
sequence-to-sequence model are trained using the
time series, content and context features.
4.3.3 Evaluation metrics
The goal of our prediction is to extract the most rel-
evant cryptocurrency related articles. Most articles
accumulate very few mentions on Twitter. Those ar-
ticles would heavily influence the performance scores
because they represent the vast majority of articles in
the validation set. However, the performance of those
articles does not represent the performance with re-
spect to our goal. For this reason, our evaluation
focuses on the top k articles with most mentions on
Twitter.
There are two different properties of the predic-
tions that can be used to assess performance: the
accuracy of the predicted number of mentions, and
the quality of the induced ranking of articles. We use
mean absolute percentage error to measure the for-
mer property and normalized discounted cumulative
gain to measure the latter.
Mean absolute percentage error (MAPE)
The MAPE is used to evaluate the quality of the
predicted value. It computes by how many percents
the predicted value deviates from the actual value on
average. The reason for using percentage errors in-
stead of absolute errors lies in the great difference
between numbers of mentions of articles. A metric
based on absolute errors would most likely be domi-
nated by the very few articles with significantly more
mentions. The MAPE is defined as follows
MAPE =
1
n
n∑
i=1
∣∣∣∣f (i)δ − fˆ (i)δ
f
(i)
δ
∣∣∣∣
where δ = 24 denotes 24 hour window from the pub-
lication date.
Normalized discounted cumulative gain
(NDCG) The second interesting property of the
predictions is the ordering of the articles induced
by the predicted values. We could obtain the most
important articles from a model that achieves poor
performance with respect to the MAPE but yields
a good approximation of the ordering of the news.
The discounted cumulative gain (DCG) is high if
the top k predicted articles achieve a high number
of mentions. To compute the DCG, the articles are
first ordered by their predicted importance such that
fˆ
(1)
δ , fˆ
(2)
δ , ..., fˆ
(N)
δ . Be f
(1)
δ , f
(2)
δ , ..., f
(k)
δ the observed
importance values of the first k articles from this
ordered set. DCGk is then defined as
DCGk =
k∑
i=1
f
(i)
δ
log2(i+ 1)
IDCGk is now defined as the maximal achievable
DCGk which is computed as the DCGk based on an
ordering according to the observed instead of the pre-
dicted values. The NDCG can be computed as
NDCGk =
DCGk
IDCGk
Hence the maximal achievable NDCGk is 1.
4.4 Results
We will discuss the overall results of our models and
compare their performance in the prediction of the
number of mentions and the order of the articles.
We vary the prediction start time to be 5, 10, 15
or 20 hours after publication time while keeping the
target prediction time fixed at δ = 24 hours after the
publication. For instance, for a start time of 5 hours,
the model gets five data points as input, describing
the mentions in the first 5 hours. It then predicts the
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number of mentions after another 19 hours. Similarly,
for a start-time of 15 hours, the model gets 15 points
as input and has to predict 9 hours into the future.
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0.0
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0.6
0.8
M
A
PE
Extrap. Baseline
Linear Model
Seq. to Seq.
Random Forest
5 10 15 20
prediction start time
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0.80
0.85
0.90
0.95
1.00
N
D
CG
Extrap. Baseline
Linear Model
Seq. to Seq.
Random Forest
Figure 6: MAPE and NDCG of the different models
evaluated on the test data set. The quantiles are
determined using 100 bootstrap samples. Predictions
are evaluated at 4 different prediction times, 5, 10, 15,
and 20 hours after publication of an article.
4.4.1 Overall performance
In Fig. 6 we show the experimental results of the
baseline model, autoregressive model, random for-
est autoregressive model and sequence-to-sequence
model on the test dataset.
As expected, we see that all models make better
predictions, the closer the prediction start time is to
the target time. After 15 and 20 hours from the publi-
cation time, the baseline model already achieves very
good performance with MAPE of 20% and less. As
we have seen, the number of mentions in most news
articles starts to saturate after 10−20 hours. Because
of this, the linear extrapolation that is performed by
the baseline model can be quite accurate at later pre-
diction points. At prediction start times of 15 and
20 hours, the random forest (RF) and sequence-to-
sequence (S2S) model achieve a slightly lower MAPE
than the baseline.
However, we are more interested in the early pre-
diction start points. Ideally, we want to make an ac-
curate prediction about the popularity of an article
as soon as possible after its publication. At predic-
tion start time 5 hours after publication advanced
models achieve a significantly lower MAPE than the
baseline. RF and S2S model achieve a MAPE around
30−40%, while the linear model is at about 45% and
the baseline at 70%. For predictions starting 10 hours
after publication, the baseline and the linear model
improve significantly over their performance 5 hours
after publication. However, RF and S2S model still
achieve a significantly lower MAPE.
Overall, we can say that RF and S2S model is able
to achieve significantly lower error rates close to the
publication time of an article. All models are com-
parable about 20 hours after publication. The RF
model achieves the lowest MAPE overall.
5 10 15 20
prediction start time
0.2
0.4
0.6
0.8
M
A
PE
order = 1
order = 3
order = 5
5 10 15 20
prediction start time
0.80
0.85
0.90
0.95
1.00
N
D
CG
order = 1
order = 3
order = 5
Figure 7: MAPE and NDCG of a linear model of or-
ders 1, 3 and 5 evaluated on the test dataset. The
quantiles are determined using 100 bootstrap sam-
ples. Predictions are evaluated at 4 different predic-
tion times, 5, 10, 15, and 20 hours after publication
of an article.
It is instructive to look at the NDCG as well. Here
we do not see any model being significantly better
than the baseline model, which is mainly due to the
fact that the baseline model is already very good at
predicting the final order of the news articles shortly
after publication. It achieves an NDCG of around 0.9
only 5 hours after publication. The S2S model seems
to perform worse than the other two models in pre-
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Figure 8:MAPE andNDCGof a random forestmodel with 50
and 500 estimators evaluated on the test dataset. The quan-
tiles are determined using 100 bootstrap samples. Predic-
tions are evaluated at 4 different prediction times, 5, 10, 15,
and 20 hours after publication of an article.
The results are shown in Fig. 7. We find that for each prediction
start time the MAPE of the order = 3 model is significantly lower
than the MAPE of the order = 1 model. However, increasing the
order of the model to 5 does not seem to give a significant error
reduction. The NDCG is not significantly different between the
different choices of the order.
In view of these results, we choose an order of 3 for all autoregres-
sive models from here on. While we might be able to gain slightly
better predictions by choosing an order of more than 5, choosing 3
seems to be a good compromise between model performance and
computational cost.
Random forest models provide a number of hyper-parameters
such as the number of estimators, the depth of the tree or the size
of the leaf nodes. To this end, we compare a random forest autore-
gressor with 50 to one with 500 estimators. The results, depicted
in Fig. 8, show no significant different in MAPE or NDCG for both
models. Choosing 500 instead of 50 estimators somewhat decreases
the variance of the NDCG. For the random forest models in our
other experiments, we will, therefore, use 500 estimators, which
are still manageable in computation. Experimenting with other
hyperparameters was out of the scope of this work and is left for
future work.
4.4.3 Uncertainty prediction. In addition to achieving the best
model performance in our experiments, the random forest model
also gives us a natural way to quantify the prediction uncertainty.
Instead of just calculating the mean of the ensemble predictions,
we can calculate percentiles of the predictions to get prediction
intervals with 95% coverage. This is shown in two example time
series in Fig. 9.
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Figure 9: Predictions of the RFAR model for two articles
from the test set. The shaded area shows 95% prediction in-
tervals that are determined from the distribution of the pre-
dictions by the ensemble estimators.
4.5 Model Deployment
We use the trained autoregressive model to do online predictions on
real-time data. The data extraction server3 constantly retrieves new
tweets and articles and finds the tweet-article matchings, which
are saved as a new batch into an online database4. We generate the
dataset for prediction by querying the database for articles pub-
lished in the last 24 hours. The queried data is then pre-processed
in order to extract time series, content, and context features, as
described earlier.
Then, we predict the importance values of new articles at 24
hours after the article’s publication time, using the previously
trained model. The prediction is performed every 10 minutes.
The current predicted importance values are visualized in an in-
teractive webpage5. The web application is developed using Python-
based Flask web development framework6: the front-end makes
constantly Ajax GET requests to the back-end, which reads the
updated importance values from JSON files. For data visualization,
we generate interactive charts with the JavaScript C3.js library7.
The web front-end provides threes tabs (i-iii), showing the follow-
ing dynamic content. (i) A table with the most important articles
can be sorted by the current number of tweets mentions or by the
predicted importance value at the target of 24 hours after publi-
cation. It also embeds the link to each article and displays some
relevant information about the article, such as the publisher and
publication time. (ii) A combined line chart shows the cumulative
time series of the most important articles - a continuous line for
the observed hourly mentions and a dashed line for the predicted
values up to 24 hours since the article’s publication (see Fig.1). (iii)
Two pie charts present the statistics related to article publisher
(context) and cryptocurrency (content) based keywords (see Fig.3).
5 CONCLUSION
In this paper, we introduce an online data mining system relat-
ing cryptocurrency news to the tweets discussing them. This data
pipeline paves the way for monitoring cryptocurrency news of pub-
lic’s interest, identifying and predicting poplar news, and tracking
public opinions towards cryptocurrencies.
3deployed on the Google Cloud (GC)
4MongoDB deployed on Amazon Web Services (AWS)
5Link to webpage: http://35.246.215.206
6http://flask.pocoo.org/
7https://c3js.org
Figure 8: MAPE and NDCG of a random forest
model with 50 and 500 estimators evaluated on the
test dataset. The quantiles are determined using 100
bootstrap s mples. Predictio s are valuated at 4 dif-
ferent prediction times, 5, 10, 15, and 20 hours after
publication of an article.
dicting the order of the articles. This is likely due to
the fact, that it has a la ge degree of freedom in the
model parameter space and probably the r nk regu-
larization could help. However, additional tuning of
the objective function of the S2S model was left for
future work.
Pre icting a rough order of popular news articles
seems to be possible by just linearly extrapolating the
number of mentions in the first few hours. Improving
over that is hard due to the high uncertainty of the
predictio s of the number of mentions after 24 hours.
Looking at the performance of the linear model and
the RF, it seems to be feasible to improve over the
baseline, but the uncertainty of the predictions re-
mains high.
4.4.2 Effect of order
For all autoregressive models, we have to choose an
order. A higher order increases computational cost
but potentially also the prediction quality. To mea-
sure the effec on the prediction quality, we evaluate
the linear autoregressive model on different orders 1,
3 and 5.
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Figure 9: Predictions of the RFAR model for two
articles from the test set. The shaded area shows
95% prediction intervals that are determined from
the distribution of the predictions by the ensemble
estimators.
The results are shown in Fig. 7. We find that for
each prediction start time the MAPE of the order =
3 model is significantly lower than the MAPE of the
order = 1 model. However, increas ng the order of the
m del t 5 does not s em to give a significant error
reduction. The NDCG is not significantly different
between the different choices of the order.
In view of these results, we choose an order of 3
for all autoregressive models from here on. While we
might be able to gain slightly better predictions by
choosing an order of more than 5, choosing 3 seems
to be a good compromise between model performance
and computational cost.
Random forest models provide a number of hyper-
parameters such as the number of estimators, the
depth of the tree or the size of the leaf nodes. To this
end, we compare a random forest autoregressor with
50 to o e with 500 es im ors. T e results, d picted
in Fig. 8, show no sig ificant different in MAPE or
NDCG for both models. Choosing 500 instead of 50
estimators somewhat decreases the variance of the
NDCG. For the random forest models in our other
exp riments, we will, ther fore, us 500 e timators,
which are still manageable in computation. Experi-
menting with other hyperparameters was out of the
scope of this work and is left for future work.
4.4.3 Uncertainty prediction
In addition to achieving the best model performance
in our experiments, the random forest model also
gives us na ural way to quantify the prediction un-
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certainty. Instead of just calculating the mean of the
ensemble predictions, we can calculate percentiles of
the predictions to get prediction intervals with 95%
coverage. This is shown in two example time series
in Fig. 9.
4.5 Model Deployment
We use the trained autoregressive model to do on-
line predictions on real-time data. The data extrac-
tion server3 constantly retrieves new tweets and arti-
cles and finds the tweet-article matchings, which are
saved as a new batch into an online database4. We
generate the dataset for prediction by querying the
database for articles published in the last 24 hours.
The queried data is then pre-processed in order to
extract time series, content, and context features, as
described earlier.
Then, we predict the importance values of new ar-
ticles at 24 hours after the article’s publication time,
using the previously trained model. The prediction
is performed every 10 minutes.
The current predicted importance values are
visualized in an interactive webpage5. The web
application is developed using Python-based Flask
web development framework6: the front-end makes
constantly Ajax GET requests to the back-end,
which reads the updated importance values from
JSON files. For data visualization, we generate
interactive charts with the JavaScript C3.js li-
brary7. The web front-end provides threes tabs
(i-iii), showing the following dynamic content. (i)
A table with the most important articles can be
sorted by the current number of tweets mentions
or by the predicted importance value at the target
of 24 hours after publication. It also embeds the
link to each article and displays some relevant
information about the article, such as the publisher
and publication time. (ii) A combined line chart
shows the cumulative time series of the most im-
portant articles - a continuous line for the observed
3deployed on the Google Cloud (GC)
4MongoDB deployed on Amazon Web Services (AWS)
5Link to webpage: http://cryptodatathon.com/ranknews
6http://flask.pocoo.org/
7https://c3js.org
hourly mentions and a dashed line for the predicted
values up to 24 hours since the article’s publica-
tion (see Fig.1). (iii) Two pie charts present the
statistics related to article publisher (context) and
cryptocurrency (content) based keywords (see Fig.3).
5 Conclusion
In this paper, we introduce an online data mining
system relating cryptocurrency news to the tweets
discussing them. This data pipeline paves the way for
monitoring cryptocurrency news of public’s interest,
identifying and predicting poplar news, and tracking
public opinions towards cryptocurrencies.
Data exploration on the collected paired news ar-
ticles and tweets characterized top publishers, top
cryptocurrencies discussed on Twitter as well as the
lifespan of these news discussions. We also perform
preliminary predictive analytics using machine learn-
ing and deep learning models. This work is a first step
towards providing a prediction system, that detects
articles that are going to become popular shortly af-
ter they are published.
Our current system still needs to observe a few
hours of data before making a prediction. For future
work, the goal would be to make more accurate pre-
dictions within the first hour after publication. This
is possible, by exploring different representations of
the article content by more advanced NLP models.
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