A well-know drawback of 1 -penalized estimators is the systematic shrinkage of the large coefficients towards zero. A simple remedy is to treat Lasso as a model-selection procedure and to perform a second refitting step on the selected support. In this work we formalize the notion of refitting and provide oracle bounds for arbitrary refitting procedures of the Lasso solution. One of the most widely used refitting techniques which is based on least-squares may bring a problem of interpretability, since the signs of the refitted estimator might be flipped with respect to the original estimator. This problem arises from the fact that the least-square refitting considers only the support of the Lasso solution, avoiding any information about signs or amplitudes. To this end we define a sign-consistent refitting as an arbitrary refitting procedure, preserving the signs of the first step Lasso solution and provide Oracle inequalities for such estimators. Finally, we consider special refitting strategies: Bregman Lasso and Boosted Lasso. Bregman Lasso has a fruitful property to converge to the sign-consistent least-squares refitting (least-squares with sign constraints), which provides with greater interpretability. We additionally study the Bregman Lasso refitting in the case of orthogonal design, providing with simple intuition behind the proposed method. Boosted Lasso, in contrast, considers information about magnitudes of the first Lasso step and allows to develop better oracle rates for prediction. Finally, we conduct an extensive numerical study to show advantages of one approach over others in different synthetic and semi-real scenarios.
Introduction
Least absolute shrinkage and selection operator (Lasso), introduced by Tibshirani [1996] , became a popular method in high dimensional statistics due to competitive numerical solvers (as it is a convex program) and fruitful statistical guaranties [Bickel et al., 2009 , Koltchinskii, 2011 . However, the shrinkage of large magnitudes towards zero, observed in practice, may affect the overall conclusion about the model. Different remedies were proposed to overcome this affect, all of them having their advantages and disadvantages. For instance, one may consider a non-convex penalty instead of the 1 regularization [Fan and Li, 2001 , Zhang, 2010 , Gasso et al., 2009 : this approach increases a computational complexity and might be not applicable in large-scale scenarios. Another way to avoid the underestimation of the coefficients is to perform the second least-squares refitting step based on the first step Lasso solution [Belloni and Chernozhukov, 2013, Lederer, 2013] : such an approach brings the problem of interpretability, since the coefficients may switch signs with respect to the original Lasso solution. A lot of theoretical and applied works are devoted to the study of least-squares refitting of an arbitrary first step estimator [Belloni and Chernozhukov, 2013 , Lederer, 2013 , Deledalle et al., 2015 .
Unlike their approach we are rather interested in the refitting of Lasso estimator, it allows us to use previous theoretical analysis provided for Lasso to derive guarantees for a wide class of refitting strategies. In Section 2 we introduce notation, used throughout the article, and the basic Lasso theory is partly covered in Section 3. Readers who are familiar with the Lasso theory may skip Section 3 and proceed to the following sections. Section 4, is concerned with our theoretical framework, where we define a refitting strategy as an estimator which reaches a lower mean square error (MSE), compared to the first step Lasso solution. For this family of refitting strategies we show that the rates for prediction are bounded by the Lasso rates plus an 1 -norm of difference between Lasso estimator and the refitted vector. Inspired by this result we propose to use an additional information, provided by the Lasso solution, for refitting. It leads to a least-squares refitting with constraints, to avoid an explosion of the refitted coefficients. This estimator can be seen as Boosted Lasso strategy (see Section 4.2 and more particularly Lemma 3) allows us to develop better prediction bounds compared to the classical Lasso bounds.
Additionally, we propose another family of refitting strategies in Section 4.1, which restricts the possibility to switch signs with respect to the first step Lasso solution in addition to lower MSE. For every refitting strategy in this family we provide a unified oracle inequality stated in Theorem 3 showing minimax rates under the same assumptions as oracle inequalities for Lasso. We introduce Bregman Lasso, which can be seen as a generalization of Bregman Iterations [Osher et al., 2005 [Osher et al., , 2016 , widely used method in compressed sensing settings and has a strong connection with the method proposed by Brinkmann et al. [2016] . Analyzing the Bregman Lasso in case of denoising model (Section 4.3.2) we provide useful insights on the proposed method. Additionally, we show that Bregman Lasso is a refitting strategy converging to Sign-Least-Squares Lasso, which can be tracked back in [Brinkmann et al., 2016] . This estimator restricts the possibility to flip signs, minimizing MSE meanwhile. For Bregman Lasso, we conduct an intensive analysis in the orthogonal design case which is of independent interest and that exhibits some interesting interpretation of this method, and makes some analogies between Bregman Lasso and well-known existing thresholding methods (such as soft/hard/firm-thresholding). Moreover, an important part of the present contribution is the extension of the proposed Bregman Lasso refitting strategy to the exponential family. This part of the work is covered in Section 4.3.5.
Finally, we conduct an extensive numerical study of different post-Lasso refitting strategies to show advantages of different estimators in various scenarios.
Framework and notation
The standard Euclidean norm is written · 2 , the 1 -norm · 1 , and the ∞ -norm · ∞ . For any integer d ∈ N, we denote by [d] the set {1, . . . , d} and by Q the transpose of a matrix Q, and I d ∈ R d×d is the identity matrix of size d. For two real numbers a, b ∈ R we defined by a∨b the maximum between a and b. For any vectors a, b ∈ R p we denote by a, b = a b the Euclidean inner product and by a b the element wise (Hadamard) product of two vectors. Our approach is valid for a broad class of models, but to avoid digression, we study the prediction performance of the Lasso and refitting strategies only for Gaussian linear regression models with deterministic design. More specifically, we consider n random observations y 1 , . . . , y n ∈ R and fixed covariates x 1 , . . . , x n ∈ R p . We further assume that there is a regression vector β * ∈ R p which satisfies the following relation:
where y = (y 1 , . . . , y n ) ∈ R n is the response vector and X = (x 1 , . . . , x n ) ∈ R n×p the design matrix. We additionally assume, that the columns of X are normalized in such a way that for all j ∈ [p] we have X j 2 2 = n, where X j is j th column of the matrix X. 
The set of all subgradients of f at x ∈ R p is called subdifferential of f at x ∈ R p and written as ∂f (x). We also remind, that the subdifferential of the 1 -norm ∂ · 1 is a set valued vector function sign(·) = (sign(·) 1 , . . . , sign(·) p ) , defined element-wise by
Also, we assume that the unknown vector β * is sparse, i.e., supp(β * ) = S has small cardinality s compared to n and p. To estimate β * we first minimize the negative log-likelihood with 1 penalty [Tibshirani, 1996] , which is equivalent for a fixed λ > 0 to the following optimization problem
We additionally remind the KKT conditions (necessary and sufficient in this case) for the Equation (3):
Lemma 1 (KKT conditions for Lasso). The Karush-Kuhn-Tucker conditions [Boyd and Vandenberghe, 2004] for the Lasso problem Equation (3) read as follows:
or equivalently: there existsρ ∈ sign(β), such that
Lasso theory
In this section we provide one of the classical Lasso oracle inequalities. To this end, we introduce the restricted eigenvalue condition [Bickel et al., 2009] , a widely used assumption on the design matrix X.
Definition 1 (Bickel et al. [2009] ). We say that X ∈ R n×p satisfies the Restricted Eigenvalue condition RE(c 0 , s), where c 0 > 0 and s
We also state below some classical concentration bound on tail of sup of Gaussian random variables.
Lemma 2. Let ε ∼ N (0, σ 2 I n ) and X ∈ R n×p be such that ∀j ∈ [p] we have X j 2 2 = n, hence with probability at least 1 − δ we have
where λ = 2σ 2 log (p/δ)/n.
The following theorem is a starting point of our analysis. Therefore, and for the sake of completeness we state its proof in the Appendix. We mention that similar techniques of the proof can be found in [Giraud, 2014 , Dalalyan et al., 2017 . Theorem 1. If the design matrix X ∈ R n×p satisfies the restricted eigenvalue condition RE(3, s) and λ = 2σ 2 log (p/δ)/n for every δ ∈ (0, 1), then with probability 1 − δ the following bound holds
whereβ is a Lasso solution with tuning parameter λ.
Proof. See supplementary materials for the proof.
Refitting strategies
Underestimation of large coefficients by Lasso and other 1 -penalized estimators have long been well known by practitioners, and simple remedies have been proposed on case by case analysis. One of such approaches is Least-Squares refitting -widely used in high-dimensional regression to reduce the bias of the coefficients and consists in performing a least-squares re-estimation of the non-zero coefficients of the solution. Such a procedure is theoretically analyzed by Belloni and Chernozhukov [2013] applied to an arbitrary first-step estimator. Lederer [2013] , showed that blind Least-Squares refitting of the Lasso solution is not advised in all possible scenarios and developed a refitting criteria. Deledalle et al. [2015 Deledalle et al. [ , 2017 are mostly concerned with the practical aspects of refitting and provide efficient numerical procedures to perform refitting simultaneously along with the original estimator. In contrast, here we are interested in arbitrary refitting of the Lasso solution, which allows to exploit Lasso theory to provide new insights. In this section we study a general framework for refitting techniques. We define a refitting of a Lasso solutionβ as :
Definition 2. Letβ =β(λ) be a Lasso solution with regularization λ. We call a vectorβ =β(β, X, y) a refitting of the Lassoβ if it reduces the original loss function, namely if:
Notice, that one should not expect a superior performance of such a refitting, since the only information available forβ is the mean square error. Additionally notice, that the least-squares solution is obviously a refitting strategy for every Lasso solution. However, defining and analyzing such a family provides with interesting insights and serves as the step towards more thoughtful refitting strategies.
Theorem 2. If the design matrix X ∈ R n×p satisfies the restricted eigenvalue condition RE(3, s) and λ = 2σ 2 log (p/δ)/n for some δ ∈ (0, 1), then with probability 1 − δ the following bound holds
whereβ is a refitting of Lasso solutionβ
Proof. Substituting y = Xβ * + ε into Definition 2 to get
Hence, we can conclude using Hölder's inequality on the event { ε X/n ∞ ≤ λ/2}.
Previous theorem shows, that by controlling the 1 -distance between refitting and Lasso solution, one might obtain satisfying performance, we discuss this idea in Section 4.2.
Sign consistent refitting strategies
Previous section is concerned with an arbitrary refitting strategy, which only uses the information about the mean square error of the Lasso solution. Here, we are interested in a more sophisticated family of refitting strategies, which additionally exploits the information provided by the sign of the Lasso solution. Such an approach has some similarities with the methods introduced by Brinkmann et al. [2016] , even thought the authors had a different motivation.
Definition 3. Letβ =β(λ) be a Lasso solution with regularization λ. We call aβ =β(β, X, y) signconsistent refitting of the Lasso solutionβ if
Remark 1. The sign-consistency property in Definition 3 ensures that a sign-consistent refitting vectorβ satisfies for all j ∈ [p] the following conditions
Notice, that the equations in the previous remark are exactly the first-order optimality conditions for the Lasso problem written component-wise. Since two estimatorsβ (Lasso) andβ (sign-refitting) share the same subgradient we are able to re-use proof techniques similar to the one of Theorem 1 to provide an oracle inequality. The next theorem shows that the definition of the sign-refitting allows to develop oracle rates without any additional assumptions, except classical ones used for Lasso bounds. The proof of this theorem is instructive to understand our refitting strategy so that we incorporate it to the main body of this document.
Theorem 3. If the design matrix X ∈ R n×p satisfies the restricted eigenvalue condition RE(3, s) and λ = 6σ 2 log (p/δ)/n for some δ ∈ (0, 1), then with probability 1 − δ the following bound holds
whereβ is a sign-consistent refitting of Lasso solutionβ.
Proof. Letβ be a sign-consistent refitting ofβ =β(λ) -Lasso solution with the tuning parameter λ, we first define
We start with the KKT conditions for Lasso (Lemma 1). Since the refitting is sign-consistent we have β ,ρ = β 1 , therefore one can write
Substituting the model in Equation (1), we get
Therefore, we have three ingredients to derive our final result: the first one, given in Eq. (8), relies on the subgradient property of the 1 -norm applied to the Lasso solution; the second one, given in Eq. (9), relies on the same property applied to the sign-consistent refitting; and the third one is coming from the definition of a refitting strategy Definition 2.
Multiplying the second inequality by 1/2 and summing the three equations we get
Now observe that
where we have again used 2ab ≤ a 2 + b 2 in the last inequality. Then, subtracting 1 4n X∆ 2 2 from the both sides in Equation (10) and using previous inequality, we get
where in the last inequality we used the fact that β 1 ≥ β * S 1 − β * S − β S 1 + β S c for any vector β and β * with supp(β * ) = S. Now let us restrict our attention on the event where ε X/n ∞ ≤ λ/6, hence we can write
notice that both 4 ∆ S 1 − 4 ∆ S c 1 and 3 ∆ S 1 − ∆ S c 1 can not be negative simultaneously, if one of them is negative we can simply erase it. W.l.o.g. we can assume that both terms are positive, hence we have
which allows us to write
again in the last inequality we used 2ab ≤ a 2 + b 2 . Hence, we can write
Boosted Lasso
Notice that to prove Theorem 2, we used only the refitting property Definition 2, one of the possible candidates is the following refitting step
where Γ = {β ∈ R p : β −β 1 ≤ŝλ} andŝ = | supp(β)|. Intuitively, the Lasso coefficients are shrunk towards zero by a value proportional to the tuning parameter λ. Since there areŝ non-zero coefficient in the Lasso solution, the proposed refitting strategy tries to "unshrink"ŝ non-zero coefficients. As we measure the "shrinkage" factor globally with the 1 -norm, it is natural (inspired by the orthogonal design) to set this factor asŝλ. This motivates our choice of the feasible set Γ . This estimator is legitimate following results given in [Bickel et al., 2009, Theorem 7.2 
] :
Theorem 4 (Bickel et al. [2009] ). If the design matrix X ∈ R n×p satisfies the restricted eigenvalue condition RE(3, s) and λ = 2σ 2 log (p/δ)/n for some δ ∈ (0, 1), then with probability 1 − δ the following bound holdsŝ
where φ max is the maximal eigenvalue of X X/n.
The proof of this theorem is a direct application of Theorem 7.2 in [Bickel et al., 2009] together with Theorem 1 to bound 1 n X(β * −β) 2 2 , we then omit it here. For the estimator, described in Equation (12), we can state the following result, which relies on using both Theorem 4 and Theorem 2: Corollary 1. If the design matrix X ∈ R n×p satisfies the restricted eigenvalue condition RE(3, s) and λ = 2σ 2 log (p/δ)/n for some δ ∈ (0, 1), then with probability 1 − δ the following bound holds
Note that the control over the magnitudes of the coefficients allows to develop desirable rates for the refitted estimator. The description of the set Γ in the definition of the refitting (12) motivates us to consider the following Boosted Lasso estimator [Bühlmann and Yu, 2003 ]:
Definition 4 (Boosted Lasso). For any λ 1 , λ 2 > 0 we callβ λ 1 ,λ 2 a Boosted Lasso refitting if it is a solution ofβ
whereβ λ 1 is the Lasso solution with tuning parameter λ 1 .
Remark 2. Indeed, procedure (15) is equivalent to Lasso boosting. To see that, let∆ = β −β. Then, with a change of variable we get:∆ ∈ arg min
and finallyβ λ 1 ,λ 2 =∆ +β λ 1 .
It is known result that in the Lasso case there exists a critical value λ 1,max = X y/n ∞ such that β λ 1 = 0 iff λ 1 ≥ λ 1,max , due to the previous remark, the Boosted Lasso can be written as a Lasso problem and we can give the result of the same nature: Proposition 1. If λ 1 < λ 1,max , then the solution of Boosted Lasso satisfies:β λ 1 ,λ 2 =β λ 1 iff λ 2 ≥ λ 1 . Moreover, if λ 1 ≥ λ 1,max , then the Boosted Lasso estimator is simply the Lasso estimator with tuning parameter λ 2 .
Proof. For the second part we notice thatβ λ 1 = 0 (since λ 1 ≥ λ 1,max ) and the statement follows from Equation (15) withβ λ 1 = 0. For the first part we can compute the critical value for Equation (15) (it is a Lasso problem), which is given by λ 2,max = X ȳ/n ∞ , whereȳ = y − Xβ λ 1 . Notice that thanks to Lemma 1 we can write
since λ 1 < λ 1,max , henceβ λ 1 0 and ρ λ 1 ∞ = 1, which concludes the proof.
Control over the 1 -norm of the difference, allows to develop oracle inequality with minimax rates (Corollary 1), similar result but somehow stronger can be shown for the regularized version (Boosted Lasso):
Lemma 3. For anyβ λ 1 on the event A = { ε X/n ∞ ≤ λ 1 /2} we have:
Proof. By optimality ofβ λ 1 ,λ 2 in Eq. (14)
, hence on the event ε X/n ∞ ≤ λ 1 /2 and using Hölder's inequality, we can write
Combining Lemma 3 and Theorem 1 we can state the following corollary Corollary 2. If the design matrix X ∈ R n×p satisfies the restricted eigenvalue condition RE(3, s) and λ 1 = 2σ 2 log (p/δ)/n for some δ ∈ (0, 1), then with probability 1 − δ the following bound holds
,
The Boosted Lasso is obviously a refitting strategy, and the previous result shows that it is worth refitting in terms of prediction error. Moreover, Proposition 1 and Corollary 2 suggest to select λ 2 ∈ (λ 1 /2, λ 1 ), such a choice allows to improve the Lasso prediction accuracy with high probability. Besides, the result can be applied iteratively as it does not depend on the choice ofβ λ 1 , hence it works for any iteration step.
Bregman Lasso
We first remind the definition of the Bregman divergence associated with the 1 -norm Definition 5 (Bregman divergence for the 1 -norm). For any z, w ∈ R p and any ρ ∈ ∂ w 1 , the Bregman divergence for the 1 -norm is defined as
In [Osher et al., 2005] , the authors proposed the Bregman Iterations procedure, originally designed to improve iso-TV results. In Lasso case, Bregman Iterations has the following expression: for a fixed λ > 0
where
is the Bregman divergence defined in Eq. (17). The Bregman Iterations can be seen as a discretization of Bregman Inverse Scale Space (ISS), which is analyzed by Osher et al. [2016] , where authors provided statistical guarantees for the ISS dynamic. One of the drawbacks of such an approach is the iterative nature of the algorithm: one need to tune the number of iterations k and the regularization parameter λ > 0. In recent work of Brinkmann et al. [2016] , authors proposed another closely related algorithm, which performs, for a given Lasso solutionβ λ 1 , the following refittinḡ
Unlike the previous approaches, in this section we consider the Lasso solutionβ λ 1 and the following Bregman Lasso refitting strategy, defined as Definition 6 (Bregman Lasso). For any λ 1 , λ 2 > 0 we callβ λ 1 ,λ 2 a Bregman Lasso refitting if it is a solution ofβ
whereβ λ 1 is the Lasso solution with tuning parameter λ 1 and Dρ
is the Bregman divergence given in Equation (17).
Considering the particular case of orthogonal design, we show in Section 4.3.2 that Bregman Lasso refitting is a generalization of both approaches. In particular for this design, the Bregman Lasso refitting can recover Bregman Iterations for any k. Also, Bregman Lasso is computationally more appealing since it only requires evaluating two Lasso problems, while the Bregman Iterations would require k evaluations.
We start by introducing some basic properties of the Bregman divergence associated with the 1 -norm.
Lemma 4. Let z, w ∈ R p , and denote ρ ∈ ∂ w 1 a subgradient of the 1 -norm evaluated at w ∈ R p , therefore the following properties hold independent of the choice of ρ
, where z i , w i , ρ i are the i th components of z, w, ρ,
Proof. See supplementary material for details.
There is a simple geometrical interpretation of Bregman distance, associated with the 1 -norm, which is illustrated by Figure 1 . According to Property 2 of Lemma 4, Bregman divergence in Equation (20) can be evaluated as Dρ
whereρ λ 1 is a fixed subgradient of the 1 -norm evaluated atβ λ 1 . Since, the subdifferential of the 1 -norm is not uniquely defined when evaluated at zero, it is important to fix the way to pick a subgradient. Possible, and probably the most obvious way to evaluate the subgradient is to write the KKT conditions for Problem (20) and fixρ λ 1 as followsρ
Starting from here we stick to this choice of the subgradient. Figure 1: Geometrical interpretation of Bregman divergence. On the left plot the subgradient is uniquely defined. On the right plot the subgradient is a set, therefore the Bregman divergence can be any number from 0 to 2|z| depending on the choice of ρ.
Proposition 2. With the choice of the subgradient as in Equation (21), the Bregman Lasso refitting step can be evaluated asβ
Proof. One can write the following sequence of equalities
where to get the last equality we used Property 2 and the choice of subgradient given in Equation (21). Noticing the following relation
, and using the fact that y,ȳ are independent of β, we conclude.
Lemma 5. Bregman Lasso refittingβ λ 1 ,λ 2 is a refitting strategy in the sense of Definition 2.
Proof. The proof of this lemma relies on Equation (20), hence we can write
so that we get the result since Bregman divergences are non negative.
Geometrical interpretation
It is known that (3) can be equivalently written in the following form
for some T 1 = T 1 (λ 1 ) ≥ 0. Similarly, we can write the Bregman Lasso refitting step Equation (20) in the constrained form asβ
whereβ T 1 is a solution of the constrained version given in Equation (24). The choice T 2 = 0 is considered in [Brinkmann et al., 2016] , which corresponds to λ 2 being large enough in Equation (20). To provide a geometrical intuition we consider the simple case where n = p = 2. We denote byρ T 1 the subgradient of the 1 -norm evaluated at the first-step estimatorβ T 1 . Assume, that the first-step estimator is given, therefore we consider two principal scenarios (case with negative values could be obtained symmetrically) :
• Whenβ
T 1 2 = 0, the feasible set of Problem (25) is given by
Notice that any positive value for β 1 is admissible in this case. We illustrate this phenomenon on Figure 2a , Figure 2b and Figure 2c for various values of T 2 .
2 > 0, the feasible set of Problem (25) is given by {(β 1 , β 2 ) ∈ R × R :
Notice that every pair (β 1 , β 2 ) ∈ R + × R + is inside of the feasible set. We illustrate this phenomenon on Figure 2d .
In Lasso case, if T 1 = 0 there is only one trivial solutionβ T 1 = 0, this is not the case for the refitting step. Indeed, if T 2 = 0 the feasible set of the refitting step might be non-trivial, depending on the first step Lasso solution. More precisely, if there exists j 1 ∈ [p], such thatβ
0 the feasible set of the refitting step always contains {β : β j 1 ≤ 0, β j 2 = 0 ∀j 2 j 1 } or {β : β j 1 ≥ 0, β j 2 = 0 ∀j 2 j 1 }, depending on the sign of theβ
Orthogonal design
In this section we investigate some important properties of the algorithm in Eq. (20) for the denoising model (i.e., we drop the statistical convention and instead assume that n = p and X = Id p )
where y, β * ∈ R p , ε ∼ N 0, σ 2 Id p . The following estimators correspond to Eq. (3) and Eq. (20) respectivelyβ
Feasible set of the refitting step compared to 1 -ball
Feasible set of the refitting step compared to 1 -ball (b) Sparse Lasso solution, T 2 -large.
Feasible set of the refitting step compared to 1 -ball (c) Sparse Lasso solution, T 2 = 0.β
Figure 2: Feasible set of the first and the refitting steps. Here, the ellipses are levels of the objective function andβ LS is the least squares estimator. Geometry of the feasible set for the refitting step is described in terms of T 2 and the subgradientρ T 1 .
where the subgradientρ λ 1 is given by Eq. (21) and simplifies tô
We remind that the solutionβ λ 1 of Lasso with orthogonal design given in Eq. (27) relies on the softthreshold operator ST(·, ·), defined component-wise for any j ∈ [p] by
The next proposition shows that the subgradient follows the signs of the observed signal y.
Proposition 3. For all λ 1 > 0 we have sign(y j ) = sign(ρ
Bregman Lasso and Hard Threshold HT:λ = 1 Bregman Lasso:λ1 = 1, λ2 = 5 Bregman Lasso:λ1 = 1, λ2 = 1
Bregman Lasso and Soft Threshold ST:λ = 1 Bregman Lasso:λ1 = 5, λ2 = 1 Bregman Lasso:λ1 = 1, λ2 = 1 Bregman Lasso:λ1 = .5, λ2 = 1 (b) Fixed λ 2 , various λ 1 . Figure 3: The solution of the refitting step is equivalent to the MCP penalty. Extreme cases include both hard and soft threshold operators.
Proof. Sinceβ λ 1 = ST(y, λ 1 ), we can equivalently rewrite Eq. (29) as
The following results states that the Bregman refitting also enjoys close properties to the Lasso but thresholds a translated response vector. This relation can be obviously proved using Equation (22) of Proposition 2, which establishes that the Bregman Lasso can be seen as Lasso solution applied to a modified signal. It is worth mentioning, that in the Lasso case, there exists a so called λ 1,max , which is the smallest value of regularization parameter for which the solutionβ λ 1 = 0 for all λ 1 > λ 1,max . However, even though the refitting step can be formulated as Lasso problem, there is not such parameter λ 2,max . It can be counter intuitive on the first sight, but since the parameter λ 2 is present inside the data-fitting term, it becomes clear that such extreme value does not exist.
In the sequel we provide another interpretation of the Bregman Lasso refitting in terms of firmthresholding operator, introduced and analyzed by Gao and Bruce [1997] . We additionally mention, that the firm-thresholding operator is the solution of the least squares problem penalized with MCP regularization [Zhang, 2010] (for orthogonal design), which is a non-convex problem. Additionally, the firm-thresholding operator outperforms soft/hard-threshold in terms of bias-variance trade-off, see [Gao and Bruce, 1997] for the theoretical and numerical analysis.
Proposition 5. The solution of the Bregman Lasso refitting step in case of orthogonal design is given bŷ
where λ H = (1/λ 1 +1/λ 2 ) −1 and the firm-thresholding operator FT is defined for µ > 0, γ > 1 componentwise for any j ∈ [p] by:
In the Bregman Lasso (orthogonal) case µ = λ H and γ = 1 + λ 1 /λ 2 = λ 1 /λ H .
Proof. First we notice that the optimization problem in Equation (28) 
where we used the fact that sign(y j ) = sign(y j + λ 2ρ λ 1 j ), a result that follows from Proposition 3. We consider the following cases:
• y j > 0, y j ≥ λ 1 , henceβ
which holds for all positive values of λ 2 .
• y j > 0, y j < λ 1 , henceβ
The case of negative y j is proved in the same manner.
Remark 3. We notice the following behavior of the solution, described in Proposition 5:
•β λ 1 ,λ 2 → HT(y, λ 1 ), when λ 2 → ∞,
These properties are illustrated on Figures 3a and 3b for several values of λ 1 and λ 2 .
For the sake of completeness, we additionally provide the analysis for the Bregman Iterations (orthogonal case) in the form of Equation (18) to give insights on our motivation to consider 2-step iteration with two tuning parameters λ 1 , λ 2 . Similar analysis can be found in [Yin et al., 2008, Xu and Osher, 2007] . Following the proof of Proposition 4 one can prove by induction that the following result holds for the Bregman Iterations defined in Equation (18).
Proposition 6. For a fixed λ > 0 and for all k > 0, the solution generated by the Bregman Iterations Eq. (18) is given byβ k+1 = ST(y + λρ k , λ) .
We can additionally prove that for every k > 1, the solution of Bregman Iterations is given by the firm-threshold operator.
Proposition 7. For a fixed λ > 0 and for all k > 1, the solution generated by the Bregman Iterations Eq. (18) is given bŷ
Proof. We prove this result component-wise (for arbitrary component j ∈ [p]) and additionally assume that y j > 0, the case of negative y j being similar. The statement clearly holds for k = 2, since it is sufficient to use Proposition 5 with λ 1 = λ 2 . We assume that the statement holds up to k > 2, hence using previous result we can writeβ k+1,j = ST(y j + λρ k,j , λ) , reminding that ρ 0 = 0, with the inductive assumption and the definition of the subgradient in Eq. (18) we haveρ
• If
, the firm-threshold definition implies that for all m < k iterationsβ m,j = 0, hencê
Therefore, when
Therefore, when 0 < y j ≤ 18), while the reverse is not true, for instance when k is not an integer.
Arbitrary design
In this section we provide some generalizations of the results obtained in Section 4.3.2. We first notice that in the case of orthogonal design, discussed in Section 4.3.2, for a given vector y, there exists a value of the regularization parameter λ 2 such that, the refitting step Eq. (20) is equivalent to hard-thresholding. One might expect that for the case of arbitrary design there exists such a value of λ 2 that the refitting step Eq. (20) is equivalent to a least-squares refitting on the support obtained via the first lasso type step as it adds a sign constraints. Yet, the estimator obtained via the refitting step slightly differs from the simple least-squares refitting. To state our main result of this section, let us introduce some notation. Considerρ λ 1 , defined in Eq. (21), we define the equicorrelation set [Tibshirani, 2013] as
We will omit λ 1 in E λ 1 and write E instead for simplicity. We associate the following Sign-Least-Squares Lasso refitting step with the equicorrelation set given by Eq. (32) Definition 7 (Sign-Least-Squares Lasso). For any λ 1 > 0 we callβ SLS a Sign-Least-Squares Lasso refitting if it satisfiesβ SLS E c = 0 and
where |E| is the cardinality of E andρ λ 1 is the Lasso subgradient defined in Equation (21).
Notice, that the refitting is performed on the equicorrelation set and not on the support of the Lasso solution. Possible motivation to consider the equicorrelation set instead of the support can be described by uniqueness issues of the Lasso [Tibshirani, 2013] , while the equicorrelation set (and the signs) is always uniquely defined.
Proposition 8. The Sign-Least-Squares Lasso is a sign consistent refitting strategy of the Lasso solution β λ 1 in the sense of Definition 3.
Proof. Notice that we have the following relation
and using Remark 1 we conclude.
Bregman Lasso as Sign-Least-Squares Lasso
In this section we provide connections between the Bregman Lasso and the Sign-Least-Squares Lasso. Since Problem (33) is convex and Slater's condition is satisfied therefore the KKT conditions state [Boyd and Vandenberghe, 2004] that there existβ
so that we can provide the following connection:
Theorem 5. For any signal vector y ∈ R n and any design matrix X ∈ R n×p there exists λ 0 > 0 such that for any λ 2 ≥ λ 0 the solution of the refitting step Eq. (20) is given byβ λ 1 ,λ 2 =β SLS .
The proof the this theorem is below. However we mention that it states that given λ 1 > 0, Bregman Lasso and Sign-Least-Squares Lasso often coincide. The value of the parameter λ 0 in Theorem 5 is explicit and can be found at the end of the following proof.
Proof. We start by writing the KKT conditions for Bregman Lasso, Eq. (20):
These are necessary and sufficient conditions for a vector β to be a solution of Bregman Lasso (20). Therefore, it is sufficient to check if the vector defined asβ λ 1 ,λ 2 =β SLS satisfies Eq. (35) for some λ 2 . Substitutingβ
Sinceβ SLS E satisfies the KKT conditions, given in Eq. (34), we simplify the previous system as       ρ
where 1 |E| = (1, . . . , 1) ∈ R |E| . We notice that the second line in Eq. (37) can be satisfied for λ 2 large enough, since for each j ∈ E c we have |ρ
does not depend on the value of λ 2 . Denote λ the smallest λ 2 such that the second condition in Eq. (37) is satisfied. Now, notice that the first line can be studied element-wise, hence we study two distinct cases, where we take j ∈ E.
•μ j = 0 =⇒ρ
, which holds due to the definition ofβ
)| ≤ 1 and Eq. (37) is satisfied.
Setting λ 0 = λ ∨μ max , whereμ max = max |E| j=1 {μ j } concludes the proof.
Natural extensions
One can easily extend the Bregman Lasso refitting to any 1 -penalized methods such as logistic regression, Poisson regression, etc. Such a refitting strategy might be relevant when the estimation of the underlying probabilities is of the same importance as the classification itself. Similar ideas were addressed by Shi et al. [2012] , where the authors proposed a new regularization path for the logistic regression inspired by the Bregman Iterations detailed in Equation (18). In this part, we propose a simple extension of the Bregman Lasso to models from the exponential family. To this end, we consider the setting of Generalized Linear Models (GLM) where for every i ∈ [n] the observed samples are following a natural exponential family distribution with covariates x i ∈ R p and responses y i ∈ R, that is
for some unknown β * ∈ R p , where b and h are some continuously differentiable functions. In particular, one can show the following relation . . , a n ) ∈ R n it is convenient to write b (a) = (b (a 1 ), . . . , b (a n )) . We form the observation vector y = (y 1 , . . . , y n ) ∈ R n where n is the number of available samples and the design matrix X = [x 1 , . . . , x n ] ∈ R n×p which has p covariates, and n observations. To estimate β * we first minimize the negative log-likelihood with 1 -penalty [Tibshirani, 1996] , which is equivalent for a fixed λ 1 > 0 to the following optimization problem
Similarly, Bregman type refitting (for a fixed λ 2 > 0) can be performed aŝ
where the subgradient is given byρ
Possible examples are:
• Logistic regression: b : t → ln(1 + e t ) and b : t → 
Experiments
To evaluate each scenario, we consider the following 'oracle' performance measures (in the sense that in practice one can not evaluate them):
• Prediction: X(β * −β) • Estimation: β * −β 1 ;
• Predicted sparsity: | supp(β)|;
• Hamming: All except one measures used in our evaluation are standard and are widely considered by various authors. We additionally study Hamming loss, which allows to capture information about miss predicting the sign of the underlying β * . However, one should keep in mind that the introduced Hamming treats False Positive, False Negative and False Sign mistakes equally. Furthermore, the estimators that we consider are described in Table 1 .
To report our results, we present boxplots for each scenario and performance measure over one hundred experiment replicas. During each simulation run we perform 3 fold cross-validation over a predefined one dimensional grid of 50 points, spread equally on logarithmic scale from 0.01 X y/n ∞ to X y/n ∞ , for λ 1 or two dimensional grid of 50 × 50 points for λ 1 , λ 2 on the same scale. We finally select the tuning parameters achieving the best 3 fold cross-validation performance in terms of MSE, since in practice one does not have access to the underlying β * .
Synthetic data
For our synthetic experiments we generate the design matrix X ∈ R n×p in the following manner Lasso [Tibshirani, 1996] β Lasso ∈ arg min
LSLasso [Belloni and Chernozhukov, 2013] 
and the noise vector ε ∼ N (0, I n ). Hence, each scenario in the synthetic data section is described by the following parameters: number of observations: n, number of features: p, sparsity level of β * : s, level of correlations: κ, noise level: σ . We fix n = 40, p = 200, s = 4, σ = 0.5 and use the following values of correlations κ = 0.3; 0.5; 0.7, representing low, average and high correlation settings respectively. The results are reported on Figure 4 , Figure 5 and Figure 6 . We first notice that the Boosted Lasso does not give any significant improvement over the Lasso. Other three refitting strategies can improve the first step Lasso solution. In case of modest correlations inside the design matrix, the improvement can be considered as significant. Moreover, the Sign-Least-Squares Lasso outperforms the Least-Squares Lasso and the Bregman Lasso in average, in addition to the greater interpretability due to the sign preserving properties.
Semi-real data
For our experimental study, we generate semi-real datasets, following an approach presented in [Bühlmann and Mandozzi, 2014] . The data are generated from the model Equation (1), where the design matrix X is obtained from the leukemia dataset with n = 72. We consider the following 4 parameters to describe the settings of our experiments: p -number of covariates, s -sparsity of the vector β * , SNR -signal to noise ratio and the correlation settings -way to generate support of the vector β * . All the plots are averaged over hundred runs of the simulation process with fixed values of parameters given in Table 2 . During each simulation round we choose the first p columns from the leukemia dataset. Additionally we set the signal to noise ratio, defined as
to control the noise level σ 2 in the model Equation (1). Additionally the true cardinality of β * is set to s and each non-zero component of β * is set to one or minus one with equal probability. Finally, the support of the vector β * is formed following two scenarios: normal correlations and high correlations. For normal correlations we choose randomly s components out of p and for high correlations scenario, the first component is chosen randomly and the remaining s − 1 having the highest Pearson correlation with the first one. Additional scenarios can be found in Appendix, in the main text we provide only three cases due to the space limitation. On Figure 7 we notice that in the low noise (SNR = 8) and very sparse (s = 5) scenario the overall performance is similar to the synthetic dataset, discussed above.
Meanwhile, the conclusion is different for Figure 8 , where the noise level (SNR = 2) and the sparsity level (s = 20) are high. In this scenario we observe that simple Lasso outperforms in average all the refitting strategies in terms of estimation error and the TP rate, Boosted Lasso provides with better estimation and the Sign-Least-Squares Lasso achieves better results in terms of all the other measures. We additionally emphasize, that the Least-Squares Lasso shows large variance and might fail to improve the estimation in some cases.
Similar conclusions as for previous scenario can be made for Figure 9 , where the sparsity level (s = 20) is still high, but the noise level is reduced (SNR = 8).
We conclude by pointing out that performing or not performing the refitting depends on the measure of interest and on the underlying (unknown in practice) scenario. Boosted Lasso agrees with our theoretical results, as it only improves the Lasso estimator in terms of prediction, but it fails to improve any other measure except True Positive rate (due to higher output sparsity). Least-Squares Lasso may show an undesirable performance in some scenarios and bring the problem of interpretability. Sign-Least-Squares Lasso and Bregman Lasso showed consistent and satisfying performance, however Sign-Least-Squares Lasso outperforms the Bregman Lasso in average. We additionally emphasize that our results are valid for cross-validation on MSE. Other choices are possible (BIC, AIC, AV p ) and may possibly provide with different overall conclusion.
Conclusion
In this article we introduced a simple framework to provide additional statistical guarantees on the refitting and sign-consistent refitting of Lasso solutions. We demonstrated that every sign-consistent refitting strategy satisfies an oracle inequality under the same assumptions as the Lasso bounds. We theoretically analyzed two refitting strategies: Boosted Lasso and Bregman Lasso, which are easy to implement as they require only Lasso solver. It appeared that the Bregman Lasso converges to the Sign-Least-Squares Lassoa particular refitting strategy with sign preserving properties. Experimental results show the advantages of sign-consistent strategies over the simple Least-Squares Lasso. Possible extension of this work is to consider other families of the refitting strategies by either adding an additional information provided by the Lasso or replacing the sign-preserving property. Another interesting road is to use our framework to provide oracle bounds for estimation and feature selection.
A Proofs Theorem 1. We start from the KKT conditions for Lasso Lemma 1, noticing that ρ,β = β 1 and for every β ∈ R p we have ρ, β ≤ β 1 since ρ ∞ ≤ 1, we can write and we get the desired result 
